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Abstract—This paper tackles the problem of millimeter-Wave
(mmWave) channel estimation in massive MIMO communication
systems. A new Bayes-optimal channel estimator is derived
using recent advances in the approximate belief propagation
(BP) Bayesian inference paradigm. By leveraging the inher-
ent sparsity of the mmWave MIMO channel in the angular
domain, we recast the underlying channel estimation problem
into that of reconstructing a compressible signal from a set of
noisy linear measurements. Then, the generalized approximate
message passing (GAMP) algorithm is used to find the entries
of the unknown mmWave MIMO channel matrix. Unlike all the
existing works on the same topic, we model the angular-domain
channel coefficients by Laplacian distributed random variables.
Further, we establish the closed-form expressions for the various
statistical quantities that need to be updated iteratively by
GAMP. To render the proposed algorithm fully automated, we
also develop an expectation-maximization (EM) based procedure
that can be easily embedded within GAMP’s iteration loop in
order to learn all the unknown parameters of the underlying
Bayesian inference problem. Computer simulations show that
the proposed combined EM-GAMP algorithm under a Laplacian
prior exhibits improvements both in terms of channel estimation
accuracy, achievable rate, and computational complexity as
compared to the Gaussian mixture prior that has been advocated
in the recent literature. In addition, it is found that the Laplacian
prior speeds up the convergence time of GAMP over the entire
signal-to-noise ratio (SNR) range.
Index Terms—Massive MIMO, mmWave, channel estimation,
minimum mean-squared error (MMSE) estimator, generalized
approximate message passing (GAMP).
I. INTRODUCTION
MASSIVE multiple-input multiple-output (MIMO) tech-nology in which transceivers are equipped with a large
number (tens to hundreds) of antennas has recently attracted
considerable research interest both in academia and industry.
In fact, owing to the unprecedented spectral and energy
efficiency gains it promises, massive MIMO is foreseen to
be a key component and to play a major role in future
fifth-generation (5G) wireless networks [2]–[4]. Moreover,
the combination of massive MIMO, mmWave, and small-cell
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geometries is a symbiotic convergence of technologies, rec-
ognized to be the next wireless revolution [5] which enables
achieving the approximate thousand-fold increase in capacity
that will be needed in the coming decades. A common and
crucial assumption behind many of the promised benefits of
massive MIMO mmWave technology, however, is that the
receiver and/or the transmitter are provided with good-quality
channel state information (CSI), which in practice has to be
estimated using short-length pilot sequences.
As a matter of fact, the task of acquiring acceptable-quality
CSI is much more challenging for massive MIMO systems
than it is for traditional MIMO configurations [6]. Indeed,
the direct application of conventional per-antenna channel
estimation schemes leads to a prohibitive overhead. This stems
from the need to transmit long training sequences to be able
to accurately estimate all the entries of the large-size channel
matrix.
Fortunately, unlike the ultra-high frequency (UHF) or sub-
3GHz band, many recent channel measurement/sounding
campaigns have confirmed that, due to the lack of scattering in
mmWave bands, the signal propagates from the transmitter to
the receiver through a small number of path clusters [7]–[9].
This has triggered a surge of interest — fueled by recent pro-
gresses in compressed sensing (CS) theory — in harnessing
the sparsity of mmWave channels to devise accurate estima-
tors that require acceptable-size training sequences [10]. In
this context, a plethora of massive MIMO mmWave channel
estimators have been introduced, over the recent few years, by
capitalizing mainly on the angular-domain sparsity. However,
the vast majority of the proposed works capture such sparsity
by simply quantizing the beam domain. More specifically, a
fixed sampling grid is selected to serve as a possible set for
all candidate values of the angles of departure (AoDs) and
angles of arrival (AoAs) pertaining to the different paths (see
[11], [12] and references therein). Then, by constraining all
true (unknown) AoDs/AoAs to lie exactly on the selected
grid, the channel estimation problem is recast as a sparse
reconstruction problem. Its sensing matrix is an overcomplete
dictionary that can be easily constructed by evaluating the
transmit/receive array response vectors at all the points of the
postulated sampling grid. The sparsity of the unknown vector,
which contains the path gain coefficients, follows from the
observation that most of the sampled AoD/AoA pairs do not
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2correspond to any physical path1.
Unfortunately, the above techniques suffer from the in-
evitable off-grid problem which arises in practical situations
where some of the true AoDs and/or AoAs do not lie on
the sampling grid. For accurate estimation, it is therefore
compulsory to use densely sampled grid since it reduces the
gap between the true parameters and their nearest points on
the grid. However, the cost of a dense grid sampling is the
excessive increase in computational complexity.
From an algorithmic point of view, another common theme
underlying almost all the existing methods is the use of
sparsity-inducing mixed-norm optimization criteria, such as
the basis pursuit [14] (and its variants) or the LASSO [15], for
reconstruction at the receiver. Although the existing convex
optimization-based reconstruction algorithms perform well
in practice, their complexity does not scale appropriately
with the problem dimensions. Specifically, it increases very
rapidly with the size of the transmit/receive antenna arrays
as we operate in the massive MIMO regime. To alleviate the
computational burden, popular iterative hard/soft thresholding
(IHT/IST) algorithms [16], [17] can been envisaged here at
the cost, however, of worse reconstruction performance.
In this paper, we capitalize on the generalized approximate
message-passing (GAMP) algorithm2 [19] to estimate the
massive MIMO mmWave channel. Unlike the original AMP
algorithm, pioneered in [20], GAMP is able to accommo-
date any priori distribution on the entries of the unknown
vector and applies to both linear and nonlinear observation
models. GAMP has the reconstruction power of mixed-
norm optimization approaches and entails almost the same
complexity of IST/IHT algorithms making it very attractive
for large-dimensional estimation problems encountered in
massive MIMO systems. However, it is known that GAMP di-
verges with even mildly ill-conditioned sensing matrices [21]–
[23], like the overcomplete dictionaries resulting from beam-
domain quantization. Similar to [24]–[26], to circumvent
this problem, we rely on the so-called virtual or canonical
channel model [27] which amounts to expanding the physical
multipath channel in terms of multidimensional Fourier basis
functions that are easily implemented by discrete Fourier
transform (DFT) matrices. This idea has been recently used
together with the sparse message passing paradigm in [28],
[29] within the context of massive MIMO mmWave channel
estimation.
The use of approximate message-passing algorithms has
already found application in many different fields. But its
application to the problem of estimating massive MIMO
multipath sparse channels has appeared only recently in [24]
and [25] for the case of single- and multi-user communica-
1A sampled AoD/AoA pair that does not correspond to any physical path
is associated with a zero coefficient with unknown location in x. The idea
of building an overcomplete dictionary via angular-domain quantization was
pioneered in [13] within the framework of multisource DOA estimation under
flat-fading channels.
2Note here that the Bayesian MMSE version of the original AMP algorithm
[18] could also be used here and we expect both algorithms to lead to similar
results.
tions3, respectively. In both works, however, GAMP is used
in conjunction with a Gaussian mixture (GM) prior on the
channel coefficients. This paper makes an observation that
the use of a Laplacian prior on the beam-domain coefficients
of massive MIMO mmWave channels can lead to better re-
construction performance while speeding up the convergence
of GAMP at the same time. The use of a Laplacian prior
in our work is, in part, motivated by its wide adoption in
Bayesian image processing. There, it has been shown that
the approximately sparse discrete cosine transform (DCT)
coefficients of natural images are better modeled by a Laplace
distribution [32]. Owing to the apparent analogy between the
sparsity of DCT coefficients in image processing and the
sparsity of mmWave MIMO channels in the DFT basis, it is
expected that a Laplacian distribution will lead to enhanced
reconstruction performance. In this paper, we establish in
closed-from expressions all the statistical quantities required
by GAMP under a Laplacian prior. Moreover, we devise a
simple approach that learns all the necessary parameters using
the expectation-maximization (EM) principle. The proposed
EM-based approach comes at almost no additional cost since
all the statistical quantities it requires are provided as by-
products of GAMP while trying to reconstruct the unknown
channel itself. Exhaustive Monte-Carlo simulations show that
a Laplacian prior leads indeed to large performance gains
especially in the harsh conditions of low SNR and/or reduced
number of observations.
We structure the rest of this paper as follows. In section
II, we present the system model. In section III, we recast
the massive MIMO mmWave channel estimation problem
into a sparse reconstruction problem and derive the GAM-
based algorithm under a Laplacian prior. In Section IV, we
devise the EM-based approach that learns the parameters of
the underlying estimation problem. In Section V, we discuss
the simulation results of the algorithm. Finally, we draw out
some concluding remarks in Section VI.
The common notations used in this paper are as follows.
Lower- and upper-case bold fonts, x and X, are used denote
vectors and matrices, respectively. Upper-case calligraphic
font, X and X , is used to denote single and multivariate
random variables, respectively. The nth column of X is
denoted as [X]:,n, its (m,n)th entry is denoted as Xmn, and
the nth element of x is denoted as xn. IN stands for the
N × N identity matrix, vec(X) stacks the columns of X
one below the other, and unvec(.) is the associated inverse
operator. The shorthand notation x ∼ N (m,R) means that
the vector x follows a Gaussian distribution with mean m and
auto-covariance matrix R. Moreover, {.}T and {.}H stand for
the transpose and Hermitian (transpose conjugate) operators,
respectively. In addition, |.| and ‖.‖ stand for the modulus
and Euclidean norm, respectively. Given any complex number,
<{.}, ={.}, and {.}∗ return its real part, imaginary part, and
complex conjugate, respectively. The Kronecker function and
3We also refer the reader to [30], [31] for other interesting recent works
that apply the idea of Gaussian message passing to the detection problem in
MIMO communications.
3product are denoted as δm,n and ⊗, respectively. We also
denote the probability distribution function (pdf) of single and
multivariate random variables (RVs) by pX (x) and pX (x),
respectively. The statistical expectation is denoted as E{.}, j
is the imaginary unit (i.e., j2 = −1), and the notation , is
used for definitions.
II. SYSTEM MODEL
Consider a massive MIMO mmWave communication sys-
tem wherein the transmitter and the receiver are equipped
with Mt and Mr antenna branches, respectively. At successive
discrete time instants k, k = 0, 1, . . . ,K − 1, the ith transmit
antenna element sends a training (i.e., pilot) symbol bi(k). The
entire Mt−dimensional signal broadcasted by the transmit an-
tenna array is denoted as b(k) , [b1(k), b2(k), . . . , bMt(k)]T.
This paper assumes that the elements of the pilot sequence
are generated randomly from independent and identically dis-
tributed (i.i.d.) complex Gaussian distribution with zero mean
and variance 1/
√
Mt. Under perfect carrier and timing recov-
ery and assuming block fading, the Mr−dimensional received
signals, denoted hereafter as y(k) for k = 0, 1, . . . ,K − 1,
can be modeled as follows:
y(k) = Hb(k) + w(k), (1)
where H ∈ CMr×Mt is the baseband channel impulse
response, assumed to remain constant over the entire obser-
vation window, and w(k) , [w1(k), w2(k), . . . , wMr (k)]T
is the additive noise vector at discrete time instant k. The
noise components, wi(k), are modeled by circular complex
Gaussian random variables with zero mean and variance 2σ2w
and they are assumed to be temporally and spatially white,
i.e., E{wi(k)wi′(k′)∗} = 2σ2wδi,i′δk,k′ .
It is worth mentioning here that the linear model in (1)
is valid only when a high precision ADC is used for each
antenna. In practice, the ADCs have finite precision espe-
cially in mmWave massive MIMO communications where
the received data is coarsely quantized [24]. Quantization
effects are not considered in this paper since our main goal
is to investigate the impact of the prior distribution on the
estimation of the sparse beam-domain channel coefficients.
We show that the Laplacian prior is the right model for
beam-domain mmWave channel coefficients. Extending the
results of this work to more practical architectures that use
a dedicated RF chain with a low-precision ADC for each
antenna is a promising future research direction. Indeed, even
in the presence of finite-resolution ADCs, it is still expected
that the Laplacian prior will be the right model for the
beam-domain coefficients of the mmWave massive MIMO
channels. Another attractive hardware architecture for massive
MIMO mmWave systems suggests to use a reduced number
of RF chains (as compared to the number of antennas) but
with full-precision ADCs, known as the hybrid architecture
[33], [34]. In this respect, we refer the reader to [12], [35],
[36] and references therein for recent works on the problem
of channel estimation for massive MIMO mmWave systems
with the hybrid architecture. In particular, by evaluating the
transmit and receive array steering vectors on a uniform grid
of possible AoAs/AoDs, the authors of [12] recast the problem
of channel estimation in massive MIMO mmWave systems
with hybrid architectures as a compressed sensing problem.
The unknown non-zero entries in the exactly sparse vector,
x, of the resulting linear model are the gain coefficients of
the individual physical paths. A key step to extending the
results of our work to the hybrid architectures amounts to
finding the appropriate linear model that has the beam-domain
coefficients as the entries of the unknown sparse vector
x. Moreover, since GAMP applies to both linear and non-
linear models, our results can potentially be further extended
to hybrid mmWave architectures with finite-precision ADCs
(i.e., with coarsely quantized observations) by relying on
similar arguments in [37].
The goal is to estimate the channel matrix, H, in (1) given
the set of observation vectors {y(k)}K−1k=0 . In conventional
sub-3GHz MIMO communications, the passing wave tends to
hit the receiving antenna array from almost all directions. In
this case, every single entry of H is the aggregate contribution
of a large number of propagation paths and, hence, reasonably
modeled by a complex Gaussian RV. In higher-frequency
mmWave bands, however, electromagnetic waves behave quite
differently and radio signals propagate along very few path
clusters each containing a small number of sub-paths with
small angular spreads. As a result, the mmWave channel
is inherently sparse in the angular domain if expressed in
suitable DFT bases [26].
To see this, assume that the antenna elements form a uni-
form linear array (ULA) configuration both at the transmitter
and receiver sides. Assume also that there are P clusters
and that within each pth cluster (p = 1, 2, . . . , P ) there are
Qp sub-paths. Moreover, each qth sub-path within the pth
cluster (q = 1, 2, . . . , Qp) has an angle of departure φp,q and
impinges on the receive antenna array from an angle of arrival
θp,q . By the superposition principle, the resulting baseband
MIMO channel matrix is given by (see [29] and references
therein):
H =
P∑
p=1
Qp∑
q=1
αp,qar(Ω
r
p,q)at(Ω
t
p,q)
H, (2)
where αp,q is the gain of the qth sub-path within the pth
cluster, Ωtp,q = cos(φp,q) and Ω
r
p,q = cos(θp,q) are its
directional cosine with respect to the transmit and receive
antenna arrays, respectively. Moreover, at(Ω) and ar(Ω) are,
respectively, the transmit and receive array response vectors
which are explicitly given by [38]:
at(Ω) =
[
1, e−jpiΩ, e−j2piΩ, . . . , e−j(Mt−1)piΩ
]T
, (3)
ar(Ω) =
[
1, e−jpiΩ, e−j2piΩ, . . . , e−j(Mr−1)piΩ
]T
, (4)
where it is implicitly assumed that the antenna elements are
separated by half the wavelength.
The actual channel matrix as expressed in (2) is not visibly
sparse. Expressing it in the angular domain, however, reveals
4that it has indeed very few dominant entries. To see this,
consider the following angular-domain representation of H:
H˜ = UHr H Ut, (5)
where Ur and Ut are the Mr×Mr and Mt×Mt spatial unitary
DFT matrices. Plugging (5) back into (2) and rearranging the
terms, it follows that:
H˜ =
P∑
p=1
Qp∑
q=1
αp,q
[
UHr ar(Ω
r
p,q)
][
UHt at(Ω
t
p,q)
]H
. (6)
Clearly, in (6), the columns of Ur and Ut act as receive and
transmit beamforming vectors, respectively, capturing how
much energy is present along their associated transmit/receive
beams. In fact, by considering the mth component of the
vector vrp,q , UHr ar(Ωrp,q):
vrp,q[m] = [Ur]
H
:,m ar(Ω
r
p,q), m = 1, 2, . . . ,Mr, (7)
it can be shown that its magnitude is explicitly expressed as
follows:
∣∣∣vrp,q[m]∣∣∣ = 1√Mr
∣∣∣∣∣∣
sin
(
pi
[
m− 1− Mr2 Ωrp,q
])
sin
(
pi
Mr
[
m− 1− Mr2 Ωrp,q
])
∣∣∣∣∣∣ . (8)
It is clear that
∣∣vrp,q[m]∣∣ is maximal for m0 verifying:∣∣∣Ωrp,q − 2(m0 − 1)Mr
∣∣∣ < 2
Mr
. (9)
This is in line with a standard result in array signal processing
which states that each of the receive beamforming vectors
[Ur]:,m, for m = 1, 2, . . . ,Mr, has a main lobe centered
around (m − 1)/Mr∆r with beamwidth 1/(Mr∆r) where
∆r is the inter-antenna separation normalized by the wave-
length (in our case ∆r = 1/2). Therefore, a given subpath
with receive directional cosine Ωrp,q has almost all of its
energy along one particular vector [Ur]:,m0
(
see (9)
)
and
very little along all the others. If the angular spread, σrθ ,
is small (typically σrθ < 1/Mr∆r), then all the sub-paths
belonging to the same cluster have most of their energy
along the same beamforming vector. By the same virtue,
they also have most of their energy concentrated along one
particular transmit beamforming vector [Ut]:,n0 for some
n0 ∈ {1, 2, . . . ,Mt − 1} that satisfies:∣∣∣Ωtp,q − 2(n0 − 1)Mt
∣∣∣ < 2
Mt
. (10)
In this way, the only few dominant entries, H˜m0n0 , of H˜
are those for which there is a cluster with mean AoA and
mean AoD that verify (9) and (10) at the same time. All the
remaining entries have relatively small magnitude; they are
not identically zero as they capture small contributions from
all the clusters due to spectral leakage phenomena.
III. PROPOSED MMWAVE CHANNEL ESTIMATION
ALGORITHM
A. Problem formulation
To harness the angular domain sparsity of the channel,
we propose to apply the DFT precoder, UHt , to the training
sequences before transmission, i.e., the transmit array sends
Utb(k) at discrete time instants k, k = 0, 1, . . . ,K − 1. We
also combine the corresponding received noisy vector using
the DFT combiner, Ur, such that:
y˜(k) = UHrHUtb(k) + U
H
rw(k), (11a)
= H˜ b(k) + w˜(k), (11b)
where w˜(k) , UHrw(k) is the resulting combined noise
which has exactly the same statistics as w(k) since the matrix
Ur is unitary. By stacking all the received vectors in a single
matrix Y˜ = [y˜(0), y˜(1), . . . , y˜(K − 1)], we obtain:
Y˜ = H˜B + W˜, (12)
with the matrices B and W˜ being constructed in the same
way as Y, i.e., B = [b(0),b(1), . . . ,b(K − 1)] and W˜ =
[w˜(0), w˜(1), . . . , w˜(K − 1)]. Now, vectorizing (12) yields:
vec
(
Y˜
)
= (BT ⊗ IMr )vec
(
H˜
)
+ vec
(
W˜
)
. (13)
By defining y˜ , vec(Y˜) ∈ CMrK , x˜ , vec(H˜) ∈ CMrMt ,
w˜ , vec(W˜) ∈ CMrK , and A˜ , BT⊗ IMr ∈ CMrK×MrMt ,
(13) is equivalently rewritten as follows:
y˜ = A˜x˜ + w˜. (14)
Recall here that the vector x˜ is approximately sparse due
to the approximate sparsity of H˜. This paper captures the
underlying sparsity by a Laplacian distribution. Since the
Laplacian distribution is defined for real-valued RVs only,
we transform the complex model in (14) to the following
equivalent real model:[
<{y˜}
={y˜}
]
︸ ︷︷ ︸
,
y
=
[
<{A˜} −={A˜}
={A˜} <{A˜}
]
︸ ︷︷ ︸
,
A
[
<{x˜}
={x˜}
]
︸ ︷︷ ︸
,
x
+
[
<{w˜}
={w˜}
]
︸ ︷︷ ︸
,
w
.
(15)
We recognize in (15) the well-known inverse problem in
signal processing research practices: reconstruct a (approx-
imately) sparse vector from the fewest possible number of
noisy linear observations:
y = Ax + w, (16)
in which by defining M = 2MrK and N = 2MrMt, we
have y ∈ RN , A ∈ CM×N , and x ∈ CN . Once this is done,
an estimate of the original channel matrix is readily obtained
from (6) as follows:
Ĥ = Ur
̂˜
HUHt , (17)
where ̂˜H = unvec(̂˜x) and ̂˜x is an estimate of x˜ which is
easily obtained from the reconstructed vector x̂.
5B. Modeling the Angular-Domain Coefficients of mmWave
Channels:
In our quest for finding the beam-domain channel coeffi-
cients in x, we follow the Bayesian approach which requires
an appropriate model for the prior distribution of the xn’s.
For rich-scattering environments, an accurate and widely used
statistical model for the actual channel coefficients is the
Gaussian model. In other words, the various entries of the
channel matrix H involved in (1) are assumed to follow a
scaled normal distribution:
pX (x;β) = N (x; 0, β), (18)
in which β is the large-scale fading coefficient that accounts
for the combined effects of shadowing and path loss. In this
case, the entries of H˜ in (12) or equivalently the elements of
the unknown vector x in (16) are also Gaussian-distributed
since Ur and Ut are unitary matrices.
In mmWave communications, however, the entries of H
cannot be approximated by a Gaussian distribution due to the
lack of scattering. Hence, a more appropriate statistical model
for the angular-domain channel coefficients needs to be spec-
ified. This problem has been addressed in two recent works
[24] and [25] for single- and multi-user communications,
respectively, and both of these works propose to approximate
the unknown prior distribution by a Gaussian mixture (GM)
model of order L, i.e.:
pX (x;α) =
L∑
l=1
ωlN (x; ηl, νl), (19)
where {ωl}Ll=1 are the normalized mixing coefficients in the
postulated GM model that is parameterized by the vector α ,
[ω1, . . . ωL, η1, . . . , ηL, ν1, . . . , νL]
T. In [24], [25], the com-
ponents of α are estimated by the expectation-maximization
procedure for the GM model introduced recently in [39].
In this paper, we propose to model the angular-domain co-
efficients of the underlying mmWave massive MIMO channel
by a zero-mean Laplacian distribution with scale parameter b:
pX (x; b) =
1
2b
e−
|x|
b . (20)
As mentioned previously, our choice is motivated by the
widespread use of the Laplacian distribution to capture the
sparsity of DCT coefficients of natural images [32]. More-
over, it can be shown that MAP-based estimation of sparse
signals with Laplacian prior is equivalent to the regularized
l1−norm minimization problem which is known to promote
sparsity. Indeed, as explained in [40], [41], the Laplacian prior
enforces the sparsity constraint more heavily by distributing
the posterior mass more on the axes so that signal coefficients
close to zero are preferred.
The superiority of the Laplacian prior over the GM prior is
intuitively expected. Indeed, both priors are special cases of
the so-called generalized Gaussian scale model (GSM) which
yields a richer class of priors. To see this, consider a zero-
mean RV X which is given by:
X =
√
ZU with U ∼ N (u; 0, 1), (21)
and Z being a positive random variable which is statistically
independent from U . Hence:
pX (x) =
∫ +∞
−∞
pZ(z)pX|Z(x|z)dz (22)
=
∫ +∞
−∞
pZ(z)N (x, 0, z)dz (23)
By closely inspecting (23), it can be shown that when Z is
a discrete-valued RV with finite support pX (x) reduces to a
finite mixture of Gaussian densities. Then, a more elaborate
model would be to use an uncountably infinite mixture (i.e.,
integral) of Gaussian densities by considering a continuous-
valued RV Z . One particular choice that is appealing from
the computational point of view is to use an exponential
distribution for Z . By doing so, one actually recovers the
Laplacian prior that we are using in our paper. It becomes
clear then that the Laplacian prior would lead to better
performance than the finite GM model unless one is willing
to use a GM model that mixes a large number of normal
distributions whose parameters become very difficult to learn
in practice. Indeed, by using a Laplacian prior, one is actually
using a GM model which involves the sum of uncountably
infinite number of Gaussian distributions while requiring to
learn only one parameter. By learning this parameter, we
are implicitly learning the mixing coefficients along with the
variances involved in the infinite-sum (i.e., integral) of the
GSM model; instead of learning the individual parameters of
the finite GM model as done in previous works.
We emphasize here the fact that, unlike the GM model
in (19), the Laplacian distribution in (20) is parameterized
by a single parameter b which is itself unknown in advance.
Later in this Section, we show how it can also be learned
adaptively using the EM principle by exploiting the auxiliary
outputs of GAMP. It is noteworthy, however, that learning a
single parameter (namely b) is statistically more efficient and
entails much less computational complexity than learning 3L
parameters under the GM model. Note as well that the large-
scale fading coefficient is also assumed to be unknown and
absorbed in the scale parameter b.
It is also noteworthy that the original AMP algorithm
[20] implicitly uses a Laplacian prior on the components
of the unknown sparse vector x. However, the denoiser in
the original AMP paper is not designed specifically for this
Laplacian prior. Instead the denoiser design is based on the
minimax criterion, which results in soft/hard thresholding of
the components of x. It is the generalized AMP (GAMP)
algorithm that offers a systematic way of taking the Laplacian
(and actually any) prior into account during the denoising step,
as will be explained in the next section.
Note also that in this paper we do not take into account
the correlation between the angular-domain coefficients of
mmWave massive MIMO channels. Indeed, the significant
elements (in the angular domain) of mmWave massive MIMO
channels usually appear in bursts due to the physical scattering
structure. In order to capture that correlation, one needs to find
an appropriate prior, pX (x), for the entire vector x and then
6estimate the latter using vector (instead of scalar) GAMP.
This requires, however, the inversion of multiple large-size
matrices at every iteration on the top of learning the entire
covariance matrix of x using the EM algorithm instead of
learning a single scale parameter as done in this paper.
C. MmWave Channel Estimation using GAMP with Laplacian
Prior
GAMP algorithm applies loopy belief propagation on the
bipartite graph obtained from (16) under Gaussian approxi-
mations for the involved messages which become accurate in
the large system limit. It falls under the Bayesian estimation
framework wherein by assuming a prior distribution, pX (x)
on x one is interested in finding the marginal posterior
distributions pXn|Y(xn|y). If possible, these could be used to
perform minimum mean square error (MMSE) or maximum
a posteriori estimation of each xn separately:
x̂MAPn = argmax
xn
pXn|Y(xn|y), (24)
x̂MMSEn = argmin
x̂n
EXn,Y
{
(xn − x̂n)2
}
(25)
= EXn|Y{xn|y}. (26)
Unfortunately, finding the true marginal distributions,
pXn|Y(xn|y), is analytically intractable and computationally
prohibitive. To sidestep this problem, GAMP implements
loopy belief propagation and relies on the central limit
theorem (CLT) and quadratic approximations to solve the
MMSE and MAP estimation problems, respectively. Specifi-
cally, the sum-product and max-sum BP algorithms are used
in the former and latter cases, respectively. In the sequel,
we focus on MMSE estimation wherein GAMP approximates
pXn|Y(xn|y) by another tractable distribution that is progres-
sively refined from one iteration to another. In fact, assume
that the components, {xn}Nn=1, of the unknown vector x are
independent4 and identically distributed (i.i.d.) according to a
common prior distribution, pX (x;α), which is parameterized
by an unknown parameter vector α. After being linearly
transformed to produce z , Ax, the latter is propagated
through a probabilistic channel
pY|Z
(
y|z;σ2w
)
=
M∏
m=1
pYm|Zm
(
ym|zm;σ2w
)
. (27)
Although both α and σ2w need to be estimated as well (cf.
Section IV) assume here and in the next subsection that they
are perfectly known to the receiver and gather them in a single
parameter vector θ , [α, σ2w]. Given knowledge of y, A,
and θ, GAMP runs iteratively according to the algorithmic
description provided in Algorithm 1.
First, observe that the message propagated along the weak
edge from the factor node p(zm|aTmx) to the variable node zm
4Note here that the real and imaginary parts of each angular-domain
channel coefficient can be dependent. In principle, this dependence can be
captured by a bivariate Laplacian distribution. However, the latter does not
enable one to find analytical expressions for the posterior mean and variance
involved in Lines 15 and 16 of Algorithm 1, respectively.
Algorithm 1 Sum-Product GAMP for MMSE estimation
v
Require: A ∈ RM×N ; y ∈ RM ; α; σ2w, pX (x;α), precision
tolerance (), maximum number of iterations (TMAX)
Ensure: MMSE estimates {x̂n}Nn=1 for {xn}Nn=1
1: Initialization
2: t← 1
3: ∀n : x̂n(t) =
∫
x
x pX (x;α) dx
4: ∀n : µxn(t) =
∫
x
|x− x̂n(t)|2pX (x;α) dx
5: ∀m : ŝm(t− 1) = 0
6: repeat
7: ∀m : µpm(t) =
∑N
n=1 |Am,n|2µxn(t)
8: ∀m : p̂m(t) =
∑N
n=1 Am,nx̂n(t) − µpm(t)ŝm(t−1)
9: ∀m : µzm(t) = varZm
∣∣Y{zm|y ; p̂m(t), µpm(t),θ}
10: ∀m : ẑm(t) = EZm|Y
{
zm
∣∣y ; p̂m(t), µpm(t),θ}
11: ∀m : µsm(t) = 1µpm(t)
[
1− µzm(t)
µpm(t)
]
12: ∀m : ŝm(t) = 1µpm(t)
[
ẑm(t)− p̂m(t)
]
13: ∀n : µrn(t) =
(∑N
n=1 |Am,n|2µsm(t)
)−1
14: ∀n : r̂n(t) = x̂n(t) + µrn(t)
∑M
m=1 A
∗
m,nŝm(t)
15: ∀n : x̂n(t+ 1) = EXn|Y
{
xn
∣∣y ; r̂n(t), µrn(t),θ}
16: ∀n : µxn(t+ 1) = varXn|Y
{
xn
∣∣y ; r̂n(t), µrn(t),θ}
17: t← t+ 1
18: until
∣∣∣∣x̂(t+ 1) − x̂(t)∣∣∣∣2 ≤  ∣∣∣∣ x̂(t)∣∣∣∣2 or t > TMAX
is computed by integrating over all the variable nodes {xn}n
in x (here aTm is the mth row of A). Therefore, using the
CLT argument — due to integration over a large number of
variables — GAMP approximates this message by a Gaus-
sian distribution with mean p̂m and variance µpm (obtained
from lines 7 and 8 of Algorithm 1), i.e., N (zm; p̂m, µpm).
By taking the product of both incoming messages at node
zm, i.e., those outgoing from factor nodes p(zm|aTmx) and
pYm|Zm(ym|zm;θ), the marginal posterior pZm|Y(zm|y;θ)
can be approximated by:
pZm|Y
(
zm|y; p̂m, µpm,θ
)
=
pYm|Zm(ym|zm;θ)N (zm; p̂m, µpm)∫
z
pY|Zm(ym|zm;θ)N (zm; p̂m, µpm)
. (28)
It is seen that (28) holds irrespectively of the prior distribu-
tion pX (x; .), therefore, the posterior mean and variance (in
lines 9 and 10) of Zm under the Laplacian distribution are the
same as for the GM model and their expressions are readily
7available from [19] as:
ẑm(t) =
µpmym + σ
2
wp̂m
µpm + σ2w
, (29)
µzm(t) =
µpmσ
2
w
µpm + σ2w
(30)
The quantities ŝm(t) and µsm(t) updated in lines 12 and 11
of algorithm 1, respectively, are the equivalent of the Onsager
correction term in the original AMP algorithm [20]. They
follow directly from the quadratic approximations involved in
the general theory of GAMP.
The message propagated along the strong edges from all
the factor nodes {p(zm|aTmx)}m to the variable node xm is
computed by integrating over all the other variable nodes,
{x′n}n′ 6=n, in x and all the zm’s in z = Ax. Therefore, using
the CLT argument again, GAMP approximates this message
by a Gaussian distribution with mean r̂m and variance µrm (up-
dated in lines 14 and 13 of Algorithm 1), i.e.,N (xm; r̂m, µrm).
Therefore, the marginal posterior pX|Y(x|y;θ) at iteration t
can be approximated by taking the product of the aforemen-
tioned incoming Gaussian message, N (xm; r̂m, µrm), and any
(common) prior distribution, pX (xn;α), on the components
of x:
pXn|Y(xn|y; r̂n, µrn,θ) =
pX (xn;α)N (xn; r̂n, µrn)∫
x
pX (x;α)N (x; r̂n, µrn)
. (31)
Using the Laplace distribution, pX (xn; b), as in (20) we
first establish in Appendix A the following result:
pX (xn; b)N (xn; r̂n, µrn)
=
1
2b
e−αn(xn)N (xn; γn(xn), µrn), (32)
where the (r̂n, µrn, b)−dependent functions αn(x) and γn(x)
are given by:
αn(x) = sgn(x)
r̂n
b
− µ
r
n
2b2
, (33)
γn(x) = r̂n − sgn(x)µ
r
n
b
. (34)
In (33) and (34), sgn(x) is the standard signum function given
by:
sgn(x) =

1 if x > 0,
0 if x = 0,
−1 if x < 0.
(35)
Plugging (32) back into (31), it follows that:
pXn|Y(xn|y; r̂n, µrn,θ) =
e−αn(xn)
2bψn
N (xn; γn(xn), µrn),
(36)
in which the normalization factor ψn is given by:
ψn =
1
2b
∫ +∞
−∞
e−αn(x)N (x; γn(x), µrn) dx. (37)
Using (33) to (35), we show after some algebraic manipu-
lations that:
ψn =
1
2b
[
e−α
−
nQ
(
γ−n√
µrn
)
+ e−α
+
nQ
(
− γ
+
n√
µrn
)]
, (38)
wherein Q(.) is the standard Q-function, i.e., the tail proba-
bility of the standard normal distribution:
Q(x) , 1√
2pi
∫ +∞
x
e−
u2
2 du, (39)
and the (r̂n, µrn, b)−dependent quantities, α−n , α+n , γ−n , and
γ+n are given by:
α−n = −
r̂n
b
− µ
r
n
2b2
, (40)
α+n =
r̂n
b
− µ
r
n
2b2
, (41)
γ−n = r̂n +
µrn
b
, (42)
γ+n = r̂n −
µrn
b
. (43)
Now, the posterior mean involved in Line 15 of Algorithm
1 is given by5:
x̂n(t+ 1) =
∫
R
xnpXn|Y(xn|y; r̂n, µrn,θ) dxn, (44)
and owing to (36), it follows that:
x̂n(t+ 1) =
1
2bψn
∫
R
xne
−αn(xn)N (xn; γn(xn), µrn) dxn.
(45)
Then, by using (33)-(34) along with (40)-(43) and resorting
to some algebraic manipulations, we establish the following
result:
x̂n(t+ 1)
=
1
2bψn
[
e−α
+
nΦ1
(
γ+n , µ
r
n
) − e−α−n Φ1(− γ−n , µrn)], (46)
in which Φ1(γ, µ) is defined as follows:
Φ1
(
γ, µ
)
, 1√
2piµ
∫ +∞
0
te−
(t−γ)2
2µ dt. (47)
Moreover, it can be shown that Φ1
(
γ, µ
)
is analytically
expressed as follows:
Φ1
(
γ, µ
)
= γQ (−γ/√µ ) + µ√
2piµ
e−
γ2
2µ . (48)
Injecting (48) in (46) an rearranging the terms, it is straight-
forward to show that:
x̂n(t+ 1)
=
1
2bψn
[
e−α
−
n γ−n Q
(
γ−n√
µrn
)
+ e−α
+
n γ+nQ
(−γ+n√
µrn
)
+
µrn√
2piµrn
(
e
−α+n− (γ
+
n )
2
2µrn − e−α
−
n− (γ
−
n )
2
2µrn
)]
. (49)
5Note that the dependence of r̂n and µrn on the iteration index t will be
dropped from now on to ease notations.
8We also establish the following identity by combining (40)-
(43):
α+n +
(γ+n )
2
2µrn
= α−n +
(γ−n )
2
2µrn
=
r̂2n
2µrn
. (50)
This cancels the last two terms in (49) thereby leading to the
following simple expression for the posterior mean of Xn:
x̂n(t+ 1)
=
1
2bψn
[
e−α
−
n γ−n Q
(
γ−n√
µrn
)
+ e−α
+
n γ+nQ
(−γ+n√
µrn
)]
.
(51)
Now, the posterior variance in Line 16 of Algorithm 1 is
given by:
µxn(t+ 1) = σ
2
Xn(t+ 1) − x̂n(t+ 1)2, (52)
where σ2Xn(t + 1) is the posterior second moment of Xn at
iteration t+ 1:
σ2Xn(t+ 1) , EXn|Y
{
x2n|y; r̂n(t), µrn(t),θ
}
. (53)
Using the posterior distribution in (36), σ2Xn(t+ 1) is given
by:
σ2Xn(t+ 1) =
1
2bψn
∫
R
x2ne
−αn(xn)N
(
xn; γn(xn), µ
r
n
)
dxn.
(54)
whose analytical expression is also established in Appendix
B as follows:
σ2Xn(t+ 1) =
1
2bψn
[(
(γ+n )
2 + µrn
)
e−α
+
nQ
(−γ+n√
µrn
)
+
(
(γ−n )
2 + µrn
)
e−α
−
nQ
(
γ−n√
µrn
)
− 2(µ
r
n)
2
b
√
2piµrn
e
− r̂
2
n
2µrn
]
, (55)
Plugging (55) back in (52) and using (51) yields the required
(t+ 1)th update for the nth posterior variance, µxn(t+ 1), in
Algorithm 1.
Recall also that the quantities α−n , α
+
n , γ
−
n , and γ
+
n that are
required to evaluate both x̂n(t+1) and µxn(t+1) all depend on
the scale parameter b of the prior Laplacian distribution and
the noise variance σ2w. Since these two parameters are also
unknown beforehand, in the next Section, we devise an EM-
based maximum-likelihood (ML) approach that learns them
from the received data y. The proposed iterative ML approach
runs side by side with GAMP wherein the soft outputs of the
latter are used to progressively refine the EM-based estimates
for b and σ2w and vice versa.
IV. LEARNING THE SCALE PARAMETER OF THE PRIOR
LAPLACIAN DISTRIBUTION AND THE NOISE VARIANCE
The problem addressed in this Section is to find the ML
estimate, θ̂, of θ , [b, σw] given solely the set of recorded
data:
θ̂ = argmax
θ
ln pY(y;θ), (56)
where pY(y;θ) is the pdf of Y parameterized by θ given by:
pY(y;θ) =
∫
x
pY|X (y|x;σw)p(x; b) dx. (57)
The objective function in (56) is a nonlinear transformation
of the parameters and its analytical maximization is mathe-
matically intractable. Yet, iterative solutions can be envisaged
to solve the underlying optimization problem numerically. In
this paper, we resort to the EM concept [42] which is a widely
used tool in ML vector parameter estimation practices. More
interestingly, GAMP returns the adequate posterior probabili-
ties that are required by the EM algorithm in order to update
its estimates. The successful formulation of the EM algorithm
amounts to the appropriate identification of the so-called
incomplete and complete data sets that are adequate to the
estimation problem at hand. In our case, they are taken to be
y and v , [y,x]T , respectively. Then, instead of maximizing
the actual log-likelihood function (LLF), ln pY(y;θ), the EM
algorithm maximizes ln pV(v;θ). Since the set of complete
data, v, is not entirely available, the EM algorithm replaces
ln pV(v;θ) by its conditional expectation:
EV|Y
{
ln pV(v;θ)|y
}
=
∫
v
ln pV(v;θ)pV|Y(v|y;θ) dv.
(58)
However, since one needs to know θ in order to determine
pV|Y(v|y;θ) and hence the expected LLF in (58), the EM
algorithm proceeds in the following iterative way. We start
with an initial guess, θ̂(0), about the unknown parameter
vector θ, and we let θ̂k be the kth guess of its MLE. Then,
as the name suggests, the expectation-maximization algorithm
alternates between the following two main steps:
• Expectation step (E-STEP): Find the average log-
likelihood of the complete data:
Q(θ, θ̂k) =
∫
v
ln pV(v;θ)pV|Y
(
v|y; θ̂k
)
dv. (59)
• Maximization step (M-STEP): Maximize the average
log-likelihood of the complete data:
θ̂k+1 = argmax
θ
Q(θ, θ̂k). (60)
The algorithm stops once the user-specified convergence crite-
rion |θ̂k+1−θ̂k| ≤ δ is met or a predefined maximum number
of iterations is attained; whichever occurs first.
Now, recalling that v , [y,x]T and using the Bayes’ rule,
we write:
pV(v;θ) = pX ,Y(y,x;θ) = pY|X (y|x;σ2w)pX (x; b).
(61)
Plugging (61) back into (59) and using:
pV|Y
(
v|y; θ̂k
)
= pX |Y
(
x|y; θ̂k
)
, (62)
it can be shown that:
Q(θ, θ̂k) =
∫
x
ln pY|X (y|x;σ2w)pX |Y
(
x|y; θ̂k
)
dx
+
∫
x
ln pX (x; b)pX |Y
(
x|y; θ̂k
)
dx. (63)
9As seen from (63), Q(θ, θ̂k) decouples in terms of the
unknown parameters σw and b. Therefore, the ktk EM update
θ̂k+1 = [σ̂
2
w,k+1, b̂k+1] of θ = [σ
2
w b] given in (60) is obtained
as follows:
b̂k+1 = argmax
b>0
EX |Y
{
ln pX (x; b)
∣∣y, θ̂k}. (64)
σ̂2w,k+1 = argmax
σ2w>0
EX |Y
{
ln pY|X (y|x;σ2w)
∣∣y, θ̂k}, (65)
We further assume the elements of x to be i.i.d.:
pX (x; b) =
N∏
n=1
pX (xn; b). (66)
Hence, we rewrite (64) as follows:
b̂k+1 = argmax
b>0
N∑
n=1
EX |Y
{
ln pX (xn; b)
∣∣y; θ̂k} , (67)
Recall from (63) that the expectation in (67) is taken with
respect to the posterior density pX |Y
(
x|y; θ̂k
)
which we
further approximate by:
pX |Y
(
x|y; θ̂k
)
=
N∏
n=1
pXn|Y
(
xn|y; θ̂k
)
. (68)
Using (68) in (67), it follows that:
b̂k+1 = argmax
b>0
N∑
n=1
EXn|Y
{
ln pX (xn; b)
∣∣y; θ̂k}︸ ︷︷ ︸
,
g(b|y, θ̂k)
. (69)
Clearly, b̂k+1 is the value of b that zeros the first derivative
of g(b|y, θ̂k) with respect to b:
d
db
g(b|y, θ̂k) =
N∑
n=1
EXn|Y
{
1
pX (xn; b)
d
db
pX (xn; b)
∣∣∣y; θ̂k} .
(70)
It is also easy to show the following result for the Laplacian
distribution given in (20):
d
db
pX (xn; b) =
1
b
( |xn|
b
− 1
)
pX (xn; b), (71)
which is injected back into (70) to obtain:
d
db
g(b|y, θ̂k) = 1
b
N∑
n=1
EXn|Y
{ |xn|
b
− 1
∣∣∣y; θ̂k} . (72)
Setting (72) equal to zero and solving for b yields the
following EM update for b:
b̂k+1 =
1
N
N∑
n=1
EXn|Y
{
|xn|
∣∣∣y; θ̂k} (73)
The posterior first-order moment in (73) for each xn
is computed using the associated posterior distribution
pXn|Y
(
xn|y; θ̂k
)
. The latter is readily obtained from the
auxiliary outputs of GAMP according to (36) wherein the
true parameter vector θ is now replaced by its previous EM
update θ̂k. More specifically, we have:
pXn|Y(xn|y; r̂n, µrn, θ̂k)
=
e−αn,k(xn)
2b̂kψn,k
N (xn; γn,k(xn), µrn), (74)
where the functions αn,k(x) and γn,k(x) are obtained from
(33) and (34), respectively, with b being replaced by b̂k.
Likewise, ψn,k has the same expression as in (38); the
only difference being that b is replaced by b̂k in all the
b−dependent quantities α−n , α+n , γ−n , and γ+n . For conve-
nience, we will also from now on denote these quantities as
α−n,k, α
+
n,k, γ
−
n,k, and γ
+
n,k, respectively. Now, using the EM
posterior distribution in (74), it can be further shown that:
EXn|Y
{
|xn|
∣∣y; θ̂k}
=
1
2b̂kψn.k
[
e−α
+
n,kΦ1
(
γ+n,k, µ
r
n
)
+ e−α
−
n,kΦ1
(− γ−n,k, µrn)]. (75)
Then, after using (48) and (50) in (75), and recalling (73),
we establish the EM update for the scale parameter, b, as
follows:
b̂k+1 =
1
N
N∑
n=1
1
ξn,k
2µrn√
2piµrn
e
− r̂
2
n
2µrn +
1
N
N∑
n=1
ξ′n,k
ξn,k
,
(76)
in which ξn,k and ξ′n,k are explicitly given by:
ξn,k = e
−α+n,kQ
(
−γ+n,k√
µrn
)
+ e−α
−
n,kQ
(
γ−n,k√
µrn
)
,
ξ′n,k = γ
+
n,ke
−α+n,kQ
(
−γ+n,k√
µrn
)
− γ−n,ke−α
−
n,kQ
(
γ−n,k√
µrn
)
.
In addition, since the original complex noise components
in (14) are assumed to be independent and modeled by
circularly-symmetric Gaussian RVs with variance 2σ2w, then
the real-valued noise components, wm, in (16) are also inde-
pendent with wm ∼ N (wm; 0, σ2w). Therefore, after dropping
the constant term that does not depend on σ2w, we have:
ln pY|X (y|x;σ2w) = −
M
2
ln(σ2w)−
1
2σ2w
M∑
m=1
(ym − zm)2,
(77)
where zm is the mth component of z = Ax. Finding the
partial derivative of (77) with respect to σ2w, plugging it
back in (65), then taking the expectation with respect to the
posterior in (68), setting the result to zero, and solving for
σ2w, yields the following EM update for the noise variance:
σ̂2w,k+1 =
1
M
M∑
m=1
(
|ym − ẑm|2 + µzm
)
, (78)
10
Fig. 1: (a) True and estimated angular-domain channel for Mt = 64, Mr = 64, K = 128, and SNR = 10 dB. Channel had 4 clusters each with angular
spread 3.5 degrees and consisting of 10 subpaths: (a) true channel and (b) GAMP-Laplace estimated channel.
which is equivalent to the result obtained earlier in [39]
under the GM model and complex data. Note also that a
more general prior such as the elastic net prior can be used
to model the beam-domain coefficients of massive MIMO
mmWave channels. The corresponding GAMP updates have
been recently established in [43] within the framework of
Bayesian logistic regression problems.
V. SIMULATION RESULTS
In this Section, we assess the performance of the proposed
massive MIMO mmWave channel estimator using exhaustive
Monte-Carlo simulations and the normalized mean-square
error (NMSE) as a performance measure:
NMSE = E
{‖x̂− x‖2
‖x‖2
}
. (79)
For each pth cluster in (2), the gain of the corresponding qth
sub-path is drawn independently from a zero-mean complex
Gaussian distribution of variance σ2p,q . The latter obey the
constraint
∑Qp
q=1 σ
2
p,q = σ
2
p which is the power fraction
pertaining to the pth path cluster. We further normalize the
total channel power by enforcing
∑P
p=1 σ
2
p = 1 as well as the
transmit power by enforcing E{‖b(k)‖2} = 1. Under these
normalizations, it can be verified from (11b) that the SNR is
simply given:
SNR ,
E
{‖H˜b‖2}
E
{‖w˜‖2} = 12σ2w . (80)
The AoDs (resp. AoAs) pertaining to each pth cluster are
also drawn independently around the associated mean angle
of departure (resp. arrival) with angular spread equal to 3.5
degrees. The mean angles of departure/arrival of the different
path clusters are generated independently and uniformly at
random in [0, pi].
Later on in this section, we also assess the performance of
the proposed algorithm in terms of the achievable rate. As a
non-Bayesian baseline, we consider the ML estimator (when
A is full column rank) which boils down to the conventional
LS estimator due to the linearity of the model in (16) and the
Gaussianity of the noise:
x̂ML =
(
ATA
)−1
ATy, (81)
From the Bayesian family, we also consider the GAMP-
based estimator under the GM model recently investigated in
[24] (and we refer to it simply as GAMP-GM), as well as,
the well-known linear minimum mean-square error (LMMSE)
estimator. We also consider uniform linear arrays consisting
of Mt = 64 and Mr = 64 antenna elements both at the
transmitter and receiver sides. As a representative example,
the multipath channel consists of P = 4 clusters each of
which containing Qp = 10 sub-paths with the same angular
spread of 3.5 degrees. The results reported in this section
are obtained using 500 Monte-Carlo trials. We also allow a
maximum number of iterations Tmax = 50 for GAMP if it
does not converge given the precision tolerance  = 10−6 (cf.
algorithm 1).
In all simulations, the EM algorithm was initialized as in
[39] for GAMP-GM. More specifically, the noise variance was
initialized as follows:
σ̂2w,0 =
‖y‖22
(SNR0 + 1)M
, (82)
where M = 2MrK and SNR
0 = 100. Moreover, the
parameters of the GM prior were initialized as follows for
l = 1, . . . , L:
ωl =
1
L
, νl =
l√
L
(‖y‖22 −Mσ̂2w,0)
‖A‖2F
, and ηl = 0, (83)
in which ‖.‖F stands for the Frobenius norm. For EM-
GAMP-Laplace, the noise variance was initialized as in (82)
above and the scale parameter, b, of the Laplacian prior was
initialized to b̂0 = 1.
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Fig. 2: Estimation NMSE for GAMP-Laplace, GAMP-GM, LMMSE, and
ML versus SNR: (a) K = 64 and (b) K = 128.
Note also that the overall stopping conditions of EM-
GAMP are those corresponding to the outer iteration loop
(i.e., GAMP iteration loop) shown in Line 18 of algorithm
1. The EM algorithm has its own stopping conditions under
each tth GAMP iteration. When the stopping conditions for
the EM algorithm are met, the resulting EM updates for the
noise variance and the parameters of the prior distribution
are used by GAMP during its (t + 1)th iteration which is
incremented in Line 17 of Algorithm 1.
To start, we illustrate the behavior of the proposed GAMP-
Laplace estimator in Fig. 1. We plot a specific realization for
the true angular-domain channel’s magnitude and its estimate
as returned by GAMP-Laplace at SNR = 10 dB. As seen
from Fig. 1(a), the true channel is indeed approximately sparse
in the angular domain, i.e., it exhibits a very small number
of dominant coefficients. The effect of spectral leakage is
also clearly observed as the magnitudes of the remaining
coefficients become smaller as we move away from the
location of the subpath clusters. As seen from Fig. 1(b),
GAMP-Laplace is able to estimate the mmWave channel with
high accuracy at a moderate SNR threshold.
Fig. 2 depicts the NMSE performance of the three con-
sidered estimators as function of the SNR for two different
values of the observation window size, namely K = 64 and
K = 128. First, as expected it is seen from Fig. 2(a) that the
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Fig. 3: Average number of iterations until convergence for GAMP-GM and
GAML-Laplace: (a) K = 64 and (b) K = 128.
performance of the ML estimator is very poor since K = 64
corresponds to the case where the number of unknowns
MtMr is equal to the number of observations KMr. In fact,
it is widely known that ML estimation, under linear mixing,
requires more observations than unknowns. This is confirmed
by Fig 2(b) in which we double the number of observations. In
the latter case, the advantage of the two Bayesian approaches
over ML estimation in low-to-moderate SNRs is due to their
ability to exploit the prior information about the unknown
channel instead of simply assuming it to be unknown but
deterministic as is the case with ML estimation. It is also
seen that in both cases GAMP-Laplace offers remarkable
performance gains over GAMP-GM. For instance, at target
NMSE = −10 dB, the gains in terms of SNR are as high as
10 dB and 5 dB for K = 32 and K = 64, respectively. As
we shall see later, this translates to large gains in terms of
achievable rate.
We also plot in Fig. 3, the average number of iterations
required by GAMP (until convergence) under both GM and
Laplace priors. There, it is seen that GAMP-Laplace con-
verges much faster than GAMP-GM due to more accurate
modeling of the prior distribution of the angular-domain
channel coefficients. For instance, at SNR = 10 dB, GAMP-
Laplace converges in almost 25 iterations when K = 64 as
opposed to 35 iterations for GAMP-GM thereby leading to
tremendous computational savings in practice. Recall here
that GAMP performs four matrix/vector multiplications at
each iteration (cf. Algorithm 1 which is actually a scalarized
version of GAMP). Hence, GAMP-Laplace saves on average
40 matrix/vector multiplications over GAMP-GM. This is to
be added to the computational savings stemming from the
fact that GAMP-Laplace needs to learn only one parameter
(namely the scale parameter b), under each iteration, as
opposed to 3L different parameters for GAMP-GM where
L is the order of the underlying Gaussian mixture.
Next, we focus on the data decoding phase and investigate
the impact of channel estimation accuracy on the mutual
information or equivalently the achievable rate. Our approach
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is inspired by that in [24], [26]. We assume that the channel
estimate acquired at the receiver is provided to the transmitter
via feedback links, or that the mmWave system is operating
in time-division-duplex (TDD) mode with reciprocal channel
which is estimated directly at the transmitter via the reverse
link and used for beamforming/multiplexing purposes on
the forward link. More specifically, if the estimated channel
matrix, Ĥ, is made available to the transmitter, the latter
performs its singular-value decomposition (SVD):
Ĥ = ÛΣV̂H. (84)
Then, V̂ is used to produce the precoded signal:
s = V̂ diag
(√
P1,
√
P2, . . . ,
√
PM∗
)
a, (85)
in which a is the information-bearing symbol whose compo-
nents contain independently coded data streams and M∗ =
min(Mt,Mr). Moreover, {Pm}M∗m=1 are the set of optimal
powers allocated across the various data streams as provided
by the well-known water-filling algorithm. Actually, due to the
inherent cluster-based model in (2), the underlying mmWave
channel matrix is rank deficient and hence the number (say
S) of independent data streams it can support is much smaller
than M∗. This is corroborated by the results reported in Fig.
4 which depicts the output of the water-filling algorithm when
applied to the channel estimate Ĥ that is provided by GAMP-
Laplace at SNR = 10 dB. There, it is seen that nearly 40
out of the 64 available data streams are activated by the
waterfilling algorithm. This is in line with the fact that the
true channel matrix H is of rank 40 since it embodies 4
clusters each of which consisting of 10 subpaths. The fact
that the activated data streams in Fig. 4 slightly exceeds the
rank of H is due to the channel estimation error induced by
GAMP-Laplace.
The received signal, y = Hs + w, is also pre-processed
by Û. Under perfect CSI, this yields S independent parallel
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channels which can be decoded separately without loss of op-
timality. Channel estimation errors, however, introduce inter-
stream interference which is independent of the background
noise. By treating such interference as one more additive noise
term while still decoding the streams separately, the mutual
information between s and y given H is lower bounded6 by
[26]:
I ′
(
s,y
∣∣H) = M∗∑
m=1
log2 (1 + SINRm) , (86)
where SINRm is the signal-to-noise-plus-interference ratio
(SINR) pertaining to the mth data streams:
SINRm =
Pm
∣∣ûHm H v̂m∣∣2
2σ2w +
∑
m′ 6=m Pm′
∣∣ûHm H v̂m′ ∣∣2 . (87)
Note here that for convenience we incorporate both active and
non-active streams in (86) since the latter do not change the
final result as their allocated powers are equal to zero (cf. Fig.
4).
Fig. 5 depicts the lower-bound mutual information (86)
achieved by the three estimators for two different training
window sizes (namely, K = 64 and K = 128) versus SNR.
The mutual information for the perfect CSI case is also plotted
as an overall benchmark. In Fig. 5, we observe that GAMP-
Laplace offers remarkable throughput gains over the entire
SNR range for K = 64. In addition, although both GAMP-
GM and the ML method perform nearly the same as GMAP-
Laplace for very high SNR thresholds (when K = 128), the
latter is still quite advantageous for low-to-moderate SNRs.
For instance, it offers almost 15 bps/Hz throughput gain at
SNR = 10 dB as seen from Fig. 5.
6This is indeed a lower bound since it assumes a worst-case distribution
for the interference components which is the Gaussian distribution.
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VI. CONCLUSION
In this paper, we propose a new channel estimator for
massive MIMO mmWave systems that leverages the inherent
sparsity of the channel in the angular domain. The proposed
estimator belongs to the family of Bayesian estimators and
builds upon the generalized approximate message-passing
algorithm. This paper differs from most of the prior literature
in that the angular-domain channel coefficients are modeled
by a Laplacian prior distribution. We also propose a simple
approach based on the expectation-maximization principle
to systematically learn the unknown scale parameter of the
underlying Laplace distribution along with the unknown noise
variance. It is shown that a Laplacian prior leads to sub-
stantial performance improvements both in terms of channel
estimation accuracy and achievable rate over the Gaussian
mixture prior that has been advocated in the recent literature.
Moreover, the Laplacian prior speeds up the convergence of
GAMP thereby leading to significant computational savings
in practice. As possible future directions, it will be interesting
to investigate the correlation between the angular-domain
channel coefficients and to incorporate the correlation into
the estimation process and further to generalize the proposed
algorithm to the multi-user case and to the case with finite-
resolution analog-to-digital converters.
APPENDIX A
Using the Laplacian distribution, pX (xn; b), given in (20)
and the fact that |x| = sgn(x)x, ∀x ∈ R, it follows that:
pX (xn; b)N (x, r̂n, µrn) =
1
2b
1√
2piµrn
exp
(− ϕ(xn)), (88)
where
ϕ(xn) ,
(x2n − r̂n)2
2µrn
+
sgn(xn)xn
b
,
=
1
2µrn
[
x2n − 2
(
r̂n − sgn(xn)µ
r
n
b
)
xn + r̂
2
n
]
.
In order to complete the square inside the brackets, we add
and subtract [r̂n − sgn(xn)µrn/b]2 thereby leading to:
ϕ(xn) =
1
2µrn
[(
xn − r̂n + sgn(xn)µ
r
n
b
)2
+
sgn(xn)r̂n
b
2µrn − (µrn/b)2
]
.
Then, by recalling the (r̂n, µrn, b)−dependent functions αn(x)
and γn(x) defined, respectively, in (33) and (34), it follows
that:
ϕ(xn) ,
(x2n − γn(xn))2
2µrn
+ αn(xn). (89)
Finally, plugging (89) back into (88) yields:
pX (xn; b)N (x, r̂n, µrn)
=
e−αn(xn)
2b
1√
2piµrn
exp
−
(
xn − γn(xn)
)2
2µrn
,
which is equivalent to the result given claimed in (32).
APPENDIX B
We have
σ2Xn(t+ 1)
=
1
2bψn
∫
R
x2ne
−αn(xn)N (xn; γn(xn), µrn) dxn. (90)
By splitting the above integral into the positive and negative
parts, it can be shown that:
σ2Xn(t+ 1)
=
1
2bψn
[
e−α
+
nΦ2
(
γ+n , µ
r
n
)
+ e−α
−
n Φ2
(− γ−n , µrn)], (91)
in which the function Φ2(γ, µ) is defined as follows:
Φ2
(
γ, µ
)
, 1√
2piµ
∫ +∞
0
t2e−
(t−γ)2
2µ dt. (92)
Now, define:
g(t) = e−
(t−γ)2
2µ −→ g′(t) = − t− γ
µ
g(t)(93)
f(t) = t −→ f ′(t) = 1 (94)
Using integration by parts, it follows that:∫ +∞
0
f(t)g′(t) dt =
[
f(t)g(t)
]+∞
0
−
∫ +∞
0
f ′(t)g(t) dt.
(95)
Since
[
f(t)g(t)
]+∞
0
= 0, we have:∫ +∞
0
t(t− γ)
µ
e−
(t−γ)2
2µ dt =
∫ +∞
0
e−
(t−γ)2
2µ dt, (96)
Then, using the substitution x = (t−γ)/√µ in the right-hand
side of (96) and expanding its left-hand side leads to:
√
2piµ
µ
Φ2
(
γ, µ
)− γ√2piµ
µ
Φ1
(
γ, µ
)
=
√
µ
∫ +∞
− γ√µ
e−
x2
2 dt
=
√
2piµQ(−γ/√µ),
(97)
Finally, after rerranging the terms in (97), it follows that:
Φ2
(
γ, µ
)
= γΦ1
(
γ, µ
)
+ µQ
(− γ/√µ). (98)
By recalling (48) and using the identity in (50), it can be
shown that:
e−α
+
nΦ2
(
γ+n , µ
r
n
)
=
(
(γ+n )
2 + µrn
)
e−α
+
nQ
(−γ+n√
µrn
)
+
µrnγ
+
n√
2piµrn
e
− r̂
2
n
2µrn ,(99)
e−α
−
n Φ2
(− γ−n , µrn)
=
(
(γ−n )
2 + µrn
)
e−α
−
nQ
(
γ−n√
µrn
)
− µ
r
nγ
−
n√
2piµrn
e
− r̂
2
n
2µrn .(100)
Now, plugging (99) and (100) back in (91) and using the fact
that:
γ+n − γ−n = −
2µrn
b
, (101)
yields the result claimed in (55).
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