Abstract. We consider the fully nonlinear problem
Introduction
In this paper we study the existence of radial solutions, both positive/negative or sign changing, of the following fully nonlinear elliptic problem:
where Ω is either a ball or an annulus in R n , n ≥ 2, p > 1 and F is a real continuous function in R n × S n , with S n denoting the set of symmetric n × n matrices. We will always assume that F is uniformly elliptic, see condition (2.1), and F (x, 0) ≡ 0 in R n , so that the uniform ellipticity condition implies
where M − λ,Λ and M + λ,Λ are the the Pucci's extremal operators whose definition will be recalled in Section 2. Since we look for radial solution of (1.1) we will also assume that F is radially symmetric, that is, if u is a C 2 radial function then F (x, D 2 u(x)) is a radial function too (see (2.3) ). Before stating our theorems let us recall some previous results. As far as positive (or negative) solutions are concerned an existence result in the case when F is one of the Pucci's operator, i.e. either M + λ,Λ or M − λ,Λ , is provided in [13] for any bounded smooth domain Ω. It also applies to problems with a nonlinear term f (u) more general than the power u p , but requires a "subcritical"assumption which, in the case of a power nonlinearity Note thatñ + > 1 andñ − ≥ 2, because n ≥ 2 and Λ ≥ λ. Whenñ + ≤ 2 orñ − = 2 conditions (1.3) reduce to p < +∞. The reason for requiring this bound on the exponent p is clearly understood by the method used in [13] , which is based on a fixed point argument and relies on a-priori estimates. These estimates, in turn, are related, by a blow-up procedure, to Liouville type nonexistence results in R n or in the half space which hold for subcritical exponents (see [7, 10, 12, 13] ). It is a natural and interesting question to see whether (1.1) admits solutions beyond the critical exponents in (1.3), at least for some domain Ω. At this point a comparison with the classical semilinear case, i.e. when F is the Laplacian, is in order.
It is well known that the semilinear problem and Ω is star-shaped. On the contrary, there exist several type of bounded sets with nontrivial topology for which solutions of (1.5) exist if p is the critical exponent n+2 n−2 , n ≥ 3, or even if p is supercritical. Typical examples of such sets are domains with holes, in particular annuli. Since problem (1.5) is variational the existence of solutions for it is equivalent to the existence of critical point of the associated functional in the Sobolev space H 1 0 (Ω). Therefore the bound on the exponent for the existence is related to the lack of compactness for the Sobolev embeddings. A finer analysis of this phenomenon shows that some compactness is restored in domains with holes at least at certain energy levels allowing so to prove existence results for (1.5) for critical or supercritical exponents. In particular, if Ω is an annulus A the compact embedding of H 1 0,rad (A) = u ∈ H 1 0 (A) : u is radial into L p (A), for every p > 1, allows to prove easily that radial solutions of (1.5) exist for every exponent p > 1. Coming back to the fully nonlinear problem (1.1) one could ask whether similar existence results hold for supercritical exponents, though is not clear why domains with a hole should play a particular role in a nonvariational setting. Motivated by this we analyze the case when Ω is an annulus and we prove the existence of solutions for every exponent p > 1. More precisely our first result is: Theorem 1.1. Let A a,b be the annulus A a,b = {x ∈ R n : a < |x| < b} with a > 0. Under the assumption (2.1)-(2.3) on the operator F , problem (1.1) with Ω = A a,b has a positive and a negative radial solution for any p > 1.
As far as we know this is the first existence result for (1.1) with a supercritical exponent. Let us observe that the result of Theorem 1.1 is new even in the case p satisfies (1.3), i.e. is subcritical. Indeed by [13] we get the existence of a positive/negative solution only when F is a Pucci's operator and, even in this case, we cannot say that the solution is radial since the Gidas-NiNirenberg type symmetry result of [8] does not hold for annular domains. The proof of Theorem 1.1 relies on a careful study of the associated ODE problem. We point out that this analysis would be easier if p is subcritical, but requires more accuracy for other p's (see Remark 3.4) . Note that the analysis of the associated ODE problem for proving existence of radial solutions has been performed in many papers in the semilinear case, but all previous methods strongly rely on the divergence form of the operator and do not straightforwardly extend to the fully nonlinear framework. As a consequence of the ODE's analysis we also get existence results for some mixed boundary value problems (Theorems 3.6 and 3.7). In the second part of the paper we turn to the study of sign changing solutions of (1.1). For fully nonlinear equations, for example when F is a Pucci's operator, the study of sign changing solutions cannot be done in the same way as for the one sign solutions. As far as we know the only available results in this direction have been obtained in [1] by local bifurcation. This can be observed also when considering nodal eigenfunctions whose existence is only known in the radial case ( [9, 11] ). Again looking at the semilinear problem (1.5) for which infinitely many sign changing radial solutions exist in the annulus for every p > 1 and in the ball for any p < n+2 n−2 , n ≥ 3, one could ask whether similar results hold also for the fully nonlinear problem (1.1). By "gluing" together the positive and negative solutions obtained in Theorem 1.1 we prove the following result in the annulus. Theorem 1.2. Let A a,b be an annulus as in Theorem 1.1 and assume that F satisfies (2.1)-(2.3). Then, for any k ∈ N, there exist radial solutions u ± k of (1.1) with Ω = A a,b and finite sequences (r
Finally we assume that the domain is the ball B R = {x ∈ R n : |x| < R} in which case the existence and uniqueness of a positive/negative solution of (1.1) when F is a Pucci's operator and p satisfies suitable subcritical growth requirements has been proved in [10, Theorem 5.1] . Using this result, Theorem 1.1 and again a "gluing" procedure together with a rescaling argument we can prove the existence of infinitely many sign changing solutions in the ball.
Then, for any k ∈ N, there exist radial solutions u ± k of (1.1) and finite sequences (r
Let us point out that in the previous theorem the more restrictive upper bound p ≤ p − is required even for the operator M + λ,Λ , whose negative solutions correspond to positive solutions of M − λ,Λ . Note that the results of Theorems 1.1, 1.2 and 1.3 hold also in dimension n = 1 in any interval in R, just applying simplified versions of our proofs.
We conclude by pointing out that, as for the semilinear case, we would expect that radial positive/negative solution in the annulus should be unique. The proof of this fact is not so obvious and may require a phase plane analysis of the corresponding ODE, as in [10] . We plan to do it in a future work.
The paper is organized as follows. In Section 2 we describe the settings and prove some preliminary results on radial solutions. In Section 3 we prove Theorem 1.1, while Section 4 is devoted to the study of sign changing radial solutions in the annulus and to the proof of Theorem 1.2. Finally in Section 5 we consider the case of the ball and prove Theorem 1.3.
Settings and preliminary results on radial solutions
We consider a continuous function F : R n × S n → R, with S n denoting the set of symmetric n × n matrices equipped with the usual partial ordering
We will always assume that F is uniformly elliptic, that is
for positive constants 0 < λ ≤ Λ. Moreover we require that 
Here A λ,Λ = {A ∈ S n : λ I n ≤ A ≤ Λ I n }, I n being the identity matrix in S n , and µ 1 , . . . , µ n being the eigenvalues of the matrix M ∈ S n . For more details about the Pucci's operators see the monograph [6] .
We further assume that the operator F is radially symmetric, that is, if u is a C 2 radial function, then F (x, D 2 u(x)) is a radial function. Let us recall that for a smooth radially symmetric function u(x) = u(|x|), the Hessian matrix is given by
Therefore, we require that for any fixed m, d ∈ R, the function
where x ⊗ x is the matrix whose (i, j)−entry is x i x j , for i, j = 1, . . . , n.
Here and in the sequel we will set, for every (m, l) ∈ R 2 and for all x such that r = |x| > 0,
Looking for positive radial solutions of problem (1.1) is equivalent to prove existence of solutions for the following boundary value problems for the ODE:
where F : R 3 → R is the continuous function defined by (2.4).
As a consequence of the uniform ellipticity assumption (2.1), the ODE in (2.5) can be put in normal form, that is, there exists a continuous function G :
It is then natural to consider positive solutions of the initial value problem
with α > 0 to be used as a shooting parameter. By Lipschitz continuity of G(r, ·, ·), problem (2.6) has a unique positive solution u(r) = u(r, α) defined on a maximal interval [a, ρ(α)), with ρ(α) ≤ +∞ and u(·, α) twice continuously differentiable in [a, ρ(α)).
Let us observe that the ODE in (2.6) is equivalent to the ODE in (2.5), and then to
which implies, by the uniform ellipticity condition (1.2), (2.7)
Since the eigenvalues of the matrix
, which is simple, and
r , which has multiplicity n − 1, we can distinguish three different cases:
Clearly, the above inequalities will be used repeatedly in the sequel, since they express all the information contained in the ODE of (2.6). Let us emphasize that, by the second inequality in (2.7), u cannot be at the same time convex and increasing in any interval, since u ′′ (r) < 0 as long as u ′ (r) ≥ 0. In particular, any critical point of u is a local strict maximum point for u.
A first easy property of the function u(·, α) is given in the following result. Hereafter, the symbols u ′ , u ′′ always mean differentiation with respect to r.
Proof. Let us fix α > 0 and set u(r) = u(r, α). Since u ′ (a) = α > 0, the second inequality in (2.7) implies u ′′ (a) < 0. Therefore, there exists a right neighborhood of a where u satisfies C 1 , and u continues to satisfy C 1 as long as u increases. If u ′ (r) > 0 for all r ∈ [a, ρ(α)), then ρ(α) = +∞ and u would be concave and increasing in [a, +∞). Thus, there would exist lim r→∞ u(r) > 0, lim r→∞ u ′ (r) < α and, by property
Hence, there exists τ (α) ∈ (a, ρ(α)) defined as the first zero of u ′ . As already observed, any other critical point of u would be a local strict maximum point for u, from which it follows that u ′ (r) < 0 for all r ∈ (τ (α), ρ(α)).
In the existence and uniqueness results of the subsequent sections, a crucial role will be played by the monotonicity properties stated in the following result. Here and in the sequel we will consider the dimension-like parameterñ − defined in (1.4) satisfyingñ − > 2, sinceñ − = 2 corresponds to Λ = λ and n = 2, i.e. the already known case of semilinear equations in planar domains.
Proposition 2.2. For every α > 0, the energy function
is monotone increasing in [τ (α), ρ(α)), and the energy function
is monotone decreasing in [τ (α), ρ(α)).
Proof. By Lemma 2.1 we know that u(·, α) is decreasing for r ≥ τ (α). Hence, u satisfies either inequalities in C 2 or inequalities in C 3 . By differentiating E α 1 , it then follows that
in any interval on the right of τ (α) where u is concave, and
in any interval where u is convex. In both cases, for r ≥ τ (α), one has
Analogously, by the inequalities in C 2 and in C 3 , it follows that u satisfies for every r ≥ τ (α)
As an easy consequence of the above proposition, we have the following
Proof. Assume ρ(α) = +∞. Then, by Lemma 2.1, there exists lim
by the monotonicity of the function E α 2 established in Proposition 2.2, it follows that u ′ (r, α) has a limit as r → +∞, so that lim r→+∞ u ′ (r, α) = 0. Furthermore, by the inequalities in C 2 and in C 3 , one can see that, for r ≥ τ (α), u always satisfies
Hence,
which gives c = 0.
By the above results, we see that for any α > 0 either ρ(α) = +∞ and lim r→∞ u(r, α) = 0, or ρ(α) < +∞ and u(ρ(α), α) = 0. Moreover, by continuous dependence on the initial data, the function ρ(α) will be defined and continuous in a neighborhood of any α > 0 where ρ(α) < +∞.
Existence of positive (negative) solutions in annuli
This section is mainly devoted to the proof of Theorem 1.1 which, by the results of the previous section, is reduced to show that, for any given b > a > 0, there exists α > 0 such that ρ(α) = b.
As before, we denote by u(r, α) the unique maximal solution of the Cauchy problem (2.6), defined in the interval [a, ρ(α)), with ρ(α) ≤ +∞ and u(ρ(α), α) = 0 if ρ(α) < +∞. If α > 0 is kept constant or its value is clear from the context, we simply write u(r) instead of u(r, α).
Lemma 3.1. For α > 0, let τ (α) be as in Lemma 2.1. Then:
Proof. Let us denote in the following τ = τ (α).
By Lemma 2.1, in the interval [a, τ ], u is increasing, hence concave, and u satisfies C 1 . By using the first inequality in C 1 , it is immediate to verify that, forñ − as in (1.4), the energy function
, and this yields a first lower bound on u(τ, α):
Furthermore, writing again the first inequality in C 1 in the form
and integrating from a to r ∈ (a, τ ] we get
Dividing both sides by rñ − −1 and integrating once again from a to τ , we obtain a second lower bound:
On the other hand, by using the second inequality in C 1 , it is easy to check that the second energy function
, that is the upper bound
Moreover, again the second inequality in C 1 and the increasing monotonicity of u yield
By integrating the above inequality from r ∈ [a, τ ) to τ , we obtain
Integrating once again in [a, τ ], by the change of variable σ = s/u(τ ), we get
Thus, setting
we obtain a second upper bound:
Putting together (3.4) and (3.2) we further deduce
Now, in order to prove (i), let us argue by contradiction and assume that there exist a positive constant M and a diverging sequence α k → +∞ such that
From (3.1) it then follows τ (α k ) → +∞, which in turn implies, by (3.5),
a contradiction. This proves (i). Hence, by (3.4), (ii) follows. Moreover, (3.3) immediately gives (iii). Finally, we observe that, by concavity, one has
From the above inequality and (3.1), it then follows
which proves (iv).
In order to prove Theorem 1.1, we further need to investigate the behavior of ρ(α) with respect to α. This will be done in the next proposition by using the properties of the principal (positive) eigenvalues of the Pucci's operators.
Proposition 3.2.
(i) For every M > 0 there exists a positive constant δ depending only on M, a, n, p, λ and Λ such that
(ii) For α sufficiently large we have ρ(α) < +∞ and, moreover,
Proof. (i) For 0 < α ≤ M , let us assume ρ = ρ(α) < +∞. Then, by the uniform ellipticity assumption (1.2), the function u(x) = u(|x|, α) satisfies in the annulus A a,ρ the eigenvalue differential inequality
By the characterization of the sign of the principal eigenvalues in terms of the validity of the maximum principle, see [3, 4, 5, 14] , the above inequality implies that (3.6) max 
.
Since λ
→ +∞ as meas(D) → 0, the above inequality shows that for α bounded the ratio ρ(α)/a keeps bounded away from 1, that is statement (i).
(ii) By Lemma 3.1 (ii), the statement is equivalent to prove that
Let us argue by contradiction and assume that there exist a sequence α k → +∞ and a constant δ > 0, such that, setting τ k = τ (α k ) and ρ k = ρ(α k ), with possibly ρ k = +∞, one has
This means that u k (r) = u(r, α k ) is strictly positive in the interval [τ k , (1 + δ)τ k ]. Then, by using again the uniform ellipticity condition (1.2), it follows that u k , as a function of x, satisfies in the annulus A τ k ,r the eigenvalue differential inequality
Denoting with λ 
By Lemma 2.1, u k (r) is monotone decreasing for τ k ≤ r < ρ(α k ), so that min [τ k ,r] u k = u k (r). Moreover, by the homogeneity and monotonicity properties of λ + 1 with respect to the domain, one has, for every r
We observe that λ
is a positive number depending only on n, λ, Λ and δ, and we denote it by C δ . Summing up, we have obtained the uniform estimate
On the other hand, by Proposition 2.2, we also have
and, therefore, for all r ∈ 1 +
(1 + δ)
We notice that, by Lemma 3.1 (i), one has
By integration, this implies
which is a contradiction to (3.7) in the limit as k → +∞.
(iii) Let α large enough so that ρ(α) < +∞. By Proposition 2.2, we have E α 1 (ρ(α)) ≥ E α 1 (τ (α)). This, combined with the estimate (3.1), yields
Since u ′ (ρ(α), α) < 0 by Hopf Boundary Lemma, we infer
α , and the conclusion follows from statement (ii). Remark 3.3. All the estimates and the convergences proved in Lemma 3.1 and Proposition 3.2 depend on the initial point a, but they are uniform with respect to it, whenever a varies in a bounded interval away from zero.
Proof of Theorem 1.1. Let us start with the existence of a positive solution of (1.1). For every α > 0, let u(r, α) be the maximal positive solution of the Cauchy problem (2.6), defined on the maximal interval [a, ρ(α)), and satisfying u(ρ(α), α) = 0 if ρ(α) < +∞. Since u(a, α) = 0 and u is a positive radial solution of
we need to prove only that there exists α > 0 such that ρ(α) = b.
Let us define the set Remark 3.4. The set D defined by (3.9) clearly depends on the operator F , on the exponent p and on the inner radius a > 0. As a general fact, we observe that, for every uniformly elliptic operator F and for any a > 0, one has
Indeed, for any α > 0 the solution u = u(r, α) of the Cauchy problem (2.6) is a positive supersolution of
in the annulus A a,ρ(α) . If ρ(α) = +∞, then u would be a positive supersolution in the exterior domain R n \B a , but, by the results of [2] , no positive supersolution exists in exterior domains for p less than or equal to the critical exponentñ − /ñ − − 2. The optimal threshold on the exponent p ensuring that D = (0, +∞) depends on the operator F . For instance, for the Laplace operator, i.e. for λ = Λ, one has D = (0, +∞) if and only if p ≤ (n + 2)/(n − 2), as it can be deduced by a phase plane analysis of the solutions of the corresponding ODE problem. A detailed study of the set D in connection with the question of the uniqueness of the positive radial solution is postponed to a future work.
The following remark is important for the construction of sign changing solutions of (1.1) as it will be done in the next section.
Remark 3.5. By applying the ODE analysis to the operator G(x, M ) = −F (x, −M ), as indicated in the proof of Theorem 1.1, we have that for every β < 0, the Cauchy problem
has a unique negative maximal solution u(r, β) defined on the interval [a, ρ(β)), satisfying lim r→+∞ u(r, β) = 0 if ρ(β) = +∞, and u(ρ(β), β) = 0 if ρ(β) < +∞. Moreover, for every β < 0 there exists a unique τ (β) ∈ (a, ρ(β)) such that u ′ (r, β) < 0 for r ∈ [a, τ (β)) and u ′ (r, β) > 0 for r ∈ (τ (β), ρ(β)), and one has (3.12) lim
Furthermore, for β sufficiently small, one has ρ(β) < +∞ and
and all the above limits are uniform with respect to a ranging in a compact subset of (0, +∞).
A direct consequence of Lemma 3.1 is the existence in an annulus A a,b of positive or negative solutions of the mixed boundary value problem (3.14)
Theorem 3.6. Let A a,b be an annulus and p > 1. Under the assumptions (2.1)-(2.3), problem (3.14) has a positive and a negative radial solution.
Proof. For a > 0 and p > 1 fixed, let us consider the maximal positive solution u(r, α) of problem (2.6) defined in [a, ρ(α)), with α > 0. Let τ (α) be the zero of u ′ (r, α) given by Lemma 2.1. By continuous dependence on initial data, we know that τ is a continuous function on (0, +∞). Moreover, statements (ii) and (iv) of Lemma 3.1 imply that τ ((0, +∞)) = (a, +∞) .
Therefore, for any b > a there exists α ∈ (0, +∞) such that τ (α) = b, and this means exactly that u(r, α) is a positive radial solution of (3.14).
To get a negative solution one argues as in the proof of Theorem 1.1.
Finally, by means of few further considerations, we can provide an existence result also for the mixed boundary value problem symmetric with respect to problem (3.14), namely Proof. We only consider positive solutions, since the negative ones can be obtained as in the previous theorem. For a > 0 fixed and any γ > 0, let us consider the initial value problem
and let us denote with v(r, γ) its maximal positive solution, defined and of class C 2 in [a, σ(γ)), for some σ(γ) ∈ (a, +∞]. Since any critical point of v in [a, σ(γ)) is a strict local maximum point for v, it follows that v ′ (r, γ) < 0 in (a, σ(γ)). Hence, also arguing as in the proof of Corollary 2.3, one has v(σ(γ), γ) = 0 if σ(γ) < +∞ and lim r→+∞ v(r, γ) = 0 if σ(γ) = +∞. Moreover, v satisfies inequalities either in C 2 or in C 3 in [a, σ(γ)).
Let us define the set E := {γ > 0 : σ(γ) < +∞} . By the continuous dependence on initial data, E is an open subset of (0, +∞) and σ is a continuous function on E. Moreover, by repeating words by words the proof of statement (ii) of Proposition 3.2, where we used only the properties of the solution u for r > τ , it follows that E contains a neighborhood of +∞ and
Let (γ * , +∞) be the unbounded connected component of E, with γ * ≥ 0, and let us show that
The limit (3.17) is an easy consequence of the continuous dependence on initial data in the case γ * > 0, so let us consider only the case γ * = 0. We observe that, by the increasing monotonicity of the energy function E 1 given by Proposition 2.2, for every γ ∈ E one has
Furthermore, since v is of class C 2 in [a, σ(γ)] for γ ∈ E and it satisfies inequalities either in C 2 or in C 3 in [a, σ(γ)], we get that v ′′ (a, γ) < 0 and v ′′ (σ(γ), γ) > 0. Thus, there exists
Hence, by using also the first inequality of C 3 evaluated at σ 1 , we obtain
which yields, together with (3.18),
This proves that σ(γ) → +∞ as γ → 0, that is (3.17) in the case γ * = 0. Hence, by (3.16 ) and the continuity of σ on E, it follows that
that is, for every b > a there exists γ ∈ E such that σ(γ) = b. This means exactly that v = v(r, γ) is a radial solution of problem (3.15).
Sign changing solutions in annuli
This section is devoted to the proof of Theorem 1.2. For any k ∈ N we aim to construct classical solutions u k (x) = u k (r) of (1.1) whose nodal sets N u k = {x ∈ A a,b : u k (x) = 0} consist exactly of k − 1 concentric spheres.
With the same notations of Section 2, for α > 0 let us consider the initial value problem
We will show that, if α is suitably chosen, then (4.1) admits solutions with any prescribed number of zeros and satisfying further the Dirichlet boundary condition u(b)=0. Using the results of the previous sections concerning the existence of positive/negative solutions of (1.1) and their qualitative properties, we first construct oscillating solutions of problem (4.1) for large α. (ii) lim
Moreover for any j = 1, . . . , k the mapping α → r
Proof. We argue by induction on k ∈ N. In the case k = 1, the existence of α * 1 , r 
and we define ρ k+1 (α) ≤ +∞ as the end point of the maximal interval [r
. By the induction assumption, Proposition 3.2 and Remarks 3.3 and 3.5, it follows that ρ k+1 (α) < +∞ for α sufficiently large and lim α→+∞ ρ k+1 (α) = a. Thus we consider the nonempty open set D k+1 = {α ∈ (α * k , +∞) : ρ k+1 (α) < +∞} and we define α * k+1 ≥ α * k as the infimum of the unbounded connected component of D k+1 . For α > α * k+1 , we then define
clearly is a solution of (4.1) and statements (ii), (iii) and (iv) follow by using the properties of r + k,k and by applying again Proposition 3.2 and Remarks 3.3 and 3.5.
As a consequence of the previous proposition we easily obtain the assertion of Theorem 1.2. 
is continuous in a neighborhood of infinity with range (a, +∞), we can pick α = α(b) in order to adjust the Dirichlet boundary condition r + k,k (α) = b.
Radial solutions in balls
In this last section, we address the issue of the existence sign changing radial solutions of the problems
where B R is the ball of radius R > 0 centered at the origin and M 
on ∂B R has a unique solution if, and only if, p < p * ± . Remark 5.2. Note that, by the symmetry results of [8] , the solutions of (5.2) are radial. The exponents p * ± of the previous theorem are respectively strictly bigger than p ± , defined in (1.3). As further proved in [10] , the numbers p * ± act as critical exponents for the existence of positive radial solutions of M . The proof of thi fact is a straightforward computation and it is still true for sub/supersolutions. The argument we propose also rely on the availability of Liouville type theorems. For this reason we further restrict our framework to the subcritical assumption p ≤ p − . As far as Liouville type results are concerned, we refer to [2] for the case of exterior domains, and to [7] and [12] for the whole space R n and the half space ∂R n + respectively.
Proof of Theorem 1.3. As in the proof of Theorem 1.2 we only treat the case u 
R x ∈ A R,ρ k+1 and (5.3). The proof is complete.
