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ABSTRACT OF THESIS 
 
 
AN ASSESSMENT OF 2D AND 3D SPATIAL ACCURACY OF 
PHOTOGRAMMETRY FOR LIVESTOCK HEALTH MONITORING 
 
 
The overall objective of this study was to evaluate the use of consumer-grade 
unmanned aircraft systems for image-based remote sensing in agriculture with application 
towards livestock health monitoring. A two-dimensional spatial error experiment was 
conducted to quantify the spatial accuracy of georeferenced orthomosaic imagery collected 
using a drone and processed with photogrammetry software. Treatment variables included 
altitude above ground level and image data type (visible and multispectral). The results 
from the ANOVA test indicated that there were significant differences between data types, 
but no significant differences between altitudes. The experiment was then expanded to a 
three-dimensional study where two life-size cow statues were extensively photographed 
and processed in groupings to simulate different flights formations. The resulting volume 
estimations from groups of images were compared to the estimate when using all images. 
Results revealed the importance of selecting the right flight paths to produce the most c 3D 
model. 
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CHAPTER 1.:  INTRODUCTION 
1.1 Low Altitude Remote Sensing in Precision Agriculture and Precision 
Livestock Farming. 
Precision agriculture and precision livestock farming are linked through the use of 
similar technologies to remotely monitor and identify variations in crop or animal health. 
Recent advances in unmanned aircraft systems (UAS) has enabled low altitude remote 
sensing (LARS) used to estimate spatial and temporal variability for crop and soil 
conditions (Zhang and Kovacs, 2012), and has begun to find applications towards animal 
management and monitoring (Chamoso et al., 2014; Malveaux et al., 2014).  Proximal and 
in-situ alternatives to UAS-based remote sensing, such as real-time monitoring through 
Global Positioning System (GPS) receivers, or through satellite-based remote sensing, can 
provide precise information (Carvalho, 2012; Berckmans, 2014), but the high cost of 
specialized data acquisition equipment and poor spatiotemporal resolution present 
bottlenecks to widespread adoption in production practices. 
LARS through UAS allows the collection of low-cost georeferenced images at high 
spatiotemporal resolutions (Swain et al., 2007; Zhang and Kovacs, 2012) that are 
comparable to high-resolution satellite imagery and permit the uniform representation of 
small farms (Dasika, 2018). The ability to take off and land in different terrains, along with 
flexibility in the sensor payload, makes reaching remote or difficult landscapes with the 
right sensor feasible (Ditmeret al., 2015). There still exist some practical limitations 
associated with payload capacity, onboard power, range, and stability (Guo et al., 2012; 
Zhang and Kovacs, 2012) that limit scalability of UAS beyond local measurements. 
Regardless, the ability for near real-time image acquisition and low-risk assessment make 
UAS a favorable platform for remote sensing research (Remondino et al., 2011). 
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Monitoring livestock population and health is essential for farm management but 
requires considerable time and effort to locate and assess cattle within pastures since most 
are visually examined. Cattle location can be estimated using ground-based sensors, 
usually in the form of a GPS collar or radio-frequency identification (RFID) tag. GPS 
receivers or RFID tags are installed in the ear, collars, or leg bands of cattle. Both methods 
suffer from cost and technical issues that limit use beyond research (Ruiz-Garcia and 
Lunadei, 2011). An alternative approach to performing population estimation is using maps 
that are stitched together from a series of georeferenced images (Jung et al., 2017). The 
resulting orthomosic image or map can include geospatial data and the method does not 
require direct contact with animals, nor an individual sensor for each animal. The data 
collection processing, including setting up a flight path and processing the imagery can be 
done with existing commercial systems making the process more practical and with 
potentially better economic performance (Ratcliffe et al., 2015). 
Monitoring cattle during the early stage is essential for health, longevity, and 
reproduction capability. During the calf stage, the animal establishes its immune system 
and metabolic functions. Calf monitoring through body measurements can permit early 
detection of disease that would cause unfavorable development or even death. Traditional 
methods to achieve health measurements are manually performed and are time-consuming 
and expensive for farmers (Song et al., 2014). To overcome the restrictions of conventional 
systems, several studies using 3-dimensional (3D) and 2-dimensional (2D) information, 
have been carried out to assist farmers. Examples in milk production used sets of processed 
images collected through cameras fixed in feeding systems (Song et al., 2014), milking 
parlor, and gates provide the necessary material to estimate body condition score 
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(Bercovich et al., 2013; Kuzuhara et al., 2015; Poursaberi et al., 2010). Unfortunately, these 
methods focus on confined livestock systems and will not work in beef production where 
calves usually spend the early portion of their life grazing in pastures. 
 
1.2 Photogrammetry in Remote Sensing 
1.2.1 Background 
Photogrammetry in remote sensing is associated with obtaining information about 
objects and environments through measuring and interpreting images and patterns (Jones, 
1982). Visible cameras based on a red/green/blue (RGB) color model are the most common 
and combine the three primary colors in various proportions similar to how our eyes sense 
color. RGB visible cameras are characterized by the low cost, high portability, high 
framerate, and powerful combination of 3-D and colorimetric information, making them a 
remarkable tool for mapping tasks and 3-D modeling applications (Lachat et al., 2015). 
Multispectral imaging systems are the junction of the visible region of the 
electromagnetic spectrum referred above, with another non-visible spectrum, such as near-
infrared (NIR), thermal infrared (IR), and/or ultraviolet (UV) radiation. Multispectral 
cameras are typically more expensive and provide lower resolution imagery than visible 
cameras but offer insight into processes that cannot be easily observed with human eyes 
(Mesas-Carrascosa et al., 2015). 
 
Photogrammetry measurements can be divided into different groups including 
geometric information related to the spatial position of objects, physical information that 
refers to properties of electromagnetic radiation, and temporal information associated with 
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the change of an object in time (Schenk, 2005). The focus is of this work is on the first 
group with an emphasis on changes between position measurements and volume 
measurements depending on how imagery was collected. 
  
1.2.2 Coordinate Systems 
1.2.2.1 Geodetic Reference Systems  
Reconstruction of object space from images is the other primary task of 
photogrammetry. The relationship between object space and the image is dictated by 
coordinate systems as reference for spatial position and image space, controlling the 
geometric reconstruction (location) and radiometric reconstruction (surface). Geodesy 
reference systems are geometrical figures positioned in space that represent the surface of 
the earth. Allowing points of the same surface to have a unique coordinate system (X, Y, 
Z) generating numerical values by conceptualizing the origin of the axes. The coordinate 
system origin, orientation, and rotation are defined by the datum (referential system) 
definition attribute, which can be topocentric located on the physical surface of the earth 
or geocentric located at the earth center of mass (Seeger, 1999). 
The most commonly used coordinate systems in mapping are the coordinate 
systems: geographic or geodetic, and flat. The World Geodetic System 1984 (WGS84) was 
developed for the US Defense Mapping Agency (DMA) nowadays know as NGA 
(National Geospatial-Intelligence Agency), has been refined several times to be carefully 
adjusted with the International Terrestrial Reference Frame (ITRF) and now used as the 
nominal datum by GPS. WGS84 is based on geodetic coordinates that use curvilinear 
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character and are therefore given in degree, minute, and second, known as latitude and 
longitude. 
On the other hand, the Universal Transverse Mercator (UTM) utilizes the flat 
coordinates and divides the globe into 60 north and south zones with their respective central 
meridian representing transverse axis cylinders. The UTM uses the metric unities being 
expressed in Northing/Easting and is predominant in maps when using the plane coordinate 
system (Janssen, 2009). 
 
1.3 Thesis Objectives  
The overall objective of this thesis was to evaluate two- and three-dimensional 
photogrammetry outputs with application towards livestock health monitoring. The 
specific objectives were as follows: 
1) Collect and process aerial imagery at varying altitude above georeferenced targets. 
Extract target positions from processed imagery and investigate the relationship 
between camera type and altitude above ground level on two-dimensional position 
error. 
2) Collect and process aerial imagery focused on a life-sized model of a cow. 
Subdivide imagery into unique flight paths and investigate the effect of paths on 
the resulting estimation of volume. 
  
1.4 Thesis Outline  
Chapter 1 introduces the thesis topic, provides background information, and 
outlines specific objectives for this thesis. Chapter 2 describes the two-dimensional 
position error experiment. Chapter 3 describes the three-dimensional volume estimation 
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experiment. Chapter 4 discusses the future applications of this system and the additional 
work this system aims to produce. Chapter 5, the appendix, presents pertinent information 
not presented in the body of the text as well as extended figures which provides more 
thorough details of the all the drawings, software used in this study.  
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CHAPTER 2.:  2D SPATIAL ERROR OF GROUND TARGETS 
1.5 Summary 
To summarize this chapter, a two-dimensional spatial accuracy experiment was 
developed to determine the spatial error of ground target location measurements and test 
for significant differences in average error between target locations, altitude above ground 
level of imagery, and camera types. Two different cameras were configured to capture 
images automatically along predefined flight paths aboard a sUAS. The experiment was 
carried out on several flights within a single day and replicated roughly one year later. 
Actual target locations were established using a real-time kinematic (RTK) global 
navigation satellite system (GNSS) receiver. Estimated target locations were then extracted 
from aerial imagery using Pix4DMapperPro (Version 3.0.18, Pix4D) and analyzed using 
MATLAB (R2019a, MathWorks) and RStudio (Version 3.5.1, RStudio, Inc.). The results 
demonstrate the accuracy of overlapped imagery process for ortho-mosaic mapping and 
identify possible variations caused by different data sets and altitudes.  
 
1.6 Introduction  
With the constant population growth and the need to meet this demand, we need to 
find ways to obtain resources at the lowest cost possible in a fast and efficient way. This 
scenario cries out for modern technologies that enables to understand the environments in 
which we are working and take the best decisions. 
This chapter addresses the use of photogrammetry with overlapping images taken 
normal to the ground to generate orthomosaics maps where the location of targets is of 
interest. For remote sensing, photogrammetry sensors/cameras can be integrated onto 
fixed-wings or multi-rotor UAS to achieve high-spatial-resolution real-time imagery, 
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charting field properties over large scales. UAS are usually composed by aerial platform, 
autopilot or flight control system, an inertial measurement unit (IMU), and a global 
navigation satellite system (GNSS), such as GPS. The UAS flight path is preprogrammed 
to fly a waypoint route with reasonable tolerances to allow for variability in ambient 
conditions that might make achieving an exact route more difficult. The flight path can also 
be used to trigger image acquisition at regular spatial intervals and automatically tag 
images with geospatial metadata to facilitate photogrammetry (Colomina et al., 2014).  
Environmental viabilities, such as wind conditions, influences the overall stability 
of the UAS and thus the orientation of the imagery if fixed to the UAS platform. Small 
changes in flight altitude and camera pose locally affect spatial resolution and overlap 
between neighboring images. Altitude above ground level and speed over ground affect the 
image acquisition rate and choosing the wrong parameters can result in poor ground 
resolution, distortion, or even failure during when processing overlapping images into an 
orthomosaic image (Suomalainen et al., 2014). Also, differences between the GPS receiver 
accuracy and dimensional spatial distribution from imagery data set can cause processing 
to fail (Gómez-Candón, De Castro, & López-Granados, 2014). 
1.6.1 Objective 
The overarching goal of this experiment was to quantify the spatial accuracy of 
georeferenced orthomosaic imagery collected from a small unmanned aircraft system 
(sUAS). Specific objectives included: 




2) Stitch individual images into georeferenced orthomosaics and extract target 
locations. 
3) Determine the horizontal (2D) spatial error in target locations measurements and 
test for significance differences in average error between target locations, altitudes, 
and camera types. 
 
1.7 Materials and Methods 
The 2D spatial error experiment was performed during the 2016 and 2017 
Collaborative Leading Operational UAS Development for Meteorology and Atmospheric 
Physics (CLOUD-MAP) Flight Test Campaigns in Stillwater, Oklahoma. CLOUD-MAP 
was a multi-institution endeavor between the University of Kentucky, Oklahoma State 
University, University of Oklahoma, and University of Nebraska-Lincoln to study the use 
of sUAS for weather monitoring. The annual Flight Test Campaigns served as an 
opportunity to collect data for this experiment while collaborating on other research 
objectives relating to the coordinated deployment of sUAS in the atmospheric lower 
boundary layer. 
1.7.1 Camera and UAS Component Specifications 
The 2D spatial error experiment consisted of two cameras used to collect images 
over a matrix of ground targets with known locations. The overall experiment was repeated 
twice using different platforms between experiment year 1 and 2. A Parrot Sequoia 
multispectral camera was used to collect visible as multispectral images. The camera 
included its own GPS/IMU for precise positioning and location of images and an ambient 
light sensor for automatic color adjustment of the resulting imagery. 
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In 2016, four flights were performed at four different altitudes (30 m, 60 m, 90 m, 
120 m AGL) using a DJI S1000+ octocopter equipped with a PixHawk autopilot. The 
aircraft was powered by a pair of 6S 15,000mAh lithium polymer batteries, which resulted 
in a takeoff weight of 11 kg and allowed for 15-minute flights. 
In 2017, seven flights were performed at three different altitudes (30 m, 60 m, 90 
m AGL) using a DJI Phantom 4 (P4) quadcopter. The aircraft was powered by a proprietary 
5870mAh battery which allowed for roughly 25-minute flights. The P4 also had an onboard 
camera with video stream to the controller. As the P4 is a closed system that do not support 
integration of additional cameras, it was necessary to create a mounting bracket to fasten 
the Parrot Sequoia camera to the P4 frame. The mounting bracket shown in Figure 1 was 
3D printed from ABS plastic and used to mount the camera and all supporting components 
to the landing gear of the P4. 3D models of the components can be found in APPENDIX 
A. 
 




1.7.2 Reference Targets 
Sixteen targets measuring 0.3 m (1 ft) square length were fabricating using 19 mm 
(0.75 in) plywood with either Delrin or Teflon sheets laminated to the surface to create a 
black-and-white checkerboard pattern. The distance between targets was roughly 7.6 m (25 
ft).   
 
Figure 2: Black and white targets (right) and their location within the field (left). 
 
A set of Global Navigation Satellite System (GNSS) receivers operating in Real-
time Kinematic (RTK) mode were used to measure the location of the targets. A Trimble 
Net R8 was used as the base station and a Trimble R10 was used as the rover. A 450 Mhz 
data radio (TDL 450H, Trimble) was interfaced with the base station receiver and 
transmitted CMR+ corrections to the rover. The location of the base station receiver was 
established by taking a 5-minute average of position measurements. All coordinates were 




Figure 3: Trimble Net R8 (base station) and the Trimble R10 (rover) RTK systems. 
 
1.7.3 Flight Planning 
The flight path for the 2016 and 2017 experiments were generated using Mission 
Planner software (Figure 4) and the DJI Ground Station Pro app (Figure 5), respectively. 
The 2016 flight path consisted of 8 waypoints encompassing the target area with two of 
the waypoints used as start and end position. The 2017 flight path consisted of 18 
waypoints encompassing the target area with two of the waypoints used as start and end 
positions. The additional waypoints used in 2017 increased the number of parallel passes 
from 3 to 4 and added intermediate waypoints along each pass to increase image overlap 
and ensure the UAS followed a more consistent path. Each mission was replicated for 
varying altitude. A screenshot from the DJI Ground Station Pro app shown in Figure 5 




Figure 4: 2016 flight path generated using Mission Planner. 
 
 




1.7.4 Data Analysis  
Each flight produced a set of images that were imported into Pix4Dmapper Pro for 
processing. Pix4D had two pre-configured methods processing imagery from the Parrot 
Sequoia. The first generated a digital surface model and orthomosaic image from the 
visible camera. The second generated a normalized difference vegetation index (NDVI) 
orthomosaic image from the multispectral camera. 
 
Figure 6: Example point cloud data and camera locations for the visible (left) and 
multispectral (right) images.  
 
Target locations from the resulting orthomosaic images were extracted manually 
by hovering the cursor over the target location and recording the UTM coordinate displayed   




Figure 7: Orthomosaic image and target location (Pix4Dmapper Pro). 
  
A MATLAB script was used to project the RTK GNSS target locations from 
WGS84 latitude and longitude to UTM Zone 14N (APPENDIX B). The script read in the 
target locations as an Excel spreadsheet where WGS84 latitude and longitude were stored 
in columns. After conversion to UTM, target locations a second tab was automatically 
added to the spreadsheet and the UTM Northing and Easting were recorded. 
1.7.5 Statistical Analysis  
The statistical analysis considered six observation groups characterized by data 
types (Multispectral and RGB) and altitudes (altitudes 1, 2, and 3) obtained in years 1 and 
2. Elevation 4 was not analyzed because no measurements were obtained at this altitude in 
the year 2, and its performance in year 1 was unsatisfactory compared to the others 
presented in results and methods. It is also essential to report that the difference in the 
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black-and-white checkerboard pattern from the targets was relevant only at the data 
analyses during the target identification and did not impact the target's position. 
The statistical analysis was performed in RStudio and divided into exploratory, 
performance, and significance test. The exploratory analysis was conducted by generating 
multiples plots from each of the flight's replicants for the years 1 and 2 along with all the 
observation groups and visually analyzed to identify the location's performance from the 
different methods used during the experiment. 
The performance analysis was evaluated through boxplot since the experiment 
presented several groups of observations and variation between them. The estimated 
position of targets was calculated as the average position of all raw data points within the 
target replicant, resulting in 16 mean targets for each of the observation group. Target 
position error was calculated by subtracting the actual position from the estimated. 
Lastly, significance test was performed to determine if significant differences 
between errors and standard deviations existed for different methods. The flight was treated 
as a blocking factor since the measurements within each flight were not independent of 
each other and the position measurement error was calculated as the difference of estimated 
and actual target position.  
 
1.8 Results and Discussion  
Target locations extracted from orthomosaic imagery are found in APPENDIX C:. 





Table 1: Target locations measured using an RTK GNSS receiver. All coordinates are in 
UTM Zone 14N. 
Target 
2016 2017 
Northing (m) Easting (m) Northing (m) Easting (m) 
T1 694,655.49 4,004,200.69 694,663.45 4,004,188.72 
T2 694,654.74 4,004,208.65 694,663.12 4,004,201.85 
T3 694,654.29 4,004,215.99 694,663.06 4,004,216.13 
T4 694,653.87 4,004,223.92 694,662.61 4,004,229.7 
T5 694,661.69 4,004,223.46 694,671.26 4,004,230.07 
T6 694,661.56 4,004,215.84 694,671.62 4,004,216.04 
T7 694,661.78 4,004,208.77 694,671.05 4,004,202.45 
T8 694,661.76 4,004,199.58 694,670.78 4,004,188.91 
T9 694,669.04 4,004,199.13 694,681.50 4,004,189.28 
T10 694,669.03 4,004,208.25 6946,81.13 4,004,203.08 
T11 694,668.89 4,004,214.34 6946,81.16 4,004,216.5 
T12 694,669.21 4,004,223.16 6946,80.69 4,004,230.45 
T13 694,677.13 4,004,222.22 694,688.00 4,004,230.84 
T14 694,677.23 4,004,214.46 694,689.05 4,004,216.97 
T15 694,677.11 4,004,206.69 694,689.59 4,004,204.04 
T16 694,677.04 4,004,198.90 694,690.71 4,004,189.66 
 
Figure 8 presents all target measurements of each target location from the 2016 
experiment. Target locations from RTK GNSS measurements are represented as triangles, 
target locations from multispectral imagery are represented as “X”s, and target locations 




Figure 8: Comparison of target location measurements from the 2016 experiment. 
  
 
Figure 9 presents all target measurements of each target location from the 2017 
experiment and uses the same label schema as Figure 8 but with one fewer color since there 





Figure 9: Comparison of target location measurements from the 2017 experiment. 
 
Error between the RTK GNSS measurements and from imagery at each altitude can 
be accounted for using a scale and offset. Since estimates within flights were not 
independent, and all points appeared to be off-target in the same direction and magnitude, 
the mean magnitude of the difference between the vectors for each flight was estimated. 
20 
 
Figure 10 presents boxplots of the magnitude of error for each of the methods of estimation. 
Coordinates derived from multispectral imagery were better at estimating the location of 
the targets than from the visible imagery altitude did not appear to produce a noticeable 
trend in error magnitude.measurements and measurements derived from imagery typically 
exceeded several meters at any given target location. Figures 8 and 9 help illustrate the 
patterns in error between target location measurements at different altitudes. It is likely that 
the difference between target locations from RTK GNSS  
 
 
Figure 10: Boxplots of showing mean magnitude of error for all targets from the 2017 
experiment. Outliers are marked as points and were removed from analysis. 
 
The ANOVA test (Table 2 and 3) revealed there was a significant difference in 
target location error between the multispectral and visible data type, at the α = 0.05 level 





Table 2: Analysis of Variance 
  DF Sum Sq Mean Sq F value Pr(>F) 
Flight 10 41.015 0.4102 11.972 0.3171813 
as. Factor (altitude) 2 0.8719 0.4360 12.726 0.2895876 
Type 1 47.769 47.769 139.435 0.0005085 
as. Factor (altitude) type 2 0.1037 0.0519 0.1513 0.8599654 
Residual 47 161.017 0.3426     
 
Table 3: ANOVA results from the 2017 experiment 
  Estimate Std. Error t-value Pr(>|t|)  
(Intercept) 0.33325 0.28179 1.183 0.2425 
Flight1_2017 0.11984 0.33043 0.363 0.7184 
Flight2_2016  -0.03115 0.33043 -0.094 0.9253 
Flight2_2017  0.17753 0.33043 0.537 0.5935 
Flight3_2016 -0.16760 0.33043 -0.507 0.6142 
Flight3_2017 0.07448 0.33043 0.225 0.8226 
Flight4_2016 0.24612 0.33043 0.745 0.4598 
Flight4_2017  0.32158 0.33043 0.973 0.3351 
Flight5_2017 0.61140 0.33043 1.850 0.0702 
Flight6_2017  -0.42511 0.33043 -1.287 0.2042 
Flight7_2017 -0.04049 0.33043 -0.123 0.2042 
as.factor(altitude)2   0.30335 0.24404 1.243 0.2196 
as.factor(altitude)3 0.22817 0.24404 0.935 0.3543 
typeRGB  0.57220 0.24404 2.345 0.0231 
as.factor(altitude)2:typergb  -0.20647 0.34512 -0.598 0.5524 
as.factor(altitude)3:typergb  0.05987 0.34512 0.173 0.8630 
Residual standard error: 0.5723 on 50 degrees of freedom 
Multiple R-squared:  0.3771, 
F-statistic: 2.018 on 15 and 50 DF, p-value: 0.03263 
 
1.9 Conclusion  
Spatially relating remote sensing data to ground measurements is critical for direct 
comparison between datasets or when data are collected over a period of time. The results 
from this experiment showed substantial variability in target locations when measured 
using an RTK GNSS receiver and when extracted from orthomosaic imagery. The 
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magnitude of error typically exceeded 2 m, which is not surprising given the low accuracy 
of GNSS receivers used in UAS. 
The targets used likely aided the photogrammetry process by providing distinct 
control points needed for stitching images together into the orthomosaics. Future work 
should consider replicate this experiment using natural targets to limit the impact of the 
experimental design on the results.  
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CHAPTER 3.:  ESTIMATING THE VOLUME OF A COW USING 3D 
PHOTOGRAMMETRY 
1.10 Summary 
To summarize this chapter, images were collected around two different life-size 
cow statues to determine which subsets of images could produce a 3D model consistent 
with one generated from all images. Images were sub-selected in groups based on altitude 
and radii from the cow statute to simulating three different UAS flying in coordination 
around the cow. Twelve images at three radii (3 m, 6 m, and 9 m) and three altitudes above 
ground level (3 m, 6 m, and 9 m) were collected for a total of 108 unique images. Choosing 
three paths from the nine combinations of radii and altitude generating 84 different subsets 
for further analysis. The images of all these subsets were processed through Pix4Dmapper 
Pro software to generate three-dimensional point clouds representing the cows. Point cloud 
data was then filtered and further processed using MATLAB to extract a rough volume 
estimate. Results revealed that the combination of flight paths selected was critical for 
maintaining a consistent volume estimate.  
 
1.11 Introduction 
Cattle represent 25% of the world's recorded mammalian livestock breeds. This 
vast diversity reflects a tight adaptation of them to their environment and the need of the 
human populations looking after them.  (Gerber, Mottet, Opio, Falcucci, & Teillard, 2015). 
About 43.5% of the 2.1 million farms in the United States own cattle, totaling 94.4 million 
head worth approximately $50.2 billion (USDA, 2018). Beef production represents almost 
20% of the total agricultural receipts and maintaining animal health and welfare is essential 
to the bottom line of beef producers. However, monitoring beef cattle is challenging since 
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most cattle are visually assessed, which requires considerable time and effort to locate and 
evaluate animals within the pasture. Beef cattle, unlike dairy cattle confined within a 
facility, are more spatially distributed on a farm. Initial calf production covers 765,000 
individual farms in the US, with nearly 80% having fewer than 50 cows. This small number 
of cows per farm is a substantial challenge for the introduction of automated animal welfare 
monitoring systems because of the high sensitivity to cost per animal (McBride, 2011). 
Photogrammetry techniques have been used in various fields such as cartography, 
survey, spatial planning and geomorphological analyses, driven by surface digitization of 
objects using close-range techniques, presenting the advantages of being a cheaper and 
portable method requiring only a conventional camera and minimal accompanying 
equipment and set up to perform. Geomorphological analyses are the use of coordinates 
taken from the desired target to measure and analyze its shape and size. Photogrammetry 
is based in overlapping digital photographs taken from multiple angles to reconstruct the 
3D surface of an object of interest. The reconstructed 3D coordinates form a point cloud 
that can either be analyzed directly or triangulated into a 3D mesh (Evin et al., 2016). 
Studies combining the photogrammetry with geomorphological analyses have 
being carried out in the area of livestock health monitoring. Bercovich et al. (2013) set a 
camera at the milking parlor entrance gate to develop an automatic body condition scoring 
through 23 anatomic points as features for cattle shape estimation. Poursaberi et al. (2010), 
set a camera in a corridor for image analysis and lameness detection that can negatively 
affect production and animal welfare. Song et al. (2014) mounted a camera at an automatic 
calf feeder to monitor calf growth through body measurements. A key limiting factor for 
all these studies in contrast was the sensor being fixed at a single location, which makes 
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application towards unconfined beef cattle production impractical. UAS represent an 
opportunity to position sensors in a dynamic environment where individual cow locations 
may not be precisely controlled or even known prior to data collection. 
1.11.1 Objective 
The overall objective of this experiment was to determine the optimal flight paths 
for a set of UAS to collect imagery surrounding a cow. Specific objectives include: 
1) Develop a flight plan to uniformly capture images surrounding a GNSS 
location. 
2) Organize imagery based on flight paths and process imagery into point cloud 
datasets. 
3) Extract volume estimates from point cloud datasets 
1.12 Materials and Methods 
The experimental data used in this study were collected during the 2018 
Collaborative Leading Operational UAS Development for Meteorology and Atmospheric 
Physics (CLOUD-MAP) Flight Test Campaigns in Alamosa, Colorado. Two life-size cow 
statues (Figure 11) referred to as “Brutus” and “Chuck” were imaged 108 times at varying 
camera poses with the entire process replicated three times over a two-day period. A DJI 
Phantom 4 (P4) was used with its onboard HD camera to collect images. The P4 was 
preprogrammed to collect all 108 images while pointing the camera at the same location 




   
Figure 11: Life-size cow statues Brutus (left) and Chuck (right). 
 
 
1.12.1 Flight Planning 
DJI Ground Station Pro loaded onto an Apple iPad was used as the flight control 
software for automated image acquisition. The app featured the ability to point the P4 
camera by controlling the P4 heading and the camera pitch as angles relative to North and 
the horizon, respectively. 
 
Figure 12: DJI Ground Station Pro app showing 36 waypoints at one elevation AGL. 
 
In order to facility rapid computation of the appropriate camera location, heading 
and pitch, a MATLAB script was written that used a single GNSS coordinate as the input 
and generated the corresponding waypoints and camera orientation settings (APPENDIX 
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E:). The input GNSS coordinate was set to 0 m AGL. Figure 13 shows a graphical 
representation of the generated coordinates in MATLAB. 
 
Figure 13: Sample GNSS waypoint coordinates generated through the MATLAB script. 
 
 
GNSS waypoints and camera orientation settings were manually entered into the 
Ground Station Pro app into three separate missions, one for each altitude, due to a limit 
on the number of waypoints that could be uploaded to the P4 in a single mission. 
 
1.12.2 Data Processing 
The data processing was performed using a combination of Pix4Dmapper Pro for 
generating point clouds from subsets of images and MATLAB to estimate the volume of 
the point cloud. Images were organized into nine flight paths based on altitude and radius, 




Figure 14: Sketch of the flights path. 
 
Table 3 lists out all 86 possible combinations of three flight paths chosen from nine 
flight paths. Images were copied into subfolders containing the corresponding images for 
each combination of flight paths. 
Table 4: All 86 combinations of three flight paths from nine possible flight paths. 
“a” “b” “c” “a” “c” “i” “a” “f” “i” “b” “d” “g” “b” “h” “i” “c” “f” “i” “d” “g” “i” 
“a” “b” “d” “a” “d” “e” “a” “g” “h” “b” “d” “h” “c” “d” “e” “c” “g” “h” “d” “h” “i” 
“a” “b” “e” “a” “d” “f” “a” “g” “i” “b” “d” “i” “c” “d” “f” “c” “g” “i” “e” “f” “g” 
“a” “b” “f” “a” “d” “g” “a” “h” “i”  “b” “e” “f” “c” “d” “g” “c” “h” “i” “e” “f” “h” 
“a” “b” “g” “a” “d” “h” “b” “c” “d” “b” “e” “g” “c” “d” “h” “d” “e” “f” “e” “f” “i” 
“a” “b” “h” “a” “d” “i” “b” “c” “e” “b” “e” “h” “c” “d” “i” “d” “e” “g” “e” “g” “h” 
“a” “b” “i” “a” “e” “f” “b” “c” “f” “b” “e” “i” “c” “e” “f” “d” “e” “h” “e” “g” “i” 
“a” “c” “d” “a” “e” “g” “b” “c” “g” “b” “f” “g” “c” “e” “g” “d” “e” “i” “e” “h” “i” 
“a” “c” “e” “a” “e” “h” “b” “c” “h” “b” “f” “h” “c” “e” “h” “d” “f” “g” “f” “g” “h” 
“a” “c” “f” “a” “e” “i” “b” “c” “i” “b” “f” “i” “c” “e” “i” “d” “f” “h” “f” “g” “i” 
“a” “c” “g” “a” “f” “g” “b” “d” “e” “b” “g” “h” “c” “f” “g” “d” “f” “i” “f” “h” “i” 
“a” “c” “h” “a” “f” “h” “b” “d” “f” “b” “g” “i” “c” “f” “h” “d” “g” “h” “g” “h” “i” 
 
1.12.3 Image Processing 
A batch script was written to process images organized within subfolders using the 
3D Model process of Pix4Dmapper Pro. The default output from Pix4D was a 3D mesh 
(Figure 15). The point cloud data used to generate the 3D mesh was manually exported as 




                      
Figure 15: 3D mesh of Brutus (left) and Chuck (right) generated using photogrammetry. 
 
1.12.4 Volume Estimation 
Point cloud data were imported MATLAB using the Computer Vision Toolbox 
(Figure 16). The program used to estimate volume from point clouds can be found in 
APPENDIX G:. When visualizing point cloud data, color was used to represent elevation 
from the lowest point. While the ground plane at the experiment site was level, the ground 
plane in the point cloud tended to be slightly inclined and there were usually extraneous 
points above the ground plane that needed to be removed to estimate the cow’s volume. 
  




Volume estimation was achieved using a series of steps to remove the cow from 
the background and clean extraneous points. First, the point cloud data were fit to a plane 
and the vector of the plane to the normal plane was used to rotate the point cloud data to 
be level with the normal plane (Figure 17). 
 
 
Figure 17: Rotated point cloud to remove error in point cloud orientation. 
 
 
A threshold was the defined to remove the ground points from the cow statue just 
below the body of the cow (Figure 18). 
 




Outliers were removed using a nearest neighbor filter and a convex hull was fitted 
to the filtered point cloud data (Figure 19). MATLAB automatically computed the volume 
of the convex hull model and the volume estimate was recorded along with the flight path 
combination for statistical analysis. 
 
Figure 19: Filtered point cloud and convex hull model. 
 
  
1.12.5 Statistical Analysis  
In order to identify the best flight formation, volumes from each group of three 
flight paths totaling 36 images were compared to the volume from the full dataset 
containing 108 images. Because volume estimation was a statistical process involving 
random point selection, the process was repeated ten times and averaged to obtain a more 
representative data set. 
First, the full dataset was analyzed as the control volume. Processing replications 
were individually analyzed between replicates utilizing boxplot to visualize variability and 
checked for significant differences through ANOVA. Mean squared error of the volume 
estimates was calculated it was determined if there were any paths that performed better at 
generating a volume estimate consistent with the full dataset. The top five paths were 




1.13 Results and Discussion  
The averaged full dataset used as control can be found in Table 5 and is subdivided 
by targets (Brutus/Chuck). The volume estimates from sets of flight paths can be found in 
APPENDIX G:. 
 
Table 5: Volume estimates (m3) for all images of Brutus and Chuck. 
Reference Brutus Flight  
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
REP1 1.303 1.305 1.322 1.301 1.306 1.304 1.301 1.310 1.300 1.294 1.305 0.007 
REP2 1.257 1.274 1.265 1.280 1.272 1.274 1.270 1.247 1.242 1.268 1.265 0.012 
REP3 1.310 1.296 1.307 1.306 1.305 1.329 1.293 1.303 1.307 1.305 1.306 0.009 
Reference Chuck Flights 
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
REP1 0.210 0.207 0.222 0.215 0.217 0.217 0.193 0.214 0.213 0.223 0.213 0.009 
REP2 0.198 0.196 0.201 0.204 0.179 0.200 0.198 0.200 0.195 0.199 0.197 0.007 
REP3 0.198 0.207 0.206 0.203 0.198 0.195 0.193 0.205 0.205 0.203 0.201 0.005 
 
ANOVA test (α = 0.05) was performed trough RStudio and revealed that estimated 
volume varied by replicate with a significantly different mean estimate between flights 
(Figure 20 & Figure 21). 
 
Table 6: Analysis of Variance Brutus/Chuck  
Brutus Df Sum Sq Mean Sq F value Pr(>F) 
Rep 2 0.0109618 0.0054809 55.833 2.55E-07 
Residuals 27 0.0026505 0.0000982 - - 
Chuck Df Sum Sq Mean Sq F value Pr(>F) 
Rep 2 0.0013957 0.00069785 14.809 4.56E-02 









Figure 21: Boxplot of Chuck’s volume estimation using all images by replication. 
 
 
1.14 Flight Path Volume Comparison 
Volume was computed ten times and averaged for each subgroup of flight paths. 
The average volume for each subgroup was then compared to the average volume when 
using all images. The path ‘deh” was the top performer for both cow statues. The next top 
three performers were different between the two cow statues. 
34 
 
1.14.1 Brutus Volume Comparison Results 
The top four performers for Brutus were “deh”, “egh”, “ade”, and “adh”. Figure 22 
shows the mean squared error from the ten measurements by flight with the red points 
being the estimated volume from using all photos for that replication. 
 
Figure 22: Boxplots showing the mean squared error from the ten measurements by 
replication for Brutus. 
 
 
1.14.2 Chuck Volume Comparison Results 
The top four performers for Chuck were “deh”, “bdi”, “bei”, and “afh”. Figure 23 
shows the mean squared error from the ten measurements by flight with the red points 








Since flight subgroup “deh” was the top performer for both Brutus and Chuck, it 
was deemed to be the best flight formation for estimating the volume the cow statues. Flight 
path subgroups “egh” and “ade” were the next two best performing sets of images. The 
mean squared error boxplots shown in Figure 24 for each flight showed that “deh” produce 








This chapter introduced the concept of 3D modeling the physical structure of cattle 
using photogrammetry acquire by a UAS. The chapter also described the methods and 
software used to process the raw data to obtain the point cloud necessary to extract the 
volume as the statistical parameters for this study.  While the limited data collected showed 
some indication that the point cloud processing was able to recreate a viable 3D model 
from the specific target, and that there was a global optimum subset of images that 
produced an estimated volume similar to when using all images, it is necessary to obtain 
the actual volume of both cow statues to determine if the estimated volume is correct. This 
study also concluded that the “deh” flight path best represent the target volume.  
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CHAPTER 4.:  SUMMARY AND CONCLUSION  
1.16 Summary of the work 
In the first chapter, LARS and photogrammetry were introduced. In the second 
chapter, a 2D spatial error experiment was developed to determine the spatial error of 
ground target location measurements and test for significant differences in average error 
between target locations. A multispectral camera was attached in an UAV that performed 
flights around sets of targets were disposure in an open field. The 2D spatial error 
experiment was replicated for data type and altitude to perform the data collection. In the 
third chapter, two life-size cow statutes were extensively imaged and used to determine the 
optimal flight path for acquiring images used to create a 3D model. 
 
1.17 Conclusion  
In the second chapter, the results concluded that the georeferenced photogrammetry 
acquired from the UAS produced substantial error in position measurements where the 
error had some functional vector relationship across all targets. It was determined that the 
lower altitude and the multispectral data performed better with a significant difference 
between data types (multispectral and RGB) for the camera used, but there was no 
significant difference in error between altitudes. In the third chapter, the results concluded 
that among all the flight formation identified from our data set, the formation “deh” was 
the one that best represented the volume of the target in comparison with the volume using 
the full data set. 
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1.18 Limitations and Future Work 
The work presented in this thesis should be expanded upon in future work to better 
generalize 2D and 3D measurement performance using more general experiments and with 
practical targets that represent actual use scenarios. 
Future work for the 2D Spatial Accuracy consists of testing RTK GNSS on UAS 
to see if spatial accuracy of drone and image geolocation can be improved. This may allow 
for spatial measurements to be made from individual images rather than stitching multiple 
images into a orthomosaic as demonstrated in Chapter 2. 
Future work for the 3D volume estimation of Brutus and Chuck should include 3D 
models generated using a reference instrument to determine the actual volume. The convex 
hull method used to generate a volume estimation should be refined to preserve more fine 














Figure 26: Top Clamp. 
 
 

















Figure 30: Sensor mount 
 
 




 THE GEODETIC TO UTM TRANSFORMATION FUNCTION  
B.1 Main Script (MATLAB) 
 
%% LUIS FELIPE PAMPOLINI 
%% Cleaner 
close all; clc; clear; % CLEAR ALL THE COMMAN WINDOW, WORKSPACE AND CLOSE THE 
GRAPH WINDOWS 
%% Main Script 
filename = 'OSU UAFS 2017-2.csv' 
[num,txt,DATA]= xlsread(filename) 
 long = DATA (:,3) 
 lat  = DATA (:,2) 
 for i = 1:numel (DATA(:,1)) 
     [x{i}, y{i}] = wgs_to_utm(lat{i}, long{i}) 
 end 




 xlswrite(filename, Newdata, 'G1:I80') % [xlswrite(filename, Newdata, '"Sheet2"') 
 
B.2 Wgs_to_utm Function (MATLAB) modified from ( Rafael Palacios ) 
%% Description: 
%    Convert WGS84 coordinates (Latitude, Longitude) into UTM coordinates 
%    (Northing, Easting) according to UTM zone and hemisphere. 
%% Input: 
%    WGS84: World Geodetic System 1984 (default) 
%    Lat: WGS84 Latitude fΩscalar, vector or array in decimal degrees.   
%    Lon: WGS84 Longitude scalar, vector or array in decimal degrees.  
%% Output: 
%    x: UTM easting in meters. 
%    y: UTM northing in meters. 
function  [x,y,utmzone] = wgs_to_utm(Lat,Lon) 
%% coordinates in radians 
lat = Lat.*pi./180; 
long = Lon.*pi./180; 
%% WGS84 PARAMETERS 
a = 6378137;              % Semi-major axis 
b = 6356752.314245;       % Semi-minor axis 
e = sqrt(1-(b./a).^2);    % Eccentricity 
%% UTM PARAMETERS 
Lon0 = floor(Lon./6).*6+3;% Reference longitude in degrees 
lon0 = Lon0.*pi./180;     % In radians 
k0 = 0.9996;              % Scale on central meridian 
FE = 500000;              % False easting 
FN = (Lat < 0).*10000000; % False northing  
%% EQUATION PARAMETERS 
eps = e.^2./(1-e.^2);     % e prime square 
% N: radius of curvature of the earth perpendicular to meridian plane 
% Also, distance from point to polar axis 
N = a./sqrt(1-e.^2.*sin(lat).^2);  
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T = tan(lat).^2;                 
C = ((e.^2)./(1-e.^2)).*(cos(lat)).^2; 
A = (long-lon0).*cos(lat);                             
% M: true distance along the central meridian from the equator to lat 
M = a.*(  ( 1 - e.^2./4 - 3.*e.^4./64 - 5.*e.^6./256 )  .* lat         ... 
         -( 3.*e.^2./8 + 3.*e.^4./32 + 45.*e.^6./1024 ) .* sin(2.*lat) ... 
         +( 15.*e.^4./256 + 45.*e.^6./1024 )            .* sin(4.*lat) ... 
         -(35.*e.^6./3072 )                             .* sin(6.*lat) ); 
%% EASTING 
x = FE + k0.*N.*(A+(1-T+C).* A.^3./6+ (5-18.*T+T.^2+72.*C-58.*eps).* A.^5./120 ); 
%% NORTHING  
% M(lat0) = 0 so not used in following formula 
y = FN + k0.*M + k0.*N.*tan(lat).*(A.^2./2+ (5-T+9.*C+4.*C.^2).* A.^4./24 ... 










 TABLE WITH THE TARGET LOCATION RECORDED FROM THE UAS  
Table 7: Target location extracted from Multispectral data (2016) 






1 T1 694654.92 4004199.9 694653.08 4004200.92 694654.33 4004200.04 694658.22 4004202.89 
1 T2 694654.19 4004207.84 694652.24 4004209.02 694653.59 4004208.08 694657.56 4004210.98 
1 T3 694653.73 4004215.2 694651.68 4004216.53 694653.05 4004215.5 694657.17 4004218.44 
1 T4 694653.31 4004223.1 694651.16 4004224.53 694652.66 4004223.46 694656.92 4004226.37 
1 T5 694661.1 4004222.64 694659.08 4004224.17 694660.51 4004223.04 694664.79 4004225.78 
1 T6 694660.96 4004215.01 694659 4004216.4 694660.39 4004215.3 694664.52 4004218.12 
1 T7 694661.22 4004207.98 694659.38 4004209.24 694660.67 4004208.23 694664.74 4004210.97 
1 T8 694661.16 4004198.78 694659.45 4004199.87 694660.7 4004198.9 694664.54 4004201.68 
1 T9 694668.41 4004198.34 694666.88 4004199.52 694667.97 4004198.53 694671.88 4004201.2 
1 T10 694668.41 4004207.46 694666.71 4004208.83 694668.01 4004207.69 694671.99 4004210.34 
1 T11 694668.3 4004213.54 694666.51 4004215.02 694667.82 4004213.87 694671.99 4004216.55 
1 T12 694668.6 4004222.36 694666.71 4004223.98 694668.21 4004222.8 694672.35 4004225.47 
1 T13 694676.5 4004221.41 694674.79 4004223.13 694676.13 4004221.79 694680.39 4004224.43 
1 T14 694676.59 4004213.66 694674.96 4004215.24 694676.25 4004213.98 694680.39 4004216.54 
1 T15 694676.48 4004205.9 694674.97 4004207.29 694676.17 4004206.12 694680.18 4004208.67 
1 T16 694676.43 4004198.09 694674.96 4004199.38 694676.09 4004198.28 694679.97 4004200.79 
2 T1 694655.77 4004200.23 694654.79 4004199.42 694653.43 4004199.7 694656.97 4004200.62 
2 T2 694655.09 4004208.23 694653.94 4004207.56 694652.77 4004207.66 694656.3 4004208.54 
2 T3 694654.7 4004215.65 694653.45 4004215.05 694652.31 4004215.04 694655.93 4004215.86 
2 T4 694654.38 4004223.58 694652.94 4004223.11 694651.89 4004223 694655.49 4004223.74 
2 T5 694662.19 4004223.04 694660.9 4004222.68 694659.7 4004222.47 694663.25 4004223.25 
2 T6 694661.99 4004215.37 694660.82 4004214.91 694659.62 4004214.79 694663.12 4004215.67 







2 T8 694662.02 4004199.04 694661.19 4004198.33 694659.83 4004198.48 694663.12 4004199.67 
2 T9 694669.31 4004198.54 694668.62 4004197.95 694667.08 4004198.03 694670.52 4004199.04 
2 T10 694669.43 4004207.68 694668.53 4004207.25 694667.09 4004207.17 694670.55 4004208.15 
2 T11 694669.38 4004213.8 694668.34 4004213.47 694666.93 4004213.36 694670.42 4004214.22 
2 T12 694669.79 4004222.69 694668.57 4004222.46 694667.31 4004222.13 694670.77 4004222.98 
2 T13 694677.74 4004221.63 694676.67 4004221.57 694675.15 4004221.19 694678.6 4004222.03 
2 T14 694677.76 4004213.85 694676.84 4004213.64 694675.34 4004213.41 694678.75 4004214.26 
2 T15 694677.54 4004206.04 694676.78 4004205.7 694675.19 4004205.56 694678.55 4004206.58 
2 T16 694677.4 4004198.17 694676.78 4004197.73 694675.15 4004197.79 694678.5 4004198.82 
3 T1 694655.02 4004200.17 694656.53 4004200.88 694654.76 4004200.77 694652.24 4004201.27 
3 T2 694654.29 4004208.15 694655.54 4004208.96 694654.03 4004208.75 694651.47 4004209.28 
3 T3 694653.88 4004215.55 694654.93 4004216.39 694653.59 4004216.16 694651.04 4004216.64 
3 T4 694653.47 4004223.5 694654.31 4004224.42 694653.21 4004224.08 694650.65 4004224.57 
3 T5 694661.31 4004223.01 694662.21 4004224.12 694661.04 4004223.54 694658.46 4004224.14 
3 T6 694661.17 4004215.33 694662.29 4004216.39 694660.92 4004215.89 694658.39 4004216.45 
3 T7 694661.38 4004208.27 694662.72 4004209.23 694661.09 4004208.88 694658.6 4004209.38 
3 T8 694661.17 4004200.34 694662.93 4004199.89 694661.04 4004199.67 694658.59 4004200.1 
3 T9 694669.31 4004199.23 694670.28 4004199.67 694668.33 4004199.16 694665.84 4004199.64 
3 T10 694668.91 4004207.7 694670.06 4004208.9 694668.36 4004208.32 694665.85 4004208.84 
3 T11 694668.55 4004213.83 694669.76 4004215.08 694668.23 4004214.45 694665.67 4004214.99 
3 T12 694668.91 4004222.7 694669.9 4004224.06 694668.57 4004223.26 694666.7 4004223.82 
3 T13 694676.85 4004221.69 694677.93 4004223.26 694676.51 4004222.31 694673.95 4004222.92 
3 T14 694676.95 4004213.91 694678.25 4004215.39 694676.6 4004214.52 694674.1 4004215.03 
3 T15 694676.82 4004206.09 694678.29 4004207.51 694676.6 4004206.77 694673.95 4004207.25 
3 T16 694676.71 4004198.26 694678.4 4004199.62 694676.45 4004198.71 694673.91 4004199.38 
4 T1 694653.78 4004199.53 694654.6 4004198.83 694655 4004199.74 694653.32 4004199 







4 T3 694652.62 4004214.97 694653 4004214.28 694653.41 4004217.19 694652.37 4004214.07 
4 T4 694652.24 4004222.95 694652.31 4004220.3 694653.01 4004225.1 694651.98 4004222.1 
4 T5 694660.11 4004222.42 694660.27 4004220.01 694660.9 4004224.52 694659.77 4004221.6 
4 T6 694659.94 4004214.74 694660.3 4004214.28 694660.64 4004216.79 694659.52 4004213.98 
4 T7 694659.15 4004207.68 694660.74 4004207.17 694660.73 4004209.74 694659.73 4004206.97 
4 T8 694660.04 4004198.36 694660.96 4004197.86 694660.54 4004200.46 694659.6 4004197.78 
4 T9 694667.42 4004197.89 694668.34 4004197.6 694667.82 4004199.95 694666.83 4004197.29 
4 T10 694667.43 4004207.07 694668.08 4004206.82 694667.86 4004208.52 694666.92 4004206.32 
4 T11 694667.3 4004213.28 694667.73 4004213.05 694667.93 4004215.26 694666.79 4004212.5 
4 T12 694667.71 4004222.13 694667.87 4004221.92 694668.44 4004224.07 694667.24 4004221.19 
4 T13 694675.69 4004221.12 694675.89 4004221.17 694676.37 4004222.98 694675.1 4004220.14 
4 T14 694675.76 4004213.29 694676.21 4004213.31 694676.4 4004215.16 694675.09 4004212.39 
4 T15 694675.58 4004205.45 694676.31 4004205.46 694676.12 4004207.35 694674.95 4004204.7 









Table 8: Target location extracted from RGB data (2016) 
Flight Target Lat_Att_1 Long_Att_1 Lat_Att_2 Long_Att_2 Lat_Att_3 Long_Att_3 Lat_Att_4 Long_Att_4 
1 T1 694653.65 4004200.25 694649.98 4004193.82 694658.82 4004197.66 694657.86 4004200.98 
1 T2 694653.1 4004208.6 694648.56 4004205.82 694658.03 4004205.64 694657.26 4004208.69 
1 T3 694652.93 4004215.88 694647.75 4004217.03 694657.59 4004213.09 694656.94 4004215.92 
1 T4 694652.91 4004223.32 694647.16 4004228.9 694657.15 4004221.14 694656.64 4004223.78 
1 T5 694660.57 4004223.05 694659.05 4004228.56 694665.19 4004220.51 694664.36 4004223.14 
1 T6 694660.15 4004215.69 694658.95 4004217.01 694665.03 4004212.81 694664.04 4004215.56 
1 T7 694660 4004208.59 694659.48 4004206.29 694665.26 4004205.74 694664.15 4004208.68 
1 T8 694660.46 4004198.95 694659.63 4004192.4 694665.17 4004196.55 694663.88 4004199.79 
1 T9 694667.62 4004198.95 694670.72 4004192.2 694672.47 4004196.15 694670.91 4004199.22 
1 T10 694667.72 4004208.13 694670.56 4004205.81 694672.51 4004205.16 694671.16 4004207.99 
1 T11 694667.65 4004214.29 694670.27 4004215.06 694672.43 4004211.26 694671.12 4004214.59 
1 T12 694668.14 4004222.96 694670.5 4004228.29 694672.8 4004220.08 694671.77 4004222.69 
1 T13 694676.27 4004222.2 694682.24 4004226.96 694680.7 4004218.98 694679.56 4004221.55 
1 T14 694676.37 4004214.47 694682.72 4004215.47 694680.7 4004211.28 694679.38 4004213.9 
1 T15 694676.23 4004206.61 694682.67 4004203.93 694680.53 4004203.6 694678.98 4004206.33 
1 T16 694676.07 4004198.65 694682.46 4004192.57 694680.35 4004195.94 694678.6 4004198.88 
2 T1 694654.94 4004197.89 694657.56 4004202.24 694655.66 4004193.4 694651.7 4004203.06 
2 T2 694654.08 4004205.93 694657 4004210.52 694654.67 4004202 694650.89 4004210.54 
2 T3 694653.5 4004213.47 694656.72 4004218.09 694654.02 4004210.13 694650.39 4004217.5 
2 T4 694652.85 4004221.73 694656.48 4004226.12 694653.43 4004219.05 694649.9 4004224.99 
2 T5 694659.96 4004221.43 694664.37 4004225.15 694662.54 4004218.43 694657.44 4004224.71 
2 T6 694659.91 4004213.41 694664.12 4004217.54 694662.42 4004209.91 694657.38 4004217.41 
2 T7 694660.02 4004206.92 694664.25 4004210.41 694662.73 4004202.19 694657.68 4004210.7 







2 T9 694667.37 4004197.11 694671.33 4004200.37 694670.89 4004192.05 694664.83 4004201.57 
2 T10 694666.89 4004206.25 694671.44 4004209.62 694670.91 4004201.72 694664.73 4004210.24 
2 T11 694666.77 4004212.45 694671.4 4004215.73 694670.76 4004208.32 694664.57 4004216.1 
2 T12 694666.99 4004221.37 694671.79 4004224.41 694671.17 4004218.07 694664.81 4004224.62 
2 T13 694674.87 4004220.68 694679.32 4004223 694680.07 4004216.95 694672.68 4004223.83 
2 T14 694675.12 4004212.63 694679.44 4004215.46 694680.09 4004208.47 694672.84 4004216.3 
2 T15 694675.1 4004204.57 694679.33 4004207.76 694679.84 4004200.18 694672.77 4004208.79 
2 T16 694675.18 4004196.64 694679.18 4004199.91 694679.65 4004192.02 694672.73 4004201.33 
3 T1 694652.82 4004198.01 694662.33 4004198.34 694648.96 4004199.3 694656.06 4004195.86 
3 T2 694652.28 4004206.92 694661.3 4004205.26 694648.17 4004208.05 694654.76 4004204.71 
3 T3 694652.01 4004215.14 694660.55 4004211.83 694647.86 4004216.15 694654.46 4004212 
3 T4 694650.95 4004223.98 694659.77 4004218.99 694647.3 4004224.82 694654.15 4004219.94 
3 T5 694661.22 4004223.81 694667.52 4004219.44 694655.88 4004224.62 694662.22 4004219.48 
3 T6 694660.96 4004214.97 694667.67 4004212.51 694655.67 4004216.16 694661.92 4004211.87 
3 T7 694661.35 4004206.73 694668.16 4004206.24 694655.87 4004208.36 694661.98 4004204.93 
3 T8 694661.38 4004195.87 694668.37 4004198.15 694655.84 4004198.23 694661.74 4004195.91 
3 T9 694669.63 4004195.73 694675.29 4004198.67 694663.97 4004197.86 694669.13 4004195.6 
3 T10 694669.36 4004206.34 694675.14 4004206.6 694663.95 4004207.92 694669.37 4004204.46 
3 T11 694669.17 4004213.66 694674.86 4004212.05 694663.61 4004215.52 694669.22 4004211.27 
3 T12 694669.47 4004223.97 694674.87 4004220.05 694664.28 4004224.63 694669.98 4004219.32 
3 T13 694678.36 4004223.45 694682.57 4004220.09 694673.29 4004223.85 694678.05 4004218.37 
3 T14 694678.71 4004214.31 694682.89 4004213.1 694673.33 4004215.13 694677.94 4004210.69 
3 T15 694678.74 4004205.06 694682.91 4004206.19 694673.2 4004206.38 694677.57 4004203.04 
3 T16 694678.78 4004195.75 694682.86 4004199.38 694673.01 4004197.65 694677.21 4004195.46 
4 T1 694646.97 4004196.86 694656.74 4004196.44 694651.64 4004197.85 694653.8 4004199.27 
4 T2 694646.21 4004206.62 694655.58 4004204.08 694650.67 4004207.3 694652.94 4004206.57 







4 T4 694645.94 4004225.05 694653.9 4004219.29 694649.52 4004225.15 694651.8 4004220.81 
4 T5 694654.47 4004224.63 694662.03 4004218.97 694658.75 4004224.83 694659.18 4004220.51 
4 T6 694654.15 4004215.16 694662.23 4004211.27 694658.69 4004215.89 694659.18 4004213.33 
4 T7 694654.4 4004206.29 694662.46 4004204.35 694659.09 4004207.63 694659.54 4004206.78 
4 T8 694654.38 4004194.72 694662.95 4004195.47 694659.21 4004196.64 694659.64 4004198.28 
4 T9 694663.45 4004194.22 694670.41 4004195.25 694668.09 4004196.25 694666.5 4004197.95 
4 T10 694663.32 4004205.66 694670.14 4004203.98 694667.85 4004207.13 694666.36 4004206.35 
4 T11 694663.15 4004213.42 694669.78 4004210.04 694667.53 4004214.44 694666.09 4004212.11 
4 T12 694663.71 4004224.58 694669.9 4004218.85 694667.75 4004224.7 694666.33 4004220.41 
4 T13 694673.71 4004223.64 694678.17 4004218.06 694678.07 4004223.79 694673.92 4004219.64 
4 T14 694673.81 4004213.75 694678.41 4004210.27 694677.8 4004214.73 694674.1 4004212.3 
4 T15 694673.65 4004203.77 694678.43 4004202.65 694677.69 4004207.3 694674.05 4004205.01 






Table 9: Target location extracted from Multispectral data (2017) 
Flight Target Lat_Att_1 Long_Att_1 Lat_Att_2 Long_Att_2 Lat_Att_3 Long_Att_3 
1 T1 694660.91 4004188.24 694664.58 4004187.46 694665.12 4004187.78 
1 T2 694660.5 4004201.64 694664.36 4004200.83 694664.96 4004201.11 
1 T3 694660.47 4004216.13 694664.49 4004215.38 694665.26 4004215.58 
1 T4 694660.03 4004229.88 694664.27 4004229.2 694665.05 4004229.3 
1 T5 694668.81 4004230.32 694671.5 4004229.24 694673.83 4004229.51 
1 T6 694669.15 4004216 694673.29 4004215.12 694673.89 4004215.28 
1 T7 694668.64 4004202.22 694672.59 4004201.44 694673.15 4004201.54 
1 T8 694668.34 4004188.44 694672.03 4004187.5 694672.54 4004187.85 
1 T9 694679.24 4004188.84 694683.05 4004187.81 694683.42 4004188.05 
1 T10 694678.74 4004202.79 694682.7 4004201.83 694683.18 4004201.97 
1 T11 694678.8 4004216.47 694683.05 4004215.56 694683.62 4004215.57 
1 T12 694678.33 4004230.62 694682.7 4004229.76 694683.41 4004229.69 
1 T13 694685.73 4004231.06 694690.2 4004230.11 694690.87 4004229.97 
1 T14 694686.78 4004216.87 694691.01 4004215.91 694691.54 4004215.89 
1 T15 694687.4 4004203.79 694691.46 4004202.79 694691.95 4004202.82 
1 T16 694688.56 4004189.18 694692.51 4004188.07 694692.72 4004188.26 
2 T1 694666.34 4004189.79 694662.79 4004190.3 694659.81 4004190.39 
2 T2 694666.02 4004202.9 694662.52 4004203.42 694659.22 4004203.54 
2 T3 694665.99 4004217.21 694662.6 4004217.76 694659.11 4004217.73 
2 T4 694665.66 4004230.82 694662.29 4004231.3 694658.45 4004231.25 
2 T5 694674.27 4004231.23 694670.91 4004231.61 694667.09 4004231.69 
2 T6 694674.52 4004217.06 694671.1 4004217.61 694667.62 4004217.71 
2 T7 694673.97 4004203.56 694670.49 4004204.03 694667.23 4004204.22 
2 T8 694673.6 4004189.95 694670.1 4004190.4 694667.1 4004190.66 
2 T9 694684.28 4004190.33 694680.84 4004190.75 694677.78 4004191.17 
2 T10 694683.87 4004204.08 694680.5 4004204.49 694677.19 4004204.86 
2 T11 694684.05 4004217.54 694680.69 4004217.99 694677.12 4004218.31 
2 T12 694683.64 4004231.52 694680.35 4004231.9 694676.47 4004232.17 
2 T13 694690.95 4004231.97 694687.7 4004232.27 694683.75 4004232.69 
2 T14 694691.91 4004217.95 694688.58 4004218.33 694684.91 4004218.82 
2 T15 694692.43 4004205.12 694689.07 4004205.47 694685.65 4004206 
2 T16 694693.47 4004190.66 694690.07 4004191.04 694686.88 4004191.69 




3 T2 694661.91 4004202.48 694660.62 4004203.02 694661.89 4004202.47 
3 T3 694661.92 4004216.73 694660.51 4004217.41 694661.91 4004216.71 
3 T4 694661.52 4004230.18 694660 4004231.07 694661.53 4004230.17 
3 T5 694670.13 4004230.54 694668.7 4004231.5 694670.12 4004230.54 
3 T6 694670.43 4004216.49 694669.1 4004217.35 694670.45 4004216.49 
3 T7 694669.82 4004203.04 694668.65 4004203.64 694669.83 4004203.01 
3 T8 694669.45 4004189.52 694668.43 4004189.97 694669.54 4004189.51 
3 T9 694680.15 4004189.84 694679.2 4004190.4 694680.15 4004189.84 
3 T10 694679.8 4004203.54 694678.74 4004204.28 694679.86 4004203.54 
3 T11 694679.9 4004216.94 694678.74 4004217.86 694679.92 4004216.95 
3 T12 694679.55 4004230.79 694678.2 4004231.95 694679.53 4004230.83 
3 T13 694686.82 4004231.16 694685.58 4004232.38 694686.81 4004231.18 
3 T14 694687.79 4004217.35 694686.71 4004218.37 694687.83 4004217.35 
3 T15 694688.3 4004204.51 694687.3 4004205.33 694688.31 4004204.52 
3 T16 694689.33 4004190.18 694688.48 4004190.83 694689.29 4004190.16 
4 T1 694660.94 4004188.41 694662.54 4004187.14 694655.14 4004187.8 
4 T2 694660.66 4004201.53 694662.17 4004200.32 694654.67 4004200.94 
4 T3 694660.67 4004215.64 694662.17 4004214.59 694654.49 4004215.14 
4 T4 694660.32 4004229.11 694661.71 4004228.13 694653.99 4004228.64 
4 T5 694668.9 4004229.46 694670.33 4004228.53 694662.52 4004229.07 
4 T6 694669.2 4004215.5 694670.7 4004214.47 694663.01 4004215.06 
4 T7 694668.58 4004202.02 694670.14 4004200.93 694662.61 4004201.54 
4 T8 694668.23 4004188.53 694669.86 4004187.35 694662.42 4004188.04 
4 T9 694678.87 4004188.86 694680.58 4004187.69 694673.04 4004188.46 
4 T10 694678.55 4004202.58 694680.23 4004201.52 694672.58 4004202.19 
4 T11 694678.66 4004215.93 694680.27 4004214.92 694672.5 4004215.61 
4 T12 694678.27 4004229.74 694679.84 4004228.9 694671.94 4004229.49 
4 T13 694685.53 4004230.14 694687.13 4004229.31 694679.18 4004229.95 
4 T14 694686.51 4004216.35 694688.2 4004215.4 694680.32 4004216.11 
4 T15 694687 4004203.5 694688.75 4004202.51 694680.96 4004203.26 
4 T16 694688.02 4004189.2 694689.85 4004188.11 694682.22 4004188.87 
5 T1 694659.88 4004190.93 694657.64 4004191.86 694662.17 4004189.38 
5 T2 694659.46 4004204.04 694657.27 4004204.86 694661.87 4004202.48 
5 T3 694659.29 4004218.17 694657.17 4004218.99 694661.93 4004216.69 
5 T4 694658.73 4004231.63 694656.69 4004232.36 694661.51 4004230.19 




5 T6 694667.79 4004218.13 694665.63 4004218.89 694670.44 4004216.51 
5 T7 694667.35 4004204.65 694665.12 4004205.5 694669.81 4004203.01 
5 T8 694667.2 4004191.22 694664.89 4004192.1 694669.47 4004189.54 
5 T9 694677.78 4004191.68 694675.46 4004192.53 694680.13 4004189.89 
5 T10 694677.31 4004205.36 694675.01 4004206.16 694679.79 4004203.61 
5 T11 694677.22 4004218.71 694674.99 4004219.44 694679.89 4004216.97 
5 T12 694676.61 4004232.6 694674.49 4004233.23 694679.48 4004230.86 
5 T13 694683.9 4004233 694681.69 4004233.66 694686.8 4004231.2 
5 T14 694685.07 4004219.23 694682.81 4004219.98 694687.77 4004217.33 
5 T15 694685.71 4004206.4 694683.36 4004207.19 694688.31 4004204.5 
5 T16 694686.93 4004192.12 694684.54 4004192.96 694689.32 4004190.17 
6 T1 694663.08 4004188.98 694662.12 4004190.03 694665.78 4004189.96 
6 T2 694662.87 4004201.98 694661.84 4004203.05 694665.53 4004203.01 
6 T3 694662.89 4004216.04 694661.83 4004217.19 694665.63 4004217.13 
6 T4 694662.6 4004229.42 694661.49 4004230.59 694665.25 4004230.5 
6 T5 694671.15 4004229.74 694670.02 4004230.95 694673.81 4004230.86 
6 T6 694671.44 4004215.91 694670.33 4004216.99 694674.05 4004216.96 
6 T7 694670.71 4004202.49 694669.69 4004203.61 694673.39 4004203.54 
6 T8 694670.39 4004189.11 694669.36 4004190.14 694673.03 4004190.17 
6 T9 694680.91 4004189.43 694679.95 4004190.53 694683.62 4004190.47 
6 T10 694680.63 4004201.01 694679.64 4004204.13 694683.31 4004204.08 
6 T11 694680.77 4004216.27 694679.75 4004217.47 694683.47 4004217.36 
6 T12 694680.45 4004229.99 694679.35 4004231.25 694683.14 4004231.1 
6 T13 694687.7 4004230.38 694686.6 4004231.64 694690.36 4004231.46 
6 T14 694688.59 4004216.68 694687.59 4004217.9 694691.27 4004217.72 
6 T15 694689.2 4004203.88 694688.06 4004205.09 694691.74 4004204.7 
6 T16 694690.01 4004189.69 694689.1 4004190.86 694692.71 4004190.77 
7 T1 694661.9 4004189.75 694661.34 4004188.14 694663.08 4004188.15 
7 T2 694661.61 4004202.88 694661.19 4004201.04 694662.88 4004201.04 
7 T3 694661.55 4004217.07 694661.31 4004215.02 694662.97 4004215.06 
7 T4 694661.16 4004230.59 694661.03 4004228.35 694662.67 4004228.31 
7 T5 694669.74 4004230.93 694669.52 4004228.61 694671.16 4004228.6 
7 T6 694670.15 4004216.98 694669.71 4004214.81 694671.35 4004214.84 
7 T7 694669.54 4004203.46 694669.03 4004201.51 694670.7 4004201.56 
7 T8 694669.23 4004189.91 694668.6 4004188.21 694670.29 4004188.26 




7 T10 694679.45 4004204.05 694678.89 4004201.99 694680.54 4004202.02 
7 T11 694679.55 4004217.4 694679.1 4004215.19 694680.71 4004215.23 
7 T12 694679.07 4004231.31 694678.79 4004228.81 694680.41 4004228.88 
7 T13 694686.4 4004231.65 694686.01 4004229.14 694687.64 4004229.21 
7 T14 694687.42 4004217.95 694686.9 4004215.56 694688.49 4004215.54 
7 T15 694687.94 4004201.95 694687.29 4004202.86 694688.9 4004202.91 
7 T16 694689.02 4004190.66 694688.19 4004188.75 694689.84 4004188.82 
 
Table 10: Target location extracted from RGB data (2017) 
Flight Target Lat_Att_1 Long_Att_1 Lat_Att_2 Long_Att_2 Lat_Att_3 Long_Att_3 
1 T1 694659.95 4004189.68 694664.89 4004188.37 694664.28 4004186.04 
1 T2 694659.6 4004203.24 694664.43 4004202.24 694664.13 4004200.19 
1 T3 694659.48 4004217.88 694664.36 4004217.15 694664.26 4004214.79 
1 T4 694659.08 4004231.74 694663.81 4004231.25 694664 4004228.61 
1 T5 694668.03 4004232.24 694672.91 4004231.79 694672.9 4004229.03 
1 T6 694668.4 4004217.88 694673.4 4004217.12 694673.07 4004214.64 
1 T7 694667.9 4004203.95 694672.89 4004202.97 694672.34 4004200.78 
1 T8 694667.65 4004189.94 694672.67 4004188.59 694671.8 4004186.88 
1 T9 694678.85 4004190.43 694684.12 4004189.14 694682.89 4004187.19 
1 T10 694678.37 4004203.64 694683.58 4004203.73 694682.65 4004201.29 
1 T11 694678.32 4004218.46 694683.48 4004217.83 694682.94 4004215.11 
1 T12 694677.8 4004232.67 694682.87 4004232.31 694682.67 4004229.4 
1 T13 694685.4 4004233.18 694690.63 4004232.9 694690.29 4004229.85 
1 T14 694686.51 4004218.96 694691.88 4004218.4 694691.13 4004215.57 
1 T15 694687.21 4004205.71 694692.64 4004204.82 694691.57 4004202.28 
1 T16 694688.51 4004190.86 694694.02 4004189.64 694692.45 4004187.47 
2 T1 694666.78 4004190.88 694664.57 4004188.52 694664.09 4004190.33 
2 T2 694666.3 4004203.61 694664.35 4004201.33 694663.17 4004203.63 
2 T3 694666.16 4004217.59 694664.42 4004215.41 694662.43 4004218.08 
2 T4 694666.57 4004231.15 694664.12 4004228.92 694661.39 4004231.87 
2 T5 694674.41 4004231.67 694672.77 4004229.14 694670.28 4004232.51 
2 T6 694674.93 4004217.7 694672.99 4004215.23 694671.27 4004218.29 
2 T7 694674.43 4004204.37 694672.31 4004201.9 694671.32 4004204.57 
2 T8 694674.26 4004191.17 694671.89 4004188.68 694671.59 4004190.91 
2 T9 694685.12 4004191.76 694682.5 4004189.1 694682.47 4004191.83 




2 T11 694684.61 4004218.36 694682.46 4004215.62 694680.97 4004219.1 
2 T12 694683.99 4004232.2 694682.13 4004229.34 694679.88 4004233.16 
2 T13 694691.39 4004232.8 694689.39 4004229.62 694687.34 4004233.78 
2 T14 694692.6 4004218.99 694690.23 4004215.97 694688.91 4004219.84 
2 T15 694693.22 4004206.3 694690.62 4004203.4 694690.09 4004206.88 
2 T16 694694.35 4004192.32 694691.49 4004189.51 694691.89 4004192.71 
3 T1 694665.5 4004191.46 694660.24 4004190.03 694663.94 4004187.32 
3 T2 694665.07 4004204.75 694659.85 4004203.28 694663.59 4004199.7 
3 T3 694665.01 4004219.28 694659.72 4004217.55 694663.41 4004213.15 
3 T4 694664.52 4004233.12 694659.25 4004230.95 694662.87 4004226.1 
3 T5 694673.52 4004233.35 694667.93 4004231.49 694671.22 4004226.5 
3 T6 694673.93 4004219.04 694668.43 4004217.59 694671.67 4004213.13 
3 T7 694673.34 4004205.27 694667.99 4004203.99 694671.2 4004200.32 
3 T8 694673.02 4004191.61 694667.75 4004190.33 694670.99 4004187.57 
3 T9 694683.98 4004191.92 694678.72 4004190.92 694681.24 4004188.04 
3 T10 694683.66 4004205.77 694678.16 4004204.83 694680.82 4004200.94 
3 T11 694683.75 4004219.37 694678.07 4004218.26 694680.82 4004213.68 
3 T12 694683.26 4004233.56 694677.43 4004232.05 694680.35 4004226.85 
3 T13 694690.79 4004233.87 694684.84 4004232.61 694687.35 4004227.3 
3 T14 694691.84 4004219.71 694686.06 4004218.85 694688.39 4004214.12 
3 T15 694692.35 4004206.69 694686.74 4004205.92 694688.98 4004201.99 
3 T16 694693.37 4004192.24 694688.07 4004191.5 694690.02 4004188.44 
4 T1 694660.73 4004190.63 694662.35 4004188.01 694659.8 4004189.16 
4 T2 694660.44 4004203.57 694661.89 4004201.05 694659.29 4004201.85 
4 T3 694660.32 4004217.42 694661.8 4004215.11 694659.03 4004215.57 
4 T4     694661.28 4004228.53 694658.37 4004228.6 
4 T5 694668.59 4004231.03 694669.93 4004228.86 694667.1 4004229.05 
4 T6 694669.02 4004217.68 694670.43 4004214.95 694667.69 4004215.65 
4 T7 694668.56 4004204.41 694669.95 4004201.59 694667.31 4004202.63 
4 T8 694668.23 4004190.93 694669.76 4004188.19 694667.26 4004189.52 
4 T9 694679.36 4004191.67 694680.61 4004188.51 694678.13 4004190.2 
4 T10 694678.82 4004205.35 694680.09 4004202.25 694677.47 4004203.41 
4 T11 694678.65 4004218.42 694680.05 4004215.5 694677.24 4004216.31 
4 T12 694678.01 4004231.39 694679.44 4004229.25 694676.56 4004229.42 
4 T13 694685.16 4004231.74 694686.76 4004229.67 694683.8 4004229.9 




4 T15 694687.53 4004206.68 694688.66 4004203.16 694685.95 4004204.53 
4 T16 694689.07 4004192.33 694689.96 4004188.86 694687.31 4004190.76 
5 T1 694660.53 4004190.94 694658.55 4004192.92 694664.07 4004192.93 
5 T2 694660 4004203.83 694658.19 4004206.32 694663.29 4004205.81 
5 T3 694659.75 4004217.88 694658.06 4004220.67 694662.81 4004219.66 
5 T4 694659.26 4004231.26 694657.57 4004234.17 694661.99 4004232.77 
5 T5 694667.9 4004231.6 694666.35 4004234.63 694670.48 4004232.34 
5 T6 694668.34 4004217.77 694666.86 4004220.62 694671.25 4004219.72 
5 T7 694667.97 4004204.34 694666.37 4004207.04 694671.17 4004206.62 
5 T8 694667.88 4004191.12 694666.17 4004193.25 694671.33 4004193.38 
5 T9 694678.5 4004191.54 694677.21 4004193.84 694681.81 4004194.19 
5 T10 694678.01 4004204.96 694676.62 4004207.71 694681.02 4004207.6 
5 T11 694677.83 4004218.26 694676.51 4004221.16 694680.57 4004220.56 
5 T12 694677.28 4004231.91 694675.9 4004234.91 694680.71 4004233.93 
5 T13 694684.53 4004232.31 694683.24 4004235.35 694686.79 4004234.48 
5 T14 694685.62 4004218.7 694684.5 4004221.62 694688.26 4004221.17 
5 T15 694686.31 4004206.01 694685.19 4004208.78 694689.24 4004208.78 
5 T16 694687.5 4004192.9 694686.58 4004194.38 694690.82 4004194.94 
6 T1 694663.24 4004189.95 694662.73 4004188.13 694664.53 4004191.3 
6 T2 694663.03 4004203.03     694664.16 4004204.27 
6 T3 694663.13 4004216.95 694662.19 4004214.5 694664.16 4004218.21 
6 T4 694662.79 4004230.19 694661.7 4004227.66 694663.79 4004231.3 
6 T5 694671.55 4004230.44 694670.46 4004227.97 694672.3 4004231.76 
6 T6 694671.82 4004216.77 694670.84 4004214.43 694672.63 4004218.12 
6 T7 694671.2 4004203.46 694670.3 4004201.4 694672.07 4004204.87 
6 T8 694670.87 4004190.12 694670.08 4004188.33 694671.83 4004191.48 
6 T9 694681.86 4004190.48 694680.77 4004188.76 694682.54 4004191.85 
6 T10 694681.43 4004204.06 694680.33 4004201.98 694682.17 4004205.46 
6 T11 694681.5 4004217.18 694680.38 4004214.91 694682.12 4004218.68 
6 T12 694681.4 4004230.71 694679.86 4004228.35 694681.6 4004232.13 
6 T13 694688.38 4004231.02 694687.22 4004228.73 694688.91 4004232.55 
6 T14 694689.46 4004217.53 694688.28 4004215.35 694690.02 4004219.11 
6 T15 694689.97 4004204.92 694688.83 4004202.93 694690.59 4004206.39 
6 T16 694691.23 4004190.76 694689.97 4004189.12 694691.9 4004192.18 
7 T1 694662.3 4004190.07 694664.71 4004190.08 694667.73 4004191.68 




7 T3 694661.67 4004216.7 694664.38 4004216.94 694667.27 4004218.47 
7 T4 694661.19 4004230.14 694664.01 4004230.21 694666.88 4004231.4 
7 T5 694669.73 4004230.51 694672.73 4004230.55 694675.39 4004231.83 
7 T6 694670.15 4004216.66 694673.03 4004216.89 694675.85 4004218.47 
7 T7 694669.69 4004203.41 694672.5 4004203.71 694675.39 4004205.34 
7 T8 694669.55 4004190.26 694672.23 4004190.41 694675.2 4004192.04 
7 T9 694680.16 4004190.69     694685.87 4004192.7 
7 T10 694679.62 4004204.1 694682.55 4004204.44 694685.35 4004206.09 
7 T11 694679.53 4004217.17 694682.55 4004217.4 694685.25 4004219.06 
7 T12 694679.01 4004230.85 694682.11 4004230.85 694684.66 4004232.22 
7 T13 694686.12 4004231.2 694689.32 4004231.25 694691.73 4004232.65 
7 T14 694687.19 4004217.6 694690.29 4004217.84 694692.98 4004219.52 
7 T15 694687.86 4004204.88 694690.88 4004205.46 694693.7 4004207.14 







 STATISTICAL ANALYSES (RSTUDIO)  
 












#read in data 
mult_2016 <- read_excel('Spatial_Accuracy_Data.xlsx', sheet = 1) 
rgb_2016 <- read_excel('Spatial_Accuracy_Data.xlsx', sheet = 2) 
rtk_2016 <- read_excel('Spatial_Accuracy_Data.xlsx', sheet = 3) 
mult_2017 <- read_excel('Spatial_Accuracy_Data.xlsx', sheet = 4) 
rgb_2017 <- read_excel('Spatial_Accuracy_Data.xlsx', sheet = 5) 
rtk_2017 <- read_excel('Spatial_Accuracy_Data.xlsx', sheet = 6) 
 
#create year variable 
mult_2016$year = 2016 
rgb_2016$year = 2016 
rtk_2016$year = 2016 
mult_2017$year = 2017 
rgb_2017$year = 2017 
rtk_2017$year = 2017 
 
#create type variable 
mult_2016$type = 'mult' 
rgb_2016$type = 'rgb' 
mult_2017$type = 'mult' 
rgb_2017$type = 'rgb' 
 
#combine data 
X <- bind_rows(mult_2016, rgb_2016, mult_2017, rgb_2017) 
X <- reshape(X,  
        idvar=c("Flight", "Target", "year", 'type'), 
        varying = list(c('Lat_Att_1','Lat_Att_2','Lat_Att_3','Lat_Att_4'), 
                       c('Long_Att_1','Long_Att_2','Long_Att_3','Long_Att_4')), 
        timevar="altitude", 
        v.names=c("lat", "long"),  
        direction = "long") 
y <- bind_rows(rtk_2016, rtk_2017) 
full_data <- merge(X,y,by=c('year','Target'),all=TRUE,sort=FALSE) 
full_data$altitude <- as.factor(full_data$altitude) 
full_data$Flight <- as.factor(full_data$Flight) 
 
full_data <- full_data %>% 
  filter(altitude != 4) %>% 





# plot the data 
f1 <- ggplot(filter(full_data,year==2016 Flight==1),aes(x=Lat_RTK,y=Long_RTK)) + geom_point() 
+ geom_point(filter(full_data,year==2016 & Flight == 1), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f2 <- ggplot(filter(full_data,year==2016 & Flight==2),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() +  
geom_point(filter(full_data,year==2016 & Flight == 2), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f3 <- ggplot(filter(full_data,year==2016 & Flight==3),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() +  
geom_point(filter(full_data,year==2016 & Flight == 3), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f4 <- ggplot(filter(full_data,year==2016 Flight==4),aes(x=Lat_RTK,y=Long_RTK)) + geom_point() 
+  
geom_point(filter(full_data,year==2016 & Flight == 4), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
ggarrange(f1,f2,f3,f4, 
         nrow=2,ncol=2,common.legend=T, 
         legend='bottom') 
 
# plot year 2017 
f1_17 <- ggplot(filter(full_data,year==2017 & Flight == 1),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() + geom_point(filter(full_data,year==2017 & Flight == 1), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f2_17 <- ggplot(filter(full_data,year==2017 & Flight == 2),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() +  
geom_point(filter(full_data,year==2017 & Flight == 2), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f3_17 <- ggplot(filter(full_data,year==2017 & Flight == 3),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() +  geom_point(filter(full_data,year==2017 & Flight == 3), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f4_17 <- ggplot(filter(full_data,year==2017 & Flight == 4),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() + geom_point(filter(full_data,year==2017 & Flight == 4), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f5_17 <- ggplot(filter(full_data,year==2017 & Flight == 5),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() + geom_point(filter(full_data,year==2017 & Flight == 5), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f6_17 <- ggplot(filter(full_data,year==2017 & Flight == 6),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() + geom_point(filter(full_data,year==2017 & Flight == 6), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
f7_17 <- ggplot(filter(full_data,year==2017 & Flight == 7),aes(x=Lat_RTK,y=Long_RTK)) + 
geom_point() + geom_point(filter(full_data,year==2017 & Flight == 7), 
mapping = aes(x=lat,y=long,color=altitude,shape=type)) 
 
ggarrange(f1_17,f2_17,f3_17,f4_17,f5_17,f6_17,f7_17, 









# calculate the magnitude of the difference between the vectors 
full_data$magnitude <-  










#   geom_boxplot() 
#  
# ggarrange(bp_16,bp_17, 
#           nrow=1,ncol=2,common.legend=T, 
#           legend='bottom') 
 
mean_data <- full_data %>% 
  group_by(flight,type,altitude) %>% 
  summarise(mean_mag=mean(magnitude,na.rm=T), 
            miss = length(is.na(magnitude))) %>% 





  geom_boxplot() 
 





# calculate the plot the mean squared errors 
mse_data <- mean_data %>% 
  group_by(type,altitude) %>% 
  summarize(mse=mean((mean_mag)^2)) 
 
mse_data$class <- paste(mse_data$type,mse_data$altitude,sep='_') 
mse_data 
 
ggplot(mse_data, aes(x=class,y=mse, color=altitude, shape=type)) +  
  geom_point(size=3) +  
  ggtitle('MSE by method') 
 
## Look at mean absolute error 
mae_data <- mean_data %>% 
  group_by(type,altitude) %>% 





mae_data$class <- paste(mae_data$type,mae_data$altitude,sep='_') 
mae_data 
 
ggplot(mae_data, aes(x=class,y=mae, color=altitude, shape=type)) +  
  geom_point(size=3) +  
  ggtitle('MAE by method') 
 
 
## old code 
## looking for outliers 
 
for(i in 1:4){ 
  plot <- ggplot(filter(full_data,year==2016 & Flight == i & altitude=='2' & 
type=='mult'),aes(x=Lat_RTK,y=Long_RTK)) +  
    geom_point() +  
    geom_text(aes(label=Target),hjust=0, vjust=0) +  
    geom_point(filter(full_data,year==2016 & Flight ==i & altitude=='2' & type=='mult'), 
               mapping = aes(x=lat,y=long,color=altitude,shape=type)) +  
    ggtitle('2016, Flight: ', i) 
  print(plot) 
} 
 
for(i in 1:7){ 
  plot <- ggplot(filter(full_data,year==2017 & Flight == i & altitude=='3' & 
type=='rgb'),aes(x=Lat_RTK,y=Long_RTK)) +  
    geom_point() +  
    geom_text(aes(label=Target),hjust=0, vjust=0) +  
    geom_point(filter(full_data,year==2017 & Flight ==i & altitude=='3' & type=='rgb'), 
               mapping = aes(x=lat,y=long,color=altitude,shape=type)) +  
    ggtitle('2017, Flight: ', i) 







 MATLAB SCRIPT FOR FLIGHT PATH DETERMINATION 
 
%% LUIS FELIPE PAMPOLINI 
%% Cleaner 
close all; clc; clear; % CLEAR ALL THE COMMAN WINDOW, WORKSPACE AND CLOSE THE 
GRAPH WINDOWS 
%% IF CONDITION TO ASK INPUT THE DATA 
%condition = input('The desired locality presents in UTM or WGS84?\nPlease Choose:1 for UTM 
or 2 for WGS84:\n'); 
%% IF THE DATA PRESENTS IN WGS ... CONVERT TO UTM TO INCREASE THE DISTANCE 
EM METERS 
%if condition == 2 
    %% INPUT FOR THE DISTANCE CALCULATION 
    Lon=-108.039789; 
    Lat=37.781731; 
    %% TO BE ABLE TO CALCULATE THE DISTANCE IN METERS... 
    %SHOULD CONVERT THE IMPORTED DATA FROM WGS84 TO UTM. 
    [East1,Nort1,utmzone] = wgs_to_utm(Lat,Lon); 
    %% ENTER THE DESIRED DISTANCE AND ALTITUDE FROM THE TARGET 
    a(1) = 3;             % Lower altitude 
    a(2) = 6;             % Medium altitude 
    a(3) = 9;             % Higher altitude 
    r(1)=3;               % Lower range 
    r(2)=6;               % Medium range 
    r(3)=9;               % Higher range 
    counter = 0; 
    %% Hypotenuse 
    for w = 1:1:3 
        counter = counter + 1; 
        Hypotenuse(w) = sqrt((a(w)^2)+(r(w)^2)); 
    end 
    %% Camera Angle X-Y 
    %  If we move the UAV using south as the initial position facing north, the angle of view will be: 
    % 360 deg = 0 degrees => Northern Heading 
    N_ang=0; % Change this to adjust Northern starting heading 
    counter=1; %Set counter as 1 
     for j=0:30:360 
         angca = (j); 
         pitchang(counter) = N_ang+(360-angca); 
         counter=counter+1; 
     end 
       %% XY,Z CALCULATION (XY hypotenuse-Z angle) 
       counter=0; % Reset Counter 
     for k = 1:1:3 
 
        %% Ground Coordinates: 
         for i=0:30:90 
            ang = (i); 
            counter = counter + 1; 
            % X and Y's are flipped if you want to reference from the top 
            % of the circle 
            x(counter)= r(k)*cosd(ang); 
            y(counter)= sqrt((r(k)^2)-((r(k)^2)*cosd(ang)^2)); 
             




         
     %% SETTING UP X Y COORDINATES FOR CICLE 
     Xtr = x; 
     Ytr = y; 
     Xtl = x.*(-1); 
     Ytl = y; 
     Xbr = x; 
     Ybr = y.*(-1); 
     Xbl = x.*(-1); 
     Ybl = y.*(-1); 
      
     %% DELOCALIZE COORDINATE SYSTEM 
     Trx = Xtr + East1; 
     Try = Ytr + Nort1; 
     Tlx = Xtl + East1; 
     Tly = Ytl + Nort1; 
     Brx = Xbr + East1; 
     Bry = Ybr + Nort1; 
     Blx = Xbl + East1; 
     Bly = Ybl + Nort1; 
      
     %% CONVERT THE UTM CORD. TO WGS84 
  
     xx = [Trx, Tlx ,Brx ,Blx ]; 
     yy = [Try, Tly ,Bry ,Bly ]; 
     [Lat_result,Lon_result] = utm_to_wgs84(xx,yy,utmzone); 
      
      
     %% 
     figure(1) 
     scatter(Lat_result,Lon_result) 
     title ( 'Longitude vs Latitude Coordinates') 
     xlabel ('Longitude') 
     ylabel ('Latitude') 
     grid on 
     fprintf('%g', k) 
     fprintf('%g',utmzone); 
      
  





 FLIGHT PATH SELECTION 
 
%% creating a Matrix  
clc; clear; 
dirName = 'D:/2018/Brutus_Flights_2/Rep2/'; %# location of all scans 
%pathsuffix = ["a","b","c","d","e","f","g","h","i"]; 
%pathsuffix = ["a","b","c","d","e","f","g","h","i"]; 
pathsuffix=['a','b','c','d','e','f','g','h','i'] 
  
%% NCR Calc 
folders=["a","b","c","d","e","f","g","h","i"] 
  
combinations = nchoosek(folders,3) 
%% 
for j=1:84 

















 VOLUME ESTIMATION MATLAB SCRIPT 
 
%% Clear Variables and Command Window (remove when converting to a 
function) 
clear %clear all variables 
clc %clear the command window 
  
%% Create Wait Bar Dialog Box 
f = waitbar(0,'Loading directory...'); 
pause(1) 
  
%% Load Directory and Create Output File Variable 
list = dir('*.ply'); 
Output = cell(length(list)+1,13); 
Output(1,1:13) = {'File','V1 (m^3)','V2 (m^3)','V3 (m^3)','V4 
(m^3)','V5 (m^3)','V6 (m^3)','V7 (m^3)','V8 (m^3)','V9 (m^3)','V10 
(m^3)','Mean (m^3)','StDev (m^3)'}; 
  
%% Loop Through All Data 
for i = 1:length(list) 
    Output{i+1,1} = list(i).name; 
    for j = 1:10     
        waitbar(i/length(list),f,strcat('Processing:',[' 
',list(i).name(1:3)],' V',string(j),'...')); 
         
        %% Load Data 
        dirName = list(i).name; %point cloud file location 
        ptCloud = pcread(dirName); %read the point cloud 
        rawPtCloud = ptCloud; %store the raw point cloud 
         
        %% Fit Plane to Raw Point Cloud 
        maxDistance = 0.15; %maximum point-to-point distance for plane 
fitting (m) 
        referenceVector = [0,0,1]; %normal vector for the plane (z-
axis) 
        maxAngularDistance = 10; %maximum angular distance from normal 
vector (°) 
        groundPlane = 
pcfitplane(ptCloud,maxDistance,referenceVector,maxAngularDistance); 
%fit a plane to the point cloud data 
         
        %% Rotate Point Cloud to Level Surface 
        rotationVector = vrrotvec([0,0,1],groundPlane.Normal); %compute 
the rotation vector between the ground plane and the z-axis 
        rotationMatrix = vrrotvec2mat(rotationVector); %compute the 
rotation matrix from the rotation vector 
        rotationMatrix(4,:) = [0,0,0]; %pad the bottom row with zeros 
for a rotation 
        rotationMatrix(:,4) = [0;0;0;1]; %pad the right column with 
zeros for a rotation 
        tform = affine3d(rotationMatrix); %create a transform datatype 
        ptCloud = pctransform(ptCloud,tform); %rotate the point cloud 
data 
         




        translationMatrix = [1 0 0 0; ... %translation matrix to shift 
by minimum z-value 
            0 1 0 0; ... 
            0 0 1 0; ... 
            0 0 -ptCloud.ZLimits(1) 1]; 
        tform = affine3d(translationMatrix); %create a transform 
datatype 
        ptCloud = pctransform(ptCloud,tform); %translate the point 
cloud data 
         
        %% Fit Plane to Rotated Point Cloud (customize to Brutus and 
Chuck) 
        maxDistance = 0.4; %maximum point-to-point distance for plane 
fitting (m). Set to 0.3 for Brutus, 0.4 for chuck 
        referenceVector = [0,0,1]; %normal vector for the plane (z-
axis) 
        maxAngularDistance = 15; %maximum angular distance from normal 
vector (°) 
        [~,inlierIndices,outlierIndices] = 
pcfitplane(ptCloud,maxDistance,referenceVector,maxAngularDistance); 
%fit a plane to the point cloud data 
        groundPtCloud = select(ptCloud,inlierIndices); %extract points 
associated with the ground 
        cowPtCloud = select(ptCloud,outlierIndices); %extract points 
associated with the cow 
         
        %% Remove Extraneous Points that Remain after Removing Ground 
Plane 
        indices = findPointsInROI(cowPtCloud,[-2.5 2.5 -2.5 2.5 0 
2.5]); 
        cowPtCloud = select(cowPtCloud,indices); 
         
        %% Denoise Point Cloud 
        NumNeighbors = 6; 
        Threshold = 1; 
        filterPtCloud = 
pcdenoise(cowPtCloud,'NumNeighbors',NumNeighbors,'Threshold',Threshold)
; %remove noise in the cow point cloud 
         
        %% Extract XYZ Data and Compute Volume 
        x=double(filterPtCloud.Location(:,1)); %x-coordinate values 
        y=double(filterPtCloud.Location(:,2)); %y-coordinate values 
        z=double(filterPtCloud.Location(:,3)); %z-coordinate values 
         
        [K,V] = convhull(x,y,z); %compute the 3D convex hull and volume 
(m) 
        Output{i+1,j+1} = V; 
    end 
    Output{i+1,12} = mean(cell2mat(Output(i+1,2:11))); 
    Output{i+1,13} = std(cell2mat(Output(i+1,2:11))); 
end 








 UAV LOCATION GENERATED THORUGH THE MATLAB 
SCRIPT1 
 
Table 11: Target Location calculated through MATLAB 
Target Location 
Range 1 Range 2 Range 3 
Latitude Longitude Latitude Longitude Latitude Longitude 
37.781758 -108.039787 37.781785 -108.039786 37.781812 -108.039785 
37.781754 -108.039771 37.781777 -108.039753 37.781800 -108.039735 
37.781743 -108.039759 37.781756 -108.039729 37.781769 -108.039699 
37.781730 -108.039755 37.781729 -108.039720 37.781728 -108.039686 
37.781716 -108.039760 37.781702 -108.039731 37.781688 -108.039702 
37.781707 -108.039772 37.781683 -108.039756 37.781659 -108.039740 
37.781704 -108.039790 37.781677 -108.039791 37.781650 -108.039792 
37.781708 -108.039806 37.781685 -108.039824 37.781662 -108.039842 
37.781718 -108.039819 37.781705 -108.039849 37.781692 -108.039879 
37.781732 -108.039823 37.781732 -108.039857 37.781733 -108.039891 
37.781745 -108.039817 37.781759 -108.039846 37.781773 -108.039875 




                                                 
 




Table 12: Brutus' estimated volume for each flight formation data set for the first 
replicant. 
Brutus Flight Repl. 1 
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
abd 1.451 1.492 1.459 1.456 1.483 1.458 1.446 1.456 1.462 1.454 1.462 0.014 
abe 1.076 1.055 1.032 1.069 1.057 1.050 1.051 1.092 1.052 1.051 1.058 0.017 
abg 1.001 0.999 0.998 1.010 0.999 0.995 0.999 1.001 0.999 1.001 1.000 0.004 
abh 1.385 1.405 1.404 1.404 1.388 1.395 1.392 1.387 1.398 1.394 1.395 0.007 
abi 1.282 1.267 1.275 1.269 1.270 1.275 1.264 1.265 1.271 1.260 1.270 0.006 
acd 1.461 1.435 1.434 1.459 1.432 1.437 1.467 1.440 1.460 1.435 1.446 0.014 
acg 0.909 0.909 0.907 0.908 0.906 0.916 0.909 0.899 0.908 0.908 0.908 0.004 
ach 1.405 1.394 1.427 1.395 1.400 1.419 1.395 1.398 1.420 1.419 1.407 0.013 
aci 1.329 1.312 1.304 1.304 1.295 1.311 1.309 1.298 1.314 1.304 1.308 0.010 
ade 1.256 1.261 1.236 1.258 1.248 1.242 1.257 1.246 1.239 1.257 1.250 0.009 
adf 1.749 1.756 1.776 1.746 1.756 1.778 1.775 1.759 1.749 1.739 1.758 0.014 
adg 1.327 1.320 1.328 1.321 1.332 1.324 1.317 1.323 1.312 1.323 1.323 0.006 
adh 1.335 1.351 1.356 1.347 1.364 1.350 1.320 1.344 1.351 1.334 1.345 0.013 
adi 1.339 1.340 1.334 1.339 1.342 1.350 1.317 1.339 1.339 1.339 1.338 0.008 
aeg 1.310 1.318 1.344 1.315 1.308 1.319 1.318 1.313 1.312 1.318 1.318 0.010 
aeh 1.378 1.393 1.395 1.389 1.376 1.396 1.363 1.385 1.388 1.380 1.384 0.010 
afg 1.452 1.455 1.450 1.445 1.457 1.474 1.480 1.445 1.457 1.449 1.457 0.012 
afh 1.409 1.408 1.423 1.505 1.417 1.417 1.403 1.417 1.426 1.423 1.425 0.029 
afi 1.375 1.376 1.349 1.369 1.461 1.364 1.368 1.355 1.366 1.355 1.374 0.032 
agh 1.374 1.395 1.371 1.394 1.374 1.401 1.397 1.398 1.392 1.368 1.386 0.013 
agi 1.028 1.002 1.037 1.036 1.032 1.035 1.032 1.021 1.021 1.028 1.027 0.011 
ahi 1.379 1.350 1.376 1.383 1.371 1.284 1.438 1.361 1.361 1.357 1.366 0.038 
bcd 1.004 1.004 1.019 1.015 1.001 1.013 1.016 1.016 1.016 1.010 1.011 0.006 
bcg 1.142 1.146 1.145 1.146 1.140 1.119 1.120 1.136 1.128 1.152 1.137 0.011 
bde 1.163 1.193 1.131 1.202 1.191 1.192 1.207 1.202 1.188 1.185 1.185 0.023 
bdf 0.383 0.383 0.385 0.377 0.383 0.379 0.367 0.383 0.385 0.377 0.380 0.006 
bdg 1.147 1.176 1.176 1.155 1.176 1.156 1.146 1.155 1.165 1.161 1.161 0.012 
bdh 1.261 1.260 1.257 1.226 1.259 1.260 1.260 1.257 1.256 1.249 1.255 0.011 
bdi 0.996 0.990 0.995 1.012 0.990 1.035 0.987 0.992 0.990 1.009 1.000 0.015 
beg 1.171 1.169 1.165 1.185 1.187 1.177 1.210 1.177 1.176 1.168 1.179 0.013 
beh 1.466 1.489 1.525 1.536 1.483 1.405 1.531 1.487 1.482 1.453 1.486 0.040 
bfg 1.126 1.109 1.109 1.109 1.109 1.109 1.126 1.109 1.102 1.102 1.111 0.008 
bgh 1.203 1.211 1.189 1.211 1.202 1.201 1.184 1.186 1.209 1.210 1.201 0.011 
bgi 1.173 1.173 1.168 1.173 1.175 1.159 1.159 1.159 1.168 1.175 1.168 0.007 




cde 1.136 1.116 1.110 1.104 1.114 1.136 1.110 1.100 1.116 1.116 1.116 0.012 
cdf 0.929 0.932 0.940 0.942 0.929 0.934 0.930 0.928 0.943 0.926 0.933 0.006 
cdg 1.088 1.159 1.088 1.111 1.170 1.103 1.088 1.162 1.189 1.160 1.132 0.040 
cdh 1.287 1.294 1.308 1.307 1.302 1.307 1.291 1.314 1.308 1.294 1.301 0.009 
cdi 1.027 0.977 0.997 1.005 0.998 1.008 1.000 1.005 0.997 1.001 1.002 0.012 
ceg 1.120 1.100 1.104 1.120 1.127 1.122 1.120 1.106 1.122 1.122 1.116 0.009 








8.626 6.472 7.831 2.071 
cfg 1.145 1.138 1.158 1.147 1.138 1.138 1.138 1.123 1.141 1.138 1.140 0.009 
cgh 1.215 1.215 1.216 1.226 1.215 1.204 1.220 1.214 1.206 1.213 1.214 0.006 
cgi 1.136 1.136 1.124 1.124 1.124 1.136 1.124 1.122 1.136 1.131 1.130 0.006 
chi 1.293 1.300 1.284 1.276 1.284 1.293 1.296 1.276 1.232 1.283 1.282 0.019 
def 1.131 1.118 1.118 1.113 1.128 1.128 1.122 1.141 1.118 1.133 1.125 0.009 
deg 1.220 1.225 1.220 1.225 1.221 1.220 1.223 1.237 1.220 1.225 1.224 0.005 
deh 1.319 1.306 1.318 1.314 1.314 1.327 1.311 1.316 1.326 1.302 1.315 0.008 
dei 1.257 1.254 1.268 1.263 1.267 1.251 1.266 1.261 1.261 1.265 1.261 0.006 
dfg 1.275 1.288 1.288 1.272 1.275 1.271 1.274 1.271 1.267 1.271 1.275 0.007 
dfh 1.270 1.267 1.271 1.278 1.261 1.269 1.281 1.266 1.271 1.273 1.271 0.006 
dfi 1.005 1.001 0.965 1.005 1.010 1.005 1.009 0.999 1.010 1.009 1.002 0.014 
dgh 1.250 1.245 1.248 1.240 1.240 1.249 1.248 1.237 1.239 1.246 1.244 0.005 
dgi 1.157 1.142 1.150 1.156 1.157 1.156 1.150 1.150 1.156 1.166 1.154 0.007 
dhi 1.304 1.289 1.308 1.311 1.306 1.308 1.291 1.290 1.320 1.312 1.304 0.010 
efg 1.117 1.129 1.118 1.115 1.116 1.125 1.103 1.116 1.130 1.125 1.119 0.008 
efh 1.586 1.550 1.607 1.528 1.581 1.619 1.522 1.614 1.683 1.702 1.599 0.060 
egh 1.315 1.324 1.313 1.322 1.336 1.315 1.314 1.341 1.322 1.316 1.322 0.010 
egi 1.259 1.245 1.255 1.259 1.251 1.253 1.272 1.250 1.262 1.259 1.256 0.008 
ehi 1.403 1.394 1.383 1.350 1.364 1.406 1.396 1.397 1.393 1.359 1.385 0.020 
fgh 1.205 1.208 1.204 1.206 1.184 1.206 1.203 1.205 1.205 1.207 1.203 0.007 
fgi 1.119 1.132 1.171 1.104 1.104 1.104 1.104 1.099 1.119 1.104 1.116 0.022 
fhi 1.365 1.420 1.382 1.428 1.430 1.415 1.348 1.386 1.364 1.477 1.402 0.039 







Table 13: Brutus' estimated volume for each flight formation data set for the second 
replicant. 
Brutus Flight Rep. 2 
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
abd 1.191 1.192 1.194 1.192 1.195 1.193 1.197 1.188 1.189 1.188 1.192 0.003 
abf 0.020 0.020 0.021 0.020 0.020 0.021 0.019 0.025 0.022 0.020 0.021 0.002 
abg 0.027 0.028 0.027 0.028 0.027 0.027 0.028 0.027 0.029 0.027 0.028 0.001 
abh 1.367 1.372 1.303 1.342 1.367 1.366 1.370 1.373 1.338 1.331 1.353 0.024 
acd 1.322 1.341 1.329 1.279 1.335 1.338 1.328 1.325 1.338 1.334 1.327 0.018 
ace 0.291 0.289 0.306 0.302 0.292 0.290 0.292 0.299 0.290 0.303 0.295 0.006 
acg 1.394 1.406 1.414 1.405 1.407 1.416 1.403 1.408 1.407 1.413 1.407 0.006 
ach 1.333 1.334 1.327 1.339 1.315 1.339 1.340 1.336 1.289 1.342 1.329 0.016 
ade 1.270 1.251 1.259 1.210 1.243 1.251 1.251 1.246 1.252 1.249 1.248 0.015 
adf 1.349 1.347 1.338 1.390 1.360 1.352 1.350 1.358 1.355 1.357 1.356 0.013 
adg 1.170 1.181 1.175 1.180 1.189 1.218 1.181 1.187 1.187 1.157 1.183 0.016 
adh 1.339 1.328 1.343 1.333 1.343 1.325 1.339 1.328 1.406 1.354 1.344 0.023 
aef 0.912 0.684 0.642 0.611 0.726 0.919 0.758 0.367 0.694 0.636 0.695 0.158 
aeg 1.188 1.196 1.188 1.191 1.193 1.194 1.194 1.197 1.195 1.192 1.193 0.003 
aeh 1.367 1.362 1.358 1.354 1.364 1.352 1.340 1.350 1.321 1.354 1.352 0.013 
aei 0.058 0.031 0.174 0.135 0.199 0.125 0.000 0.043 0.056 0.196 0.102 0.073 
afg 1.406 1.425 1.438 1.415 1.403 1.421 1.416 1.429 1.411 1.408 1.417 0.011 
afh 1.377 1.344 1.359 1.363 1.366 1.364 1.354 1.336 1.348 1.364 1.358 0.012 
agh 1.295 1.310 1.299 1.290 1.313 1.304 1.308 1.289 1.300 1.315 1.302 0.009 
ahi 1.324 1.306 1.333 1.334 1.319 1.331 1.328 1.348 1.329 1.332 1.328 0.011 
bcg 0.984 0.984 0.984 0.984 0.984 0.984 0.984 0.963 0.984 0.984 0.982 0.007 
bde 1.004 0.946 0.946 0.947 0.941 0.998 1.000 0.938 1.006 1.001 0.973 0.031 
bdf 0.529 0.531 0.538 0.516 0.529 0.527 0.529 0.529 0.529 0.529 0.529 0.006 
bdg 1.068 1.070 1.071 1.071 1.069 1.077 1.105 1.071 1.073 1.071 1.075 0.011 
bdh 1.215 1.248 1.214 1.207 1.215 1.215 1.221 1.214 1.221 1.217 1.219 0.011 
beg 1.092 1.108 1.110 1.108 1.110 1.110 1.106 1.110 1.102 1.110 1.106 0.006 
bfg 0.858 0.858 0.858 0.862 0.769 0.862 0.858 0.862 0.858 0.862 0.851 0.029 
bgh 1.250 1.228 1.227 1.226 1.229 1.250 1.222 1.227 1.251 1.229 1.234 0.011 
bgi 1.051 1.057 1.046 1.048 1.046 1.047 1.047 1.051 1.048 1.053 1.049 0.004 
cde 0.950 0.955 0.947 0.939 0.937 0.831 0.941 0.833 0.775 0.937 0.905 0.065 
cdg 1.051 1.067 1.069 1.052 1.047 1.067 1.051 1.064 1.069 1.051 1.059 0.009 
cdh 1.210 1.187 1.210 1.209 1.233 1.212 1.211 1.208 1.197 1.210 1.209 0.012 
ceg 1.013 1.013 0.990 0.990 0.992 0.990 0.990 0.990 1.013 0.990 0.997 0.011 
cfg 0.827 0.827 0.827 0.992 0.827 0.827 0.827 0.827 0.827 0.827 0.843 0.052 




cgi 0.981 1.004 0.970 1.003 0.932 0.968 1.009 0.932 1.003 0.979 0.978 0.028 
def 1.009 1.011 1.015 0.966 1.015 1.018 1.007 1.013 1.018 1.009 1.008 0.015 
deg 1.246 1.230 1.251 1.252 1.247 1.245 1.252 1.258 1.256 1.270 1.251 0.010 
deh 1.269 1.272 1.297 1.269 1.269 1.265 1.269 1.269 1.260 1.254 1.269 0.011 
dei 1.181 1.184 1.175 1.176 1.163 1.180 1.192 1.181 1.188 1.177 1.180 0.008 
dfg 1.118 1.122 1.101 1.120 1.108 1.121 1.111 1.125 1.117 1.120 1.116 0.007 
dfh 1.236 1.242 1.237 1.235 1.241 1.244 1.236 1.247 1.242 1.245 1.241 0.004 
dgh 1.247 1.252 1.245 1.257 1.246 1.239 1.247 1.258 1.247 1.245 1.248 0.006 
dgi 1.026 1.024 1.025 1.025 1.044 1.026 1.048 1.046 1.021 1.026 1.031 0.010 
dhi 1.295 1.290 1.286 1.323 1.299 1.290 1.292 1.295 1.247 1.293 1.291 0.018 
efg 1.110 1.110 1.122 1.110 1.110 1.110 1.110 1.110 1.110 1.110 1.111 0.004 
egh 1.259 1.275 1.266 1.293 1.239 1.307 1.263 1.274 1.284 1.265 1.272 0.019 
egi 0.983 0.986 0.981 0.957 0.981 0.986 0.986 0.986 0.986 0.976 0.981 0.009 
ehi 1.305 1.434 1.312 1.408 1.344 1.378 1.390 1.316 1.394 1.491 1.377 0.059 
fgh 1.260 1.269 1.202 1.286 1.245 1.256 1.276 1.261 1.187 1.257 1.250 0.032 
fgi 0.918 0.917 0.917 0.917 0.916 0.960 0.912 0.917 0.971 0.916 0.926 0.021 
fhi 1.054 1.081 1.088 1.083 1.086 1.083 1.054 1.083 1.067 1.067 1.075 0.013 








Table 14: Brutus' estimated volume for each flight formation data set for the third 
replicant. 
Brutus Flight Repl. 3 
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
abd 1.085 1.078 1.082 1.129 1.083 1.086 1.072 1.074 1.078 1.074 1.084 0.016 
abe 0.924 0.946 0.972 0.937 0.959 0.953 0.981 0.953 0.930 0.971 0.952 0.019 
abg 1.315 1.299 1.315 1.316 1.298 1.299 1.310 1.301 1.310 1.296 1.306 0.008 
abh 1.261 1.226 1.223 1.235 1.235 1.233 1.233 1.220 1.240 1.228 1.233 0.011 
acd 1.161 1.169 1.163 1.161 1.164 1.156 1.169 1.160 1.150 1.160 1.161 0.006 
ace 0.903 0.904 0.898 0.902 0.906 0.904 0.903 0.918 0.898 0.898 0.903 0.006 
acg 1.452 1.442 1.442 1.444 1.433 1.445 1.443 1.438 1.444 1.445 1.443 0.005 
ach 0.912 0.913 0.930 0.893 0.915 0.915 0.915 0.901 0.912 0.900 0.911 0.010 
ade 1.340 1.336 1.337 1.351 1.331 1.347 1.332 1.342 1.348 1.348 1.341 0.007 
adf 1.083 1.084 1.085 1.080 1.100 1.082 1.055 1.084 1.070 1.091 1.081 0.012 
adg 1.367 1.326 1.333 1.337 1.323 1.323 1.300 1.323 1.337 1.337 1.330 0.017 
adh 1.269 1.320 1.319 1.318 1.273 1.317 1.268 1.261 1.318 1.268 1.293 0.027 
adi 1.035 1.030 1.035 1.030 1.039 1.031 1.037 1.034 1.036 1.014 1.032 0.007 
aef 0.984 0.983 0.988 1.002 0.988 0.983 0.984 0.989 0.962 0.983 0.985 0.010 
aeg 1.445 1.493 1.436 1.492 1.440 1.436 1.491 1.493 1.493 1.427 1.465 0.029 
aeh 1.409 1.349 1.354 1.351 1.380 1.347 1.383 1.403 1.378 1.377 1.373 0.022 
aei 1.397 1.386 1.404 1.379 1.422 1.381 1.398 1.400 1.387 1.384 1.394 0.013 
afg 1.382 1.409 1.388 1.385 1.398 1.384 1.395 1.404 1.386 1.423 1.395 0.013 
afh 1.115 1.109 1.083 1.125 1.141 1.120 1.113 1.174 1.113 1.117 1.121 0.023 
agh 1.317 1.315 1.327 1.315 1.320 1.311 1.315 1.322 1.319 1.314 1.318 0.004 
agi 1.281 1.272 1.294 1.289 1.284 1.284 1.283 1.272 1.279 1.277 1.282 0.007 
bcd 0.955 0.946 0.974 0.922 0.969 0.922 0.942 0.963 0.959 0.929 0.948 0.019 
bcg 1.126 1.123 1.112 1.108 1.118 1.161 1.129 1.111 1.109 1.120 1.122 0.016 
bde 1.046 1.049 1.043 1.039 1.016 1.048 1.038 1.005 1.037 1.052 1.037 0.015 
bdg 1.159 1.159 1.159 1.184 1.159 1.159 1.159 1.159 1.178 1.159 1.164 0.009 
bdh 1.248 1.254 1.260 1.266 1.251 1.056 1.057 1.264 1.059 1.060 1.177 0.103 
beg 1.403 1.404 1.403 1.430 1.417 1.421 1.405 1.425 1.399 1.398 1.411 0.012 
bei 1.024 1.066 1.031 1.031 0.911 1.024 0.962 0.949 1.038 1.013 1.005 0.048 
bfg 1.126 1.059 1.119 1.127 1.121 1.111 1.116 1.111 1.119 1.118 1.113 0.020 
bgh 1.232 1.284 1.239 1.266 1.215 1.278 1.238 1.238 1.240 1.233 1.246 0.022 
bhi 1.240 1.240 1.227 1.240 1.243 1.240 1.255 1.251 1.249 1.244 1.243 0.008 
cde 1.140 1.153 1.106 1.107 1.146 1.107 1.116 1.159 1.159 1.159 1.135 0.023 
cdf 0.659 0.659 0.659 0.659 0.659 0.659 0.659 0.659 0.659 0.659 0.659 0.000 
cdg 1.350 1.344 1.329 1.341 1.333 1.355 1.329 1.327 1.320 1.359 1.339 0.013 




cdi 0.779 0.749 0.750 0.750 0.744 0.744 0.749 0.743 0.743 0.744 0.749 0.011 
ceg 1.032 1.032 1.091 1.032 1.127 1.091 1.032 1.091 1.032 1.032 1.059 0.037 
ceh 1.344 1.343 1.313 1.433 1.396 1.341 1.350 1.349 1.344 1.340 1.355 0.034 
cfg 0.846 0.848 0.848 0.848 0.846 0.842 0.937 0.847 0.848 0.846 0.855 0.029 
cgh 1.239 1.171 1.199 1.170 1.163 1.209 1.170 1.203 1.212 1.208 1.195 0.025 
cgi 1.173 1.168 1.140 1.130 1.172 1.144 1.123 1.136 1.140 1.176 1.150 0.020 
chi 1.153 1.168 1.152 1.171 1.160 1.156 1.171 1.146 1.165 1.242 1.168 0.027 
def 1.122 1.135 1.127 1.134 1.125 1.125 1.125 1.136 1.133 1.131 1.129 0.005 
deg 1.269 1.260 1.223 1.225 1.276 1.270 1.268 1.214 1.233 1.257 1.250 0.023 
deh 1.299 1.327 1.315 1.313 1.304 1.258 1.298 1.304 1.261 1.308 1.299 0.022 
dei 1.267 1.268 1.274 1.258 1.272 1.284 1.277 1.276 1.276 1.266 1.272 0.007 
dfg 1.334 1.258 1.262 1.258 1.262 1.293 1.262 1.258 1.258 1.240 1.268 0.027 
dfh 1.148 1.139 1.141 1.108 1.148 1.147 1.143 1.191 1.137 1.143 1.144 0.020 
dfi 0.910 0.910 0.911 0.911 0.873 0.911 0.919 0.911 0.919 0.919 0.909 0.013 
dgh 1.240 1.235 1.239 1.238 1.239 1.240 1.239 1.231 1.239 1.239 1.238 0.003 
dgi 1.390 1.335 1.377 1.319 1.373 1.376 1.324 1.340 1.245 1.391 1.347 0.045 
dhi 1.133 1.137 1.141 1.141 1.129 1.136 1.147 1.108 1.133 1.135 1.134 0.011 
efg 1.293 1.291 1.293 1.293 1.313 1.293 1.288 1.293 1.293 1.293 1.294 0.007 
efh 1.345 1.347 1.312 1.321 1.322 1.301 1.291 1.316 1.343 1.344 1.324 0.020 
egh 1.366 1.338 1.338 1.386 1.337 1.335 1.373 1.337 1.362 1.344 1.352 0.019 
egi 1.306 1.372 1.288 1.316 1.321 1.306 1.322 1.294 1.323 1.317 1.316 0.023 
ehi 1.381 1.467 1.345 1.363 1.442 1.343 1.379 1.305 1.362 1.360 1.375 0.047 
fgh 1.203 1.199 1.204 1.199 1.197 1.239 1.200 1.203 1.203 1.200 1.205 0.012 
fgi 1.146 1.142 1.102 1.125 1.133 1.122 1.138 1.122 1.142 1.114 1.129 0.014 
fhi 1.179 1.166 1.196 1.207 1.205 1.169 1.186 1.177 1.196 1.180 1.186 0.014 







Table 15: Chuck's estimated volume for each flight formation data set for the first 
replicant. 
Chuck Flights Rep. 1 
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
abc 0.183 0.181 0.203 0.189 0.188 0.184 0.183 0.188 0.186 0.176 0.186 0.007 
abd 0.183 0.183 0.184 0.192 0.184 0.193 0.192 0.191 0.181 0.185 0.187 0.004 
abe 0.181 0.183 0.184 0.182 0.186 0.185 0.186 0.169 0.182 0.185 0.182 0.005 
abf 0.183 0.180 0.180 0.181 0.180 0.180 0.178 0.183 0.189 0.191 0.183 0.004 
abg 0.124 0.174 0.174 0.237 0.173 0.184 0.177 0.170 0.178 0.169 0.176 0.027 
abh 0.182 0.183 0.183 0.176 0.181 0.180 0.182 0.181 0.183 0.181 0.181 0.002 
abi 0.187 0.168 0.189 0.181 0.186 0.181 0.187 0.182 0.182 0.178 0.182 0.006 
acd 0.177 0.180 0.179 0.178 0.178 0.178 0.178 0.180 0.177 0.177 0.178 0.001 
ace 0.197 0.196 0.201 0.197 0.197 0.198 0.197 0.199 0.198 0.194 0.198 0.002 
acf 0.180 0.173 0.191 0.182 0.181 0.182 0.180 0.177 0.180 0.180 0.181 0.005 
acg 0.166 0.164 0.164 0.163 0.174 0.161 0.165 0.161 0.164 0.166 0.165 0.004 
ach 0.169 0.168 0.169 0.167 0.180 0.169 0.168 0.165 0.176 0.164 0.170 0.005 
aci 0.183 0.174 0.183 0.183 0.188 0.171 0.188 0.182 0.175 0.175 0.180 0.006 
ade 0.178 0.178 0.178 0.178 0.170 0.175 0.168 0.177 0.171 0.177 0.175 0.004 
adg 0.184 0.170 0.172 0.169 0.178 0.178 0.177 0.177 0.178 0.178 0.176 0.005 
adh 0.183 0.181 0.191 0.184 0.185 0.192 0.183 0.196 0.182 0.185 0.186 0.005 
adi 0.171 0.178 0.155 0.170 0.177 0.179 0.179 0.171 0.182 0.184 0.174 0.008 
aef 0.192 0.182 0.194 0.178 0.194 0.192 0.184 0.192 0.192 0.183 0.188 0.006 
aeg 0.175 0.177 0.166 0.166 0.180 0.177 0.163 0.176 0.174 0.176 0.173 0.006 
aeh 0.182 0.183 0.193 0.183 0.184 0.175 0.183 0.185 0.184 0.182 0.183 0.004 
aei 0.176 0.173 0.175 0.174 0.175 0.175 0.174 0.174 0.173 0.174 0.174 0.001 
afg 0.173 0.174 0.165 0.171 0.170 0.159 0.175 0.165 0.160 0.171 0.168 0.006 
afh 0.189 0.191 0.194 0.190 0.188 0.186 0.182 0.198 0.191 0.190 0.190 0.004 
afi 0.171 0.180 0.171 0.173 0.168 0.167 0.173 0.169 0.173 0.173 0.172 0.004 
agh 0.179 0.184 0.181 0.184 0.183 0.187 0.190 0.187 0.182 0.190 0.185 0.004 
agi 0.175 0.175 0.181 0.174 0.170 0.164 0.180 0.174 0.173 0.174 0.174 0.005 
ahi 0.188 0.174 0.171 0.189 0.177 0.183 0.185 0.186 0.188 0.184 0.182 0.006 
bcg 0.208 0.180 0.175 0.167 0.165 0.166 0.160 0.163 0.170 0.169 0.172 0.014 
bch 0.186 0.177 0.203 0.199 0.187 0.191 0.219 0.196 0.196 0.184 0.194 0.012 
bci 0.179 0.183 0.184 0.185 0.189 0.194 0.176 0.183 0.185 0.185 0.184 0.005 
bdg 0.179 0.167 0.172 0.175 0.168 0.180 0.177 0.174 0.172 0.172 0.173 0.004 
bdh 0.176 0.178 0.178 0.178 0.178 0.176 0.177 0.178 0.196 0.187 0.180 0.006 
bdi 0.229 0.223 0.224 0.218 0.211 0.224 0.236 0.229 0.218 0.226 0.224 0.007 
beg 0.163 0.165 0.165 0.165 0.165 0.165 0.165 0.165 0.165 0.158 0.164 0.002 




bei 0.183 0.186 0.190 0.202 0.184 0.203 0.190 0.191 0.190 0.192 0.191 0.007 
bfg 0.162 0.163 0.164 0.163 0.164 0.165 0.162 0.164 0.160 0.163 0.163 0.001 
bfh 0.176 0.198 0.179 0.190 0.180 0.222 0.187 0.189 0.190 0.187 0.190 0.013 
bfi 0.184 0.184 0.192 0.185 0.186 0.185 0.183 0.201 0.181 0.181 0.186 0.006 
bgh 0.178 0.177 0.176 0.179 0.185 0.181 0.177 0.179 0.176 0.167 0.177 0.004 
bgi 0.177 0.177 0.170 0.176 0.161 0.165 0.176 0.173 0.175 0.179 0.173 0.006 
bhi 0.181 0.172 0.186 0.176 0.169 0.183 0.169 0.181 0.181 0.182 0.178 0.006 
cdg 0.157 0.151 0.138 0.135 0.138 0.139 0.138 0.152 0.157 0.138 0.144 0.009 
cdh 0.182 0.198 0.217 0.172 0.190 0.184 0.172 0.188 0.172 0.182 0.186 0.014 
ceg 0.142 0.134 0.137 0.136 0.126 0.140 0.154 0.126 0.134 0.129 0.136 0.008 
ceh 0.178 0.177 0.169 0.170 0.179 0.177 0.178 0.162 0.171 0.169 0.173 0.006 
cfg 0.171 0.167 0.171 0.166 0.147 0.171 0.147 0.146 0.146 0.130 0.156 0.015 
cfh 0.173 0.174 0.181 0.211 0.184 0.170 0.170 0.174 0.179 0.174 0.179 0.012 
cfi 0.253 0.227 0.229 0.249 0.255 0.249 0.221 0.243 0.244 0.259 0.243 0.013 
cgh 0.175 0.180 0.167 0.161 0.167 0.161 0.167 0.167 0.173 0.171 0.169 0.006 
cgi 0.176 0.171 0.171 0.172 0.171 0.193 0.175 0.175 0.168 0.164 0.174 0.008 
chi 0.185 0.189 0.176 0.165 0.186 0.185 0.176 0.191 0.185 0.185 0.182 0.008 
deg 0.169 0.147 0.144 0.133 0.147 0.131 0.130 0.144 0.130 0.147 0.142 0.012 
deh 0.209 0.204 0.194 0.196 0.202 0.200 0.201 0.188 0.204 0.201 0.200 0.006 
dei 0.152 0.152 0.163 0.151 0.152 0.131 0.151 0.149 0.153 0.135 0.149 0.009 
dfi 0.126 0.117 0.120 0.120 0.118 0.122 0.117 0.118 0.116 0.127 0.120 0.004 
dgh 0.173 0.180 0.176 0.176 0.175 0.181 0.191 0.176 0.178 0.187 0.180 0.006 
dgi 0.182 0.179 0.179 0.173 0.180 0.177 0.149 0.179 0.177 0.177 0.175 0.010 
dhi 0.171 0.180 0.178 0.182 0.188 0.187 0.193 0.180 0.195 0.194 0.185 0.008 
efg 0.155 0.157 0.141 0.141 0.155 0.102 0.140 0.144 0.144 0.169 0.145 0.018 
efh 0.237 0.225 0.216 0.214 0.217 0.223 0.219 0.213 0.222 0.219 0.220 0.007 
efi 0.087 0.092 0.100 0.101 0.089 0.093 0.093 0.087 0.092 0.091 0.092 0.005 
egh 0.173 0.171 0.180 0.173 0.173 0.165 0.166 0.177 0.181 0.183 0.174 0.006 
egi 0.210 0.168 0.177 0.155 0.164 0.159 0.179 0.173 0.150 0.185 0.172 0.017 
ehi 0.173 0.187 0.170 0.177 0.182 0.179 0.173 0.177 0.179 0.197 0.179 0.008 
fgh 0.154 0.180 0.157 0.171 0.178 0.162 0.163 0.177 0.163 0.171 0.168 0.009 
fgi 0.172 0.171 0.169 0.158 0.173 0.166 0.180 0.164 0.170 0.164 0.169 0.006 
fhi 0.186 0.202 0.191 0.180 0.178 0.188 0.186 0.189 0.192 0.176 0.187 0.008 







Table 16: Chuck's volume stimation for each flight formation data set for the second 
replicant 
Chuck Flights Rep. 2 
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
abe 0.198 0.198 0.197 0.197 0.194 0.195 0.196 0.204 0.199 0.196 0.198 0.003 
abg 0.226 0.217 0.217 0.226 0.214 0.220 0.217 0.219 0.217 0.220 0.219 0.004 
abh 0.207 0.205 0.204 0.212 0.211 0.205 0.205 0.213 0.205 0.203 0.207 0.003 
abi 0.191 0.195 0.190 0.191 0.190 0.186 0.189 0.190 0.191 0.192 0.190 0.002 
acd 0.187 0.181 0.181 0.188 0.181 0.187 0.183 0.188 0.188 0.191 0.185 0.003 
ace 0.213 0.212 0.198 0.210 0.201 0.212 0.202 0.211 0.202 0.212 0.207 0.006 
acf 0.215 0.263 0.215 0.215 0.211 0.232 0.215 0.215 0.253 0.215 0.225 0.019 
acg 0.240 0.262 0.241 0.241 0.243 0.242 0.243 0.261 0.242 0.240 0.245 0.008 
ach 0.234 0.194 0.194 0.196 0.194 0.192 0.197 0.196 0.194 0.196 0.199 0.012 
aci 0.191 0.192 0.189 0.191 0.187 0.193 0.185 0.191 0.188 0.193 0.190 0.003 
ade 0.203 0.202 0.207 0.206 0.205 0.206 0.205 0.197 0.206 0.203 0.204 0.003 
adf 0.097 0.136 0.077 0.164 0.170 0.161 0.164 0.152 0.161 0.154 0.144 0.032 
adg 0.405 0.405 0.403 0.402 0.409 0.401 0.403 0.409 0.403 0.383 0.402 0.007 
adh 0.211 0.202 0.202 0.198 0.210 0.210 0.210 0.202 0.211 0.206 0.206 0.005 
adi 0.189 0.191 0.187 0.192 0.195 0.193 0.193 0.193 0.193 0.217 0.194 0.008 
aef 0.202 0.204 0.207 0.205 0.208 0.208 0.206 0.203 0.234 0.208 0.209 0.009 
aeg 0.207 0.212 0.209 0.213 0.211 0.213 0.212 0.213 0.213 0.217 0.212 0.003 
aei 0.205 0.204 0.197 0.199 0.199 0.205 0.213 0.196 0.206 0.193 0.202 0.006 
afg 0.225 0.225 0.221 0.219 0.220 0.217 0.220 0.223 0.227 0.223 0.222 0.003 
afh 0.175 0.201 0.202 0.203 0.216 0.214 0.199 0.201 0.201 0.202 0.201 0.011 
afi 0.175 0.177 0.176 0.177 0.179 0.179 0.180 0.178 0.176 0.203 0.180 0.008 
agh 0.209 0.209 0.208 0.211 0.205 0.208 0.226 0.208 0.210 0.209 0.210 0.006 
agi 0.194 0.202 0.202 0.202 0.202 0.203 0.200 0.202 0.203 0.207 0.202 0.003 
ahi 0.197 0.197 0.199 0.195 0.195 0.198 0.194 0.198 0.195 0.197 0.196 0.002 
bcd 0.159 0.167 0.179 0.179 0.178 0.179 0.183 0.178 0.176 0.180 0.176 0.007 
bde 0.161 0.205 0.207 0.204 0.202 0.208 0.196 0.207 0.201 0.207 0.200 0.014 
bdf 0.190 0.185 0.184 0.209 0.192 0.181 0.181 0.185 0.178 0.189 0.187 0.009 
bdg 0.201 0.198 0.212 0.209 0.201 0.206 0.259 0.195 0.208 0.209 0.210 0.018 
bdh 0.210 0.211 0.205 0.214 0.208 0.205 0.215 0.201 0.227 0.210 0.211 0.007 
bdi 0.188 0.187 0.188 0.188 0.184 0.187 0.186 0.183 0.187 0.187 0.186 0.002 
beg 0.220 0.204 0.207 0.218 0.218 0.216 0.219 0.216 0.214 0.208 0.214 0.006 
bei 0.199 0.198 0.206 0.211 0.199 0.211 0.208 0.190 0.205 0.208 0.203 0.007 
bfg 0.161 0.176 0.161 0.158 0.170 0.152 0.173 0.161 0.174 0.184 0.167 0.010 
bgh 0.206 0.193 0.197 0.205 0.181 0.203 0.203 0.202 0.196 0.203 0.199 0.008 




bhi 0.201 0.206 0.209 0.201 0.199 0.196 0.201 0.205 0.192 0.196 0.201 0.005 
cde 0.192 0.200 0.195 0.183 0.195 0.198 0.189 0.196 0.201 0.192 0.194 0.006 
cdf 0.179 0.194 0.175 0.172 0.180 0.176 0.178 0.153 0.173 0.175 0.175 0.010 
cdg 0.194 0.192 0.204 0.197 0.201 0.201 0.196 0.202 0.198 0.197 0.198 0.004 
cdh 0.186 0.190 0.185 0.197 0.191 0.191 0.184 0.190 0.192 0.191 0.190 0.004 
cdi 0.188 0.188 0.181 0.187 0.183 0.186 0.176 0.193 0.189 0.184 0.186 0.005 
cef 0.119 0.117 0.117 0.117 0.117 0.117 0.117 0.117 0.117 0.117 0.117 0.001 
ceg 0.209 0.204 0.198 0.196 0.208 0.198 0.210 0.210 0.198 0.202 0.203 0.006 
cei 0.132 0.119 0.131 0.130 0.130 0.149 0.131 0.147 0.130 0.132 0.133 0.009 
cfg 0.155 0.161 0.165 0.160 0.153 0.172 0.167 0.163 0.165 0.167 0.163 0.006 
cfh 0.214 0.182 0.172 0.176 0.178 0.177 0.185 0.178 0.177 0.179 0.182 0.012 
cgh 0.188 0.185 0.195 0.187 0.189 0.189 0.188 0.198 0.191 0.182 0.189 0.005 
cgi 0.171 0.171 0.170 0.183 0.171 0.177 0.173 0.182 0.177 0.178 0.175 0.005 
chi 0.186 0.188 0.186 0.189 0.170 0.186 0.189 0.186 0.179 0.188 0.185 0.006 
def 0.196 0.191 0.191 0.198 0.199 0.198 0.195 0.198 0.198 0.195 0.196 0.003 
deg 0.200 0.217 0.201 0.200 0.201 0.203 0.198 0.196 0.203 0.189 0.201 0.007 
deh 0.199 0.204 0.205 0.200 0.207 0.202 0.197 0.216 0.200 0.201 0.203 0.006 
dei 0.195 0.189 0.195 0.182 0.194 0.196 0.201 0.186 0.198 0.193 0.193 0.006 
dfg 0.203 0.199 0.197 0.197 0.201 0.218 0.218 0.204 0.201 0.219 0.206 0.009 
dfh 0.200 0.202 0.201 0.161 0.199 0.192 0.198 0.215 0.202 0.208 0.198 0.014 
dfi 0.183 0.185 0.187 0.175 0.188 0.188 0.189 0.195 0.185 0.188 0.186 0.005 
dgh 0.205 0.196 0.195 0.172 0.224 0.205 0.206 0.205 0.204 0.190 0.200 0.013 
dgi 0.193 0.193 0.188 0.186 0.192 0.193 0.191 0.182 0.188 0.194 0.190 0.004 
dhi 0.191 0.191 0.195 0.185 0.191 0.187 0.191 0.184 0.191 0.188 0.189 0.004 
efg 0.207 0.201 0.204 0.200 0.190 0.194 0.188 0.191 0.191 0.203 0.197 0.007 
efi 0.176 0.177 0.176 0.172 0.176 0.180 0.173 0.174 0.172 0.167 0.174 0.003 
egh 0.195 0.203 0.195 0.199 0.209 0.198 0.201 0.204 0.202 0.192 0.200 0.005 
egi 0.196 0.196 0.198 0.202 0.198 0.203 0.198 0.196 0.201 0.196 0.199 0.003 
fgh 0.208 0.216 0.196 0.209 0.200 0.217 0.201 0.207 0.210 0.210 0.207 0.007 
fgi 0.180 0.178 0.198 0.169 0.178 0.171 0.179 0.178 0.191 0.181 0.180 0.009 
fhi 0.209 0.210 0.225 0.202 0.206 0.210 0.207 0.211 0.195 0.212 0.209 0.008 







Table 17: Chuck's volume stimation for each flight formation data set for the third 
replicant 
Chuck Flights Rep. 3 
File V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 Mean StDev 
abc 0.135 0.135 0.135 0.135 0.135 0.135 0.193 0.135 0.135 0.128 0.140 0.019 
abd 0.231 0.239 0.229 0.229 0.231 0.229 0.228 0.232 0.229 0.229 0.231 0.003 
abe 0.210 0.210 0.202 0.209 0.211 0.211 0.201 0.215 0.208 0.208 0.209 0.004 
abg 0.252 0.253 0.249 0.253 0.253 0.253 0.253 0.253 0.253 0.249 0.252 0.002 
abh 0.231 0.228 0.220 0.228 0.212 0.229 0.220 0.228 0.247 0.221 0.226 0.009 
abi 0.195 0.202 0.206 0.206 0.212 0.206 0.214 0.199 0.198 0.198 0.203 0.006 
acd 0.258 0.249 0.249 0.244 0.250 0.258 0.255 0.244 0.251 0.251 0.251 0.005 
acg 0.199 0.198 0.203 0.201 0.197 0.197 0.203 0.202 0.201 0.199 0.200 0.002 
ach 0.209 0.208 0.209 0.208 0.209 0.211 0.209 0.208 0.217 0.207 0.209 0.003 
ade 0.212 0.215 0.217 0.217 0.214 0.216 0.216 0.216 0.216 0.210 0.215 0.002 
adf 0.184 0.196 0.181 0.190 0.194 0.188 0.190 0.192 0.194 0.193 0.190 0.005 
adg 0.224 0.212 0.223 0.219 0.233 0.222 0.217 0.206 0.223 0.201 0.218 0.009 
adh 0.218 0.213 0.219 0.225 0.217 0.219 0.219 0.217 0.208 0.219 0.218 0.004 
adi 0.248 0.233 0.236 0.242 0.256 0.244 0.238 0.244 0.251 0.252 0.244 0.007 
aef 0.183 0.169 0.172 0.171 0.179 0.176 0.184 0.172 0.177 0.176 0.176 0.005 
aeg 0.227 0.228 0.223 0.230 0.225 0.233 0.230 0.230 0.225 0.228 0.228 0.003 
aeh 0.209 0.208 0.217 0.212 0.216 0.209 0.195 0.209 0.209 0.209 0.209 0.006 
aei 0.226 0.220 0.225 0.231 0.222 0.230 0.229 0.225 0.220 0.226 0.225 0.004 
afg 0.201 0.202 0.201 0.200 0.199 0.199 0.202 0.204 0.202 0.201 0.201 0.001 
afh 0.192 0.192 0.186 0.187 0.209 0.182 0.188 0.183 0.188 0.188 0.189 0.008 
afi 0.173 0.180 0.183 0.182 0.173 0.181 0.178 0.186 0.183 0.180 0.180 0.004 
agh 0.243 0.224 0.223 0.228 0.231 0.224 0.223 0.224 0.227 0.224 0.227 0.006 
agi 0.217 0.219 0.222 0.225 0.226 0.221 0.220 0.223 0.223 0.223 0.222 0.003 
ahi 0.211 0.211 0.211 0.216 0.198 0.208 0.211 0.215 0.211 0.210 0.210 0.005 
bcd 0.168 0.164 0.159 0.164 0.162 0.164 0.167 0.164 0.168 0.168 0.165 0.003 
bcg 0.043 0.043 0.043 0.043 0.044 0.045 0.046 0.042 0.042 0.045 0.044 0.001 
bch 0.161 0.165 0.160 0.186 0.160 0.183 0.160 0.153 0.161 0.160 0.165 0.011 
bde 0.182 0.178 0.179 0.186 0.180 0.171 0.177 0.179 0.180 0.182 0.179 0.004 
bdf 0.183 0.165 0.167 0.189 0.184 0.177 0.174 0.178 0.176 0.175 0.177 0.007 
bdg 0.203 0.199 0.196 0.198 0.199 0.199 0.207 0.205 0.191 0.207 0.200 0.005 
bdh 0.188 0.191 0.191 0.188 0.189 0.193 0.193 0.188 0.191 0.188 0.190 0.002 
bdi 0.196 0.197 0.196 0.189 0.195 0.193 0.187 0.191 0.194 0.194 0.193 0.003 
bef 0.024 0.027 0.028 0.023 0.027 0.026 0.027 0.026 0.026 0.027 0.026 0.002 
beg 0.181 0.184 0.181 0.176 0.189 0.174 0.198 0.186 0.181 0.182 0.183 0.007 




bfg 0.054 0.059 0.064 0.055 0.062 0.062 0.060 0.059 0.062 0.059 0.060 0.003 
bgh 0.145 0.137 0.146 0.149 0.136 0.143 0.142 0.136 0.143 0.148 0.142 0.005 
bgi 0.152 0.156 0.146 0.143 0.160 0.154 0.160 0.156 0.138 0.151 0.152 0.007 
bhi 0.208 0.209 0.208 0.206 0.202 0.203 0.200 0.203 0.197 0.203 0.204 0.004 
cde 0.187 0.187 0.188 0.190 0.171 0.188 0.186 0.188 0.176 0.193 0.185 0.007 
cdf 0.201 0.183 0.187 0.183 0.186 0.182 0.184 0.184 0.185 0.190 0.186 0.005 
cdg 0.183 0.181 0.194 0.174 0.193 0.182 0.181 0.175 0.201 0.186 0.185 0.009 
cdh 0.192 0.191 0.192 0.192 0.190 0.189 0.187 0.190 0.193 0.193 0.191 0.002 
cdi 0.195 0.203 0.196 0.195 0.194 0.195 0.196 0.195 0.191 0.189 0.195 0.004 
ceg 0.176 0.169 0.180 0.167 0.171 0.178 0.174 0.177 0.177 0.170 0.174 0.004 
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