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Abstract
Monitoring and assessing the level of physical activity has been an important part
of research in many public health and medical studies. However, the conventional
self-reports of physical activity were found unreliable due to various reasons. Recent
advances of wearable computing technology enabled researchers to deploy accelerom-
eters in health studies as a physical activity assessment tool. Such devices are able to
provide objective and continuous measurement of physical activity for as long as a few
months. Common types of data collected by accelerometers include high-frequency
tri-axial acceleration time series (raw data) and summarized metrics in epochs (count
data). Size of the data and uniqueness of the data structure called for development
of new statistical methods, which include topics such as analysis of raw or count data
and processing of raw data. The purpose of this dissertation is to provide solutions
to three types of questions in accelerometry research. First, a dictionary-based clas-
sification method was proposed to predict the type of physical activity performed by
elderly adults using raw accelerometry data. The classification method decomposed
movements into short components called “movelets and built a reference for each
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ABSTRACT
activity type. Unknown activities were predicted by matching new movelets to the
reference. The movelet method was able to identify a variety of household activities
including short activities, such as chair-stands. Second, a set of explicit and open-
source metrics for physical activity was introduced to summarize raw accelerometry
data into count data. One of the metrics, the Activity Index, was compared with sev-
eral existing summary metrics and showed to be more sensitive to sedentary and light
activities and better associated with energy expenditure. Third, a two-stage regres-
sion model was proposed to study the association between minute-by-minute activity
count and human demographics. The model allows for both time-varying parameters
and time-invariant parameters, which helps capture both the transition dynamics be-
tween active/inactive periods (Stage 1) and the activity intensity dynamics during
active periods (Stage 2).
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Physical activity has been recognized to be beneficial to human health in various
population for a long time [45, 61]. As part of the effort to promote conducting
physical activity, an official guideline for physical activity was published in 1995 by
Centers for Disease Control and Prevention and American College of Sports Medicine,
recommending US adults to conduct at least 150 minutes of moderate to vigorous
physical activities (MVPA) per week [65]. Accurate assessment of physical activity
is therefore always a crucial part of the research, because one must understand the
current levels and changes of physical activity, before assessing the effectiveness of
various interventions to increase activity levels.
Conventional methods for measuring physical activity are usually based on self-
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reported questionnaires or diaries. These methods are usually easy to implement
in large population because of its low participant burden and low cost [27], but are
found to be unreliable due to various reasons (issues of recall, response bias, etc.).
The increasing need of more valid and unbiased measurement of physical activity
has urged the researchers to explore a number of objective measurements, including
calorimetry (i.e. doubly labeled water, indirect calorimetry), physiologic markers (i.e.
cardiorespiratory fitness, biomarkers) and motion sensors (i.e. accelerometers, heart
rate monitors). Many studies have reported the discrepancy between self-reported
and objective measures, although there was no consensus on the direction of such
difference [71]. Motion sensors have become an important tool for objective measure-
ment of physical activity [94], because they are able to provide a complete profile of
physical activity (e.g. minute-by-minute activity level for 24 hours) – more preferable
than the self-reports which only offer a snapshot of physical activities (e.g. daily
active time, daily sedentary time).
Although the first use of accelerometers as an activity monitor dated back to
1960s, these sensors were not extensively studied until 1980s [48]. Most early models
of accelerometers offered a one-dimensional time series in certain epoch, often referred
to as “accelerometer counts” or “activity counts” [91]. These counts are summary
metrics that quantify the movement of the device during each epoch (e.g. second,
minute), and are used as proxies of human physical activity in the same period (in the
rest of this dissertation, the phrase “count data” and “summary metrics” will be used
2
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interchangeably). One of the main research questions is to establish an connection
between count data and other meaningful measures such as energy expenditure –
studies with such purpose are usually called “calibration studies”(see review [91]).
Another type of research is concerned of predicting type of physical activity using
the count data, which underwent a lot of methodological development by computer
scientists, electronic engineers and statisticians (see review [70]). In the past few years,
some researchers began to study the relationship between count data and human
health without translating counts to energy expenditure or activity types, hoping to
mitigate the effect of biases introduced during such translation. With the help of
more complicated statistical method, these studies were able to directly estimate the
effect of health factors on circadian rhythm of physical activity [37,76,93].
Since late 2000, technology has allowed sampling and storing high-resolution
raw accelerometry data on newer devices, including ActiGraph GT3X+ (ActiGraph,
Pensacola, Florida, USA) [48] and GENEActiv (Activinsights Ltd, Cambridgeshire,
UK) [30]. The raw accelerometry data consist of 3 time series corresponding to the
sensor’s instantaneous acceleration along 3 orthogonal directions, commonly with
10–100 samples per second on each axis. The raw accelerometry data provide high
resolution information on the changes of acceleration, and are preferred outputs in
modern accelerometry studies [48]. Based on the data, physical activity type recogni-
tion algorithms with better performance were proposed [9,13,28,42,73,80]. Statistical
and machine learning approaches have also been applied to predict energy expendi-
3
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ture or metabolic equivalents using raw data [28, 80]. The large sample rate even
allowed for comprehensive gait analysis [88,95].
Raw accelerometry data provide rich information on many aspects of human phys-
ical activity, but in large public health studies such as US National Health and Nu-
trition Examination Survey (NHANES) 2011–2014, the size of data sampled at 80
Hz could easily reach over 7 terabytes. Many challenges arise, including the storage,
processing and analysis of the data [86]. Moreover, if the population-level circadian
rhythm of physical activity level is the major research interest, tri-axial acceleration
in milliseconds may not provide much more information than minute-by-minute ac-
tivity counts. As a result, analytic methods based on the reduced count data are
still greatly needed. In the other hand, as the definitions of many versions widely
used activity count are proprietary and device- and software-specific [1, 10], a few
open-source and reproducible summary metrics have been proposed as replacement
of activity count [4, 10, 90]. Further validation studies highlighted their favorable
correlation with energy expenditure [8, 44, 89].
The purpose of this dissertation is to provide solutions to several challenges asso-




This dissertation consists of 5 chapters, each of which was written to be largely
self-contained and complete.
Chapter 1 provides an overview of the accelerometry research. We review how
accelerometers began to supplement or replace self-reports as assessment tools for
physical activity. We then discuss major research topics based on both count data
and raw data, followed by introduction of several novel data reduction methods that
summarize raw data into count data. Finally, we provide an outline of this disserta-
tion.
In Chapter 2, a dictionary-based classification method was proposed to predict
the type of physical activity performed by elderly adults using raw accelerometry
data. The classification method decomposed movements into short components called
“movelets”, and built a reference for each activity type. Unknown activities were
predicted by matching new movelets to the reference. The movelet method were
able to identify a variety of household activities including short activities, such as
chair-stands. This chapter is based on “J. Bai, J. Goldsmith, B. Caffo, T. A. Glass,
and C. M. Crainiceanu, ‘Movelets:A dictionary of movement,’ Electronic Journal of
Statistics, vol. 6, pp. 559–578,2012” [9].
Chapter 3 introduced a set of explicit metrics for physical activity based on raw
accelerometry data. The metrics were based on two major concepts: (i) Time Active,
a measure of the length of time when activity is distinguishable from rest and (ii)
5
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Activity Intensity, a measure of the relative amplitude of activity relative to rest. The
metrics were validated using in-lab replication studies and an association study with
health factors. This chapter is based on “J. Bai, B. He, H. Shou, V. Zipunnikov, T. A.
Glass, and C. M. Crainiceanu, ‘Normalization and extraction of interpretable metrics
from raw accelerometrydata’, Biostatistics, vol. 15, no. 1, pp. 102–116, 2014” [10].
Chapter 4 introduced the Activity Index by further refining Activity Intensity,
to summarize raw accelerometry data into count data. Extensive comparison was
conducted between Activity Index, Activity Count and Euclidean Norm Minus One
to assess the validity of Activity Index, which was subsequently showed to be more
sensitive to sedentary and light activities and better associated with energy expendi-
ture. This chapter is based on “J. Bai, C. Di, L. Xiao, K. R. Evenson, A. Z. LaCroix,
C. M. Crainiceanu, andD. M. Buchner, ‘An Activity Index for Raw Accelerometry
Data and Its Comparison with Other Activity Metrics’, PLoS ONE, vol. 11, no. 8,
p. e0160644, Aug 2016” [8].
In Chapter 5, a two-stage regression model was proposed to study the associa-
tion between minute-by-minute activity count and human demographics.The model
allows for both time-varying parameters and time-invariant parameters, which helps
capture both the transition dynamics between active/inactive periods (Stage 1) and
the activity intensity dynamics during active periods (Stage 2). The methods were
motivated by and applied to the Baltimore Longitudinal Study of Aging.
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Predicting type of activity using
raw accelerometry data
2.1 Introduction
Accurate measurement of physical activity is necessary for understanding the com-
plex relationship between an individual’s health outcomes and his or her behavior
profile. Unfortunately, standard measures of activity such as questionnaires and di-
aries are based on self-reporting and are subject to known shortcomings. Moreover,
these measures typically offer snapshots of activity and do not reflect the dynamic
nature of movement in the real world. Recently, progress in sensor technologies and
wearable computing devices have allowed researchers to collect real-time information
on movement through the use of accelerometers. In this paper, we propose a method
7
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for predicting activity types, such as walking, standing and sitting, from a multichan-
nel accelerometer designed with widespread deployment in observational studies in
mind.
In early years, human activity function is assessed using measures of activities
of daily living that depend on retrospective self-report, despite well-documented and
substantial measurement error associated with these instruments [32,58]. The results
of these studies were highly impaired by problems associated with self-reported ac-
tivity data. Wearable sensors started to be deployed into studies, since they allow for
unbiased measurement in older populations with cognitive or physical impairment.
Moreover, the accuracy of sensors is not effected by differences in sex, race/ethnicity or
language, all well known sources of bias in self-reports. This is particularly important
in the study of aging populations, both because issues with recall are more severe and
because understanding physical activity accurately is central to the study of elderly
populations in public health [65]. The use of them to collect activity information in
large-scale observational studies took a major step forward with the addition of the
ActiGraph to the National Health and Nutrition Examination Survey (NHANES) in
2003 [85]. Many published work have demonstrated these devices’ ability to monitor
human activity status [6,16,19,29,39,40,51,64,73,92]. Some of them focused on the
quantification of total energy expenditure [92] or “activity counts” [51]. However,
these devices (often combined with more sophisticated sensors) offer the potential to
assess more complex questions regarding real-world function and more refined mea-
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sures of specific activity types. Accelerometer, which is the basic of these wearable
sensors, were discussed in many literatures because they are capable of accurately
collecting adequate data for physical activity monitoring [19, 43, 73]. Since avoiding
laying a burden to the subjects is crucial in large scale observational study, developing
methods to predict the physical activity using accelerometry data becomes one of our
major interests.
We base activity prediction on the idea that movements can be understood in
terms of smaller components, which we dub “movelets”. Briefly, given accelerometer
time series data, we decompose movements into short overlapping segments; these
movelets are the elements which make up motions and activities. Using data with
known activity labels, movelets are organized by activity type into “chapters”, or
collections of movelets with the same activity label. Predictions of unknown activity
labels are made by finding the closest match, defined in terms of squared error for all
acceleration channels, of an unlabeled movelet to those in chapters. Thus we build
our method on the intuition that movements with elements that look similar are likely
to have the same labels.
Our data are generated using a single accelerometer positioned on the subject’s hip
at the apex of the left iliac crest. The accelerometer is built on core chip MMA7260Q
by FreescaleTM, and records acceleration in three mutually orthogonal directions for
a wide range of sampling frequencies (time points per second) and sensitivities (accel-
eration per unit of scale). Data were collected during in-laboratory sessions in which
9
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Figure 2.1: Two segments of accelerometer data. First, a subject walks for approx-
imately 20 second; then, a subject preforms two replicates of ”Lie down / Rest /
Stand up”. Acceleration in three mutually orthogonal directions is shown, and activ-
ity labels are included.
subjects performed a collection of activities, including resting, walking, and lying,
repeated chair stands, lifting an object from the floor, up-and-go, and standing to
reclining on a couch. We observe data for two subjects with two laboratory visits
each. Sessions lasted roughly 15 to 20 minutes, and in that time each activity was
replicated up to three times. Both the data collection device and activities performed
are compatible with the needs of observational studies, especially of elderly popula-
tions: the single accelerometer worn at the hip is unobtrusive and wearable in real
time, and the activities provide a useful understanding of physical movement. During
the data collection, an observer recorded activity start and stop times to provide a
time series of movement labels that accompanies the accelerometer signal.
The accelerometer output consists of 3 voltage time series, which are proxy mea-
sures of acceleration. The time series vary by amplitude, frequency and correlation
along the time course of the corresponding activities. For example, Figure 2.1 dis-
plays two segments of accelerometer data. In the first segment, the subject stands,
10
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walks twenty meters, and stands. In the second segment, the subject performs two
replicates of lying down and standing up; during each replicate, the subject lies from
a standing position, rests for several seconds in the lying position, and rises to a
standing position. Three acceleration channels or axes are shown, and activity labels
are provided. From this figure, we see that active periods, in which the subject is
walking, rising or lying down, have higher variability than inactive periods, in which
the subject is resting in either the standing or lying position. Walking is character-
ized by periodic acceleration patterns for each axis, although there are differences
in amplitude between axes. Replicates of the “Chair Stand” activity display simi-
lar patterns, bolstering the intuition that movements that share a label also appear
similar visually. Although there are two types of inactivity (standing and lying), the
acceleration time series corresponding to these two periods are characterized by low
variation around stable constants; however, the ordering and relative position of the
axes are different, due to a change in the orientation of the accelerometer with respect
to Earth’s gravity.
The goal of this work is to demonstrate the conceptual framework for the movelet
approach, rather than to describe the details of its application to a large data set.
The movelet prediction algorithm described in the paper is an important first step in
developing accelerometer-based biomarkers of activity in large observational studies.
Several strengths of this approach are illustrated by the analysis of a few subjects at
a few visits; at the same time, improvements and refinements both in the statistical
11
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analysis and in the data collection are suggested by our results. For instance, match-
ing unlabeled movelets to reference chapters provides a fast and easily understood
method for predicting labels. However, results can be sensitive to the definition of
the gold standard of activity type - very often, the observer annotations disagree with
the raw accelerometer output. Additionally, the use of gyroscopic information, which
is included in many accelerometer devices, can give accelerometer output that is ro-
bust to rotations of the device itself. These are important considerations in designing
a data collection method that will give useful information regarding activity in ob-
servational studies. More importantly, our findings have already led to changing the
proposed design of the experiment for an ongoing and future observational studies.
Indeed, an investigator will now go to the home of study participants, help install the
device correctly, provide simple hands-on instructions, and ask the participants to
perform a few well defined tasks. This process will be videotaped for improving and
assisting human annotation. The investigator will then leave and study participants
are then called on the phone and asked to perform a few simple tasks for re-calibration.
None of these features was part of the original data collection protocol. We conclude
that understanding the inherent pitfalls and variability associated with even the most
advanced measuring technology can lead to dramatic improvements in the design of
experiments, data quality, and analysis. This paper, as a “proof-of-concept” work,
provides the first part of the story for accelerometry data.
Prediction of physical activity intensity and type has been under intense method-
12
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ological development in electronic engineering and computer science, but to a lesser
extent in statistics. Preece et al. [70] provided a nice review of the current methods
of activity prediction. Many prediction methods using either raw or transformed ac-
celerometer data exist, including “cut-point” or linear regression [35, 43], quadratic
discriminant analysis [69], artificial neural networks [49, 50, 81, 96, 97], Markov Mod-
els [52, 69], unsupervised learning [62] and combined methods [7, 73]. Previous work
has often focused on activity types that are not of interest in public health studies [69],
such as using computer or brushing of teeth, or has included multiple accelerometers
placed at several locations on a subject’s body [49, 50, 57]. A comparison of recent
approaches was also applied to data generated using five biaxial accelerometers by
Bao and Intille [13]. However, these approaches are unsuitable for application to ac-
celerometer data in public health studies, either because they require more sensors on
subjects or because they are not designed to detect short-term activities like standing
from a lying position. Moreover, prediction results from black-boxed machine learn-
ing methods are usually difficult to examine and improve. This stimulates us to find a
method which could not only detect long term activities like walking and vacuuming,
but also short term activities like sitting down or lying down.
Our approach and taxonomy are inspired by the speech recognition literature [47],
where words or parts of words are matched to known speech patterns. However,
the parallel with speech recognition should not be overstated given the large differ-
ences between the two activities and measurement instruments. First, speech is often
13
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recorded at much higher frequencies (between 8 and 16kHz) than acceleration (10Hz
in our dataset), providing density and detail to voice recognition data [67]. Second,
audio data is inherently single-channel while acceleration is understood in three or-
thogonal directions, increasing the dimension of the activity prediction problem. In
natural speech most sounds and many full words are repeated often, providing an
ample training set on which to build a prediction algorithm. In activity prediction,
movements can be rarely performed and infrequently observed, making the defini-
tion of a training set challenging. Moreover, high fidelity audio recorders could be
treated as thought they were lossless reproductions of the original signal. In con-
trast, accelerometers are weak proxies for activities that are complex and could be
ambiguous.
The remainder of the paper is organized as follows. In Section 2.2 we describe
the movelet-based approach to predicting activity based on accelerometer data. Sec-
tion 2.3 details the application of our proposed method to the real data described
above. We close with a discussion in Section 2.4.
2.2 Methods
To predict activities based on accelerometer data, we first define a movelet as a ba-
sic element of 3-axis time series data. Collections of movelets paired with known labels
(annotations) form chapters, which are in turn organized into reference dictionaries of
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known movelets and their associated activities. Classification of accelerometer data
with unknown activity annotations is based on decomposing the unlabeled data into
component movelets, and then matching each unlabeled movelet to these chapters.
The label of the best matched chapter is used as a preliminary prediction of the
activity of the unlabeled movelet.
2.2.1 Definitions
We observe data that is a collection of three time series representing the accel-
eration in three mutually orthogonal axes. Though we have two subjects and each
with two visits, we actually treat them as 4 independent visits. Thus denote the data
by Xi(t) = {Xi1(t), Xi2(t), Xi3(t)}, t = 1, 2, . . . , Ti, where Ti is the length of the ac-
celerometer time series for visit i. Define an activity label time series Li(t) such that
Li(t) is a function mapping t to {Act1,Act2, . . . ,ActA}, t = 1, 2, . . . , Ti, where Acta
denotes activity type a. Let Ti and Vi be a partition of observation time for visit i
into training and validation sets, respectively. Thus if t ∈ Ti, then Xi(t) belongs to
the training dataset and has a known activity label Li(t); otherwise Li(t) is unknown
and is to be estimated. Training sets contain continuous segments or blocks of time
to include full examples of each movement type.
Next we define movelets as elements of time series that characterize movement in
temporal windows with length H. More specifically, let
Mi(t) = {Xi(t),Xi(t+ 1), . . . ,Xi(t+H − 1)},
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define the movelet of subject/visit i at time t ∈ {1, 2, . . . , (Ti − H + 1)}. Note that
movelets are made up of time series for all axes of the accelerometer output, and
summarizes the pattern of acceleration recorded from time t to t + H − 1. The
dimension of the movelet Mi(t) is 3H, because there are 3 concatenated time series,
and contains all the accelerometry information for a window of movement of length
H/10, because time is expressed in 10 Hz in our case. H is usually chosen so that
a movelet Mi(t) captures enough information to identify a movement and is not too
long to contain more than one type of activity as well. Movelets Mi(t) with t ∈ T are
paired with their known activity labels and collected into activity-specific “chapters”.
Thus, we define a chapter Ca as a collection of movelets {Mi(t) : Li(t) = Acta}
that share a common label. An important characteristic of movelets is that they are
overlapping moving windows; in fact Mi(t) and Mi(t+ 1) overlap everywhere, except
at time t and t + H. This is an important characteristic when there is uncertainty
on where the activity actually starts, because transitions between two activities can
be unclear particularly for elderly subjects. This happens to be a serious problem
even with the best in-lab human annotation. Allowing this sort of obscure period
in our movelets may help us solve the problem. One chapter is constructed for each
activity type; chapters are then combined to form a subject-visit specific “dictionary”
of movelets and their labels. Dictionaries are distinct for subjects and visits to control
for differences between the movement patterns for different subjects and to account
for changes in the orientation of the accelerometer at different visits. This dictionary
16
CHAPTER 2. PREDICTING TYPE OF ACTIVITY
Table 2.1: A subject-specific dictionary with with A chapters, one for each activity
type. Each chapter consists of movelets, short overlapping segments of three-axis
accelerometer data, which are illustrated in the far-right column of the table
Dictionary
Chapter Activity Movelets
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is used as a reference for movelets Mi(t) with t ∈ V. Table 2.1 displays an example
of a subject-specific dictionary consisting of A chapters in total. Each chapter is
constructed using the training set and is made up of movelets, the short components
of three-axis accelerometer data. Usually for activities with well-defined beginning
and endings(standing up from chair, etc) one full replicate is used to construct a
chapter. For continuous activities(walking, sitting, etc.) we use a two-to-three-second
segment to build the chapter.
The definitions of movelets, chapters, and dictionaries given above provide a useful
analogy for our proposed classification method. Given unlabeled accelerometer data
that has been decomposed into movelets, we use the dictionary as a reference by
“looking up” an unlabeled movelet and finding its best match among known movelets.
The label associated with the best match, which is the chapter title, is used to predict
the unknown label. Matching, which is described below, quantifies the intuition that
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movelets with similar visual appearances are likely to be components of the same
larger movement.
2.2.2 Matching and labeling
Given an unlabeled movelet Mi(t0), we predict the label Li(t0) first by matching
Mi(t0) to a chapter in the dictionary described above. To be more specific, the closest













[Xip(t1 − 1 + h)−Xip(t2 − 1 + h)]2. (2.1)
Thus, distance between movelets averages the difference taken over all acceleration
axes. Based on this match, an estimate for the unknown label is L∗i (t0) = Li(t
′); that
is, we take the label associated with the best dictionary match and use it to estimate
the unknown label. Figure 2.2 gives a schematic of the matching process, in which an
unlabeled movelet Mi(t
∗) is compared to a dictionary with 4 chapters. The distance
between Mi(t
∗) and all reference movelets is calculated using the distance function
(2.1). After Mi(t
∗) is compared to all reference movelets in the dictionary it is matched
to Chapter 2, because movelet Mi(t
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Figure 2.2: A display of matching an unlabeled movelet Mi(t
∗) to 4 chapters in the
dictionary. Points in each chapter represent labeled movelets corresponding to the
activity associated with this chapter. The distance between the unlabeled Mi(t
∗) and
each chapter is given by the minimum distance between Mi(t
∗) and the movelets in
each chapter. After Mi(t
∗) is compared to all reference movelets in the dictionary, it is
matched to Chapter 2 which provides the smallest distance among all the 4 chapters.
After preliminary labels L∗i (t), t ∈ V, are generated using the matching step, a
majority voting procedure is used to select final estimated labels L̂i(t). Each element
of {L∗i (t), L∗i (t + 1), . . . , L∗i (t + H)} (t ∈ [0, Ti −H]) is considered a single vote, and
the activity with the most votes in this set is the estimate L̂i(t). An advantage of
this procedure is that it smooths the predicted labels L̂i(t) by taking into account
the fact that movements are continuous, meaning that neighboring movelets contain
information about the current activity. Additionally, because movelets decompose
movements into their constituent parts, the matching applies even when the duration
of movements is variable. For instance, two replicates of sitting from the standing
position may take different amounts of time, but will have similar movelet signatures.
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2.2.3 Movement fingerprints and lazy movelets
To increase the accuracy of our dictionary-based classification method and de-
crease the computational burden of the looking-up process, each chapter must be
carefully constructed to include useful information while excluding redundant or less
useful movelets. With this in mind, chapters that were built in the manner described
above can be fine-tuned using the identification of what we will label “fingerprint”
and “lazy” movelets.
First, each chapter must include the signature movelets of the corresponding ac-
tivity. We refer to these defining movelets as “fingerprints” because they provide
excellent prediction of a specific activity related to the chapter. Fingerprints are thus
the characteristic acceleration time series associated with a movement, and are most
often used when matching new movelets of the same activity. Second, unnecessary or
redundant information should be removed from the chapter. For example, a chapter
built on several seconds of walking will include many near-identical movelets due to
the periodic nature of the activity. Further, there often exist “lazy” movelets which,
contrary to fingerprints, are not commonly matched to and do not usefully iden-
tify the activity; rather than aiding prediction, these can be falsely matched to by
movelets of other activities. Both redundant and lazy movelets can be excluded from
a chapter to increase computational performance and reduce the number of errors.
Finally, some movements share very similar movelets. These “ambiguous” movelets
can lead to misclassification due to very close matches in multiple chapters. In this
20
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Lazy Movelets
Figure 2.3: The chapter “Standing from Lying”, which consists of 16 movelets. In
dark grey is the section of the acceleration data used to construct the chapter; in
light grey are time points with the same activity label, but that are excluded from
the chapter as “lazy” movelets.
situation, an ambiguous movelet can be removed from one chapter so that matches
will be made to the remaining movelet; the choice of which movelet to retain will
depend on the relative importance of correctly classifying the two movements. The
selection of fingerprint and lazy movelets was done independently of performance on
the test set.
As an example of both fingerprints and lazy movelets, Figure 2.3 displays the
chapter for “Standing from Lying” from a movelet dictionary. We used only the
yellow-line-shaded region to construct the chapter, despite the fact that the areas
21
CHAPTER 2. PREDICTING TYPE OF ACTIVITY
shown in light gray are also labeled by a human observer as “Standing from Lying”.
The fingerprint of this activity is the pattern that the mid gray time series goes down
while the green one goes up. The movelets in the light gray bands (not shaded by
yellow lines) are lazy movelets, and do not distinguish this activity from others. We
removed the lazy movelets from the annotated time period and built the library con-
servatively to make the chapter a more useful reference for future unlabeled activities.
2.2.4 Summary
Movelet-based analysis of accelerometer data is built on the intuition that move-
ments with similar acceleration patterns at the elemental level are likely to be gen-
erated by the same activity. Using this idea, we decompose movements into over-
lapping segments and construct reference chapters and dictionaries; given unlabeled
time series, we match to the reference and use the best match to predict the unknown
activity type. Movement fingerprints are identified to strengthen the construction of
chapters and to aid in the basic understanding of movements, while lazy movelets
are eliminated to reduce classification error and computation time. The result is a
conceptually clear method for activity prediction that is computationally feasible and
scalable to large datasets.
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2.3 Application to LIFEmeter data
We now apply our methods to data from two subjects, each with two visits. Data
were collected in the development of the LIFEmeter multi-sensor device, intended
to assess physical function in large-scale observational studies. The subjects were
community dwelling older adult participants in the LIFEmeter study, ages 65 and
older who had no history of cognitive dysfunction, lived in the Baltimore area, and
were capable of walking across a small room unassisted. They were observed in
a clinical setting, and performed physical activities that are common in daily living.
The following activities were selected as important in understanding physical function
in real-world setting: walking, standing from sitting, standing from lying, sitting
from standing, and lying from standing. Three sedentary states (standing, sitting,
and lying) were also annotated. Table 2.2 lists all activities observed and provides
abbreviations that will be used through the remainder of this section.
An observer annotated the time points at which an activity was started and com-
pleted, providing activity labels Lobsi (t). Annotations were imperfect due to early or
late start and stop points, to rounding times to the nearest second, and to misalign-
ment. Obvious errors in the observed labels were detected and corrected through
comparison with the accelerometer output to create labels used to construct movelet
dictionaries and assess the predictive performance of our algorithm.
23
CHAPTER 2. PREDICTING TYPE OF ACTIVITY







Standing from Chair CS Stand
Sitting Down from Standing CS Sit
Lying Down from Standing RS Lie
Standing from Lying RS Stand
Walking Walk
2.3.1 Constructing the dictionary
Following the method described in Section 2.2, we build a dictionary with 8 chap-
ters of activities for each subject and visit. First, we partitioned the accelerometer
data into training and validation sets Ti and Vi. Using the training set, we decompose
movements into movelets and organize by activity type. Our choice of H is 10, based
on the 10Hz sample rate of the device used in our data collection. This is because
each 1-second movelet contains just enough information to identify a movement, and
is not so long that it restricts the matching of an unknown activity. We also tried
other choices of H between 10 and 15 which did not give substantially different re-
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sults. We therefore conclude that, in general, the methods is robust to the choice of
H within a reasonable range (in our case around 10). For activities with well-defined
beginnings and endings, such as “CS Stand” and “CS Sit”, we use the first replicate
as training data and reserve the remaining replicates as testing data. Chapters for
these activities contain between 5 and 30 movelets each, depending on the duration
of the activity. For continuous movements that lack well-defined beginnings and end-
ings, such as “Walk” or “standing”, we extract segments lasting 2 to 3 seconds that
are clearly labeled with a particular activity to build the corresponding chapter. This
is done to prevent chapters from becoming too large, and, since these activities are
periodic, to prevent redundant information from being included in the reference.
2.3.2 Initial results
After constructing dictionaries for each subject and each visit using the training
data, we predict activity labels L̂i(t) for s ∈ Vi by matching movelets to the ref-
erence and implementing the majority voting step. Figure 2.4 details this analysis.
For the accelerometer data displayed in Figure 2.1 (one segment of walking and two
replicates of lie-rest-stand), the lower panel of Figure 2.4 shows the minimum dis-
tance between each unlabeled movelet and all movelets contained in the reference
chapters as a collection of distance curves. The preliminary labels L∗i (t) are taken
to be the chapter title with smallest distance. Next, the prediction L̂i(t) is deter-
mined via a majority vote in which each element of {L∗i (t), L∗i (t+ 1), . . . , L∗i (t+H)}
25
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(t ∈ [0, Ti − H]) is considered a single vote. At the top of Figure 2.4 are the
observer-annotated (top colored bar) and predicted labels (bottom color bar) that
accompany the accelerometer data. A comparison of the annotations and predictions
indicates generally high agreement between these time series. In particular, there
is broad overlap between the prediction and annotation of walking and resting pe-
riods as well as the location of the shorter activities lying and standing. Moreover,
there is generally reasonable separation between the distance curve corresponding
the the correct chapter and the remaining chapters, indicating the ability of the
movelet-based analysis to distinguish between activity types. In two regions, the
distance curves are zero – these depict the first replicate of the “Lie from Stand”
and “Stand from Lie” activities, and were used to construct their respective activ-
ity chapters. Isolated misclassifications in the preliminary labels, such as those that
take place in the middle of walking period, are in effect smoothed by the majority-
voting step which prevents single activity labels from disagreeing with its neigh-
bors.
On the other hand, as shown in the right segment of Figure 2.4, the annotated
labels for the shorter activities have much longer time durations than the predicted
intervals. This is most likely due to a combination of early and late stop points in
the annotations and time spent transitioning between activities. For example, when a
subject is asked to sit from a standing position, there is a brief pause as the new move-
ment is begun; similarly, when rising to a standing position, there is a short period
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of stabilization as the movement is completed. The extent to which these transitions
will appear in real-world data, rather than in a controlled setting, is unclear. In
these periods, the “true activity” is not clearly defined but the annotations are seen
to be conservative in starting and stopping short activities, whereas the predictions
extend neighboring (well-predicted) resting periods. This contrast can negatively af-
fect the apparent prediction accuracy, although many of the activities are correctly
identified.
Let V ai be the amount of time spent performing activity a (measured by L
obs
i (t))
and V̂ ai be the predicted amount of time spent performing activity a. For each subject




i for all activities a, a
′.
Table 2.3 reinforces the observations from Figure 2.4 that long continuous activi-
ties, like resting and walking, are better predicted than short activities, like standing
from a chair. In fact, with the exception of subject 1 at visit 1, all resting states are
accurately predicted more that 99% of the time, and walking is accurately predicted
between 68% and 80% of the time. However, short activities seem to be fairly poorly
predicted, and are often mistaken for one of the resting states. Again, this appar-
ent shortcoming stems from two major factors: i. these activities are undertaken for
very short periods, so even minor misclassification can greatly impact results, and
more importantly ii. the observer-provided annotations for these short activities are
inaccurate.
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Table 2.3: Comparison of observer-annotated labels Lobsi (s) and the predicted labels
L̂i(s), expressed as the proportion of the predicted time spent engaged in an activity
and the time spent engaged in the activity according to the annotated activity labels
Subject 1 Visit 1
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 78.3% 0 0 21.7% 0 0 0 0
Sitting 0 100% 0 0 0 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 4.3% 30.5% 0 55.3% 0 0 6.4% 3.5%
CS Sit 11.9% 37.3% 0 23.1% 27.6% 0 0 0
RS Lie 0 0 22.9% 49.4% 0 27.7% 0 0
RS Stand 0 0 21.3% 59.8% 0 0 18.9% 0
Walk 9.6% 0 0 10.4% 0.5% 0 0 79.5%
Subject 1 Visit 2
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 96.8% 0 0 0 2.7% 0 0 0.4%
Sitting 0 99.9% 0 0 0.1% 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 25.6% 25.6% 0 40.2% 8.5% 0 0 0
CS Sit 25.7% 12.8% 0 0 57.8% 3.7% 0 0
RS Lie 40.3% 0 14.9% 0 0 44.8% 0 0
RS Stand 0 0 21.1% 2.8% 39.4% 0 36.6% 0
Walk 18.8% 0 0 0.2% 0.6% 1.1% 0 79.3%
Subject 2 Visit 1
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 99.9% 0 0 0 0.1% 0 0 0
Sitting 0.7% 99.2% 0 0.1% 0.1% 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 10.9% 16.4% 0 57.3% 0 0 10.0% 5.5%
CS Sit 11.1% 44.4% 0 4.6% 34.6% 5.2% 0 0
RS Lie 10.6% 0 50.6% 0 0 27.1% 11.8% 0
RS Stand 36.8% 0 24.6% 0 0 0 38.6% 0
Walk 22.1% 0 0 0.3% 0 0.2% 1.0% 76.4%
Subject 2 Visit 2
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 100% 0 0 0 0 0 0 0
Sitting 0 100% 0 0 0 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 7.9% 40.4% 0 46.1% 0 0 0 5.6%
CS Sit 33.3% 20.6% 0 9.8% 35.3% 0 0 1.0%
RS Lie 42.6% 0 31.5% 0 0 25.9% 0 0
RS Stand 34.4% 0 34.4% 21.3% 0 0 9.8% 0
Walk 31.3% 0 0 0.1% 0 0 0 68.6%
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2.3.3 Refined results
A comparison of our initial predictions, the observer defined annotations and the
raw accelerometer data indicate that a gold standard for Li(t), the true activity
labels associated with acceleration data, is not given by the observer’s annotations
Lobsi (t). Thus, we next create a “combined observer” to define activity labels L
com
i (t)
by synthesizing information from the observer annotations and raw accelerometer
output. Primarily, this resulted in designating times between two distinct activities
as “transition times”, rather than misleadingly assigning these periods to one or the
other activity. The new activity labels are shown in Figure 2.5, and a comparison of
labels Lcomi (t) and predictions L̂i(t) is given in Table 2.4. All the tables demonstrate
the large improvements in prediction accuracy that arise from improvements in the
standard used to define true activity labels. We contend that these findings indicate
that: 1) accurate labeling is crucial to prediction algorithm training; 2) a large source
of prediction inaccuracies can reliably be traced to human labeling; and 3) prediction
accuracy results reported in the literature are hard to compare because data use
different labeling protocols.
The construction of the combined observer also illustrates the feedback from the
movelet-based prediction algorithm to the annotations. Periods that were largely
misclassified using Lobsi (t) as a reference, and that were labeled as “transitions” in
Lcomi (t), are periods where the distance between an unlabeled movelet and those
in the reference dictionary is large. Thus, movelets that don’t match well to any
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Table 2.4: Table of prediction agreement for both subjects and both visits, using the
combined observer labels.
Subject 1 Visit 1
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 85.8% 0 0 14.2% 0 0 0 0
Sitting 0 100% 0 0 0 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 0 1.4% 0 93.0% 0 0 5.6% 0
CS Sit 4.2% 0 0 41.7% 54.2% 0 0 0
RS Lie 0 0 0 0 0 100% 0 0
RS Stand 0 0 22.6% 0 0 77.4% 0
Walk 0 0 0 3.7% 0 0 0 96.3%
Subject 1 Visit 2
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 98.8% 0 0 0 1.2% 0 0 0
Sitting 0 100% 0 0 0 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 7.5% 0 0 75.0% 17.5% 0 0 0
CS Sit 4.2% 1.4% 0 0 88.8% 5.6% 0 0
RS Lie 0 0 16.7% 0 0 83.3% 0 0
RS Stand 0 0 0 8.0% 0 0 92.0% 0
Walk 13.2% 0 0 0 0.4% 1.1% 0 85.3%
Subject 2 Visit 1
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 99.8% 0 0 0 0 0 0.2% 0
Sitting 0 100% 0 0 0 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 0 0 0 96.9% 0 0 3.1% 0
CS Sit 0 20.0% 0 7.8% 60.0% 12.2% 0 0
RS Lie 0 0 0 0 0 100% 0 0
RS Stand 0 0 0 0 0 0 100% 0
Walk 9.0% 0 0 0 0 0 1.1% 89.9%
Subject 2 Visit 2
Prediction
Truth Standing Sitting Lying CS Stand CS Sit RS Lie RS Stand Walk
Standing 100% 0 0 0 0 0 0 0
Sitting 0 100% 0 0 0 0 0 0
Lying 0 0 100% 0 0 0 0 0
CS Stand 0 0 0 100% 0 0 0 0
CS Sit 6.1% 0 0 20.4% 73.5% 0 0 0
RS Lie 0 0 0 0 0 100% 0 0
RS Stand 0 0 0 68.4% 0 0 31.6% 0
Walk 13.7% 0 0 0 0 0 0 86.3%
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Figure 2.5: Comparison of “combined observer” annotations, based on observed-
defined annotations and an inspection of the raw accelerometer data, and predicted
labels.
known reference can be quickly identified. In observational studies, this facilitates
the recognition of movements that are not included in any dictionary or are otherwise
abnormal.
2.4 Discussion
Understanding physical activity is a key component in public health studies of
subject function. However, standard measures of physical function such as activities
of daily living questionnaires are subject to substantial measurement error. Emerging
accelerometer technologies allow the collection of real-time, real-world activity data
and may alleviate many of the issues with retrospective self-report data collection.
In this paper we propose a method for activity classification built around the
“movelet” as a basic element of movements. Using movelets with known activities,
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we construct reference chapters and dictionaries; given an unlabeled movelet, we find
its closest match in the reference and use the match’s label as a basis for prediction.
Thus, our method is built on the intuition that movements with similar component
acceleration patterns are likely to be generated by the same activity. This allows
the method, and the matches it provides, to be quickly evaluated based on visual
inspection of the accelerometer time series. Moreover, the extension to large data sets
in which subjects are observed for hours or days is direct, because activity prediction
is local in time. Finally, our method accurately predicts short activities, such as
taking a few steps, as well as relatively rare and low-frequency movements such as
rising from a chair.
Several directions exist for improving the movelet-based method. Focusing on the
predictions for a single subject, transition models could naturally encode informa-
tion about the order of movements and the likelihood of switching between them.
Similarly, smoothing the distance functions (shown in Figures 2.4 and 2.5) would
allow neighboring time points to influence the prediction at the current time. In our
analysis, the movelet lengths were chosen to be 1 second; the sensitivity of predic-
tions to this choice should be examined. Augmenting dictionaries to include objects
other than movelets, for instance by adding measures of mean and variation, or to
include sources of data other than the accelerometer, such as recorded speech or loca-
tion information from a GPS device, could improve predictions. Our current method
relies on models trained on each individual, and the solution of this issue is under
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exploration. A statistical technique is being developed to normalize the orientation of
the devices across subjects, in order to enable us to perform prediction using models
trained by other subjects. This will also increase our understanding of heterogeneity
in acceleration patterns between and within subjects. For instance, constructing a
multi-subject dictionary would necessitate an understanding of movement fingerprints
across several subjects.
Our results and methods suggest three improvements that could help the deploy-
ment of this technology to large epidemiological studies. First, there is an increasing
need to minimize the effect of changes in accelerometer orientation that can occur
during normal movements; this can perhaps be addressed by taking advantage on
gyroscopic capacities in the SHIMMERTMdevice. This would facilitate interpretation
of the accelerometry data, especially in realistic scenarios where people wear these
devices for extended periods of time, and also might allow the construction of dictio-
naries for use in populations. Second, the study could be more accurate if a human
observer goes to the home of the participants, explains the setting up, carefully in-
structs the placement of the device and conducts a short testing period using a known
sequence of common activities whose duration and type is carefully annotated. This
would also resolve the problem of requiring subject-specific training of prediction al-
gorithms, which was mentioned previously. It would also place a smaller burden on
the participants. Finally, replication and calibration pre-studies should be conducted
to ensure that prediction algorithms perform well on new subject or visit data.
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The ability of technological solutions to improve the prediction of activity from
accelerometer output is currently being evaluated. In the next phase of data col-
lection, gyroscopic information will be used to normalize data to a constant vertical
orientation. This may reduce the sensitivity of the movelet approach to rotations of
the device that naturally occur as it is worn, and could also increase the comparabil-
ity of movelets across subjects. Complementary improvements in the data collection
via updated technology and in the activity prediction through refinements of the
movelet approach will be needed to construct useful biomarkers of activity in large
observational studies. The process of using and implementing new technologies in
observational studies is a hard process filled with potential pitfalls. However, we find
this challenge to be well worth undertaking by statisticians even before the beginning




from raw accelerometry data
3.1 Introduction
A commonly used outcome measure in aging research is the capacity to engage in
activities of daily living (ADLs), or sentinel behaviors required to live independently.
Conventional methods for measuring ADL include self-reported questionnaires or clin-
ician ratings based on observed behavior [32,58], which have several limitations. First,
self-reported activity may be subject to recall bias, which can be accentuated by the
decline of cognition and memory. Second, these measurements provide only a snap-
shot of an individual’s daily activity, while detailed minute by minute information is
often missing. Thus, there is an increasing need for unbiased, detailed measurements
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of sentinel behaviors that describe the underlying functional capacity of the individual
and are not confounded by uncontrollable bias and measurement error. One possi-
ble solution is using wearable computing devices, which allow collection of real-time,
densely sampled information on movement. These devices could serve as silent, un-
biased, tireless and non-obtrusive recorders of actual human activity in a real-world
context. However, translating information from high volume and complex data from
wearable sensors into acceptable measurements can be done only by careful stan-
dardization and transformation to guarantee the validity and reproducibility of the
measurements. In contrast, current measurements produced by software that accom-
panies these devices are expressed either in “activity counts” or Metabolic Equivalent
of Task “MET” units. The most commonly used device, Actigraph, produces activity
counts that, while formally defined [1], do not have a clear interpretation, and may
not capture sufficient variability in older subjects. The MET units are even more
problematic as they are based on population calibration equations that are severely
biased at the subject level and in older adults. We propose data normalization and
a set of novel, explicit, and interpretable metrics that can be used in medical and
epidemiological studies.
Wearable sensors for different types of activity are deployed in an increasing num-
ber of studies [16, 19, 40, 74, 92]. Here we are concerned with accelerometers worn
either in-field or in-lab by older, community-dwelling adults. Our focus is providing a
set of simple activity measurements from ultra large, high density accelerometry data,
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and providing evidence in support of their validity and usefulness in epidemiological
studies. Some metrics have been proposed to extract and summarize information from
accelerometry data, especially in sleep studies [14, 46, 53, 59]. All these studies have
focused on gross summary statistics such as: ratios of sleep/wake duration, total sleep
time, proportion of wake time after sleep onset, etc. Such summaries allow researchers
to apply standard statistical methods, though they over-simplify the data. Another
group of metrics focuses on reducing the raw three-dimensional accelerometry data
to a one-dimensional proxy of subjects’ activity along time. One such example is the
“activity count”, which converts the raw 3-axis acceleration measurements through
various proprietary algorithms developed by accelerometer manufacturers. Based on
activity counts, many studies categorize activities into different groups with seden-
tary, light, moderate, and vigorous intensity according to predefined thresholds, and
obtain proportions of time spent doing each type of activity [54, 72, 84]. There are
several limitations when using “activity counts”. Indeed, the definition differs from
manufacturer to manufacturer and may change within manufacturer when a new de-
vice is released. Thus, it is unclear whether activity counts are comparable [5, 38].
The interpretation of “activities count” is provided by some manufactures. For ex-
ample, the Actigraph describes the process as “ActiGraph’s original activity monitor,
the 7164 model, utilized a mechanical lever capable of measuring the change in accel-
eration with respect to time (g/sec, where g is gravity or 9.806 m/s2). To suppress
unwanted motion and enhance human activity, the acceleration signal was passed
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through an analog band-pass filter, the output of which yields a dynamic range of
4.26g/sec (+/− 2.13g/sec) at 0.75Hz (center frequency of the filter). Using a sample
rate of 10 samples-per-second, this filtered signal was then digitized into 256 distinct
levels by an 8-bit solid-state analog-to-digital converter, producing 4.26g/sec per 256
levels or 0.01664 g/sec/count (each level is considered 1 count). When each filtered
sample is multiplied by the sample window of 0.1sec, a resolution of 0.001664g/count
is achieved.” While this is an excellent technical description, it leaves many ques-
tions unanswered. First, it is unclear exactly what are the formulas and whether
they are applied to each axis separately or combined. Second, the transition between
the quasi-continuous signal and the number of g’s in one second is not defined; this
is a function that reduces 30 numbers (tri-axial at 10Hz sampling) into one number.
Third, methods fundamentally depend on many software parameters as well as on the
sensitivity of the chip. Small changes in thresholds, sampling rates, chip sensitivity,
or number of count levels can lead to dramatic batch effects within and, especially,
between manufacturers. Fourth, only in rare occasions are devices validated in real
data or using replication. Fifth, the interpretation of a count is, probably, “some
one-epoch summary of the acceleration that is between 0.01664 and 0.03328 g/sec”,
whose utility in a large observational study remains to be debated. We conclude that
“activity counts” are actually not counting activities or steps as their name implies;
instead they are a proxy of the acceleration within a time interval. The missing
piece is a paper like the one we are putting here forth; we are currently unaware
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of any paper starting from raw data and building explicitly either “activity counts”
or other explicit metrics. Our paper has the following goals: 1) propose an explicit
data processing pipeline for high-dimensional accelerometer data; 2) present a trans-
parent, interpretable and implementable set of metrics; 3) validate these metrics via
visual inspection, replicated in-lab experiments, and association studies with health
outcomes.
We used data from older adults who were fitted with a high-definition three axis
accelerometer “Shimmer” [18, 63] and asked to perform standard activities in a lab-
oratory under observation. Then, subjects were asked to wear those devices for 5
consecutive days during normal activity. To analyze the massive free-living data
(> 18 million observations per subject), we processed and summarized the data into
several metrics that are intuitive and reproducible. Special attention was given to
normalization to ensure comparability of measurements across subjects and visits.
We investigated the validity and reproducibility of these new measurements and their
association with self-reported health status.
3.2 Data collection
3.2.1 Study population
Community-dwelling men and women were recruited from an ongoing cohort study
on the multilevel determinants of cognitive function in older adults, The Baltimore
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Memory Study (BMS, AG19604, Brian Schwartz, PI). For the LIFEmeter substudy,
125 older adult subjects were recruited and enrolled after BMS visit 4 or 5. The pur-
pose of the LIFEmeter substudy (AG027481, Thomas A. Glass, PI) was to develop
and test a sensor platform for capturing enacted function in older adults. Enrolled
subjects were brought into a lab setting, given an interview, and asked to perform a
series of standard activities under observation wearing a waist mounted pouch con-
taining several sensors. Next, subjects were asked to wear the LIFEmeter array dur-
ing waking hours for 3 to 5 consecutive days, removing the device during showering,
swimming and sleeping.
3.2.2 Data description
Our data are generated using ShimmerTMUnit by Shimmer Research [18], mounted
on subjects’ waist. The device uses a standard tri-axial accelerometer chip found in
many cell phones and other devices (Freescale MMA7361) and records acceleration
in three mutually orthogonal directions with a sample rate of 10Hz. The output
consists of 3 voltage time series, which are proxy measures of acceleration. The time
series exhibit complex variability in overall level, amplitude, frequency, correlation,
and patterns along the time course of different activities.
Figure 3.1 displays two 2.5-minute data segments representing the raw 3-axis
accelerometer data from two subjects, labeled 3208 and 3056. Many studies [7,13,19,
51,73,92] found that lack of accelerometer motion, which is a rough proxy for actual
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Figure 3.1: The raw 3-axis accelerometry data for Subject 3208 and Subject 3056 with
Active v.s. Inactive prediction results. Each axis is illustrated in a different color.
The x-axis stands for the time (in minute) from the first observation and the y-axis
shows values of the raw output from the accelerometer. The inactive time periods
(according to our algorithm which is also described in this section) are shaded in light
slate gray.
human activity, is characterized by low variation around stable constants for each of
the three time series. Using a simple method that will be described in this paper we
have estimated periods of inactivity and shaded them in blue. An inspection of the
time series for subject 3208 (upper panel in Figure 3.1) indicates that there are many
periods of inactivity, each with a different length. Moreover, the accelerometer seems
to be sensitive to different types of inactivity. Indeed, compare the blue block starting
immediately after minute 103 with the one starting immediately after minute 104.5.
There is low variability in both blocks, but the times series colored in red and purple
have switched their mean levels. This probably indicates that the person is resting
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in different postures (e.g. on a chair versus standing). Areas that were estimated to
be active display a wide range of variation both in terms of patterns and amplitude
of the signal. Inspecting such short time series is not dissimilar to listening to a new
language, where we hear obvious patterns without having a clue about what is being
said. However, it is quite easy to know when the person is not talking. A similar
principle will be applied to identify periods of inactivity, by predicting areas of low
variability above background.
We start by introducing notation. The observed data are a collection of three
time series representing proxies of acceleration in three orthogonal axes. Denote the
data (sample rate f = 10Hz) by Xi(t) = {Xi1(t), Xi2(t), Xi3(t)}T , t = 1, 2, ..., Ti,
where Ti is the length of the accelerometer time series for Subject i. In this paper
we used field data from 34 subjects and each subject was observed from 4 to 5 days.
So i = 1, 2, . . . , 34 and Ti is very large. For example, for a complete 5-day recording
Ti = 4, 320, 000. Here we will be working directly with the raw voltage data, though
our methods apply as well to data expressed in gravity units. Indeed, if Xi(t) is the
collection of voltage time series then the gravitation data can be obtained by the
formula [78] gi(t) = R
−1 · K−1 · [Xi(t) − bi(t)]. Here gi(t) = {gi1(t), gi2(t), gi3(t)}T
is the ratio of acceleration on the three axes to gravity, R−1 is an alignment matrix
and K−1 is a diagonal matrix specifying the sensitivity of the sensor along each axis.
In the remainder of the paper we focus on Xi(t) not on gi(t). As our normalization
procedure is a combination of several linear transformations of the raw signals, explicit
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formulas can be obtained for gi(t), as well.
We introduce a new time series, Li(t) ∈ {0, 1}, as the time series of labels which
describe whether the Subject i is estimated to be “active” or ”non-active” at each time
point t. Non-active time includes both the time when the subject was resting while
wearing the device and the time when the subject took the device off. Thus, Li(t) = 1
if Subject i is active at time point t and Li(t) = 0 otherwise. Li(t) is observable either
by study team members or from detailed diaries. In our study, we observe Li(t) only
during in-lab sessions and not during the in-home data collection. We treat Li(·)’s
as an unknown variable to be estimated during in-home monitoring. [7] introduced
a method to classify accelerometry time series into active and non-active, which is
essentially estimating the time-series of labels Li(t). This method applies a threshold
on standard deviation in each one second interval. More specifically, for each time
point t of Subject i, let σi(t) = {σi1(t)+σi2(t)+σi3(t)}/3, where σim(t) (m = 1, 2, 3) is
the standard deviation of the mth axis of the acceleration time-series Xim(t), Xim(t+
1), . . . , Xim(t + H − 1) in a window of length H. Here we use a window of length
H = 10, which corresponds to one second. We found this window size to work well
in practice, as it reasonably corresponds to the temporal scale of human activity.








Xim(t+ k)}2/H]1/2. We will not
use notation that depends on the window size, as H = 10 is fixed throughout this
paper. Also, we do not use hats to indicate that standard deviations are estimated,
as we are primarily focused on prediction and algorithmic signal extraction and not
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on inference.
Once the subject-time specific standard deviation, σi(t), of the signal is computed,
the activity label time series is estimated as Li(t) = 1 if σi(t) > C and 0 if σi(t) ≤ C.
Here C is a threshold value that does not depend on the subject and is estimated from
the data. Here we investigate the impact of various choices of C and are especially
interested in finding whether a common threshold is reasonable for all subjects. The
threshold C will depend on the scale and type of output used in the analysis. As our
data were collected in millivolts, C is also expressed in millivolts. If data Xi(t) were
expressed in g’s, we could also specify C in g’s. We have tried threshold approaches
for both type of signals and obtained indistinguishable results; this should not be
surprising given the one-to-one and monotonic relationship between the millivolt and
g scales.
To further investigate the threshold we calculated the standard deviation, σi(t),
for each of the 34 subjects in each 1 second interval. For each subject we produced
a smooth histogram of standard deviation values collapsed over time. The top panel
in Figure 3.2 displays these 34 density curves for all subjects, each in a different
color. A feature of these curves is that they all have a high peak centered roughly
around the same value (2-3 millivolts) with much of the mass concentrated between
1 and 7 millivolts. The reason is that people spend a lot of time resting. These plots
suggest that a cut-off point of C = 10 millivolts could separate active from inactive
periods in all subjects. For example, the blue shaded areas indicating inactive periods
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Figure 3.2: The density curves of standard deviations for all (34) subjects. The upper
panel contains density curves of the original standard deviations and the lower panel
contains density curves of standard deviations greater than C = 10. The vertical
black lines in both panels are at x = 10.
in Figure 3.1 are obtained using this decision rule. We have checked several other
thresholds between 8 and 15 millivolts and they provided similar results. The reason
is that there are few activities that are visually identifiable and correspond to a
standard deviation in the range [10, 15] millivolts. While some ambiguity is likely
to remain even after careful visual inspection of each time series, we conclude that
C = 10 millivolts works well for our data set.
All histograms have long tails, which correspond to visually identifiable activities.
As accelerometer time series are likely to be dominated by inactive periods, the top
panel in Figure 3.2 does not display enough detail to understand subject-to-subject
differences in activity intensity. Thus, the bottom panel displays the cumulative
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distribution function for standard deviations above C = 10 millivolts. We focus on
the green curve that is on top of the other curves. A value of 0.7 of the cumulative
distribution function at 20 millivolts indicates that about 70% of standard deviation
values that are higher than 10 millivolts are between 10 and 20 millivolts. This implies
that this person has lower intensity movements compared to the other subjects. If a
subject-specific curve is higher for a given subject it indicates that the first subject
has lower level of activities across the range of observed activities. The fact that the
curves do not seem to cross each other indicates a reasonable finding: if subjects tend
to have fewer low intensity movements they also tend to have fewer high intensity
movements. This is consistent with an elderly population, though it should not be
surprising to find similar patterns in other age ranges. Once the active or non-active
labels Li(t)’s are estimated, there were many possibilities for estimating various types
of metrics to describe the rest of the data. We start by dividing the entire recorded
time period of Subject i into two sets of time points, TAi and T
I
i , corresponding to
active and inactive time periods. Specifically, ∀t ∈ TAi , Li(t) = 1 and ∀t ∈ T Ii ,
Li(t) = 0.
3.3 Accelerometer metrics definition
In this section, we introduce several metrics that were found to be sensible and
feasible to compute. We denote by Ji the number of days when Subject i is observed,
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while Ti is the total number of time points where the subject is observed. The number
of days, Ji, varies between 3 and 5, whereas Ti is in the millions. We denote by t
0
ij the
time index for start of day j, which has a total of Tij data points. For subject i on
day j we propose to extract the following 5 dimensional vector of univariate signals
labeled Dij = (Tij,TAMij,TAVij,AIMij,AIVij). Here Tij is the length of time for the
period estimated to be wake time and can depend on the particular day, j, because
some days have shorter recording times or missing data. The variable “Time Active
Mean”, TAMij, represents the fraction of total time awake, Tij, that was estimated
to be active (non-rest). The variable “Time Active Variability”, TAVij, represents
the variability of the active/non-active process. The last two variables, “Activity
Intensity Mean” and “Activity Intensity Variability”, are similar to TAMij,TAVij,
but focus on the actual intensity of movement (amplitude of signal) instead of the
binary measurement active/non-active. We chose these five measurements only for
simplicity, though they could be produced at much higher resolution, such as minute,
hour, or time of day. A concern with reducing data sets of such complexity to a
few summary measurements is whether this reduction is too aggressive. To alleviate
this concern, we introduce two additional measurements, “Cumulative Relative Time
Active (CRTA)” and “Cumulative Relative Activity Intensity (CRAI)”. These mea-
surements are calculated at every time point and preserve all the original information.
In this paper we use them for visualization purposes, establish their characteristics,
and defer their analysis to future publications.
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3.3.1 Time active
After Li(t), the labels denoting whether Subject i is active at time t, were pre-
dicted for all subjects, they can be used to calculate each subject’s “Time Active”
within intervals of interest. To be specific, for Subject i, we first partition the whole
time course Ti into non-overlapping windows of length W , with the total number of
windows equal to K = [Ti/W ], where [x] denotes the highest integer smaller than x.
The window size can be anything, though here we focus on W = 900 seconds, which
corresponds to 15 minutes. For a fixed time window of length W , we define the Time
Active, TAi(k), for every k = 1, . . . , [Ti/W ] as TAi(k) =
∑W
s=1 Li{W (k − 1) + s}/W ,
which is the proportion of time declared active in the time window [(k−1)W +1, kW ]
using the 10 millivolt threshold on the 1-second window standard deviation. This mea-
sure is useful because it: 1) is explicitly measuring the active time in a particular time
window without combining it with the intensity of activity during the same period;
2) is easy to compute and reproduce given the original raw data; 3) is interpretable
across subjects and devices; 4) expressed on a 0-1 scale; and 5) is not dependent on
black-box software.
Figure 3.3 displays the original tri-axial acceleration 15-minute time series plots for
Subject 3092 in panels 1 and 2. We display only 15 minutes of the raw accelerometer
data, as showing the entire 5-day period would be daunting and quite useless for
visual inspection. In contrast, the Time Active plot in the bottom panel provides a
simple visualization tool for the entire duration of the study. In the bottom panel,
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Figure 3.3: Two periods of raw data (panel 1 and 2), TA bars for Subject 3092 (panel
3). Each TA bar has a value between 0 to 1, and is colored light blue (TA ≤ 0.3), red
(0.3 < TA < 0.7) or purple (TA ≥ 0.7). Panel 1 and 2 correspond to the gray bars
depicted in panel 3. Panel 4 displays 3-day AI for Subjects 3029, 3056 and 3092. AI
bars are colored light blue, red or purple according to their TA values as in panel 3.
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the Time Active (TA ∈ [0, 1]) bars of every 15-minute interval for the same subject
are in light blue (TA ≤ 0.3), red (0.3 < TA < 0.7) or purple (TA ≥ 0.7). Note that,
for example, a blue bar means that the subject movement was distinguishable from
inactivity according to the 10 millivolts threshold for up to 15×0.3 = 4.5 minutes out
of the corresponding 15 minutes period. This plot corresponds to the 5 day period
when Subject 3092 wore the device. As the raw and time active data are linked,
one can always go back to a particular specific period for further visual inspection.
TA has several long sections (i.e. between days) where it is zero, most likely during
sleeping when the subject placed the device on a table. To better understand the
data transformation, we placed two green boxes, each with a vertical gray bar, in the
third panel. Each vertical gray bar represents a 15-minute period; the corresponding
raw data are shown in the panels 1 and 2. Plots indicate that the data transformation
is quite sensible. Indeed, the first framed time period of Subject 3092 has much lower
time active values (0.01 v.s. 0.76) compared to the second framed time period. This
difference can be easily observed by comparing the upper panel and mid panels in
Figure 3.3.
3.3.1.1 Scalar summaries of time active
Time active mean is TAMij =
∑Tij
s=1 Li(s + t
0
ij − 1)/Tij, which is the average
number of active periods, and TAVij =
√∑Tij
s=1{Li(s+ t0ij − 1)− TAMij}2/Tij, which
is the standard deviation of the active periods for Subject i on day j. The two
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measurements, TAMij and TAVij are complementary. Indeed, a subject with large
TAMij and small TAVij would tend to have long periods of activity with few rests;
a subject with small TAMij and large TAVij would tend to be less active but with
short and sustained activity periods.
3.3.1.2 Cumulative relative time active
Using the time active, TAi(k), is not straightforward. Indeed, a quick inspection
of the third panel in Figure 3.3 provides a reasonable summary, but leaves many
questions unanswered: 1) how to handle the “spiky” nature of the data; 2) what
to do about the de-synchronized behavior both within and between subjects; and
3) how to preserve the complex nature of the data without losing interpretability?
To answer these questions we follow the idea introduced for displays of actigraphy
data by [82]. We introduce the “Cumulative Relative Time Active” CRTAij(t) =∑t
s=1 Li(s+ t
0
ij − 1)/Tij, which is the fraction of active periods up to time t of day
j for Subject i out of the total time awake, Tij. This approach provides a much
smoother representation of the data while maintaining all the information. As the
accelerometer is taken off during sleep, time can easily be partitioned into sleeping
(non-wearing) and being awake (wearing).
Figure 3.4 (top panels) provides the CRTA for three different days for three sub-
jects. Functions are displayed with respect to the proportion of time, (s+t0ij−1)/Tij×
100%, from start of the day. Figure 3.4(b) indicates that Subject 3056’s has similar
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Figure 3.4: Top panels: Cumulative Relative Time Active (CRTA) for Subject 3029,
3056 and 3092. There are three curves in each plot, each representing one day. These
curves are either compressed or stretched so that they display the CRTA in the scale
of percentage time of the day, instead of actual time. Bottom panels: Cumulative
Relative Activity Intensity (CRAI) for Subject 3029, 3056 and 3092. There are three
curves in each plot, each representing one day. These curves are either compressed or
stretched so that they display the CRAI in the scale of percentage time of the day,
instead of actual time.
CRTA patterns for the three days. This subject is quite active in the middle of the
day, which is indicated by the synchronized jumps in the day-specific curves around
the 30%-50% section of the x-axis. Moreover, the black curve is higher suggesting
that Subject 3056 spent more time being active on Day 1 than on either Day 2 or
Day 3. Figure 3.4(c) suggests a different activity pattern for Subject 3092. On Day 1
and Day 2, the subject shared a similar CRTA pattern, but with different end points.
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After a large jump around 10% of Day 1, the black curve remains roughly parallel to
the red curve. This suggests that Subject 3092 had a short but active period after
getting up on Day 1, but spent the rest of the day with an active/inactive pattern
similar to that of Day 2. In contrast, on Day 3, the subject did not spend much time
being active until the middle of the day, but then became very active for the rest of
the day, leading to a high TA for that day. Such trends and differences seem obvious
in Figure 3.4, but are hard to notice in Figure 3.3.
3.3.2 Activity intensity
Time active is a measure of how long the person was active without information
about how intense the activity was. Herewe propose measurements that describe
the entire spectrum of activity intensities. We estimate “Activity Intensity” as the
standard deviation of the raw accelerometer signal relative to the standard deviation
in the signal during non-wearing or rest. Thus, activity intensity will be expressed
in sigma units, where sigma is the variation of the time series during non-wearing
or rest. This approach has the potential to mitigate some of the inherent problems
associated with accelerometer measurements. First, data will be normalized on a
scale that can be interpreted in units of intensity of activity relative to the systematic
noise (non-wearing time variability of the signal). This may reduce device- and day-
specific systematic deviations in measurements. Second, measurements from the same
type of accelerometer from different people and locations are more comparable and
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have similar interpretation: observed variability relative to signal variability when the
device is not perceptively moving. Third, the approach automatically mimics human
information processing. Indeed, a human observer would naturally focus on areas
of high, moderate and low variability; activity intensity quantifies this qualitative
process.
We define σi(t) = {σi1(t), σi2(t), σi3(t)} as the local standard deviation at time
point t calculated in each one second interval (H = 10). We estimate the av-





t∈Ti I{Li(t) = 0}. The summation t ∈ Ti stands for each time point t in the
rest period Ti. The average standard deviation σi = {σi1(t), σi2(t), σi3(t)} quantifies
the device-specific variation when the device is either not worn or the person is at rest.
We estimate σi using the periods when the subjects was sleeping or resting. Activity
intensity (AI) is defined as AIi(t) = max([{σi1(t) − σi1}/σi1 + {σi2(t) − σi2}/σi2 +
{σi3(t)−σi3}/σi3]/3, 0). Thus, AIi(t) ∈ [0,+∞) and is the difference between the cur-
rent observed standard deviation σi(t) and the average standard deviation σi during
non-wearing/rest periods Ti, relative to σi. The truncation at zero is done to ensure
that every standard deviation below the average standard deviation at non-wearing
is set to zero and that there are no negative AI values. We used the average variabil-
ity in non-wearing/rest periods as reference because it characterizes the systematic
variability of the device.
AI is a complement to TA, which only focuses on time spent while active without
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information about how active the subject is. For example, walking and running
continuously for 15 minutes give the same TA (which is 1 because the subject is
active during the whole period), but have completely different AI. Running has much
higher levels of acceleration variation compared to walking, which is characterized by
a larger AI for running. To illustrate this, the bottom panel in Figure 3.3 displays AI
for three subjects (3029, 3056 and 3092). Each bar stands for AI in a 1 second interval
and is colored by their TA values (TA ≤ 0.3: light blue; 0.3 < TA < 0.7: red; TA ≥
0.7: purple). The AI and TA plots for Subject 3092 indicate that AI has a similar
temporal pattern, though spikier and on a different scale. To better understand the
complementarity of AI and TA, it is worth taking a closer look at the AI plot for
Subject 3092. In the middle of day 3 there are two areas with purple bars (TA ≥ 0.7)
among many red bars. In the TA plot they are obvious, whereas in the AI plot
they are not. Thus, Subject 3092 was performing low to moderate intensity activities
continuously during the purple periods, while in-between the subject performed a
series of high intensity activities but with more rest periods.
3.3.2.1 Scalar summaries of activity intensity





which is the average Activity Intensity for day j of Subject i. Similarly, the Activity
Intensity Variability is AIVij =
√∑Tij
s=1{AIi(s+ t0ij − 1)− AIMij}2/Tij, which is the
standard deviation of AI. These measurements are similar to TA, though they focus
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more on the levels of activity and less on whether or not the subject moved.
3.3.2.2 Cumulative Relative Activity Intensity





ij − 1)/Tij, which is
the cumulative sum of AI of Subject i up to time t in day j. Recall that AIi(t)
is a measure of how much larger is the variability of the accelerometer time series
data in a time window centered at t relative to its variability at non-wearing time
periods. Thus, AIi(t) is a proxy for the instantaneous intensity of human movement
as measured at the hip by an accelerometer. Thus, CRAIij(t) is a proxy measure of
cumulative energy measured at the hip during movement up to time t of the day. To
mitigate the effect of different lengths of day we divide this cumulative sum by Tij.
The bottom panels in Figure 3.4 display CRAIij(t) for the same three subjects shown
in the top panels. However, CRAI does provide something different. For example,
in Figure 3.4(e), Subject 3056 had almost the same pattern of CRAI on Day 1 and
Day 3. However, the black curve in Figure 3.4(b) remains higher than the green one,
indicating that the subject spent much more time being active on Day 1. The green
curve catches up with the black one in Figure 3.4(e) at around 35% time of the day,
while the corresponding green curve in Figure 3.4(b) does not. A possible explanation
is that Subject 3056 performed more intense activities in late morning on Day 3 than
on Day 1, with some rest in between. Since CRTA on Day 3 was reduced by rest,
CRAI was equal for the two days.
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3.4 Evaluation of metrics
We evaluate the validity of Activity Intensity and Time Active by comparing the
metrics across subjects and activities. We then conduct an exploratory data analysis
of the association between the proposed metrics with demographic factors and self
report quality of life variables.
3.4.1 Validation of metrics
To validate the TA and AI metrics we focus on the replication part of the study
and compare the metrics within- and between subjects for the same observed activity.
In addition to the free-living data collection, the subjects were also instructed to wear
the device during two lab sessions. During each session, they were asked to perform a
supervised battery of activities that including: walking, stair climbing, chair-standing
and lying on a bed. The start and end times of each activity were recorded by a lab
technician; see [9] for a more detailed description. For a subgroup of 10 subjects we
chose two types of activities, walking and chair-standing, to perform this comparison.
For each lab session we chose two replicates of walking and three replicates of chair-
stands. Figure 3.5 displays the raw data for these activities for Subjects 3056 and
3092. The left side of Figure 3.5 displays 4 repetitions of walking for each subject,
while the right side displays 2 repetitions of chair-standing, each with 3 chair-stands.
Methods described in Section 3.2.2 were used to classify the entire time series into
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“active” and “non-active”. The estimated inactive periods (shaded in light gray) are
highly informative as the human observer only noted when the chair-standing activ-
ity started without detailed information about exact between-activity duration. For
walking, the entire period was classified as “active”, as it should. We start by defin-
ing the activity intensity as “the total acceleration at a particular time point after
removing global average accelerations relative to rest”. Thus, any device designed
to measure activity intensity in an unbiased way is a valid instrument. Of course,
we do not actually have activity intensity and it is hard to check whether instru-
ments are biased. Instead, we settle for the next best thing: checking measurement
reproducibility across repetitions of the same activity and across devices.
The probability density functions of AI during walking and chair stands are shown
in Figure 3.5. AI is calculated for every second and displayed as black bars under the
corresponding raw-data plots. The densities of AI during walking are quite consistent
within- and between-subjects. Similar results were found for all 10 subjects with in-
lab data. The density curve of AI for chair-stands is different, though it displays a
lot of similarity within subjects with more variability across subjects. The difference
in histogram shapes between walking and chair standing is probably due to the fact
that chair standing consists of three different sub-activities: resting, standing-up
and sitting-down. The AI for chair-stands is low during inactive periods and high
during active periods. AI during these sub-activities were quite similar within subjects
across visits. In the supplementary material we also show results comparing walking
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Figure 3.5: Metrics validation results for Subject 3056 and Subject 3092 during two
different visits. In each visit, there are two replicates of walking and three replicates
chair stands. The raw data during these periods as well as the Activity Intensity were
plotted below the probability density curves of AI. In the plots of raw signals and plots
of AI, each gray grid stands for one second. A lot of similarities of AI can be observed
within and across subject, while the modes of the distributions are very close. Also,
AI picked up the change of variability of the signal during sudden movements such as
standing-up-from-chair and assigned low values to the resting periods (both standing
and sitting).
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normally and briskly. Results indicate that both median and standard deviation of AI
increases across subjects when switching from normal to brisk walking. To quantify
these differences we calculated the intraclass correlation (ICC) for walking and chair-
stands. For walking the replicates are the median AI for the first and second walking
period in each visit for each of the 10 subjects, respectively. The ICC for median AI
for walking was 0.92. For chair-stands we manually identified the exact periods of the
first, second and third replicates of chair-stands in each visit. Within each replicate
we calculated the mean AI for visit 1 and 2. The ICC for mean AI for chair stands
was 0.83.
3.4.2 Association with health outcomes
We now conduct an exploratory data analysis on 34 subjects from the LifeMeter
study who had at least three complete days of accelerometer recordings. We investi-
gate the possible association of Time Active mean (TAM), Activity Intensity Mean
(AIM), Time Active Variability (TAV) and Activity Intensity Variability (AIV) with
several different covariates: Marital Status (Marstat), Sex, Self-Reported General
Health (SRH), Quality of Life (QOL), Age, Education (Edu) and Weekend. The age
range of the 34 subjects (25 females: Sex= 1) was between 59 to 80, with a mean age
of 68.9. Marital status is labeled as: married, separated, divorced, widowed, never
married; “married” is the baseline category. Education, SRH and QOL are all treated
as 0/1 variables. For education, 0 stands for having gone to high school or less (20
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subjects) and 1 stands for having gone to some college or more (14 subjects). For
SRH and QOL, 1 is for overall poor ratings (18 subjects for SRH and 21 for QOL)
and 0 is for overall good ratings (16 subjects for SRH and 13 for QOL); “weekend”
is 1 for a weekend day and zero otherwise.
Figure 3.6 displays the measurements for each of three days plotted versus covari-
ates; results for different regression models are shown in Table 3.1 of the web supple-
ment. Models were fit using generalized estimating equations with an exchangeable
assumption for days within subject. Several significant predictors were identified: Sex
(women were found to have longer time active and higher variability in intensity),
Age (older individuals had lower activity intensity mean and variability), SRH (worse
health status was associated with less activity) and being divorced (was associated
with less activity). The weekend effect was not found to be significant (p-value > 0.5)
in this data set. Separate models for women confirmed both the negative effect of
worse SRH and of being divorced. We found a significant association between age and
all 4 outcomes, indicating that, as age increases, both the activity level and variabil-
ity decreases. Women who were never married tend to spend more time being active
and exhibit a higher variation in time active. Similar results were found when SRH
was replaced with QOL. The full analysis is provided in the online supplementary
material.
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3.5 Discussion
We provide a transparent, easy to use, and reproducible normalization approach to
extract and summarize relevant metrics from raw tri-axial accelerometry data. Hav-
ing a simple, explicit formula is a sine-qua-non for further refinements if the needed
general discussion among researchers and users is to take place; we have provided a
first step in the direction of increased transparency. Most importantly, the AI and TA
measures have two built-in fail-safes: 1) using raw tri-axial accelerometer data allows
future integration of data from multiple studies and platforms; and 2) using nor-
malization with respect to sedentary and non-wear periods will likely mitigate small
and moderate batch effects. Evaluating AI and other accelerometry measurements is
difficult in the entire population, though validation in well defined sub-populations is
probably the right approach. Our perspective is different from the current scientific
practice that “acceleration is a measure of energy expenditure” or that “acceleration
is a measure of a level of activity”. Indeed, we consider that an accelerometer mea-
sures acceleration in three different directions at a particular part of the human body.
R code is available by request and will be made available online.
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3.6 Supplementary Materials
3.6.1 More on the analysis of association with health
outcomes
We conduct an exploratory data analysis on 34 subjects from the LifeMeter study
who had at least three complete days of accelerometer recordings. Subjects were
instructed to wear the device for about 4-5 days in the free-living environment, except
when they were taking a shower, swimming, or sleeping. During these times the device
was taken off and placed on a table. Demographic information was collected for
every subject. We investigate the possible association of Time Active mean (TAM),
Activity Intensity Mean (AIM), Time Active Variability (TAV) and Activity Intensity
Variability (AIV) with several different covariates: Marital Status (Marstat), Sex,
Self-Reported General Health (SRH), Quality of Life (QOL), Age, Education (Edu)
and Weekend. The age range of the 34 subjects (25 females: Sex= 1) was between
59 to 80, with a mean age of 68.9. Marital status is labeled as: married, separated,
divorced, widowed, never married; “married” is the baseline category. Education,
SRH and QOL are all treated as 0/1 variables. For education, 0 stands for having
gone to high school or less (20 subjects) and 1 stands for having gone to some college
or more (14 subjects). For SRH and QOL, 1 is for overall poor ratings (18 subjects
for SRH and 21 for QOL) and 0 is for overall good ratings (16 subjects for SRH and
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Figure 3.6: 7 different covariates (Marital Status, Sex, Self-reviewed Health, Quality
of Life, Age, Education and Weekend) plotted with 4 outcomes (Time Active Mean,
Activity Intensity Mean, Time Active Variability and Activity Intensity Variability).
The values of covariates are slightly jittered to better reflect their relationship with
the outcomes. Male and female subjects are illustrated in blue and red cross-hairs,
respectively.
13 for QOL); “weekend” is 1 for a weekend day and zero otherwise.
Figure 3.6 displays the measurements for each of three days plotted versus co-
variates. Male and female subjects are depicted in blue and red, respectively. We
started by fitting four models, each for a different outcome: TAMij, AIMij, TAVij,
and AIVij. Here i = 1, 2, . . . , 34 are subjects and j = 1, 2, 3 are days. Models were
fit using generalized estimating equations with an exchangeable assumption for days
within subject. Several significant predictors were identified from all or some of the
models: Sex (women were found to have longer time active and higher variability in
intensity), Age (older individuals had lower activity intensity mean and variability),
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SRH (worse health status was associated with less activity) and being divorced (was
associated with less activity). The weekend effect was not found to be significant
(p-value > 0.5) in this data set.
The high correlation (0.71) between SRH and QOL may indicate over-adjustment
for measures of self-reported quality of life. Thus, we refit four simpler models: one
with SRH and the other with QOL. The coefficients and their p-values are shown in
Table 3.1. Results indicate that: a) SRH and being divorced (Marstat= 3) are both
significantly associated with all activity outcomes; b) a worse SRH is associated with
lower TAM, AIM, TAV and AIV; and c) being divorced is associated with lower TAM,
AIM, TAV and AIV. Age was found to be weakly associated with TAM and AIM,
implying that there may be a significant decrease of average time active and activity
intensity with age. We further quantify associations for women, as there were only
9 men in the sample. Results in Table 3.1 confirm both the negative effect of worse
SRH and of being divorced. We found a significant association between age and all
4 outcomes, indicating that, as age increases, both the activity level and variability
decreases. Women who were never married tend to spend more time being active and
exhibit a higher variation in time active. Similar results were found when SRH was
replaced with QOL.
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Table 3.1: Estimated regression coefficients for 8 different models. Models are de-
fined by the outcome (labeled “TAM”, “TAV”, “AIM”, “AIV”), number of subjects
(labeled as “All, n = 34” or “Female, n = 25”), and covariates (displayed under the
outcome). The baseline for models labeled “All, n = 34” is “married subject”and for
models labeled “Female, n = 25” is “married female”.
Coefficients Estimate p-value Coefficients Estimate p-value
TAM: (All, n = 34) AIM: (All, n = 34)
Intercept 0.431 0.002 * Intercept 8.507 0.005 *
Gender 0.036 0.022 * Gender 0.041 0.905
SRH −0.068 < 0.001 * SRH −1.239 < 0.001 *
Age −0.004 0.047 * Age −0.080 0.060 .
Separated 0.077 0.360 Separated 0.471 0.684
Divorced −0.096 < 0.001 * Divorced −1.776 < 0.001 *
Widowed 0.021 0.346 Widowed −0.173 0.614
Never married 0.015 0.524 Never married −0.212 0.575
TAV: (All, n = 34) AIV: (All, n = 34)
Intercept 0.436 < 0.001 * Intercept 12.241 < 0.001 *
Gender 0.024 0.028 * Gender −1.546 0.015 *
SRH −0.048 < 0.001 * SRH −1.637 < 0.001 *
Age −0.001 0.293 Age −0.073 0.107
Separated 0.049 0.100 Separated 0.523 0.569
Divorced −0.064 < 0.001 * Divorced −1.982 0.006 *
Widowed 0.012 0.377 Widowed −0.537 0.188
Never married 0.008 0.597 Never married −0.999 0.048 *
TAM: (Female, n = 25) AIM: (Female, n = 25)
Intercept 0.625 0.002 * Intercept 11.308 0.009 *
SRH −0.066 0.003 * SRH −1.171 < 0.001 *
Age −0.006 0.025 * Age −0.118 0.038 *
Separated 0.049 0.585 Separated −0.012 0.993
Divorced −0.140 < 0.001 * Divorced −2.463 0.005 *
Widowed 0.024 0.285 Widowed −0.112 0.755
Never married 0.053 0.006 * Never married 0.489 0.069 .
TAV: (Female, n = 25) AIV: (Female n = 25)
Intercept 0.608 < 0.001 * Intercept 13.821 0.001 *
SRH −0.035 0.006 * SRH −1.246 < 0.001 *
Age −0.003 0.015 * Age −0.115 0.044 *
Separated 0.021 0.518 Separated −0.052 0.962
Divorced −0.075 < 0.001 * Divorced −1.991 0.036 *
Widowed 0.017 0.207 Widowed −0.383 0.353
Never married 0.035 0.007 * Never married −0.049 0.865
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Densities of "Activity Intensity" during Walking of Subject 3106
"Activity Intensity": Multiple SD of the SD during rest
Visit 1, Normal W/K
Visit 2, Normal W/K
Visit 1, Brisk W/K




















































































































































































































































Time (each frame is 1 second)
Visit 1, Rep 1 Visit 1, Rep 2 Visit 2, Rep 1 Visit 2, Rep 2
Figure 3.7: AI for subject 3106 for normal walking (raw data and AI shown in top
panels) and brisk walking (raw data and AI shown in the middle panels). Histograms
of AI for four repetitions of normal walking (histograms shown as solid lines) and
brisk walking (histograms shown as dashed lines.)
3.6.2 More on the validation of Activity Intensity
In this section, we compare AI associated with normal walking and brisk walking
in the two lab sessions discussed in Section 4.1. We chose two replicates of brisk
walking from two lab sessions for 10 subjects. Figure 3.7 and Figure 3.8 display the
raw data and corresponding AI for Subjects 3106 and 3208. In both figures, the first
two rows display raw acceleration and AI for normal walking, whereas the following
two rows correspond to brisk walking. The raw signals of brisk walking exhibit larger
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Densities of "Activity Intensity" during Walking of Subject 3208
"Activity Intensity": Multiple SD of the SD during rest
Visit 1, Normal W/K
Visit 2, Normal W/K
Visit 1, Brisk W/K




















































































































































































































































Time (each frame is 1 second)
Visit 1, Rep 1 Visit 1, Rep 2 Visit 2, Rep 1 Visit 2, Rep 2
Figure 3.8: AI for subject 3208 for normal walking (raw data and AI shown in top
panels) and brisk walking (raw data and AI shown in the middle panels). Histograms
of AI for four repetitions of normal walking (histograms shown as solid lines) and
brisk walking (histograms shown as dashed lines.)
amplitude, which leads to a larger AI, at least on average. The probability density
functions for AI in Figure 3.7 and Figure 3.8 indicate these difference, with the curves
associated with brisk walking being shifted to the right indicating larger average AI
compared to normal walking. Interestingly, the AI distributions corresponding to
brisk walking have a larger standard deviation. This could be due to a number of
reasons including decreased motion control or the persistent need for low acceleration
associated with re-balancing or intrinsic between-stride human walk kinematics.
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Figure 3.9: Left panel: median AI for 10 subjects during normal and brisk walking.
Right panel: standard deviation of AI for for 10 subjects during normal and brisk
walking.
For each subject we also computed the median and standard deviation of AI for
brisk and normal walking, respectively. Figure 3.9(a) displays the median AI for the
10 subjects during normal walking (cross-hairs on the left) and brisk walking (cross-
hairs on the right). The medians for the two types of walking for the same subject are
connected by straight lines. Obviously, AI for brisk walking has larger median than
normal walking for all 10 subjects. Figure 3.9(b) illustrates the similar comparison of
standard deviation of AI. Again, brisk walking corresponds to a larger SD of AI for all
subjects. However, the magnitude of the difference varies from person to person. In
particular, Subject 3106 has the smallest slope in Figure 3.9(a). The corresponding
density plot in Figure 3.7 indicates that separation between the density curves of
AI for normal and brisk walking for this subject is not obvious. This is consistent
with a careful inspection of the raw acceleration time series, which are very hard
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to differentiate. This indicates that some subjects, even when told to walk briskly
cannot really do so. This suggests new ways of measuring ability to walk and move.
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An activity index for raw
accelerometry data and its
comparison with other activity
metrics
4.1 Introduction
Accelerometers are now commonly used to measure physical activity, and are em-
bedded both in research and commercial devices [11, 20, 26, 48, 66, 94]. Figure 4.1
provides a conceptual analytic framework for accelerometer data in physical activ-
ity studies. While most modern accelerometers collect high-resolution signals (e.g.,
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10-100 Hz), the most commonly used data output consists of summary measures
over user-defined epochs (e.g., 1 minute). These measures are obtained by processing
raw data using software developed by device manufacturers (see the panel “DATA
TYPES” in Figure 4.1). For example, both ActiGraph GT3X+ (ActiGraph, Pen-
sacola, FL) and Actical (Phillips Respironics, Bend, OR) software use proprietary
algorithms to calculate an “activity count” (AC) [1, 48], but the two AC are not
equivalent. Thus, AC has become an umbrella term for a large number of proprietary
algorithms, which leads to widespread confusion among health researchers. Summary
measures, such as AC, have been widely used either directly as a measure of physical
activity volume or intensity, or indirectly as a predictor of energy expenditure (see
analysis pathways (c), (d), (e), (f) in Figure 4.1) [12,24,76,77,85,87].
The main reason for using such summary measures is that traditionally they
were the only output of research-grade accelerometers. An important area of re-
search is concerned with establishing the connection between summary measures of
accelerometry and standard measures of physical activity intensity (metabolic equiva-
lents (MET)) and physical activity volume (MET-min) (see review [91]). One goal of
that research is to translate accelerometry summaries into physical activity intensity
categories: sedentary, light, moderate, and vigorous activity. Thus, there are many
calibration studies designed to identify the cut-points for physical activity counts that
correspond to intensity categories [31,35,36,72,75,85], as well as studies designed to
translate count data into METs and caloric expenditure [20,25,81].
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Summary measures
(Epoch: 1-sec, 1-min, etc)
Raw data
(Sample rate: 10~100 Hz)
Physical activity types
Other analysis on summary 
measures: regressing total volume, 
activity trajectory modeling, 
influence of bout and fragmentation 
on health benefits, etc.
How time and total volume are 
subdivided into intensity categories
Energy expenditure, physical activity 
intensity and volume









Figure 4.1: A general framework for accelerometer-related studies. The left panel
illustrates two general data types: raw data and summary measures. The right panel
shows 4 common research interests. The mid panel contains 6 common analysis
pathways between the data and the research interests.
More recently, high-resolution raw accelerometry data has become available on
various devices, including on the ActiGraph GT3X+ and GENEActiv (Activinsights
Ltd, Cambridgeshire, UK) accelerometers. Rather than relying on manufacturer
software, researchers have started to develop new analytic approaches for the raw
data. Of particular interest has been physical activity type recognition (pathway
(a), [9, 13, 28, 42, 73, 80]) and energy expenditure or MET prediction (pathway (b),
[28, 80]) using statistical and machine learning approaches. However, little research
has been focused on developing an explicit, open-source, and reproducible summary
metric based on raw data as an alternative to existing metrics (e.g., AC). The need
for such measures is central to physical activity research, as current definitions of AC
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are proprietary and device- and software-specific [1, 10]. A transparent and publicly
available summary metric derived from raw data has the potential to allow compar-
isons of results across studies that use different accelerometers, improve translation
among studies, and allow a more uniform interpretation of results.
Two notable summary metrics based on raw accelerometry data are Activity In-
tensity (AI0) by Bai et al. [10] and Euclidean Norm Minus One (ENMO) by van
Hees et al. [90]. The AI0 measures the amplitude of the raw accelerometry signal
relative to its amplitude distribution at rest, while ENMO is the vector magnitude
of raw signals after removing 1g (one Earth standard gravitational unit). Both AI0
and ENMO are designed to quantify the magnitude of acceleration during a given
epoch. AI0 has a publicly available formula and clear interpretation. However, its
reliance on the choice of inactive periods and a threshold for systematic noise make
it relatively difficult to implement in large studies. ENMO was also reported to be
highly associated with physical activity energy expenditure [44, 90], but it was not
directly compared with AC. In this paper, we propose a new physical activity index
(AI), which substantially improves AI0 by reducing its reliance on identifying all rest
periods, making it rotationally invariant, and ensuring the consistency of definition
across time domains. We show that AI outperforms both AC and ENMO in terms
of prediction of physical activity energy expenditure and classification of physical
activity intensity.
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4.2 Materials and Methods
4.2.1 Participants
The Objective Physical Activity and Cardiovascular Health (OPACH) Study is
an ancillary study of the Womens Health Initiative 2010-2015 Long Life Study. The
OPACH included a calibration sub-study, where 200 women aged 60 to 91 years old
were invited to participate in one laboratory session to calibrate accelerometry counts
to energy expenditure. This sub-study was approved by the Institutional Review
Boards from each data collection site and by the Womens Health Initiative Clinical
Coordinating Center. Participants were asked to visit the study clinic site where they
signed an informed consent form and completed a brief questionnaire.
4.2.2 Accelerometry
ActiGraph GT3X+, a tri-axial accelerometer, was used in OPACH to measure
physical activity. It was set to collect 30 Hz raw acceleration time series (x, y and
z axes). GT3X+ features an “idle sleep mode” [2], which means when an internal
algorithm detects no movement for 10 consecutive seconds, the last sampled raw
acceleration value during the 10th second is repeated infinitely until movement is
detected by the algorithm again. The ActiLife 6 companion software could then
calculate axis-specific AC (ACx, ACy and ACz for 3 axes) and the AC Vector Mag-
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z), which is the square root of the sum of square of the
axis-specific AC) using the raw acceleration time series. The AC Vector Magnitudes
are referred to as AC in the rest of this manuscript. An optional data processing
procedure called “Low Frequency Extension (LFE)” [3] was also implemented while
calculating AC. This is a variation on the AC measurement designed to improve ACs
sensitivity to sedentary and light activities [21]. AC with and without LFE were both
calculated and used in this paper.
4.2.3 Data collection
The participants performed several standardized tasks while simultaneously wear-
ing an accelerometer, a heart rate monitor, and a portable indirect calorimeter to
measure oxygen uptake. The hip-worn accelerometer was placed at the iliac crest
and secured with a belt. Oxygen uptake (VO2) and heart rate were measured con-
tinuously during the physical activity tasks using the Oxycon Mobile (CareFusion,
Rolle, Switzerland), a portable, battery operated, breath-by-breath metabolic unit.
The tasks of the calibration study were selected to vary in intensity from sedentary
to moderate intensity in older women. Women provided Borg ratings of perceived
exertion (RPE) [15] for each task to ensure level of effort did not exceed moderate-
intensity. With the exception of treadmill walking at different speeds, participants
rested ≥ 2 minutes between activities so that heart rate could return to within 10
beats/minute of resting heart rate. Simultaneous measurements of accelerometer
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counts, heart rate, and VO2 were recorded during the entire period for each physical
activity. The duration of tasks was chosen to achieve steady rate metabolism for
measurement of task-specific oxygen uptake. The participants performed tasks in
the following order: watching DVD while sitting quietly (alias: DVD), assembling
puzzle while sitting (alias: PUZZ), washing dishes while standing (alias: DISH),
doing laundry while standing (alias: LAUD), 400-meter walking (alias: WALK), dust
mopping while standing (alias: MOP), treadmill walking at 1.5mph (alias: TM15),
and treadmill walking at higher speed, either 2.0mph (alias: TM20) or 2.5mph (alias:
TM25) depending on the RPE. Determination of a 2.0 mph vs. a 2.5 mph pace for
the second walking stage was based on participants RPE after 5 minutes into the 1.5
mph walk. At this point, women reporting a RPE of ≤ 11 walked at the 2.5 mph
pace, while those reporting a RPE of 12-14 walked at the 2.0 mph pace. Women with
a RPE ≤ 14 did not continue with the faster paced treadmill walk.
In the rest of the paper, the physical activity types are referred to by their aliases.
The raw accelerometry data were used to compute AI and ENMO. The VO2 was
converted to average energy expenditure during each activity in METs, by dividing
the oxygen intake by 3.5 mL/(kg·min). In addition, standard measurements such
as weight, height and blood pressure were taken during the laboratory visit. More
details about these measurements and protocol can be found elsewhere [31].
78
CHAPTER 4. ACTIVITY INDEX
4.2.4 The new Activity Index
Raw accelerometer data measure total acceleration from both device movement
and gravity; the latter of which is always 1g downward. As previously reported [10],
the variability of raw acceleration signals (standard deviation or variance) in short
epochs (e.g., 1 second) removes gravity and provides a summary measure of movement
intensity. The standard deviation captures the magnitude of the signals oscillation.
When the frequency of such oscillation increases (e.g., when the accelerometer wearer
switched from walking to running), the standard deviation can detect the increased
variability of the signals, while the mean may not change accordingly. Thus, we chose
to use the variance of raw accelerometry data along the three axes as building blocks
to construct the proposed metric.
Specifically, let σ2im(t;H) denote the variance of participant is acceleration signals
along axis m (m = 1, 2, 3) in the window of length H starting at t. We then aggregate












so that it yields zero values when the device is not moving. σ̄2i depends on the accuracy
of the device and can be calculated using raw data in periods while the accelerometer
is not moving. Specifically, σ2im (m = 1, 2, 3) is the average of σ
2
im(t;H); t ∈ Ti where
Ti stands for collection of time points t when the accelerometer is not moving. The
proposed Activity Index, AIABSi (t;H), for an epoch of length H starting at time t is
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The AI captures the variability of device acceleration in excess of systematic noise
and has the same unit as “g”.
In practice, we found that the AI is typically in a narrow range, as expressed in
unit of “g”, especially for sedentary to light activities. To enhance interpretability,
we also present a modified version of AI on a relative scale. Specifically, we further













so that an AI value of 1 is equivalent to the smallest amount of variability detectable
by the device. The values of the relative scale AI spread in a wider range similar to
AC, and might be preferred by some researchers. For studies that utilize the same
accelerometry device for all participants, two versions of the AIs are directly propor-
tional, with the constant of proportionality equal to σ̄2i , so their performances are
equivalent. In the application to the OPACH study, we reported results using the
relative scale AI in the application for ease of presentation and interpretation. De-
tailed definitions of all these quantities are provided in the Supplementary Materials
in Section 4.5.
The newly proposed AI has three desirable properties: ease of implementation,
additivity, and rotational invariance. As these properties hold for AI in both ab-
solute and relative scale, we denote the new AI as AInewi (t;H) regardless of its
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scale. With an explicit formula, AInewi (t;H) could be implemented in a computa-
tionally efficient way for large epidemiology studies with tens of thousands of par-
ticipants wearing accelerometers. For additivity, we defined the second-by-second
AInewi (t;Hs) to be the finest level for computing AI, where Hs was the window
size for one second. Any aggregated AI (e.g., 1-minute AI or AInewi (t; 60Hs)) was
obtained by summing up all the adjacent 1-second AIs within that period (e.g.,




i (t+ s− 1;Hs)). Rotational invariance means that the
AI summarizes the magnitude of movement over three axes, regardless of whether the
orientation of the device.
These properties are described in the discussion, while the technical details and
proofs are included in the Supplementary Materials in Section 4.5. Note that although
previously proposed AI0 [10] was also based on standard deviation of acceleration
signals, it had several drawbacks and did not possess the three properties discussed
above. Specifically, AI0 requires a participant-specific tuning parameter for the metric
normalization, while AI only requires a device- or study-specific tuning parameter.
Unlike AI, AI0 does not guarantee rotational invariance because it combines variability
from 3 axes using the sum of standard deviations instead of the sum of variances.
More details on the difference between AI and AI0 is included in the Supporting
Information.
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4.2.5 Statistical analysis
4.2.5.1 Data processing
Among 200 women from the OPACH calibration study, 194 had complete raw ac-
celerometry data available, which were used in our analysis. Second-by-second AI was
computed for each participant during each physical activity. Due to the “idle sleep
mode” of the ActiGraph, the 10-second periods in the beginning of the selected non-
wear (idle) periods were used to estimate σ̄i. We calculated σ̄i for 10 participants and
found them to be very close to each other. Such consistency of σ̄i across different par-
ticipants (or essentially, devices) allowed us to combine them into σ̄ =
∑I
i=1 σ̄i, which
was a study-specific systematic variation. Using σ̄, second-by-second AInewi (t;Hs)
was computed for Participant i at time t. Second-by-second ENMO was computed






m=1 {Xm(t+ s− 1)}2
]
s = 1, 2, . . . , Hs
}
during each one-second window [t, t+Hs − 1] [44], where X1(t), X2(t) and X3(t) are
the raw acceleration signals of each axis and Hs is the window size for one second.
The corresponding AC and AC with LFE at each second were computed using the
ActiLife software.
4.2.5.2 Directly comparing AI, AC and ENMO
Second-by-second AI, AC, and ENMO measurements were compared using dif-
ferent approaches. First, scatterplots of AI versus AC, and AI versus ENMO, for
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randomly selected participants were explored. Second, for each of AI, AC, AC (LFE),
and ENMO, a boxplot of pooled metrics across all participants was generated for all
9 physical activities. Third, receiver operating characteristic (ROC) analyses were
conducted to assess and compare the performance of AI, AC and ENMO in distin-
guishing different activity types. More specifically, we illustrated comparisons with
examples of 4 pairs of activities: DVD vs. DISH, DVD vs. LAUD, DVD vs. PUZZ
and WALK vs. MOP. The area under the ROC curves (AUC) was used to evaluate
the prediction performance of each measurement, as it represents the accuracy of the
test to discriminate between two samples, with values significantly greater than 0.5
indicating better discrimination than by chance alone.
4.2.5.3 Comparing MET prediction performance of AI, AC
and ENMO
We compared AI, AC, and ENMO in terms of their predictive performance of
energy expenditure, as measured by a portable indirect calorimeter in METs. Me-
dian METs during each activity were analyzed together with median AI, AC, and
ENMO during each activity type. Scatterplots of AI, AC, and ENMO versus METs
were used for visual inspection of these associations, with Pearson correlation coef-
ficients reported. We also evaluated the performance of AI, AC, and ENMO when
differentiating between activities of different intensities as defined by thresholds on
METs. Sedentary behaviors were defined as those with MET< 1.5, light activities as
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those with MET∈ [1.5, 3) and moderate-to-vigorous activities as those with MET3.
AUC was used to compare the prediction performance of these metrics to distinguish
between activities performed at different levels of energy expenditure.
Software. AC and AC (LFE) were computed using ActiLife (version 6.11.8;
ActiGraph, Pensacola, FL). AI and ENMO computation, as well as the statistical
analysis were performed in R (version 2.15.3; R Foundation for Statistical Comput-




The 194 women used in our analysis had a mean age of 75.4 years (standard
deviation 7.7), with 21.6% (n = 42) between 6069 years, 44.8% (n = 87) between
7079 years, 31.4% (n = 61) between 8089 years, and 2.1% (n = 4) between 9091
years. For body mass index, the participants were evenly distributed across normal
weight, overweight, and obesity categories (n = 68, 60 and 63, respectively), while 3
participants were underweight.
Summary statistics (mean and standard deviation) for AI, AC, AC (LFE), and
ENMO from the study are shown in Table 4.1. For sedentary, light, and moderate
activities, the mean of AI and both ACs increased in the order of the energy cost
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DVD 194 0.61(3.03) 0.42(5.06) 0.53(5.35) 0.001(0.004)
PUZZ 193 5.20(5.69) 2.21(9.20) 3.39(10.04) 0.001(0.004)
DISH 194 9.33(7.66) 4.53(12.29) 6.43(13.17) 0.002(0.007)
LAUN 194 13.53(9.73) 12.15(19.79) 15.38(20.19) 0.002(0.006)
MOP 193 25.57(13.55) 29.69(25.22) 33.73(24.66) 0.011(0.015)
WALK 190 61.88(19.78) 43.49(19.41) 48.06(18.94) 0.073(0.033)
TM15 171 41.62(10.37) 24.61(16.15) 29.80(15.41) 0.041(0.018)
TM20 53 49.30(13.30) 31.02(19.45) 36.18(18.75) 0.052(0.021)
TM25 90 63.60(15.08) 42.02(15.59) 46.62(15.19) 0.076(0.025)
of the activities: DVD, PUZZ, DISH, LAUN and MOP. However, the mean ENMO
for the first four activities were similar, suggesting that ENMO may underperform
the other metrics in terms of distinguishing between types of sedentary and light
activities. For the three treadmill walking speeds, all metrics performed as expected,
increasing as the speed increased from 1.5mph to 2.5mph. However, the ratio of the
mean divided by the standard deviations of ENMO and both ACs were substantially
larger than that of AI for each activity, indicating smaller heterogeneity for AI.
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4.3.2 Directly comparing AI, AC and ENMO
Figure 4.2 displays second-by-second scatterplots of AI (y-axis) versus AC (x-axis)
(Figure 4.2A) and AI (y-axis) versus ENMO (x-axis) (Figure 4.2B) for a randomly
selected participant. The dots were rendered in different colors to distinguish among
different activity types (one color per activity). To reduce over-plotting, we randomly
sampled 100 seconds from each activity and only displayed the AI, AC and ENMO
during these sampled seconds. The figure shows that ACs and ENMOs were often
equal or very close to 0 for sedentary behaviors such as DVD and PUZZ. For light
intensity activities including DISH and LAUN, AC displayed a wide spread in the
range 060 with many zero values, while AI values were mostly nonzero and tended to
be more clustered for each activity type. ENMO was highly correlated with AI for
moderate activities (MOP, WALK, TM15, TM20 and TM25).
Figure 4.3 illustrates the distribution of AI, AC, AC (LFE), and ENMO (after
pooling all participants) for each activity. It confirmed that both AC and ENMO
(Figure 4.3B, 4.3D) had values very close to 0 for sedentary and light activities (such
as DVD, PUZZ, DISH, and LAUN). Though LFE increased ACs sensitivity to seden-
tary and light activities (Figure 4.3C), there were still substantial zero counts for
DVD, PUZZ, and DISH (with median close to zero). In contrast, AI in Figure 4.3A
displayed distributions that were more separable for different activities, as the me-
dian AI values increased with activity intensity. For high light to moderate intensity
physical activities, such as 400-meter walking and treadmill walking, the values of all
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Figure 4.2: Scatterplots of Activity Index (AI, y-axis) versus activity count (AC, x-
axis) (A) and AI (y-axis) versus Euclidean Norm Minus One (ENMO, x-axis) (B) for
a randomly selected participant. Each point representing activity summery metrics in
a 1-second interval. The points were rendered in different colors to represent different
activity types. A random sample of 100 seconds were shown for each activity to
reduce over-plotting.
four metrics were more concentrated and increased with gait speed. These observa-
tions implied that AI provides summary metrics for raw accelerometry signals that
are more likely to be distinguishable among activities.
Figure 4.4 displays the four ROC plots of distinguishing various types of sedentary
to light activities using AI, AC and ENMO. The solid, purple dashed, orange dashed,
and dotted curves were ROC curves of AI, AC, AC (LFE), and ENMO, respectively.
The dashed and dotted curves in Figure 4.4A and 4.4C were closer to the diagonal
line (equivalent to a random guess classifier), while the corresponding solid curve was
much higher overall. It indicated that neither AC nor ENMO could effectively dif-
ferentiate DVD from DISH or PUZZ (AUC smaller than/close to 0.50), whereas AI
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Figure 4.3: Comparison of the boxplots of Activity Index (AI), activity count (AC),
AC with Low Frequency Extention (LFE) and Euclidean Norm Minus One (ENMO)
during different types of activities. Outliers outside of the upper and lower whiskers
are omitted. Each type of summary metric from all the participants were pooled
together and plotted according to the type of activity.
performed much better with an AUC greater than 0.90. The predictive performance
of AC and ENMO increased with METs (in the order of PUZZ, DISH and LAUD),
but AI had substantially higher AUCs in all cases. In general, AC with LFE had
greater AUC than both AC without LFE and ENMO, corresponding to better pre-
dictive performance for sedentary and light activities (Figure 4.4A, 4.4B and 4.4C).
Figure 4.4D displays the performance of AI and AC for a pair of moderate to vigorous
physical activities (MVPA), MOP versus WALK. For this pair of activities of the pre-
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Figure 4.4: The “receiver operating characteristic” (ROC) curves for distinguishing
four pairs of activity types, using Activity Index (AI, solid curves) or activity count
(AC, dashed curves in different color for AC with and without Low Frequency Ex-
tension (LFE)) or Euclidean Norm Minus One (ENMO, dotted curves), respectively.
The corresponding area under the curve (AUC) of each ROC curve is given in the
legend section.
diction performance of AC with and without LFE was very close (AUCs ∼ 0.700.71).
This suggests that LFE enhanced the prediction performance of AC for sedentary to
light activities but not for moderate activities. AI and ENMO out-performed both
versions of AC in this case, with an AUC of 0.93 and 0.95, respectively. Figure 4.4
confirmed that AI provided most distinguishable summary metrics for activities at
every level of activity intensity, while AC and ENMO performed well only for MVPA.
In addition, ENMO performed as well as AI for MVPA.
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4.3.3 Comparing MET prediction performance of
AI, AC and ENMO
Figure 4.5 shows scatterplots of METs versus four metrics: AI, AC, AC (LFE) and
ENMO. The METs were positively correlated with all four metrics, with coefficients
of determination (R2) values of 0.72, 0.54, 0.59 and 0.62 for AI, AC, AC (LFE) and
ENMO, respectively. Although the ACs and ENMOs were correlated with METs,
they were close to 0 for DVD, DISH and PUZZ, while ENMO was close to 0 even for
LAUN. In contrast, the MET values for these activities were different, suggesting that
ENMO and AC may underperform in terms of predicting low intensity activities. The
AC (LFE) exhibited slightly improved sensitivity to sedentary and light activities. In
contrast, AI tracked the increase in METs much closer for all activities.
ROC analyses were conducted to further quantify these findings. Figure 4.6 pro-
vides the ROC curves of AI, AC (with and without LFE) and ENMO to classify
activity intensity categories such as sedentary (< 1.5 METs), light (1.5-3 METs) and
MVPA (> 3 METs). AI performed better than AC for all activities, while ENMO had
slightly worse performance than AC for sedentary and light activities (Figure 4.6B
and 4.6C, with AUC 0.85 v.s. 0.86 and 0.74 v.s. 0.75). ENMO performed very well
when differentiating MVPA and other activities (Figure 4.6C), with a AUC compa-
rable to that of AI (0.97 v.s. 0.96). The predictive performance of both versions of
AC and ENMO was better for MVPA versus light activities (Figure 4.6A) than light
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DVD DISH LAUN WALK PUZZ MOP TM15 TM20 TM25
Figure 4.5: Scatterplots of metabolic equivalents (METs) versus Activity Index (AI)
(A), activity count (AC) (B), AC with Low Frequency Extension (LFE) (C) and
Euclidean Norm Minus One (ENMO) (D). MET is on x-axis for all four plots, while
AI, AC, AC (LFE) and ENMO are on the y-axis in (A), (B), (C) and (D), respectively.
Each point in the figure represents a participant’s median METs during a certain
activity (rendered in different colors) versus the median AI, AC or ENMO while
he/she was performing the same activity.
versus sedentary activities (Figure 4.6C). This indicates that both AC and ENMO
are severely limited as classifiers of sedentary and light activities. The AC (LFE)
performed better than AC for distinguishing between sedentary and light activities
(AUC increased from 0.75 to 0.85 in Figure 4.6C). The AUC for predicting light versus
MVPA was about the same for AC with and without LFE (both 0.92 in Figure 4.6A).
This indicated that LFE does not substantially improve the predictive performance
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Figure 4.6: The “receiver operating characteristic” (ROC) curves of Activity Index
(AI), activity count (AC), AC with Low Frequency Extension (LFE) and Euclidean
Norm Minus One (ENMO) to predict whether metabolic equivalents (MET) is smaller
or greater than 3 (A) and 1.5 (B), and whether MET is bigger than 1.5 but smaller
than 3 (C). The ROC curves for AI, AC and ENMO are solid, dashed and dotted,
respectively, while AC with and without LFE are rendered in purple and orange. The
corresponding area under the curve (AUC) of each ROC curve is given in the legend
section.
of AC for MVPA.
4.4 Discussion
We proposed AI, a new metric of physical activity based on high-resolution raw
accelerometer data. The AI has several desirable properties including transparency,
ease of deployment, additivity, and rotational invariance. The new metric was com-
pared to the established AC (with and without LFE) and ENMO using laboratory
data from 194 women 60-91 years of age in the OPACH Study. We found that the
AI was the best in distinguishing among various types of physical activities across
different intensity levels. AI had the best overall performance in terms of predicting
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energy expenditure expressed in METs, and had better predictive performance for
classifying an epoch into various physical activity intensity categories.
As the systematic noise σ̄i for AI computation is determined using a pre-annotated
“non-wear period”, AI could be implemented in large epidemiology studies with low
effort. The non-wear periods may be obtained in various ways. First, participants
could report non-wear periods. Second, data could be collected while accelerometers
are placed on a desk, before being used in the study. In this case, the standard
deviations, σ̄i, are accelerometer-specific, instead of participant-specific. Therefore,
only one σ̄i needs to be computed for each accelerometer used in the study, and the
same σ̄i can be used for all participants who use the same accelerometer. Third, a
published algorithm [22,23] could be used to identify non-wear periods. Moreover, as
in our data analysis, we could further combine all the standard deviations, σ̄i, into
a “study-specific” standard deviation, σ̄, and use this single parameter throughout a
study. As long as σ̄i’s are not very different across accelerometers, this approach is
reasonable. A simple histogram of σ̄i can indicate whether the assumption is valid in
the study and could identify miss-calibrated accelerometers.
The additivity and rotational invariance are both desired measurement properties
that define the new AI as a proper physical activity measure. AI is additive in
the sense that AI values in different epochs can be added to provide an aggregated
AI that is consistent across resolutions. Additivity is an important self-consistency
feature, as it ensures that AI is comparable and generalizable across studies. For
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instance, if Study A suggests that people use 30 AI per second as the cut-off for light
intensity and moderate intensity activities, it is equivalent to suggest 30× 60 = 1800
AI per minute as the cut-off in Study B that calculates AI per minute. Moreover,
AIs rotational invariance guarantees it remains unchanged while the participant is
performing the same type of physical activity with a rotated accelerometer placed at
the same location on the body. This property is crucial in practice. In many studies
that collect free-living data the device can rotate or tilt when they are being equipped
or during the data collection. Our proposed AI theoretically guarantees rotational
invariance and reduces noise and bias due to rotation in practical applications. We
expect that this will translate in better robustness to rotations and small changes in
location on the body.
Although summary measures like AI, AC, and ENMO do not retain all the infor-
mation in the raw data, analyses based on these metrics should remain a major part of
research, due to the substantially reduced data size and explicit interpretation. Fig-
ure 4.1 indicates that the majority of analysis pathways rely on summary measures.
Our proposed AI is an open-sources alternative to the popular AC for summarizing
the raw data, which is a crucial bridge between the raw data and summary measures.
To demonstrate AI is indeed a better method than others to summarize raw data, we
showed the AI yielded to more distinct values than AC and ENMO based on the raw
data of different activities. AI was also more highly correlated with METs than AC
and ENMO, and performed much better while used to classify activities of different
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intensity categories. Both Evenson et al. [31] and our study showed that although
ActiGraph attempted to improve AC using LFE to better capture low-amplitude
movement [33], the improvements over standard AC are modest. ENMO is another
important open-source summary metric for raw accelerometry data, but was proved
to be outperformed by AI for sedentary and light activities. We contend that replac-
ing or complementing AC with AI would provide much-needed transparency for raw
data processing and will greatly enhance the characterization of sedentary and light
activity.
While the comparison of AI with other metrics was conducted using data from a
group of older women, AIs advantage over AC and ENMO is not limited to this pop-
ulation. Indeed, the approach summarizes information contained in the acceleration
time series data, which are independent of population characteristics. While we have
demonstrated that AI outperforms AC and ENMO in terms of quantifying sedentary
and light activities, it also performs better (than AC) or equally well (as ENMO) for
MVPA. Therefore, while populations of other ages also perform activities in these
four intensity categories and produce similar acceleration time series, we expect that,
in those cases, AI will still have better performance at least for sedentary and light
activities. Future studies on youth and young adults, employing a range of physical
activity intensities, can explicitly test this.
Our work has several potential limitations. For example, only one type of ac-
celerometer, the ActiGraph GT3X+, was considered in this study. It remains an
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open problem to compare the AI collected from other devices, though we expect
consistent results for well-calibrated accelerometers. Shaker studies or studies using
several devices simultaneously could be conducted to answer this type of question.
Another limitation is that we only investigated data from hip-worn accelerometers.
As many current studies have moved towards wrist-worn accelerometers to improve
compliance, it is important to understand how AI performs for wrist-worn accelerom-
eters. A final noteworthy limitation is our focus on women age 60 years and older.
Exploration in other samples is warranted. Nevertheless, the proposed AI provides
a novel and transparent way to summarize densely sampled raw accelerometry data,
and may serve as an alternative to AC.
4.5 Supplementary Materials
We first illustrate in detail how Activity Index (AI) is formalized. Then, we discuss
the three properties of AI more rigorously.
4.5.1 Definitions and mathematical formula of AI
We first introduce notations. Denote the data by Xi(t) = {Xi1(t), Xi2(t), Xi3(t)}
(t = 1, 2, ..., Ti), where Ti is the length of the accelerometer time series for Participant
i. Let f denote the sample rate (f = 30Hz in our study) and H be the window size of
raw data to be summarized into one AI measure, where H ≥ f (windows size is no less
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than the sample rate). Thus, we limit the smallest window length to calculate AI (i.e.,
epoch length) to be 1-second. Define σi(t;H) = {σi1(t;H), σi2(t;H), σi3(t;H)} to be
the standard deviation function for data from a time interval of length H starting at
time t. More specifically,
σim(t;H) =
√√√√∑H−1h=0 {Xim(t+ h)−∑H−1k=0 Xim(t+ k)/H}2
H
, m = 1, 2, 3. (4.3)
As described in the main text, the σ2im(t;H) are axis- and participant-specific
moving variance that characterize the variation of acceleration along each axis in the
window of length H starting at t. We then introduce σ̄i as the systematic standard







{σ2i1(t;H) + σ2i2(t;H) + σ2i3(t;H)}
|{t ∈ Ti and t/H ∈ Z}|
, (4.4)
where Ti stands for collection of time points t during which the device is considered
steady. Constraint t/H ∈ Z guarantees σim(t)s are only computed at time point
which is a multiple of H, so that |{t ∈ Ti and t/H ∈ Z}| is the number of complete
epochs (of length H) in Ti. Usually, Ti can be specified by the users themselves, and
examples include the time period during which the accelerometer is placed on the
table. The variances σ̄2i are the participant-specific systematic noise of acceleration
and are calculated as the variance of the observed raw accelerometry data across all
three axes in periods of non-movement.
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in relative scale. As AInewi (t;H) is defined at every t ∈ [1, Ti], it is guaranteed to exist
for each second.
Note that the AInewi (t;H) is related to, but different from the original AI0 defined
by













where σ̄′im is the systematic noise on each axis computed using the inactive time pe-
riod, which depends on choosing a threshold C for the distribution of AI0 in all epochs.
The main differences between the original and new AIs are how the systematic noise
variance is calculated and how signals from three axes are combined. As will be shown
below, compared to the original AI0, the new AI has a few advantages, including ease
for implementation especially in large-scale studies and nice mathematical properties
such as additivity and rotational invariance.
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4.5.2 Properties of AI
4.5.2.1 Easy implementation
As discussed in Bai et al. [10], the original AI0 depends on the choice of a threshold
C to determine whether a participant was active or not in each second to calculate
the systematic noise σ′im(t;H). Although AI
0
i (t;H) was shown not to vary too much
with C, this process was tedious and infeasible in large scale studies and might not
lead to an AI0 comparable across different studies. In contrast, Equation4.4 implies
that σ̄i is determined using “non-wear periods”, which could easily be identified either
by existing algorithms, by pilot studies or via participants’ self-annotations.
4.5.2.2 Additivity
Additivity of AInewi (t;H) could be formalized as follow. First, let H = f and
calculate second-by-second AInewi (t; f). Then, AI
new
i (t; f)s are summed up to generate
AI in longer epochs. For example, minute-by-minute AI satisfies
AInewi (t; 60f) =
59∑
s=0
AInewi (t+ sf ; f),
where AInewi (t; 60f) is only defined at {t : t/(60f) ∈ Z}.
4.5.2.3 Rotational Invariance
In this section we formally prove the rotational invariance of AInewi (t;H). This
property is achieved by i) replacing axis-specific σ̄i1, σ̄i2 and σ̄i3 in Equation 4.7
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with one single σ̄i as in Equation 4.5 or Equation 4.6 and ii) change standard de-
viations to variances. Since AIABSi (t;H) and AI
REL
i (t;H) are directly proportional,
we only give the proof of rotational invariance for AIRELi (t;H) and one can easily
follow the same flow to verify such property for AIABSi (t;H). Let an orthogonal
3 × 3 matrix R = {rmm}3×3 be the rotation matrix. In another word, rotating






















as such rotation does not change the distance from any point to the origin. Further,










im(t+ n− 1) for convenience. It can be verified that the point
{µi1(t;N), µi2(t;N), µi3(t;N)}
is the counterpart of the point
{µ∗i1(t;N), µ∗i2(t;N), µ∗i3(t;N)}
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Finally, together with Equation 4.3 and Equation 4.6, the rotational invariance




































































where AIREL∗i (t;H) is the relative scale AI based on rotated data
X∗i (t) = {X∗i1(t), X∗i2(t), X∗i3(t)} .
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A two-stage model for wearable
device data
5.1 Background
Recent advances of wearable computing technology have allowed continuous health
monitoring in large observational studies and clinical trials. Activity trackers and
heart rate monitors are two such devices that are widely used. Activity trackers
are used to objectively measure the level and timing of physical activities. They
have been used in many scientific studies to supplement or even replace self-reported
questionnaires that can be subject to large measurement error and uncontrollable
biases [60]. Two comprehensive reviews of such studies were provided by [48] and [94].
Heart rate monitors have an even longer history in health studies (see [83]), because
102
CHAPTER 5. A TWO-STAGE MODEL
heart rate is directly related to the physiology of human body and is used extensively
to study energy expenditure.
Actiheart (Cambridge Neurotechnology Ltd, Papworth, UK) was one of the ear-
liest wearable devices that combined heart rate and motion sensing [17]. Other inte-
grated multi-sensor trackers have become widely available over the past 5 years both
in research and the consumer market [11]. Wearable device data are sampled at a
constant rate set by the manufacturer or user. Modern accelerometers can provide
densely sampled tri-axial raw accelerometry data, or uni-axial summaries of activity
level within various epochs. The raw accelerometry data consist of 3 time series cor-
responding to the sensor’s instantaneous acceleration along 3 orthogonal direction,
commonly with 10-100 samples per second on each axis. The raw accelerometry data
provide high resolution information on the changes of acceleration, and are stan-
dard measurements in modern accelerometry studies. Another type of data is the
uni-axial summary data in epochs (in second, minute, etc.), which summarizes infor-
mation about the intensity of activity from the raw data. Commonly used summary
data include various versions of activity count, which are provided by the accelerom-
eter manufacturer, and open-source metrics such as the Activity Index [8] and Mean
Amplitude Deviation [89]. This reduced format of data is often preferred in large
epidemiological studies, as the size and complexity of the data are reduced while the
resulting summaries are considered to be informative enough to describe the daily
trajectory of physical activity.
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In this paper we will focus on the summary data aggregated at the minute level,
which results in 1440 observations per day or more than 10000 per week. The data
structure is of the type Yij(t), where i(= 1, 2, . . . , n) denotes subject, j(= 1, 2, . . . , Ji)
denotes the day and t(= 1, 2, . . . , Tij) denotes the time of day. The measurement,
Yij(t), is usually a non-negative number with various interpretations, depending on
the application. For activity trackers, Yij(t) is the activity counts or number of steps,
which are used as proxies of the activity intensity.
Although such data have been collected in many public health and medical studies,
models and analyses are limited to crude summaries, such as the total activity count
over a 24-hour period. Despite concerns about the loss of information during the sum-
marization process, only a few analyses utilized the full data. [37,76,93] have investi-
gated the association between minute-by-minute activity counts and health covariates,
via various methods including functional regression and bivariate smoothing. [55,56]
studied the dynamics of 5-minute energy expenditure level (estimated by accelerom-
eters) using functional principal component analysis and penalized splines. [79] ana-
lyzed activity data using principal component analysis to extract the main patterns
of variation in activity data. Our goal is to provide a new and systematic methodol-
ogy to assess the effects of covariates on both the incidence rate and level of physical
activity. Although our motivating data are minute-by-minute activity counts (AC),
the proposed model can easily be used in other applications where data are densely
sampled curves and the outcome is a mixture between a point mass at zero and a
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continuous positive distribution.
In Section 5.2, we introduce a two-stage regression model for the transition be-
tween active/inactive periods (stage 1) and activity intensity during active periods
(stage 2). In Section 5.3, we describe the estimation method and provide the asymp-
totic properties of the estimators. A simulation study is presented in Section 5.4 to
demonstrate the performance of the estimation. Methods are applied in Section 5.5
to the Baltimore Longitudinal Study of Aging (BLSA) to quantify the effect of age,
gender and body mass index (BMI) on daily activity trajectories. The paper will
conclude with a discussion in Section 5.6.
5.2 Two-stage Model
5.2.1 Notation
We consider the case when the data are collected from a group of subjects (i =
1, 2, . . . , n) during one day (Ji = 1) for a fixed number of time units (Tij = T ). Assume
the measurement Y (t) is observed at every time point t = 1, . . . , T . We define the
time-dependent binary process A(t), which is an event indicator (e.g. whether the
subject was active) at time t. This can be obtained through direct observation or
by thresholding Y (t); for example, A(t) = 1 if and only if Y (t) > 0. If ν is the
counting measure on {1, 2, . . . , T} then the total number of events can be written as∫ T
0
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Figure 5.1: Illustration of conceptual model structure. Outcome Yi(t) is the activity




the total active time up to time t. Xi(t) are covariates which affect both Yi(t) and
Ai(t).
Let X(t) denote the vector of covariates, which can include both time-dependent
factors, such as the day time indicator or the average of Y (t) in a past window,
and time-independent factors such as baseline age, gender. We assume that the
observed data {Ai(t), Yi(t), Xi(t); t = 1, . . . , T, i = 1, . . . , n} are i.i.d. replicates of
{A(t), Y (t), X(t); t = 1, . . . , T}, where i is the subject index.
5.2.2 Model framework
Even though wearable computing data are measured over multiple days, in this
paper we will focus on modeling one day of data per subject. This simplifies the
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modeling strategy by avoiding the between-day correlation of physical activity within-
subject. This can be obtained, for example, by modeling the minute-specific median
or mean activity count over multiple activity days of the same subject or by selecting
one day of data for each subject (e.g. using the day with the highest total activity
count). In our BLSA application result did not change significantly with the choice of
data reduction. In future studies we plan to address the problem of having multiple
days of data per subject. Figure 5.1 illustrates our conceptual model in the context
of activity tracking. For simplicity we only show a 6-minute segment of the data.
The top panel contains AC, Yi(t), with no activity (AC= 0) at minutes 1, 2, and 5.
The middle panel contains Ai(t), the process indicating whether AC is greater than




by 1, indicating the subject was active during that particular time interval. Thus
Ai(t) = I{Yi(t) > 0}, where I{·} is the indicator function. We are interested in
quantifying the association between the covariates Xi(t) and the processes Ai(t) and
Yi(t). We further separate Xi(t) into two groups of covariates Zi(t) and Hi(t), which
correspond to covariates with time-invariant effects (those do not vary by time) and
covariates with time-varying effects. Separating Zi(t) and Hi(t) is necessary because
the interpretation of their effects is rather different.
In our setting, Ai(t) is observed at every time point t ∈ {1, 2, . . . , T} and T is
relatively large (e.g., T = 1440 for one-day of data sampled at the minute level). The
notation and structure of the data are similar to those used for continuous marked
107
CHAPTER 5. A TWO-STAGE MODEL
processes [68]. However, the modeling strategies we use here are different, because
wearable computing data are very large and discretized. Our data could also be
analyzed using a standard zero-inflated Poisson count model, but such an approach
would be quite involved and relatively hard to implement. Therefore, we choose to
present an alternative, two-stage dynamic approach.
5.2.3 Model specification
To assess the effect of covariates Xi(t) on Ai(t) and Yi(t), we first separate Xi(t)
into Zi(t) and Hi(t) by formally defining Xi(t) = {1, Zi(t)ᵀ, Hi(t)ᵀ}ᵀ. We then pro-
pose a two-stage model: first stage for Ai(t) and second stage for Yi(t) condition-
ing on Ai(t) = 1. For simplicity of presentation, notation and interpretation corre-
spond to the case of one vector of time-independent and one vector of time-dependent
predictors, but our methodology is not limited by this assumption. First, for each
t = 1, 2, . . . , T
logitP{Ai(t) = 1 | Zi(t), Hi(t)} = β0(t) + Zi(t)ᵀβ1 +Hi(t)ᵀβ2(t). (5.1)
At each t, the model assumes that there is a time-varying intercept β0(t) and
p2-dimensional coefficient β2(t), where p2 is the number of covariates, Hi(t), that
have time-dependent effects. There is also a p1-dimensional structural parameter β1
across all t ∈ [1, T ], where p1 is the number of covariates that have time-independent
effects. The Stage 1 parameters have standard interpretations for logistic regression
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coefficients.
For the second stage, conditioning on A(t) = 1, we consider the following semi-
parametric model of Y (t)
log{Yi(t)} = γ0(t) + Zi(t)ᵀγ1 +Hi(t)ᵀγ2(t) + εi(t), (5.2)
where E{εi(t)} = 0, though we make no assumptions about the correlations of εi(t)
across t within i.
In Model (5.2), we also have the time-varying regression coefficient γ2(t), as well as
a vector of structural parameter γ1 across all t, with dimensions 1 and p1, respectively.
In addition, εi(t) is a zero-mean random error with unspecified distribution. The log
transformation was applied to Yi(t) > 0 to account for the notoriously heavy right
skew of activity counts data [76, 93]. The interpretations of Stage 2 parameters are
standard as well. The regression effect parameter of Zi(t) (or Hi(t)) on Yi(t) is the
conditional treatment effect, because our model regresses Yi(t) by conditioning on
Ai(t) = 1. More precisely, this is the average effect of Zi(t) (or Hi(t)) on Yi(t) in the
subgroup of the population who are active at time t. Interestingly, the effect of Zi(t)
on Yi(t)|Ai(t) = 1 can also be interpreted as the (composite) treatment effect of Zi(t)
on Yi(t)× Ai(t).
Allowing β2(t) and γ2(t) to vary by time is important in practice, as in many
applications the time-dependent covariates Hi(t) may have different effects during
the day. For example, if Hi(t) is the value of glucose level for subject i at time t, one
could expect different association profiles with the subject’s physical activity during
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day and night.
5.3 Estimation
In this section, we propose an estimating procedure for the unknown parameters
in the two-stage model. A reasonable approach could be to use methods that combine
fixed effects parameters and flexible spline models for the time-varying parameters.
Indeed, in theory, this is a reasonable approach, but in practice we have have been
unable to implement it. The problem is that such a model would require fitting
one joint model to a very large data set, which makes computations impractical.
The problem is that such a model would require fitting one joint model to a very
large data set, which makes implementation impractical. Instead, we have used a
divide and conquer approach, where we fit minute-specific models to obtain unbiased,
but highly variable estimates of the time-invariant and time-variant coefficients and
then use smoothing techniques on these coefficients. This approach is much easier
to implement and use in practice and we provide both theoretical and numerical
evidence that it performs well. Specifically, the estimation starts with treating the
structural parameters β1 and γ1 as if they were time-varying, i.e. β1(t) and γ1(t). We
then estimate β1(t) and γ1(t), along with all the other time-varying parameters, and
obtain the estimated β̂1(t) and γ̂1(t), for all t = 1, 2, . . . , T . To simplify notations we
define the p-dimensional (p = p1 + p2 + 1) parameters β(t) = {β0(t), β1(t)ᵀ, β2(t)ᵀ}ᵀ
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and γ(t) = (γ0(t), γ1(t)
ᵀ, γ2(t)
ᵀ)ᵀ, with the covariates Xi(t) = {1, Zᵀi , Hi(t)ᵀ}ᵀ at each
t.
The Stage 1 parameter β(t) can be estimated by solving the p× 1 score equations











Xi(t) [Ai(t)− p{Xi(t); β(t)}] , (5.3)
and p{Xi(t); β(t)} is the probability of being active at t given the covariates Xi(t), that
is, p {Xi(t); β(t)} = exp{Xi(t)ᵀβ(t)}/ [1 + exp{Xi(t)ᵀβ(t)}]. We denote the solution
of U1t{β(t)} = 0 as β̂(t) = {β̂0(t), β̂1(t)ᵀ, β̂2(t)ᵀ}ᵀ. It is easy to show that for each
t, the random vector
√
n{β̂(t) − β(t)} converges weakly to a multivariate normal
random vector as n→∞.
To estimate the Stage 2 parameter γ(t), we use the equality
E[log{Y (t)} −X(t)ᵀγ(t) | A(t) = 1] = 0











Xi(t)Ai(t) [log{Yi(t)} −Xi(t)ᵀγ(t)] . (5.4)
We can solve the estimating equation U2t{γ(t)} = 0 to obtain the estimated γ̂(t).
The estimating equations (5.4) are inspired by the expected value of the “total magni-
tude of activity over time”, or E[Yi(t)×Ai(t) | Xi(t)] = exp{Xi(t)ᵀγ(t)}p{Xi(t); β(t)}.
This quantity combines information from both stages and shows how the total activity
is accumulated.
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Recall that β1 and γ1 were estimated as time-varying; we now propose two methods
to combine information across t(= 1, 2, . . . , T ) to obtain the estimates of β1 and γ1.
Define
Ui(β1, γ1)
= [U1i1{β0(1), β1, β2(1)}ᵀ, U1i2{β0(2), β1, β2(2)}ᵀ, . . . , U1iT{β0(T ), β1, β2(T )}ᵀ,
U2i1{γ0(1), γ1, γ2(1)}ᵀ, U2i2{γ0(2), γ1, γ2(2)}ᵀ, . . . , U2iT{γ0(T ), γ1, γ2(T )}ᵀ]ᵀ ,
where U1it{·} and U2it{·} follow a similar formulation as Equations (5.3) and (5.4)
without treating β1 and γ1 as time-varying. We then plug in the estimated β̂0(t),






, U1i2{β̂0(2), β1, β̂2(2)}
ᵀ
, . . . , U1iT{β̂0(T ), β1, β̂2(T )}
ᵀ
,
U2i1{γ̂0(1), γ1, γ̂2(1)}ᵀ, U2i2{γ̂0(2), γ1, γ̂2(2)}ᵀ, . . . , U2iT{γ̂0(T ), γ1, γ̂2(T )}ᵀ]ᵀ .
The first method is to consider a weighted average of the profile estimating func-






W1Ũi(β1, γ1) = 0,
to obtain the estimator (β̂A1 , γ̂
A
1 ). This approach constructs an estimator of the 2p1-
dimensional parameter (βᵀ1 , γ
ᵀ
1)
ᵀ by augmenting data information from the 2Tp esti-
mation equations. Denoting the true coefficients by β01 and γ
0
1 , it is shown in Web
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Appendix A that under regularity conditions,
√
n{(β̂A1 −β01)ᵀ, (γ̂A1 − γ01)ᵀ}ᵀ converges
in distribution to a zero mean normal random vector.
The second method combines information across time points, using the approach
of the Generalized Method of Moments (GMM) [41], and estimate the regression
parameters by minimizing a “general distance” from the estimating functions to zero.
Define the weight matrix W2 with 2Tp × 2Tp dimension, the estimators (β̂B1 , γ̂B1 ) is
computed via the minimization procedure
(β̂B1 , γ̂
B














We show in Section 5.7 that
√
n{(β̂B1 − β01)ᵀ, (γ̂B1 − γ01)ᵀ}ᵀ converges in distribution
to a zero mean normal random vector.
In practice, the weight matrices W1 and W2 are pre-specified by investigators, and
the estimation efficiency may vary when using different weights. According to the
GMM theory, the matrix W2 = Σ
−1, where Σ is defined in Section 5.7, yields the most
asymptotically efficient estimator in the class of all GMM estimators. Moreover, if we





ᵀW2, the two approaches will be asymptotically equivalent, where
D(β01 , γ
0
1) is defined in Section 5.7. However, even if the weights are not optimal,
combining information across time points is expected to substantially improve the
performance of estimators compared to using a single time point.
Note that both methods are proposed to address the over-identification of the
estimating equations, by borrowing information across t to improve the estimation
efficiency of structural parameters β1 and γ1. However, when T is large (i.e. T = 1440
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for minute-by-minute activity count), the direct application of GMM could be compu-
tationally challenging when minimizing a function with 2(1 + p2)T + 2p1 parameters.
To solve this problem, we substitute the unknown parameter (β0(t),γ0(t), β2(t),γ2(t))
in the estimating equations with their estimate from regression models at each time
point t, and obtain 2pT estimating equations with 2p1 parameters. GMM is then
used to combine the estimating estimating equations. In practice, it may be difficult
to estimate or calculate the optimal weight matrix W2 = Σ
−1 (e.g., T is too large and
inversion of Σ is computationally expensive). In such situations we can consider the
other method, which directly combines the estimating equations using a pre-specified
weight matrix W1. Note that, in general, for arbitrary W1 and W2, either approach





ᵀW2, the two approaches are
asymptotically equivalent.
5.4 Simulation Study
We demonstrate the performance of our method via a simulation study, with
the data generating mechanism inspired by the observed accelerometry data. The
simulation was conducted in 4 scenarios, each with different sample size (N = 300 or
600) and/or time span (T = 300 or 600).
For each scenario we simulated R = 300 datasets starting with Ai(t) (i = 1, . . . , N)
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Figure 5.2: Comparison of true coefficient curves (black), mean estimated coefficient
curves for all time-varying coefficients(red), two types of estimates (green for weighted
estimation equation and orange for GMM) for the structural parameters, and esti-
mated coefficient curves (gray) when N = 600, T = 600.
according to the model
logitP[Ai(t) = 1 | Zi, Hi(t)] = β0(t) + Ziβ1 +Hi(t)β2(t). (5.6)
For each t = 1, 2, . . . , T , we let β0(t) = sin(2πt/T ) + 0.5, β1 = 0.2, β2(t) = 0.2 −
1
2
{sin(2πt/T )− cos(2πt/T )} (black solid curves in Figure 5.2). The scalar predictors
in Model (5.6) are simulated for each i and t from Zi ∼ N(1/2, 1/2) and Hi(t) =
1.5 sin(t/50 + δi) + Q + 0.5, where Q ∼ N(0, 0.2) and δi ∼ unif{1, 2, . . . , 10}. Ai(t)’s
were correlated binary outcomes with the marginal model P[Ai(t) = 1 | Zi, Hi(t)] =
logit−1 {β0(t) + Ziβ1 +Hi(t)β2(t)} while the T -dimensional correlation matrix R =
{rlm}T×T , where rlm = 0.5|l−m|I{|l−m|<10}. The non-zero observations are generated
from the model
log[Yi(t) | Ai(t) = 1, Zi, Hi(t)] = γ0(t) + Ziγ1 +Hi(t)γ2(t) + εi(t). (5.7)
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Figure 5.3: Average bias for all time-varying parameters (red), average bias for
the structural parameters via weighted estimation equation (green) and via GMM
(orange). Average coverage for all time-varying parameters (red), average bias for
the structural parameters via weighted estimation equation (green) and via GMM
(brown). N = 600, T = 600.
The Stage 2 parameters are given by γ0(t) =
√
exp {sin (3πt/T − π)} /2 + 1, γ1 = 0.5
and γ2(t) = 3φ0 {sin(4πt/T − π) + arctan(2πt/T − π)/2} (black curves in panels (f),
(g) and (h) in Figure 5.2; φ0(·) is the probability density function of the distribution
N(0, 1.5)). Data are then generated as Yi(t) = exp {γ0(t) + Ziγ1 +Hi(t)γ2(t) + εi(t)},
where for each i, εi(t) follows a multivariate normal distribution with mean 0 and the
same T -dimensional correlation matrix R as in Stage 1.
To quantify estimation accuracy, we calculated the average absolute bias and mean
integrated square error (MISE) at every t. If η̂r(t) is the estimator of the true curve
η(t) using the rth simulated data, then the average absolute bias for this coefficient
at time t is defined as 1
R
∑R






t=1 {η(t)− η̂r(t)}2 (note that the discrete version of MISE is the
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average MSE across t). We also calculated the coverage rate of the bootstrap (non-
parametric bootstrap of subjects repeated for 300 times) pointwise 95% confidence
intervals (obtained via estimated value plus/minus 1.96 times bootstrapped standard
error of the estimated value) at every t. Figure 5.3 provides a visual comparison
between the average absolute bias (solid curves) and the average coverage rate (ver-
tical bars) in the case when N = 600, T = 600. The average absolute bias for all
coefficients remains small although varying slightly with t. The coverage rate of all co-
efficients in both stages is around 0.95. For the estimation of β1 and γ1, the weighted
estimation equation and GMM have inseparable performance according to the plot,
both in terms of bias and confidence interval coverage rate. Figure 5.2 provides a com-
parison between the true coefficient curves (shown in black) and three different types
of mean estimated coefficient curves (N = 600, T = 600). Time-varying parameters
are shown in red, and time-invariant parameters via weighted estimation equation
and GMM are shown in green and orange, respectively. The 300 estimated coefficient
curves for all time-varying and -invariant parameters are shown in gray. The true and
mean estimated coefficient curves are in good agreement for all coefficients and all
time points t. The estimated coefficient curves exhibit a roughly constant variability
across t around the true β0(t) and β2(t).
Table 5.1 provides MISE and average coverage rate across t, while using either
weighed estimation equation or GMM to estimate the time-invariant parameters.
When holding T constant and increasing the sample size N from 300 to 600, MISE
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CHAPTER 5. A TWO-STAGE MODEL
drops noticeably (by about a half). When holding N constant and increasing T from
300 to 600, MISE of time-varying coefficients remains about the same but that of
time-invariant coefficients decreases substantially. On the other hand, the coverage
rate always remains close to 0.95 in all 4 of our scenarios. The weighted estimation
equation method exhibited smaller bias but better coverage rate than GMM when
estimating β1 and γ1.
5.5 Application
The Baltimore Longitudinal Study of Aging (BLSA), funded and operated by the
National Institute of Aging (NIA), is a study of normative human aging established
in 1958 and continuing to this day. Briefly, BLSA continuously enrolls community
volunteers as subjects who pass a series of health and functional evaluations. All
participants are followed for life and visited every one to four years depending on
age. More detailed description of the study could be found in [34]. The sample for
the current study consists of men and women who underwent a physical examina-
tion, health history, and comprehensive energy expenditure testing during their visit
between September 2007 and August 2015. The participants were admitted to the
Clinical Research Branch unit of the National Institute on Aging for 3 days of testing.
Height and weight were assessed in light clothing using a stadiometer and calibrated
scale, respectively. Date of birth (age) was derived from a health history interview
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conducted by trained technicians. On the last day of the visit, participants were
asked to wear the Actiheart (CamNtech Ltd, Papworth, UK) device attached on the
chest using two standard electrodes. The device collected both heart rate and activity
counts in one-minute epochs for the subsequent 7 days in the free-living environment,
and was returned to NIA via FedEx.
The data used in this paper were collected from 878 participants who had at least
3 full days of monitoring of their physical activity. More specifically, the data for
each subject are minute-by-minute time series of Activity Count (AC). More intense
activity tends to correspond to higher AC, at least as measured at the chest level. An
AC value of 0 count corresponds to no activity detected. We start by denoting the
observed AC of subject i (= 1, 2, . . . , I) during the tth minute of day d (= 1, 2, . . . , Di)
by Y 0id(t), t = 1, 2, . . . , 1440. In this data analysis, we only included the most active
day (in terms of daily average AC) during each visit for each subject. Specifically, we









id(t)/T ] for each subject i at time
t. To these data we apply the two-stage model described in Section 5.2 and inves-
tigate the association between demographic factors and level of activity in the past
one hour and current level of activity at each time of day. The demographic factors
in our analysis were time-independent: age (centered at 70), gender (male as 1) and
BMI (centered at 27). The minute by minute heart rate Hi(t) (centered at 72) was
included as time-dependent covariates. These covariates are basic demographic vari-
ables which might only partially account for the population heterogeneity of baseline
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Figure 5.4: Estimated covariate coefficients of Stage 1 and 2 models. Green curves
depict LOWESS smoothed coefficients of the Stage 1 model, while light green shadows
stand for pointwise bootstrapped 95% confidence interval. Blue curves and shadows
follow the same illustration, but for Stage 2 model.
physical activity. There are many other factors that might affect the baseline physical
activity, such as the fitness level, seasonality, geographical location and so on. We
only included basic demographics and heart rate to keep this section compact and
focus on illustrating application of the two-stage model. We start with modeling all
coefficients as time-varying.
Figure 5.4 presents the estimated coefficients of the two-stage model applied to
BLSA. The first two rows of the figure depict the coefficient curves at each time t for
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the Stage 1 model, while the next two rows display the estimated coefficients for the
Stage 2 model. The darker green and blue curves provide a LOWESS smoother for
the estimated coefficients. The light green and blue shades are pointwise bootstrap
95% confidence bands, which were obtained from LOWESS smoothed coefficients
estimated using bootstrapped samples. Figure 5.4(a) and (f) illustrate the pattern of
the intercept for Stage 1 and 2 models, respectively. Figure 5.4(a) indicates that, on
average, a 70-year old woman with a BMI of 27 and heart rate of 72 is less likely to
be active during the night (6PM-8AM), but roughly maintains a 60% probability of
being active during the daytime from 8AM to 8PM. Figure 5.4(f) complements Figure
4(a), suggesting that if the same group of women are active during daytime then the
intensity of their activity declines, on average, starting from 12PM. Figures 5.4(b)
and 5.4(g) display the time-varying Stage 1 and Stage 2 coefficients for the minute
by minute heart rate. Both coefficients indicate a positive association for the odds of
moving and for activity count at every time t. Figure 5.4(b) indicates that one unit of
increased heart rate is associated to greater odds of being active at night and earlier
morning compared to day time. However, the Stage 2 coefficient in Figure 5.4(g)
exhibits a more consistent day/night pattern. Figures 5.4(c) and 5.4(h) display the
effect of age as a function of time during the day for the Stage 1 and Stage 2 models.
Together, they indicate that older individuals are more likely to move during the
night and early morning periods, though they are less likely to move after 12PM.
If they do engage in physical activity then their activity level is, on average, lower
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in the afternoon and evening (12PM to 22PM). There is also a large increase of the
negative effect around 6PM in panel 5.4(h), which suggests that the largest reduction
in activity level for older individuals happens in late afternoon. Results indicate
that physical activity interventions may be more effective at increasing overall daily
activity if they are targeted towards the second part of the day. Figure 5.4(d) and
(i) illustrate the gender effect. They indicate that the odds of being active is roughly
the same for men and women during the day but it is substantially higher for men
during the night. In addition, when comparing active men and active women, the
level of activity is consistently higher for men throughout day. Because the sex effect
seems to depend only on the day or night period, we further considered two time-
invariant sex effects, one for day and one for night time. Figure 5.5 displays the
various sex effect estimates. Panel (a) and (d) show the time-varying gender effect as
in Figure 5.4. The weighted estimation equation (panels (b) and (e)) and the GMM
method (panels (c) and (f)) both yielded a negative stage 1 effect at night, roughly
zero stage 1 effect at daytime and a significant stage 2 effect throughout the day;
these results are consistent with our observation from Figure 5.5(a) and (d). As more
information across t was taken into account to estimate the time-invariant sex effect,
we chose to leave it in the final model.
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Figure 5.5: Comparison of estimated coefficients of gender: as time-varying effect in
(a) and (d); as time-invariant coefficient estimated via weighted estimation equation
in (b) and (e); as time-invariant coefficient estimated via GMM in (c) and (f). The
time-invariant coefficients were fitted separately for the nighttime (0AM-8AM) and
daytime (otherwise). Green curves depict LOWESS smoothed coefficients of the Stage
1 model, while light green shadows stand for pointwise bootstrapped 95% confidence
interval. Blue curves and shadows follow the same illustration, but for Stage 2 model.
5.6 Discussion
We introduced a two-stage model for a general type subject-specific, dense time
series data with excess zeros. Such data are typical in studies using wearable devices.
The model describes the effect of covariates on the occurrence of events and, condi-
tional on the fact that the event occurred, it describes the effect of covariates on the
magnitude of response. A logistic regression model was introduced to account for the
first stage of the model, and a log-linear model was used for the second stage of the
model. While both models are relatively well known, the novel combination, the ap-
plication to high density wearable computing data, and the extension of zero-inflated
models to time series make our approach novel. Most importantly, such approaches
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are absolutely crucial to uncover the type of findings we have shown in Section 5.5,
for generating hypothesis, and for suggesting simpler, easier to understand models.
Our scientific findings are both striking and reasonable. We contend that this is
the first time when the effect of covariates’ is separated according to probability of
being active and the level of activity. Moreover, going from qualitative statements
about possible associations that seem reasonable to a reader to quantifying these
associations is often the difference between research and hearsay. We have shown
that some covariates affect the odds of being active while others only affect the level
of activity. Such separation of the covariate effect is important, as researchers may
start to disentangle the “will” and “ability” of being active. Note, for example, that
in-lab experiments often have a very difficult time distinguishing between two equally
able individuals who have a very different levels of motivation to be active. In the
lab both would perform equally well. In the natural living environment things can be
completely different. Ultimately, this could provide valuable information in terms of
targeting interventions and understanding the complex nature of interactions between
physiological and psychological determinants of activity and health. Our work has
laid a foundation for more systematic ways of analyzing wearable computing data in
the future.
Our method has several limitations that could be further addressed in future
studies. First, we did not assume independence across t because the two-stage model
is a marginal model which treats correlations across t as nuisance parameters. In the
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future, it would be of great interest to develop statistical techniques that could take
advantage of, for example, local correlations from repeated measurements (across t)
to improve estimation efficiency. Second, we only used one day of accelerometry data
within each multiple-day visit. An important extension would be to develop methods
that take into account the correlation structure of physical activity profiles across
several days within each visit. Third, we estimated each time-varying coefficient at
every t and smoothed them afterwards. An alternative way could be to introduce
smoothing directly during the estimation. For example, a set of q-dimensional B-
spline basis functions might be used to effectively reduce the number of parameters
for one covariate from T to q, where q  T is the number of parameters of the spline.
Moreover, one could use periodic splines to better capture the periodic behavior of
coefficients and ensure that the same value is estimated at the start (0AM) and
end (24PM) of the day. This may further reduce the standard error of time-varying
coefficients close to the middle of the night.
5.7 Supplementary Material
5.7.1 Large-sample property of the estimators
To simplify the discussion, we assume the true regression parameters β0(t) =
{β00(t)
ᵀ
, β01 , β
0
2(t)
ᵀ}ᵀ and γ0(t) = {γ00(t)
ᵀ
, γ01 , γ
0
2(t)
ᵀ}ᵀ lie in a compact set. We first
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establish the asymptotic properties of the estimators β̂(t) and γ̂(t). Since
√









where Γ1(t) = E [exp{X(t)ᵀβ0(t)}/{1 + exp{X(t)ᵀβ0(t)}}2X(t)X(t)ᵀ]. Thus we have
√
n{β̂0(t) − β00(t), β̂2(t) − β02(t)} = n−1/2
∑n
i=1 ai(t) + op(1), where ai(t), the vector
of first and last p2 elements of φi(t), are i.i.d. mean zero random vectors. Similarly,
since
√









where Γ2(t) = E[A(t)X(t)X(t)
ᵀ]. Thus we have
√
n{γ̂0(t) − γ00(t), γ̂2(t) − γ02(t)} =
n−1/2
∑n
i=1 bi(t) + op(1), where bi(t), the vector of first and last p2 elements of ψi(t),
are i.i.d. mean zero random vectors.
Then we define profile estimating functions
Ũ1t(β1) = U1t(β̂0(t), β1, β̂2(t)),
Ũ2t(γ1) = U2t(γ̂0(t), γ1, γ̂2(t)),
Ũ1(β1) = {Ũ11(β1)ᵀ, Ũ12(β1)ᵀ, . . . , Ũ1T (β1)ᵀ}ᵀ,
Ũ2(γ1) = {Ũ21(γ1)ᵀ, Ũ22(γ1)ᵀ, . . . , Ũ2T (γ1)ᵀ}ᵀ
and
Ũ(β1, γ1) = {Ũ1(β1)ᵀ, Ũ2(γ1)ᵀ}ᵀ.
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i=1Ci + op(1), where
Ci = {c1i(1)ᵀ, c1i(2)ᵀ, . . . , c1i(T )ᵀ, c2i(1)ᵀ, c2i(2)ᵀ, . . . , c2i(T )ᵀ}ᵀ.
To study the asymptotic properties of the estimators (β̂A1 , γ̂
A




1 ), for every
t, we define the partial derivatives of the estimating functions with respect to β1 and γ1
as D̃1t(β1) = ∂Ũ1t(β1)/∂β1, D̃2t(γ1) = ∂Ũ2t(γ1)/∂γ1, D̃1(β1) = {D̃11(β1)ᵀ, . . . , D̃1T (β1)ᵀ}ᵀ
and D̃2(γ1) = {D̃21(γ1)ᵀ, . . . , D̃2T (γ1)ᵀ}ᵀ. We further define their limits as D1t(β1) =
∂E{U1t(β0(t), β1, β2(t))}/∂β1 and D2t(γ1) = ∂E{U2t(γ0(t), γ1, γ2(t))}/∂γ1, which re-
duced toD1(β1) = {D11(β1)ᵀ, . . . , D1T (β1)ᵀ}ᵀ andD2(γ1) = {D21(γ1)ᵀ, . . . , D2T (γ1)ᵀ}ᵀ.
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ᵀ
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