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Abstract 
Modality of employing Neuro-Fuzzy Classifier (ANFC) with Speeded Scaled Conjugate Gradient (SSCG) algorithm for 
vehicular traffic density estimation is proposed in this research work. The vehicular density is determined in the context of 
linguistic terms like low traffic, medium, and high/ heavy traffic. Mel-Frequency Cepstral Coefficient (MFCC) algorithm is 
modelled to extract the feature vectors for contiguous multiple frames, and classification is performed using ANFC and further 
performance improved using feature selection (FS) mechanism. To reduce the computational time per iteration, SSCG is 
employed in this research work. Approx 60 to 70% of training time is shorten per iteration.   
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the ICISP2015. 
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1. Introduction 
In the past few decade, quite driven by economic and environmental concerns, the vehicular transportation 
strategies for the developing geographic areas has shifted from building road infrastructure to the effective and best 
possible use of the existing network. The key in this transformation is Intelligent Transportation System and the use 
of effective sensors is found to be the most crucial components of ITS. With the rapid recognition of the importance 
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and significance of the traffic sensors to the overall success of intelligent transportation, the slow and costly 
installation, lifetime maintenance of these sensors is the primary concern of transportation authority. At present the 
loop detectors are most widely used traffic monitoring sensors available in the market1, which need to be installed on 
road segment to a particular lane of road. Now this overall loop detectors installation and maintenance is very costly 
as far as their lifecycle is concerned. This overall cost includes the labor cost and the indirect cost which is 
associated with disordering of traffic flow. Now these limitations associated with such sensors encourages the 
researchers worldwide to the development of several nonintrusive techniques for traffic monitoring. These 
techniques includes the effective use of infrared, audio sounds, laser light, ultrasound, video and radar2. 
The techniques based on sensors like infrared, laser and ultrasound are capable of detection of single lane and 
better works if it is mounted over the road considered lane. The reduction in cost of installation and maintenance is 
now limited. The projection of probing beam through the radar sensors on to the road segment may become 
unacceptable when the RF spectrums are become overcrowded with communication signals. The video cameras 
mounted over the road segment are mostly operated by human operators and huge amount of data is generated also 
these sensors requires the substantial computation power and accordingly will not be considerable device over period 
of time. In such circumstances the vehicular audio sound would be the advisable approach for traffic monitoring as it 
having low installation cost, low maintenance cost and low operation cost. These sensors are quite cheap and can 
work or can operate in both day and night 
At the broad way, we can consider the traffic of linguistic term namely ‘medium’ can have the characteristics of 
the traffic conditions namely heavy and low, this is due to the fact that vehicular density on carriageway is expected 
to transform from one traffic condition to the another over the period of 6-28 minutes or may be even higher. The 
problem formation can alternatively considered as class overlapping problem in the context of classification and 
pattern recognition. Fuzzy systems are widely employed to solve such problems, and neuro-fuzzy systems are the 
major contributes for it which is combination of neural networks and fuzzy systems3,4,5,6. The appropriate definition 
of class distribution and appropriate relationship between input and output is well specified in neuro-fuzzy systems7.  
The concept of linguistic hedges and variables are firstly introduced by Zadeh8 where the change in the meaning of 
primary terms is done with the linguistic hedges. Many neuro-fuzzy systems were proposed in the literature to solve 
the classification problem9,10. However the class overlapping problem is still issue and it plays a key role in 
degradation of performance of classifier. This problem can be attempted with the help of modified adaptive neuro 
fuzzy classifier using linguistic hedges11. 
The consideration of the multiple audio feature vectors will solve the classification performance degradation 
issue and generally to improve the classification performance feature selection techniques were suggested. These 
techniques are proved to be common techniques in the context of pre-processing the theory of pattern recognition 
and classification12. The relevant and quite important features were selected in feature selection mechanism from the 
considered original data-set.  Genetic algorithm (GA)14, neural networks (NN)15, the heuristic analysis13, support 
vectors16 and the fuzzy systems9 are some of the common used and well established techniques. Feature selection 
can be employed with the help of linguistic hedges in neuro-fuzzy classifier17 
This work considers a problem of vehicular density condition approximation, modality of ANFC is employed to 
perform the classification task. In this work, Roadside acquired vehicular noises has to undergo feature extraction 
mechanism using MFCC, it results in huge dimensionality of dataset if multiple contiguous feature vectors frames 
were considered for training of classifier. To reduce the computation time per iteration network based methods can 
be used and these methods are trained by gradient based algorithms. Heuristics and numerical are the two broad 
categories of these algorithms, few of them were based on methods like gradient-descent18, 19 and few on methods 
like linear least-square20. Scaled Conjugate Gradient (SCG) is one of the most popular second-order gradient 
supervised procedure21. To determine the second-ordered information, A scaled conjugate gradient determines the 
first-order gradients and therefore time required per iteration is high as compared to steepest-descent method. To 
increase the performance Speeding up Scaled Conjugate Gradient (SSCG) is proposed in17. SSCG reduces the 
training time required per iteration; nevertheless convergence rate is not affected. In case of vehicular density 
estimation using acoustics, the consideration of multiple feature vectors frames will certainly results in better 
classification performance but at the cost of training time per iteration. In such cases, Modality of Linguistic hedges 
for feature selection and then employing SSCG on selected feature dataset will be better and alterative solution.  
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The article is organized as follows, Section 2 describes various vehicular audio signals, Section 3 presents the 
modality of audio for density condition prediction and proposed approach, Section 4 presents the proposed approach 
where first MFCC is employed to perform feature extraction, followed by feature selection through linguistic 
hedges, followed by dataset preparation (only for selected features) for varying compositions of shift size and frame 
size, lastly modality of SSCG to shorten the training time and classification performance measurement using 
Adaptive Neuro-Fuzzy Classifier. Experimental evaluations are provided in Section 5. Conclusion of research is 
presented in Section 6. 
2. Vehicular Acoustic Signal 
A vehicular audio signal is composition of numerous noise signals like tyre, exhaust, engine, air-turbulence and 
the presence of honks. The composition weighting and spectral constituent of these acoustics lead to the density 
condition at any considered location.    
There are different factors for tyre noise, one is the sound of tyre tread make contact with the road, another is 
audio of air being compressed in-side the tyre tread grooves. To the analogy of tyre ‘song’, various designing of tyre 
treads affect the noise is commonly ‘tuning’. Different tyre tread components and styles cause different levels of 
tyre noise22. The internal combustion of engine produces the engine noise. Deterministic and stochastic are the main 
components of it and this noise vary with the acceleration and vehicle speed24. A marked engine idling noise is 
produced when the vehicle is stationary and a different kind of noise with respect to cylinder fire rate. The entire 
exhaust system of the vehicle leads to the exhaust noise, and generally it is proportional to the vehicle load25.  The 
boundary layer of any vehicle leads to the air-turbulence noise, it is kind of whoosh sound. This noise mainly reply 
upon the aerodynamics, speed of wind and the orientation26.  
3. Acoustic modality for traffic density estimation 
In developing geographies traffic is kind of non-lane and highly chaotic. Vehicles from these developing 
geographies constitutes of  two-wheelers to three-wheelers, rickshaws, four-wheelers, multi-wheelers and the trucks, 
which makes this composition as heterogeneous. It usually does not follow and lane and driving conditions. 
Researchers now have gone for the modality of audio for traffic monitoring and for density determination. Much of 
the work is already done in the field of speed estimation and vehicle classification. In this section we will provide 
some most relevant work that has been carried out in this context. 
The traffic density determination based on temporal variations which is occurred on power signals of audio in 
associated with the vehicle passes through the reference is proposed by Kato27. For the observations of these 
variations hidden morkov model is employed and these observations were carried out over small time period.  
Detection rate by this mechanism is 94% but in case of overlapping it degrades to 78.9%.  Such systems may be 
permissible for developed geographies but not suitable developing geographic areas due to heterogeneous traffic 
conditions27. A audio sensing hardware is designed in28 for density condition determination, where it is deployed at 
roadside. It process the acoustics to evaluate various metrics like honk amount and speed distribution. The density is 
determined as free flow and congested by this approach. The vehicular density determination using cumulative 
acoustic signals is presented in29, wherein density is labeled as low, medium and heavy. Bayesian and support vector 
machine is used for classification.  
4. Employing SSCG  
4.1. Acoustic feature extraction using MFCC 
Mel Frequency Cepstral Coefficients (MFCCs) are most widely used in speaker recognition and speech 
recognition. Prior to the introduction of MFCCs, for the automatic speech recognition, Linear Prediction 
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Coefficients, and Linear Prediction Cepstral Coefficients were used. MFCC is used in this research work for feature 
extraction of collected traffic noise signals. MFCC are the discrete cosine transform (DCT) of power spectrum 
generated through mel-filter. It is advised in the literature to use first 10 to 20 Cepstral coefficients of acoustic signal 
spectrum as it captures the abundant information of spectral envelope30. The computation of MFCC is as follows,  
[1] Pre-emphasis of audio signals to compensate the higher frequency part, then the segmentation phase where 
audio is segmented in frames of 20 to 40 ms and overlapping rate is generally 1/2 to 1/3. Then the DFT is 
used to conversion from time domain to frequency domain. 
[2] A series of filter frequency responses is used for magnitude evaluation. Here each filter magnitude response 
in triangular in shape whose peak of equal to unity is at center and then decreases to zero linearly. 
Generally 24 triangular frequency responses were used.   
[3] The weighted computation of the log energy in DFT and each mel-scale filter response is carried out. 
[4] Discrete cosine transform (DCT) is employed to generate the Cepstral coefficients.  
4.2. Feature selection using fuzzy linguistic hedges 
With the use of Linguistic Hedges (LHs) the meaning of the primary terms can be changed. For example, 
linguistic term ܤ ൌ Ԣܶ݅݊ݕԢ and the secondary linguistic term can be determined asܤ௦ ൌᇱ ܸ݁ݎݕܶ݅݊ݕԢ. Let ܤ be the 
linguistic term for variable ݕ with membership functionߤ஻ሺݕሻ, then the secondary version of ܤ can be expressed as 
 
ܤ௦ ؔ ሼݕǡ ሺߤ஻ሺݕሻ௣௪ሻȁݕ א ܻሽ                  (1) 
where pw is the hedge value.  
The ANFC with LH is based on fuzzy rules. Example, for two inputs {y1, y2} and one output x is defined with 
LHs as IF y1 is B1 with pw1 hedge AND y2 is B2 with pw2 hedge THEN x is CL1 class, where B1 and B2 denote 
linguistic terms defined on Y1 and Y2 feature space; pw1 and pw2 are the linguistic hedges, respectively; CL1 is the 
class label of the output x.  
1 Report a single rule for every class label. 
2 Set ݌ݓ௜௝ ൌ ͲǤͷ, for i = 1, 2,. . .,CL and j = 1,2,. . .,FT, where CL is the number of classes and FT is the 
number of features. 
3 The selected features be K. 
4 Training of neuro-fuzzy classifier using LH for, Ͳ ൑ ݌ݓ௜௝ ൑ ͳ. 
5 For i = 1 to CL. Identify the jth feature that satisfies the max pw value for the ith class.  
6 The biggest hedge value are selected for (K–CL) features. 
7 From the original dataset, a new training and testing dataset is created. 
4.3. Employing SSCG 
“Step wise execution of SSCG algorithm from17 is as follows,  
1. Set k=1. Select the initial values of parametersߠ௞ିଶ and 0 < Ȗ < 1. Then, evaluate the conjugate direction 
and the gradient of ߠ௞ିଶǤ 
2. Short step calculation of the (k-1)th iteration operation: 
ߛ௞ିଵ ൌ 
ఊ
ȁௗೖషమȁ
ǡ ߠ௞ିଵ ൌ ߠ௞ିଶ ൅ ߛ௞ିଵ݀௞ିଶ And  ݃௞ିଵ ൌ ܧᇱሺߠ௞ିଵሻ                                    (2) 
3. Long step size calculation of the kth iteration; then find the ߠ௞new real point, and its gradient: 
݃௞ ൌ ܧᇱሺߠ௞ሻ, ݏ௞ ൌ 
ாᇲሺఏೖషభሻିாᇲሺఏೖషమሻ
ఊೖషభ
, ן௞ൌ 
ௗೖ
೅ாᇲሺఏೖሻ
ௗೖ
೅ௌ௞
 and ߠ௞ ൌ ߠ௞ିଶ ൅ן௞ ݀௞ିଶ.              (3) 
Set Ĭ, A and G for next gradient estimation using obtained results: 
For i=1 to M 
ܣ௜ ൌ ሾ
ȣ௞ିଶሺ݅ሻ
ȣ௞ିଵሺ݅ሻ
ȣ௞ሺ݅ሻ
ሿ = ሾ
ȣ௞ିଶଶ ሺ݅ሻ ȣ௞ିଶሺ݅ሻ ͳ
ȣ௞ିଵଶ ሺ݅ሻ ȣ௞ିଵሺ݅ሻ ͳ
ȣ௞ଶሺ݅ሻ ȣ௞ሺ݅ሻ ͳ
ሿ  and                   (4) 
ܩ௜ ൌ ሾ݃௞ିଶሺ݅ሻ݃௞ିଵሺ݅ሻ݃௞ሺ݅ሻሿ்                    (5) 
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ܧ݊݀ 
Repetitions:  
4. Set success as true, and 
݀௞ ൌ െ݃௞ ൌ െܧᇱሺߠ௞ሻ                               (6) 
5. The determination of temporary point and estimation of gradient as follows: 
ߛ௞ ൌ 
ఊ
ȁௗೖȁ
ǡ ߠ௧ǡ௞ ൌ ߠ௞ ൅ߛ௞݀௞                                             (7) 
ܨ݋ݎ݅ ൌ ͳݐ݋ܯ 
ܣ௜ܨ௜ ൌ ܩ௜                                               (8) 
If ܣ௜ is a non-singular and has inverse,  
then ܨ௜ ൌ ܣ௜ିଵܩ௜.                        (9) 
Contrarily, if ܣ௜is a singular,  
then ܨ௜ ൌ  ሺܣ௜்ܣ௜ሻିଵܣ௜்ܩ௜.                                            (10) 
End 
݃௧ǡ௞௘௦௧ሺ݅ሻ ൌ ܧᇱሺߠ௧ǡ௞ሺ݅ሻሻ = [ሺߠ௧ǡ௞ሺ݅ሻሻʹ   ሺߠ௧ǡ௞ሺ݅ሻሻ   1]
T ܨ௜                 (11) 
If ݃௧ǡ௞௘௦௧ሺ݅ሻ is a infinite, 
then ݃௧Ǥ௞ሺ݅ሻ ൌ ܧᇱሺߠ௧ǡ௞ሺ݅ሻሻ is calculated directly.                  (12) 
End 
6. If success is true, then the calculation of the second-order information is as follows: 
ݏ௞ ൌ 
௚೟ǡೖ
೐ೞ೟ି௚ೖ
ఊೖ
ǡ ߜ௞ ൌ ݀௞்ݏ௞                    (13) 
7. Scaling ݏ௞ǣ 
ݏ௞ ൌ  ݏ௞ ൅൫ߣ௞ െ ߣҧ௞൯݀௞ǡ ߜ௞ ൌ ߜ௞ ൅ ൫ߣ௞ െ ߣҧ௞൯ȁ݀௞ȁଶ                 (14) 
8. If ߜ௞ ൑ Ͳǡ then the hessian matrix must be made positive definite: 
ݏ௞ ൌ  ݏ௞ ൅ሺߣ௞ െ ʹ
ఋೖ
ȁௗೖȁమ
ሻ ߜ௞, 
ߣҧ௞ ൌ2ሺߣ௞ െ ʹ
ఋೖ
ȁௗೖȁమ
ሻ, 
ߜ௞ ൌ െߜ௞ ൅ ߣ௞ȁ݀௞ȁଶ, 
ߣ௞ ൌ ߣҧ௞Ǥ                      (15) 
9. The calculations of the step size ߙ௞ and the ߠ௞ାଵ new real point, are as follows: 
߬௞ ൌ ݀௞்݃௞ǡ 
ߙ௞ ൌ
ఛೖ
ఋೖ
, 
ߠ௞ାଵ ൌ ߠ௞ ൅ ߙ௞݀௞Ǥ                     (16) 
10. The reference calculation for comparison: 
ο௞ൌ
ଶఋೖ൫ாሺఏೖሻ൯ିாሺఏೖశభሻሻ
ఛೖమ
                    (17) 
11. If ο௞൒ Ͳ then minimization of the cost function is done: 
݃௞ାଵ ൌ ܧᇱሺߠ௞ାଵሻǡ ߣഥ௞ ൌ Ͳ                    (18) 
And success = true. 
x Add the new values ߠ௞ାଵ and ݃௞ାଵ into A and G below, 
And then, the first rows of A and G are removed. 
x If (k mod M) = 0, then algorithm is restarted: 
݀௞ାଵ ൌ െ݃௞ାଵ                     (19) 
Or else, a new conjugate direction is created: 
ߚ௞ ൌ
ȁ݃௞ାଵȁଶ െ ݃௞ାଵ݃௞
߬௞
ǡ 
݀௞ାଵ ൌ െ݃௞ାଵ + ߚ௞݀௞.                    (20) 
x If ο௞൒ ͲǤ͹ͷ then the decreasing scaling parameter: 
ߣ௞ ൌ ͲǤͷߣ௞                      (21) 
Otherwise, minimization of the cost function is not possible: 
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ߣഥ௞ ൌ  ߣ௞ and success = false. 
12. If ο௞൏ ͲǤʹͷ then the increasing scaling parameter: 
            ߣ௞ ൌ Ͷߣ௞                     (22) 
13. If the steepest direction ݃௞ =/= 0, Then set k =k+1 and go to step 5; 
 
The computational complexity of the SCG is O(3M2) and can be decreased to O(2M2) for SSCG algorithm. 
4.4. Modality of ANFC with SSCG 
A neural-fuzzy system is a composition of fuzzy systems and the neural networks. The composition is such that 
to determine the parameters of fuzzy systems, the neural networks algorithms are used. Different layers in the 
adaptive neuro-fuzzy classifier with LH are as follows11, 23, 
First Layer: Membership: ߤ௜௝൫ݔ௦௝൯ ൌ ሺെͲǤͷ
ሺ௫ೞೕି௖೔ೕሻమ
ఙ೔ೕమ
ሻ                                 (23) 
where, 
 ߤ௜௝൫ݔ௦௝൯ is membership grade of ith rule and jth feature, ݔ௦௝ is sth sample and jth feature, ܿ௜௝ is center of Gaussian 
function and ߪ௜௝ is width of Gaussian function. 
Second Layer:  Power: ן௜௝௦ൌ ሾߤ௜௝൫ݔ௦௝൯ሿ௣೔ೕ               (24) 
where,  
modified membership grade is ן௜௝௦, linguistic hedge value is  ݌௜௝ of ith rule and jth feature 
Third Layer: Fuzzification: ȕ୧ୱ ൌ ς ן୧୨ୱ
ୈ
୨ୀଵ               (25) 
where,  
ϐȕ୧ୱ of i
th rule, number of features is D.  
Fourth Layer: Defuzzification:  ݋௦௞ ൌ σ ȕ୧ୱ୧୩
௎
௜ୀଵ                (26)
where,  
weighted output is ݋௦௞, the degree of belonging is ୧୩ to kth class. 
Fifth Layer: Normalization:  ݄௦௞ ൌ 
௢ೞೖ
σ ௢ೞ೗಼೗సభ
                             (27) 
Where, 
normalized degree is ݄௦௞of sth sample belongs to kth class.
5. Experimental results and discussion 
An omnidirectional microphone was placed on the roadway at about 1 m height from ground level, and it 
recorded the cumulative signal at sampling frequency of 16000 Hz.  A small area segment (From chhtrapati square 
to Sita Bardi) of Nagpur city, India is considered in this study. Vehicular cumulative audio samples were collected 
for all three density states namely (low, medium and heavy). Total 180 acoustic samples were collected. Each 
sample acoustic signal is of time span approx 30ms. To create initial fuzzy classification rules from the input space, 
K-means clustering method is employed. Different compositions window size and shift size were considered while 
performing windowing and segmentation of audio signals. The possible combinations were considered are 
200_100MFCC, 500_200MFCC, 1000_300MFCC (ex. Dataset 200_100MFCC: Primary window size of 200ms and 
shift by 100ms, features were extracted using MFCC). In single frame, first 13 cepstral coefficients were extracted. 
All feature vector frames were considered for study. Dimensionalities of above datasets and selected features were 
presented in table 1. Table 2 compares the training time of SCG and SSCG algorithm per iteration. 
Table 1. Dimensionality of Original datasets, selected features and reduced datasets 
Dataset Approx Number 
of Frames 
Dimension of Dataset (Number of 
Features by Instances) 
Selected Features using 
linguistic hedges 
Reduced Dimension of 
Dataset 
200_100 MFCC 305 3965 by 180 1, 9, 7, 3, 8, 13, 6 2135 by 180 
500_200 MFCC 150 1950 by 180 1, 9, 13, 3, 7, 11, 6 1050 by 180 
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1000_300 MFCC 100 1300 by 180 1, 3, 9, 6, 7, 4, 10 700 by 180 
 
Table 2. Performance of classifier ANFC_SCG and ANFC_SSCG for varying window size and shift (in %) 
Data Training 
Algorithm 
Training Set 
Recognition 
(%) 
Testing Set 
Recognition 
(%) 
Unit Iteration 
time  (in 
second) 
Shorten 
training time 
(%) 
Cluster size 
per class 
 
 
200_100 
MFCC 
SCG  93.62  93.35  0.1538  74.57  1  
SSCG  93.64  93.37  0.0391   
SCG  94.10  93.87  0.3015  75.32  2  
SSCG  94.06  93.74  0.0744   
SCG  94.97  94.37  0.4475  74.77  3  
SSCG  94.42  93.88  0.1129   
 
 
 
500_200 
MFCC 
SCG  94.96  94.93  0.0745  67.38  1  
SSCG  94.77  94.71  0.0243   
SCG  95.86  95.42  0.1378  67.34  2  
SSCG  95.30  95.10  0.045   
SCG  96.19  95.48  0.2079  66.67  3  
SSCG  95.63  95.01  0.0693   
 
 
1000_300 
MFCC 
SCG  95.25  95.47  0.0445  57.97  1  
SSCG  95.18  95.34  0.0187   
SCG  96.19  96.35  0.0810  54.93  2  
SSCG  95.99 96.14  0.0365   
SCG  97.26  96.61  0.1192  54.11  3  
SSCG  96.28  96.03  0.0547   
6. Conclusion 
In this research work, Speeded Scaled Conjugate Gradient (SSCG) is employed to reduce network training time 
per iteration and ANFC is modeled to classify vehicular traffic density conditions in the context of linguistic terms 
such as low, medium and heavy corresponds to speed range 40 km/hr and above, 20 – 40 km/hr and 0 -20 km/hr 
respectively. This approach is quite cheaper as it uses simple microphone as compared to intrusive techniques and 
also its maintenance and operational cost is very low. Multiple feature vector frames were considered and are passed 
to classifier. Generally consideration multiple frames will increase the classification performance but the training 
time required per iteration is significantly high. To overcome this issue we have employed SSCG, which reduces the 
training time by 55 to 75% per iteration and also it preserves the classification performance.  
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