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Abstract
The authors aim here at finding all the generalizations of the binomial formula that are
given by a generating-function of the generalized Appell form for a sequence of Newton
polynomials. The formulas obtained include the well-known q-analogue of the binomial
formula, several formulas involving hyperbolic functions, a trigonometric analogue, and
some formulas involving the geometric and the exponential series.
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1. Introduction
The binomial formula∑
n0
(
z
n
)
tn = (1 + t)z = exp(z log(1 + t)) (1.1)
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is certainly one of the most useful power-series expansions. It is an important
summation formula for hypergeometric series. It is also a Newton series
expansion with respect to the variable z. It expresses (1 + t)z as a series of the
Newton polynomials
(z)n = z(z− 1)(z− 2) · · · (z− n+ 1).
Another interpretation of (1.1) is that (1+ t)z is the exponential generating-func-
tion of the Newton polynomials. Since this generating-function has the form
exp(zg˜(t)), where g˜ is an invertible series under composition, the binomial
formula is an example of an Appell generating-function relation.
A generalized Appell generating-function relation for a polynomial se-
quence un, with degree of un equal to n for n  0, is a formal power series of
the form f (zg˜(t))/b(g˜(t)) that satisfies
∑
n0
un(z)fnt
n = f (zg˜(t))
b(g˜(t))
, (1.2)
where
f (t)= 1 + f1t + f2t2 + · · · , with fn = 0 for n 0,
g˜(t)= t + g˜2t2 + g˜3t3 + · · · , and
b(t)= 1 + b1t + b2t2 + · · · .
Generalized Appell generating functions have been extensively studied. See Boas
and Buck [3], Srivastava [11], and Srivastava and Manocha [12].
Let
g(t)= t + g2t2 + g3t3 + · · ·
be the inverse under composition of g˜. Then (1.2) is equivalent to
∑
n0
un(z)fn
(
g(t)
)n = f (zt)
b(t)
. (1.3)
If we write the binomial formula (1.1) in this form, we obtain
∑
n0
(
z
n
)(
et − 1)n = ezt = (1 + (et − 1))z. (1.4)
In the present paper our aim is to find all relations of the form (1.3) for which
the polynomial sequence un is a Newton sequence, that is, there exists a sequence
a0, a1, a2, . . . of complex numbers such that
u0(z)= 1 and
un(z)= (z− a0)(z− a1) · · · (z− an−1) for n 1.
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We say that a generating-function relation of the form (1.3), with un a Newton
sequence, is a binomial formula of the generalized Appell form.
Di Bucchianico and Loeb [5] used Umbral Calculus and symbolic computa-
tions to find a partial list of such relations. They found all the relations having
a0 = 0, and some relations with a0 = 0. Here we will complete their list using
different methods. Our main result is the complete list of binomial formulas.
Theorem 1.1. The binomial formulas of the generalized Appell form are the
following.
BF0. The trivial formula∑
n0
znfnt
n = f (zt),
where f is any formal power series with nonzero coefficients.
BF1. The basic geometric formula:
1 +
∑
n1
z(z− a1)n−1
(
t
1 − a1t
)n
= 1
1 − zt , a1 = 0.
BF2. The original binomial formula
1 +
∑
n1
z(z− a1)(z− 2a1) · · · (z− (n− 1)a1)
an1n!
(
ea1t − 1)n = ezt ,
a1 = 0.
BF3. The basic hyperbolic formula:
1 +
∑
n1
z(z− a1)(z− 4a1) · · · (z− (n− 1)2a1)
2−nan1 (2n)!
(
cosh
(√
a1t
)− 1)n
= cosh(√zt ), a1 = 0.
BF4. The q-binomial formula
1 +
∑
n1
(z− 1)(z− q) · · · (z− qn−1)
(q;q)n t
n = eq(zt)
eq(t)
,
where q is a nonzero complex number and eq(t) is the q-exponential func-
tion.
BF5. The trigonometric formula:
1 +
∑
n1
(z− 1)(z+ 3) · · · (z+ (−1)n(2n− 1))
(−1)n(n−1)/22nn! sin
n(2t)
= sin(zt)+ cos(zt)
sin(t)+ cos(t) .
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BF6. The geometric formula:
1 +
∑
n1
(z− 1)(z− a1)n−1
(
t
1 − a1t
)n
= 1 − t
1 − zt , a1 ∈C.
BF7. The first exponential formula:
1 +
∑
n1
(z− 1)(z+ 1)(z+ 2) · · ·(z+ n− 1)
(n+ 1)!
(
1 − e−t)n
= e
zt − 1
z(et − 1) .
BF8. The second exponential formula:
1 +
∑
n1
(z− 1)(z− 2)(z− 3) · · ·(z− n)
(n+ 1)!
(
et − 1)n = ezt − 1
z(et − 1) .
BF9. The shifted binomial formula:
1 +
∑
n1
(
(z− 1)/(a1 − 1)
n
)(
e(a1−1)t − 1)n = e(z−1)t , a1 = 1.
BF10. The first hyperbolic sine formula:
1 +
∑
n1
(z− 1)(z− 9)(z− 25) · · ·(z− (2n− 1)2)
(2n+ 1)!
· (cosh2(√t )− 1)n = sinh(
√
zt )√
z sinh(
√
t )
.
BF11. The second hyperbolic sine formula:
1 +
∑
n1
(z− 1)(z− 4) · · · (z− n2)
(2n+ 1)!2−n
(
cosh
(√
t
)− 1)n
= sinh(
√
zt )√
z sinh(
√
t )
.
BF12. The first hyperbolic cosine formula:
1 +
∑
n1
(z− 1)(z− 9)(z− 25) · · ·(z− (2n− 1)2)
(2n)!
· (cosh2(√t )− 1)n = cosh(
√
zt )
cosh(
√
t )
.
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BF13. The second hyperbolic cosine formula:
1 +
∑
n1
(z− 1)(z− 4)(z− 9) · · · (z− n2)
(2n+ 2)!2−n−1
(
cosh
(√
t
)− 1)n
= cosh(
√
zt )− 1
z(cosh(
√
t )− 1) .
Each Newton polynomial sequence uk(z) determines two infinite lower triangular
matrices s(k, n) and S(k,n) defined by the following pair of inverse relations:
uk(z)=
k∑
n=0
s(k, n)zn, k  0 (1.5)
and
zk =
k∑
n=0
S(k,n)un(z), k  0. (1.6)
Throughout this paper, the numbers s(k, n) and S(k,n) are generalizations of
the Stirling numbers of the first and second kinds, respectively (see Riordan [10]).
Therefore, each generalized binomial formula is a generating-function relation
that can be used to obtain properties of the corresponding generalized Stirling
numbers. There is a vast literature on many kinds of generalizations of the Stirling
numbers and unified approaches to study collections of such generalizations. See,
for example, [2,4,7–9,13,15].
In the following sections we obtain from (1.3) a collection of necessary
conditions that some of the initial coefficients of f , g, b, and the initial
terms of the sequence a0, a1, a2, . . . must satisfy. We also find two linear
homogeneous recurrence relations that the sequence of quotients fn/fn+1 must
satisfy. These recurrence relations have variable coefficients that depend on the
initial coefficients of f and g. We find conditions on such coefficients that are
necessary for the existence of a nontrivial simultaneous solution of the recurrence
relations. Combining all the necessary conditions, we obtain a finite list of sets
of initial values that allow us to determine all the ingredients in (1.3). Finally, we
verify the validity of the binomial formula obtained in each case.
2. The main recurrence relations
Consider the equation
∑
k0
uk(z)fkg
k(t)= f (zt)
b(t)
, (2.1)
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where f , g, b, and uk are as defined in the previous section, and uk is a Newton
polynomial sequence. Without loss of generality, we can suppose that f1 = 1.
The linear functionals ∆n are defined by
∆nuk = δn,k, for n 0 and k  0.
They are called the divided difference functionals associated with the sequence
a0, a1, a2, . . . and have the following representation
∆nv(z)=
n∑
j=0
Residue of
(
v(z)
un+1(z)
)
at z= aj , (2.2)
for any function v defined on the multiset of roots of un+1(z). In particular,
∆nz
k =
∑
a
j0
0 a
j1
1 · · ·ajnn , (2.3)
where the sum runs over all vectors (j0, j1, . . . , jn) of nonnegative integers such
that ∑
i
ji = k − n.
The definition of ∆n and (1.6) show that
S(k,n)=∆nzk.
If a0, a1, a2, . . . , an are all distinct, then S(k,n) is the complete homogeneous
symmetric polynomial of order k − n in the variables aj . Note that
S(k, k)= 1 for k  0 and S(k,n)= 0 if k < n.
See [13] and [14].
From (2.3) we easily obtain the following basic recurrence relation:
S(k + 1, n+ 1)= S(k,n)+ an+1S(k,n+ 1). (2.4)
If we multiply (2.1) by b(t) and then apply ∆n to both sides, we get
fnb(t)
(
g(t)
)n =∑
kn
S(k,n)fkt
k =
∑
k0
S(k + n,n)fk+ntk+n. (2.5)
Let h(t)= g(t)/t . Then we can write (2.5) as
b(t)fn
(
h(t)
)n =∑
k0
S(k + n,n)fk+ntk. (2.6)
Therefore, we have
S(k + n,n)= fn
fn+k
pk(n), (2.7)
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where pk(n) is the coefficient of tk in the formal power series of b(t)(h(t))n. It
is easy to see that pk(n) is a polynomial in n of degree k, with coefficients that
depend on g2, g3, . . . , gk+1 and b1, b2, . . . , bk . For example,
p1(n)= g2n+ b1,
p2(n)=
(
n
2
)
g22 + (b1g2 + g3)n+ b2,
and
p3(n)=
(
n
3
)
g32 +
(
n
2
)
b1g
2
2 + g2g3n2
+ (b2g2 + b1g3 − g2g3 + g4)n+ b3.
Taking k = 1 in (2.7) and using (2.3), we get
S(n+ 1, n)= a0 + a1 + · · · + an = fn
fn+1
(b1 + g2n), (2.8)
and, for k = 2, we obtain
S(n+ 2, n)= fn
fn+2
p2(n). (2.9)
Combining this relation with (2.4), we get
fn+1
fn+3
p2(n+ 1)− fn
fn+2
p2(n)= an+1 fn+1
fn+2
p1(n+ 1). (2.10)
We also have
an+1 = S(n+ 2, n+ 1)− S(n+ 1, n)= fn+1
fn+2
p1(n+ 1)− fn
fn+1
p1(n).
Substituting this expression in (2.10) and dividing by fn+1/fn+2, we obtain
fn+2
fn+3
p2(n+ 1)− fn
fn+1
p2(n)
=
(
fn+1
fn+2
p1(n+ 1)− fn
fn+1
p1(n)
)
p1(n+ 1). (2.11)
Define F(k)= fk/fk+1 for k  0. Then we can write (2.11) as follows:
A(n) := p2(n)F (n+ 2)−
(
p1(n+ 1)
)2
F(n+ 1)
+ (p1(n)p1(n+ 1)− p2(n))F(n)= 0. (2.12)
Combining (2.7), with k = 3, with (2.4), with k = n+ 3, we get
fn+1
fn+4
p3(n+ 1)− fn
fn+3
p3(n)
= fn+1
fn+3
p2(n+ 1)
(
S(n+ 2, n+ 1)− S(n+ 1, n)),
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which may be simplified to get
B(n) := p3(n+ 1)F (n+ 3)− p1(n+ 1)p2(n+ 1)F (n+ 1)
+ (p1(n)p2(n+ 1)− p3(n))F(n)= 0. (2.13)
Taking n= 1 in (2.5), we obtain
b(t)g(t)=
∑
k0
S(k + 1,1)fk+1tk+1. (2.14)
If a0 = a1, we can write this equation in the following form:
g(t)= f (a1t)− f (a0t)
(a1 − a0)b(t) . (2.15)
In the following sections we will use the system of Eqs. (2.12) and (2.13)
to find F(n) and some of the initial coefficients of f , g, and b. It is clear that
F(n) determines f (t). Then we will use (2.15) to find g(t) and (2.8) to find the
sequence of roots ak . We consider two cases, depending on the value of a0. If
a0 = 0, the corresponding polynomial sequence un(z) is called a basic sequence,
and if a0 = 0, it is called associated or Sheffer polynomial sequence.
3. Basic Newton polynomial sequences
We consider here the case in which a0 = 0. In this case the sequence un is
called a basic polynomial sequence. We have uk(0)= 0 for k  1, and substitution
of z= 0 in (2.1) gives us
1 = f (0)
b(t)
,
and therefore b(t)= 1.
Since a0 = 0, using (2.3) we get
S(k + 1, k)= ak1 for k  1,
and then (2.14) gives us
gk = ak−11 fk, k  1. (3.1)
If a1 = 0, then g(t)= t , and thus (2.1) takes the following form:∑
k0
uk(z)fkt
k = f (zt). (3.2)
This clearly implies that
uk(z)= zk for k  0,
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and hence ak = 0 for k  0. In this case any series f with nonzero coefficients
satisfies (2.1). Since g2 = a1f2 and f2 = 0, if g2 = 0, then a1 = 0 and we get
again ak = 0 for k  0. These cases yield formula BF0 of Theorem 1.1.
Suppose now that g2 = 0 and consequently a1 = 0. Since b(t) = 1 and thus
bj = 0 for j  1, the polynomials pk(n) have a simple form. We have
p1(n)= g2n and p2(n)= g22
(
n
2
)
+ g3n.
Since g2 = 0, we can put g3 = xg22 and then
p2(n)= g22
((
n
2
)
+ xn
)
,
so that (2.12) becomes
A(n)=
{(
n+ 1
2
)
+ (n+ 1)x
}
F(n+ 2)− (n+ 1)2F(n+ 1)
+
{
n(n+ 1)−
(
n
2
)
− xn
}
F(n)= 0, (3.3)
where g2 was eliminated by dividing by g22 , which was a common factor. In a
similar way, we put g4 = yg32 and then the difference equation (2.13) takes the
following form
B(n)= B3(n)F (n+ 3)+B1(n)F (n+ 1)+B0(n)F (n)= 0, (3.4)
where B3, B1, and B0 are cubic polynomials in n with coefficients that depend on
the parameters x and y , but are independent of g2.
Using elimination, we transform the system of Eqs. (3.3) and (3.4) into a
system of two difference equations of first order with polynomial coefficients.
This is done as follows. CombineB(n) with A(n) to eliminate the term with F(n).
This gives a new differential operatorG(n) that involvesF(n+3), F (n+2), and
F(n+ 1). Next, using A(n) and G(n− 1), we eliminate the term with F(n+ 2)
and obtain a difference operatorM(n), and eliminate the term with F(n) to obtain
a difference operator P(n). These new operators yield the following system of
equations
M(n)= u(n)F (n+ 1)+ v(n)F (n)= 0 (3.5)
and
P(n− 1)= s(n)F (n+ 1)+ t (n)F (n)= 0, (3.6)
where u, v, s, and t are polynomials in n with coefficients that depend pol-
ynomially in x and y . The system of Eqs. (3.5) and (3.6) can have nontrivial
solutions only if the determinant
w(n)= s(n)v(n)− t (n)u(n)
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is identically zero. This condition yields a system of polynomial equations in x
and y that we solve using Maple 6. The solutions obtained are:
{x = 1, y = 1},
{
x = 2
3
, y = 1
3
}
,
{
x = 2
5
, y = 3
35
}
.
If x = 1 and y = 1, then (3.3) reduces to
(n+ 2)F (n+ 2)− 2(n+ 1)F (n+ 1)+ nF(n)= 0. (3.7)
If we let
H(n)= nF(n),
then
H(n+ 2)− 2H(n+ 1)+H(n)= 0,
and since F(0) = 1, we have H(0) = 0. Therefore, we get H(n) = cn, where
c is a constant, and consequently F(n) = 1 for n  0. This implies that f (t) =
1/(1 − t).
From (2.8) we get
S(n+ 1, n)= ng2F(n)= a0 + a1 + · · · + an,
and thus an = g2 for n 1, and
un(z)= z(z− a1)n−1 for n 1.
Using (2.15), we obtain g(t) = t/(1 − a1t). Therefore, (2.1) takes the following
form:
1 +
∑
n1
z(z− a1)n−1
(
t
1 − a1t
)n
= 1
1 − zt . (3.8)
This is the basic geometric binomial formula BF1. The validity of this formula is
easily verified by using the geometric series.
For the case with x = 2/3 and y = 1/3, Eqs. (3.5) and (3.6) reduce to
(n+ 1)F (n+ 1)− (n+ 2)F (n)= 0,
by elimination of a common polynomial factor. It is easy to see that the solution
satisfying F(0)= 1 is F(n)= n+ 1 for n 0. Then we must have f (t)= et .
From (2.8) we obtain
a0 + a1 + · · · + an = (n+ 1)ng2,
and thus an = 2g2n= na1 for n 0. Using Eq. (2.15) we get g(t)= (ea1t−1)/a1.
Therefore, this case yields the binomial formula BF2:
1 +
∑
n1
z(z− a1)(z− 2a1) · · ·
(
z− (n− 1)a1
) (ea1t − 1)n
an1n!
= ezt . (3.9)
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If x = 2/5 and y = 3/35, then (3.5) and (3.6) reduce to
(2n+ 1)(n+ 1)F (n+ 1)− (2n+ 3)(n+ 2)F (n)= 0. (3.10)
Its solution is F(n)= (n+1)(2n+1). This implies that fn = 2n/(2n)! and hence
f (t)=
∑
n0
(2t)n
(2n)! = cosh
(√
2t
)
. (3.11)
Equation (2.8) gives
a0 + a1 + · · · + an = (n+ 1)(2n+ 1)ng2,
which yields
an = 6g2n2 = a1n2 for n 0,
and then
un(z)= z(z− a1)(z− 4a1) · · ·
(
z− (n− 1)2a1
)
, n 1. (3.12)
From (2.15) we get
g(t)= f (a1t)− f (0)
a1
= 1
a1
∑
n1
(2a1t)n
(2n)! =
1
a1
(
cosh
(√
2a1t
)− 1). (3.13)
Therefore, this case yields the following basic hyperbolic binomial formula:
1 +
∑
n1
n−1∏
k=0
(
z− a1k2
) 2n
an1 (2n)!
(
cosh
(√
2a1t
)− 1)n = cosh(√2zt ). (3.14)
The change of variables x = 2t gives us BF3.
4. The trigonometric and the q-analogues of the binomial formula
In this section we suppose that the initial root a0 of the polynomials un is
not equal to zero. Since un(a0) = 0 for n  1, taking z = a0 in (2.1), we obtain
1 = f (a0t)/b(t). Therefore, b(t)= f (a0t).
The change of variables x = z/a0 and y = a0t in (2.1) gives
∑
n0
uˆn(x)fn
(
gˆ(y)
)n = f (xy)
f (y)
, (4.1)
where uˆn has roots ak/a0 for 0 k  n− 1, and gˆ(y)= a0g(y/a0). It is easy to
see that (4.1) is also a binomial formula and thus we do not lose generality if we
suppose that a0 = 1.
Take n= 1 in (2.6) to obtain
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f (t)h(t)=
∑
k0
S(k + 1, k)fk+1tk . (4.2)
Equating the corresponding coefficients of t and of t2 on both sides of this
equation, we get the following equations:
1 + g2 = S(2,1)f2 = (1 + a1)f2 (4.3)
and
g2 + g3 + f2 = S(3,1)f3 =
(
1 + a1 + a21
)
f3. (4.4)
We will consider two cases according to the value of g2. In the first case, we
suppose that g2 = 0 and proceed as in the previous section, that is, we reduce
the system of difference equations A(n)= 0 and B(n)= 0 to a system M(n)= 0
and P(n − 1) = 0, where M(n) and P(n) are difference operators of first order
with coefficients that depend on f2, f3, g3, and g4. From the condition that the
determinant of the system of difference equations M(n) = 0 and P(n − 1) = 0
must be identically zero for the system to have nontrivial solutions, we get a
system of polynomial equations in the parameters f2, f3, g3, and g4. This system,
together with Eqs. (4.3) and (4.4), is solved by using the “solve” command of
Maple 6. The solutions are the following.
R1 =
{
f2 = 11 + a1 , g3 = g4 = 0, a1 = a1, f3 =
1
(1 + a1)(1 + a1 + a12)
}
,
R2 =
{
f2 =−12 , g3 =−
2
3
, f3 =−16 , g4 = 0, a1 =−3
}
,
R3 =
{
f2 = 12 , g3 =−2, f3 =−
1
2
, g4 = 0, a1 = 1
}
,
R4 = {f2 = 1, g4 = g4, g3 = 0, a1 = 0, f3 = 1}.
For the first set R1, the difference equation A(n)= 0 reduces to
F(n+ 2)
1 + a1 − F(n+ 1)+ F(n)
(
1 − 1
1 + a1
)
= 0.
The solution that satisfies F(0)= 1 is
F(n)= 1 − a
n+1
1
1 − a1 = 1 + a1 + a
2
1 + · · · + an1 , n 0. (4.5)
Since g2 = 0, we get from (2.8) ak = ak1 for k  0. Let us write q = a1. Then
fn = 1
F(0)F (1) · · ·F(n) =
(1 − q)n
(1 − q)(1 − q2) · · · (1 − qn)
= (1 − q)
n
(q;q)n , (4.6)
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where
(q;q)0 = 1 and (q;q)n= (1 − q)(1 − q2) · · · (1 − qn).
Therefore, we have
f (t)=
∑
n0
(1 − q)ntn
(q;q)n = eq
(
(1 − q)t), (4.7)
where eq(t) is the q-exponential function. See Gasper and Rahman [6].
A simple computation shows that g(t)= t . Therefore, we obtain the following
binomial formula:
1 +
∑
n1
(z− 1)(z− q) · · ·(z− qn−1) (1 − q)ntn
(q;q)n =
eq((1 − q)zt)
eq((1 − q)t) . (4.8)
Replacing t by (1 − q)t we obtain the q-binomial theorem BF4. The change of
variables z= 1/a and t = ay in BF4 yields a more familiar q-binomial theorem:
1 +
∑
n1
(1 − a)(1 − aq) · · ·(1 − aqn−1)
(q;q)n y
n = eq(y)
eq(ay)
. (4.9)
See Andrews [1] and Gasper and Rahman [6].
For the set of values R2, the difference equation M(n)= 0 reduces to
(n+ 1)F (n+ 1)+ (n+ 2)F (n)= 0. (4.10)
Its solution with F(0)= 1 is F(n)= (−1)n(n+ 1). This yields
f (t)= 1 + t − t
2
2! −
t3
3! +
t4
4! +
t5
5! − · · · = sin(t)+ cos(t). (4.11)
Since g2 = 0, Eq. (2.8) gives
F(n)= 1 + a1 + a2 + · · · + an,
and we see that
an = (−1)n(2n+ 1) for n 0.
Using some trigonometric identities, we find that
g(t)= 1
4
(
f (t)− f (−3t))= sin(t) cos(t)= 1
2
sin(2t). (4.12)
In this case we obtain the trigonometric binomial formula BF5. Its validity can be
verified by showing that the divided difference of the function f (zt)/f (t) with
respect to z and the nodes a0, a1, . . . , an equals
sinn(2t)
(−1)(n2)2nn! .
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This requires the use of recurrence relations for divided differences and trigono-
metric expansion formulas for sin(kt) and cos(kt).
For the set of values R3, the equation M(n)= 0 becomes
4n
(
F(n)+ F(n+ 1))= 0
for n 1. In particular, this implies that
F(1)+ F(2)= 0,
but the values for f2 and f3 contained in R3 do not satisfy such condition.
Therefore, R3 does not give us a binomial formula.
For R4 the difference equation A(n)= 0 reduces to F(n+ 2)= F(n+ 1), and
since (in this case) we have f2 = 1 and f3 = 1, we get fn = 1 and F(n)= 1 for
all n, and then an = 0 for n 1, and f (t)= 1/(1 − t). This yields g(t) = t and
the following special case of BF6:
1 +
∑
n1
(z− 1)zn−1tn = 1 − t
1 − zt . (4.13)
5. Hyperbolic and exponential analogues of the binomial formula
In this section we complete the list of binomial formulas of the generalized
Appell form. The remaining case corresponds to a0 = 1 and g2 = 0. This is the
most difficult case from the computational point of view, because the coefficients
of the difference operators M(n) and P(n) are more complex and have higher
degrees than in the previous cases. In addition, in this last case, it is not possible
to use changes of variables in order to give a fixed value to some of the parameters.
Since g2 = 0, we can set g3 = xg22 and g4 = yg32 . We try to find all the vectors
(g2, x, y, f2, f3) for which the system of Eqs. (3.5) and (3.6) can have nontrivial
solutions. The system of polynomial equations, resulting from the condition that
the determinant w(n) of the system of equations M(n) = 0 and P(n − 1) = 0
must be identically zero, is too complex to be solved in a reasonable amount of
time using Maple in a personal computer. We need some additional restrictions
on the parameters to simplify the problem. This is accomplished by introducing
a discretization for x = g3/g22 that results from a linear algebraic property of the
difference equation A(n)= 0, which has the following form
A(n)= q2(n)F (n+ 2)+ q1(n)F (n+ 1)+ q0(n)F (n)= 0, (5.1)
where the coefficients qj are quadratic polynomials. If we write F(n) as a Newton
series
F(n)=
∑
k0
ck
(
n
k
)
, (5.2)
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then substitution in (5.1) and some simple manipulation of terms show that A(n)
can also be written as a Newton series
A(n)=
∑
k0
cˆk
(
n
k
)
.
The linear map that transforms the sequence ck to the sequence cˆk has a matrix
representation T = [tj,k]. We can show that T is an infinite upper triangular
tridiagonal matrix and also that its diagonal entries are given by
tk,k = (2k+ 1)x − (k + 1)+
(
k
2
)
. (5.3)
For such computation we use Vandermonde’s convolution formula and the
multiplication formula for the binomial polynomials.
If tk,k = 0 for k  0, then T is invertible and hence A(n) = 0 implies that
F(n) is identically zero. Suppose that there exists some integer m 0 such that
tm,m = 0. Then
x = m+ 1 −
(
m
2
)
2m+ 1 =−
1
2
m2 − 3m− 2
2m+ 1 . (5.4)
Since the rational function (t3 − 3t − 2)/(2t + 1) is strictly increasing for t  0,
we see that T can have at most one diagonal entry equal to zero.
Consider the following block decomposition
T =
[
U W
0 V
]
, (5.5)
where U is an upper triangular tridiagonal matrix of order m + 1 with its last
diagonal entry equal to zero, V is an invertible infinite upper triangular tridiagonal
matrix, and W has at most three nonzero entries. The equation
T (c0, c1, c2, . . .)
T = 0 (5.6)
is equivalent to the pair of equations
V (cm+1, cm+2, . . .)T = 0
and
U(c0, c1, . . . , cm)
T +W(cm+1, cm+2, . . .)T = 0. (5.7)
Since V is invertible, we must have (cm+1, cm+2, . . .)T = 0 and therefore
every solution of (5.6) must be of the form (c0, c1, . . . , cm,0,0,0, . . .)T with
U(c0, c1, . . . , cm)T = 0. It is clear that the vector space of solutions of Uc = 0 is
generated by a vector of the form (d0, d1, . . . , dm − 1,1)T. We conclude that the
difference equation (5.1) only has polynomial solutions and that it has solutions
of degree m for each m 0. To see this, we just have to choose x satisfying (5.4).
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Therefore, a necessary condition for A(n)= 0 to have nontrivial solutions is that
x = g3/g22 must satisfy (5.4) for some integer m  0. A similar analysis of the
difference equation B(n)= 0 yields the same condition.
If we combine Eq. (5.4) with the system of equations resulting from w(n)= 0
for all n, and include m in the list of unknowns, we obtain a system that can
be solved with Maple in approximately 200 seconds, using a computer with a
Pentium III processor. We obtained four sets of values or simple relations among
the parameters m, g2, x , y , f2, and f3. It turns out that there exist solutions only
for m equal to 0, 1, and 2. Thus every solution F(n) is a polynomial with degree
at most two.
For each of the four cases, we solve for F(n) by direct substitution of
F(n)= 1 + c1n+ c2n2
in both equations
A(n)= 0 and B(n)= 0.
Note that the form given to F(n) has taken into account the initial condition
F(0) = 1. Next we use (4.3) and (4.4), together with F(1) = 1/f2 and f (2) =
f2/f3, to further determine the values of the parameters or simplify the relations
among them. In this way we obtain eight sets Sj of values for, or relations among,
the parameters a1, g2, x , y , f2, f3, c1, and c2. Finally, for each one of the Sj , we
compute the explicit expression for an from the corresponding formula for F(n)
using (2.8). The resulting solutions are the following lists of data. The last entry
in each list is the vector (g2, x, y, f2, f3).
V1 =
(
an =−n,Fn = 1 + 12n,
(
−1, 2
3
,
1
3
,
2
3
,
1
3
))
,
V2 =
(
an = 1 + n,Fn = 1 + 12n,
(
1,
2
3
,
1
3
,
2
3
,
1
3
))
,
V3 =
(
an = 1 − n+ na1,Fn = 1 + n,
(
−1
2
+ 1
2
a1,
2
3
,
1
3
,
1
2
,
1
6
))
,
V4 =
(
an = a1,Fn = 1, (a1,1,1,1,1)
)
,
V5 =
(
an = (1 + 2n)2,Fn = 13 (2n+ 3)(1 + n),
(
2,
2
5
,
3
35
,
3
10
,
3
70
))
,
V6 =
(
an = (1 + n)2,Fn = 16 (n+ 2)(2n+ 3),
(
1,
2
5
,
3
35
,
2
5
,
3
35
))
,
V7 =
(
an = (1 + 2n)2,Fn = (1 + n)(1 + 2n),
(
2
3
,
2
5
,
3
35
,
1
6
,
1
90
))
,
and
V8 =
(
an = (1 + n)2,Fn = 13 (2n+ 3)(1 + n),
(
1
2
,
2
5 ,
3
35 ,
3
10
,
3
70
))
.
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From the data in each one of the lists Vj , it is easy to identify the corresponding
series f and g. The eight binomial formulas obtained from the lists V1,V2, . . . , V8
are recorded in Theorem 1.1 as BFk for k = 7, 8, 9, 6, 10, 13, 12, and 11, respec-
tively. In the cases when k = 8, 10, 11, 12, and 13, we used a change of scale in
the variable t in order to simplify the formulas.
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