The mean-shift procedure is a popular object tracking algorithm since it is fast, easy to implement and performs well in a range of conditions. We address the problem of scale adaptation and present a novel theoretically justified scale estimation mechanism which relies solely on the mean-shift procedure for the Hellinger distance. We also propose two improvements of the mean-shift tracker that make the scale estimation more robust in the presence of background clutter. The first one is a novel histogram color weighting that exploits the object neighbourhood to help discriminate the target called background ratio weighting (BRW). We show that the BRW improves performance of MS-like tracking methods in general. The second improvement boost the performance of the tracker with the proposed scale estimation by the introduction of a forward-backward consistency check and by adopting regularization terms that counter two major problems: scale expansion caused by background clutter and scale implosion on self-similar objects. The proposed mean-shift tracker with scale selection and BRW is compared with recent state-of-the-art algorithms on a dataset of 77 public sequences. It outperforms the reference algorithms in average recall, processing speed and it achieves the best score for 30% of the sequences -the highest percentage among the reference algorithms.
Introduction
The mean-shift (MS) algorithm by Fukunaga and Hostetler (1975) is a non-parametric mode-seeking method for density functions. It was introduced to computer vision by Comaniciu et al. (2000) who proposed its use for object tracking. The MS algorithm tracks by minimizing the distance between two probability density functions (pdfs) represented by a target and target candidate histograms. Since the histogram distance (or, equivalently, similarity) does not depend on the spatial structure within the search window, the method is suitable for deformable and articulated objects.
The performance of the mean-shift algorithm suffers from the use of a fixed size window if the scale of the target changes.
When the projection of the tracked object becomes larger, localization becomes poor since some pixels on the object are not included in the search window and the similarity function often has many local maxima. If the object become smaller, the kernel window includes background clutter which often leads to tracking failure.
The seminal paper by Comaniciu et al. (2000) already considered the problem and proposed changing the window size over multiple runs by a constant factor (±10%). The window size maximizing the similarity to the target histogram was chosen. This approach does not cope well with the increase of the object size since the smaller windows usually have higher similarity and therefore the scale is often underestimated. Collins (2003) exploited image pyramids and used an additional mean-shift procedure for scale selection after estimating the position. The method works well for objects with a fixed aspect ratio, but this often does not hold for non-rigid or a deformable objects. Moreover, the method is significantly slower than the standard MS.
Image moments are used in Bradski (1998) and Ning et al. (2012b) to determine the scale and orientation of the target. The second moments are computed from an image of weights that are proportional to the probability that a pixel belongs to the target model. Yang et al. (2005) introduced a new similarity measure that estimates the scale by comparison of second moments of the target model and the target candidate. Pu and Peng (2006) assume target rigidity and restrict motion to scaling and translation. The target is first tracked using the mean-shift both in the forward and backward direction to estimate the translation. Scale is then estimated from feature points matched by an M-estimator with outlier rejection. Similarly, Liang et al. (2007) and Zhao et al. (2008) rely on "support features" for scale estimation after the mean-shift algorithm solves for position. Liang et al. (2007) search for the target boundary by correlating the image with four templates. Positions of the boundaries directly determine the scale of the target. Zhao et al. (2008) exploit affine structure to recover the target relative scale from feature point correspondences between consecutive frames.
Methods depending on feature matching are able to robustly estimate the scale, but they cannot be seamlessly integrated to the mean-shift framework. Moreover, estimating scale from feature correspondences takes times, requires presence of welllocalised features that can be detected with high repeatability, and it has difficulties dealing with a non-rigid or a deformable object.
We present a theoretically justified scale estimation mechanism which, unlike the method listed above, relies solely on the mean-shift procedure for the Hellinger distance. Furthermore, we propose a formulation for background weighting that exploits the tracked object's neighbourhood to help discriminate the object from the background. Additionally, we present two mechanisms that make the scale estimation more robust in the presence of background clutter and improve tracker performance to level of the state-of-the-art. The performance is compared to state-of-the-art algorithms on a large tracking dataset.
Mean-Shift Tracker with Scale Estimation

Standard Kernel-Based Object Tracking
In the standard mean-shift tracking of Comaniciu et al. (2000) , the target is modelled as an m-bin kernel-estimated histogram in a feature space located at the origin:
A target candidate at location y in the subsequent frame is described by its histogram
Let x i denote pixel locations, n be the number of pixels of the target and let {x * i } i=1...n be the pixel locations of the target centered at the origin. Spatially, the target covers a unit circle and an isotropic, convex and monotonically decreasing kernel profile k(x) is used. Function b : R 2 → 1 . . . m maps the value of the pixel at location x i to the index b(x i ) of the corresponding bin in the feature space. The probability of the feature u ∈ {1, . . . , m} is estimated by the target histogram as follows:
where δ is the Kronecker delta and C is a normalization constant so that
..n h be pixel locations in the current frame where the target candidate is centered at location y and n h be the number of pixels of the target candidate. Using the same kernel profile k(x), but with a scale parameter h , the probability of the feature u = 1 . . . m in the target candidate iŝ
where C h is a normalization constant. The difference between probability distributionsq = {q u } u=1...m and {p u (y)} u=1...m is measured by the Hellinger distance of probability measures, which is known to be a metric:
where
is the Bhattacharyya coefficient ofq andp(y). Minimizing the Hellinger distance is equivalent to maximizing the Bhattacharyya coefficient ρ[p(y),q] . The search for the new target location in the current frame starts at locationŷ 0 of the target in the previous frame using gradient ascent with a step size equivalent to the mean-shift method. The kernel is repeatedly moved from the current locationŷ 0 to the new location
and g(x) = −k (x) is the derivative of k(x), which is assumed to exist for all x ≥ 0, except for a finite set of points.
Scale Estimation
Let us assume that the scale changes frame to frame in an isotropic manner
locations and N be the number of pixels in the image. A target is represented by an ellipsoidal region
b 2 < 1 in the image and an isotropic kernel with profile k(x) as in Comaniciu et al. (2000) , restricted by a condition k(x) = 0 for x ≥ 1, is used. The probability of the feature u ∈ {1, .., m} is estimated by the target histogram aŝ
where C is a normalization constant. Let {x i } i=1...N be the pixel locations of the current frame in which the target candidate is centered at location y. Using the same kernel profile k(x), the probability of the feature u = 1 . . . m in the target candidate is given bŷ
The parameter h defines the scale of the target candidate and thus the number of pixels with non-zero values of the kernel function. For a given kernel and variable h, C h can be approximated in the following way: Let n 1 be the number of pixels in the ellipsoidal region of the target model, and let n h be the number of pixels in the ellipsoidal region of the target candidate with a scale h; then n h . = h 2 n 1 . Using the definition of Riemann integral we obtain:
Therefore C h ≈ C 1 h 2 and for any two values
. For justification of the approximation see Appendix A. As in Comaniciu et al. (2000) the difference between probability distributionq = {q u } u=1...m and {p u (y, h)} u=1...m is measured by the Hellinger distance. Using the approximations above for C h in some neighbourhood of h 0 we get
Thus, to minimize the Hellinger distance, functionρ(y, h) is maximized using a gradient method. In the proposed procedure, the kernel with a scale parameter h 0 is iteratively moved from the current locationŷ 0 in direction of ρ(ŷ 1 0 ,ŷ 2 0 , h 0 ) to the new locationŷ 1 , changing its scale to h 1 . The basic idea of this procedure is the same as the mean-shift method.
Let us denote
and
and ∂ρ(y,h) ∂h
Finally, the mean-shift update of y and h is obtained:
Background Ration Weighting
Instead of maximizing the Bhattacharyya coefficient, we formulate the problem as ratio maximization, where the numerator and the denominator are defined as Bhattacharyya coefficients of target candidate and target and background respectively. We call this formulation background ratio weighting (BRW). Background histogrambg is computed over the neighborhood of the target in the first frame and the ratio is obtained as follows:
Using a gradient ascent method for maximization of log(R) we use the following formula with weights w i changed to weights w bg i , where
The max operator set the weights w bg i to be a non-negative. In the case of a non-negative weights, the mean-shift algorithm preserves its convergence properties.
The Tracking Algorithm
Introducing scale estimation into the mean-shift procedure reveals two issues: Firstly, there is a difference in the MS behaviour when the position and scale estimation is imprecise. While errors in position are usually corrected later on during the mean-shift iteration, the error in scale estimation has no "self-correcting" ability in the presence of a non-trivial background. Secondly, the scale ambiguity of self-similar objects usually leads to underestimation of the scale and tracking failure (see Fig. 1 ). To cope with this problem and make the tracking more robust, we propose a mean-shift algorithm with regularized scale estimation. The algorithm, denoted MS s , is summarized in Alg. 1.
The structure of the algorithm is similar to the standard mean-shift algorithm, except for the scale update step. Two regularization terms are introduced in the scale update step. The first term rs reflects our prior assumption that the target scale does not change dramatically; therefore, the change of scale is penalized according to Eq. (24):
where the h is scaling factor and the function in absolute value is bounded by the constant b 2 . The second term rb addresses the problem of scale ambiguity by forcing the search window 
to include a portion of background pixels. In other words, from the possible range of scales (generated by the object selfsimilarity), a slight bias towards the largest is introduced. The rb function is defined by Eq. (25):
where (y, h) are the position and scaling factor and define the percentage of weighted background pixels that should be contained in the search window. The function response lies in the interval (−b 1 , b 1 ). The percentage of weighted background pixels is computed as follows:
(26) where the numerator is the sum of bin weights of the target candidate for pixels in which the target model hasq u = 0, and the denominator is the sum of bin weights of the target model over all pixels.
The MS s algorithm works well for sequences with scale change, but for sequences without scale change or with a significant background clutter, the algorithm tends to estimate nonzero scale, which may lead to accumulation of incorrect scale estimates and a tracking failure. Therefore, we adopted a technique to validate the estimated scale change: the Backward scale consistency check. The Backward check uses reverse tracking from position y t obtained by forward tracking and validates the estimated scale from step t − 1 to t and t to t − 1. This validation ensures that in the presence of background clutter the scale estimation does not "grow without bounds" and enables the tracker to recover from erroneous estimates. The algorithm using this technique is summarized in Alg. 2, and we call it as Adaptive Scale mean-shift (ASMS).
In the case of a detected scale inconsistency the object size is a weighted combination of three parts: (i) the previous size; (ii) the new estimated size; (iii) "default" size, which in our case is 
initial size of the object. The parameters for this combination were selected experimentally on the subset of testing sequences as a trade off between scale adaptability of the MS s and stability of the standard mean-shift algorithm.
We also noticed that mean-shift is more stable if the bandwidth size is biased toward a larger size so that the whole target is included; therefore, the computation of the weight α (Alg. 2) is not symmetric but it prefers enlarging the object size. The default size is kept constant during tracking, and preliminary experiments with size adaptation show no significant benefit and only introduce error caused by incorrect updates. This can be explained by the character of the data, where the target scale usually oscillate around initial value.
Experimental Protocol
Experiments were conducted on 77 sequences 2 collected from the literature. The sequences vary in length from dozens of frames to thousands, contain diverse object types (rigid, articulated) and have different scene settings (indoor/outdoor, static/moving camera, lightning conditions). Object occlusions and objects that disappear from the field of view are also present in the data.
The proposed mean-shift algorithm ASMS is compared with the standard published mean-shift algorithm (MS) and its scale adaptation (MS ± ) proposed by Comaniciu et al. (2000) . All algorithms are evaluated with and without the proposed background weighting.
The proposed method is also compared with the state-of-theart tracking algorithms that are available as source code, namely SOAMST by Ning et al. (2012c) base on the mean-shift algorithm, LGT byČehovin et al. (2011), TLD by Kalal et al. (2010) , CT by Zhang et al. (2012) and STRUCK by Hare et al. (2011) . Parameters for these algorithms were left default as set by the authors. Note that our results for those algorithms may differ from results reported in other publications since we did not optimize their parameters for the best performance for each sequence as was done, e.g., by Zhang et al. (2012) , but were fixed for all experiments. Moreover, the target was initialized in the first frame using the ground truth position for all algorithms. Stochastic methods were run multiple times on each sequence and the average result was reported.
Performance of the algorithms was measured by the recall: the number of correctly tracked frames divided by number of frames where the target is visible. Recall was chosen because some of the algorithms exhibit detector-like behavior; therefore, other frequently used criteria, such as first failure frame or failure frame from which the algorithm does not recover, will not capture the real performance of the algorithm, i.e. in how many frames the algorithm locates the target correctly.
A frame is considered tracked correctly if the overlap with the ground truth is higher than 0.5. The overlap is defined as o = area(T∩G) area(T∪G) , where T is object bounding box reported by the tracker and G is ground truth bounding box.
To characterize the speed, the average running time per frame of each algorithm was measured. Note that the algorithms are not implemented in the same programming language (SOAMST, LGT, TLD, CT using matlab with MEX files, STRUCT and mean-shift using C++), which may bias the speed measurement towards the more efficient programming languages.
The proposed mean-shift algorithms are written in C++ without heavy optimization or multithreading. All parameters of the algorithm were fixed for all experiments. Some of the parameters are fairly standard (mean-shift termination criterion) and the rest were chosen empirically as follows: bounds for regularization terms b 1 = 0.05, b 2 = 0.1 and = 0.5; termination of the mean-shift algorithm ε = 0.1, and maxIter = 15; scale consistency check Θ s = 0.05 ≈ 5% of the scale change, Θ c = 0.1; exponential averaging c 1 = 0.1, β = 0.1 and γ = 0.3. The pdf is represented as a histogram computed over the RGB space and quantized into the 16 × 16 × 16 bins.
Results
Background Weighting Evaluation
The experiment evaluates the benefits of different histogram bin weighting based on the background. The proposed BRW method is implemented into a different MS algorithms (i.e. standard MS, the standard scale MS by Comaniciu et al. (2000) and the proposed ASMS) and compared to direct histogram weighting (CBWH) proposed by Ning et al. (2012a) . Figure 2 shows the recall for 77 sequences. In general, using background weighting improves MS performance. The BRW performs slightly better or equal than CBWH for the standard mean-shift algorithms and dominates for the proposed AMSM. The average recall for the evaluated methods is shown by dashed horizontal lines in the plots. From the experiment, we conclude that ASMS-BRW is superior to other combinations, and therefore, it is used in all subsequent experiments. Ning et al. (2012a) ; the proposed background ratio weighting is denoted BRW. In all plots, sequences (x-axis) are sorted by the recall of the ASMS-BRW. The legend lists the methods in the order of average performance. The dashed lines show average performance. When not specified otherwise, the abbreviation ASMS refers to ASMS-BRW.
Next, ASMS was compared with the scale adaptation proposed by Comaniciu et al. (2000) , denoted MS ± , which runs the MS algorithm 3 times for different window sizes (1, 1 ± 0.1%) and the result with the minimum distance to the target histogram is used. The comparison is included in Figure 3 which also shows the results of the state of the art methods. ASMS outperforms MS ± for average recall. It performs better on 48 sequences.
Comparison with the State-of-the-Art Methods
Result of the comparison of the ASMS and state-of-the-art algorithms is presented in Fig. 3 , which shows that the performance of the ASMS tracker is comparable to the state-of-the-art methods, and on a large fraction of the sequences (30%) it is the top performer. However, Fig. 3 also shows that ASMS performs poorly on some sequences.
The results are summarized in two tables. Results for sequences with at least 30% object scale difference w.r.t the reference size in at least 20% frames of sequences are presented in Table 1 . Performance on the remaining "small scale change" sequences is shown in Table 2 . The last two rows show the mean performance and the number of sequences where the tracker performed best and second best.
There are some sequences in the set of the 32 sequences with object scale changes where tracking without a re-detection mechanism fails. These "Long-term" sequences with thousands of frames (e.g. CarChase, Motocross, Panda, Volkswagen) include object disappearance from the field of view, scene cuts, significant object occlusion and strong background clutter. Some shorter sequences with full object occlusion (e.g. Vid F), cannot be successfully tracked without re-detection too. Since ASMS does not provide any re-detection ability, it can not handle these cases. In these sequences, the TLD tracker achieved the best results.
ASMS achieved the best score on the Vid X sequences of Klein et al. (2010) . The sequences contain small amounts of background clutter and out-of-plane or in-plane rotation, which is difficult for many state-of-the-art algorithms whose representation of the object is usually spatial dependent and out or inplane rotation is not explicitly modeled.
Performance of the mean-shift algorithms, in general, drops in the presence of significant background clutter. This issue is more prominent when the tracker estimates more parameters (such as translation and scale) and the estimation errors induce a larger drift (in scale dimension) than in the case of estimating pure translation. This was mainly the case for the drunk2 and dinosaur sequences where the color distribution of the target was similar to the background.
Due to RGB color histogram representation, MS algorithms also perform poorly for grayscale sequences (e.g. track running, coke, dog1, OccludedFace2, david, shaking, etc.).
Overall, ASMS achieved the best average performance along with the TLD tracker on the sequences with scale and second best performance on the sequences without scale where the STRUCK tracker perform best. ASMS achieved the best score for 30% (which is the highest amongst other methods) of the sequences and the second best for 13%.
VOT2013 Challenge Results
The proposed ASMS algorithm was evaluated according to the new Visual Object Tracking (VOT) Challenge 3 methodology. The evaluation protocol, dataset and experiment descriptions are available at the VOT challenge site.
VOT results obtained by the ASMS method are reported in Table 3 . The results show that the ASMS is quite robust: it has a low number of reinitializations (robustness column), but lacks in accuracy. Among 27 trackers the ASMS tracker would be ranked around the ninth place. This seems unimpressive, but: (i) most trackers ranked higher are significantly slower; (ii) the results depend on the choice of test sequences and the evaluation methodology; and (iii) as shown in the paper, the MS types of detectors are the best performers for certain sequences.
Speed
To characterize the speed, the average running time per frame of each algorithm was measured across the whole testing dataset. The forward-backward (FB) validation step has been shown to benefit the ASMS, but it comes at the price of slowing the tracking two times. The experiment shown (see Table 4 ) that the slow down factor w.r.t. to standard MS is 2 on average. However, ASMS is still faster then MS ± and significantly faster than the state-of-the-art algorithms. 
Conclusion
In this work, a theoretically justified scale estimation for the mean-shift algorithm using Hellinger distance has been proposed. The new scale estimation procedure is regularized, which makes it more robust. Furthermore, we proposed a new formulation of the histogram bin weighting function (BRW) that takes into account background appearance. The formulation is general and can be used in any MS-based algorithm. The increase in performance when using BRW is shown in Fig. 2 .
We introduced a scheme (Forward-Backward) for automatic decision to accept the newly estimated scale or to use a more robust weighted combination, which is shown to reduce erroneous scale updates. This technique reduces tracking speed twice, however ASMS is still faster then MS ± and outperforms the speed of the state-of-the-art method by a large margin (see Table 4 ).
The newly proposed ASMS has been compared with the state-of-the-art algorithms on a very large dataset of tracking sequences. It outperforms the reference algorithms in average recall, processing speed and it achieves the best score for 30% Table 1 : Recall on sequences with scale change (target was 30% smaller or larger on at least 20% of frames of the sequence). Bold text -best result for the sequence, underscore -second best. na indicates that the algorithm fail to process the whole sequence. 2 + 8 4 + 6 11 + 3 1 + 3 2 + 4 11 + 2 0 + 2 4 + 9 of the sequences (the highest percentage among the reference algorithms) and it is the second best performer for 13% of the sequences.
is maximized using a gradient method. The only difference from the derivation using the approximation (Eq. 13) is in the partial derivative w.r.t. h: 
and A tends to 1 for large numbers of pixels in a target candidate. The proposed approximation therefore replaces A by 1 and eliminates the noise caused by A term for small scales of the objects. It is illustrated in Figure A .4 for a target represented by an ellipsoidal region with a = 10 and b = 10 (i.e. object size equal to 20x20px). 
