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Random sections of line bundles over real Riemann surfaces
Michele Ancona ∗
Abstract
Let L be a positive line bundle over a Riemann surface Σ defined over R. We prove that
sections s of Ld, d ≫ 0, whose number of real zeros #Zs deviates from the expected one
are rare. We also provide asymptotics of the form E[(#Zs − E[#Zs])k] = O(
√
d
k−1−α
) and
E[#Zks ] = ak
√
d
k
+ bk
√
d
k−1
+O(
√
d
k−1−α
) for all the (central) moments of the number of real
zeros. Here, α is any number in (0, 1), and ak and bk are some explicit and positive constants.
Finally, we obtain similar asymptotics for the distribution of complex zeros of random sections.
Our proof involves Bergman kernel estimates as well as Olver multispaces.
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1 Introduction
Let p ∈ Rd[X ] be a degree d polynomial with real coefficients.
How many real roots does p have, choosing it at random?
A first answer was given by Kac in the 40’s. He proved that the expected number of real roots E[#Zp]
is equivalent to 2π log d as d grows to +∞, see [13]. By definition,
E[#Zp] =
∫
p∈Rd[X]
(#Zp)dµ(p)
where #Zp denotes the cardinality of Zp = {x ∈ R | p(x) = 0}. The probability measure on Rd[X ] Kac
has considered was the Gaussian measure associated with a scalar product that makes {Xk}06k6d
an orthonormal basis.
In the 90’s, another answer was given by Kostlan and by Shub and Smale. They proved that
E[#Zp] =
√
d for any d ∈ N, see [14, 22]. There, the probability measure on Rd[X ] was the Gaussian
measure associated with a scalar product that turns {
√(
d
k
)
Xk}06k6d into an orthonormal basis.
This scalar product makes Rd[X ] isometric to the space RH
0(CP 1;O(d)) of real global sections of
the line bundle O(d) over CP 1, where the scalar product on RH0(CP 1;O(d)) is the L2-scalar product
induced by the Fubini-Study metric on O(d), see Section 2.1. This point of view brings us to consider
a general Riemann surface Σ with any ample line bundle over Σ, see [10, 11, 20].
Let Σ be a closed real Riemann surface, that is a closed Riemann surface equipped with an anti-
holomorphic involution cΣ. We denote by RΣ = Fix(cΣ) its real locus. Let L be a real ample line
bundle over Σ, that is an ample holomorphic line bundle p : L → Σ equipped with an anti-holomorphic
involution cL such that p ◦ cL = cΣ ◦ p and cL is complex-antilinear in the fibers. A real Hermitian
metric on L is a Hermitian metric h such that c∗Lh = h̄.
A real Hermitian metric on L induces a L2−scalar product, and thus a Gaussian measure, on the space
of global holomorphic real sections of Ld, see Section 2.1. We denote such space by RH0(Σ;Ld) +
{s ∈ H0(Σ;L) | cL ◦ s = s ◦ cΣ}.
How many real zeros does a random real section s ∈ RH0(Σ;Ld) have?
We denote by Zs = {s = 0} ∩ RΣ the set of real zeros of s ∈ RH0(Σ;Ld). In [11] it is shown that
lim
d→∞
1√
d
E[#Zs] =
Volh(RΣ)√
π
. We get
Theorem 1.1. Let c(d) ∈ R∗+ be any sequence of positive real numbers, then, for any k ∈ N and any
α ∈ (0, 1), the following holds as d → ∞:
• µ
{∣∣#Zs − E[#Zs]
∣∣ > c(d)
√
d
}
= O
(
1
c(d)k
√
d
1+α
)
;
2
• for any measurable subset A ⊂ RΣ of positive volume:
µ
{∣∣#(Zs ∩ A)− E[#(Zs ∩ A)]
∣∣ > c(d)
√
d
}
= O
( log d
c(d)k
√
d
)
.
The measure of the set of real sections whose number of real zeros deviates from the expected
one goes to zero faster than all polynomials. Moreover, this property is valid for any open subset of RΣ.
Remark 1.2. For a real analytic metric h, it seems possible to improve the polynomial upper estimate
of Theorem 1.1 by an exponential one. This is a work in progress. Recall that real analytic metrics
are dense in the space of smooth metrics (see [6, 23]) and that the Fubini-Study metric on CP 1 is real
analytic. Remark that an exponential rarefaction for real sections with "many" real zeros is proved
in [10, Theorem 2]
Higher moments The main ingredient of the proof of Theorem 1.1 is an estimate of all the moments
E[#Zks ], k ∈ N, which has its own interest. By definition, the k-th moment of #Zs equals
E[#Zks ] =
∫
s∈RH0(Σ;Ld)
(#Zs)
kdµ(s).
The computation of E[#Zks ] is actually the core of the paper.
Theorem 1.3. There exists a universal positive constant M such that, for any positive real Hermitian
line bundle (L, h) over any real Riemann surface Σ, any integer k and any α ∈ (0, 1), the following
asymptotics hold:
1
√
d
k
E[#Zks ] =
Volh(RΣ)k√
π
k
+
Mk(k − 1)Volh(RΣ)k−1
2
√
π
k−2√
d
+O
( 1
√
d
1+α
)
.
By universal constant we mean that it is a constant which neither depends on Σ nor on k ∈ N.
This formula was known for k = 1 and k = 2 (see resp. [11, Theorem 1.1] or [15, Theorem 1.3] and
[16, Theorem 1.6]) and unknown in this general case. Theorem 1.3 is a consequence of a more precise
equidistribution result, namely Theorem 1.4 below. Before stating this, we need some definitions.
• For all s ∈ RH0(Σ;Ld), consider the empirical measure
νs =
∑
x∈Zs
δx,
where δx is the Dirac measure at x. It induces a measure ν
k
s on RΣ
k defined, for every continuous
function f ∈ C0(RΣk), by
νks (f) =
∑
(x1,...,xk)∈Zks
f(x1, . . . , xk).
• The curvature form ω of (L, h) gives rise to the Kähler metric on Σ which induces a Riemannian
metric on the real locus RΣ. We denote by |dVh|k the induced Riemannian volume form on
RΣk.
• For any 1 ≤ a < b ≤ k, we denote by jab : RΣk−1 →֒ RΣk the inclusion
(x1, . . . , xa, . . . , x̂b, . . . , xk) 7→ (x1, . . . , xa, . . . , xa, . . . , xk),
so that the image jab(RΣ
k−1) is equal to {(x1, . . . ., xk) ∈ RΣk | xa = xb}.
• Finally, for any f ∈ C0(RΣk), we denote by ωf its modulus of continuity, that is ωf : ǫ ∈ R∗+ 7→
sup{|f(x)− f(y)|,dh(x, y) ≤ ǫ} ∈ R+, where dh is the Riemannian distance on RΣ induced by
the real Hermitian metric h.
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Theorem 1.4. There exists a universal positive constant M such that, for any positive real Hermitian
line bundle (L, h) over any real Riemann surface Σ, any k ∈ N and any f : RΣk → R bounded
function, the following asymptotics hold:
1
√
d
k
E[νks ](f) =
1
√
π
k
∫
RΣk
f |dVh|k +O(
log d√
d
).
Moreover, if f is continuous, we have:
1
√
d
k
E[νks ](f) =
1
√
π
k
∫
RΣk
f |dVh|k +
M
√
π
k−2√
d
∑
1≤a<b≤k
∫
RΣk−1
j∗abf |dVh|k−1 + o(
1√
d
).
The error term o( 1√
d
) is bounded from above by
‖f‖∞
(
O
( 1
√
d
1+α
)
+ ωf
( 1√
d
α
)
O(
1√
d
)
)
for any α ∈ (0, 1), where ωf (·) is the modulus of continuity of f . Moreover, the errors O
(
1√
d
1+α
)
,
O( 1√
d
) do not depend on f .
Choosing f = 1 in Theorem 1.4, we obtain Theorem 1.3.
We also investigate the asymptotic behaviour of the central moments. We define the k-th central
moment of the random variable νs as E[(νs − E[νs])k], where, for all f ∈ C0(RΣ),
E[(νs − E[νs])k](f) =
∫
s∈RH0(Σ;Ld)
(
νs(f)− E[νs](f)
)k
dµ(s).
Theorem 1.5. Under the hypothesis of Theorem 1.3, for all f : RΣ → R bounded function and any
k > 2, the following holds as d → ∞:
1
√
d
k
E[(νs − E[νs])k](f) = O(
log d√
d
).
Moreover, if f is continuous, we have
1
√
d
k−1E[(νs − E[νs])
k](f) = o(1).
The term o(1) is bounded from above by
‖f‖∞
(
O
( 1√
d
α
)
+ ωf
( 1√
d
α
)
O(1)
)
for any α ∈ (0, 1), where ωf (·) is the modulus of continuity of f . Moreover, the errors O
(
1√
d
α
)
and
O(1) do not depend on f .
In particular, for f = 1, we get E[(#Zs − E[#Zs])k] = O(
√
d
k−1−α
).
In Theorem 1.5 we put the hypothesis k > 2 in order to have a more concise formula. In fact, the
moment E[(#Zs − E[#Zs])k] has a different behavior in the case k = 1 or 2. For k = 1 it is trivially
0. For k = 2, which corresponds to the variance Var(#Zs), it has been proved that it grows as
√
d,
see [16].
Case of random polynomials Let p ∈ Rd[X ] be a degree d real polynomial and Zp = {x ∈ R |
p(x) = 0} be the real zeros of p. We equip Rd[X ] with the Gaussian measure µ associated with the
scalar product that makes {
√(
d
k
)
Xk}06k6d an orthonormal basis. The probability space (Rd[X ], µ)
is called the Kostlan-Shub-Smale model.
Corollary 1.6. Let c(d) ∈ R∗+ be any sequence of real numbers, then for any k > 2 and any α ∈ (0, 1),
the following holds as d → ∞:
4
• µ
{∣∣#Zp −
√
d
∣∣ > c(d)
√
d
}
= O
(
1
c(d)k
√
d
1+α
)
;
• for any measurable subset A ⊂ RP 1 of positive volume:
µ
{∣∣#(Zp ∩A)− E[#(Zp ∩ A)]
∣∣ > c(d)
√
d
}
= O
( log d
c(d)k
√
d
)
.
Corollary 1.7. Let p ∈ (Rd[X ], µ) be a random Kostlan-Shub-Smale polynomial. There exists a
positive constant C such that for any k ∈ N and any α ∈ (0, 1) the following asymptotics hold
E[#Zkp ] =
√
d
k
+ Ck(k − 1)
√
d
k−1
+O
(√
d
k−1−α)
E[|#Zp −
√
d|k] = O
(√
d
k−1−α)
.
A Kostlan-Shub-Smale polynomial p ∈ (Rd[X ], µ) is in fact a real random section of OCP 1(d) →
CP 1, where we equip OCP 1(1) and hence OCP 1(d) with the Fubini Study metric. The corollaries
follow from Theorems 1.1, 1.3 and 1.5 and from the fact that the Fubini-Study volume of RP 1 is
equal to
√
π. The constant C appearing in Corollary 1.7 is then equal to M
√
π
2 , where M is the
universal constant of Theorem 1.4. Corollary 1.7 for k = 2 has already been proved in [8], in which a
Central Limit Theorem for Kostlan-Shub-Smale polynomial is also shown (see also [2] for the variance
of the number of solutions of a system of random polynomials). However, also for the case of random
polynomials, our proof differs from the one of [8].
Complex case These techniques can be applied also in the complex case. For all s ∈ H0(Σ;Ld),
let Cs be the current of integration over {s = 0}, that is the empirical measure Cs(f) =
∑
x∈{s=0}
f(x).
How do the zeros of a random section distribute over Σ?
It is known that 1dE[Cs] = ω + O(
1
d), where ω is the curvature form of h, see [20, Proposition 3.2].
In [5, Theorem 3.4], the correlations between simultaneous zeros of a random section is proved to be
indipendent of the line bundle Ld. The main result in the complex setting is the following:
Theorem 1.8. Let (L, h) be a positive Hermitian line bundle over a Riemann surface Σ and let ω be
the Kähler curvature form of h. Then, for all k ∈ N and for all f ∈ C0(Σk), the following asymptotics
hold:
1
dk
E[Cks ](f) =
∫
Σk
fdVkω + ‖f‖∞O(
1
d
)
where dVkω is the volume form on Σ
k induced by ω.
For k = 2, a more precise result has been obtained by Shiffman and Zelditch, see [21, Theorem
1.1].
Idea of the proof The pattern of the proof is the following
Theorem 1.4 ⇒ Theorem 1.5 ⇒ Theorem 1.1.
The first implication is proved by simple algebraic operations, the second one using the classical
Markov inequality. Theorem 1.4 is then the core of the paper. The proof of Theorem 1.4 is of
geometric nature. Using Kac-Rice formula, we write the moment E[νks ](f) as an integral over RΣ
k of
the form ∫
x∈RΣk
f(x)Rkd(x)|dVh|k.
Here, Rkd is a smooth function defined on RΣk \ ∆, where ∆ is the diagonal of RΣk. By standard
techniques, we can write, for any x = (x1, . . . , xk) ∈ RΣk \∆,
Rd(x) =
N kd (x)
Dkd(x)
.
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The functions N kd and Dkd are explicit and given in Proposition 3.9. In particular, using Bergman
kernel estimates, we show that Rkd locally grows as
√
d
k
. The denominator Dkd(x) is the normal
Jacobian of the evaluation map
evx : s ∈ RH0(Σ;Ld) 7→
(
s(x1), . . . , s(xk)
)
∈ RLdx1 × · · ·RLdxk .
It equals the square root of the determinant of a symmetric n×n matrix whose (i, j)-entry is Kd(xi, xj),
where Kd is the Bergman kernel of the line bundle Ld. This normal Jacobian vanishes on the diagonal
∆ of RΣk and this is the reason why Rkd is (a priori) defined only over RΣk \∆. The main steps for
studying the function Rkd are the following:
1. Outside a neighborhood ∆d of the diagonal ∆ of size around
log d√
d
we have
1
√
d
k
Rkd(x1, . . . , xk) =
k∏
i=1
1√
d
Rkd(xi) +O(
1
d
) =
1
√
π
k
+O(
1
d
)
where the error term is uniform in (x1, . . . , xk) ∈ RΣk \∆d. This is essentially due to the fact
that we can express Rkd(x1, . . . , xk) in terms of the Bergman kernel Kd at points (xi, xj), i, j ∈
{1, . . . , k}, and that 1dKd(xi, xj) uniformly goes to zero as dh(xi, xj) >
log d√
d
, see Proposition
4.3.
2. Using Olver multispaces we are able to extend the function Rkd over all the compact manifold
RΣk. Then, a careful analysis of Rkd in a neighborhood of the diagonal and the compactness of
RΣk will give us an uniform boundedness of 1√
d
kRkd, that is there exists a constant C such that
1√
d
kRkd(x) < C for every x ∈ RΣk and every d. This is the content of Theorem 4.1.
3. At this level we are able to prove that
1
√
d
k
∫
RΣk
fRkd|dVh|k =
1
√
π
k
∫
RΣk
f |dVh|k + ‖f‖∞O(
log d√
d
).
The first term of the right hand side is given by integrating over the complement of the neigh-
borhood ∆d of the diagonal and by using point 1. The error term is given by the integral over
∆d. This integral is bounded from above by the product of the volume of ∆d, that is a O(
log d√
d
),
times the infinity norms of f and of 1√
d
kRkd(x). The latter is finite thanks to point 2 above.
4. Finally, a more careful analysis of Rkd in a neighborhood of the diagonal will give us also the
second term in the asymptotic expansion of Theorem 1.4. For this, we introduce some subsets
U
a,b
d of RΣ
k, 1 ≤ a < b ≤ k, which, roughly speaking, are the set of (x1, . . . , xk) such that the
distance between every pair of points (xi, xj), i 6= j ∈ {1, . . . , k}, is bigger than log d√d , except at
most the pair (xa, xb), see Definition 4.5. With similar techniques as in the point 1 above, we
are able to estimate Rkd is these subsets, see Propositions 4.3 and 4.7.
The proof of the complex case, namely Theorem 1.8, follows the same lines.
Organization of the paper In Section 2 we introduce our setting and the main tools such as
Bergman kernel estimates in normal coordinates. In Section 3 we write the moment E[νks ](f) as an
integral ∫
x∈RΣk
f(x)Rkd(x)|dVh|k.
This is done by introducing an incidence manifold and using the coarea formula. Far from the diagonal
Bergman kernel estimates gives us the asymptotic behaviour of Rkd, see Proposition 4.3. The goal of
Section 4 is to prove Theorem 1.1. It is a direct consequence of the computation of central moments,
Theorem 1.5, which is implied by Theorem 1.4. Theorem 1.4 is proved in this section, admitting a
boundedness result, Theorem 4.1, and an asymptotic expansion result, Proposition 4.7.
In Section 5 we prove Theorem 4.1 and Proposition 4.7. This is the core of the paper. Olver
multispaces and divided differences coordinates will play a crucial role in the proof of this theorem.
In Section 6 we discuss the complex case, giving Theorem 1.8. The proof in the complex case follows
the lines of the real one.
6
2 Definitions and main tools
2.1 Framework
In this section we introduce our setting, which is the same as in [1, 10, 11], but we restrict ourself
to the one dimensional case.
• Let Σ be a smooth real compact Riemann surface, that is a smooth Riemann surface equipped
with an anti-holomorphic involution cΣ. We denote by RΣ = Fix(cΣ) its real locus.
• Let L be a real ample line bundle over Σ, that is an ample holomorphic line bundle p : L → Σ
equipped with an anti-holomorphic involution cL such that p ◦ cL = cΣ ◦ p and cL is complex-
antilinear in the fibers.
• A real Hermitian metric on L is a Hermitian metric h such that c∗Lh = h̄L. We equip L with a
real Hermitian metric h of positive curvature i2π∂∂̄φ = ω ∈ Ω(1,1)(Σ,R). The local potential φ
equals − log h(eL, eL) where eL is any local holomorphic trivialization of L.
• The curvature form induces a Kähler metric ω(·, i·) on Σ which restricts to a Riemannian metric
over RΣ. We denote the Riemannian length form by |dVh|. We will denote also the Riemannian
volume form on RΣk by |dVh|k.
• Let dx = ω∫
Σ
ω
be the normalized volume form on Σ.
2.1.1 The Gaussian measure on RH0(Σ;Ld)
We denote by RH0(Σ;L) the real vector space of real global sections of L, i.e. sections s ∈
H0(Σ;L) such that s ◦ cΣ = cL ◦ s. The Hermitian metric h induces a Hermitian metric hd on Ld for
every integer d > 0 and also a L2-Hermitian product on the space H0(Σ;Ld) of global holomorphic
sections of Ld denoted by 〈·, ·〉 and defined by
〈α, β〉 =
∫
Σ
hd(α, β)dx
for any α, β in H0(Σ;Ld).
The L2-Hermitian product 〈·, ·〉 on H0(Σ;Ld) restricts to a L2-scalar product on RH0(Σ;Ld), also
denoted by 〈·, ·〉. Then we have a natural Gaussian measure on RH0(Σ;Ld) defined by
µ(A) =
1
√
π
Nd
∫
A
e−‖s‖
2
ds
for any open subset A ⊂ RH0(Σ;Ld) where ds is the Lebesgue measure associated with 〈·, ·〉 and
Nd = dimC H
0(Σ;Ld) = dimR RH0(Σ;Ld).
2.2 Bergman kernel
In this section we recall some asymptotic estimates of the Bergman kernel related to Hermitian
line bundles, see [4, 12, 18, 17]. Let (L, h) be a real Hermitian line bundle of positive curvature ω
over a real projective manifold X . We denote by L2(X ;Ld) the space of square integrable global
sections of Ld and by RL2(X ;Ld) the space of real square integrable global sections. The orthogonal
projection from RL2(X ;Ld) onto RH0(X ;Ld) admits a Schwartz kernel Kd. It means that there
exists a unique section Kd of the bundle Ld ⊠ (Ld)∗ over X ×X such that, for any s ∈ RL2(X ;Ld)
the projection of s onto RH0(X ;Ld) is given by
x 7→
∫
y∈X
Kd(x, y)(s(y))dx.
This Schwartz kernel Kd(x, y) is called the Bergman kernel of Ld.
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Remark 2.1. Let Nd be the dimension of RH0(X ;Ld) and (s1, . . . , sNd) be any orthonormal basis
of RH0(X ;Ld). Then Kd(x, y) is equal to
Nd∑
i=1
si(x)⊗ si(y)∗.
2.2.1 Exponential decay
We recall the following theorem of [18].
Theorem 2.2. Let (L, h) → X be a Hermitian positive line bundle over a complex manifold X of
dimension n. There exist C′ > 0 and d0 ∈ N such that, for any m ∈ N, there exists Cm > 0 such that
∀d > d0, ∀x, y ∈ X
‖Kd(x, y)‖Cm 6 Cmdn+
m
2 exp
(
−C′dh(x, y)
√
d
)
where dh is the geodesic distance in X induced by h and the norms of the derivates of Kd are also
induced by h.
2.2.2 Normal coordinates
In this section we define our preferred coordinates and trivializations to which we refer to as
normal coordinates. For a more detailed introduction of these coordinates, see [16, Section 3.1].
Let (L, h) be a real Hermitian line bundle of positive curvature ω over a projective manifold X . Let
x be a point in X and U be a small neighborhood of x. The normal coordinates around x is the
exponential coordinates expx : z ∈ V ⊂ TxX 7→ U ⊂ X (which, in general, is not holomorphic)
together with the local trivialization Ldx × U ≃ Ld |U of Ld given, at any point expx(z) ∈ U , by
the parallel transport (induced by the Chern connection of Ld) of the fiber Ldx along the geodesic
t 7→ expx(tz). For any d > 0, the scaled normal coordinates around x is the composition of the map
T 7→ z = T√
d
with the normal coordinate around x.
In the presence of a real structure cX , for any x ∈ RX , the restriction of the exponential map
expx |TxRΣ coincides with the exponential map associated with the Riemannian metric RX induced
by ω. The normal coordinates around a real point x ∈ RX is the (real) exponential coordinates
expx : z ∈ V ⊂ TxRX 7→ U ⊂ RX together with the local trivialization RLdx × U ≃ RLd |U of
RLd around x given, at any point expx(z) ∈ U , by the parallel transport of the fiber RLdx along the
geodesic t 7→ expx(tz).
2.2.3 Near diagonal estimate
The following theorem says that in the (scaled) normal coordinates Ux around a point x ∈ X the
geometry of Ld|Ux → Ux looks like the geometry of the Bargmann-Fock space (see Section 5.4.2), at
least in a ball of size B(x; R log d√
d
) for large d and any fixed R > 0. The following theorem is the main
theorem of [7] (see also [17, Theorem 4.18], [12, 4]).
Theorem 2.3. Let (L, h) → X be a Hermitian positive line bundle over a complex manifold X of
dimension n. Fix m ∈ N and R > 0. Then, for any α ∈ (0, 1) any x ∈ X and any z, w ∈ B(x,R log d√
d
),
one have
∥∥∥∥Kd(z, w)− (
d
π
)ne
−d‖z−w‖2
2
∥∥∥∥
Cm
= O(dn−α)
in the normal coordinates around x. Here, ‖ · ‖ is the norm on TxX induced by h and ‖ · ‖Cm is the
Cm-norm on (Ld)x induced by h. The error term does not depend on x, z, w but only on m, R and
α.
If X is a real algebraic variety, we obtain:
Theorem 2.4. Let (L, h) → X be a real Hermitian positive line bundle over a real algebraic variety X
of dimension n. Fix m ∈ N and R > 0. For any α ∈ (0, 1), any x ∈ RX and any z, w ∈ B(x,R log d√
d
),
one have
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∥∥∥∥Kd(z, w)− (
d
π
)ne
−d‖z−w‖2
2
∥∥∥∥
Cm
= O(dn−α)
in the normal coordinates around x. Here, ‖ · ‖Cm is the Cm-norm on (Ld)x induced by h. The error
term does not depend on x, z, w but only on m, R, and α.
Proof. This is Theorem 2.3, restricting everything to the real locus RX of X .
2.2.4 Scaled Bergman kernel
These theorems suggest us the following
Definition 2.5. Fix a real point x ∈ RX . We define the scaled Bergman kernel by Kd(Z,W ) =
1
dnKd( Z√d ,
W√
d
), where Z,W are the scaled (real) normal coordinates around x (that are Z =
√
dz and
W =
√
dw) and the local Bergman kernel by KCn(Z,W ) = 1πn e
−‖Z−W‖2
2 .
In particular, Theorem 2.4 can be written as:
Theorem 2.6. Fix k ∈ N and R > 0. For any α ∈ (0, 1), for any x ∈ RX and any Z,W ∈
B(x,R log d) we have
‖Kd(Z,W )−KCn(Z,W )‖Cm = O(
1
dα
)
in the scaled normal coordinates around x. Moreover the error term only depends on m, R and α.
3 Incidence manifold and density function
Throughout this section, we will denote by (L, h) a real ample Hermitian line bundle over a real
Riemann surface Σ, see Section 2.1.
In the first susbection we define some modified measures ν̃ks . Then, we introduce an incidence manifold
and use the coarea formula to write the modified moments E[ν̃ks ] as an integral of a density function
Rkd over RΣk. This is done in the second subsection. The estimate of the density function Rkd is the
most important step in Theorem 1.4. We start the study of Rkd by writing it as a fraction (Proposition
3.9) and by giving an off-diagonal estimate (Proposition 4.3).
3.1 Zeros of random real sections
Let s ∈ RH0(Σ;Ld) be any real section of Ld, that is any global holomorphic section of Ld such
that s ◦ cΣ = cL ◦ s, where cL and cΣ are the real structures of L and Σ, see Section 2.1.
Definition 3.1. • To any non-zero section s ∈ RH0(Σ;Ld) we associate the following empirical
measure νs =
∑
x∈Zs δx where Zs = RΣ ∩ {s = 0} is the real vanishing locus of s and δx is the
Dirac measure at x ∈ Zs. It induces an empirical measure νks on RΣk for any k ∈ N∗, defined,
for any f ∈ C0(RΣk), by
νks (f) =
∑
(x1,...,xk)∈Zks
f(x1, . . . , xk).
• For any s ∈ RH0(Σ;Ld) and any k ∈ N we define ν̃ks to be the following modified empirical
measure:
ν̃ks (f) =
∑
(x1,...,xk)∈Zks
xi 6=xj
f(x1, . . . , xk).
3.1.1 Partitions of k elements
Let Pk be the set of all the partitions of {1, . . . , k}, that means the set of all
I =
{
{11, . . . , 1k1}, . . . , {m1, . . . ,mkm}
}
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such that {11, . . . , 1k1} ⊔ · · · ⊔ {m1, . . . ,mkm} = {1, . . . , k}. For any I ∈ Pk, we write (x1, . . . , xk) ∈
Zks,I if and only if (x1, . . . , xk) ∈ Zks and xil = xih for any l, h ∈ {1, . . . , ki} and xil 6= xjh if
i 6= j ∈ {1, ...,m}. We then write
νks (f) =
∑
I∈Pk
∑
(x1,...,xk)∈Zks,I
f(x1, . . . , xk).
Now, we denote by P̃k = Pk \
{
{1}, {2}, . . . , {k}
}
so that
νks (f) =
∑
I∈P̃k
∑
(x1,...,xk)∈Zks,I
f(x1, . . . , xk) + ν̃
k
s (f).
For any partition I =
{
{11, . . . , 1k1}, . . . , {m1, . . . ,mkm}
}
∈ P̃k, we denote by jI : RΣm → RΣk
the inclusion defined by (x1, . . . , xm) 7→ (x̃1, . . . , x̃k) where, for any i, x̃ij = xi for any j = 1, . . . , kj .
The following proposition is a direct consequence of the definitions just given.
Proposition 3.2. For every real section s ∈ RH0(Σ;Ld), every integer k ∈ N and every partition
I =
{
{11, . . . , 1k1}, . . . , {m1, . . . ,mkm}
}
∈ Pk, we have
∑
(x1,...,xk)∈Zks,I
f(x1, . . . , xk) = ν̃
m
s (j
∗
I f)
so that
νks (f) = ν̃
k
s (f) +
∑
I∈P̃k
ν̃mIs (j
∗
I f)
3.1.2 Modified moments
To understand νks (f), it is enough, in fact equivalent, to understand ν̃
k
s (f). We will study the
expectation of this new random variable, namely
E[ν̃ks ](f) =
∫
s∈RH0(Σ;Ld)
∑
(x1,...,xk)∈Zks
xi 6=xj
f(x1, . . . , xk)dµ(s)
We call E[ν̃ks ] the modified k-moment of νs.
3.2 Incidence manifold and density function Rk
d
We introduce an incidence manifold I that comes equipped with two projections respectively to
RH0(Σ;Ld) and to RΣk. Following [22] (see also [11], [1]) we will apply the coarea formula (see [9,
Lemma 3.2.3] or [22, Theorem 1]) to these two projections to write the modified moment E[ν̃ks ] as
an integral over RΣk. The resulting formula is often known as Kac-Rice formula, see for example [3,
Theorem 3.2].
3.2.1 Incidence manifold
Let ∆ be the diagonal of RΣk defined by
∆ = {(x1, . . . , xk) ∈ RΣk|∃ i 6= j, xi = xj}
and set
I = {(s, x1, . . . , xk) ∈ RH0(Σ;Ld)× (RΣk \∆) | s(xi) = 0 i = 1, . . . , k}.
We denote by πΣ (resp. πH) the projection I → RΣk (resp. I → RH0(Σ;Ld)).
Proposition 3.3. Let L be a positive real line bundle over a real Riemann surface Σ. Then, for large
d ∈ N, the set I is a smooth manifold. We call I the incidence manifold.
Proof. Consider the map RH0(Σ;Ld) × (RΣk \∆) → RLd × · · · × RLd defined by (s, x1, . . . , xk) 7→
(s(x1), . . . , s(xk)). We have to prove that 0 is a regular value. The derivative of this map is
(ṡ, ẋ1, . . . , ẋk) 7→ (ṡ(x1) +∇ẋ1s(x1), . . . , ṡ(xk) +∇ẋks(xk)).
By the positivity of L and by Riemann-Roch theorem, there exists d0 such that for any d > d0 and
any (x1, . . . , xk) ∈ RΣk \∆ we can find sections ṡ1, . . . , ṡk such that ṡi(xi) 6= 0 and ṡi(xj) = 0 for
i 6= j. This implies that 0 is a regular value.
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3.2.2 The density function Rkd
Definition 3.4. The normal jacobian JacNu of a submersion u : M → N between Riemannian
manifolds is the determinant of the differential of the map restricted to the orthogonal of its kernel.
Equivalently, if dup is the differential of u at p, then the normal jacobian is equal to
√
det
(
dupdu∗p
)
,
where du∗p is the adjoint of dup with respect to the scalar products on TpM and Tu(p)N .
Recall that we have defined the modified moment to be E[ν̃ks ], where ν̃
k
s was defined in Definition
3.1.
Proposition 3.5. Let (L, h) be a real Hermitian line bundle over a real Riemann surface Σ. Then,
for large d ∈ N, we have
E[ν̃ks ](f) =
∫
x∈RΣk\∆
f(x)Rkd(x)|dVh|k
where ν̃ks was defined in Definition 3.1 and
Rkd(x) =
∫
π−1Σ (x)
1
| JacN (πΣ) |
dµ|π−1Σ (x)
.
Proof. We consider
E[ν̃ks ](f) =
∫
s∈RH0(Σ;Ld)
∑
(x1,...,xk)∈Zks
xi 6=xj
f(x1, . . . , xk)dµ(s).
Using πH we pull-back the integral over I. On I we put the (singular) metric π∗H〈·, ·〉. We have
E[ν̃ks ](f) =
∫
I(π
∗
Σf)(s, x1, . . . , xk)(π
∗
Hdµ)(s, x1, . . . , xk). The coarea formula (see [9, Lemma 3.2.3] or
[22, Theorem 1]) applied to the submersion πΣ : I → RΣk gives us the result.
Definition 3.6. We call density function the function Rkd : RΣk\∆ → R that appeared in Proposition
3.5.
Proposition 3.7. For any permutations σ ∈ Sk we have Rkd ◦ σ = Rkd.
Proof. The symmetric group Sk acts by isometries on RΣk and on I, this implies the result.
Definition 3.8. For x = (x1, . . . , xk) ∈ RΣk \ ∆ we denote by RH0x = RH0x1,...,xk the subspace of
real global sections s ∈ RH0(Σ;Ld) such that s(xi) = 0 for any i ∈ {1, . . . , k}, that is the kernel of
the evaluation map
evx : RH
0(Σ;Ld) → (RLd)x1 × · · · × (RLd)xk
defined by s 7→
(
s(x1), . . . , s(xk)
)
.
Proposition 3.9. Let Rkd be the density function defined in Proposition 3.5. Then, for any x =
(x1, . . . , xk) ∈ RΣk \∆, we have
Rd(x) =
N kd (x)
Dkd(x)
where
N kd (x) =
∫
s∈RH0x
‖∇s(x1)‖ · · · ‖∇s(xk)‖dµ|RH0x(s)
and
Dkd(x) = |JacN (evx)|.
Here we have denoted by ‖·‖ the norms induced by the Hermitian metric h.
Proof. This is the Kac-Rice formula (see [3, Theorem 3.2]). Let us sketch the proof.
Fix x = (x1, . . . , xk) ∈ RΣk \∆, by Proposition 3.5 we have
Rkd(x) =
∫
π−1Σ (x)
1
| JacN (πΣ) |
dµ|π−1Σ (x).
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As πH is (almost everywhere) a local isometry, we can pushforward this integral onto RH
0(Σ;Ld)
and we obtain
Rkd(x) =
∫
RH0x
1
| (π−1H )∗JacN (πΣ) |
dµ|RH0x .
Let (s, x1, . . . , xk) be a point in π
−1
Σ (x1, . . . , xk) ⊂ I such that ∇s(xi) is invertible for any i ∈
{1, ..., k} and let (ṡ, ẋ1, . . . , ẋk) be any tangent vector of (s, x1, . . . , xk). We have dπΣ ·(ṡ, ẋ1, . . . , ẋk) =
(ẋ1, . . . , ẋk). Remember that, by definition, the norm ‖(ṡ, ẋ1, . . . , ẋk)‖ on I equals ‖ṡ‖L2 and also
that for every i = 1, . . . , k we have ṡ(xi) +∇ẋis(xi) = 0, so that
dπΣ · (ṡ, ẋ1, . . . , ẋk) = (ẋ1, . . . , ẋk) = (−∇s(x1)−1 ◦ ṡ(x1), . . . ,−∇s(xk)−1 ◦ ṡ(xk)).
Consider the map
B : Tx1RΣ× · · · × TxkRΣ → (RLd)x1 × · · · × (RLd)xk
defined by B(ẋ1, . . . , ẋk) =
(
∇ẋ1s(x1), . . . ,∇ẋks(xk)
)
. We remark that B is a diagonal map so that
JacB =‖ ∇s(x1) ‖ · · · ‖ ∇s(xk) ‖. We have
dπΣ = B
−1 ◦ evx1,...,xk ◦ dπH
and this implies
dπΣ |(dπ∗
H
ker evx1,...,xk )
⊥= B−1 ◦ evx1,...,xk |(ker evx1,...,xk )⊥ ◦dπH .
It follows that
Jac(dπΣ |(dπ∗
H
ker evx1,...,xk )
⊥) = Jac(B−1)Jac(evx1,...,xk |(ker evx1,...,xk )⊥)JacπH .
Now, we have that Jac(B−1) = Jac(B)−1, Jac
(
evx1,...,xk |(ker evx1,...,xk )⊥
)
= JacN (evx1,...,xk) and that
the normal Jacobian of πH is equal to 1 as πH is a local isometry. We conclude by integrating over
RH0x and observing that the set of s ∈ RH0x such that ∇s(xi) = 0 for some i ∈ {1, ..., k} has measure
zero.
Proposition 3.10. Let L be a positive real Hermitian line bundle over a real Riemann surface Σ
and x = (x1, . . . , xk) be a point in RΣk \∆. Then
JacN (evx) =
√
det
(
‖Kd(xi, xj)‖
)
(i,j)
where evx is the evaluation map defined in Definition 3.8.
Proof. We fix an orthonormal basis {s1, . . . , sNd} of RH0(Σ;Ld). The Bergman kernel of the orthog-
onal projection onto RH0(Σ;Ld) is
Kd(x, y) =
Nd∑
i=1
si(x) ⊗ si(y)∗.
We also fix a unit vector ei over each fiber RLdxi , i ∈ {1, . . . , k}. The matrix associated with evx with
respect to these basis equals M =
(
hd(sl(xi), ei)
)
i,l
. Now, the matrix MM∗ is exactly the symmetric
matrix
(
‖Kd(xi, xj)‖
)
i,j
. We conclude by taking the square root of the determinant of MM∗, which
is exactly JacN (evx).
Proposition 3.11. Let L be a positive real Hermitian line bundle over a real Riemann surface Σ.
Then there exists an integer dL ∈ N such that for any (x1, . . . , xk) ∈ RΣk \∆ and d > dL the map
evx : RH
0(Σ;Ld) → RLdx1 × · · · × RLdxk
defined by s 7→ (s(x1), . . . , s(xk)) is surjective.
Proof. Since L is positive, there exists dL such that for d ≥ dL and for every point (x1, . . . , xk) ∈
RΣk \∆, we have H1
(
Σ;Ld(−∑kj=1 xj)
)
= 0. From the Riemann-Roch theorem we then know that
for i ∈ {1, . . . , k}
dimH0
(
Σ;Ld(−
k∑
j=1
xj)
)
= dimH0
(
Σ;Ld(−
∑
j 6=i
xj)
)
− 1.
This proves that there are sections si such that si(xi) 6= 0 and si(xj) = 0 for i ∈ {1, . . . , k}. The
surjectivity of evx follows.
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Corollary 3.12. There exists a positive integer d0 ∈ N such that for any d > d0 and for any
(x1, . . . , xk) ∈ RΣk \∆,
Dkd(x1, . . . , xk) > 0.
Proof. From Proposition 3.9 we have Dkd(x) = JacNevx. The result follows from Proposition 3.11 and
from the fact that the normal Jacobian of a map is positive if and only if the map is surjective.
Remark 3.13. For a point (x1, . . . , xk) of the diagonal ∆ ⊂ RΣk the map evx1,...,xk is not surjective,
so that Dkd = 0 on the diagonal.
4 Proof of the main theorems
This section is devoted to the proof of Theorem 1.1. For this purpose, we use Markov inequality
together with the computations of the central moments of #Zs given by Theorem 1.5. Theorem 1.5
is itself a consequence of Theorem 1.4, which computes all the moments of #Zs. For this, we strongly
use a uniform bound on the L∞-norm of the density function Rkd. This uniform bound is given by
Theorem 4.1, that we prove in Sections 5.1-5.5.
4.1 Uniform bound on the L∞-norm of the density function Rk
d
The main result of this section is the following uniform boundedness result for the density function
defined in Proposition 3.5. We prove this result in Section 5.
Theorem 4.1. Let (L, h) be a positive real Hermitian line bundle over a real Riemann surface Σ.
Then, there exists a constant C and an integer dk ∈ N such that for any d ≥ dk and x = (x1, . . . , xk) ∈
RΣk
1
√
d
k
Rkd(x) ≤ C.
We denote by dh the distance on Σ induced by the curvature form ω of (L, h). The following
result is a consequence of the exponential decay of the Bergman kernel.
Proposition 4.2. Let m, s ∈ N be such that m+ s = k. Let (x1, . . . , xm, y1, . . . , ys) ∈ RΣk be such
that dh(xi, yj) >
log d
C′
√
d
, where C′ is the constant appearing in Theorem 2.2. Then, we have
1
√
d
k
Rkd(x1, . . . , xl, y1, . . . , ys) =
1
√
d
l
Rld(x1, . . . , xl)
1√
d
sRsd(y1, . . . , ys) +O(
1
d
).
Proof. For clarity of exposition, we prove this lemma for l = s = 1. The general case follows the same
lines. Let x, y ∈ RΣ2 be two points such that dh(x, y) > log dC′√d . The density function write R
2
d =
N 2d
D2
d
,
see Proposition 3.9. We treat separately the denominator D2d and the numerator N 2d .
By Theorem 2.2, we have 1d‖Kd(xi, xj)‖ = O( 1d ). By Propositions 3.9 and 3.10 we then obtain
1
d
Dkd(x, y) =
1
d
√
det
[
‖Kd(x, x)‖ ‖Kd(x, y)‖
‖Kd(y, x)‖ ‖Kd(y, y)‖
]
=
=
1
d
√
‖Kd(x, x)‖
√
‖Kd(y, y)‖+O(
1
d
) =
1√
d
D1d(x)
1√
d
D1d(y) +O(
1
d
).
We now study the numerator. Let RH0x = {s ∈ RH0(Σ;Ld), s(x) = 0} be the kernel of the evaluation
map at x and j1x : s ∈ RH0x 7→ ∇s(x) be the 1-jet evaluation map. The integrand of the numerator
depends only on the 1-jets of sections s at the points x, y so that, after an integration over ker j1x∩ker j1y ,
we have
N 2d (x, y) =
∫
s∈
(
ker j1x
)⊥
⊕
(
ker j1y
)⊥ ‖∇s(x)‖ · ‖∇s(y)‖dµ|
(
ker j1x
)⊥
⊕
(
ker j1y
)⊥(s).
Let sx (resp. sy) be a unit norm section generating the orthogonal of ker j
1
x (resp. ker j
1
y). We can
then write every s ∈
(
ker j1x
)⊥ ⊕
(
ker j1y
)⊥
as s = asx + bsy. As the distance between the points x
and x is bigger than log d
C′
√
d
, a result of Tian (see [23], Lemma 3.1) implies that the sections sx and
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sy are asymptotically orthogonal, more precisely 〈sx; sy〉L2 = O( 1d). Moreover the pointwise norm of
1
d∇sx at y is O( 1d) (and the same holds for 1d∇sy at x). These sections are called peak sections, see
for example [1, 11, 23]. For these reasons we have that
1
d2
N 2d (x, y) =
∫
(a,b)∈R2
∥∥∥∥a
1
d
∇sx(x) + b
1
d
∇sy(x)
∥∥∥∥ ·
∥∥∥∥a
1
d
∇sx(y) + b
1
d
∇sy(y)
∥∥∥∥
e−a
2−b2
π
dadb+O(
1
d
) =
∫
(a,b)∈R2
∥∥∥∥a
1
d
∇sx(x)
∥∥∥∥ ·
∥∥∥∥b
1
d
∇sy(y)
∥∥∥∥
e−a
2−b2
π
dadb+O(
1
d
) =
1
d
∫
a∈R
‖a∇sx(x)‖
e−a
2
√
π
da · 1
d
∫
b∈R
‖b∇sx(x)‖
e−b
2
√
π
db +O(
1
d
).
The last quantity equals 1dN 1d (x) 1dN 1d (y) +O( 1d ).
We then have
1
d
R2d(x, y) =
1
d
N 2d (x, y)
D2d(x, y)
=
1
d
N 1d (x)N 1d (y)
D1d(x)D1d(y)
+O(
1
d
) =
1√
d
R1d(x)
1√
d
R1d(y) +O(
1
d
)
Let ∆d be the neighborhood of the diagonal defined by
∆d + {(x1, . . . , xk) ∈ RΣk | ∃ i 6= j ,dh(xi, xj) <
log d
C′
√
d
}
where C′ is the constant appearing in Theorem 2.2. The following result gives the estimate of the
density function for points outside ∆d.
Lemma 4.3. Under the hypothesis of Theorem 1.3, for every f ∈ C0(RΣk), the following asymptotics
hold: ∫
RΣk\∆d
f
1
√
d
k
Rkd|dVh|k =
1
√
π
k
∫
RΣk\∆d
f |dVh|k + ‖f‖∞O(
1
d
)
where the error O( 1d ) does not depend on f .
Proof. By Proposition 4.2, we have, for any (x1, . . . , xk) ∈ RΣk \∆d,
1
√
d
k
Rkd(x1, . . . , xk) =
k∏
i=1
1√
d
R1d(xi) +O(
1
d
)
By Theorem 5.38 in Section 5.6 (see also [11, Theorem 1.1]) we know that 1√
d
R1d(xi) = 1√π + O( 1d),
so we have the result.
We can prove the first claim of Theorem 1.4, that is:
Theorem 4.4. Let (L, h) be a positive real Hermitian line bundle over a real Riemann surface Σ.
For every f : RΣk → R bounded function, we have
1
√
d
k
E[νks ](f) =
1
√
π
k
∫
RΣk
f |dVh|k + ‖f‖∞O(
log d√
d
).
Proof. We denote by ∆d the neighborhood of the diagonal defined by
∆d + {(x1, . . . , xk) ∈ RΣk | ∃ i 6= j ,dh(xi, xj) <
log d
C′
√
d
}
where C′ is the constant appearing in Theorem 2.2. The volume of ∆d is O(
log d√
d
).
Thanks to Proposition 3.5, we have
1
√
d
k
E[ν̃ks ](f) =
1
√
d
k
∫
x∈RΣk
f(x)Rd(x)|dVh|k
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where ν̃ks is defined in Definition 3.1. By Lemma 4.3 we have
1
√
d
k
∫
x∈RΣk\∆d
f(x)Rd(x)|dVh|k =
1
√
π
k
∫
x∈RΣk\∆d
f(x)|dVh|k +O(
1
d
).
Moreover, by Theorem 4.1, the function 1√
d
kRkd is uniformly bounded by a constant C, so that
1
√
d
k
∫
x∈∆d
f(x)Rkd(x)|dVh|k ≤ C‖f‖∞Vol(∆d) = ‖f‖∞O(
log d√
d
).
Putting together the integral over RΣk \∆d and over ∆d, we obtain
1
√
d
k
E[ν̃ks ](f) =
1
√
π
k
∫
x∈RΣk
f(x)|dVh|k + ‖f‖O(
log d√
d
).
To conclude we must compare the moment E[νks ] with the modified moment E[ν̃
k
s ]. By Proposition
3.2, the quantity E[νks ] − E[ν̃ks ] is a sum of terms of the form E[ν̃ms ] with m < k. This implies that
(E[νks ]− E[ν̃ks ])(f) = O(
√
d
k−1
) and then
1
√
d
k
E[νks ](f) =
1
√
π
k
∫
x∈RΣk
f(x)|dVh|k + ‖f‖O(
log d√
d
).
4.2 Proof of Theorems 1.1, 1.4 and 1.5
This section is devoted to the proof of the main theorems. We follow the notation of Section 3.
Remember that Rkd is the density function given by Proposition 3.5. We need the following
Definition 4.5. We denote by dh the distance on RΣ
k induced by h.
• Let Ud be the union ∪a<bUa,bd , where U
a,b
d is the set
U
a,b
d + {(x1, . . . , xk) ∈ RΣk | dh(xi, xj) ≤
log d
C′
√
d
⇒ (i, j) = (a, b)}
with C′ being the constant appearing in Theorem 2.2.
Equivalently, a point (x1, . . . , xk) lies in U
a,b
d if and only if the distance between every pair of
points (xi, xj), i 6= j ∈ {1, . . . , k}, is bigger than log dC′√d , except at most the pair (xa, xb).
• For any 1 ≤ a < b ≤ k, we denote by jab : RΣk−1 →֒ RΣk the inclusion
(x1, . . . , xa, . . . , x̂b, . . . , xk) 7→ (x1, . . . , xa, . . . , xa, . . . , xk),
so that the image jab(RΣ
k−1) is equal to
{(x1, . . . ., xk) ∈ RΣk | xa = xb}.
Lemma 4.6. Let Ud be the set defined in Definition 4.5. Then
Volh(RΣk \ Ud) = O(
(log d)2
d
).
Proof. By definition, Ud is the set of points (x1, ..., xk) ∈ RΣk such that the distance between each
pair of points xi, xj , 1 ≤ i < j ≤ k, is bigger than log dC′√d , except at most one pair.
Its complement RΣk \ Ud is then formed by points (x1, ..., xk) ∈ RΣk such that there exist four
indices i, t, s, j ∈ {1, . . . , k}, i 6= t, i 6= j, s 6= j, with the property that dh(xi, xt) ≤ log dC′√d and
dh(xs, xj) ≤ log dC′√d . (Note that the indices t and s could be equal).
Fix such four indices i, t, s, j, and denote by V i,t,s,jd the set of points (x1, ..., xk) ∈ RΣk such that
dh(xi, xt) ≤ log dC′√d and dh(xs, xj) ≤
log d
C′
√
d
. The volume of V i,t,s,jd is then O(
(log d)2
d ). We then obtain
Vol(RΣk \ Ud) ≤
∑
i,t,s,j
Vol(V i,t,s,jd ) = O(
(log d)2
d
).
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We formulate an uniform estimate of the density function Rkd over Ud. This estimate, together
with Theorem 4.1, will imply Theorem 1.4.
Proposition 4.7. Under the hypothesis of Theorem 1.3 and using the notations of Definition 4.5,
there exists an universal constant M ′ such that, for every f ∈ C0(RΣk), the following asymptotics
hold:
1
√
d
k
∫
Ud
fRkd|dVh|k =
1
√
π
k
∫
Ud
f |dVh|k +
1
√
π
k−2
∑
a<b
M ′√
d
∫
RΣk−1
j∗abf |dVh|k−1 + o
( 1√
d
)
The error term o( 1√
d
) is bounded from above by
‖f‖∞
(
O
( 1
√
d
1+α
)
+ ωf
( 1√
d
α
)
O(
1√
d
)
)
for any α ∈ (0, 1), where ωf (·) is the modulus of continuity of f . The errors O
(
1√
d
1+α
)
and O( 1√
d
)
do not depend on f . Moreover M + M ′ + 1√
π
is positive.
We will prove this Proposition in Section 5.6. We now deduce Theorem 1.4.
Proof of Theorem 1.4. We have to prove the second claim of the theorem, that is the better
asymptotic estimate in the case of f continuous function. The first claim was proved in Theorem 4.4.
We start by computing the modified moment E[ν̃ks ], see Definition 3.1. Thanks to Proposition 3.5,
we have
1
√
d
k
E[ν̃ks ](f) =
1
√
d
k
∫
RΣk
f(x)Rkd(x)|dVh|k.
We divide the integration domain into two parts, namely the set Ud defined in Definition 4.5 and its
complement RΣk \ Ud.
• Proposition 4.7 implies that 1√
d
k
∫
Ud
f(x)Rkd(x)|dVh|k is equal to
1
√
π
k
∫
Ud
f(x)|dVh|k +
1
√
π
k−2
∑
a<b
M ′√
d
∫
RΣk−1
j∗abf |dVh|k−1 + o
( 1√
d
)
where the error term o
(
1√
d
)
and the universal constant M ′ are as in Proposition 4.7.
• Theorem 4.1 and Lemma 4.6 imply
1
√
d
k
∫
RΣk\Ud
f(x)Rkd(x)|dVh|k ≤ Vol(RΣk \ Ud)‖f‖∞O(1) = ‖f‖∞O(
(log d)2
d
)
where the error O( (log d)
2
d ) does not depend on f .
Remark that the integral over RΣk\Ud is then negligible compared to the integral over its complement
Ud. This implies that the integral over the cartesian product RΣ
k is equal to the integral over Ud, up
to an error term. In other words, putting together the integral over RΣk \Ud and over Ud, we obtain
1
√
d
k
E[ν̃ks ](f) =
1
√
π
k
∫
RΣk
f(x)|dVh|k +
1
√
π
k−2
∑
a<b
M ′√
d
∫
RΣk−1
j∗abf |dVh|k−1 + o
( 1√
d
)
(1)
where the error o
(
1√
d
)
is as in Proposition 4.7.
To conclude we must compare the moment E[νks ] with the modified moment E[ν̃
k
s ]. By Proposition
3.2 we have
1
√
d
k
(νks (f)− ν̃ks (f)) =
1
√
d
k
∑
I∈P̃k
ν̃mIs (j
∗
I f)
see Section 3.1 for definition of P̃k and of jI . By Eq. (1) applied to mI ≤ k − 2, we get
1
√
d
k
E[ν̃mIs ](j
∗
I f) = ‖f‖∞O(
1
√
d
k−mI ).
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We then obtain
1
√
d
k
(E[νks ]− E[ν̃ks ])(f) =
1
√
d
k
∑
1≤a<b≤k
E[ν̃k−1s ](j
∗
abf) + ‖f‖∞O(
1
d
).
We can use Eq. (1), for the modified moments E[ν̃k−1s ](j
∗
abf) and we obtain:
1
√
d
k
(E[νks ]− E[ν̃ks ])(f) =
1
√
π
k−1√
d
∑
1≤a<b≤k
∫
RΣk−1
j∗abf |dVh|k−1 + ‖f‖∞O(
1
d
).
Putting 1√
d
kE[ν̃
k
s ](f) on the right hand side and using again Eq. (1) we obtain
1
√
d
k
E[νks ](f) =
1
√
π
k
∫
RΣ
f |dVh|k +
M
√
π
k−2√
d
∑
a<b
∫
jab(RΣk−1)
f|{xa=xb}|dVh|k−1 + o
( 1√
d
)
where M = M ′ + 1√
π
and where the error term is as in Proposition 4.7. The constant M is positive
thanks to Proposition 4.7.
Proof of Theorem 1.5. We prove the theorem in the case of f : RΣ → R continuous. The case of
f bounded follows the same lines. Let f be a continuous function on RΣ. It induces a continuous
function on RΣl for every l ∈ N defined by
(x1, . . . , xl) ∈ RΣl 7→ f(x1) · · · f(xl) ∈ R.
With a slight abuse of notation we still denote this function by f . For any l ∈ N, we define
El(f) +
1
√
d
l−1 (E[ν
l
s](f)− E[νs]l(f)).
By Theorem 5.38, we have
1√
d
E[νs](f) =
1√
π
∫
RΣ
f |dVh|+O
(1
d
)
so that
1
√
d
l
E[νs]
l(f) =
1
√
π
l
(
∫
RΣ
f |dVh|)l +O
(1
d
)
(2)
for any l ∈ N. Combining this with Theorem 1.4, we have that for any l,
El(f) =
M
√
π
l−2
∑
1≤a<b≤l
∫
RΣl−1
j∗abf |dVh|l−1 + o(1) =
Ml(l− 1)
2
√
π
l−2 (
∫
RΣ
f |dVh|)l−1 + o(1) (3)
where the error term o(1) is bounded from above by
‖f‖∞
(
O
( 1√
d
α
)
+ ωf
( 1√
d
α
)
O(1)
)
for any α ∈ (0, 1), where ωf (·) is the modulus of continuity of f . Moreover the errors O
(
1√
d
α
)
and
O(1) do not depend on f .
We then have
1
√
d
k−1E
[
(νs − E[νs])k
]
(f) = E
[ k∑
l=0
(−1)k−l
(
k
l
)
1
√
d
l−1 ν
l
k(f)
1
√
d
k−lE
[
νs(f)
]k−l]
=
k∑
l=0
(−1)k−l
(
k
l
)
1
√
d
l−1E[ν
l
s(f)]
1
√
d
k−lE[νs(f)]
k−l
=
k∑
l=0
(−1)k−l
(
k
l
)( 1
√
d
l−1E[νs(f)]
l + El(f)
) 1
√
d
k−lE[νs(f)]
k−l
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=
k∑
l=0
(−1)k−l
(
k
l
)( 1
√
d
k−1E[νs(f)]
k + El(f)
1
√
d
k−lE[νs(f)]
k−l) (4)
By the formula
∑k
l=0(−1)l
(
k
l
)
= 0 we have that Eq. (4) equals
k∑
l=0
(−1)k−l
(
k
l
)
El(f)
1
√
d
k−lE
[
νs(f)
]k−l
. (5)
Now we use Eq. (3) for the term El(f) and Eq. (2) for the term 1√
d
k−lE
[
νs(f)
]k−l
and we obtain
that Eq. (5) is equal to
k∑
l=0
(−1)k−l
(
k
l
)
l(l − 1) M
2
√
π
k−2 (
∫
RΣ
f |dVh|)k−1 + o(1).
Now,
∑k
l=0(−1)k−l
(
k
l
)
l(l− 1) equals d2dx2 |x=1(x− 1)k and this vanishes as k > 2.
Proof of Theorem 1.1. Let A be a measurable subset of RΣ of positive volume. We have
∣∣#(Zs ∩ A)− E[#(Zs ∩A)]
∣∣ > c(d)
√
d ⇔
∣∣#(Zs ∩ A)− E[#(Zs ∩A)]
∣∣k > c(d)k
√
d
k
so that by Markov’s inequality we obtain
µ
{∣∣#(Zs ∩A)− E[#(Zs ∩ A)]
∣∣ > c(d)
√
d
}
6
E[|#(Zs ∩A)− E[#(Zs ∩ A)]|k]
c(d)k
√
d
k
By Theorem 1.5 respectively for f = 1A and f = 1, we have the result.
5 Olver multispaces and proof of Theorem 4.1
This section is devoted to the proof of the boundedness result used in the proof of Theorem 1.4,
namely Theorem 4.1. Olver multispaces and divided differences coordinates play an important role.
We recall these tools in Section 5.1.
The main difficulty in Theorem 4.1 is to understand the behaviour of the density function Rkd near the
diagonal, see Remark 3.13. For this purpose, we will study all the possible ways a point (x1, . . . , xk) ∈
RΣk \∆ can converge to the diagonal. This leads us to consider labelled graph with k vertices. Each
vertex represents a point xi ∈ RΣ and we put an edge between two vertex if and only if we allow the
points associated with these vertices to collapse each other, see Definition 5.10.
5.1 Olver multispaces
We briefly recall the results of [19]. Let M an n-dimensional smooth (not necessarly connected or
closed) manifold and C and C′ two curves in M passing at z ∈ M . We introduce local coordinates
(x, u1, . . . , un−1) = (x, u) around z such that, locally, the curve C is a graph {u = f(x)} and the
curve C′ a graph {u = g(x)}, for smooth maps f, g.
Definition 5.1. Let z = (x0, u0) be a point in a smooth manifold M and C = {u = f(x)}, C′ =
{u = g(x)} be two curves passing at z. We say that C and C′ have the same k-jet at z if and only if
f (i)(x0) = g
(i)(x0) for every i ∈ {0, . . . , k}. We then write jkC |z= jkC |′z .
5.1.1 Pointed manifolds
A (k+1)-pointed manifold is an object M = (M ; z0, . . . , zk) consisting of a smooth manifold M and
(k + 1) not necessarily distinct points z0, . . . , zk ∈ M thereon. Given M, we let #i = #{j | zj = zi}
denote the number of points which coincide with the i-th one.
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5.1.2 Multi-contact
Given a manifold M , we let C(k) = C(k)(M) denote the set of all (k+1)-pointed curves contained in
X . In [19], Olver defined an equivalence relation on the space of multi-pointed curves that generalizes
the jet equivalence relation at a single point.
Definition 5.2. Two (k + 1)-pointed curves
C = (C; z0, . . . , zk) C̃ = (C̃; z̃0, . . . , z̃k)
have k-order multi-contact if and only if
zi = z̃i and j#i−1C |zi= j#i−1C̃ |zi
for each i = 0, . . . , k. The k-order multi-space, denoted by M (k), is the set of equivalence classes of
(k+1)-pointed curves in M under the equivalence relation of k-th order multi-contact. The equivalence
class of an (k + 1)-pointed curve C is called its k-th order multi-jet, and denoted jkC ∈ M (k).
In [19] Olver proved the following theorem:
Theorem 5.3. If M is a smooth manifold of dimension n, then its k-th order multispace M (k) is a
smooth manifold of dimension (k+1)n, which contains the off diagonal part M⋄(k+1) + {(z0, . . . , zk) ∈
Mk+1 | zi 6= zj ∀ i 6= j} of the Cartesian product space as an open, dense subset, and the k-order jet
space Jk as a smooth submanifold.
Remark 5.4. For a one-dimensional variety, we have M (k) ≃ Mk+1 where the canonical iso-
morphism is given by the forgetful map [C; z0, . . . ., zk] 7→ (z0, . . . , zk) with the inverse given by
(z0, . . . , zk) 7→ [M ; z0, . . . , zk].
5.1.3 Divided differences
Olver proved Theorem 5.3 by providing an atlas. This atlas is formed by local charts given by
divided differences.
Definition 5.5. Let (C; z0, . . . , zk) be a (k + 1)-pointed curve in a smooth manifold of dimension
n. We introduce local coordinates (x, u1, . . . , un−1) = (x, u) and we suppose that the curve C is the
graph {u = f(x)} of a smooth function f , so that zi = (xi, f(xi)). We define the divided differences
of (C; z0, . . . , zk) recursively by setting [z0]C = f(x0) and
[z0 . . . zi−1zi]C = lim
x→xi
[z0 . . . zi−2z]C − [z0 . . . zi−1]C
x− xi−1
for any i ∈ {1, . . . k}. For example, [z0z1]C = limx→x1 z−z0x−x0 . When taking the limit, the points
z = (x, f(x)) must lie on the curve C.
Olver proved that two (k+1)-pointed curves (C; z0, . . . , zk) and (C
′; z0, . . . , zk) represent the same
element in M (k) if and only if they have same divided differences, see [19, Theorem 3.4].
The following lemma will be useful for the local computations in Sections 5.4 and 5.5.
Lemma 5.6. Let T = (T1, . . . , Tk) ∈ Rk and f ∈ Ck(R) be a Ck-function and C = graph(f). Then
[f(T1) . . . f(Tk)]C =
k∑
i=1
#Ti−1∑
r=0
cT ,i,rf
(r)(Ti)
where cT ,i,r is a rational function in the distances Ts − Tt ,1 ≤ s < t ≤ k of non positive degree
r − k + 1. Here, f (r)(T ) is the r-th derivative of f at T .
In the sequel we will omit C in the notation of divided differences, that is we write [· · · ] instead
of [· · · ]C .
Proof. By induction on k. If k = 1 we have [f(T1)] = f(T1).
By definition, we have
[f(T1) . . . f(Tk−1)f(Tk)] = lim
T→Tk
[f(T1) . . . f(Tk−2)f(T )]− [f(T1) . . . f(Tk−1)]
T − Tk−1
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and by induction hypothesis we have
[f(T1) . . . f(Tk−1)] =
k−1∑
i=1
#Ti−1∑
r=0
cT ′,i,rf
(r)(Ti)
with T ′ = (T1, . . . , Tk−1) ∈ Rk−1. If Tk 6= Tk−1, then
[f(T1) . . . f(Tk−1)f(Tk)] =
[f(T1) . . . f(Tk−2)f(Tk)]
Tk − Tk−1
− [f(T1) . . . f(Tk−1)]
Tk − Tk−1
and by induction we have the result.
If Tk = Tk−1, then
[f(T1) . . . f(Tk−1)f(Tk)] =
d
dTk−1
[f(T1) . . . f(Tk−1)] =
d
dTk−1
k−1∑
i=1
#Ti−1∑
r=0
cT ′,i,rf
(r)(Ti)
and, again, by induction hypothesis we have the result.
5.2 Extension of the density function Rk
d
In this subsection we introduce an incidence manifold that will play a key role in the proof of
Theorem 4.1 and of the following:
Theorem 5.7. For large d, the density function Rkd : RΣk\∆ → R in Proposition 3.5 can be extended
to a smooth function RΣk → R that we still denote by Rkd. Moreover, Rkd vanishes on the diagonal
∆.
5.2.1 Extension of the incidence manifold
Let RLd be the real locus of the total space of the line bundle Ld → Σ. It is an open manifold of
real dimension 2. For k ∈ N, we take its multi-space (RLd)(k−1), see Section 5.1.
Consider the map
ev : RH0(Σ;Ld)× RΣk → (RLd)(k−1)
defined by
(s, x1, . . . , xk) 7→
(
graph(s); s(x1), . . . , s(xk)
)
.
Let Z be the set of points in (RLd)(k−1) which represent the k-pointed curves (RΣ;x1, . . . , xk), where
RΣ is viewed as the zero section of RLd and x1, . . . , xk ∈ RΣ.
Definition 5.8. We denote the set ev−1(Z) by I and call it the incidence manifold.
Remark 5.9. For any (x1, . . . , xk) ∈ RΣk \ ∆ we have (s, x1, . . . , xk) ∈ ev−1(Z) if and only if
s(xi) = 0 for any i ∈ {1, . . . , k}. Hence, the Definition 5.8 extends the definition of the incidence
manifold given in Section 3.2.
5.3 Local equations of the incidence manifold
We give local equations for the incidence manifold I defined in Definition 5.8. These local equa-
tions allow us to find a new local expression for the density function Rkd. We will use the divided
differences notation (see Section 5.1, Definition 5.5).
5.3.1 A partition of RΣk
Let Θk be the set of all labelled graphs with exactly k vertices, labelled by {1, . . . , k}. Let d be
any positive integer, we will associate a graph in Θk to any point (x1, . . . , xk) ∈ RΣk. This graph
is contructed as follows: we put an edge between the i-th vertex and j-th vertex if and only if the
distance dh(xi, xj) between xi and xj is smaller or equal than
1√
d
.
Definition 5.10. • Given an integer d ∈ N and a point x ∈ RΣk we say that x ∈ Γd if and only
if its associated graph is Γ. We will refer to Γd as a graph subset.
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• We call origin of a connected component of such a graph the point of the connected component
with the smallest label.
• If Γ has m connected components Γ1, . . . ,Γm and each connected component Γi has ki vertices,
then we write {xi1, . . . , xiki} for the corresponding points of the connected component. We then
have {xip}i=1,...,mp=1,...,ki = {x1, . . . , xk}.
We say that {xi1, . . . , xiki} is a connected component of x and that xip is a vertex of x.
Remark 5.11. • For any d ∈ N, the graph subsets {Γd}Γ∈Θk give a cover of RΣk.
• The fact that two point xi and xj lie in the same connected components implies that the distance
between these two points is smaller or equal than k√
d
.
5.3.2 Generalized evaluation maps
Fix a k-labelled graph Γ ∈ Θk with m connected components. We write {xi1, . . . , xiki}1≤i≤m for
the connected components of a point x that lies in Γd. We take real normal coordinates Ui around
xi1, see Section 2.2.2. We identify each point x
i
p with the respective coordinate in the chart Ui. We
recall that with a real normal chart comes together with a real trivialization of RLd|U , see Section
2.2.2.
Definition 5.12. Given a point x ∈ Γd in normal coordinates around the origin xi1, we define the
generalized evaluation map
evΓx : RH
0(Σ;Ld) → Rk1 × · · · × Rkm
by
s 7→ ([s(x11)]C , . . . , [s(x11) · · · s(x1k1 )]C , . . . , [s(xm1 )]C , . . . , [s(xm1 ) · · · s(xmkm )]C)
where C = graph(s).
The kernel of such map is denoted by RH0x.
Remark that for points x = (x1, . . . , xk) ∈ RΣk \ ∆ outside the diagonal, the kernel of the
generalized evaluation map equals the kernel of the "classical" evaluation map s 7→ (s(x1), . . . , s(xk)).
Notation 5.13. In the sequel, we will only consider k-pointed curves of the form
(
graph(s); s(x1), . . . , s(xk)
)
for s ∈ RH0(Σ;Ld) and for x1, . . . , xk ∈ RΣ. For the sake of simplicity, we will omit "graph(s)"
in the notation of its divided differences. For example, we will write [s(x1) · · · s(xi)] instead of
[s(x1) · · · s(xi)]graph(s).
In the following proposition we describe the incidence variety I defined in Definition 5.8 in terms
of divided differences.
Proposition 5.14. Let Γ be a k-labelled graph, s ∈ RH0(Σ;Ld) be a real section and x = (x1, . . . , xk) ∈
Γd be a point in the graph subset Γd. Denote by {xi1, . . . , xiki} the connected components of x,
i ∈ {1, . . . ,m}. Then (s, x) ∈ I if and only if
[s(xi1)] = 0, [s(x
i
1)s(x
i
2)] = 0, . . . , [s(x
i
1)s(x
i
2) · · · s(xiki)] = 0
for any i ∈ {1, . . . ,m}, that is if and only if evΓx (s) = 0 where evΓx is the generalized evaluation map
defined in Definition 5.12.
Proof. In local coordinates the equivalence relation "having multicontact"
(
s(RΣ); s(xi1), . . . , s(x
i
ki
)
)
∼(
RΣ;xi1, . . . , x
i
ki
)
reads [s(xi1)] = 0, [s(x
i
1)s(x
i
2)] = 0, . . . , [s(x
i
1)s(x
i
2) · · · s(xiki)] = 0. Now, having k-th
order multi-contact is a local property, and then
(
s(RΣ); s(x1), . . . , s(xk)
)
∼
(
RΣ;x1, . . . , xk
)
if and
only if
(
s(RΣ); s(xi1), . . . , s(x
i
ki
)
)
∼
(
RΣ;xi1, . . . , x
i
ki
)
for any i = 1, . . . ,m .
These equations using divided differences show that I is a smooth manifold:
Proposition 5.15. Let L be a positive real line bundle over a real Riemann surface Σ. Then, for large
d ∈ N, the set I defined in Def. 5.8 is a smooth manifold. Moreover the incidence manifold I defined
in Section 3.2 is an open dense subset of I, which coincide with π−1Σ (RΣ \∆), where πΣ : I → RΣk
is the natural projection.
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Proof. We first make the following remark which is a direct consequence of the positivity of L and of
the Riemann-Roch theorem: there exists an integer dk such that, for any d ≥ dk, any k-admissible
graph Γ and any x = (x11, . . . , x
1
k1
, . . . , xm1 , . . . , x
m
km
) ∈ Γd, we can find a section ṡip ∈ RH0(Σ;Ld)
such that evΓx (ṡ
i
p) = (0, . . . , 0, 1, 0, . . . , 0), where 1 is exactly in the place corresponding to x
i
p.
We now prove that I is a smooth manifold. We have seen in Proposition 5.14 that (s, x) ∈
π−1Σ (Γd) ∩ I if and only if evΓx (s) = 0. Then, we have to prove that 0 is a regular value of the map
(s, x) 7→ evΓx (s). This means that, for any η = (η11 , . . . , η1k1 , . . . , ηm1 , . . . , ηmkm) ∈ Rk, we have to find a
vector (ṡ, ẋ) = (ṡ, ẋ11, . . . , ẋ
1
k1
, . . . , ẋm1 , . . . , ẋ
m
km
) such that
[ṡ(xi1)] + [s(x
i
1)s(x
i
1)]ẋ
i
1 = η
i
1
[ṡ(xi1)ṡ(x
i
2)] + [s(x
i
1)s(x
i
2)s(x
i
1)]ẋ
i
1 + [s(x
i
1)s(x
i
2)s(x
i
2)]ẋ
i
2 = η
i
2
...
[ṡ(xi1) · · · ṡ(xiki)] + [s(xi1) · · · s(xiki)s(xi1)]ẋi1 + · · ·+ [s(xi1) · · · s(xiki )s(xiki)]ẋiki = ηiki
for any i ∈ {1, . . . ,m}.
To do this, we choose ẋip = 0 for any i ∈ {1, . . . ,m} and any p ∈ {1, . . . , ki} and ṡ =
∑m
i=1
∑ki
p=1 η
i
pṡ
i
p.
5.3.3 New expressions for the density function Rkd
Notation 5.16. Let Γ be a k-labelled graph. We denote the restriction of the density function Rkd
to the graph subset Γd by RΓd .
We want to estimate RΓd for any k-labelled graph Γ ∈ Θk. By the finiteness of the set of k-labelled
graphs Γ we obtain that Theorem 4.1 is equivalent to the following:
Proposition 5.17. Let Γ be a k-labelled graph and RΓd be the restriction of the density function Rkd
on the graph subset Γd defined in Def. 5.10. Then, there exists a constant CΓ and a positive integer
dΓ such that for any d ≥ dΓ and for any x = (x1, . . . , xk) ∈ Γd
1
√
d
k
RΓd (x) ≤ CΓ.
Definition 5.18. Let Γ be a k-labelled graph and let Γ1, . . . ,Γm be its connected components. We
denote by i1, . . . , iki the vertices of Γ
i. We say that Γ is an k-admissible graph if and only if ip < jq
for any i < j ∈ {1, . . . ,m} and any p ∈ {1, . . . , ki}, q ∈ {1, . . . , kj}.
Remark 5.19. By Proposition 3.7 we have Rkd = Rkd · σ for any σ ∈ Sk, so that it suffices to prove
Proposition 5.17 for one particular element of each orbit of the action of the symmetric group Sk on
the k-labelled graphs. As in any orbit of the action of Sk on the k-labelled graphs there is an admissible
graph, it suffices to prove Proposition 5.17 for k-admissible graphs. Moreover, by Proposition 4.2, it
suffices to prove Proposition 5.17 for points x = (x1, . . . , xk) such that dh(xi, xj) <
log d
C′
√
d
.
Notation 5.20. Let Γ be a k-admissible graph. In the sequel, we will always denote the points x in
Γd by
x = (x11, . . . , x
1
k1 , . . . , x
m
1 , . . . , x
m
km)
where
{
xi1, . . . , x
i
ki
}
i
are the connected components of x. As we have seen, this implies that dh(x
i
p, x
i
q) ≤
k√
d
and dh(x
i
p, x
j
q) >
1√
d
for i 6= j.
The following proposition gives an explicit expression of Rkd|Γd + R
Γ
d (x), where Γ is a k-admissible
graph. We recall that we denote by RH0x the kernel of the generalized evaluation map defined in
Definition 5.12.
Proposition 5.21. Let Γ be a k-admissible graph. For any x ∈ Γd we have RΓd (x) =
NΓd (x)
DΓ
d
(x)
, where
NΓd (x) =
∫
RH0x
m∏
i=1
|[s(xi1)s(xi1)]| · |[s(xi1)s(xi2)s(xi2)]| · · · |[s(xi1) · · · s(xiki )s(xiki)]|dµ|RH0x
and
DΓd (x) = |JacN (evΓx )|.
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Proof. The proof goes along the same lines as Proposition 3.9. Let x ∈ Γd be any point in Γd. Then
we have seen that (s, x) ∈ π−1Σ (Γd) ∩ I if and only if evΓx (s) = 0. Differentiating this equation we see
that a vector (ṡ, ẋ) = (ṡ, ẋ11, . . . , ẋ
1
k1
, . . . , ẋm1 , . . . , ẋ
m
km
) is in the tangent space of (s, x) if and only if
[ṡ(xi1)] + [s(x
i
1)s(x
i
1)]ẋ
i
1 = 0
[ṡ(xi1)ṡ(x
i
2)] + [s(x
i
1)s(x
i
2)s(x
i
1)]ẋ
i
1 + [s(x
i
1)s(x
i
2)s(x
i
2)]ẋ
i
2 = 0
...
[ṡ(xi1) · · · ṡ(xiki)] + [s(xi1) · · · s(xiki)s(xi1)]ẋi1 + · · ·+ [s(xi1) · · · s(xiki)s(xiki )]ẋiki = 0
for i = 1, . . . ,m. This is equal to evΓx (ṡ) +Dxev
Γ
x (s)ẋ = 0. Here, Dxev
Γ
x (s) is the derivative of evx(s)
with respect to x and it is equal to the lower triangular matrix that has the following blocks on the
diagonal


[s(xi1)s(x
i
1)] 0 . . . 0
[s(xi1)s(x
i
2)s(x
i
1)] [s(x
i
1)s(x
i
2)s(x
i
2)] . . . 0
...
...
. . .
...
[s(xi1) · · · s(xiki )s(xi1)] [s(xi1) · · · s(xiki )s(xi2)] . . . [s(xi1) · · · s(xiki)s(xiki )]


for i = 1, . . . ,m. Writing in a compact notation, we have
ẋ = −(DxevΓx (s))−1evΓx (ṡ).
We then deduce that the normal Jacobian that we want to compute is
|JacNπΣ| =
|JacNevΓ|
|JacDxevΓx (s)|
.
We conclude by observing that Dxev
Γ
x (s) is triangular, so that its Jacobian is
m∏
i=1
|[s(xi1)s(xi1)]| · |[s(xi1)s(xi2)s(xi2)]| · · · |[s(xi1) · · · s(xiki)s(xiki )]|.
5.3.4 Proof of Theorem 4.1
Proposition 5.17 (and then Theorem 4.1, see Remark 5.19) is a consequence of the following two
propositions in which we study separately the numerator NΓd and the denominator DΓd . We denote
by C′ the constant that appeared in Theorem 2.2.
Proposition 5.22. Let Γ be a k-admissible graph and DΓd be the function defined in Proposition 5.21.
Then, there exists a positive ǫΓ > 0 and a positive integer dΓ such that for any d ≥ dΓ and for any
x ∈ Γd with dh(xip, xja) ≤ log dC′√d , we have
1
√
d
k
m∏
i=1
1
√
d
ki(ki−1)
2
DΓd (x) > ǫΓ.
Proposition 5.23. Let Γ be a k-admissible graph and NΓd be the function defined in Proposition
5.21. Then, there exists MΓ such that for any d and for any x ∈ Γd with dh(xip, xja) ≤ log dC′√d , we have
1
dk
m∏
i=1
1
√
d
ki(ki−1)
2
NΓd (x) < MΓ.
We prove Propositions 5.22 and 5.23 respectively in Sections 5.4 and 5.5. We now prove Proposi-
tion 5.17 and Theorem 5.7.
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Proof of Proposition 5.17. As we have seen, it suffices to prove this proposition for k-admissible
graphs and for points x = (x1, . . . , xk) such that dh(xi, xj) <
log d
C′
√
d
, see Remark 5.19. The proposition
follows directly from the fact that
RΓd (x) =
NΓd (x)
DΓd (x)
and from Propositions 5.23 and 5.22.
Proof of Theorem 5.7. It is a consequence of the surjectivity of
dπΣ : T(s,x)I → TxRΣk,
that is equivalent to the fact that DΓd is everywhere non vanishing for any graph Γ ∈ Θk.
Let us prove that the density function Rkd vanishes on the diagonal. Let (s, x) ∈ I be such that
x ∈ ∆. Then, up to an action of the symmetric group Sk, we have x = (x1, x1, x̃) for some x̃ ∈ RΣk−2.
Then NΓd (x) = 0 because we integrate |[s(x1)s(x1)]| over RH0x (that is the kernel of the generalized
evaluation map defined in Definition 5.12) and in RH0x we have that [s(x1)s(x1)] = 0. As DΓd 6= 0 for
any x ∈ RΣk, we obtain Rkd = 0 on ∆.
5.4 Estimates of the denominator DΓ
d
This subsection is devoted to the proof of Proposition 5.22. We use the notations of Sections
5.1–5.3.
We introduce some evaluation maps evC,ΓT on the real Bargmann-Fock space RH
0
L2(C,O). These
maps turn out to be the local models of the generalized evaluation maps evΓx defined in Definition
5.12. For this reason, we call them local evaluation maps. The surjectivity of the local evaluation
maps on the Bargmann-Fock space will then imply the surjectivity of the generalized evaluation maps
evΓx , proving Proposition 5.22.
5.4.1 A partition of Rk
We introduce a partition of Rk indexed by labelled graphs, as we did for RΣk in Section 5.3.
Denote by Θk the set of all labelled graphs with k vertices, labelled by {1, . . . , k}. We associate a
graph to every point (T1, . . . , Tk) ∈ Rk. This is constructed as follows: we put an edge between the
i-vertex and j-vertex if and only if the distance between Ti and Tj is smaller or equal than 1. We
say that (T1, . . . , Tk) ∈ Γ if and only if its associated graph is Γ. The subset Γ ⊂ Rk is called a graph
subset.
Definition 5.24. Let (T1, . . . , Tk) be a point in R
k and Γ be its associated graph.
• We say that Ti and Tj are in the same connected component if and only if the vertices i and j
of the associated graph are in the same connected component.
• We call origin of a connected component the point of the connected component with the smallest
label.
5.4.2 A local evaluation model
Real Bargmann-Fock space Let RH0L2(C;O) be the space of functions of the form f(z)e−
|z|2
2 ,
where f : C → C is an holomorphic real function (that is f(z̄) = ¯f(z)) such that
∫
C
|f |2e−|z|2dzdz̄ <
∞. We call this space the Bargmann-Fock space. It is naturally equipped with the L2-scalar product
〈fe− |z|
2
2 , ge−
|z|2
2 〉 =
∫
C
f ḡe−|z|
2
dzdz̄.
The Bergman kernel of the orthogonal projection L2(C) → RH0L2(C;O) equals the local Bergman ker-
nel KC(x, y) =
1
π e
−‖x−y‖2
2 for any x, y ∈ C (see Definition 2.5). An orthonormal basis of RH0L2(C;O)
is { zk√
π
√
k!
e
−|z|2
2 }.
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Local evaluation maps In the sequel we will only consider k-admissible graphs, see Definition
5.18. For every k-admissible graph Γ and T = (T 11 , . . . , T
1
k1
, . . . , Tm1 , . . . , T
m
km
) ∈ Γ we consider the
following evaluation map:
ev
C,Γ
T : RH
0
L2(C;O) → Rk
defined by
f 7→ ([f(T 11 )], . . . , [f(T 11 ) · · · f(T 1k1)], . . . , [f(Tm1 )], . . . , [f(Tm1 ) · · · f(Tmk1 )]).
The notation [f(T i1) . . . f(T
i
p)] stands for the divided difference [f(T
i
1) . . . f(T
i
p)]graph(f) in the sense
of Olver, see Definition 5.5. Remark that we used the same notation in the previous section, see
Notation 5.13.
Definition 5.25. We call the map evC,ΓT : RH
0
L2(C;O) → Rk defined by
f 7→ ([f(T 11 )], . . . , [f(T 11 ) · · · f(T 1k1)], . . . , [f(Tm1 )], . . . , [f(Tm1 ) · · · f(Tmk1 )])
a local evaluation map.
Proposition 5.26. For any k-admissible graph Γ ∈ Θk and any point
T = (T 11 , . . . , T
1
k1 , . . . , T
m
1 , . . . , T
m
km) ∈ Γ,
the local evaluation map evC,ΓT defined in Definition 5.25 is surjective.
Proof. We remark that for any T ∈ Rk \∆, the map evC,ΓT is equivalent to the "classical" evaluation
map evT : f 7→ (f(T1), . . . , f(Tk)). It means that there exists an invertible matrix AT ∈ GLk(R) such
that evCT = AT · evT . The surjectivity of evC,ΓT follows from the surjectivity of evT .
On the diagonal x ∈ ∆ ⊂ Rk, this new evaluation map evC,ΓT gives us more information about the
higher jets of a function. If T = (T1, . . . , T1, . . . , Tm, . . . , Tm), where #Ti = ki, then ev
C,Γ
T is equivalent
to
f 7→ (f(T1), f ′(T1), . . . , f (k1−1)(T1), . . . , f(Tm), f ′(Tm), . . . , f (km−1)(Tm)).
The surjectivity of evC,ΓT follows.
5.4.3 Local boundedness results
The previous proposition implies that the normal Jacobian of the local evaluation map is strictly
positive. We will compute the normal Jacobian of evC,ΓT with respect to the metrics that we have
defined, that are the L2-scalar product on RH0L2(C;O) and the standard metric on Rk.
Proposition 5.27. Let R > 1 be fixed and let Γ be a k-admissible graph. Then there exists a positive
ǫΓ > 0 such that, for every T ∈ B(0, R) ∩ Γ,
|JacNevC,ΓT | > ǫΓ.
Proof. By Proposition 5.26, for any T = (T 11 , . . . , T
1
k1
, . . . , Tm1 , . . . , T
m
km
) ∈ Γ the map evC,ΓT is surjec-
tive, so its normal Jacobian is strictly positive. By compactness of B(0, R) we can find a positive
ǫΓ > 0 such that |JacNevC,ΓT | > ǫΓ.
The following proposition shows that we can write JacNev
C,Γ
T as a function of the distances T
i
s−T it
between points lying in the same connected component and of the local Bergman kernel KC (and of
its derivatives).
Proposition 5.28. Let Γ be a k-admissible graph. For any T ∈ Γ let evC,ΓT be the local evaluation
map defined in Definition 5.25. Then the matrix associated with (evC,ΓT )(ev
C
T )
∗ is a symmetric (k×k)
matrix composed by m2 blocks, indexed by (i, j) for i, j = 1, . . . ,m. The (i, j)-block is a ki × kj
matrix, we denote the (p, q)-place of this block by (evC,ΓT ev
C,Γ∗
T )(ip,jq). Then (ev
C,Γ
T ev
C,Γ∗
T )(ip,jq) is a
homogenous polynomial Q(ip,jq) of degree 1 in the norm of KC(T is , T ja ) and of its derivatives, s =
1, . . . , p, a = 1, . . . , q. The coefficients of this polynomial are rational functions in T is − T it , T ja − T jb
for 1 ≤ t < s ≤ p, 1 ≤ a < b ≤ q.
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Proof. We know that JacN (ev
C,Γ
T ) = JacN (ev
C,Γ
x |(ker evC,Γ
T
)⊥). Let {f1, . . . , fk} be an orthonormal
basis of (ker evC,ΓT )
⊥. We compute the normal Jacobian using this basis and the canonical orthonormal
basis for Rk1 × · · · × Rkm . Then the matrix of evC,Γx |(ker evC,Γ
T
)⊥ associated with these orthonormal
basis is a square matrix whose i-th column equals the transpose of
([fi(T
1
1 )], . . . , [fi(T
1
1 ) . . . fi(T
1
k1)], . . . , [fi(T
m
1 )], . . . , [fi(T
m
1 ) . . . fi(T
m
km)]).
A direct computation shows that (evC,ΓT )(ev
C,Γ
T )
∗ is a square matrix with m2 blocks, indexed by (i, j)
for i, j = 1, . . . ,m. The (i, j)-block is a ki×kj matrix, we denote by (evC,ΓT evC,Γ∗T )(ip,jq) the (p, q)-place
of this block. We have that (evC,ΓT ev
C,Γ∗
T )(ip,jq) is equal to
k∑
l=1
[fl(T
i
1) . . . fl(T
i
p)][fl(T
j
1 ) . . . fl(T
j
q )].
By Lemma 5.6, each term [fl(T
i
1) . . . fl(T
i
p)][fl(T
j
1 ) . . . fl(T
j
q )] is equal to
p∑
s=1
#T is−1∑
r=0
cT ip,s,rf
(r)
l (T
i
s)
q∑
a=1
#T ja−1∑
h=0
cT jq,a,hf
(h)
l (T
j
a )
where T ip = (T
i
1, . . . , T
i
p) and T
j
q = (T
j
1 , . . . , T
j
q ).
Interchanging the sums we obtain
p∑
s=1
#T is−1∑
r=0
q∑
a=1
#T ja−1∑
h=0
cT ip,s,rcT jq,a,hf
(r)
l (T
i
s)f
(h)
l (T
j
a ).
Summing up to l and interchanging the sums we obtain
p∑
s=1
#T is−1∑
r=0
q∑
a=1
#T ja−1∑
h=0
cT ip,s,rcT jq,a,h
∂r+h
∂T r∂Wh
KC(T
i
s , T
j
a).
Remark 5.29. Remark that the Bergman kernel KC(Z,W ) only depends on the distances between
Z and W . Then, Proposition 5.28 implies that the matrix (evC,ΓT )(ev
C
T )
∗ (and then JacNev
C,Γ
T ) only
depends on the distances between the points T ip, and not on the particular position of each point.
Proposition 5.30. Let Γ be a k-admissible graph. Then, there exists a positive ǫΓ such that, for any
T = (T 11 , . . . , T
1
k1
, . . . , Tm1 , . . . , T
m
km
) ∈ Γ, we have
|JacNevΓT | > ǫΓ.
Proof. By induction on the number of connected components.
The case of one connected component is treated in Proposition 5.27, for m = 1.
Consider now points
T = (T 11 , . . . , T
1
k1 , . . . , T
m
1 , . . . , T
m
km) ∈ Γ
where {T i1, . . . , T iki} are the connected components of Γ, i ∈ {1, . . . ,m}. We consider some connected
components, say the first l ones, Γ1, . . . ,Γl and we look at the polynomials Qip,ja defined in Propo-
sition 5.28, i, j ∈ {1, . . . ,m} p = 1, . . . , ki, a = 1, . . . , kj . For each polynomial Qip,ja , we replace
all the norms of KC(T
i
p, T
j
a ) and of its derivatives i ∈ {1, . . . , l}, j ∈ {l + 1, . . . ,m}, p ∈ {1, . . . , ki},
a ∈ {1, . . . , kj}, by 0. Geometrically, we are moving the first l connected components Γ1, . . . ,Γl
to the infinity, far from the other m − l components. After this operation, the determinant of the
matrix (evΓT ev
Γ∗
T ) breaks into the product of the determinants of two blocks. These blocks represent
local evaluation maps with a smaller number of connected components, respectively l and m− l. By
induction, the determinant of each of these two local evaluation maps is bounded from below by a
constant which depends only on Γ.
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We can apply this argument for any integer l = 1, . . . ,m− 1 and any subsets of l connected compo-
nents of {Γ1, . . . ,Γm}. By the continuity of the determinant, we can then find two positive numbers
δ, ǫ > 0 such that the following property holds: every time we take a point T ∈ Γ such that the
norm of KC(T
i
p, T
j
a ) is smaller than δ, for some i 6= j ∈ {1, . . . ,m}, p = 1, . . . , ki, a = 1, . . . , kj ,
we have |JacNevΓT | > ǫ. Then, we can suppose that the norms of Kd(T ip, T ja ) are bigger than δ,
for any i 6= j, i, j = 1, . . . ,m, p = 1, . . . , ki, a = 1, . . . , kj . In this case, there exists R > 0 such
that d(T 11 , T
i
p) < R for any i = 1, . . . ,m, p = 1, . . . , ki and then, by Proposition 5.27, we have the
result.
5.4.4 Generalized evaluation maps in normal coordinates
We now study the surjectivity of the generalized evaluation maps evΓx : RH
0(Σ;Ld) → Rk1 ×· · ·×
Rkm defined in Definition 5.12. We will use the graph notation of Section 5.3.
We fix a k-admissible graph Γ, see Definition 5.18. Remember that this implies that for every
x = (x11, . . . , x
1
k1 , . . . , x
m
1 , . . . , x
m
km)
we have dh(x
i
p, x
i
q) ≤ k√d for every i ∈ {1, . . . ,m} and 1 ≤ p, q ≤ ki and that dh(x
i
p, x
j
q) >
1√
d
for
i 6= j.
Around the origin x11 we consider a real normal chart U , see Section 2.2.2. With a slight abuse
of notation, we identify a point xip with its normal coordinate around x
1
1. We recall that with a
real normal chart comes together with a real trivialization of RLd|U , see Section 2.2.2. Under these
trivializations, we consider the generalized evaluation map
evΓx : RH
0(Σ;Ld) → Rk1 × · · · × Rkm
as in Definition 5.12. On the space of real global sections RH0(Σ;Ld) we consider the L2-scalar
product induced by the real Hermitian metric h, see Section 2.1.
5.4.5 Scaled evaluation maps
Passing to the scaled normal coordinates T =
√
dx around x11, we have new local coordinates
(T iq)
q=1,...ki
i=1,...m , where T
i
q ∈ B(T i1, 1), the ball of radius 1 around T i1, see Section 2.2. We then have
∣∣[s( T
i
1√
d
) . . . s(
T ip√
d
)]
∣∣ =
√
d
p(p+1)/2|[sd(T i1) . . . sd(T ip)]|
where sd(·) = s( ·√d).
We define the map evΓT,d : RH
0(Σ;Ld) → Rk1 × · · · × Rkm by
s 7→
(
[sd(T
1
1 )], . . . , [sd(T
1
1 ) . . . sd(T
1
k1)], . . . , [sd(T
m
1 )], . . . , [sd(T
m
1 ) . . . sd(T
m
km)]
)
.
Definition 5.31. The map evΓT ,d : RH
0(Σ;Ld) → Rk1 × · · · × Rkm just defined is called a scaled
evaluation map. We denote its normal Jacobian by
DΓd = JacNev
Γ
T ,d.
Remark 5.32. • The main point is that scaled evalutation maps look like local evaluation maps
(see Definition 5.25) when d tends to infinity. This fact will be proved in Propositions 5.33,
5.34 and 5.36.
Proposition 5.33. Let Γ be a k-admissible graph and x be a point in Γd. We denote by T ∈
B(x11, 1)
k1−1 × · · · ×B(xm1 , 1)km−1 the scaled normal coordinates of x around its origin x11. Then, we
have
m∏
i=1
1
√
d
ki(ki−1)
2
DΓd (x) = DΓd (T )
where DΓd = JacNev
Γ
T ,d.
Proof. It is a direct consequence of the change of variables T =
√
dx.
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5.4.6 Reduction to the local model
The following result is an analogue for the scaled evaluation maps of the Proposition 5.28.
Proposition 5.34. Let Γ ∈ Θk be a k-admissible graph and x be a point in Γd. Let (T i1, . . . , T ik1) be
the scaled normal coordinates (around the origin x11) of the connected component (x
i
1, . . . , x
i
ki
) of x,
i ∈ {1, . . . ,m}. Consider the scaled evaluation map
evΓT,d : RH
0(Σ,Ld) → Rk1 × · · · × Rkm .
Then the matrix of evΓT ,dev
Γ∗
T ,d is a symmetric (k× k) matrix composed by m2 blocks, indexed by (i, j)
for i, j = 1, . . . ,m. The (i, j)-block is a ki × kj matrix, we denote the (p, q)-place of this block by
(evΓT ,dev
Γ∗
T ,d)(ip,jq). Then (ev
Γ
T ,dev
Γ∗
T,d)(ip,jq) is a homogenous polynomial Q(ip,jq) of degree 1 in the
Bergman kernel Kd( T
i
s√
d
,
T ja√
d
) and in its derivatives, s = 1, . . . , p, a = 1, . . . , q. The coefficients of this
polynomial are rational functions in T is − T it , T ja − T jb , for 1 ≤ t < s ≤ p, 1 ≤ a < b ≤ q.
Proof. It is the same proof of Proposition 5.28, replacing functions f by scaled sections sd.
Remark 5.35. The homogenous polynomials Q(ip,jq) of Propositions 5.34 and 5.28 are the same.
Proposition 5.36. Fix R > 1 and let Γ ∈ Θk be a k-admissible graph. Consider the subset of Γd
formed by points x = (x11, . . . , x
1
k1
, . . . , xm1 , . . . , x
m
km
) with dh(xip, x
j
a) ≤ log d√d for any i, j ∈ {1, ...,m},
p = 1, . . . , ki, a = 1, . . . , kj.
Let T = (T 11 , . . . , T
m
km
) ∈ B(0, log d)k be the scaled normal coordinates of x around x11. Then, there
exists α ∈ (0, 1), such that for any d ∈ N large enough and any T = (T 11 , . . . , Tmkm) ∈ B(x11, log d)k
1
√
d
k
DΓd (T ) = JacNev
C,Γ
T +O(
1
dα
)
where evC,ΓT is the local evaluation map defined in Definition 5.25. Moreover the error term is uniform
in T ip ∈ B(0, log d) and in x11 ∈ RΣ.
Proof. This is a consequence of Proposition 5.34 and of the universality of the scaled Bergman kernel
1
dKd( T√d ,
W√
d
) = Kd(T,W ). Indeed
1
√
d
k
DΓd (x) =
1
√
d
k
JacNev
Γ
T ,d =
√
1
dk
det
(
evΓT,dev
Γ∗
T ,d
)
.
By multilinearity of the determinant, we can multiply each entry of the matrix (evΓT ,dev
Γ∗
T ,d) by
1
d . We
know by Proposition 5.34 that each term of this matrix (evΓT ,dev
Γ∗
T ,d) is a rational function of degree
1 in Kd(xip, xja). This implies that each term in the matrix 1d(evΓT ,devΓ∗T ,d) is a rational function of
degree 1 in 1dKd(xip, xja) = 1πKd(T ip, T ja ). By Corollary 2.6, this term equals KC(T ip, T ja ) +O( 1dα ). By
Propositions 5.34 and 5.28 and Remark 5.35, we have the result.
Proof of Proposition 5.22. It follows from Propositions 5.36 and 5.30.
5.5 Estimates of the numerator N Γ
d
This subsection is devoted to the proof of the boundedness result for the numerator NΓd , Propo-
sition 5.23. We start by proving the case where the graph Γ is connected, see Proposition 5.37. The
general case of m connected components Γ1, ...,Γm follows by an inequality of the type NΓd ≤
m∏
i=1
NΓid .
We use the notations of Sections 5.1-5.4, in particular we work in normal coordinates, see Section
2.2.2, and we use divided differences, see Definition 5.5.
Proposition 5.37. There exists C > 0 such that for any x = (x1, . . . , xk) ∈ RΣk with dh(xi, xj) ≤
k√
d
, for any d ∈ N, we have
sup
s∈Sx
1
dk
√
d
k(k−1)/2 |[s(x1)s(x1)]| · |[s(x1)s(x2)s(x2)]| · · · |[s(x1) . . . s(xk)s(xk)]| < C.
Here, Sx is the unit sphere of RH0x, the kernel of the generalized evaluation map evx defined in
Definition 5.12.
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Proof. We remember that when we use divided differences it means that we consider real normal
coordinates around the origin, in this case x1, see Section 2.2.2. We identify every point xi with its
coordinate, in particular we still write x1 instead of 0.
We pass to the scaled normal coordinates that is we consider xi =
Ti√
d
, for Ti ∈ B(x1, k). We then
have
|[s(x1)s(x1)]| · |[s(x1)s(x2)s(x2)]| · · · |[s(x1) . . . s(xk)s(xk)]|
=
√
d
k√
d
k(k−1)/2|[sd(T1)sd(T1)]| · |[sd(T1)sd(T2)sd(T2)]| · · · |[sd(T1) . . . sd(Tk)sd(Tk)]|
for any section s, where sd(·) = s( ·√d). We still write T1 instead of 0 to emphasize the fact that this
rescaled local chart has T1 as center. Consider the generalized 1-jet map j
1
x : RH
0
x → Rk defined by
s 7→
(
[s(x1)s(x1)], [s(x1)s(x2)s(x2)], . . . , [s(x1) . . . s(xk)s(xk)]
)
.
Remark that
sup
s∈Sx
1
dk
√
d
k(k−1)/2 |[s(x1)s(x1)]| · |[s(x1)s(x2)s(x2)]| · · · |[s(x1) . . . s(xk)s(xk)]|
= sup
s∈Sx∩(ker j1x)⊥
1
dk
√
d
k(k−1)/2 |[s(x1)s(x1)]| · |[s(x1)s(x2)s(x2)]| · · · |[s(x1) . . . s(xk)s(xk)]|
= sup
s∈Sx∩(ker j1x)⊥
1
√
d
k
|[sd(T1)sd(T1)]| · |[sd(T1)sd(T2)sd(T2)]| · · · |[sd(T1) . . . sd(Tk)sd(Tk)]|.
Fix an orthonormal basis {σ1, . . . , σk} of the orthogonal of (ker j1x).
For any a = (a1, . . . , ak) ∈ Sk−1 ⊂ Rk, write sa =
∑
i aiσ
i.
Claim 1: for any i, j ∈ {1, . . . , k}, the quantity
1√
d
|[σjd(T1) . . . σ
j
d(Ti)σ
j
d(Ti)]|
is the square root of a rational function Qj of degree 1 in the norm of Kd(Tp, Tq) and of its derivatives,
for p, q ∈ {1, . . . , k}. The coefficients of Qj are rational functions in the distances Ta − Ts between
the points, for 1 ≤ a 6= s ≤ k.
Remember that σjd(·) = σj( ·√d ) and that we denoted
1
dKd( Ti√d ,
Tj√
d
) = Kd(Ti, Tj), see Section 2.2. We
will conclude the proof of the proposition before proving the Claim 1. By Corollary 2.6, Kd(Tp, Tq)
converges to a local universal limit. The convergence is in C2k-topology and the error term is an
uniform O( 1d ) that neither depend on the center x1 ∈ RΣ nor on (T2, . . . , Tk) ∈ B(x1, k)k−1. In
particular, by Claim 1, the function (T1, . . . , Ti) 7→ 1√d [σ
j
d(T1) . . . σ
j
d(Ti)σ
j
d(Ti)] does not depend on d,
up to an uniform error term O( 1d ).
For any integer d ∈ N, all points x1 ∈ RΣ and all (T2, . . . , Tk) ∈ B(x1, k)k−1 the function Sk−1 → R
defined by
a 7→ 1√
d
k
|[sad(T1)s
a
d(T1)]| · |[s
a
d(T1)s
a
d(T2)s
a
d(T2)]| · · · |[s
a
d(T1) . . . s
a
d(Tk)s
a
d(Tk)]|
is continuous. Thanks to the Claim 1, this function does not depend on d ∈ N, up to an error
O( 1d) that is uniform in x1 ∈ RΣ and in (T2, . . . , Tk) ∈ B(x1, k)k−1. By compactness of RΣk and of
B(x1, k)
k−1
this function is bounded, then we have the result.
We will now prove the Claim 1. The proof follows the lines of Proposition 5.28. We compute the
matrix of (j1x)(j
1
x)
∗ with respect to the basis and in scaled normal coordinates. We have
j1x =


[σ1d(T1)σ
1
d(T1)] . . . [σ
k
d (T1)σ
k
d(T1)]
...
. . .
...
[σ1d(T1) . . . σ
1
d(Tk)σ
1
d(Tk)] . . . [σ
k
d(T1) . . . σ
k
d(Tk)σ
k
d(Tk)]


so that
(j1x)(j
1
x)
∗
i,j =
k∑
l=1
[σld(T1) . . . σ
l
d(Ti)σl(Ti)][σ
l
d(T1) . . . σ
l
d(Tj)σ
l
d(Tj)].
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By Proposition 5.6 we have that
[σ1d(T1) . . . σ
l
d(Tj)σ
l
d(Tj)] =
j∑
h=1
#Th−1∑
r=0
cT
j
,h,r(σ
l
d)
(r)(Th)
where cx,i,r is a rational function in the distances Ts − Tt ,1 ≤ s < t ≤ k. Here, (σld)(r) is the r-th
derivative with respect to the rescaled variable T =
√
dx. With the same type of computation of the
Proposition 5.28, we obtain that
1
d
k∑
l=1
[σld(T1) . . . σ
l
d(Ti)σ
l
d(Ti)][σ
l
d(T1) . . . σl(Tj)σ
l
d(Tj)]
is a homogenous polynomial of degree 1 in the norm of Kd(Tp, Tq) and of its derivatives, p, q ∈
{1, . . . , k}. The coefficients of this polynomial are rational functions in Ts − Ta and eTa for 1 ≤
a 6= s ≤ k. This implies that 1√
d
[σld(T1) . . . σ
l
d(Ti)σ
l
d(Ti)] is the square root of a rational function of
degree 1 in Kd(Tl, Tm) and its derivatives, with coefficients that are rational functions in Ts − Ta for
1 ≤ a 6= s ≤ k, as we have claimed.
Proof of Proposition 5.23. Denote by Sx the unit sphere in RH0x. Passing to polar coordinates,
we have
NΓd = Cr
∫
Sx
m∏
i=1
|[s(xi1)s(xi1)]| · |[s(xi1)s(xi2)s(xi2)]| · · · |[s(xi1) . . . s(xiki)s(xiki )]|ds
for some constant Cr . The measure ds is induced by the L
2-scalar product restricted to Sx. The
sphere Sx being compact, it suffices to bound from above the integrand function. Now,
sup
s∈Sx
m∏
i=1
|[s(xi1)s(xi1)]| · |[s(xi1)s(xi2)s(xi2)]| · · · |[s(xi1) . . . s(xiki )s(xiki )]|
≤
m∏
i=1
sup
s∈S
xi
|[s(xi1)s(xi1)]| · |[s(xi1)s(xi2)s(xi2)] · · · |[s(xi1) . . . s(xiki)s(xiki )]|
where xi = (xi1, . . . , x
i
ki
) ∈ Rki . We have then reduced the problem to the case of one connected
component, that means the case where x = (x1, . . . , xk) with dh(xi, xj) ≤ k√d and this is exactly
what we have done in Proposition 5.37.
5.6 Off-diagonal estimates of the density function and proof of Proposition
4.7
This subsection is devoted to the proof of Proposition 4.7. We work in the same setting of Sections
3, 4 and 5. Remember that Rkd is the density function defined in Proposition 3.5.
5.6.1 About the mean and the variance
We recall two results which are the cases k = 1 and k = 2 of Theorem 1.4.
Theorem 5.38. ([11, Theorem 1.1] or [15, Theorem 1.3]) For any x ∈ RΣ, we have
1√
d
R1d(x) =
1√
π
+O
(1
d
)
in the sense of currents. Moreover the error term O
(
1
d
)
is uniform in x ∈ RΣ.
The following is the one dimensional case of the main result of [16, Theorem 1.6].
Theorem 5.39. Under the hypothesis of Theorem 1.4, there exists a universal positive constant
M > 0
1
d
E[ν2s ](f) =
1
π
∫
(x,y)∈RΣ2
f(x, y)|dVh|2 +
M√
d
∫
x∈RΣ
f(x, x)|dVh|+ o(
1√
d
).).
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Moreover the error term o( 1√
d
) is bounded from above by
‖f‖∞
(
O
( 1
√
d
1+α
)
+ ωf
( 1√
d
α
)
O(
1√
d
)
)
for any α ∈ (0, 1), where O
(
1√
d
1+α
)
and O( 1√
d
) do not depend on f ∈ C0(RΣk). Here, ωf (·) is the
modulus of continuity of f .
The statement in [16] is a bit different, we explain why.
Proof. By definition V ar(νs) = E[ν2s ]− E[νs]2. By Theorems 5.38 we have
1
d
V ar(νs)(f) =
1
d
E[ν2s ](f)−
1
π
∫
(x,y)∈RΣ2
f(x, y)|dVh|2 +O
(1
d
)
.
Now, [16, Theorem 1.6], for k = n = 1 says that
1
d
V ar(νs)(f) =
M√
d
∫
x∈RΣ
f(x, x)|dVh|+ ‖f‖∞
(
O
( 1
√
d
1+α
)
+ ωf
( 1√
d
α
)
O(
1√
d
)
)
for a constant M and for any α ∈ (0, 1). In [16, Theorem 1.6] the test function f is of the form φ1φ2,
where φi is a continuous function on RΣ. Their proof actually works for any continuous function f
over RΣ2. The constant M is positive ([16, Theorem 1.8]) and universal, that is it does not depend
on Σ.
Remark 5.40. • Using Olver multispace and divided differences coordinates as in Sections 5.3-
5.5, we can make the proof of [16, Proposition 5.29] easier, at least for the case k = n = 1.
This proposition is fundamental for the proof of [16, Theorem 1.6].
• The universal constant in Theorem 5.39 is not exactly the constant appearing in [16, Theorem
1.6]. This is due to a different renormalization of the curvature form ω as well as the choice of
a different Gaussian measure on RH0(Σ;Ld). However, they differ by a positive multiple.
As we work with the modified empirical measures ν̃ks (see Def. 3.1), we have to state an equivalent
version of Theorem 5.39 for the modified second moment E[ν̃2s ].
Lemma 5.41. We follow the hypothesis of Theorem 1.3 and the notations of Def. 4.5. For every
f ∈ C0(RΣk), the following asymptotics hold:
1
d
∫
RΣ2
fR2d|dVh|2 =
1
π
∫
(x,y)∈RΣ2
f(x, y)|dVh|2 +
1√
d
M ′
∫
x∈RΣ
f(x, x)|dVh|+ o(
1√
d
)
where M ′ = M − 1√
π
for M as in Theorem 5.39. Moreover the error term o( 1√
d
) is bounded from
above as in Theorem 5.39.
Proof. Remember that by Proposition 3.5, we have that E[ν̃2s ](f) =
∫
RΣ2 fR2d|dVh|2. By Theorem
5.38 and by Definition 3.1, we obtain that
1
d
E[ν̃2s ] =
1
d
E[ν2s ]−
1
π
√
d
∫
x∈RΣ
f(x, x)|dVh|
so that by Theorem 5.39,
1
d
E[ν̃2s ](f) =
1
π
∫
(x,y)∈RΣ2
f(x, y)|dVh|2 +
1√
d
M ′
∫
x∈RΣ
f(x, x)|dVh|+ o(
1√
d
),
with M ′ = M − 1√
π
and with o( 1√
d
) being as in Theorem 5.39.
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5.6.2 Estimates of the density function
Lemma 5.42. Under the hypothesis of Theorem 1.3, for every f ∈ C0(RΣk), the following asymp-
totics hold:
1
√
d
k
∫
Ua,b
d
fRkd|dVh|k =
1
√
π
k
∫
Ua,b
d
f |dVh|k +
1
√
π
k−2
M ′√
d
∫
RΣk−1
j∗abf |dVh|k−1 + o(
1√
d
)
where M ′ is as in Lemma 5.41 and the error term o( 1√
d
) is bounded from above by
‖f‖∞
(
O
( 1
√
d
1+α
)
+ ωf
( 1√
d
α
)
O(
1√
d
)
)
for any α ∈ (0, 1), with ωf(·) being the modulus of continuity of f . Moreover the error terms O( 1√
d
1+α )
and O( 1√
d
) do not depend on f .
Proof. By Proposition 4.2, for any x = (x1, . . . , xk) ∈ Uabd , we have
1
√
d
k
Rkd(x) =
1
d
R2d(xa, xb)
∏
i6=a,b
1√
d
R1d(xi) +O(
1
d
)
that implies ∫
Uab
d
f(x)
1
√
d
k
Rkd(x)|dVh|k =
=
∫
Uab
d
f(x)
1
d
R2d(xa, xb)
k∏
i=1,i6=a,b
1√
d
R1d(xi)|dVh|k +O(
1
d
).
By Theorem 5.38 we have that 1√
d
R1d(xi) = 1π +O( 1d) uniformly, so that
∫
Uab
d
f(x)
1
d
R2d(xa, xb)
k∏
i=1,i6=a,b
1√
d
R1d(xi)|dVh|k +O(
1
d
) =
=
1
√
π
k−2
∫
Ua,b
d
f(x)
1
d
R2d(xa, xb)|dVh|k +O(
1
d
)
and, by Proposition 3.5 and Lemma 5.41 this is equal to
1
√
π
k
∫
Ua,b
d
f(x)|dVh|k +
1
√
π
k−2
M ′√
d
∫
RΣk−1
j∗abf |dVh|k−1 + o(
1√
d
)
where the error term is as in the statement of the present lemma.
We are now able to prove Proposition 4.7.
Proof of Proposition 4.7. It suffices to remark that Ud is the disjoint union of the following sets
(see Definition 4.5)
Ud = (RΣ
k \∆d) ∪
⋃
a<b
(
U
a,b
d \ (RΣk \∆d)
)
.
By Lemma 4.3 and 5.42 we have the result.
6 Complex case
Let (L, h) be an ample Hermitian line bundle over a Riemann surface Σ. The number of zeros of
a section s ∈ H0(Σ;Ld) is determined by the degree of L. However, the distribution of such zeros (in
the sense of currents) depends on the chosen section.
In this setting Shiffman and Zelditch proved that the zero locus of a random section s of Ld becomes
uniformly distributed over Σ as d grows to infinity (Theorem 1.1 of [20]). They used some estimates
of the Szëgo kernels and the Poincaré-Lelong formula. In this section we will compute the higher
moments of the zeros locus of a random section s ∈ H0(Σ;Ld) in the case of dimΣ = 1. Indeed, the
methods used in this paper in the real case (Olver multispaces and Bergman kernel estimates) can
be used in the same way for the complex case.
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6.1 The complex random setting
We work in the framework introduced by Shiffman and Zelditch in [20]. We restrict our definition
for the dimension 1.
Let Σ be a smooth compact Riemann surface. Let L → Σ be a holomorphic line bundle equipped with
a Hermitian metric h of positive curvature i2π∂∂̄φ = ω ∈ Ω(1,1)(Σ,R). Here, φ is the local potential
of h. The curvature form induces a Kähler metric on Σ. Let dx = ω∫
Σ
ω
be the normalized volume
form.
6.1.1 The Gaussian measure on H0(Σ;Ld)
The Hermitian metric h induces a Hermitian metric hd on Ld for every integer d > 0 and also a
L2-Hermitian product on the space H0(Σ;Ld) of global holomorphic sections of Ld denoted by 〈·, ·〉
and defined by
〈α, β〉 =
∫
Σ
hd(α, β)dx
for any α, β in H0(Σ;Ld).
This Hermitian product induces a Gaussian measure on H0(Σ;Ld) defined by
µ(A) =
1
πNd
∫
A
e−‖s‖
2
ds
for any open subset A ⊂ H0(Σ;Ld) where ds is the Lebesgue measure associated with 〈·, ·〉 and
Nd = dimC H
0(Σ;Ld).
6.2 Olver holomorphic multispace
Let X be a complex manifold of dimension n. A holomorphic curve C in X is an analytic
one-dimensional submanifold of X . Such a holomorphic curve is not necessarly connected, neither
closed. For example a disjoint union of open disks is an holomorphic curve. A (k + 1)-pointed
holomorphic curve (C; z0, . . . , zk) in X is a holomorphic curve C in X together with (k + 1) not
necessarly distinct points over C. Let C(k)h (X) be the set of all the (k+1)-pointed holomorphic curves
in X . The following definition is the holomorphic analogue of the Olver multispace. We call it the
Olver holomorphic multispace of a complex manifold X .
Definition 6.1. Two (k + 1)-pointed holomorphic curves
C = (C; z0, . . . , zk) C̃ = (C̃; z̃0, . . . , z̃k)
have k-th order multi-contact if and only if
zi = z̃i and j#i−1C |zi= j#i−1C̃ |zi
for each i = 0, . . . , k. The k-th order multi-space, denoted X(k) is the set of equivalence classes of
(k + 1)-pointed holomorphic curves in X under the equivalence relation of k-th order multi-contact.
The equivalence class of an (k + 1)-pointed holomorphic curve C is called its k-th order multi-jet,
and denoted jkC ∈ X(k).
As for the real case, local holomorphic coordinates of X induces the holomorphic divided differ-
ences coordinates for the multispace X(k).
6.3 Higher moments for random holomorphic sections
The goal of this subsection is to prove Theorem 1.8.
We recall our setting. Let (L, h) be a positive Hermitian line bundle over a Riemann surface Σ and
let ω be the Kahler form induced by h. We denote by dVkω the volume form on Σ
k induced by ω. For
any s ∈ H0(Σ;Ld), let Cs be the current of integration over {s = 0}, that is Cs(f) =
∑
x∈{s=0} f(x).
It is known that 1dE[Cs] = ω+O(
1
d) in the sense of currents and actually that
1
dCs → ω almost surely
(see [20]).
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Proof of Theorem 1.8. The proof follows the lines of the proof of Theorem 1.4, so we only sketch
the proof. By coarea formula, we can write
E[Cks ](f) =
∫
Σk
fRkddVkω
Define Ud = ∪a<bUa,bd where U
a,b
d is the set
U
a,b
d + {(x1, . . . . . . , xk) ∈ Σk | dh(xi, xj) >
log d
C′
√
d
⇒ (i, j) = (a, b)}
where C′ is the constant appearing in Theorem 2.2. On Ud we have
1
dk
∫
Ud
fRkdωk =
∫
Ud
fdVkω + ‖f‖∞O(
1
d
)
where O( 1d) does not depend on f . This is as in Proposition 4.7. The role of Theorems 5.38 and 5.39
here is played respectively by [20, Proposition 3.2] and [21, Theorem 1.1]. By using Olver multispaces
and divided differences coordinates as in Sections 5.2-5.5, we prove that 1
dk
Rkd is uniformly bounded,
so that
1
dk
∫
Σk\Ud
fRkddVkω = ‖f‖∞O(
(log d)4
d2
).
Putting together the integral over Ud and over Σ
k \ Ud we obtain the result.
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