Abstract-Unique Word Discrete Fourier Transform -spread -Orthogonal Frequency Division Multiplexing (UW DFT-s-OFDM) waveform replaces the Cyclic Prefix (CP) with a known sequence which is contained in the symbol itself rather than being appended to it. In this paper, we propose a new UW DFTs-OFDM design which aims at exploiting such known sequence at the tail of the signal for tracking the variations of the radio channels on a symbol basis, thus overcoming the limited flexibility of DFT-s-OFDM waveforms in multiplexing reference sequences and data. Further, we also present a criterion for efficiently selecting the reference sequences to be adopted by users experiencing fast time-varying channel conditions. Initial simulation results show the capability of the proposed design of improving the link performance of high speed users, even without additional overhead.
I. INTRODUCTION
Discrete Fourier Transform -spread -Orthogonal Frequency Division Multiplexing (DFT-s-OFDM) waveforms without Cyclic Prefix (CP) are considered strong candidates for a 5 th Generation (5G) radio access technology [1] due to their capability of overcoming the OFDM drawbacks while maintaining limited complexity. Solutions such as Zero Tail DFT-s-OFDM (ZT DFT-s-OFDM) [2] , Unique Word DFT-s-OFDM (UW DFT-s-OFDM) [3] and Guard Interval DFT-s-OFDM (GI DFT-s-OFDM) [4] are actively discussed in the 3GPP standardization body. Such waveforms replace the CP with an internal guard interval which is part of the Inverse Fast Fourier Transform (IFFT) output. The duration of the internal guard interval can be tuned according to the estimated delay spread of the channel rather than being hard-coded in the system numerology. In the case of ZT DFT-s-OFDM, the internal guard period is composed of low power samples, while for the other schemes a predefined known word is inserted at the tail of the signal. Such waveforms also feature significantly lower Peak-to-Average Power Ratio (PAPR) and out-of-band (OOB) emissions than OFDM. The latter property enables efficient support of asynchronous access and multiplexing of different services as targeted by several 5G applications [5] .
Accommodating reference sequences (RSs) for channel estimation in DFT-s-OFDM waveforms without CP is however not straightforward. First, DFT-s-OFDM does not benefit from the frequency domain granularity of OFDM in multiplexing RSs and data in the same time symbol. In the Long Term Evolution (LTE) standard, where traditional DFT-s-OFDM with CP is used, RSs and data are multiplexed in the time domain over different symbols [6] . This affects the possibility of tracking fast channel variations, making it difficult to achieve the ambitious 5G target of supporting user speed up to 500 kmph [7] . A further drawback of the aforementioned DFTs-OFDM waveforms without CP is related to the sequence mapping in a time symbol. Widely used RSs such as ZadoffChu (ZC) [8] benefit from attractive properties in terms of autocorrelation and flat frequency response, which can be negatively affected by the necessity of multiplexing them with zeros or with a known word within the IFFT window. RS generation for ZT DFT-s-OFDM is discussed in [9] ; the proposed solution is based on a deliberate distortion of the ZC sequences which ensures a low power tail with limited impact on the sequence properties. Recent contributions on UW DFT-s-OFDM elaborate on the possibility of using the known word at the tail of the signal for further reducing the OOB emissions [4] or for correcting the frequency offset [10] , disregarding however the multiplexing of RSs and data for channel estimation purposes.
In this paper, we propose a novel UW DFT-s-OFDM paradigm that aims at overcoming the aforementioned limitations. It allows to harmlessly accommodate RSs and data in the symbols without compromising the RSs properties, at the same time benefiting of the possibility of obtaining frequent update of the channel estimate. The latter property is beneficial for tracking fast time-varying channels. The contribution of the paper is three-fold:
• we propose a novel design of the known word for the tail of the signal, which is meant at easing the accommodation of RSs in the radio frame; • we design a novel receiver structure that exploits the tail of each signal for tracking the channel variations on a symbol basis; • we propose a metric for the selection of the RSs to be used in the frame, with the aim of improving the quality of the channel tracking.
The paper is structured as follows. Section II describes the UW DFT-s-OFDM principles and presents our solution for accommodating the RSs in the radio frame. Section III describes the proposed receiver structure, while Section IV elaborates on the selection of the RSs. Section V presents simulation results, while Section VI resumes the conclusions and states the future work.
II. DESIGNING THE UW DFT-S-OFDM FRAME
We consider a generic frame structure composed of Q UW DFT-s-OFDM symbols, where Q − 1 symbols are dedicated to data, and the remaining symbol is dedicated to the RS. For the sake of simplicity, let us assume the RS to be allocated in the first symbol of the frame. A data vector d k having length N is transmitted over the k th symbol, with k = 2, . . . , Q. In particular, the following column vector is generated for each symbol:
where (·)
T denotes the transpose operator, and s h and s t are known head and tail sequences repeated at each symbol having length N h and N t , respectively. The q k vector with length N =Ñ +N h +N t is fed to a DFT block, whose output is then mapped over the frequency subcarriers and IFFT-processed. The resultant N IF F T × 1 time signal vector y k can be then expressed as
where F P denotes the unnormalized P ×P FFT matrix, i.e.
for a = 0, · · · , P − 1, b = 0, · · · , P − 1 and M is the N IF F T × N matrix which maps the data on the frequency subcarriers (subcarrier mapping matrix). It can be shown that the contribution of the two known sequences s h and s t to the time vector y k is mainly localized at the head y s h ,k and tail y st,k of the time domain signal [10] . The length of y s h ,k and y st,k is given by
, respectively, where x denotes the nearest integer number higher than x. Though the sequences s h and s t are identical at each symbol, y s h ,k and y st,k are only quasi-identical since they contain the energy leakage from the data vector d k , which varies at each k. Such leakage corresponds to the residual tail/head power of traditional ZT DFT-s-OFDM waveform, and is significantly lower than the average signal power (e.g., 25 dB lower) [2] . We can then assume y s h ,k ≈ y s h and y st,k ≈ y st , ∀k.
The usage of y st at each data symbol is meant to generate the same intersymbol interference component that the symbol experiences at its beginning, provided its length is set to be longer than the delay spread of the wireless channel; such cyclicity enables the usage of efficient one tap frequency domain equalization. y s h is instead only meant to avoid power regrowth of the data part in the last samples of the symbols due to the cyclicity of IFFT operation, and to improve the spectral containment [11] . The generated signal vector is then transmitted over the air at a sample rate S = N IF F T Δf , where Δf denotes the subcarrier spacing.
The RS symbol can be generated by replacing the vector q k in Eq. (1) with the reference sequence vector c, i.e. q 1 = c. We propose here to generate the known sequences s h and s t at each data symbol as a copy of the first and last samples of the c vector, i.e.
The principle is shown in Figure 1 , where the cases of different symbol durations are also considered. This option allows to accommodate the RSs in the frame while maintaining the cyclic property at every symbol. Further, this solution allows exploiting the tail of the signal for updating the channel estimate, as will be elaborated in the next section.
Note that, differently from traditional OFDM/DFT-s-OFDM, the lack of CP allows UW DFT-s-OFDM to scale the number of symbols per frame proportionally to the reduction/increase of the symbol duration (and therefore to the increase/reduction of the subcarrier spacing). In other words, given a predefined frame duration, by reducing of a factor X the symbol time, an X-times higher number of symbols fits perfectly the same frame. This eases the scalability to different subcarrier spacings as advocated in [12] as a solution to cope with diverse 5G services within the same frequency band.
III. RECEIVER ARCHITECTURE
The frame design presented in Section II allows to harmlessly accommodate the RSs in the frame while maintaining the cyclic property for each data symbol. As a consequence, linear receiver with one-tap frequency domain equalization can be used as, for instance, described in [2] for ZT DFTs-OFDM. In a traditional receiver processing, the tail of the signal is just meant to preserve cylicity and can be discarded after equalization and IDFT operation. Nonetheless, such tail can be also used to estimate the frequency offset or to deal with high speed channels.
In this section, we describe a receiver architecture which exploits the tail of each symbol for tracking fast channel variations. Our receiver structure is depicted in Figure 2 . The received signal is obtained from the convolution of the transmit signal with the channel impulse response h k having length equal to t s = τ ds /S, with τ ds denoting the instantaneous delay spread.
With the assumption that the channel impulse response remains approximately constant within the symbol duration, and that the sequence y st is longer than t s , the received symbol after FFT and subcarrier demapping can be expressed as
where r k is the vector collecting the received samples corresponding to the k th transmit symbol, Y k denotes the frequency response of y k in the used subcarriers, H k is the N ×N diagonal matrix of the channel frequency response and W k is the additive white gaussian noise vector. Eq.(6) also assumes that the residual non-cyclic inter-symbol interference due to the usage of a non-ideal y st at each symbol is negligible. By assuming that an estimate of the channel frequency responsê H 1 is calculated upon reception of the RS symbol, the input data vector is estimated aŝ
where V is the equalization matrix. Minimum Mean Square Error (MMSE) equalizers are typically used with DFT-s-OFDM waveforms [13] . In this case, the equalization matrix reads
where
H denoting the hermitian operator. Equalization across the frame is then performed assuming the channel estimated at the first symbol. Note that q k also contains an estimate of the known tailĉ t,k .
Let us express the channel response at the k th symbol as follows:
for k = 2, . . . , Q − 1, where Θ k is a diagonal matrix denoting the evolution of the frequency response of the channel with respect to the first symbol. Note that Eq. (9) is an approximation which neglects the channel variation within the symbol duration. While frequency domain equalization aims at removing the effect of H 1 , Θ k can still impact the performance.
We propose here to use the sequenceĉ t,k to update the estimate of the channel frequency response. Let us denote as C t the N t × N t matrix having the frequency response of c t in its diagonal, i.e. C t = diag (c t ) wherec t = 1/ √ N t F Nt c t . An estimate of the evolution of the channel frequency response at symbol k can be then calculated as follows:
In a practical implementation, advanced techniques such as Wiener filtering [14] can also be applied for improving the estimate ofθ k rather than using the simple least square solution in Eq. (10) . Note that a proper estimate ofθ k assumeŝ c t,k to experience a cyclic fading. Specific arrangements in the reference sequence design for enabling this will be discussed in the next section. The N t -length vectorθ k samples the channel frequency response with resolution equal to (N/N t ) Δf , and is then interpolated to a length N in order to obtain an estimate of Θ k . MMSE equalization can be then run as in Eq. (8) by replaingĤ 1 with the updated channel estimatê H k =Ĥ 1Θk . The data vector can be then retrieved as in Eq.(7).
The receiver here described is intended to be a baseline structure which paves the way for several optimizations. For instance, the current structure neglects the inter-carrier interference (ICI) arising at high Doppler and which can affect both channel estimate and symbol detection. Well-known ICI cancellation solutions, e.g., [15] , can be easily applied to this structure. Further, the estimation of the correction factor Θ can be optimized by exploiting the statistical properties of the Doppler spread. This is left for future work.
IV. REFERENCE SEQUENCE SELECTION AND MAPPING
Zadoff-Chu (ZC) sequences are widely used as RSs in current radio access technologies given their attractive properties in terms of zero-autocorrelation, limited cross-correlation, low PAPR and flat frequency response [8] . In case the lengthN of the ZC sequence is a prime number, the set of sequences fullfilling the mentioned properties has cardinality equal toN −1. The n th entry of the p th sequence, with p ∈ 1, . .
for n = 0, · · · ,N − 1. In the LTE standard, since the number of resource elements where the ZC sequence elements are mapped is a multiple of a Physical Resource Block (PRB) size and therefore an even number, ZC sequences are cyclically extended. Such cyclic extension has been shown to provide a negligible impact on the sequence properties [16] . We recommend here the usage of a cyclically extended ZC sequence c in the RS symbol of the UW DFT-s-OFDM frame. This allows to benefit from the ZC properties for theĤ 1 estimate. However, the sequence c t which represent the tail of c and is used for estimating the correction factor Θ k does not enjoy the advantageous ZC properties. In particular, there is no guarantee of its flat frequency response. A frequency selective response of c t may negatively affect the estimate of Θ k by enhancing the noise power over specific portions of the spectrum. Another drawback of using c t for estimating the correction factor is the non-cyclic interference which it experiences due to the residual energy leakage from the data part of the symbol. The following subsections will address both issues.
A. Searching for sequences with attractive tail properties
Ideally, a reference sequence suited for our concept would feature a flat frequency response over its length N as well as over its last N t samples. Unfortunately, this is not possible with traditional ZC sequences. Nonetheless, the set of ZC sequences has a large cardinality and this offers the possibility to search for sequences having favorable tail properties.
Given the sequence length N and beingN the first prime number lower than N ,N −1 root ZC sequences exist. Further, for each root sequence, N different cyclic shifted version of the same sequence can be obtained, leading to a set of N N − 1) ZC sequences of length N . We can then search in this large set for sequences whose tail c t enjoys a low frequency selective response. In particular, we propose to use a metric inspired to the known Wiener entropy for assessing the frequency selectivity ofc t . Such metric reads
where ln (·) denotes the natural logarithm. In casec t is flat, Z=0. We can then search for sequences with Z ≈ 0.
Let us consider for example a RS sequence having length N =600 built upon a cyclic extension of the ZC sequence with lengthN =599. Such settings lead to a total of 598×600=358800 sequences as a search space. Figure  3 displays the frequency response of the tail of different sequences in the search space assuming N t =40, and p and q denoting the sequence number and the value of the cyclic shift, respectively. Some of the sequences present a very selective profile and should not be used. The combination (p = 40, q = 65) exhibits instead a nearly flat profile, which translates to a very low value of the Z metric.
In practice, the base station may store the indexes of a set of ZC sequences with very low Z metric. It can then assign them to users in critical Doppler conditions which are expected to exploit the tail of the signal for tracking the channel variations. 
B. Avoiding non-cyclic energy leakage
As mentioned in Section III, the estimate of Θ k suffers from the non-cyclic interference coming from the data part of the symbol. Such interference is due to the mismatch between the channel response estimated at the first symbol and used for equalization, and the instantaneous channel response. By following a principle similar to [17] , we propose here to insert two tails at the end of the symbol in order to introduce a cyclic energy leakage on the second tail. The input vector in Eq. (1) reads then
where the data vector d k now has length N − N h − 2N t . Obviously, this approach increases the overhead. However, it is intended to be applied to critical users such that the performance benefits obtained by improving the quality of the channel estimate compensate the penalty in terms of spectral efficiency. In the following, both options of single and double tails will be evaluated.
V. PERFORMANCE EVALUATION
In this section we evaluate numerically the performance of our proposed UW DFT-s-OFDM solution. We consider a frame composed of 7 UW DFT-s-OFDM symbols, where the RS is allocated in the first symbol. The used configurations are summarized in Table 1 . We consider Δf =15 kHz and Δf = 30 kHz options (denoted as options A and B), both leading to an effective 9 MHz over-the-air bandwidth which corresponds to the LTE 10 MHz configuration [6] . The usage of N t = 40 samples leads to a tail duration of around ∼4.45 μs, which approximately corresponds to the CP duration in LTE. Such a tail allows sampling the channel with a resolution equal to 225 kHz for both options A and B. The head duration is only meant to avoid power regrowth of the last samples of the data part in the symbol, and is therefore set to be very short (4 pre-DFT samples). For both subcarrier spacing options, we consider the cases where a single tail (A1, B1) and a double tail (A2, B2) is used, according to Eq.(1) and Eq. (13), respectively. We evaluate performance in very harsh conditions: high speed up to 500 kmph and a Typical Urban frequency selective channel profile [18] , with excess delay of around ∼2.5 μs. The time-varying profile of each channel tap is generated with the Clark/Gans model [19] , assuming a carrier frequency of 2 GHz. Channel estimation and correction are based on a simple least square estimator. When no otherwise specified, we consider as RS a ZC sequence whose tail has a very low Z metric (below 0.01%).
Results are presented in terms of Mean Square Error (MSE) of the channel estimate, and Bit Error Rate (BER), assuming QPSK modulation. No channel coding is considered. The MSE of the channel estimate can be defined
where H is the ideal channel frequency response. In practice, H is calculated assuming the instantaneous power delay profile at the beginning of each symbol.
Results are collected over 10000 frames transmission. For the channel estimation, no interpolation between the channel responses obtained across consecutive frames is considered. This may lead to rather pessimistic results. However, at very high speed such interpolation may even be detrimental due to the short coherence time. Further, interpolation across multiple frames forces the receiver to wait for the reception of the successive frame before detection can start, thus increasing the latency and disabling the possibility of exploiting efficient pipeline processing. Figure 4 shows the MSE performance at different user speeds, considering two different Signal-to-Noise Ratio (SNR) values. The Δf =15 kHz cases are considered here. For the sake of comparison, we also include the options of no correction, as well as the result obtained with a RS with significantly high Z metric (≈0.3). The no correction option refers to the case in which the channel estimated in the RS symbol is used for the MMSE equalization in all the data symbols, without exploiting the tail of the signal. The gap between the no correction options at different SNRs is significant at low speed but tends to decrease at high speed, where the performance is dominated by the degradation of the channel estimate. The improvements obtained by processing the tail are negligible at low speed, but become significant as soon as the speed is higher than 100 kmph. The usage of a double tail (A2 configurations) leads to a further reduction of the MSE. Such reduction is more evident at high SNR, where the benefits introduced by cyclicity dominate over the residual noise. As expected, the usage of a sequence with high Z metric leads to even worse performance than no correction, since the frequency selective profile of the tail leads to a wrong correction factor.
The BER performance for the same configurations is shown in Figure 5 . Ideal channel estimation case is here also included. Similar trends as for the MSE of the channel estimate occur. The correction technique becomes efficient at high speed, and the relative improvements of using a double tail is more evident at high SNR. It is worth to remark that a limited improvement in uncoded BER can translate to major performance gains when efficient error correction codes are used. However, solutions such as, e.g., turbo codes, are able to correct up to ∼20% of the uncoded bits in case a low code rate is used. This may compromise the usage of, e.g., configuraton A1 at very high speed. Nonetheless, we foresee significant improvements in case more advanced channel estimators are used for both the initial estimate and its symbol-based correction.
Results for the Δf =30 kHz cases are shown in Figure 6 . The usage of a larger subcarrier spacing leads to a shorter frame duration, which translates to improved BER performance. Benefits of correction appear here above a 200 kmph speed. The usage of a double tail has a minor impact at 10 dB SNR. Note that, from the comparison with Figure 5 , performance for 15 kHz with correction at 10 dB SNR is nearly the same as for 30 kHz without correction.
It is worth to emphasize that the performance improvements obtained with configurations A1 and B1 do not come at the expense of additional overhead, since they only exploit the tail which was needed in any case to deal with the delay spread of the channel.
In general, results are still far from the ideal reference curves. This is a consequence of the basic techniques used for channel estimation and correction. As mentioned in Section III, we foresee significant room for improvement by applying more advanced estimators and exploiting apriori knowledge of Doppler spread or statistical properties of the wireless channel. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a novel Unique Word (UW) DFT-s-OFDM paradigm which allows to accommodate the reference sequences in the radio frame without compromising their properties, and maintaining cyclicity for every data symbol. Further, we have defined a general receiver structure meant at exploiting the identical tail of each symbol for tracking fast channel variations. This overcomes the lack of flexibility of DFT-s-OFDM waveforms in multiplexing reference sequences and data. A criterion for the selection of the reference sequence to be used is presented, and shown to be effective in terms of link performance. In general, simulation results prove the benefits of exploiting the identical tail at each symbol to reduce the channel estimation error and improve link performance in harsh channel conditions (very high speed and frequency selective channel).
This paper was intended to present the general concept of our new UW DFT-s-OFDM solution, which opens several options for future work. We believe the general structure here described can be combined with more advanced estimation and correction techniques to further leverage the performance gain with respect to the traditional receiver structure. Further optimization of the reference sequences can also be pursued. 
