W
hen I first began research on information retrieval (IR) systems in the late 1980s, 1 I could not have imagined their growth in the ensuing decade and a half. At that time, the few physicians who used them were called "early adopters" 2 and virtually no one fathomed the notion of searching by patients or consumers. Now, in the early 21st century, IR systems are ubiquitous, and everyone involved in health care, from patients to physicians to policy makers, is using them.
3 A good deal of credit goes to the US National Library of Medicine, which has made an entry way into the biomedical literature free and easy through its MEDLINE PubMed system (even if many of the articles themselves are not free) and also made searching easier for laypeople through its MEDLINEplus system. Despite their ubiquity, there are still research challenges for IR systems, especially in the area of evaluation. There are still unanswered questions about how to deploy IR systems at the point of care and evaluate their efficacy. Past research does give us some guideposts. We know, for example, that physicians have frequent and unmet information needs.
4, 5 We know that searching the primary literature takes way too longupwards of a half an hour per question to find, read, and critically appraise articles. 6 In addition, we know that relying on journal abstracts, though much improved in recent years, may obscure essential details in full papers. 7 We also know that textbooks and other synopses may lag behind the cutting edge of science. 8 Nonetheless, the busy clinical environment makes it imperative that clinicians have access to highly synoptic, aggregated information. Ideally, that information should be derived from the best evidence. This still begs the question of how useful such systems are in clinical care and whether clinicians can use their information accurately. Several studies over the years have shown that although clinicians can access information about a topic with relative ease, they do not always find the best information, nor do they answer their questions reliably. 6, 9 There are also many other challenges in evaluating IR systems. One can lay out the spectrum of evaluation as a continuum from the feasibility level (e.g., do the computer algorithms work?) to the controlled laboratory setting (e.g., can users in a simulated environment use the system successfully?) to the real world (e.g., does the system improve outcomes of care?). As one goes to the higher levels, evaluation becomes more challenging, not only because real users must be inconvenienced in the studies but also because it is difficult to isolate the impact that the IR system has on the outcome of an episode of care. Although it is fairly straightforward to measure the impact of a decision support system that recognizes prescribing errors, determining the value of consulting an IR system in a patient's ongoing congestive heart failure is more challenging. For this reason, IR system evaluations have tended to focus either on the system, using a test collection of "canned" queries and a fixed document collection, or on the user in a simulated laboratory setting.
The study in this issue by Westbrook and others is an important advance in the evaluation of IR systems. 10 Although it is a controlled laboratory type of study, it uses a large and diverse mix of Australian physicians who have access to a wide variety of clinical information resources in an integrated system. Probably the most important result of this study verifies what was shown in an earlier study of medical and nurse practitioner students using MEDLINE, 6 which was that despite the ease of use and ubiquity of these systems, only 50% of the questions are answered correctly. Although the IR system is better than no system at all, considerable improvement is still required.
The study also had some interesting findings concerning the confidence users had in their answers. In general, those who had the correct answers were more confident, indicating that those who knew the correct answer were more able to discern that they obtained it. However, a significant fraction of users persisted in feeling confident about an answer that was incorrect.
These results show that even if the IR systems we build work perfectly, getting users to identify the correct answers to questions from their use is still a challenge.
Although this study provides a good assessment of clinicians using IR systems in a simulated setting, we do not know how generalizable these results are to realworld searching. Are the questions developed for the experiment indicative of those encountered in real clinical practice? Even if the topics are indicative, do clinicians ask them in the way they are asked here?
Even further, what is the significance to the quality of clinical care if clinicians can only answer a question, even using a state-of-the-art information tool, 50% of the time? Does this impact the quality of care? Does it lead to medical errors?
If nothing else, these questions demonstrate the importance of continued research on IR systems. Baseline research has demonstrated beyond a doubt that the knowledge base in the head of the average physician is woefully incomplete. But we cannot automatically assume that information resources, whether in print or electronic form, will automatically improve things. Continued research must assess the information needs of clinicians, the best evidence to meet those needs, and how that information is most effectively delivered to improve the quality of care.
