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FOREWORD 
This report describes the data and some results of the field 
experiment SEA ICE -85 which was performed in the Bay of Bothnia 
in February 1985. The principal objects of SEA ICE -85 were the 
mobility of ice in mid-winter, ice thermodynamics and remote 
sensing. 
This study is a part of the Finnish research programme for 
improving ice mapping methods and for improving mathematical sea 
ice models for ice forecasting. 
Helsinki, 12 August 1987 
Matti Leppäranta 
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FIELD OPERATION 
Matti Leppäranta 
Finnish Institute of Marine Research 
P.O. Box 33 
SF-00931 Helsinki, Finland 
ABSTRACT 
The experiment SEA ICE -85 was carried through during 
February 16-27 in the Bay of Bothnia, Baltic Sea. The 
operational scheme and the observation programme are 
described. In this experiment sea ice thermodynamics, 
mobility of ice and remote sensing of ice were studied. 
The mobility part did not go through as expected 
because the ice cover remained stationary through the 
experiment. 
1. INTRODUCTION 
Geophysics of sea ice in the Baltic Sea has been intensively 
investigated by the Finnish Institute of Marine Research for a 
long time. The governing reason for this ice research is the 
Institute's responsibility of operational ice information 
service for the winter navigation. 
A series of field experiments on ice dynamics and thermodynamics 
was commenced in 1975, and new experiments have been performed 
every 2-3 years (e.g., Leppäranta, 1981b). For many years the 
field work was done in spring because of favourable light and 
weather conditions. 
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When a new experiment was planned for the winter 1985, it 
was thought that mid-winter data were badly needed. In mid-
winter ice dynamics and thermodynamics are highly coupled. In 
particular there was not much detailed information of the 
mobility of the ice in conditions of rapid freezing of leads. 
Additionally, it was considered that now in cold mid-winter new 
interesting data on thermodynamic processes in growing level ice 
sheets could be obtained. The main reason to get these new data 
was to improve the parametrization of our short term ice drift 
forecasting model (Leppäranta, 1981a). 
This experiment, SEA ICE -85, was performed in the Bay of 
Bothnia, the northernmost basin of the Baltic Sea. Many of our 
earlier experiments have been made in the same basin. The field 
work was carried through during February 16-27, and the base was 
R/V Aranda moored to the ice in the central area of the basin 
(Fig. 1). 
Things do not always go as planned. The winter 1985 was 
cold, exceptionally cold. The air temperature was typically 
around -20°C for a long time, and the ice cover soon grew thick 
(half meter) and compact in the Bay of Bothnia. The strength of 
the ice cover was so high that the ice did not move at all! 
However, although the dynamic-thermodynamic coupling mechanisms 
could not be studied we did obtain valuable information of the 
yield strength of pack ice. The pure thermodynamic studies 
succeeded well because due to the low air temperature half-meter 
ice grew by about one centimeter per day. Also, as an other part 
of this field program sea ice remote sensing methods were 
studied jointly with Swedish scientists. 
BALTIC SEA ICE CHART 
February 21, 1985 
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Figure 1. Ice situation in the Baltic Sea on February 21, 1985 (Finnish Institute of Marine Research, 1985) 
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2. ICE AND WEATHER CONDITIONS 
The winter 1985 was exceptionally cold in North Europe. The air 
temperature was almost continuously -15 to -30°C in Finland from 
mid-December to the end of February. In March the record level 
ice thickness in the Baltic Sea, 122 cm, was measured in the 
northern Bay of Bothnia (near Tornio). In addition to the low 
air temperature the ice growth was also favoured by low snow 
income. On the other hand, due to the heat stored in the sea in 
fall the Baltic Sea did not become totally ice covered in 1985. 
Total ice coverage has occurred five times during the last 
hundred years. 
During the period of the experiment the whole Gulf of 
Bothnia was covered with a compact ice cover of 25 to 100 cm 
thickness. (Fig. 1). The amount of ridged ice was rather small. 
The Baltic Sea was ice free only in the southern part with the 
surface temperature of around 1°C. 
The research base was located in the Bay of Bothnia in an 
ice field of 40-60 cm thickness. In the eastern and northern 
side of the basin there was a large area of 25-35 cm thick ice. 
This ice was initiated after a lead opening in late January, i. 
e. it was about one month old. After this lead opening the ice 
in the Bay of Bothnia seems to have been stationary. In 
comparison with our field measurements the thickness values in 
the Bay of Bothnia in Fig. 1 are 5-10 cm too low. 
For most of the experiment, 16 to 23 February, the weather 
was cold with clear sky and low winds. An intense storm arrived 
at the research base on 24 February with heavy snowfall. The air 
temperature increased and the wind speed was up to 15 m/s. This 
storm lasted for one day. During 25-27 February the wind was 
weak again. The air temperature, however, remained relatively 
high, the sky was overcast, and the air foggy almost all that 
time. 
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3. OBSERVATION PROGRAMME 
The field work was carried through in the central area of the 
Bay of Bothnia. R/V Aranda, moored to the ice, served as the 
research base (Fig. 2). Basically observations were made in the 
vicinity of Aranda. Additionally, microwave transponders (5 km 
from the ship) and Argos buoys (20-25 km from the ship) were 
used to measure the assumed movement of the ice. 
Figure 2. Research base R/V Aranda in SEA ICE -85. 
For the most part the field work was done by personnel of 
the Finnish Institute of Marine Research: Paul Jaakkola, Osmo 
Korhonen, Ossi Korhonen, Kari Lappalainen, Matti Leppäranta, 
Pekka Punakivi, Juhani Rape, Henry Söderman, Jouni Vainio and 
Jari Walden. Also five visiting scientists took part in the 
experiment: Dr. Wlodzimierz Zakrzewski (Polish Institute of 
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Oceanology, Gdansk) participated in the ice observation 
programme, Dr. Esko Kuusisto (Hydrological Office, Helsinki) 
made studies of snow on ice, and Mr. Thomas Thompson (Swedish 
Meteorological and Hydrological Institute (SMHI)) and Dr. Peter 
Ulriksen (University of Lund) made sea ice remote sensing 
investigations. 
Due to the heavy ice conditions (Fig. 1) it was difficult to 
get Aranda to the Bay of Bothnia. She needed icebreaker 
assistance. Finally, several days after leaving Helsinki, Aranda 
arrived at the research area late February 15 assisted by I/B 
Sisu. The research area had been selected one day earlier in a 
helicopter reconnaissance flight. 
Aranda was initially located at 64°30'N 22°42'E (Fig. 1). 
The ice was about half a meter thick and it had 0-10 cm thick 
snow cover on top. The ice cover in the vicinity of the base was 
relatively flat with small ridges numbering to around one per 
one kilometer line. The depth of the sea was 93 m at the 
location. To the accuracy of 20 m Aranda, moored to the ice, did 
not move during the experiment. 
On February 16 deployment of various measurement instruments 
took place, and the observation routine was begun on the same 
day. Fig. 3 shows the locations of various measurement systems 
in the vicinity of Aranda, and Fig. 4 shows the locations of the 
ice motion measurement points. In brief, the observation 
programme was as follows: 
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Figure 3. The measurement systems at the base in SEA ICE -85. 
For scale, Aranda is 50 m long. The snow line goes 250 m in the 
shown direction and then continues perpendicularly to the left 
another 250 m. 
Figure 4. The locations of the ice motion measurement sites. 
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(i) Ice properties. Ice cores were taken for analyzing the 
crystal structure and for salinity measurements. 
(ii) Ice thermodynamics. Ice thickness was measured daily 
and the vertical temperature distribution was 
continuously recorded. 
(iii) Snow cover. Thickness and density of snow was measured 
along lines, and snow temperature was continuously 
recorded in connection with the ice temperature 
recordings. 
(iv) Ice kinematics. The locations of Aranda, three 
microwave transponder sites (5 km from Aranda; the 
locations relative to Aranda were actually measured), 
and three Argos buoys (20-25 km from Aranda) were 
continuously recorded. The geographic orientation of 
Aranda was also recorded. 
(v) Hydrography. The temperature and salinity of the sea 
water at Aranda was sounded from the surface to the 
bottom with CTD sonde. The measurements were made twice 
each day and, in addition, once in every hour during an 
intensive 30-hour measurement period. 
(vi) Currents. Currents were continuously recorded at Aranda 
(4 depths) and at one Argos buoy location (2 depths). 
(vii) Meteorology. A three-level mast was used for air 
temperature and wind velocity measurements. Humidity, 
incoming and reflected solar radiation, and total net 
radiation were continuously measured at one level. 
(viii) Remote sensing. NOAA images were obtained from Tromsö 
Telemetry Station, Norway, and a Landsat image was 
obtained from Kiruna, Sweden. Airborne remote sensing 
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included SLAR, IR-scanner, and impulse radar; aerial 
photography was to be made but did not succeed. 
Additionally, the ship radar was used for mapping 
ridges. 
The observation programme was carried through successfully. 
There were no difficult problems due to the low air temperature. 
A major drawback was the unsuccessful aerial photography. Also, 
the stationarity of the ice cover can be considered as a 
drawback since there was no ice movement to measure. The 
measurements were finished on February 27 and the undeployment 
was also made on that day. The field group was then taken to 
Vaasa by Aranda in an icebreaker assistance. 
In the following articles in this report the measurements 
are described in detail and some results are presented. The data 
seem to be very useful for ice thermodynamics and remote sensing 
research, and consequently both these fields are presently under 
further investigation. 
Acknowledgements: I wish to express my gratitude to Professors 
Norbert Untersteiner and E.L. Lewis for their written comments 
on SEA ICE -85 experiment plan. The work of the field group 
under severe winter conditions is also greatly appreciated. 
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ICE OBSERVATIONS 
Matti Leppäranta 
Finnish Institute of Marine Research 
P.O. Box 33 
SF-00931 Helsinki, Finland 
ABSTRACT 
This paper presents the ice observations of SEA ICE -85 
experiment in the Bay of Bothnia. The ice pack was 
consolidated and of about 60 cm thickness in the 
experiment. Ice samples were taken for crystal 
structure and salinity analysis. Measurements were made 
of the ice and snow temperature, heat exchange between 
air and snow surface, and radiation balance. The 
mobility of the ice was also followed. 
The ice pack did not move at all in spite of a 
17-m/s wind in one day. The 60-cm level ice grew by 
1 cm per day, and the latent heat was released to the 
atmosphere mainly due to long wave radiation losses. 
These data of ice growth thermodynamics are very 
valuable for our further research. 
1. INTRODUCTION 
The field experiment SEA ICE -85 was focused on the mid-winter 
ice geophysics in the Bay of Bothnia. The goal of the experiment 
was to increase our understanding of the mobility and growth of 
the ice at the time of favourable weather conditions for growth. 
Additionally, ice properties data were needed for the remote 
sensing studies. 
The ice observation programme consisted of three parts: 1) 
ice core sampling, 2) ice sheet heat exchange processes, and 
3) the mobility of the ice. The data and the first results are 
described in detail in the following chapters. 
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2. ICE PROPERTIES 
Ice cores were taken for ice crystal structure and salinity 
analysis. The samples were taken with an ordinary manual drill 
and saw, and their horizontal cross-section was roughly 20 x 
30 cm. The salinity samples were cut to 10 cm thick pieces 
(vertically) and melted whereas the crystal structure samples 
were stored in a freezer to be later analyzed in a cold room. 
a. Crystal structure 
All samples showed the same crystal structure. An example is 
shown in 'Fig. 1; it was sampled on 19 February and at the 
distance of 50 m NNE from Aranda. There was a 5-8 cm upper layer 
of fine grains, and beneath this upper layer the ice was 
columnar-grained with grain size increasing downward. The grain 
boundaries were very irregular as is typical to sea ice. Palosuo 
(1961) already observed that for water salinities greater than 
about one per mille sea ice type structure usually results. In 
the Bay of Bothnia the salinity of the surface water is 3.5 -
4.0 per mille. 
The columnar zone was simply connected and not cut by 
layer(s) of fine grains as was observed in the previous winter 
by Omstedt (1985) in the same basin. Such layers could be 
produced by ice rafting or frazil ice production in leads. The 
reason for the crystal structure in 1985 was likely the low 
dynamic activity of the ice through the winter. 
Figure la. Vertical section of the 
crystal structure. Grid size 1 cm. 
Arrows show the locations of the 
horizonal cuts in Fig. lb. 
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b. Ice salinity 
A set of three ice cores was taken on three days (16, 20 and 26 
February) from the 60-cm thick floe at Aranda. No significant 
temporal change was observed, and all the nine samples were 
averaged for one representative salinity profile (Fig. 2). The 
mean salinity was 1.17 ‰ in the top 10-cm layer, decreased 
linearly to 0.5 ‰ in the 40 - 50 cm layer, and then increased 
to 0.85 ‰ at the bottom. The standard deviation was 0.08 to 
0.21 ‰. The salinity of the surface water was 3.7 0/0., and 
thus the salinity of the top layer of the ice was about one-
third of the water salinity. This ice was roughly two months 
old. 
Salinity (‰) 
0.5 	 1.0 
	
1.5 
20 
E 
CI 
a) 
40 
60 
Figure 2. Ice salinity profile at Aranda. 
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One sample was also taken from younger ice grown in a narrow 
(10-30 m) fracture. The thickness was 36 cm and the salinity was 
(°/..): 2.19 in the top 9 cm layer, 1.62 in the 9 - 18 cm layer, 
0.72 in the 18 - 27 cm layer, and 0.93 in the 27 - 36 cm layer. 
This ice was likely formed in very cold weather (-20 to -30°C), 
and we see that the ice salinity in fractures can be more than 
half of the salinity of the surface water. The salinity of the 
surface water is here generally well within the limits of 3.5 
and 4.0 °/..; occasionally it might be a little higher due to 
brine rejection during ice growth. 
3. ICE THERMODYNAMICS 
a. Ice and snow thickness 
Ice thickness was measured by drilling on four days. Each day 
three measurements were made. The results (Table 1) show that 
the thickness of the ice floe at Aranda increased 10 cm, from 56 
to 66 cm, during the period of the experiment. In addition, 
during this period the channel broken at the arrival of Aranda 
got an ice cover of 22 cm thickness (Table 2). There was no snow 
cover in the channel before February 24th. 
Table 1. Ice and snow thickness (cm), snow density (g cm-3), and 
water level beneath the top surface of the ice (cm). 
Measurement area at Aranda. Averages over three 
measurements. 
Time Ice snow 
thickness 	density 
water level 
Feb 16, 9 hrs 56.0 6.0 3.0 
Feb 18, 10 hrs 60.7 8.6 0.31 2.4 
Feb 21, 17 hrs 66.3 
Feb 23, 17 hrs 65.7 3.8 
Feb 27 68.0 
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Table 2. Ice thickness in the channel broken at the arrival of 
Aranda. Averages over three measurements. 
Time Ice thickness 
(cm) 
Feb 15, 23 hrs 0 
Feb 18, 10 hrs 12.3 
Feb 21, 17 hrs 21.6 
Feb 23, 17 hrs 22.0 
Snow thickness and density measurements were made in the L-
shaped half-kilometer snow line at Aranda on February 24 and 25 
(Table 3). Earlier these observations were made by Esko Kuusisto 
(see his article in this report). There was a heavy snowfall on 
February 24 beginning a little before the measurement time. The 
water equivalent of the snow was 18.2 mm on February 25 which is 
4.2 mm greater than Kuusisto had measured on February 18-19. 
Table 3. Snow measurements in the 0.5-km L-shaped snow line at 
Aranda. 
Time snow thickness snow density water equivalent 
(cm) (g cm 	) (mm) 
Feb 24,  1250-1400 6.0 + 4.8 0.29 + 0.07 _ 17.4 Feb 25,  0910-1020 7.6 T 5.3 0.24 +0.07 18.2 
Ice thickness was also measured continuously. The distance 
of the water level from the top surface of the ice was recorded 
with an ordinary limnigraph (Fig. 3). The hole could be kept 
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open by using an ordinary lamp close to it and insulating 
material around the system. The system records a graph of the 
time evolution of the water level with a mechanical plotter. 
Figure 3. Limnigraph system for ice thickness measurements. 
This kind of measurement system has been developed for 
automatic data buoys by Untersteiner and Thorndike (1984). The 
water level changes due to changes in the mass of ice and snow. 
According to Archimedes law 
Pi 	Ps hw = (1 - 7—) hi - 7 hs 	 (1) vw w 
where h 	 i is the 	hs are ice and snow 
thicknesses, 	and p., PS and pw are ice, snow and water i 
densities (see Fig. 3). The formula breaks down as hw becomes 
negative which means water flooding into the snow cover. This 
did not happen in the experiment. A good measurement accuracy is 
needed since, as seen from eq. (1), 1-cm change in ice thickness 
changes the water level by about 1 mm, and 1-cm snowfall changes 
the water level by 1 - 4 mm depending on the density of this new 
snow layer. 
The plot of the limnigraph is shown in Fig. 4. The only 
snowfall occurred on February 24. Due to the pen-paper friction 
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in the limnigraph changes in the water level show up sharp. We 
can see from the results that there was an increase of 6 mm in 
the water level from February 18 to 24 corresponding to ice 
thickness increase of 6.7 cm. This agrees very well with the 
2.6 
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c.) 
03 3.0 
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Figure 4. Plot of the limnigraph data in the experiment. No 
smoothing. 
drilling measurements in Table 1. On February 24 the water level 
decreased by 6 mm back due to the heavy snowfall. This 
corresponds to 6 mm water equivalent of snow; the density of new 
snow was 0.15 g cm-3 and thus the new snow thickness should have 
been 4 cm. According to the snow line measurements the water 
equivalent changed by 4 mm which is in reasonable agreement with 
the limnigraph plot. Finally, through February 25 - 27 there was 
a new increase of 2 mm in the water level corresponding to ice 
thickness increase of 2.2 cm. 
Hardly it is possible to get more detailed information than 
the thickness increase - snowfall - a new thickness increase 
36 
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occurrences from the data. The level periods in the plot, 
February 18 - 19 and 22 - 23, are interesting, and further 
studies with the ice thermodynamics data may support or not the 
reality of these level periods. 
The latent heat released due to the ice growth must be 
transmitted through the ice and snow to the atmosphere. Assuming 
the growth rate of 1 cm per day, the released heat at the bottom 
of the ice is 30 W m-2. 
b. Ice and snow temperature 
Ice and snow temperature were measured with Aanderaa 
thermistors. These sensors are designed for air temperature 
measurements, and they are not very practical to use in ice 
since they need a 10-cm long horizontal hole. At the location of 
the measurements the initial ice and snow thicknesses were about 
50 and 6 cm. The observation depths were initially 1.5 cm 
beneath the snow surface, snow-ice interface, and 2.5 and 35 cm 
beneath the ice surface (Fig. 5). During the period of the 
experiment the ice thickness grew to 62 cm and on 24 February 
the snow thickness increased to 13 cm at the measurement 
location. The measurement time interval was 5 minutes. 
Fig. 6 shows low-pass filtered ice and snow temperature 
recordings together with the air temperature. The thermistor 
2.5 cm beneath the ice surface showed odd features and is not 
presented here. The daily cycle is clear in the snow and snow-
ice interface temperatures but almost disappeared in the 
temperature 35 cm beneath the ice surface. It is seen that the 
snowfall on February 24 caused decreases in the temperature 
difference and in the amplitude of the daily cycle for the snow 
and snow-ice interface recordings. 
     25  
       
 
Figure 5. Ice and snow tem-
perature measurements. Dashed 
lines show the ice and snow 
thickness increments during 
the period of the experiment. 
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Figure 6. The temperature of air, snow and ice. These graphs 
have been low pass filtered (cutoff 1 cycle/3 hours) from the 
measurements. 
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Also shown in Fig. 6 are the air temperatures at the 
altitudes of 2 and 10 m. These were measured with Aanderaa 
thermistors in the weather mast described below. The 2-m level 
temperature was practically all the time lower than the 10-m 
level temperature. Thus the atmospheric surface layer did not 
much feel the warm water beneath the ice-snow system, and the 
stratification was stable. The sensible heat flux was directed 
from the air to the snow surface. Unfortunately we did not have 
a good system to measure the surface temperature but this can be 
estimated through fitting the air and snow temperature 
recordings together. 
c. Energy transfer through snow surface 
Radiation 
Incoming and reflected solar radiation were measured with Kipp & 
Zonen solarimeter in the Aanderaa system. Both radiation 
quantities were integrated over 5-minute intervals. 	Rim 
formation on the sensors was a problem and the sensors were 
tried to be kept clean during daytime. 
The recordings of the incoming and reflected solar radiation 
showed about the same values with no clear systematic 
difference. Thus the solar radiation penetrated into the snow 
was within the noise of the measurement system; it must have 
been small because of the high reflectivity of dry snow and the 
low altitude of the sun. The albedo was likely about 0.9 or so. 
Fig. 7 shows the recorded incoming solar radiation. Until 
February 23 the sky was clear or almost clear. There was the 
snow storm on February 24, and after that it was foggy. The 
level reached 50-100 W m-2 at noon. Positive values are found 
for 5-6 hours each day. On 24 February, due to the snow storm, 
the incoming solar radiation reached only 10 W m-2. Almost every 
day the data show two local maxima. 
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Figure 7. Radiation measurements. 
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Net radiation at the surface was recorded with Suomi-
Franssila measurement system. Net radiation Qn is the sum of 
short and long wave components, 
Qn = Qb aQs 	 (2) 
where Qb is the net long wave radiation, a is albedo, and Qs is 
solar radiation. Net radiation was continuously plotted by the 
system. 
The net radiation plot is shown in Fig. 7. Under the clear 
conditions the net radiation level was -60 to -40 W m-2 during 
nights raising to around zero at noon. Since incoming solar 
radiation was at maximum 50 to 100 W m-2 and albedo about 0.9, 
only 5 to 10 W m-2 increase in net radiation at noon is caused 
by the short wave component. 
During the cloudy period, 24 to 26 February, the daytime 
maximum was around 30 W m-2. During nights the average value was 
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around -20 W m-2 and there was a narrow peak down to -40 W m-2. 
The daily range was thus about the same as during the clear sky 
period. 
The net long wave radiation is often calculated with the 
empirical Brunt-formula (e.g., Launiainen, 1980) 
Qb = afTa
4 (a-b fe)) (1-n.C) , 	(3) 
where 0= 5.68x10-8 W m-2 °K-4 is the Stefan-Boltzman constant, 
Ta is air temperature, e is water vapour pressure in the air, C 
is cloudiness (05C1), and a = 0.42, b = 0.044 'Ma -1/2 and n = 0.76 
are empirical constants. With Ta = -20°C and e = 1 mb this 
equation gives Qb = -88 W m-2 for C = 0 and Qb = -21 W m-2 for C 
= 1 which is a little lower than what we observed on average. 
Turbulent heat fluxes 
The fluxes of sensible and latent heat can be estimated from our 
meteorological observations through using the so-called bulk 
formulas. To do this it is needed to know the temperature and 
humidity differences between the air and snow surface and the 
wind speed. The bulk formulas for the sensible and latent heat 
fluxes are written, respectively, as (e.g., Launiainen, 1980) 
Qc = - PapH s cC (0 - 0) Ua (4) 
Qe = - L paCe (qs - q) Ua , 	 (5) 
where pa is air density, cp is specific heat of air at constant 
pressure, e is potential temperature, CH is exchange coefficient 
for sensible heat, Ua wind speed, L is the latent heat of 
vaporization, Ce is exchange coefficient for latent heat, and q 
is specific humidity; subscript "s" refers to the surface. Note 
that the exchange coefficients, potential temperature, specific 
humidity and wind speed depend on the altitude above the snow 
surface. 
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The air temperature through the period of the experiment is 
shown in Fig. 6. During 17-23 February the daily average was 
about -20°C and the amplitude of the daily cycle 4°C. Then 
during 24-26 February the air temperature was on a much higher 
level. The surface temperature was not directly measured but it 
can be estimated through fitting the air and snow temperature 
recordings together. The plots in Fig. 6 suggest that the 
temperature difference between the snow surface and air at 2-m 
altitude was less than 2°C in absolute value. 
The relative humidity of the air was measured with a Vaisala 
humicap. It was 60 to 80 % (average around 70 %) through the 
experiment; the measurement altitude was 2 m. Because of the low 
temperature the moisture content was small. For air temperature 
of -20°C the specific humidity is 6.3 x 10-4 at the saturation 
level. 
The wind was weak through 17-23 February (Fig. 8): the speed 
was less than 6 m/s with average around 4 m/s at the altitude of 
10 m, On 24 February the wind turned south and reached 17 m/s 
retarding then back to about 5 m/s on February 26. 
With these measurements of temperature, humidity and wind we 
can estimate the turbulent heat fluxes during the period of the 
experiment. Take wind speed of 5 m/s. Then, with temperature 
difference of 2°C between the surface and air at 2-m altitude, 
the sensible heat flux becomes 20 W m-2; this may have either 
sign. Further more, with the relative humidities of 100 and 70 
per cent at the surface and 2-m altitude, the latent heat flux 
becomes 5 W m 2. 
The turbulent heat fluxes are much smaller than the night-
time radiation losses. In particular, because air at -20°C 
cannot contain much water the latent heat flux must always 
remain small. The sensible heat flux, on the other hand, can be 
much larger over leads with open water or thin ice cover. 
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Figure 8. (a) wind speed and (b) wind direction. 
4. MOBILITY OF THE ICE 
The ice pack in the Bay of Bothnia was, to our measurement 
accuracy, stationary through the period of the experiment. This 
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was an extraordinary situation. It is the first time when non-
mobility of the ice in the presence of a strong wind (17 m/s) 
has been verified with accurate measurements in this basin. The 
case is thus quite interesting and provides information of the 
lower limit of the yield strength of consolidated pack ice. 
The absolute motion of R/V Aranda was measured with the 
Decca Navigator system. All recordings were within 1- 20 m which 
certainly is not greater than the noise range of Decca. For 
more, both the Argos buoy triangle (40 km legs) and the 
microwave transponder triangle (5 km legs) also showed no 
significant changes during the period of the experiment. The 
range of the gyrocompass recordings of Aranda was 0.3 degrees. 
This should mean very small rotational changes either in the ice 
pack or in the ship alone. 
In a stationary ice pack the divergence of the ice stress 
aor the internal friction of the ice must balance the 
external forcing Faxt: 
v • + Pext = 0 
	 (6) 
The external forcing is here basically the wind stress ia. 
Now assume simply that the governing frictional force in the ice 
pack is its resistance to compression along the direction of 
wind 1. Then we have 
dl 011 + la = 0. 
	 (7) 
This equation can be easily integrated across the basin. Let the 
basin width (in the wind direction) be L. Since ice stress 
should be zero at the lee side of the basin, integration gives 
Gb + L t = 0 	 (8) 
where cy b is the ice stress at the windward side. 
The strongest wind in the experiment was measured during a 
southerly storm on February 24 (Fig. 8). The maximum speed was 
then 17 m/s, and for ten hours the speed was more than 15 m/s. 
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Using the drag coefficient of 1.5 x 10-3 the wind stress becomes 
0.44 N m-2. Then, for L=250 km Eq. (8) gives an ice stress of 
1.1 x 105 N m-2 at the northern fast ice boundary of the Bay of 
Bothnia. Since the ice did not move, yield strength must have 
been greater than this stress value. In Hibler's (1979) plastic 
sea ice model the compressive strength of ice is given by 
P = P h exp{-C(1-A)} , 	 (9) 
* where P and C are strength constants, h is mean ice thickness, 
and A is ice compactness. In our field case h = 50 cm, A= 1, 
and P > 1.1 x 105 N m-2; this implies P* > 2.2 x 105 N m-2 which 
is one order of magnitude greater than normally used in sea ice 
models (Hibler, 1984). 
5. CONCLUDING REMARKS 
The ice observations of SEA ICE -85 experiment in February 1985 
in the Bay of Bothnia have been presented. The measurement phase 
lasted eleven days. The observation programme consisted of three 
parts: 1) ice core sampling, 2) 	ice sheet heat exchange 
processes, and 3) the mobility of the ice. 
The ice pack was consolidated and about 60 cm thick. The 
crystal structure showed a 5-8 cm upper layer of fine grains and 
a simply connected columnar-grained zone underneath. The 
salinity of this two-month old ice was on average around one per 
mule. 
The ice thickness was measured, in addition to ordinary hole 
drilling, with limnigraph which drew a continuous plot of the 
depth of the water surface beneath the top of the ice. This 
system worked well although high frequency events were disturbed 
by the pen-paper friction of the plotter. The ice grew by about 
one cm per day during the experiment. 
The governing term in the heat budget was the net long-wave 
radiation. In the temperature measurements the daily cycle was 
clear and not lagged through 6 cm thick snow layer. In the ice 
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35 cm beneath the surface the daily cycle was nearly 
disappeared. 
Measurements of ice motion showed no absolute or relative 
motion at all. The maximum wind speed was, however, as high as 
17 m/s. The stationarity of the ice means that the mesoscale 
yield strength of the ice must have been at least 1.1 x 105 Nm-2 
(ice thickness half meter) which is one order of magnitude 
greater than generally used in ice models. 
The most valuable part of these ice observations are 
concerned with ice sheet heat exchange processes. Modelling work 
in order to simulate the measured ice growth and temperature is 
presently going on. 
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OCEANOGRAPHIC OBSERVATIONS 
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ABSTRACT 
In this paper the oceanographic observations in SEA ICE 
-85 experiment in the Bay of Bothnia are described. The 
data include CTD soundings, Aanderaa current, 
temperature and conductivity measurements, and routine 
tide gauge recordings. During the period of the 
experiment only weak variations were observed mainly 
because of a rigid ice cover on top of the sea. 
1. INTRODUCTION 
SEA ICE -85 experiment was carried through in mid-winter 
conditions in the presence of compact ice cover in the Bay of 
Bothnia. Not much earlier field data are available of such 
situations. The purpose of oceanographic measurements was 1) to 
get basic information of the characteristics of currents in the 
boundary layer beneath the ice and 2) to study the dynamic 
coupling between ice drift and currents. 
In this experiment the ice did not move at all. Thus the ice 
was only a rigid upper boundary to the water and there 
was no dynamic coupling between the two media. In addition, the 
Formerly at the Finnish Institute of Marine Research, 
Box 33, SF-00931 Helsinki, Finland 
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the current velocities were very small and hence have a low 
relative accuracy. In spite of these drawbacks we think that the 
measurements are worth presenting. They represent the extreme 
situation of a rigid ice cover (of several weeks length) in the 
Bay of Bothnia which occurs once in around 10 years. 
2. CTD SOUNDING 
CTD profiles were measured once a day, and during one day (23 
February) CTD casts were performed every hour. In Figs. 1-2 some 
results of the temperature, salinity and density profiles are 
shown. Temperature profiles were quite the same during the whole 
period in the daily casts, but some unexpected features occurred 
in the hourly casts. In Fig. 2 temperature, salinity and sigma-t 
profiles during one hour intervals 3-5 a.m. on 24 February are 
shown. There were no Aanderaa temperature recordings at the 
depths where the temperature variations occurred, so the 
temperature anomalies are only based on CTD casts. In these 
figures strong differences are found at one hour intervals. 
Internal waves may be responsible for this kind of behaviour. 
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Figure 1. The range of variation in the CTD sounding of (a) 
temperature, (b) salinity, and (c) density. 
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Figure 2. An example of a large change during a two-hour 
period: (a) temperature, (b) salinity, and (c) density. Solid 
line = 0300, dashed line = 0400, and dotted line = 0500. 
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3. AANDERAA RECORDINGS AT ARANDA 
Water current measurements were made at Aranda with Aanderaa 
recording current meters at four different depths: 1.65 m, 10 m, 
17 m and 30 m below the ice. Also the temperature and 
conductivity were recorded. The time interval for data recording 
was 5 min. Water depth was about 94 m and thickness of ice 
varied between 55 (17.2.-85) to 68 cm (27.2.-85). 
One of the current meters (at depth 30 m) did not work at 
all and conductivity data from two probes (at depths 1.65 m and 
10 m) were failed. 
The threshold speed of the Aanderaa system is 2 cm/s and the 
accuracy of the speed recordings is 1 cm/s. The accuracy of the 
current direction is 7.5° when the speed is between 2 and 5 cm/s 
and 5° when the speed is greater than 5 cm/s. Temperature 
accuracy was estimated to be of the order of +0.05 °C. For 
conductivity, reliable accuracy information was not available. 
The raw current data are shown in Fig. 3 (depth 17 m). They 
were first low pass filtered with a frequency cutoff of one 
cycle per hour (transition band 1 to 1.3 cph). Fig. 4 shows 
these filtered data for the depth of 17 m. The range of 
variation of the velocity components is -3 to 4 cm/s; i.e. the 
current is very weak all the time. Fig. 5 shows the spectra of 
the velocity components. Small peak is seen at the inertial 
frequency. 
Another low pass filtration with transition band from 10 h 
to 15 h periods was also made. In Fig. 6 the current speed and 
direction are shown as a function of time for different depths. 
With a few exceptions in surface current direction it seems that 
the current is turning to the left as a result of the Ekman 
effect (note: to the left because of the rigid upper boundary). 
Also the estimated limiting speed (2 cm/s) is drawn in the 
picture. From these data it is very difficult to study the water 
stress on ice bottom using the momentum integral method because 
the water velocity profile seems rather complex and the relative 
errors of the velocities are quite large. 
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Figure 3. Raw (a) current speed and (b) current direction 
measurements, depth 17 m. 
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Figure 5. Spectra of the filtered velocity components, 
depth 17 m. 
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The raw temperature and conductivity time series are shown 
in Fig. 7. Also these time series were low pass filtered with a 
frequency cutoff of one cycle per hour. The filtered temperature 
and (calculated) salinity are then shown in Fig. 8. In Fig. 8 
the CTD measurements are also shown. The CTD values are a little 
lower: the difference is about 0.05 °C for temperature and 0.2 - 
0.4 °/0. for salinity. The spectra of temperature and salinity 
are shown in Fig. 9. 
4. ALEXEJEV CURRENT RECORDERS 
Two Soviet made Alexejev current recorders were deployed at one 
Argos buoy location. The threshold speed of these instruments is 
3-4 cm/s, and no recordings higher than the threshold speed were 
obtained. The measurement depths were 5 and 20 m. 
5. TIDE GAUGES IN THE BAY OF BOTHNIA 
Sealevel elevation is continuously registered at 4 Finnish 
stations along the coast of the Bay of Bothnia (Fig. 10). In 
Fig. 11 the sealevel elevation is shown for our experiment 
period. From Fig. 11 it is not found any remarkable differences 
on sealevel height in different stations. The water level 
difference from two stations nearest to our camp, Raahe and 
Pietarsaari, is shown as a function of time in Fig. 12. For most 
of the time the sealevel was higher in Pietarsaari (south of our 
camp) than in Raahe. The distance between these towns is about 
150 km, and the largest difference in sealevel height was 30 mm. 
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Figure 6. Current speed and direction based on velocity 
components which have been low pass filtered with transition 
band of 0.07 to 0.1 cph; depths 10 and 17 m. 
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Figure 7. Raw (a) temperature and (b) conductivity 
measurements, depth 17 m. 
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Figure 11. Sealevel height in the Bay of Bothnia during the ice 
experiment from the tide gauges of Kemi, Oulu, Raahe, 
Pietarsaari and Kaskinen. 
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SNOW CHARACTERISTICS 
Esko Kuusisto 
Water and Environment Research Institute 
Hydrological Office 
Vuorikatu 24 
00100 Helsinki, Finland 
The snow cover in the study area was investigated with a snow 
stick and with a standard Finnish snow sampler, having a cross-
sectional area of 200 cm2. Three different snow courses were 
used: 
1. A fixed V-shaped course marked with 50 sticks. This 
course was located at a distance of 100 to 500 m to the 
direction of NE-W from the ship. The spacing between 
sticks was about 20 m. 
2. A straight course from the southeastern microwave 
transmitter station to the ship. The length of this 
course was 4.5 km. 
3. • A V-shaped course to the direction of NW-SW-SE from the 
ship. The length of this course was 1.5 km. 
• The average values of snow cover characteristics in these 
three snow courses are given in Table 1. The number of depth 
measurements were 50, 500 and 600, respectively. Densities were 
measured on different types of snow cover at 10 points along 
each course. 
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Measurements along course 1 were made twice. Snow depth at 
these two surveys was measured systematically at opposite sides 
of the marking sticks, and a different set of representative 
locations for density measurements was used. 
1. CLASSIFICATION OF SNOW COVERAGE 
The snow coverage could be classified as follows: 
1. Snow-free areas. There were two types of areas with no 
snow cover. The more common type consisted of patches 
of black ice surface, having dimensions from a few 
meters to some tens of meters. Their shape was 
irregular but usually lengthy, because they indicated 
lead areas. Several patches were often located close to 
each other, separated by narrow stripes of snow. Rime 
crystals or crystal groups occurred on practically 
every patch. The crystals were either irregularly 
distributed with frequencies from a few tens to several 
hundreds per m2, or they followed small cracks in the 
ice surface. Crystal lengths were typically 2.0 - 
3.0 cm. 
The other type of snow-free areas consisted of 
those located near ridges on snow ice surface. These 
patches were smaller than those on black ice surface, 
usually only a few square meters in area. Obviously 
they were formed by an incidental flooding of a thin 
snow layer on some ice blocks during the ridge 
formation. There were none or very few small rime 
crystals on these patches. 
2. Areas of a 
type of snow 
roughly from 
patches was 
rectangular. 
thin, relatively uniform snow cover. This 
cover occurred in patches having areas 
100 m2 to one hectar. The shape of the 
irregular, but usually not far from 
Mean snow depth was between 2 and 4 cm, 
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and the variation of depth within a patch was small. 
Rime crystals occurred all over the snow surface, quite 
often the whole surface was covered by crystal 
'bushes'. The length of the crystals was normally 
between 1.5 and 2.5 cm. Thus the crystals sometimes 
doubled the depth of the snow layer. 
The standard deviation of snow depth was usually 
less than 1 cm. The snow density was typically 300 - 
340 kg m-3. Including the rime layer the density of the 
wnole cover was 150 - 300 kg m-3. 
3. Areas of irregular snow cover. These ranged from small 
'lenses' of snow to rather large, irregular areas with 
drifts and lenses of varying dimensions. The ice 
surface below these areas was generally flat; thus they 
were not directly connected to ridges or other 
irregularities of ice surface. Snow depth in these 
areas varied considerably. Average depth was typically 
from 4 to 10 cm, but the range was from 0 to over 20 m. 
Within a distance of one meter the depth could vary 
over the whole range, although this was not very 
common. Small ripples and waves with a vertical 
amplitude of 2 - 5 cm were much more typical. Drifts 
with lengths of 2 - 10 cm and heights of 10 - 20 cm 
were also common. The third type of surface features 
were lenses with diameters of 2 - 5 cm and relatively 
smooth surfaces (Fig. 1). 
Rime occurred also over the irregular snow cover. 
The size of crystals was, however, smaller than in 
types 1 or 2. Typical crystal lengths were 1 - 2 cm. 
The standard deviation of snow depth was 5 - 10 cm. 
Snow density varied considerably, from 280 to 
400 kg m-3. However, average density was higher than in 
type 2 snow cover. 
4. Areas around the ice ridges. These were characterized 
by snow drifts with dimensions and shapes varying 
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according to the positions of ice blocks. Mean snow 
depth was much higher than that of other types, often 
over 30 cm, in some cases even over 50 cm. The standard 
deviation of snow depth was 10 - 30 cm. The measured 
maximum depths were over 100 cm. Small snow-free areas 
occurred at the edges of ice blocks. Usually these 
areas were covered with groups of large rime crystals. 
Smaller crystals occurred on drift surfaces. Snow 
densities ranged between 250 and 350 kg m-3. In some 
places snow was rather soft, elsewhere tightly packed. 
Fig. 2 depicts one of the largest snow drifts of 
the area, located at a distance of 400 m south from the 
ship. The length of the drift was about 15 m, the width 
3 - 5 m. Total snow mass of the drift was estimated to 
the be about 5000 kg. 
2. THE EXTENT OF DIFFERENT TYPES OF COVERAGE 
Fig. 3 shows the cumulative probability distributions of snow 
depth along the long snow courses (nos. 2 and 3). The lower 
quartile of snow depth was about 2 cm, the median 2.5 - 3 cm and 
the upper quartile 6 - 8 cm. Depths in excess of 20 cm had a 
frequency of 2 - 4 per cent. 
On the basis of the long snow courses, an estimate was made 
on the areal extent of different types of snow coverage: 
Snow-free areas 	3.5 % 
thin, uniform cover 	55 % 
irregular cover 40 % 
large snow drifts 	1.5 % 
Considering typical water equivalents of snow in different 
areas, this distribution would imply that 9 % of total snow mass 
were contained in large drifts, 53 % in irregular cover and 38 % 
in thin, uniform cover. 
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It is not possible to estimate how typical this snow 
situation is on the ice cover of the Gulf of Bothnia. There also 
seemed to be considerable areal variations: observations from 
helicopter indicated that closer to the Finnish coast the 
percentage of snow-free areas was much higher, about 20 - 40. 
Probably the average thickness of the snow cover was much less 
than a normal thickness in February. On the land areas near the 
coast, water equivalents on February 15th ranged between 25 and 
35 mm, as compared to long-term average of 50 - 70 mm. 
Table 1. The results of snow measurements on three snow courses 
near R/V Aranda on February 18-21, 1985. 
Variable 	Course 1 Course 1 Course 2 Course 3 
Feb. 18 	Feb. 19 	Feb. 20 	Feb. 21 
Snow depth (cm) 
- mean 	4.4 	4.2 	5.9 	5.1 
- st. deviation 	4.1 4.6 6.0 4.6 
Snow density (kg m-3) 
- mean 320 	333 	312 	302 
--_ st. deviation 	32 26 36 39 
Water equivalent (mm) 
- mean 	14.1 	14.0 	18.4 	15.4 
- st. deviation 	13 15 19 14 
Figure 1. The show depth (cm) on a typical snow lense with a 
rather smooth suraface. 
Figure 2. The dis-
tribution of snow 
depth on a large 
snow drift. 
10 
25 	 50 	 75 	% 100 
Cumulative probability 
— Course 1 
-- Course 2 
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Figure 3. The cumulative probability distributions of snow 
depth along the long snow courses. 
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Photograph 1. A snow-free area with narrow stripes of snow and plenty of rime crystals. 
Photograph 2. An area of irregular snow cover. On the left in 
the background an area with a thin, relatively uniform snow cover. 
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Photograph 3. A close-up from snow surface formations. 
Photograph 4. Snow drifts around an ice ridge. 
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REMOTE SENSING 
Thomas Thompson 
Swedish Meteorological and Hydrological Institute 
Fack 
S-60101 Norrköping, Sweden 
1. GENERAL 
The remote sensing activities were concentrated to a short 
period, in fact 2 days, namely 19 and 20 February. The reason 
for this was partly the relatively uniform and stationary ice 
situation. The Bay of Bothnia was completely covered with rather 
level ice with a thin snow cover. No open water areas occurred, 
not even small leads or cracks. The situation remained virtually 
unchanged during the whole period. In addition clouds prevented 
a meaningful mapping of the area from satellite during long 
periods. 
The period 19-20 February was chosen for the remote sensing 
experiments as LANDSAT coverage could be obtained these two 
days. The idea being that the resolution of the MSS and TM would 
provide very useful information for a detailed mapping of the 
larger test area. The following remote sensing data were 
obtained. 
1. NOAA, AVHRR data for the period 16-21 as well as 26 and 
27 February. 
2. LANDSAT MSS data (LANDSAT 4) for the 19 February. 
3. LANDSAT TM data 20 February. 
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4. SLAR data from coastguard flights 20 February. 
5. IR scanner data from coastguard flights 20 February. 
6. Pulse radar ice thickness measurements 20 February. 
7. Photographic recording of the ship radar every day 
during the period. 
All the data collected seems to be of a good quality. Very 
little clouds occurred 19 and 20 but towards the Swedish coast 
there was an increasing haziness which the 21 came close to fog 
conditions. 
2. COVERAGE AND TECHNICAL DATA 
a) NOAA AVHRR imagery 
AVHRR data have been received from the Troms0 Telemetry 
Station on magnetic tape. The dates covered are 16-21 
and 27 February. Most of the passages are from before 
noon. The resolution of the AVHRR data is 1.1 x 1.1 km 
and data from 5 channels are available with a 
radiometric resolution from 0 to 1024 (10 bit words). 
The 5 channels cover the following spectral intervals 
1 = 0.58-0.68, 2 = 0.725-1.10, 3 = 3.55-3.93, 4 = 
10.30-11.30 and 5 = 11.30-12.50 gm. 
b) LANDSAT MSS 
LANDSAT 4 passed the area 19 February at 0918 GMT along 
track 192 and frame 15 was chosen for this purpose. The 
coverage is shown on Fig. 1. The resolution of the MSS 
data is 59 x 79 meters and information is given for 4 
channels in the wave-length areas 0.5-0.6, 0.6-0.7, 
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0.7-0.8 and 0.8-1.1 pm. Data are available on magnetic 
tape. 
c) LANDSAT TM 
The TM scene was obtained from LANDSAT 5, track 191 
frame 15. Because of the vast amount of data the 185 x 
185 km scene is divided in quadrants and in this case 
quadrant 1 has been chosen. The resolution is 30 x 30 m 
except for the thermal channel 7 where the resolution 
is 120 x 120 m. TM provides data from 7 channels in the 
following wavelength areas (pm): 1 = 0.45-0.52, 2 = 
0.52-0.60, 3 = 0.63-0.69, 4 = 0.76-0.90, 5 = 1.55-1.75, 
6 = 10.40-12.50, 7 = 2.08-2.35. Data are available on 
magnetic tape. 
d) Sidelooking Airborne Radar (SLAR) 
The Swedish Coastguard flew two tracks perpendicular to 
each other and at the flight levels 2500 and 6000 feet. 
The SLAR which operates at 9.6 GHz covered a 40 km wide 
strip on each side of the aircraft. The recordings can 
be processed as full 40 km strips or 20 km strips with 
the double scale. The resolution is 75 x 75 m. The data 
is recorded on magnetic tape and can be processed on a 
special terminal where the results are presented on a 
TV monitor. The flight paths and the areas covered are 
presented in Fig. 2. 
e) Infrared scanner 
The IR-scanner was flown in a north-south direction 
straight over ARANDA and covered a 1.5 km wide ground 
strip. It operates in the 8-14 pm channel and the 
resolution is 6 m at 3000 feet flying altitude. The 
data is stored on magnetic tape and can be processed 
and displayed at the same equipment as the SLAR. Both 
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the SLAR- and IR-registrations include accurate time 
and position information as well as the aircraft 
heading and speed. The IR-flight is shown in Fig. 2. 
f) Impulse radar measurements 
An 500 MHz impulse radar mounted under a helicopter was 
flown along two perpendicular tracks close to Aranda. 
The ice thickness was measured by use of an auger and 
measuring stick at 22 positions along the track. The 
variation on the ice thickness varied from 35 cm to 63 
and the snow depth from 1 to 60 cm. The impulse radar 
was flown by Dr P. Ulriksen from the Technical 
University in Lund, Sweden. The flight paths for the 
impulse radar are shown in Fig. 3. 
g) Ship radar 
The roughness of the ice around Aranda was registered 
continuously by photo using the regular PPI of the 
ship's ordinary 3 cm radar. Various intervals were used 
but in most cases the 3 nm range was used. 
3. PROCESSING AND PRESENTATION 
All data are of good quality and stored on magnetic tape. The 
satellite data will be processed on an image processing system 
which will permit multispectral processing and presentation in 
colour on a colour monitor. If judged useful tests will be made 
with multilevel classification of the ice but most probably will 
the homogeneity of the icefield not deem this useful. 
Generally can be said that although the quality and the 
variety of data are very good and as such very suited for 
comparison of various degree of resolution, the ice situation 
was too homogeneous to provide the full range of parameters that 
would have been useful to compare. 
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REMOTE SENSING : IR THERMOMETER AND SHIP RADAR 
Ossi Korhonen 
National Board of Aviation 
P.O. Box 50 
SF-01531 Vantaa, Finland 
1. IR THERMOMETER 
Surface temperature was measured with a hand-carried instrument, 
Raynger II. It is sensible for infrared emission (8.0-14.0 pm). 
On the clear day 15 February 14.20 LT a flight was flown by 
helicopter from the Finnish coast (Ohtakari) to the boarder 
between Finland and Sweden in the direction of 300°. Momentarily 
half seconds surface temperature values were taken every 10 s, 
altogether 23 min. The flight altitude was 30 m and one 
measurement represents an area of 2 m x 25 m. 
Surface temperature was measured also at the fixed snow 
height line, marked with 50 sticks spacing 20 m apart from each 
other. This measurement was controlled by Vaisala Pt-100 probe. 
The IR thermometer, Raynger II needed a stabilization time 
of 2 min and a constant correction factor at least must be used 
for the absolute temperature. This concerned low temperatures, 
from -15 to -30°C. The latter is the lowest limit of the 
instrument. Above of near 0°C temperatures the instrument gave 
proper absolute temperature readings. 
Formerly at the Finnish Institute of Marine Research, 
Box 33, SF-00931 Helsinki, Finland 
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During these measurements largest surface temperature 
differencies between consecutive measurements were 5°C, see Fig. 
1. One might expect a negative correlation between the snow 
height and the radiative temperature of the surface. The data 
confirms this and the correlation coefficient is - 0.68. The ice 
on the area was relatively thick having a mean of 65 cm. The 
snow height varied between 0 and 14 cm on the snow height line, 
see Fig. 2. 
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Figure 1. Radiative surface temperature from Ohtakari to the 
sea boarder in the direction of 300°. 
2. SHIP RADAR 
The roughness of icefield around R/V Aranda was registered daily 
by taking PPI photos from the monitor of ship radar. This radar, 
Selesmar, is a two-band one having X- and S-bands. The former 
has automatic tracking capabilities by multilength pulses and 
log. IF. It is also connected to the navigation computer which 
shows the planned and driven route as well as stores the route 
fixes. 
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The latter is more convenient for ice mapping purposes as 
several studies have shown. The X-band operates in two 
wavelenths, 80 ns and 800 ns and has linear IF. The output power 
is 45 kW in this band horizontal polarisation. The angular 
resolution is 0.6°C. 
The quality of the photos is reasonably good when the range 
of 3 nm was used by radar, see Fig. 4. The ice situation was a 
homogeneous one, no open water or cracks. Some snowfall was got 
during the last few days of this experiment. 
Figure 2. Radiative surface temperature / snow height 21 Feb. 
1985. 
Figure 3. PPI photography from the monitor of ship radar. 
69 
REMOTE SENSING : NOAA AVHRR I GERY 
Hanna Kemppainen 
Finnish Institute of Marine Research 
P.O. Box 33 
SF-00931 Helsinki, Finland 
1. DATA OBTAINED IN SEA ICE -85 
NOAA-9 AVHRR data from 17 and 22 February was acquired from 
Troms0 Telemetry Station on magnetic tape. Both passages are 
from before noon. Image quality is good, no clouds obscuring. 
The resolution of AVHRR data is 1.1 km and the radiation from 
the surface is received in 1024 levels in each of the spectral 
channels. The 5 channels cover the following spectral intervals 
ranging from the visual through near infrared to thermal 
infrared: 1 = 0.58 - 0.68, 2 = 0.725 - 1.10, 3 = 3.55 - 3.93, 
4 = 10.30 - 11.30, % = 11.30 - 12.50 pm. 
The visible and visible/near IR channels can be used to 
discern clouds, land-ice boundaries and snow and ice extent. The 
IR channels give information on the temperature of the radiating 
surface. 
2. THERMAL INFRARED SENSING OF SEA ICE 
Ice can be regarded as an excellent subject for infrared remote 
sensing because the lower surface of ice terminates at a nearly 
constant temperature regardless of ice thickness and 
disturbances in the ice sheet are subject to sharp thermal 
contrasts with respect to the rest of the ice sheet (Poulin 
1975). 
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Because bottom of the ice stays at a constant, known 
temperature and all the ice in the given locality is subject to 
the same environment one could think that surface temperature is 
indicative of ice thickness. Surface temperature is, anyhow, 
also dependent on the thickness and density of snow cover and 
changing meteorological conditions. These factors provide a host 
of variables that can confuse the interpretation of sea ice 
imagery. 
The relative influence of given thickness of snow is itself 
dependent on the thickness of the ice it is covering. That is 
why one cannot be sure that thin ice will radiate more than 
thick ice, that a given ice condition will exhibit a given 
radiation contrast or that low thermal contrast means a nearly 
uniform ice thickness. 
Snow is a good insulator and the transfer of heat through 
the snowcover will cause a temperature gradient across the snow 
layer. Temperature gradients occur as a result of a difference 
in temperature between the bottom of the snow layer and the 
atmosphere near the snow surface. These gradients are related to 
the energy transfer processes taking place at the upper and 
lower surface of the pack. As a result, the temperature gradient 
across a layer of the snowcover is continually changing. 
3. NOAA-9 AVHRR IMAGES USED IN SEA ICE -85. 
The data from AVHRR sensors was compared with point measurements 
of ice thickness made by icebreakers and R/V Aranda during the 
experiment. Furthermore, ice thicknesses in routine ice 
observation stations along the Finnish coast were known. In a 
smaller scale comparisons could be made with Baltic Sea ice 
chart. 
Point measurements of ice thicknesses do not show any 
correlation with AVHRR channel 4 intensities which can be 
regarded as surface temperatures because AVHRR data is 
radiometrically calibrated in accordance with the instructions 
of NOAA/NESDIS. The emissivity of ice is known to be near 1. 
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Point measurement location Ice thickness 
28 Feb 1985 
Surface 
17 Feb 
Temperature 
22 Feb 
(cm) (°C) (°C) 
Icebreaker measurements 
64°22' 	22°49' 60 -18.0 -17.3 64°27' 23°07 50 -17.7 -17.6 64°41' 	22°52' 90-100 -19.1 -17.9 64°50' 23°13' 60 -18.0 -17.4 64°53' 	23°15' 60 -16.3 -16.2 64°53' 24°10' 70 -17.7 -19.4 
65000' 	23°20' 45 -15.8 -16.4 65°01' 24°07' 55 -17.4 -18.8 65°08' 	23°28' 60 -15.4 -17.1 65016' 23°38' 35 -16.1 -17.6 65°19' 	23°58' 55 -15.4 -17.6 
Aranda 17 Feb 1985 
64°30' 	22°42' 66 -17.4 -15.7 
Routine ice observation stations 
65°51' 	24°09' 100 -23.0 -20.0 65°39' 24°33' 80 -23.3 -18.9 
65°03' 	24°33' 105 -23.1 -20.0 64°39' 24°27' 81 -20.7 -18.3 
64°45' 	22°33' 50 -21.9 -18.5 
One might expect that the surface temperatures decrease as 
the ice gets thicker. The comparison between the images of 17 
and 22 February does not confirm this. The surface temperatures 
of 17 February are generally colder than those of 22 February. 
It can be partly explained by the fact that the area 
investigated in the image of 17 February was situated quite 
aside of the scene so the viewing angle of the sensor is greater 
than that of the 22 February image, where the area investigated 
was situated in the middle of the swath of the satellite (Gerstl 
& Simmer 1986). Furthermore, the thickness of snow cover and 
air temperature were known only in few measurement sites and not 
for both image acquisition days. 
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Comparison of the channel 4 image (Fig. 1) with the ice 
chart in Fig. 2 shows that the areas of thin (20 - 30 cm) ice 
with higher temperatures are represented in dark grey tones 
whereas thicker uniform fast ice can be seen in light grey 
tones. The 60 - 70 cm thick ice can also be distinguished 
because of a different grey tone. A ship crack in the southern 
part of the Bay of Bothnia is distinguished clearly because of 
the great temperature difference in respect with the surrounding 
thicker ice. The same features can be observed in Fig. 3 which 
represents the reflected visible/near infrared radiation of 
channel 2, thicker ice having greater albedo than thin ice. 
Younger and thus thinner ice is represented darder also because 
of thinner snow cover. 
Figure 1. NOAA-9 AVHRR channel 4 image of the Bay of Bothnia. 
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Figure 3. NOAA-9 AVHRR channel 2 image of the Bay of Bothnia. 
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4. CONCLUSIONS 
Relative radiance values from thermal infrared images may be 
useful for mapping relative ice thicknesses but surface 
temperature alone can be regarded unreliable as an absolute 
indicator of certain ice thickness because of the complications 
of snow cover. Difficulties arise when point measurements of ice 
thicknesses are compared with NOAA AVHRR imagery because of the 
poor spatial resolution of AVHRR data. 
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USE OF RADAR (SLAR) IN MAPPING OF SEA ICE 
Yrjö Rauste 
Technical Research Centre of Finland 
Laboratory of Land Use 
Itdtuulentie 2 A, 
SF-02100 Espoo, Finland 
ABSTRACT 
The use of radar images in monitoring sea ice has been 
studied using Swedish SLAR (Side looking airborne 
radar) data over the Gulf of Bothnia region. The 
utility of SLAR images can be improved greatly by 
relative calibration of the images. An attempt was made 
to remove the irregular geometric distortions (caused 
by yaw variation of the aircraft due to turbulence) 
using recorded aircraft headings. The accuracy of the 
compass used proved to be too low to allow this. 
Preliminary analysis of the images show that major ship 
tracks are clearly visible in the images and at least 
three different levels of ice roughness can be 
interpreted from the images. A set of images was 
generated to simulate the effects of reduced 
resolution. 
1. INTRODUCTION 
Knowledge of the prevailing ice situation is important in winter 
time navigation. An essential source of data in mapping the ice 
situation has been meteorological satellites that image the 
Earth in optical and infrared parts of the electromagnetic 
spectrum. These images, however, suffer from clouds. For example 
in the Baltic Sea region the mean cloudiness in winter time is 
between 60 and 70 per cent. Good coverage of ice field can be 
acquired only on days when good weather prevails. Imaging radars 
can image the Earth or sea surface through a cloud cover and so 
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the repeatability of the image acquisition is not limited by 
weather conditions. This regular repeatability makes imaging 
radar a very useful tool in mapping sea ice and actually sea ice 
mapping has been one of the potential applications according to 
which the specifications of the satellite systems using SAR 
(synthetic aperture radar) have been made (Haskell 1983 and 
Radarsat 1985). 
The use of radar in mapping of sea ice and the radar's 
ability to discriminate various ice types has been extensively 
studied in the past (e.g. Burns et al. 1984, Lyden et al. 1984, 
Holt and Digby 1985, NORSEX group 1983, Leberl et al. 1979, 
Parashar 1976, Ketchum 1984, Hawkins et al. 1982 and Guindon et 
al. 1982). In most of these studies the identification of first-
year, second-year and multi-year ice (in addition to open water) 
has been the basic discrimination problem. Use of both active 
(radar) 	and passive (radiometer) sensors 	improves the 
separability of these ice types considerably (Hawking et al. 
1982 and NORSEX group 1983). 	Guindon et al. (1982) have 
classified ice types using a 13.36-GHz scatterometer and a 
19.4-GHz radiometer both using incidence angle 45 degrees. They 
state that the greatest contributor to class separability (91 
per cent overall classification accuracy between first-year, 
second-year and multi-year ice) is brightness temperature 
measured using radiometer. The best radar wavelength (of L, C 
and X-bands) in discriminating these ice types has been X-band 
(Hawkins et al. 1982 and Lyden et al. 1984). L-band data mainly 
characterized the ridging structure in the ice pack. Imagery 
with incidence angle range 0 - 55 degrees was better in ice type 
discrimination than one with incidence angle range 69 - 83 
degrees. 
During the melting season contrasting signatures of ice 
types are often masked by excessive free-water content within or 
on the ice (Lyden et al. 1984). In accordance with this Burns et 
al. (1984) state, based on the preliminary analysis of surface 
data, that discriminable ice classes in the radar data (acquired 
during the melting season in a marginal ice zone) do not 
correspond to the usual ice type, but to degrees of wetness and 
snow cover. Another factor changing the radar signature of sea 
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ice during the melting period can be formation of ice nodules on 
or near the ice/snow interface which phenomenon increases the 
radar backscatter (Holt and Digdy 1985). Ketchum (1984) has 
interpreted SEASAT images of the Canadian arctic waters. High 
backscatter from slush-covered water could lead to 
misinterpretation of this type of water as hummocked ice. Image 
sequences, together with weather data and feature sizes and 
shapes, can be used to resolve this ambiguity. Furthermore, 
backscatter variations in shorter-wavelength radar images of the 
future radar satellites can be strongly influenced by variable 
weather conditions. Many ambiguities in interpretation of these 
images should be anticipated (Ketchum 1984). When using image 
sequences in resolving ambiguities the identification of ice 
features in sequential (aircraft) radar images does not present 
problems over periods of weeks (Leberl et al. 1979). 
In the Baltic Sea region, where ice never survives a summer, 
the basic problem is identification of open water, new ice, 
thick ice and ridges. Parashar (1976) has analysed SLAR images 
aqcuired during the SEA ICE -75 experiment in the Gulf of 
Bothnia region. In this data, despite the poor quality of radar 
images, three categories were separable: ridges, no ridges and 
very rough broken ice. 
2. MATERIALS AND METHODS 
2-1 SLAR data 
The SLAR data used in this study was acquired in winter 1985 
(20th of February) in the SEA ICE -85 experiment. The SLAR 
operates in X-band (9.3 GHz) and the polarization is vertical 
(Ericsson SLAR...). The horizontal beam width is 0.5 degrees and 
look angle varies from about 45 degrees nearly to the horizon. 
The SLAR was operated in the mode in which it acquired imagery 
from both sides of the flight path simultaneously leaving under 
the aircraft an area unimaged, the width of which was approxi-
mately twice the flying altitude. 
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Figure 1. Approximate location of the imaged area in SLAR 
images. 
28 deg East 
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The imaged area is situated in the Gulf of Bothnia region 
(Fig. 1). Latitude ranges from 64.1 to 64.8 degrees north and 
longitude from 21.7 to 23.5 degrees east. The data set consists 
of four flights: 
South-North with flying altitude 762 meters, 
North-South with flying altitude 1676 meters, 
East-West with flying altitude 1676 meters and 
West-East with flying altitude 762 meters. 
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The data was recorded during the flight using a standard 
video tape recorder belonging to the SLAR system. In addition to 
the image data the tape contains for every image line 128 bytes 
of header information including the aircraft position (from 
Decca navigator) and the heading of aircraft (from a compass). 
Later this video tape was converted to a computer compatible 
tape (CCT) by Swedish Space Corporation. 
2.2 Ancillary data 
For comparison a NOAA-9 image was acquired. This image was 
received on 22nd February on Tromso Telemetry Station in Norway 
and stored on tape. In May 1985 a subimage (512 lines by 512 
columns) was transmitted to Technical Research Centre of Finland 
using the DATEX network and programs developed and used in the 
image transmission experiment 1985 (Rauste et al. 1985). The use 
of a NOAA image from a slightly different date is justified 
because the ice situation did not change between the 20th and 
22nd of February. 
For geometric rectification a Landsat MSS scene (192-15, 19 
February, 1985) was obtained. Due to very low sun elevation 
(only 13 degrees) the contrasts in the ice region are very small 
in this image. 
In addition an ice situation map of 21st February was 
obtained. This map is compiled and published by the Finnish 
Institute of Marine Research every second day or so in scale 1 : 
4 500 000. The map is based mainly on interpretation of images 
from the TIROS-N satellites (currently NOAA-9 and NOAA-6) and 
ground truth information by icebreakers operating in the areas 
in question. 
2.3 Relative radiometric calibration of SLAR data 
The aim of relative calibration in a SLAR image is to make the 
pixel values in different parts of the image comparable to each 
other. There exists a variety of slightly different methods for 
this in the remote sensing literature. Hoogeboom et al. 
(Hoogeboom 1983 and Hoogeboom et al. 1983) have used land 
parcels (sugarbeet fields) with known radar cross section to 
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determine the antenna gain of radar equation as a function of 
look angle. Sieber (1985) determined the backscatter curve as a 
function of incidence angle separately for a number of crop 
types. These curves were then averaged to obtain an antenna 
pattern curve, which was then used to correct the original data. 
Another possibility is to use a polynomial to model the average 
backscatter variation as a function of range (Mohan 1986 and 
Guindon et al. 1984). Megier et al. (1984) have used essentially 
a kind of moving average high pass filtering (with appropriately 
chosen filter dimensions) to normalize the variations due to 
antenna pattern and the variations in gain along the flight 
line. 
Because the SLAR data exhibited a rather peculiar-looking 
variation of average backscatter (see Fig. 6) an approach was 
chosen that uses a piecewise function to model the backscatter 
as a function of range. In far range part the backscatter is 
modelled using a linear function and another linear piece is 
used in the near range part. In mid ranges the backscatter is 
modelled using a sine-formed function: 
backscatter = a * SIN(column/b-c) + d * column + e 	(1) 
where a, b, c, d and e are the parameters of the sine-formed 
function and the column co-ordinate is directly proportional to 
range. 
To guarantee the continuation of the total backscatter 
function twenty-column-wide transition zones were used between 
linear and sine-formed pieces in which the total backscatter 
function was computed as a weighted average of the adjoining 
pieces. 
The parameters of the pieces of backscatter function were 
estimated using least squares' adjustment i.e. the parameters 
were determined so that the square sum of the differences 
between the estimated backscatter and measured backscatter 
(column averages of the backscatter computed through the whole 
image) was a minimum. Adjustment of the linear parts turned to a 
simple linear regression. Adjustment of the sine-formed parts 
was more difficult since the parameters in expression (1) have 
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high correlations. The standard procedure of linearisation and 
readjustment was employed iteratively. In addition, to prevent 
the heavy correlations between parameters from making the normal 
equation matrix nearly singular an artificial observation 
equation was used for each parameter. In this observation 
equation the adjusted value from the previous iteration was used 
as an observed value for the parameter in question. The weights 
of these artificial observation equations were set rather small 
and they were decreased as the improvements of the unknowns 
(parameters) decreased. 
The area from which the SLAR averages the backscattered 
energy increases linearly with increasing range (Fig. 2). 
Similarly the number of independent samples (in the along track 
direction) increases linearly with increasing range (Ulaby et 
al. 1982, equation 8.25). The standard deviation of the average 
(the pixel value) is inversely proportional to the square root 
of the number of independent samples. However, over the usable 
ranges (for the estimation of standard deviation and average 
backscatter), from about 4.4 km upwards, this function is 
relatively linear. Plots of the SLAR data used (e.g. Fig. 6) 
show that the standard deviation of backscatter behaves even 
more linearly than this model predicts. For this reason only 
linear function was used to model the standard deviation of 
backscatter as a function of range (or column in the image). 
These estimated standard deviation functions were again computed 
using least squares' adjustment based on columnwise standard 
deviations of backscatter computed over all the image lines. 
Figure 2. 	Reason for decreasing standard deviation with 
increasing range. The area from which the backscatter is 
averaged increases linearly with increasing range. This causes 
the standard deviation of backscatter to decrease. In the SLAR 
data used in this study the decrease is almost linear. 
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The calibrated pixel values were computed: 
out = f * (in - ave)/std + g 	 (2) 
where 	out = 	the calibrated pixel value, 
in = 	the original pixel value, 
ave = 	the estimated average backscatter, a function 
of range or column co-ordinate in the image, 
std = 	the estimated standard deviation of back- 
scatter, a function of range, 
• 	
the desired standard deviation for the output 
image and 
• the desired average for the output image. 
The desired standard deviation (f in equation 2) was set to 
20.0 and the desired average (g in equation 2) to 127.5 to 
utilize effectively the usable range of pixel values in 8-bit 
image file format. 
To remove horizontal banding (undesired changes of 
backscatter level in along track direction) two methods were 
used. For every image line the average backscatter was computed. 
In the first method a five-line moving average was used to model 
the systematic changes in backscatter level (due to banding). In 
the second method the lines with change in average backscatter 
level were identified manually using plots of the line averages 
and the images. Then the average backscatter was modelled using 
linear functions between these lines so that the average 
backscatter in the output image had no rapid changes. For every 
line a correction "off" was computed as a difference between the 
total average (over the whole image) and the modelled line 
average of backscatter. The equation (2) was then modified by 
substituting "in+off" for in. 
2.4 Geometric processing of SLAR data 
The SLAR data is originally in slant range format i.e. the 
separation of adjacent pixels is constant in terms of slant 
range. This means that the image scale varies in across track 
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direction which makes it impossible to overlay images from 
perpendicular flights. In aircraft SLAR where the look angle 
varies from 45 degrees to horizon the distortions due to slant 
range format are almost negligible. However, to eliminate every 
known systematic distortion, the images were converted to ground 
range format. 
Twelve tie points were identified in all images and image 
co-ordinates (line and column) were measured for these points. 
Approximate ground co-ordinates were then determined for each 
point by computing the latitude co-ordinate as an average of the 
recorded aircraft latitudes when imaging the point on the south-
north flight and north-south flight and the longitude as an 
average of the aircraft longitudes on the east-west and west-
east flights. Knowing the flying altitude the slant range was 
computed for each point observation. These slant range 
observations were then plotted against the column difference 
from the centre line of the image (Fig. 3). The regression line 
through the observation set was then used to determine the pixel 
spacing in across track direction and the range offset 
corresponding to the time delay between the transmission of the 
radar pulse and the start of recording of the returning echoes. 
These were needed in the ground range transformation in addition 
to the pixel spacing in along track direction, which was 
determined directly from the recorded aircraft positions. To 
facilitate these computations all latitude-longitude co-
ordinates were transformed to Gauss-Kryger map projection. 
Small variation in aircraft heading causes displacements of 
features in far range parts of image in along track direction. 
In a SLAR system that acquires images from sides of the aircraft 
this phenomenon is indicated by contracted features on one side 
while the features on the other side are stretched. When yaw 
variations are severe (greater than the beam width of SLAR) this 
can lead to lack of coverage within the imaged area (Fig. 4). To 
eliminate the effects of along-track displacements a technique 
was used utilizing the recorded aircraft heading data of image 
lines. The heading of each line was compared to a long-term 
(about 400 lines) moving average of headings and the image line 
was rotated according to the difference. The image with rotated 
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lines was produced in two steps. First the whole image was 
initialized to zero pixel values. Then the image lines were 
added one by one to this output image. When transferring an 
input pixel to the output image the pixel of the output image 
was first tested. If the output pixel was zero the input pixel 
value was transferred to the output pixel. If the output pixel 
already contained a non-zero value the output pixel value was 
averaged with the input pixel value. This averaging gives the 
largest weight to the last observation of a pixel if there are 
more than two observations in a pixel. To obtain a more stable 
and accurate estimate of the instant heading, a weighted average 
of 5 consecutive lines was used to represent the heading 
associated to an image line. 
Figure 3. Slant range against column co-ordinate from tie point 
observations. Encircled observations were excluded from the 
determination of the regression line. The variation around the 
regression line is due to the very approximate way of 
determining the ground co-ordinates of the tie points and 
uncertainty in measuring the points. 
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Figure 4. 	The variations in aircraft yaw (d in this figure) 
cause the beams for adjacent image lines to cross on one side of 
the aircraft. 
After processing all the image lines a part of pixels 
remained zero. These pixels were then interpolated from the 
adjacent lines using weighted average (Fig. 5) with weights 
proportional to the signal strength in the main lobe of the SLAR 
system, which is (Ulaby et al. 1982, equation 7.114): 
V(g) = Vl * d * SIN((pi * d * sin(g))/lambda)  (pi * d * sin(g))/lambda (3) 
where 	V1 	= constant 
d = length of the SLAR antenna, 
Pi 	= 3.14159, 
g = deviation from the perpendicular direction 
and 
lambda = wave length. 
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Figure 5. Weights used in filling the gaps in the image in 
which lines were rotated according to the recorded yaw. The 
width of the weighting function is proportional to the beam 
width of the SLAR. 
Equation (3) was also used in edge enhancement of SLAR 
images. The low pass component was computed using equation (3). 
The difference between the actual backscatter and the computed 
low pass component was then added to the actual backscatter to 
obtain the pixel value for the enhanced image. 
To evaluate the geometric accuracy of SLAR images after 
various corrections a standard image rectification program was 
used. Residuals after a first degree polynomial transformation 
were used as an indication of geometric accuracy. The six-
parameter transformation allows different scales for x and y 
axis and an arbitrary angle between axes. The program used is 
part of the Australian SLIP software in use in Laboratory of 
Land Use of Technical Research Centre of Finland. 
To study the effect of spatial resolution on the 
interpretability of SLAR images pixel averaging was used. A set 
of images with reduced resolution was generated in which the 
pixel value was computed as an average of 3 by 3, 5 by 5 and 7 
by 7 original pixels. 
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3. RESULTS 
3.1 Performance of the relative radiometric calibration 
The relative calibration method described earlier was applied to 
all four SLAR images separately. The overall modelling accuracy 
of average backscatter was 0.53 units (digital number on the 
CCT) in the original data (the approximate range of original 
pixel values was 0-37). The modelling accuracy of standard 
deviation of backscatter was 0.61 units in the original data. 
Figure 6 shows the average backscatter before and after the 
relative calibration. The standard deviation is shown also. The 
bigger random variation of average backscatter comes from the 
scaling of the standard deviation to 20.0 instead of the 
original about five. Figure 7 illustrates the effect of relative 
calibration. In the far range parts of the images ice features 
that are basely seen in the original images can be seen fairly 
well in calibrated images. 
The two methods of reducing horizontal banding performed 
equally well. The moving average method produced slightly more 
uniform gray tone distribution along the flight line than the 
method with piecewise linear model. On the other hand, the 
moving average method produced artifacts where there were fairly 
steep changes in the real backscatter (especially bright areas 
of very rough ice). These artifacts were most prominent in the 
far fange parts of the image. 
A multiplicative method of reducing horizontal banding was 
tested also in addition to the additive methods described 
earlier. The multiplicative method, however, produced poorer 
results than the additive methods which suggests that the slight 
horizontal banding is caused by changes in signal levels in the 
SLAR system rather than gain changes. 
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Figure 6. 	Average backscatter and standard deviation of 
backscatter before (a) and after (b) the relative calibration. 
Range decreases with increasing column co-ordinate. Length 
scale: 100 columns equals 7.1 kilometers. 
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Figure 7. A subscene of a SLAR image before (a) and after (b) 
the relative calibration. 
3.2 Geometric accuracy of the rectified SLAR images 
The geometric accuracy of the SLAR images was not very good. The 
residual point errors of the original images after a first 
degree polynomial transformation ranged from 10.8 to 14.4 pixels 
(Table 1). The image size was 1024 pixels (range) by about 1200 
pixels (along track). The ground range correction improved the 
geometry very little which suggests that the major part of the 
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distortions arises from the irregular movements of the aircraft 
during image acquisition. The attempted correction of yaw 
variation proved successful only in one case out of four (flight 
3). The recorded headings were not accurate enough for the 
correction of image data. This can be seen also in the corrected 
image (Fig. 8). Actually there were some inconsistencies in the 
heading data (characters in the numeric heading field of the 
record and even changes of over 100 degrees in places were the 
flight path in reality obviously had been a straight line) that 
had to be manually edited. The header data did not include 
aircraft pitch and consequently the correction of the effects of 
pitch variation (rotation around the cross-track horizontal 
axis) was not possible. With low flying altitudes of 762 m or 
1676 m this is not as important as in systems with higher flying 
altitudes (e.g. 7000 m in Vaillant 1985). 
Figure 8. A subscene of a SLAR image in which image lines have 
been rotated according to the recorded yaw. 
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The location data of every image line did not allow image 
superposition pixel by pixel for quantitative analyses. However, 
the locating was accurate to some ten pixels. Comparison to a 
NOAA image, which was rectified using ground control points 
measured from a map, showed no systematic location errors. 
Table 1. Residual 	errors (in 
transformation. 
pixels) after first 	degree 
Flight Corrections applied Cross Along Point 
no. track track residual 
1 Original 11.7 8.4 14.4 
Ground range corr. 8.9 8.4 12.2 
Yaw variations corr. 9.0 9.2 12.9 
2 Original 11.0 7.1 13.1 
Ground range corr. 9.5 7.1 11.8 
Yaw variations corr. 9.2 11.3 14.6 
3 Original 9.5 6.7 11.6 
Ground range corr. 11.4 6.7 13.2 
Yaw variations corr. 11.4 5.3 12.6 
4 Original 3.2 10.3 10.8 
Ground range corr. 5.5 10.3 11.7 
Yaw variations corr. 5.5 12.3 13.3 
One possible source of error in the residuals quoted above 
is the very approximate way of determining the ground co-
ordinates of the tie points. However, no systematic errors were 
observed when the rectified SLAR images were compared with a 
Landsat MSS image, that was rectified using relatively accurate 
ground control point measurements. An attempt to improve the 
geometry of SLAR images by locating a big number of tie points 
in both Landsat and SLAR images failed due to difficulties in 
identifying points in these very different images. Most of the 
ridges, that were very clearly visible in the SLAR images, were 
lacking in the Landsat image. 
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3.3 Separability of different ice features 
A preliminary visual interpretation showed that ship tracks are 
clearly seen in the images. The ship tracks in the flight 
direction have a better contrast compared to those perpendicular 
to the flight direction. Separability of ship tracks decreases 
with poorer resolution as the range (distance from flight path) 
increases. 
Comparison to an ice situation map shows that a zone of 
thinner and newer ice crossing the nothwest corner of the imaged 
area is well defined in the SLAR images. Furthermore in the 
remaining part, that in the ice situation map is marked as 
ridged or hummocked ice and that in NOAA image has a level 
bright appearance, there exists a pattern of ridges and 
fractures. The gray levels of SLAR images can be classified to 
at least three different classes that obviously represent 
different roughness of the ice. Fig. 9 shows histograms for four 
such classes. No attempt was made to use numeric classification 
methods such as maximum likelihood classification with the SLAR 
data. With only one spectral band, even if various ice types 
could be classified with a relatively good accuracy, such a 
classification map would contain much less information than the 
image itself. 
Figure 9. Backscatter histograms for different ice types. The 
second histogram from left refers to the darkest area shown in 
the half-tone images. 
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Fig. 10 shows an example of images in which resolution has 
been decreased by averaging pixels of the original image (pixel 
size about 70 meters by 70 meters). The three-by-three averaging 
(corresponding to pixel size 210 m by 210 m) affects the amount 
of detail in image very little. The five-by-five averaging 
(corresponding to pixel size 350 m by 350 m), although removes 
ship tracks, preserves features related to areas of different 
roughnesses of ice. Major features of ice roughness are seen 
even in the seven-by-seven averaged image (corresponding to 
Figure 10. SLAR images with different resolutions produced by 
pixel averaging. Pixel sizes 70 in (a), 210 m (b), 350 m (c) and 
490 m (d). 
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pixel size 490 m by 490 m). If we think of a system in which the 
interpretation of the image takes place in a ship (e.g. Rauste 
et al. 1985) the amount of data that can be transmitted to the 
ships and displayed there will probably be restricted to 
relatively small image formats. Under such circumstances the 
increase in areal coverage (see Fig. 11) would outweigh the loss 
in fine detail and consequently images with a rather poor 
resolution would be sufficient for operational use. 
Figure 11. Areal coverage of a 512-by-512 image with different 
pixel sizes. Pixel sizes are 80 m (the smallest quadrangle), 
240 m, 400 m and 560 m (the largest quadrangle). 
4. CONCLUSIONS 
A form of relative calibration in necessary to fully utilize the 
whole swath of a SLAR system. The location data of every image 
line, although not accurate enough to enable correction of 
geometric distortions due to turbulence effects, is essential in 
locating the image and comparing with images from other sensors. 
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SLAR images contain useful ice information even in images 
with poorer resolution than 70 m. 
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