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Abstract—In this paper, we consider an Internet of unmanned
aerial vehicles (UAVs) over cellular networks, where UAVs work
as aerial users to collect various sensory data, and send the col-
lected data to their transmission destinations over cellular links.
Unlike the terrestrial users in the conventional cellular networks,
different UAVs have various communication requirements due to
their sensing applications, and a more flexible communication
framework is in demand. To tackle this problem, we propose a
UAV-to-Everything (U2X) networking, which enables the UAVs to
adjust their communication modes full dimensionally according
to the requirements of their sensing applications. In this article,
we first introduce the concept of U2X communications, and
elaborate on its three communication modes. Afterwards, we
discuss the key techniques of the U2X communications, including
joint sensing and transmission protocol, UAV trajectory design,
and radio resource management. A reinforcement learning-
based mathematical framework for U2X communications is then
proposed. Finally, the extensions of the U2X communications are
presented.
I. INTRODUCTION
While the fifth generation (5G) communication has been
expected to be utilized in various industrial fields, it is consid-
ered that a wider diffusion will be required as a type of further
development in the future sixth generation (6G) era [1]. An
extremely large number of Internet of Things (IoT) devices
that collect images and sensing information of the real world
are expected to spread further in the 6G networks, and an
extremely large number of connections that are approximately
10 fold (10 million devices per square km) more than the
5G requirements are needed [2]. In addition to the approach
of connecting a large number of IoT devices to a network,
the IoT devices are expected to evolve to have functions for
detecting the real world and collecting various sensory data
intelligently [3].
Unmanned aerial vehicles (UAVs), as a type of aerial
IoT devices, have attracted the interests from academic and
industry for real-time sensing applications, owing to the ad-
vantages of high mobility and large service coverage [4], [5].
According to a Business Insider Intelligence’s report, more
than 29 million UAVs are expected to be put into use in
2021, where the UAVs for sensing applications take up a
major part of the market share [6]. As illustrated in Fig. 1,
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Fig. 1. Illustration for the cellular Internet of UAVs applications.
UAVs with onboard sensors are deployed in the cellular
networks to provide various sensing services, which is called
the cellular Internet of UAVs [7]. In the cellular Internet of
UAVs, the sensory data is transmitted to the terrestrial user
equipments (UEs) directly or to a remote sever through the
base stations (BSs) according to different applications [8].
Recently, various sensing applications have been discussed in
the cellular Internet of UAVs. In [9], a UAV was utilized to
sense the air quality samples of some targets, and transmit the
data to the requiring UEs. In [10], the authors built a precision
agriculture platform in which UAVs sense the condition of the
crops with cameras, and upload the data to a central server,
which processes the sensory data and takes actions to the crops
correspondingly.
The cellular Internet of UAVs multiplexes the spectrum
resources and infrastructure of the terrestrial cellular UEs,
and consumes the communication services supported by the
powerful hardware foundation in the 6G era [11]. However,
due to the diverse requirements for UAV communications, the
UAVs are incapable to achieve high data rate by applying the
terrestrial cellular networks directly [12]. Unlike the conven-
tional terrestrial UEs that can obtain high transmission rate by
communicating with a nearby BS, the sensing UAVs have full
dimension transmission destinations, including BS, terrestrial
UEs, and other adjacent UAVs [13]. Therefore, a more flexible
framework is necessary for the UAVs, in which they have the
degree of freedom to choose the optimal transmission links in
full dimensions [14]. Moreover, different from the terrestrial
UEs, the UAVs are likely to move to the cell edge for the
sake of sensing performance. On this condition, it is difficult to
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2guarantee high transmission rate with the conventional cellular
framework, where all the sensory data are required to be
uploaded to the BS over cellular links.
To tackle the above challenges, we propose the concept
of full dimension UAV-to-Everything (U2X) communications,
which contains three different modes, i.e., UAV-to-Network
(U2N), UAV-to-UAV (U2U), and UAV-to-Device (U2D) com-
munications. For U2N communications, the sensory data of
each UAV is sent to the BS via cellular links. The BS can then
transmit the data to the destination nodes in the backbone net-
work, and thereby providing high reliable data transmissions.
For U2U communications, two UAVs in proximity can set
up a direct link bypassing the BS, which enables the UAVs
to perform cooperative sensing and transmission [15]. The
data rates for U2U communications can be further improved
by exploiting proximity gain and underlay nature. For U2D
communications, the UAV transmits the sensory data to its
destination node directly, with which the transmission can be
completed within single-hop, thereby reducing the transmis-
sion latency. The U2X communications enable the UAVs to
adopt different transmission modes according to the specific
requirements of their corresponding sensing applications, and
provide a feasible architecture for the utilization of UAV
sensing in the 6G network [16], [17].
Note that the full dimension U2X communications in the
cellular Internet of UAVs is different from the existing works
on the cellular vehicular to everything (V2X) for the following
three reasons. First, the U2X communications are mostly
utilized for data sensing and transmission, while the V2X
communications are designed for improving road safety and
traffic efficiency in priority [18]. Therefore, the optimization
target of U2X and V2X communications are different. Second,
the UAVs can design their trajectories in a three-dimensional
space to complete the sensing applications, while the vehicles
can only move along the given roads, and the destinations
of the vehicles are set by the drivers in advance [19]. As
a result, the trajectory design for the cellular Internet of
UAVs is a new concept which has not been mentioned in the
cellular V2X communications. Third, the UAVs perform UAV-
to-ground communications to transmit the sensory data to the
BS and terrestrial UEs, and the channel model for U2X and
V2X communications are totally different [20]. In summary,
the service requirements, key challenges, and physical models
of the U2X communications are significantly different from
the existing V2X communications, and need to be studied
independently.
In this article, we first introduce the basics of U2X commu-
nications, including the model of the cellular Internet of UAVs
and the three communication modes. Then, we present the key
techniques for the U2X communications, consisting of joint
sensing and transmission protocol, UAV trajectory design, and
radio resource management.
1) Joint Sensing and Transmission Protocol: The sensing
and transmission processes are coupled together, and
need to be designed jointly. A joint U2X sensing and
transmission protocol considering the decentralized com-
munication mode selection and centralized radio resource
management is required.
2) UAV Trajectory Design: The trajectory of the UAVs
should be designed based on the locations of the sensing
targets and the transmission destinations. Moreover, a
decentralized trajectory design algorithm is required since
it is very difficult for the BS to obtain the realtime channel
state information (CSI) of the highly mobile UAVs.
3) Radio Resource Management: To further improve the
spectrum efficiency, the U2U and U2D communication
links can share the spectrum with the U2N and cellular
ones. Therefore, the radio resource management, includ-
ing the subchannel allocation and the power control, is
necessary to reduce the co-channel interference.
Afterwards, we propose a reinforcement learning (RL) based
framework to maximize the probability for successful sens-
ing and transmission with U2X communications. The UAV
trajectory design and radio resource management are solved,
and the performance of the proposed framework is evaluated.
In addition, we also introduce some extensive scenarios of
the U2X communications, and discuss the corresponding open
problems and potential solutions, as illustrated below:
1) UAV Cooperation with U2X Communications: Some
of the sensing applications require multiple UAVs to
perform sensing and transmission for a task cooperatively.
To reduce the cost of power and spectrum resources, the
UAVs converge their sensory data to one of the UAVs,
which transmits all the data to the destination uniformly.
2) Multi-access Edge Computing (MEC) with U2X Com-
munications: The UAVs that possess computing capa-
bilities offer data processing to the cell edge UEs with
limited local computing capabilities. The MEC reduces
the computation workload of the BS, and improves the
quality of service (QoS) of the transmissions to the cell
edge UEs.
3) Non-Orthogonal Multiple Access (NOMA) for U2X
Communications: NOMA can be utilized in the U2X
communications for the underlay and overlay mode trans-
missions. In this way, massive U2X communication links
can be supported with limited spectrum resource, and the
network throughput can be further improved.
The main contributions of this paper can be summarized as
below.
1) We propose the concept of U2X communications in the
cellular Internet of UAVs, which contains three com-
munication modes: U2N, U2U, and U2D modes. The
system model of UAV sensing and UAV transmission and
the characteristics of the three communication modes are
elaborated on.
2) We study the key techniques of U2X communications, in-
cluding joint sensing and transmission protocol, trajectory
design, and radio resource management. A RL framework
based algorithm is utilized to estimate the performance of
the U2X communications.
3) We give the extensions of the U2X communications,
such as UAV cooperation, MEC, and NOMA, and raise
some open problems correspondingly. The related works
and potential solutions to the open problems are also
discussed.
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Fig. 2. The cellular Internet of UAVs with U2X communications.
The rest of this article is organized as follows. We first
introduce the basics of U2X communications in Section II.
Afterwards, we discuss the key techniques with U2X com-
munications in Section III, including the main challenges,
possible solutions, and performance evaluations. In Section IV,
we formulate a UAV sensing and transmission optimization
problem, and solve it in a RL based framework. In Section V,
we propose three extensive scenarios with U2X communica-
tions. Finally, we draw the conclusions in Section VI.
II. BASICS OF U2X COMMUNICATIONS
In this section, we first introduce the cellular Internet of
UAVs, and then illustrate three communication modes utilized
in this network.
A. The Cellular Internet of UAVs
Fig. 2 shows a cellular Internet of UAVs, which consists
of one BS, multiple UAVs, and multiple terrestrial UEs. The
UAVs collect data from sensing targets, and transmit the
collected data to the BS or the terrestrial UEs to support
various applications. The sensing tasks are performed in two
steps: UAV sensing and UAV transmission. We define cycle as
a time unit for the UAV sensing and UAV transmission. In each
cycle, the UAVs first sense the required data, and then transmit
the sensory data to the corresponding destinations. Iterations
of UAV sensing and UAV transmission are performed in a
sequence of cycles to support the sensing applications, and
the UAVs move along the designed trajectory simultaneously
in each cycle. The detailed protocol for UAV sensing and UAV
transmission will be introduced in Section III-A.
1) UAV Sensing: The UAVs collect sensory data for the
required sensing tasks1. To complete a sensing task, each UAV
needs to collect the sensory data from a specific location,
which is defined as the sensing target of this task. To evaluate
the sensing performance, we adopt a probabilistic model
related to the distance between the location of the UAV and the
sensing target [22]. The success of UAV sensing is a necessary
condition for the completion of the sensing task.
1The sensing task assignment can be performed in advance as proposed
in [21], and thus, each UAV will perform one task at any time.
2) UAV Transmission: After UAV sensing, the collected
data will be transmitted to the corresponding BS or UE,
which is defined as the transmission destination. For each
UAV, the transmission channel model and frequency band
are regulated by the 3GPP [23]. To satisfy the transmission
requirements raised by various applications, we provide three
communication modes for the UAVs, namely U2N communi-
cations, U2U communications, and U2D communications. The
communication mode for each link is selected by the UAV
according to its location and the communication requirements
of the sensing application. The descriptions of these three
communication modes will be elaborated on in Section II-B.
B. U2X Communication Modes
In this part, we discuss the full dimension U2X communi-
cations, which contain three possible communication modes
for sensory data transmission in this network.
1) UAV-to-Network Mode: In U2N mode, a UAV uploads
its collected data to the BS directly overlaying the cellular
uplink spectrum resource2. U2N communication provides high
data rate and low latency transmission when the UAV is close
to the BS. It also enables multiple UAVs to communicate
with the BS over different subchannels simultaneously, which
reduces the potential transmission interference. U2N commu-
nication is essential for the applications that require the BS to
collect massive data, such as crowdsourcing. Furthermore, the
existing infrastructure guarantees high downlink rate for the
terrestrial cellular UEs, and enable the UEs to access highly
reliable sensory data collected by the BS from the UAVs.
2) UAV-to-UAV Mode: In U2U mode, a UAV communi-
cates with another UAV underlaying the cellular and U2N
communications, which reduces the latency and provides high
QoSs for the communications between adjacent UAVs. U2U
communications also allow a UAV to broadcast data to every
direction that has adjacent UAVs, thus providing physical
mechanism for efficient information diffusion. Moreover, the
underlaying transmission improves the spectrum efficiency of
the network, which is necessary for the network with massive
UEs.
3) UAV-to-Device Mode: In U2D mode, a UAV communi-
cates with destination UE directly underlaying the cellular and
U2N communications. U2D communications allow the UEs to
receive the data from a UAV directly bypassing the BS. U2D
communication is especially efficient when a UAV is close to
its transmission destination UE. It not only saves the spectrum
and energy resources for UAV-to-BS and BS-to-UE links, but
also reduces the transmission latency. It is promising for low
latency applications without a huge amount of computation,
such as live video streaming.
III. KEY TECHNIQUES FOR U2X COMMUNICATIONS
In this section, we introduce the key techniques that support
the U2X communications in the cellular Internet of UAVs. To
2The U2X communication overlaying or underlaying the cellular network
can be implemented as introduced in some existed works [24]. Techniques
such as cognitive radio [25] can be utilized for spectrum sharing in the cellular
Internet of UAVs to reduce the interference.
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Fig. 3. The joint sensing and transmission protocol.
support the U2X communications, it is necessary to discuss
the key techniques that solves the following three challenges.
First, since UAV sensing and UAV transmission are coupled
together, a joint sensing and transmission protocol for U2X
communications is required. Second, the trajectories of the
highly mobile UAVs should be designed properly to maximize
the utilities of the UAVs determined by their sensing applica-
tions [26]. Third, the UAVs with different transmission modes
may share the spectrum resources to improve the network
throughput. As a result, the spectrum and power resources
should be managed properly.
A. Joint Sensing and Transmission Protocol
In this part, we propose a joint sensing and transmission
protocol to coordinate multiple UAVs performing sensing tasks
simultaneously in different transmission modes. The protocol
for U2X communications is more complicated than the pro-
tocols in other previous works [14], [15] for the following
reason. On the one hand, it is difficult for the BS to obtain
the realtime CSI of all the UAVs, and the communication
mode selection and UAV trajectory need to be performed by
the UAVs in a decentralized manner. On the other hand, the
spectrum resources of the UAVs should be managed by the
BS in a centralized manner since the UAVs share the spectrum
resources of the cellular UEs. Therefore, this protocol should
consider the designs performed by both the UAVs and the BS.
We assume that the UAVs perform sensing and transmission
in a synchronized iterative manner, which is characterized by
cycles. In Fig. 3, we illustrate a cycle of the proposed protocol,
which mostly consists of four parts: UAV mode selection,
channel assignment, UAV sensing, and UAV transmission.
• UAV mode selection: The transmission mode of each
communication link is selected by the UAVs indepen-
dently. Although a UAV can have multiple transmission
destinations, only one transmission mode can be adopted
by each UAV-to-destination link, and the transmission
modes to different destinations can be different, i.e. a
UAV can adopt multiple transmission modes if it has
multiple transmission destinations. Each UAV sets a QoS
threshold for its transmissions according to its sensing ap-
plication, and adopts the transmission mode to satisfy the
QoS threshold for each link3. When multiple transmission
modes satisfy the transmission QoS threshold, the UAV
selects the mode with the highest data rate. If none
of these transmission modes satisfy the QoS threshold,
the UAV moves along the designed trajectory until the
threshold can be satisfied by at least one transmission
mode.
• Channel assignment: The BS first obtains the locations
of the UAVs and that of their sensing targets, and then
broadcasts the locations of all the UAVs. By this means,
each UAV can obtain the locations of other UAVs, and
then decides its trajectory in the next cycle, which will be
introduced in Section III-B. Afterwards, the BS performs
the subchannel allocation and power control for the UAVs
and terrestrial UEs. The results of the radio resource
management are then sent to the UAVs and terrestrial
UEs over control channel.
• UAV sensing: Each UAV senses its target continuously
for a period of time to ensure the sensing quality. The
requirements for UAV sensing is determined by the
specific type of sensing application.
• UAV transmission: The UAVs transmit the sensory data
to their transmission destinations. Each cycle contains
multiple transmission frames, and a UAV can adopt only
one transmission mode in each frame. To be specific,
there are five possible situations for each UAV in the
transmission frame:
1) U2N transmission frame: The UAV accesses to a
subchannel, and transmits the sensory data in the U2N
mode;
2) U2D transmission frame: The UAV accesses to a
subchannel, and transmits the sensory data in the U2D
mode;
3) U2U transmission frame: The UAV accesses to a
subchannel, and transmits the sensory data in the U2U
mode;
4) Idle frame: The data transmission is completed if all
the data sensed by the UAV has been transmitted. Then,
the UAV will keep idle until the next cycle begins;
5) No subchannel frame: No subchannel is allocated to
the UAV, and thus, the UAV cannot transmit data in
this frame. It will wait for the subchannel access in
the following frames.
B. UAV Trajectory Design
The design of UAV trajectory is a key technique in the
cellular Internet of UAVs. UAV trajectory determines the
location of a UAV in the future cycles, which has a vital
3The UAVs only consider the large scale channel fading and estimate the
average transmission QoS, since it is difficult to obtain the real-time small
scale fading.
5impact on the performance of both UAV sensing and UAV
transmission. To be specific, when the location of a sensing
target is given, the successful sensing probability is determined
by the location of the UAV, which is a function of the UAV tra-
jectory. In the meanwhile, given the location of its transmission
destination, the received signal-to-noise ratio (SNR) is also a
function of the UAV location. Since the UAV sensing and UAV
transmission processes are coupled together in each cycle,
the design of UAV trajectory should consider both of them
simultaneously. However, the performance of UAV sensing
and UAV transmission may not be improved concurrently. To
be specific, the UAV needs to move toward the sensing target
to improve the corresponding successful sensing probability,
while it can improve the transmission QoS by approaching
the transmission destination. When the sensing target and the
transmission destination are on different directions, a trade-
off between the successful probability of UAV sensing and
UAV transmission should be considered in the design of UAV
trajectory. The specific trade-off principle is determined by the
sensing and transmission requirements of the corresponding
sensing application.
To design the UAV trajectory for joint sensing and trans-
mission, the following challenges should be considered. First,
since the UAVs for various sensing applications have different
transmission modes and communication requirements, it is
especially difficult for the BS to perform joint trajectory design
for the UAVs in a centralized manner. Therefore, a decen-
tralized trajectory design algorithm performed by each UAV
independently is necessary. Second, for a U2U communication
link, the transmission QoS is determined by the trajectories of
both the transmission UAV and the receiving UAV. As a result,
the trajectory design method should allow a UAV to predict
the performance of the others. Third, due to the existence of
the co-channel interference, the trajectory design problem is
a non-convex problem [14], which is difficult to be processed
mathematically, and a proper method is required to solve this
problem.
To tackle the above challenges, multi-agent deep RL is
considered to be a promising method [27], [28], in which
each of the UAVs is considered as an agent that can design its
own trajectory independently. A UAV designs its trajectory
by continuously interacting with the system environment,
including the reacts of the BS and other UAVs, to maximize
its own reward determined by the sensing application. The
reward of the UAV trajectory is measured by learning the
actions and rewards in the former cycles, rather than solving
the non-convex problem directly. A specific example of joint
sensing and transmission UAV trajectory design in the multi-
agent deep RL framework will be introduced in Section IV-C.
C. Radio Resource Management
In this part, we discuss the radio resource management in
this network, i.e., subchannel allocation and power control.
Since the UAVs share the spectrum resources of the terrestrial
cellular UEs, their radio resources need to be managed by the
BS jointly. However, it is very difficult for the BS to obtain
the realtime CSIs of the highly mobile UAVs. Therefore, the
BS only considers the large scale fading, which is mostly
determined by the locations of the UAVs and their transmission
targets, for the radio resource management.
1) Subchannel Allocation: Subchannel allocation is a de-
terministic factor on the success of data transmission. A UAV
can transmit the sensory data to its transmission destinations
only when it accesses to at least one subchannel. In the
cellular Internet of UAVs, the U2N communications overlay
the spectrum resources of the terrestrial UEs, while the U2U
and U2D communications underlay the spectrum resources
of the terrestrial UEs and U2N communications. A proper
subchannel allocation method is necessary to improve the
spectrum efficiency and reduce the co-channel interference.
Note that the subchannel allocation problem in the cellular
Internet of UAVs is different from the conventional D2D
network since the U2N and U2D communications utilize
the air-to-ground channel model, which cannot be solved by
the methods designed for the ground-to-ground subchannel
allocation methods.
When performing subchannel allocation, the BS considers
the transmission power of the UAVs as given values. For the
U2N mode transmissions that overlay the cellular network,
the subchannel allocation problem can be relaxed to a convex
optimization problem. The optimal solution to the U2N mode
subchannel allocation can be obtained around the solution to
the relaxed convex problem. For the U2U and U2D mode com-
munications that underlay the cellular network, the subchannel
allocation is non-convex due to the co-channel interference. A
matching based iterative algorithm can be utilized to solve this
problem [29]. The set of UAVs and the set of subchannels are
considered as two disjoint sets players aiming to maximize
their own utilities. The utility of a UAV is determined by the
requirement of its sensing application, e.g., the transmission
rate or the outage probability, and the utility of a subchannel
can be defined as a variable that measures the performance
of the network, such as the data throughput over it. In an
iteration, each UAV proposes to access to the subchannel that
maximizes its utility. For a subchannel that receives a proposal
from the UAV, it will judge if the proposal can improve its
own utility, and only the proposals that improve the utility
of the subchannel will be accepted. The iterative algorithm
terminates after convergence, and the convergent result is the
subchannel allocation strategy given by the BS.
2) Power Control: Beside the subchannel allocation, the
UAV transmission power is also a key impact factor on the
success of data transmission. Since the data rate of each
link is determined by the transmission SNR, a larger UAV
transmission power can improve the transmission QoS of the
corresponding U2X communication link. However, due to the
existence of underlaying U2U and U2D communications, a
larger UAV transmission power also leads to a more severe
co-channel interference to the other transmission links sharing
the same subchannel. Therefore, the transmission power of
the U2X communication links over every subchannel need to
be designed jointly, to maximize the sum of the utilities of
all the transmissions. Note that the utility function of each
transmission link can be different, which is determined by the
type of the sensing application.
6Given the solution to the subchannel allocation and the
trajectory of each UAV, the BS jointly designs the transmis-
sion power of the UAVs to improve the spectrum efficiency
and reduce the potential co-channel interference brought in
by the underlay mode U2U and U2D communications. The
transmission power over each subchannel can be designed
independently since there is no inter-channel interference. If
a subchannel is assigned to only one transmission link in a
frame, the UAV power control is a linear problem and can
be solved directly. However, when a subchannel is assigned
to multiple UAVs, the power control problem becomes non-
convex due to the existence of co-channel interference. The
non-convex problem can be solved with proper mathematical
approximations based on difference of convex algorithm [30].
To be specific, each UAV has a utility index, which is a
function of the transmission power, such as its transmission
rate. The BS can set a weight coefficient for the utility of
each UAV, which can be determined by the transmission SNR
requirement and the size of data that needs to be transmitted.
We then convert the problem into maximizing the sum of
the weighted utility over this subchannel. The weighted utility
of a transmission link can be expressed as the difference of
two convex functions, which can be solved by successively
approximating the feasible set by a sequence of polyhedral
convex sets, and turning the problem into a series of convex
problems.
IV. REINFORCEMENT LEARNING FRAMEWORK FOR U2X
COMMUNICATIONS
In this section, we introduce an example of sensing and
transmission design with U2X communications in the cellular
Internet of UAVs. An algorithm based on RL framework is
proposed to solve the UAV trajectory design and radio resource
management problems, and the performance of the proposed
algorithm is evaluated by simulations.
A. Problem Description
We consider a cellular Internet of UAVs as shown in Fig. 2,
in which each of the UAVs is required to sense its assigned
task, and then transmit the sensory data to the BS or UEs
by U2X communications according to the joint sensing and
transmission protocol as proposed in Section III-A. In each
cycle, we define that the data transmission of a UAV is valid
if the UAV successfully senses its target as well as transmits
the sensory data to its transmission destinations.
As an example, we aim to maximize the average number
of valid data transmissions in each cycle by UAV trajectory
design and radio resource management. The average number
of valid data transmissions can be expressed as the sum of
the expectation of the valid data transmissions in each cycle,
which equals the sum of the successful sensing probabilities
times the successful transmission probabilities. For UAV-to-
destination link i in cycle t, P si (t) and P
t
i (t) are the successful
probability for the sensing and transmission, respectively. We
denote the set of variables for UAV trajectory, subchannel al-
location, and transmission power by L, Ψ, and P , respectively.
The subchannel allocation is denoted by a binary variable
ψi,j(t), where ψi,j(t) = 1 if subchannel j is assigned to UAV-
to-destination link i in cycle t, and ψi,j(t) = 0 otherwise. The
transmission power of UAV i in cycle t is denoted by pi(t).
To maximize the average number of valid data transmis-
sions, both UAV sensing and UAV transmission should be
considered. Given the location of a sensing target, the suc-
cessful sensing probability P si (t) is determined by the location
of the UAV, which is a function of the UAV trajectory L.
Given the transmission QoS requirements for each UAV-to-
destination link, the successful transmission probability P ti (t)
can be defined as a function of the subchannel allocation
variables Ψ, the UAV trajectory L, the transmission power
P , and the amount of data to be transmitted, which varies for
different sensing applications [31]. The maximization for the
average number of valid data transmissions can be formulated
as
min
L,Ψ,P
∑
P si (t)P
t
i (t), (1a)
s.t. li(t+ 1)− li(t) ≤ vmax, (1b)
ψi,j(t) = {0, 1},∀ψi(t) ∈ Ψ, (1c)
pi(t) ≤ pmax,∀pi(t) ∈ P. (1d)
The velocity constraint for the UAV trajectory design is given
in (1b). (1c) is a binary subchannel allocation constraint,
and (1d) is the maximum transmission power constraint. In
the following, we propose a RL based algorithm to solve the
UAV trajectory design and radio resource management.
B. Brief Introduction to Reinforcement Learning
In this part, we introduce the concept of RL briefly. A
RL framework algorithm will be introduced in Section IV-C
to solve problem (1). The RL framework contains multiple
agents with independent data processing capability [32]. Each
agent in the RL framework has a discrete set of environment
states and a discrete set of agent actions. In each step, an
agent chooses an action to perform from its action space, and
changes its state accordingly. An agent learns how to choose
the optimal action by continuously interacting with the system
environment. Specifically, in each step, the agent observes
the current state of the environment, and the systematic
trial and error about state transition is indicated by a scalar
reinforcement signal, i.e., reward. For each state-action pair,
the long-term reward is indicated by an expected discounted
reward, i.e., Q-value [33]. After selecting an action, the agent
updates the Q-table which records Q values of all state-action
pairs, and obtains the optimal policy accordingly which is used
to choose an action to maximize the long-term reward in the
next step.
When the state-action space is small, Q-learning can works
efficiently by maintaining look-up tables for the update of Q-
values. In a large state-action space system, the Q-learning
algorithm can be improved with deep neural network. We
can estimate the Q-values by a deep neural network func-
tion approximator, known as DQN [34], which addresses the
sophisticate mappings between the states of UAVs and their
corresponding Q-values based on a large amount of training
data. When a DQN is well-trained for a UAV, given its current
7state as the input of the DQN, we can obtain the its Q-values
on taking different actions from the outputs of the DQN.
C. Algorithm for Valid Data Transmission Maximization
In this part, we describe the RL based algorithm that
maximizes the average number of valid data transmissions.
In each cycle, the UAVs design their own trajectories with a
multi-agent deep RL based algorithm, the BS then performs
radio resource management for the UAVs jointly as introduced
in Section III-C. To solve the UAV trajectory design prob-
lem with RL, we first formulate it into a Markov decision
problem [35]. The trajectory of the UAV impacts both the
successful sensing probability and the successful transmission
probability. We use a nested bi-level Markov chains to describe
the sensing and transmission processes under the joint sensing
and transmission protocol introduced in Section III-A, where
the outer Markov chain depicts the state transitions in UAV
sensing, and the inner Markov chain depicts the state transi-
tions in UAV transmission. The outer Markov chain contains
two states: successful sensing and sensing failure, and the
state transition takes place among different cycles. The inner
Markov chain contains four states: successful transmission in
U2N mode, successful transmission in U2U mode, successful
transmission in U2D mode, and transmission failure, and the
state transition takes place among different frames in a cycle.
Since the UAV sensing and UAV transmission processes
have been formulated as the state transitions in the nested
bi-level Markov chains, the UAV trajectory design can be
solved with RL algorithm. Under the RL framework, each
UAV is regarded as an agent. The states and the actions of
each agent are defined as the locations and the movements
of the corresponding UAV, respectively. To describe the UAV
trajectory with a finite set of actions, we divided the continuous
space into a finite set of discrete spatial points as shown in
Fig. 4. Each UAV has 27 available locations in the next cycle
in the 3-dimensional space, which corresponds to 27 different
trajectories. We set the reward of an agent in one cycle as the
expectation of its number of valid data transmissions. Since the
trajectory in different cycles are connected, the agents have to
consider the number of valid data transmissions in a sequence
of cycles. Considering the timeliness requirements of sensing
tasks, we also introduce a discounting valuation for the reward
function of the agents in the future cycles. The discounted
parameter is exponentially related to the time interval from
the current cycle to the future one, and the utility of an agent
in a cycle is defined as its total discounted rewards in the
future. The trajectory design problem is then converted to
maximizing the total expected discounted rewards of all agents
by optimizing their state transition functions.
The Q value of an agent is set as the expected accumulated
discounted rewards when it takes an action at a specific state,
and the optimal Q-values of each agent can be obtained with an
iterative algorithm. However, in the cellular Internet of UAVs,
the state-action space of the trajectory design problem is too
large to maintain look-up tables for the update of Q-values.
Therefore, we bring in the DQN algorithm to maximize the Q
values of the agents. In order to train the DQN, we utilize a
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Fig. 4. Available trajectories for a UAV in each cycle.
separate target network to generate the target for training [34].
During the training of the Q values, we update its weight by
minimizing a loss function related to the target network and
the DQN. The value of the target network is updated to that
of the DQN in every few cycles. The steps of the DQN-based
UAV trajectory design algorithm is summarized as below.
• Step 1: Initialize the DQN with random weight, add a
copy of the initial DQN as the target network;
• Step 2: In each cycle, select the action that maximizes
the Q value with a probability of , select a random action
with a probability of 1− ;
• Step 3: Perform the action and observe its reward and
the next state;
• Step 4: Store the sample into a replay memory;
• Step 5: Sample a mini-batch from the replay memory;
• Step 6: Perform a gradient descend step on the loss
function with respect to the weight of the DQN using
the mini-batch data set;
• Step 7: Update the target network to the current DQN in
every r cycles;
• Step 8: Go to the next cycle, and return to Step 2;
After the UAVs design their trajectories with RL algo-
rithm, the BS performs radio resource management for them
jointly. In the RL framework, the results of the radio resource
management are the system environment of the agents. The
subchannel and power control, which determines the rewards
of the actions, can be solved as described in Section III-C.
Since the radio resource management contains both binary
variables for subchannel allocation and continuous variables
for power control, it can be proved to be NP-hard [36].
To solve this problem, the subchannel allocation and power
control are decoupled into two subproblems, and solved by
8Fig. 5. Simulation for average number of valid data transmissions.
the BS iteratively until convergence. The subchannel allocation
subproblem can be solved with the matching based algorithm
introduced in Section III-C1. The utility of the UAV is set
as its transmission rate, and the utility of a subchannel is
defined as the sum of the valid data transmissions over it. The
power control subproblem can be solved with the difference of
convex based algorithm as introduced in Section III-C2, and
the weight coefficient for the UAV utility is a function of the
size of data that needs to be transmitted.
D. Performance Analysis
In the following, we present the performance of the pro-
posed scheme. We assume that a total number of 5 UAVs
and 2 terrestrial UEs are deployed in a cell. Each UAV has
one sensing task and one transmission destination. The UAVs
perform sensing and transmission as introduced in the joint
sensing and transmission protocol for U2X communications.
The UAV trajectory design, subchannel allocation, and power
control are performed in the RL based mathematical frame-
work as mentioned above. The maximum transmission power
of a UAV is 10 dBm. The unit length of UAV trajectory in
the deep RL algorithm is 25 m, and the transmission QoS
threshold is set as 1 bit/s/Hz.
Fig. 5 shows the average number of valid data transmissions
in each cycle. We compare the proposed U2X communication
framework to the conventional cellular one, in which all the
UAVs first transmit the sensory data to the BS in U2N mode,
and then the BS delivers the sensory data to the corresponding
UEs. It is shown that the proposed U2X communications
improve the number of valid data transmissions for over
30% on average when compared to the conventional cellular
mode due to the more flexible communication framework.
The performance gap is even larger when the number of
subchannels is small. The reason is that the U2U and U2D
communications are capable to underlay the terrestrial cellular
communication links, which enhance the spectrum efficiency
of the network.
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In Fig. 6, we present the total utility of the U2X commu-
nications with the proposed algorithm and a compared policy
gradient algorithm, in which each UAV directly optimizes its
parameterized control policy by a variant of gradient descent.
Two different schemes of the proposed algorithm are given in
this figure, with the number of hidden layers Z in the DQN
network being 1 and 3, respectively. The proposed algorithm
converges within 70 episodes, which significantly outperforms
the policy gradient algorithm. The total utility of the UAVs
with the proposed algorithm can be over 15% higher than that
of the compared algorithm. A larger number of hidden layers
can further improve the network utility by about 10%, but it
requires a larger number of episodes to converge.
Fig. 7 illustrates the communication mode of a UAV, given
the locations of its sensing target and transmission destination.
The UAV adopts the U2D mode for data transmission when
it is close to its transmission destination. Besides, as the UAV
moves away from its transmission destination and close to the
BS, it prefers to transmit in the U2N mode. When the UAV is
far from its transmission destination as well as the BS, U2U
mode is the optimal one for the UAV, i.e., it first transmits the
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Fig. 8. Simulation for successful sensing and transmission probability: a)
U2X communications, b) Conventional cellular communications.
sensory data to an adjacent UAV, and then the adjacent UAV
relays the data to the transmission destination.
Fig. 8 depicts the successful sensing and transmission
probability of a UAV, given the locations of its sensing target
and transmission destination. Fig 8(a) is the successful sensing
and transmission probability with the proposed U2X commu-
nications. It can be shown that the sensing and transmission
processes are feasible in most of the locations within the cell.
The successful sensing and transmission probability is mostly
affected by the distance between the UAV and the sensing
target, which indicates that the successful sensing probability
is the main impact factor, and the successful transmission
probability keeps at a high level with U2X communications. In
comparison, we given the successful sensing and transmission
probability with only conventional cellular transmissions in
Fig. 8(b). In the compared scheme, the sensing and transmis-
sion can only be performed when the UAV is close to both
the sensing target and the BS.
V. EXTENSIONS WITH U2X COMMUNICATIONS
In this section, we present three possible extensive scenarios
for the U2X communications described above. Open problems
and potential solutions are also discussed.
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Fig. 9. System model of UAV cooperation with U2X communications.
A. UAV Cooperation with U2X Communications
One promising application of the U2X communications is
to achieve UAV cooperation in the cellular Internet of UAVs,
in which multiple UAVs perform sensing and transmission
of a task cooperatively [21]. It is of great significance in
performing tasks with large data rate from remote area, such
as live video streaming [37]. To complete such an application,
the UAVs that are remote from the transmission destination
need to transmit their collected data in realtime with high
data rate. Such an application presents challenges on the
conventional cellular network for two reasons. First, it requires
a large bandwidth to support the high rate upload for multiple
UAVs simultaneously, which affects the transmission QoSs of
the terrestrial UEs severely. Second, for the UAVs that are
remote from the transmission destination, the data transmission
requires large transmission power, which reduces the working
lifetime of the UAVs. The U2X communication provides
more flexible transmissions for the cooperative UAVs, thus
providing the possibility to complete the above application
with less spectrum and power consumptions [38].
Fig. 9 is an example of the UAV cooperation with U2X
communications. With the concept of U2X communications,
the data sensed by different UAVs can be transmitted to the
destination with multiple hops. The data sensed by different
UAVs are transmitted to a UAV that has the best channel
condition to the transmission destination in U2U mode. The
UAV then transmit all the data of the cooperative UAVs to the
BS in U2N mode, or transmits the data to the destination UE in
U2D mode. In this way, the data transmission only overlays the
bandwidth of one terrestrial UE, and the transmission power
consumption is minimized.
Unlike the conventional multihop transmission networks,
the topology of the cellular Internet of UAVs changes rapidly,
and the density of the UAV nodes is usually lower than that
of the terrestrial wireless sensor nodes. Therefore, the routing
protocol of the cooperative transmission needs to be further
studied. Recently, some studies start the design of multihop
transmission routing protocols for the cellular Internet of
UAVs [39]. However, most of the existing protocols are heuris-
tic, and few of them considers the onboard energy and buffer
of the UAVs, which significantly affects the performance of the
UAVs in practical systems. A protocol that jointly considers
the trajectories and physical constraints of the UAVs needs to
be designed in the future works.
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B. Mobile Edge Computing with U2X Communications
MEC with U2X communications provides additional com-
puting capabilities for the UEs that are remote from the
BS [40]. It is especially helpful for the sensing tasks performed
in a wide range with data processing requirements, such as
precision agriculture. In a conventional cellular network, the
UAV needs to upload the collected data to the BS. The BS
then performs data computation, and transmits the processed
data to all the requiring UEs. Such a framework poses huge
computation and transmission pressure on the network infras-
tructure, which not only causes long computation delay at the
BS, but also leads to low transmission QoS for the cell edge
UEs [41]. To tackle this problem, we utilize MEC to offload
the data computation in the cellular Internet of UAVs.
We consider a cellular Internet of UAVs as shown in Fig. 10,
where the UAVs collect sensory data that needs to be processed
before transmitting to the destination UEs. To reduce the
computation workload of the BS, some of the sensory data can
be offloaded to the cell edge UAVs with computing capability
in U2U mode. After data processing, the cell edge UAVs
transmit the data to the destination UEs directly in U2D mode.
The MEC with U2X communications reduces the computation
pressure of the BS, and enhances the transmission QoS to
the cell edge UEs significantly by reducing the transmission
distance. There are still some open problems to be solved for
the utilization of MEC with U2X communications. First, the
computation resource for different tasks should be allocated
properly. To be specific, which task is computed by the BS,
and which task is computed by the UAVs. Second, the energy
consumption of the MEC UAVs should be considered since
their onboard batteries are limited.
C. Non-Orthogonal Multiple Access for U2X Communications
The rapid development of cellular Internet of UAVs poses
challenges on the conventional orthogonal multiple access
systems, where UAVs have to share limited radio resources in
an orthogonal manner. The orthogonal multiple access scheme
suffers from serious congestion problems when a large number
of UAVs intend to transmit their sensory data concurrently.
To tackle the challenges of access collision reduction and
massive connectivity, NOMA scheme has been introduced as a
potential solution, which allows the UAVs to access the radio
resources non-orthogonally.
NOMA can be utilized for U2X communications where
multiple UAVs are allowed to access the channel non-
orthogonally by either power domain [29] or code domain [42]
multiplexing. Multiple UAVs with different communication
modes can transmit concurrently on the same channel to
improve the spectrum efficiency and reduce the transmission
latency. To make the NOMA scheme more practical, the
multi-user detection technique such as successive interference
cancellation, can be applied at the transmission destinations for
decoding, to cope with the co-channel interference caused by
spectrum sharing. Due to the high mobility and 3-dimensional
space properties of the cellular UAVs, the design of NOMA-
based cellular U2X communications becomes different from
the traditional NOMA system in many aspects, including
spectrum management, power control, signaling control, and
needs to be further studied in the future.
VI. CONCLUSIONS
In this article, we have considered the utilization of full
dimension U2X communications in the cellular Internet of
UAVs, which enables the UAVs to support various sensing
applications with high transmission rate. We have proposed
a basic model of the cellular Internet of UAVs, and have
introduced the three transmission modes, i.e., U2N mode,
U2U mode, and U2D mode for the U2X communications.
Based on the basic model, we have raised three key tech-
nologies that need to be studied to improve the transmission
QoS performance, including joint sensing and transmission
protocol for U2X communications, UAV trajectory design, and
radio resource management. We have proposed a RL based
mathematical framework to maximize the number of valid
data transmissions with U2X communications. The extensions
and open problems of U2X communications have also been
discussed, such as UAV cooperation, MEC, and NOMA with
U2X communications.
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