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Abstract
Motivated by a recent investigation into the notion of a quantum space underlying ordinary
quantum mechanics, we reformulate here the WWGM formalism with canonical coherent states
and wavefunctions as expansion coefficients in terms of this basis as the starting point. It turns
out that this provides us with a transparent and coherent story of simple quantum dynamics
where both states (pure and mixed, making use of the Tomita representation), as wavefunctions in
Hilbert spaces, and observables arise from a single space/algebra. Altogether, putting the emphasis
on building our theory out of the underlying relativity symmetry – the centrally extended Galilean
symmetry in the case at hand – allows one to naturally derive both a kinematical and a dynamical
description of a (free) quantum particle, which moreover recovers the corresponding classical pic-
ture (understood in terms of the Koopman-von Neumann formalism) in the appropriate (relativity
symmetry contraction) limit. Our formulation here is the most natural framework directly con-
necting all of the relevant mathematical notions and we hope it may help a general physicist better
visualize and appreciate the noncommutative-geometric perspective behind quantum physics.
PACS numbers:
∗Electronic address: otto@phy.ncu.edu.tw
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I. INTRODUCTION
The Weyl-Wigner-Groenewold-Moyal (WWGM) formalism [1–5] describes quantum me-
chanics on the space of tempered distributions on the set of classical phase space variables.
Physical observables, as hermitian operators on the Hilbert space of pure states, are de-
scribed by real functions. A quantum state, pure or mixed, corresponds exactly to a function
for the density operator. A noncommutative product - the Moyal star product - gives the
space of generalized observables the structure of an algebra. The Moyal algebra for physi-
cal observables is isomorphic to the corresponding algebra of operators and reduces to the
Poisson algebra of classical observables in the h¯→ 0 limit. While the formalism provides a
complete description of quantum mechanics without the need for the usual wavefunctions,
it is usually – and especially historically – introduced through the Weyl-Wigner transform
starting from Schro¨dinger wavefunction over position variables. The (canonical) coherent
state [6] representation provides an alternative giving the Schro¨dinger wavefunction as a
function on essentially ‘classical’ phase space variables. The symplectic manifold of the set
of classical states can be seen as the submanifold of the basis coherent states in the infinite-
dimensional Ka¨hler manifold of the quantum projective Hilbert space [7]. Moreover, there
is the Koopman-von Neumann formulation of classical mechanics in the language of Hilbert
spaces [8, 9]. From all of these, we expect looking at the WWGM formalism through the
Weyl-Wigner transform starting instead from the Hilbert space of wavefunctions over the
coherent state basis will provide a particularly interesting picture of quantum mechanics
which would also be suitable for the analysis of the classical limit. One would then have
operators and states both plausibly described by elements in the same space of functions
or distributions. Consequently, both the WWGM and the Hilbert space formalisms may
be unified as one. We are not aware of any explicit treatment along these lines; hence we
present one in this article (important work for the coherent states has, however, been given
in Ref.[10]). A key feature, for example, is that a function α acts by the star product α⋆
as an operator on a wavefunction φ; the Moyal star product α ⋆ β between functions is
essentially the operator product α⋆β⋆. In other words, the wavefunctions we start with end
up as objects inside the Moyal algebra(s) of ‘observables’; the Hilbert space is nothing other
than the one obtained through an algebraic GNS construction [11] from the Moyal algebra
itself.
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In a recent paper [12], we have introduced the idea of looking at the central extension
of the Galilean group as the true relativity symmetry group for quantum mechanics and
the Newtonian case as the contraction limit of the symmetry [13, 14] trivializing the central
extension. The Hilbert space serves as both the configuration space and phase space of
a free quantum particle. Taken as representation spaces of the relativity symmetry, their
limit under the contraction can be traced to give what is essentially the classical Newtonian
picture. The latter is more directly given, naively, in the language of Hilbert spaces; hence
the Koopman-von Neumann formulation. The coherent states serve as the basis for the
construction of the quantum Hilbert space representation and are the only ones surviving
as (pure) states in the classical limit. The current study is partly motivated, therefore,
by the need for a corresponding dynamical picture of this story. Indeed, the Heisenberg
picture provides a more transparent illustration of the dynamics. The WWGM formalism
is, of course, supposed to focus on the observables more than the pure states as vectors in
a Hilbert space. The coherent state formulation, however, makes the pure states directly
accessible within the same algebraic framework. This framework gives a solid setting for the
analysis of time evolution both within and outside of the relativity symmetry perspective.
All symmetries can be described on a similar footing, as unitary transformations on the
Hilbert space and automorphisms on the algebra of observables.
We especially want to emphasize here our perspective that all of the mathematical struc-
tures behind the physical theory naturally manifest themselves from the (relativity) sym-
metry group and its associated structures. The Hilbert space of pure states is an irreducible
unitary representation of the group and the observable algebra is an irreducible represen-
tation of the group (C∗-)algebra. The former as an irreducible representation of the latter,
within our framework, sits naturally inside the latter; the natural (noncommutative alge-
braic) multiplicative actions of which is the operator action. For a somewhat parallel picture
for describing mixed states, we bring in the notion of a Tomita representation [15, 16], which
sees a density matrix (for a mixed state) as a vector in a Hilbert space (of operators). This
is particularly useful for describing symmetry in the Koopman-von Neumann formulation
in the symmetry contraction limit. Symmetries are represented as unitary transformations
on the Hilbert spaces and inner automorphisms of the observable algebra. The dynamical
picture naturally follows.
In light of the above, the basic perspective of our framework is to start with the coherent
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state representation, essentially seen as a representation of the extended Galilean symmetry,
which is equivalent to the one formulated simply with the Heisenberg-Weyl group [12], and
the classical theory is to be retrieved through the contraction limit. We write quantum
expressions with the h¯ = 2 units here, following Ref.[3]. This choice gives the Heisenberg
commutation algebra the ‘unusual’ form of
[Xi, Pj] = 2iδijI , (1)
while setting the minimal uncertainty product to unity. It is in many ways the more natural
choice of units for quantum theory. The next section sets the stage for the Hilbert space
description. The explicit WWGM formalism is presented in Sec. III. We emphasize the group
theoretical aspects, and give more details only for results and features specific to the coherent
state framework. Sec. IV presents the symmetry contraction to the classical theory. The
Tomita representation is introduced at the end of the section. In Sec. V, we summarize the
description of quantum symmetries and work out explicit results for elements of the relativity
symmetry, including results on the Hilbert space of the Tomita representation. Dynamics
is described by a time (translation symmetry) transformation. The section following this
traces the symmetry descriptions to the contraction limit, and Sec. VII focuses on the
classical dynamical picture a la Koopman-von Neumann (and otherwise). The last section
presents some concluding remarks.
II. THE COHERENT STATE REPRESENTATIONS
We start with the familiar (canonical) coherent state representation∣∣pi, xi〉 = U(pi, xi) |0〉 ≡ e−iθU(pi, xi, θ) |0〉 (2)
where
U(pi, xi, θ) ≡ eixipiIˆeiθIˆe−ixiPˆieipiXˆi = ei(piXˆi−xiPˆi+θIˆ) , (3)
|0〉 ≡ |0, 0〉 is a fiducial normalized vector, Xˆi and Pˆi are representations of the genera-
tors Xi and Pi as self-adjoint operators on the abstract Hilbert space H spanned by the
|pi, xi〉 vectors, and Iˆ is the identity operator representing the central generator I. (pi, xi, θ)
corresponds to a generic element of the Heisenberg-Weyl group as
W (pi, xi, θ) = exp[i(piXi − xiPi + θI)], (4)
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with
W (p′i, x′i, θ′)W (pi, xi, θ) =W
(
p′i + pi, x′i + xi, θ′ + θ − (x′ipi − p′ixi)
)
. (5)
Here, (x′ip
i − p′ixi) is the classical mechanical symplectic form. Note that we have pi and xi
here corresponding to half the expectation values of Pˆi and Xˆi (h¯ = 2 units). In the interest
of simplifying the notation, we drop the index i in most of the subsequent expressions, only
putting it back explicitly when some emphasis on the three-vector nature of a given quantity
is warranted.
We introduce wavefunctions on the coherent state manifold φ(p, x) ≡ 〈p, x|φ〉 with
〈
p, x
∣∣∣Xˆ∣∣∣φ〉 = XˆLφ(p, x) ,〈
p, x
∣∣∣Pˆ ∣∣∣φ〉 = PˆLφ(p, x) , (6)
where
XˆL = x+ i∂p ,
PˆL = p− i∂x , (7)
and
UL(p, x)φ(p′, x′) ≡ 〈p′, x′ |U(p, x)| φ〉 = φ(p′ − p, x′ − x)ei(px′−xp′) . (8)
Furthermore, we have a realization of the quantum Hilbert space as a closed (polarization)
subspace of L2(Π), the space of the wavefunctions φ(p, x) on which UL acts as a (projective)
representation of the Heisenberg-Weyl group. We can see again that PˆL and XˆL generate
translations in x and p, respectively. The wavefunction φa(p, x) for the coherent state |pa, xa〉
is given by
φa(p, x) ≡ 〈p, x|pa, xa〉 = ei(pax−xap)e− 12 [(p−pa)2+(x−xa)2] ; (9)
in particular, the |0, 0〉 state wavefunction is denoted by φ0(p, x) and φ0(p, x) = e− 12 (pipi+xixi),
which is a symmetric Gaussian of unit width. The expression 〈p, x|pa, xa〉 may also be taken
as giving the overlap of two different coherent states. φa(p, x) is a test function belonging to
the Schwartz space of smooth rapidly decreasing functions S(Π). In what follows, we will
denote the Hilbert space of wavefunctions by K. The representations, with or without the
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superscript L (i.e. on K or on H), are of course unitarily equivalent. The natural inner
product on K is 1
πn
∫
dpdxφ¯(p, x)φ′(p, x) = 〈φ|Iˆ|φ′〉 with Iˆ = 1
πn
∫
dpdx |p, x〉〈p, x|, which
keeps φa(p, x) as a normalized wavefunction. Note that we use n for the dimension of the
classical physical space, though we only consider n = 3 here.
For a full discussion of the algebra of smooth observables, we will go beyond the Hilbert
space of pure states for the limited class of bounded observables. Pure states for smooth
observables are unit rays in S ≡ S(Π)∩K [4], though at times we may not pay full attention
to the difference below.
III. THE OBSERVABLE ALGEBRA FROM THE WWGM FORMALISM
In this article, we emphasize the key role of the associated structures of the symmetry
group behind the physical theory. We have seen that the Heisenberg-Weyl group manifold,
or the isomorphic coset space of the extended Galilean group, provides a direct description of
the coherent state basis [12] for the Hilbert space. Here, we see how the group ring provides
a description of the set of operators and the observable algebra. The set of operators
Ω′[α(p, x, θ)] =
1
(2π)n+1
∫
dpdxdθα(p, x, θ)U(p, x, θ) , (10)
where α(p, x, θ) is a distribution on the group manifold, is a Heisenberg-Weyl ring [1]. Con-
sider α(p, x) ≡ α1(p, x) in the expansion
α(p, x, θ) =
∫
dλ |λ|nαλ(p, x)e−iλθ . (11)
It easily be seen that the θ-integration in Ω′[α(p, x, θ)] can be performed to give a 2πδ(λ−1),
which in turn yields Ω′[α(p, x, θ)] = Ω[α(p, x)] with
Ω[α(p, x)] =
1
(2π)n
∫
dpdxα(p, x)U(p, x) . (12)
λ can be interpreted as an eigenvalue of the central charge generator which is always unity
under the representation. We have the latter as a continuous linear injection from L1(Π)
into IB(H). As such, it is a *-algebra homomorphism with respect to the twisted convolution
product ◦ and the involution ∗ defined by
α ◦ β(p, x) = 1
(2π)n
∫
dp′dx′ α(p′, x′)β(p− p′, x− x′) ei(p′x−x′p) (13)
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and
α∗ = α(−p,−x) , (14)
respectively, where α¯ is the complex conjugate of α. That is, Ω[α ◦ β] = Ω[α]Ω[β] and
Ω[α∗] = Ω[α]†. Self-adjoint elements of IB(H) and their counterparts in L1(Π) represent the
bounded observables. Here, Π is the (p, x)-space, which can be considered as the coherent
state manifold and is also the ‘classical phase space’ IR2n on which we have the wavefunctions
φ(p, x). Note that the Ω map takes a delta function δa of mass 1 centered on (pa, xa) to
U(pa, xa) = e
i(paXˆ−xaPˆ ), and α ◦ δo = δo ◦ α = α for the delta function δo centered on (0, 0).
The inverse mapping can be written as
α(p, x) = 2nTr
[
Ω[α]U †(p, x)
]
, (15)
where the trace is to be evaluated over the set of coherent states as
1
πn
∫
dp′′dx′′ 〈p′′, x′′| · |p′′, x′′〉 and we have
Tr[U(p′, x′)U †(p, x)] = πnδ(p′ − p, x′ − x) 〈p, x|p′, x′〉 . (16)
Similarly, we have
ΩL[α(p′, x′)] =
1
(2π)n
∫
dp′dx′ α(p′, x′)UL(p′, x′) , (17)
where UL(p′, x′) = ei(p
′XˆL−x′PˆL) = ei(p
′x−x′p) e−(p
′∂p+x′∂x), with the set of ΩL[α] considered as
operators on L2(Π) satisfying ΩL[α ◦ β] = ΩL[α]ΩL[β]. Naturally 1
α(p, x) = 2nTr
[
ΩL[α]UL†(p, x)
]
. (18)
In fact, the left-invariant vector fields, or differential operator realization of the generators,
of the group manifold
XL = ix∂θ + i∂p ,
PL = ip∂θ − i∂x ,
IL = i∂θ , (19)
1 Here Tr[αˆ(L)] = 1
pin
∫
dpadxa φ¯aαˆ
(L)φa.
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have their action on a function α(p, x, θ) in the form of Eq.(11) given by the action on αλ(p, x)
defined by λx+i∂p, λp−i∂p, and 0, respectively. Hence, λ = 1 yields the differential operators
XˆL and PˆL of Eq.(7), as in UL†(p, x), which are exactly the corresponding operators acting
on α(p, x)[≡ α1(p, x)].
The symplectic Fourier transform
αf (p, x) = F [α](p, x) ≡ 1
(2π)n
∫
dp′dx′ α(p′, x′) ei(p
′x−x′p) . (20)
is a continuous isomorphism of S(Π), as a Fre´chet space, onto itself extending to a unitary
transformation on L2(Π) with F 2 = 1. The twisted product ⋆ satisfies
F [α] ⋆ F [β] = F [α ◦ β] (21)
and 2
F−1[α ⋆ β] = F−1[α] ◦ F−1[β] , (22)
with 1 ⋆ α = α = δo ◦ α, in which case the two products commute. We also have
α ◦ β = F [α] ⋆ β . (23)
This is the usual Moyal star product, which can be written as
α ⋆ β(p, x) = α(p, x)e−i(
~∂p~∂x− ~∂x~∂p)β(p, x) , (24)
or in the integral form
α ⋆ β(p, x) =
1
(2π)2n
∫
dp′dx′dp′′dx′′α(p′, x′)β(p′′, x′′)e−i(px
′−xp′)ei(px
′′−xp′′)ei(p
′′x′−x′′p′). (25)
In particular, we have
x ⋆ α = (x+ i∂p)α = Xˆ
Lα ,
p ⋆ α = (p− i∂x)α = PˆLα . (26)
The Fourier transform F is a continuous *-algebra isomorphism between [S(Π), ◦, †] and
[S(Π), ⋆,¯ ], the latter involution being simple complex conjugation. Both the ⋆ and ◦ prod-
ucts can be extended to the space S ′(Π) of tempered distributions. Notice that F is more
2 We use F−1 instead of simply F to keep track of difference which only manifests at the classical contraction
limit discussed in the next section.
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commonly written as a transform between functions of two different spaces, one being the
parameter space for the Heisenberg-Weyl group modulo θ, while the other is identified as
the classical phase space, or rather the variable space of the Moyal star functional algebra.
Our perspective of looking at quantum mechanics and its classical limit, focusing on the
coherent state picture [12], may be considered a justification for identifying the two, as done
in Refs.[2, 3] for example, at the quantum level. The ‘classical phase space’ then is also
the coherent state manifold with parameters characterizing, however, half the position and
momentum expectation values 3.
Consider
∆(L)[α] ≡ Ω(L)[F−1[α]] = 1
(2π)2n
∫
dp′dx′dpdxα(p, x)ei(px
′−xp′)U (L)(p′, x′)
=
1
(2π)n
∫
dpdxα(p, x)∆(L)p,x , (27)
where we have 4
∆(L)p,x =
1
(2π)n
∫
dp′dx′ ei(px
′−xp′)U (L)(p′, x′) . (28)
In these expressions, we are putting the two cases, with and without the superscript L, in a
single set. This is the Weyl correspondence, i.e. we have αˆL≡ α(PˆL, XˆL) = ∆L[α(p, x)] and
αˆ≡ α(Pˆ, Xˆ) = ∆[α(p, x)] with, however, αˆL here thought of as operators on wavefunctions
on the manifold of coherent states. Then the bijective map ∆L takes S ′(Π) to L(S(Π), S ′(Π)),
and we have
α(p, x) = 2nTr[αˆ(L)∆(L)†p,x ] . (29)
Moreover, ∆(L)[α⋆β(p, x)] = ∆(L)[α(p, x)]∆(L)[β(p, x)] gives a *-algebra isomorphism between
the Moyal algebra [M, ⋆,¯ ] and the corresponding algebra of smooth ‘observables’ L+(S(Π)),
with M ≡ {β ∈ S ′(Π) : β ⋆ α , α ⋆ β ∈ S(Π) ∀α ∈ S(Π)}; and between [M′, ⋆,¯ ] and
L+(S(Π), L2(Π)) as algebra of bounded ‘observables’, withM′ := {β ∈ S ′(Π) : β⋆α , α⋆β ∈
3 Note that though it looks like we have inconveniently made the group parameters and the coherent state
expectation values differ by a factor of 2 by using h¯ = 2 instead of h¯ = 1 units, it is really results like
Eq.(26) that naturally prefer the convention. The parameter space for the wavefunctions φ can be exactly
identified with that of the Moyal star functional algebra.
4 We have ∆
(L)
p,x = U (L)(p, x)∆
(L)
0,0 with ∆
(L)
0,0 being the phase space parity operator of Grossmann-Royer [17];
i.e. ∆0,0 |p′, x′〉 = |−p′,−x′〉 and ∆L0,0φ(p′, x′) = φ(−p′,−x′). Note that ∆(L)p,x is actually selfadjoint,
besides being unitary.
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L2(Π) ∀α ∈ L2(Π)}. Note that ∆[α¯(p, x)] = ∆[α(p, x)]†; hence physical observables with
αˆ = αˆ†, are given by real elements of the Moyal algebras. We will, however, mostly not pay
much attention to the difference between M and M′ below.
We define (⋆-)multiplicative operators acting on the distributions by
M⋆[α] ≡ α ⋆ . (30)
Then, we have the simple and elegant result
M⋆[α(p, x)] = ∆
L[α(p, x)] = αˆL = α(PˆL, XˆL) (31)
which can be interpreted as the Bopp shift. The representation given through XˆL and Pˆ L of
Eq.(7) on K directly extends to arbitrary functions α(p, x) and coincides with the ⋆ product
structure with αˆ |φ〉 described in K as αˆLφ = α⋆φ and α⋆β⋆ = (α⋆β)⋆ as α⋆(β⋆φ) = (α⋆β)⋆φ.
It is the left regular representation of the functional algebra on itself, which can be extended
further to all of S ′(Π). One can even associate the wavefunction φ with a φˆL = φ ⋆ operator,
though the latter does not correspond to a physical observable. It remains to be seen if
the operator has any particular physical meaning. Looking at a real wavefunction, or |φ|,
makes more sense as the absolute phase of a quantum state has no physical meaning anyway.
|φ|⋆ makes a legitimate physical observable. We are interested only in applying all these
mathematical results to the Gelfand triple S < K < S ′ and that is the background on which
the explicit results concerning the states are to be understood. We will see at the end that
K is essentially the left ideal of L2(Π) that carries an irreducible representation of the Moyal
algebra.
The Wigner functions that describe states, pure or mixed, are to be given in terms of
functions ρ of the density operator ρˆ. For a pure state |φ〉, the latter is denoted by ρˆφ ≡ |φ〉〈φ|.
Two different pure states give ρˆφφ′ ≡ |φ′〉〈φ|, with a non-diagonal Wigner function given as
ρφφ′ = 2
nTr[ρˆφφ′∆
†
p,x]. Focusing on the set of basis coherent states, one can check that
actually F [φa] = φa and F [φ¯a] = φ¯−a. For ρˆab ≡ |pb, xb〉〈pa, xa|, we have, with Eq.(23),
ρab(p, x) = 2
2nφb ◦ φ¯a = 22nF [φb] ⋆ φ¯a = 22nφb ⋆ φ¯a . (32)
Explicitly,
ρab(p, x) = 2
nei(paxb−xapb)ei(pbx−xbp)e−i(pax−xap)e−
(p−pa−pb)
2+(x−xa−xb)
2
2 , (33)
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which for b = a reduces to
ρa(p, x) = 2
ne−
(p−2pa)
2+(x−2xa)
2
2 . (34)
The latter is the Wigner function for the coherent state |pa, xa〉, a Gaussian of unit width
centered at (2pa, 2xa) the point with coordinates exactly at the expectation values. We can
then obtain
Tr[αˆL] =
1
πn
∫
dpadxa
1
πn
∫
dpdx φ¯a(α ⋆ φa) (35)
=
1
2n(2π)n
∫
dpdxα
1
πn
∫
dpadxa ρa =
1
2n(2π)n
∫
dpdxα , (36)
in which we have used the associativity and trace properties of the star product. This result
corresponds to the standard trace expression for α, or rather α⋆ (α = α⋆1). We also denote
this by Tr[α] for simplicity. From a transition amplitude, we have
1
πn
∫
dpdxα(φ′ ⋆ φ¯) = Tr[α ⋆ ρφφ′⋆] =
1
2n
1
(2π)n
∫
dpdxαρφφ′ . (37)
The latter result includes as special cases the standard 〈φ|αˆ|φ〉 = Tr[αρφ] and the somewhat
strange looking 1
πn
∫
dpdxφ¯φ = 1
2n
1
(2π)n
∫
dpdxρφ.
5 Actually, we have
ρφφ′ = 2
2nφ′ ◦ φ¯ = 22nF [φ′] ⋆ φ¯ = 22nφ′ ⋆ φ¯ , (38)
which may be considered as following from Eq.(32), since any state (wavefunction) can be
taken as a linear combination of the φa basis states. One can further check explicitly that
Tr[ρ2a] = Tr[ρa] = 1, ρa ⋆ ρa = ρa, and ρa ⋆ φa = φa for the functions ρa and φa. Another
interesting result is
[α⋆ φ](pa, xa) =
1
πn
∫
dpbdxbTr[αρab]φ(pb, xb) , (39)
5 It is interesting to see the consistency of this result for the explicit case of a coherent state φa. The
normalization condition for a wavefunction in K can be written in the form
1 =
1
pin
∫
dpdxφ¯φ =
1
2n
1
(2pi)n
∫
d(2p)d(2x) e−
1
2
[2(p−pa)
2+2(x−xa)
2]
=
1
2n
1
(2pi)n
∫
dp˜sdx˜s e−
1
8
[2(p˜s−2pa)
2+2(x˜s−2xa)
2] ,
to be compared with
1 =
1
2n
1
(2pi)n
∫
dpdxρa =
1
(2pi)n
∫
dpdx e−
1
2
[(p−2pa)
2+(x−2xa)
2] .
In terms of the new variables we have φa(p˜
s, x˜s) = e
i
2
(pax˜
s
−xap˜
s)e−
1
8
[(p˜s−2pa)
2+(x˜s−2xa)
2], a Gaussian
centered at the expectation values (2pa, 2xa) with width
1
2 .
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which is the key result in Ref.[10] giving, together with Eq.(33), the explicit integral kernel
of the operator α⋆; more specifically we have
φ(pa, xa) =
1
πn
∫
dpbdxbTr[ρab]φ(pb, xb) . (40)
The set of ρab spans the Hilbert space L
2(Π), or equivalently the set of ρab⋆ spans T2(K),
which is the space of Hilbert-Schmidt operators, with the inner product 〈〈α|β〉〉 = Tr[α¯β].
[L2(Π), ⋆,− ] is a generalized Hilbert algebra [15] and [S(Π), ⋆,− ] a subalgebra.
In the algebraic formulation on S(Π) < L2(Π) < S ′(Π), the (normalized) states are to be
defined by the positive and normalized functionals on L+(S(Π)) given by ωρ(α) = Tr[αρ];
hence, essentially the set of density operator functions ρ (we will use the term density matrix
for such a function below). Each ρφ⋆ is a projection operator, and the one-dimensional
projections correspond to pure states ωφ ≡ ωρφ . The Hilbert space is to be constructed
as the completion of the quotient IK/Io of closed left ideals with a (pre-)inner product on
IK through an ωφ to which Io is the kernel [4, 11]. An obvious choice here is the Hilbert
space IK = {α⋆ ρo : α ∈ L2(Π)} and Io of [L2(Π), ⋆,− ] with the inherited inner product
〈α|β〉ωo ≡ 〈〈α⋆ ρo|β⋆ ρo〉〉 = ωo(α¯⋆β) for which Io = {0}. Note that the inner product is
exactly the same as 〈αˆφo|βˆφo〉 illustrating that the Hilbert space is equivalent to H or K.
In fact, ρo = 2
nφo; hence K and IK differ only in normalizations. IK is invariant under
the action of the Moyal algebra M′ and as a representation it is a faithful and irreducible
one, which matches with it being irreducible as a representation of the Heisenberg-Weyl
symmetry. After all, the algebra of observables is to include the enveloping algebra of the
latter. Any particular wavefunction φ of K can be used to give a representation through ωφ
which are all unitary equivalent. So, we come full circle to the representation on K giving an
explicit illustration of the more abstract algebraic language through the WWGM framework.
IV. LIE ALGEBRA CONTRACTION LIMIT
Consider the contraction [13] of the Lie algebra for the Heisenberg-Weyl subgroup of the
full relativity symmetry given by the k →∞ limit with the rescaled generators
Xci =
√
h¯
k
Xi and P
c
i =
√
h¯
k
Pi . (41)
We have [Xci , P
c
j ] = i
2h¯
k2
δijI → 0(h¯). Here, k is a pure numerical parameter while h¯ is Planck’s
constant, which is needed to allow Xci and P
c
j to take on independent physical units, such as
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the usual classical units. One can take the parameter k here as
√
2 to give the standard form
of the commutator [Xci , P
c
j ] = ih¯I and think of the contraction limit as the h¯→ 0 limit, i.e.
as the classical limit is usually envisaged. However, as discussed in Ref.[12], naively taking h¯
to zero everywhere in the theory written with h¯ carrying nontrivial physical units is not the
right thing to do; case examples can be seen below. On the other hand, the contraction limit
is of course independent of the contraction parameter used, and the physical units for Xci
and P ci differ from those of Xi and Pi by the same factor of the physical unit (that of
√
h¯),
even in the limit. To keep track of things carefully, in a way that enables the reader to see
expressions in their familiar forms with a nonzero h¯ as well as the contraction limit results,
we keep h¯ and k separate in this section. As we mentioned above, substituting
√
2 for k
yields the familiar quantum expressions with their proper h¯ dependence, and then we can
interpret the naive choice of taking h¯→ 0 (which can be interpreted in the classical system
of units) as the classical limit; however, we instead take k → ∞ as the appropriate choice
for describing the classical limit in the symmetry (representation) contraction perspective.
We first rewrite the Heisenberg-Weyl group element in the usual form W (p˘i, x˘i, θ) =
e
i
h¯
(p˘iXci−x˘iP ci +θh¯I), where
p˘i =
√
h¯k pi , and x˘i =
√
h¯k xi . (42)
Here, h¯ is introduced so that p˘i and x˘i carry the same units as P ci and X
c
i , respectively. As
for the invariant vector fields acting on the group manifold, we have
XcL =
x˘
k2
i∂θ + ih¯∂p˘ −→ ih¯∂p˘ ,
P cL =
p˘
k2
i∂θ − ih¯∂x˘ −→ −ih¯∂x˘ . (43)
Note that the contraction limits of these vector fields, as given above, carry a factor of h¯.
This is needed in order to have the correct physical units; the dropping out of the terms i∂θ
is to be expected, as the central charge I fully decouples from the rest of the algebra. In
particular, observe that, had we replaced k2 by 2, taking the naive h¯→ 0 limit would yield
an incorrect result with only i∂θ in the classical limit.
To trace the contraction of the coherent state representation, simply relabeling the set
of |p, x〉 states by |p˘, x˘〉 = U(p˘, x˘) |0〉 with U(p˘, x˘) = e ih¯ (p˘iXˆci−x˘iPˆ ci ) is not the right thing to
do. It should be emphasized that the basic idea for taking the classical approximation as
the symmetry contraction limit is to take the original representation which describes the
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quantum physics to the required limit rather than directly building the classical physics
description from the contracted symmetry. We will see that the contraction of the represen-
tation does indeed give a representation of the contracted symmetry though. The essence
of the coherent state representation is to have the states labeled essentially by their (finite)
expectation values. However, we have xsi ≡
〈
p˘, x˘
∣∣Xˆci ∣∣p˘, x˘〉 = 2k2 x˘i and similarly psi = 2k2 p˘i.
Let us instead take |ps, xs〉 and note that
ps =
2
√
h¯
k
p , and xs =
2
√
h¯
k
x . (44)
On the Hilbert space K of wavefunctions , we then have
XˆcL =
xs
2
+ i
2h¯
k2
∂ps −→ x
s
2
,
Pˆ cL =
ps
2
− i2h¯
k2
∂xs −→ p
s
2
. (45)
The difference between these results and those of Eq.(43) is remarkable. The overlap between
the different coherent states 〈ps′, xs′|ps, xs〉 can be obtained easily from Eq.(9). As discussed
in Ref.[12], it vanishes at the contraction limit and H, as a representation for the observable
algebra, which is to be interpreted as functions of Xˆc and Pˆ c reducing to a simple sum of the
one-dimensional spaces for each |ps, xs〉. On K, the coherent state wavefunctions φa(ps, xs)
are each, apart from a phase factor, a Gaussian with width
√
2h¯
k
, and hence collapse to the
delta function δa(p
s, xs) in the limit. The classical coset space picture [12] of the Newtonian
phase space can be considered as having been retrieved. Sticking to the Hilbert space picture,
φa(p
s, xs)→ δa(ps, xs) makes K the whole of L2(Π) ≡ L2(Πs), which is the Koopman Hilbert
space for classical mechanics [9]. A word of caution is warranted on the integration measure.
The normalization condition of φ0(p
s, xs) reads(
k2
4πh¯
)n ∫
dpsdxs e−
k2
4h¯
[(ps)2+(xs)2] = 1 , (46)
the measure of which apparently diverges at the k → ∞ limit. Similarly, Iˆ =
1
πn
dpdx |p, x〉〈p, x| = ( k2
4h¯π
)n
∫
dpsdxs |ps, xs〉〈ps, xs|. The delta function limit has the mea-
sure 1
(2πh¯)n
∫
dpsdxs instead. As the k-dependence drops at the k →∞ limit, we need the h¯
to fix the physical units. The set of φa(p
s, xs), then as δa, as a basis for K is maintained.
However, a generic function as a linear combination of φa(p
s, xs) loses the status of being
a physical state at least as far as pure states are concerned. The basis coherent states, or
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rather their classical limit as given by δa(p
s, xs) (or simply points (ps, xs) of the familiar
classical phase spaces), are the only pure states.
Next, we look at all of the above integral transformations in order to track the Weyl
correspondence at the contraction limit. Here, it is not so clear whether we should use the
group parameters p˘ and x˘ or the coherent state parameters. In fact, both work. Note that
in the discussion of the coherent state above, in view of things in the last section, it is better
to use |pc, xc〉 with
pc =
ps
2
=
√
h¯
k
p , and xc =
xs
2
=
√
h¯
k
x (47)
instead, especially as that gives the ratio between the old and new parameters as the same as
that between the operators [cf. Eq.(41)]. ps and xs were mostly used there for easy reading
of familiar results (at k2 = 2). Explicitly, we have
XˆcL = xc + i
1
k2
∂pc −→ xc ,
Pˆ cL = pc − i 1
k2
∂xc −→ pc , (48)
giving a nice contraction limit. That is of course nothing more than a convenient choice of
convention, as such, one we adopted in the beginning through labeling the coherent states
by half their expectation values. In terms of the new parameters, we have
Ω(L)[α] =
(
k2
2πh¯
)n∫
dpcdxc α(pc, xc)U (L)(pc, xc) , (49)
and
F [α] =
(
k2
2πh¯
)n∫
dpcdxc α(pc, xc)e
ik2
h¯
(pcxc′−xcpc′) . (50)
Note that – despite the factor of k2n in front – the latter two expressions are k-independent.
The factor of k2n cancels after integration; note also that U (L)(pc, xc) = e
ik2
h¯
[pcXˆ(L)−xcPˆ (L)]. It
follows that
∆(L)[α] = Ω(L)[F−1[α]] =
(
k2
2πh¯
)2n∫
dpcdxcdpc′dxc′ α(pc, xc)e
ik2
h¯
(xc′pc−pc′xc)U (L)(pc′, xc′)
=
(
k2
2πh¯
)n∫
dpcdxc α(pc, xc)∆
(L)
pc,xc , (51)
where we have
∆(L)p,x =
(
k2
2πh¯
)n∫
dpc′dxc′ e
ik2
h¯
(xc′pc−pc′xc)U (L)(pc′, xc′) . (52)
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The Weyl correspondence is obviously maintained6; explicitly, we have ∆[α(pc, xc)] =
α(Pˆ c, Xˆc) and ∆L[α(pc, xc)] = α(Pˆ cL, XˆcL). Analogous trace formulas for the inversion of the
transforms work as well. With the original ◦ with Ω(L) written in terms of the parameters
pc and xc, we have the Moyal star product given by
⋆c ∼ exp
[−ih¯
k2
( ~∂pc~∂xc − ~∂xc~∂pc)
]
, (53)
which is the same old expression written in terms of the new parameters serving as arguments
for the (observable) functions, though we denote it by ⋆c for convenience of later referral. The
star product reduces to the simple product in the k →∞ limit, as it should. The equation
M⋆[α(p
c, xc)] = α(pc, xc)⋆c is maintained for all finite k and at the k → ∞ limit where
the M⋆ becomes the simple multiplication of the then classical observable α(p
c, xc). The
suggestive notation of the multiplicative operatorM [α(pc, xc)], or simplyMα, is standard for
an operator on the L2(Π) Hilbert space representing classical observables in the Koopman-
von Neumann formulation of classical mechanics [9].
The coherent state Wigner function is
ρa(p
c, xc) = 2ne−
k2
h¯
(pc−2pca)
2
−(xc−2xca)
2
2 , (54)
with width
√
h¯
k
, and it reduces to a delta function as k → ∞. For the classical case,
any ‘density matrix’ ρ(p, x) beyond the delta functions are to be interpreted as statistical
6 One may also consider
Ωc(L)[α] ≡ 1
(2pih¯)n
∫
dp˘dx˘ α(p˘, x˘)U (L)(p˘, x˘) ,
and
F c[α] ≡ 1
(2pih¯)n
∫
dp˘dx˘ α(p˘, x˘) e
i
h¯ (p˘x
c
−x˘pc) .
Actually, we have Ωc(L)[α] = k2nΩ(L)[α] and F c[α] = k2n F [α] formally (F c−1 6= F c). It follows that
∆(L)[α] = Ωc(L)[F c−1[α]] =
1
(2pih¯)2n
∫
dpcdxcdp˘dx˘ α(pc, xc)e
i
h¯ (x˘p
c
−p˘xc)U (L)(p˘, x˘)
=
1
(2pih¯)n
∫
dpcdxc α(pc, xc)∆
c(L)
pc,xc ,
with ∆
c(L)
pc,xc =
1
(2pih¯)n
∫
dp˘dx˘ e
i
h¯ (x˘p−p˘x)U (L)(p˘, x˘) [= k2n∆
(L)
p,x] The twisted convolution required to maintain
Ωc(L)[α ◦c β] = Ωc(L)[α]Ωc(L)[β] is simply given formally by k2nα ◦ β, i.e.
α ◦c β(p˘, x˘) = 1
(2pih¯)n
∫
dp˘′dx˘′ α(p˘′, x˘′)β(p˘− p˘′, x˘− x˘′) e ik2h¯ (p˘x˘′−x˘p˘′) .
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distributions; hence they are mixed states. A generic ρ(p, x) has the form
ρ(p, x) =
∑
m
cmρφm(p.x) = 2
2n
∑
m
cm[φm ⋆ φ¯m](p.x) (55)
for pure states φm(p.x) ∈ K, and cm are positive real numbers with
∑
m cm = 1. Therefore,
we have
ρ(pc, xc) = 22n
∑
m
cm[φm ⋆
c φ¯m](p
c, xc)→ 22n
∑
m
cm|φm(pc, xc)|2 (56)
as k →∞. To be more rigorous, one would have to introduce a rescaled/renormalized ρc for
the limiting classical density matrix as the conventional distribution to describe the classical
statistical state through a bounded ρc(pc, xc) = limk→∞k2nρ(pc, xc) in order to maintain
1
(2πh¯)n
∫
ρcdpcdxc = 1. The classical wavefunction φc, satisfying |φc|2 ≡ ρc, for the Koopman-
von Neumann formulation may then be introduced. It is important to emphasize that a
function φc describes a mixed state. Only the limiting distributions of the delta functions
describes the (classical) pure states.
An even better formal picture of the classical limit, which is also particularly useful
for the description of dynamics and symmetries below, is offered by the notion of a Tomita
representation [15] as presented in Ref.[16]. Note that the representation is not an irreducible
one – an aspect that fits the Koopman-von Neumann formulation well. We present only a
specific description based on the wavefunctions φ(p, x), although also using the |φ〉 notation
when it is more illustrative and convenient. Consider the Hilbert space K˜ of square ket
vectors |α] defined as the span of all |φ′φ] ≡ ρφφ′ with the inner product given by
[ψ′ψ|φ′φ] = Tr[ρ¯ψψ′ρφφ′ ] . (57)
K˜ is thus a tensor product of K with itself. It is essentially the space of Hilbert-Schmidt
operators on K, and can be thought of as the span of all ρab. A vector |α] corresponds
to α ∈ L2(Π) or the Hilbert-Schmidt operator α⋆ on K and we can identify it with |α〉〉,
introduced towards the end of the last section. That is, within our formulation, K can be
identified as L2(Π). Next, one can introduce the conjugation J as an antiunitary operator
with the properties:
(i) Jc |α] = c¯J |α] ∀c ∈ C ,
(ii)
[
α|J†J |γ] = [γ | α] ,
(iii) J2 = I . (58)
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State vectors in K˜ are introduced as vectors in a self-dual cone D˜ of with real and positive
inner products. The vectors correspond to the mixed states. They satisfy J |ρ] = |ρ] ≡ ρ.
For any operator α⋆ on K, we have an operator (α⋆)T on K˜ defined by
(α⋆)T |φ′φ] ≡ |(α⋆φ′)φ] = ρφ(α⋆φ′) = α⋆ ρφφ′ , (59)
as ρφφ′ = 2
2nφ′ ⋆ φ¯. We have J |φ′φ] = |φφ′], hence J(α⋆)TJρφφ′ = ρ(α⋆φ)φ′ . Note that (α⋆)T
and J(α⋆)TJ act on different parts of the tensor product; explicitly (α⋆)T = (α⋆) ⊗ 1 and
J(α⋆)TJ = 1⊗ (α⋆). More explicitly, we have
Jβ = β¯ , (60)
and
(α⋆)Tβ = α⋆ β ,
J(α⋆)TJβ = β ⋆ α¯ , (61)
where we have extended the results for ρφφ′ to a generic β ∈ K˜, and utilized some alge-
braic properties of the star product, including α ⋆ β = β¯ ⋆ α¯. A pure state is then repre-
sented by |ρφ] ≡ |φφ] and we have [ρψ|ρφ] = Tr[ρψρφ] = |〈ψ|φ〉|2; hence |ρφ] is normalized.
The expectation value [ρφ |(α⋆)T | ρφ] for a pure state is the same as on K, i.e. equal to
〈φ|αˆ|φ〉 and Tr[αρφ]; and for a mixed state [ρ |(α⋆)T | ρ] = Tr[αρ]. Transition probabilities
are given by [ρψ |(α⋆)TJ(α⋆)TJ | ρφ] = |〈ψ|αˆφ〉|2 = (Tr[αρψφ])2. Note that |ρ] ∈ D˜ always
gives |(α⋆)TJ(α⋆)TJ | ρ] ∈ D˜. Observables on D˜ are to be taken from those within the (α⋆)T
and J(α⋆)TJ set. Other vectors outside D˜ and operators on K˜ beyond this collection are
not of much interest.
As K˜ is essentially the space of Hilbert-Schmidt operators on K, the classical picture
from the contraction limit of the latter as a representation of the Heisenberg-Weylsymmetry
obviously maintains the basic notion of the Hilbert space as L2(Π) to be coordinated by the
classical phase space variables (pc, xc), though a renormalization may again be necessary to
trace them from the explicit original quantum α(⋆). The original D˜ is really the real span of
ρa for the coherent state basis; hence it becomes the real span of the delta functions in the
classical limit. That is to say, the set of classical ‘density matrices’ fills the whole real part
of L2(Π). Formally, D˜c is simply the real part of K˜c. We can see further that (α⋆)T → Mα
and J(α⋆)TJ →Mα¯. More features of the classical picture obtained will be seen in Sec. VII
below, where we discuss the description of dynamics.
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V. DESCRIPTION OF QUANTUM SYMMETRIES AND TIME EVOLUTION
The description of the quantum symmetries in connection with the WWGM formalism
has been well presented in Ref.[18], from which we summarize the basic features and give
explicit details for applications to our framework with particular emphasis on the elements
of the relativity symmetry. Hermitian operators, as physical observables, play the role of
the symmetry generators giving rise to a group of unitary flow on the Hilbert space(s), as
well as an isomorphic group of automorphisms on the set of pure state density operators.
Here we only focus on K and the matching set of ρφ, while extending from the latter to all
of D˜ ∈ K˜ in the language of the Tomita representation.
Firstly, we have on K symmetries as the group of unitary and antiunitary operators
factored by its closed center of phase transformations. The isomorphic automorphism group
Aut(P) of the set P of ρφ is characterized by the subgroup of the group of real unitary
transformations O(K˜R) compatible with the star product, i.e. µ ∈ Aut(P) satisfies
µ(α ⋆ β) = µ(α) ⋆ µ(β) (62)
[or µ(α⋆β⋆) = µ(α)⋆ µ(β)⋆]. K˜R is the real subspace of the Hilbert space of Hilbert-Schmidt
operators. Symmetry groups represented as subgroups of Aut(P) can be considered. For a
star-unitary transformation U⋆ on wavefunctions φ ∈ K, we have a real unitary operator on
K˜R
U˜⋆α⋆ = µ(α)⋆ = U⋆⋆ α ⋆ U¯⋆ . (63)
We write a generic one parameter group of such a (star-)unitary transformation in terms
of real parameter s as U⋆(s)⋆ = e
−is
2
Gs⋆ with Gs⋆ as the generator. Note that the factor 2 is
put in the place of h¯, consistent with our choice of units 7. For time translation, as a unitary
transformation on K, we have the Schro¨dinger equation of motion
2i
d
dt
φ = Gt⋆ φ . (64)
In the Tomita representation picture, the unitary transformation U⋆(s)⋆ on K gives a cor-
responding unitary transformation on K˜ as the Hilbert space of square kets, which are here
7 For readers who find the factor of 2 difficult to appreciate, our results below in the next section – especially
with the symmetry description in terms of the rescaled parameters in the usual units with an explicit h¯
– should make the full picture more transparent.
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simply elements in L2(Π), given by [16]
U˜⋆(s) = U⋆(s)JU⋆(s)J = e
−is
2
[
(Gs⋆)T−J(Gs⋆)T J
]
. (65)
From Eq.(61), one can see that this is just a fancy restatement of Eq.(63) above, with now
an explicit form of U˜⋆(s) as an operator in terms of the real generator function Gs(p, x).
Consider the generator G˜s as defined by U˜⋆(s) = e
−is
2
G˜s , we have
G˜sρ ≡ G˜s |ρ] =
[
(Gs⋆)T − J(Gs⋆)TJ
] |ρ] = Gs⋆ ρ− ρ ⋆Gs = {Gs, ρ}⋆ , (66)
where {·, ·}⋆ is the star product commutator, i.e. the Moyal bracket. Hence, with ρ(s) =
U˜⋆(s)ρ(s = 0),
d
ds
ρ(s) =
1
2i
{Gs, ρ(s)}⋆ . (67)
The result is of course to be expected. When applied to the time translation as a unitary
transformation, it gives exactly the Liouville equation of motion for a density matrix as the
Schro¨dinger equation for the latter taken as a state in D˜ with Hamiltonian operator κ˜ = G˜t.
Gs(p
i, xi)⋆ = Gs(pi⋆, xi⋆) = Gs(Pˆ
L
i , Xˆ
L
i ) is the operator that represents the (real) element
Gs(Pi, Xi) in the algebra of observables as well asK. G˜s = {Gs, ·}⋆ then represents the algebra
element on K˜. It is interesting to note that by introducing the notation GˆLs ≡ Gs(pi, xi)⋆
as a left action, we have a corresponding right action GˆRs given by Gˆ
R
s α = α ⋆Gs with
G˜s = Gˆ
L
s − GˆRs . The explicit expression for the GˆRs action follows from
XˆRi = xi − i∂pi ,
PˆRi = pi + i∂xi . (68)
These operators match to the right-invariant vector fields of the Heisenberg-Weyl group as
XˆL and PˆL corresponds to the left-invariant ones. When Gs(p, x) is an order one or two
polynomial in the variables, which covers the cases of interest here, G˜s has a very simple
explicit form. Another important feature to note is that G˜s determines Gs(p, x) only up to an
additive constant. This is a consequence of the fact that the density matrix ρφ is insensitive
to the phase of the pure state φ. Constant functions in the observable algebra correspond
to multiples of Iˆ on H which generates pure phase transformations, i.e. Gθ(p, x) = 1 and
G˜s = 0.
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Let us focus first on the observables x⋆ and p⋆ as symmetry generators on K, and look
at the corresponding transformations on D˜. From Eq.(8),
U⋆(x)⋆ φ(p
′, x′) = e
−ix
2
(−p⋆)φ(p′, x′) = φ
(
p′, x′ +
x
2
)
eixp
′
,
U⋆(p)⋆ φ(p
′, x′) = e
−ip
2
(x⋆)φ(p′, x′) = φ
(
p′ +
p
2
, x′
)
e−ipx
′
, (69)
giving, in terms of explicit xi and pi parameters,
G−xi⋆ = pi⋆ , p˜i = G˜−xi = 2i∂xi ,
Gpi⋆ = xi⋆ , x˜i = G˜pi = 2i∂pi . (70)
The factors of 2 in the translations U⋆(x)⋆ and U⋆(p)⋆ may look somewhat suspicious at
first sight. They are actually related to the fact that the arguments of the wavefunction
correspond to half the expectation values, due to our coherent state labeling. Thus, we
find that x⋆ and p⋆ generate translations of the expectation values, which is certainly the
right feature to have. To better appreciate these results, one can also think about a sort
of ‘Heisenberg picture’ for the symmetry transformations as translations of the observables
instead of states giving the same transformations of the expectation values. One can see
that the differential operators play an important role as operators on K˜. We can consider
the set of xi, pi x˜i and p˜i as the fundamental set of operators – functions of which essentially
describe the full algebra of observables – versus the case on K for which the set is given only
by xi⋆ and pi⋆. Note that the only nonzero commutators among the set are given by
[xi, p˜j ] = [pi, x˜j ] = −2iδij . (71)
The similar fundamental set of operators was long ago introduced within the Koopman-von
Neumann formulation [19]. We see here the analogous structure in the quantum setting.
For a generic α(pi, xi), the function itself (i.e. the simple multiplicative action Mα), αˆ
L, αˆR,
and α˜ are all operators to be considered on K˜, though only two among the four are linearly
independent.
Consider Gωij = (xipj − xjpi). We have
Gωij⋆ = (xipj − ixi∂xj + ipj∂pi + ∂xj∂pi)− (i↔ j) ,
G˜ωij = −2i(xi∂xj − pj∂pi)− (i↔ j) . (72)
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with the explicit action
U⋆(ω
ij)⋆ φ(p′, x′) = e
−iωij
2
(G
ωij
⋆)φ(p′, x′) =
〈
p′, x
∣∣∣e−iωij2 Ĝωij ∣∣∣φ〉 = φ(e iωij2 Ĝωij [p, x]) , (73)
where Ĝωij = XˆiPˆj − XˆjPˆi is the angular momentum operator on the Hilbert space H and
e
iωij
2
Ĝ
ωij [p, x] (no sum over the i, j indices). This corresponds to the coset space action [12],
i.e. a rotation about the k-th direction of both the p and x as three dimensional vectors 8.
Together with the Gxi and G−pi (and Gθ) parts, we have the full set of operators from the
generators of the HR(3) subgroup of the U(1) extended Galilean symmetry with the time
translation taken out. This portion of the ten generators Gs, is of course a commutative
set. The set of GLs = Gs⋆ represents the symmetry on K, and constitute a subalgebra of the
algebra of physical observables. We can easily see that the GRs set does the same as a right
action. A GLs always commutes with a G
R
s′ since, in general, [αˆ
L, γˆR] = 0. Explicitly, we have
[GL/R
ωij
, GL/R
ωhk
] = ±2i(δjkGL/Rωih − δjhGL/Rωik + δihGL/Rωjk − δikGL/Rωjh) ,
[GL/R
ωij
, GL/R−xk ] = ±2i(δjkGL/R−xi − δikGL/R−xj ) ,
[GL/R
ωij
, GL/R
pk
] = ±2i(δjkGL/Rpi − δikGL/Rpj ) ,
[GL/R
pi
, GL/R−xj ] = ±2iδijGL/Rθ
[GL/R
pi
, GL/R
pj
] = [GL/R−xi , G
L/R
−xj ] = 0 , (74)
and GL/Rθ = 1 commutes with all other generators. Note that the factors of 2 are really taking
the place of h¯ because of the choice of units. The upper and lower signs correspond to the
GLs and G
R
s results, respectively. For the G˜s set, we can see that the set of commutators is
same as that of GLs with however the vanishing G˜θ giving a vanishing [G˜pi, G˜−xj ]. As a result,
we can also see the G˜s set without G˜θ as giving the symmetry without the central extension,
8 Note that Ĝωij carries the units of h¯, which are taken as 2. Hence, for the dimensionless parameter ω
ij ,
iωij
2 Ĝωij with 2 standing in for h¯, is the right dimensionless rotation operator. A rotation on the p or x
vector corresponds to the same rotation on 2p or 2x as the expectation values.
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similar to the classical case. Besides, we have
[Gωij , G˜ωhk ] = 2i(δjkGωih − δjhGωik + δihGωjk − δikGωjh) ,
[Gωij , G˜−xk ] = −2i(δjkG−xi − δikG−xj ) ,
[Gωij , G˜pk ] = −2i(δjkGpi − δikGpj) ,
[G˜ωij , G−xk ] = −2i(δjkG−xi − δikG−xj ) ,
[G˜ωij , Gpk ] = −2i(δjkGpi − δikGpj) ,
[Gpi, G˜−xj ] = −[G−xi , G˜pj ] = 2iδij ,
[Gpi, G˜pj ] = [G−xi, G˜−xj ] = 0 . (75)
The time translation generator GL/Rt , needed to complete the above set of ten G
L/R
s into
the full extended Galilean symmetry, is given by Gt =
pipi
2m
where m is the particle mass.
One can see that GL/Rt commutes with each generator, except for having
9
[GL/R
pi
, GL/Rt ] = ±
2i
m
GL/R−xi . (76)
Similarly, we have G˜t =
−2i
m
pi∂xi giving [G˜pi, G˜t] =
2i
m
G˜−xi . A generic Hamiltonian for a
particle would have Gt = κ to be given with an extra additive part as the potential energy
υ(p, x) = υ(x). It is also of some interest to illustrate explicitly the Heisenberg equation of
motion in considerations of evolution, both in K and K˜. For the time dependent operator
α(p, x; t)⋆, on K we have d
dt
α⋆ = 1
2i
[α⋆, κ⋆], while for α(p, x; t) on K˜ we have
d
dt
α⋆ =
1
2i
[α⋆, κ˜] =
1
2i
(αˆLκˆL − αˆLκˆR − κˆLαˆL + κˆRαˆL) = 1
2i
[α⋆, κ⋆] , (77)
where κ˜ ≡ κˆL− κˆR = G˜t; hence, we arrive at the same equation as that on K. This equation
can simply be written as
d
dt
α =
1
2i
{α, κ}⋆ . (78)
Taking κ˜ = −2i
m
pi∂xi + υ˜ explicitly and applying this to the observables x
i and pi, we have
d
dt
α =
pi
m
∂xiα−
∑
n odd
in−1
n!
(∂npiα)∂
n
xiυ . (79)
υ with vanishing third derivatives, or α with ∂npiα = 0, provide particularly important
examples of the equation α being xi and pi. The equation reduces to a form exactly the
same as the one for α, and κ, as if it is a classical observable.
9 The usual presentation of the symmetry uses the Galilean boost generators Ki in place of Xi, which
corresponds to GL/R
pi
here. We have Ki be matched to mG
L/R
pi
.
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VI. TO THE RELATIVITY SYMMETRY AT THE CLASSICAL LIMIT
We have presented the formulation of the classical limit of quantum mechanics from
the perspective of a contraction of the relativity symmetry, and the corresponding repre-
sentations, in Ref.[12] within the Hilbert space picture on H and K. In Sec.II above, we
have presented a formulation within the WWGM setting, focusing on the key part of the
Heisenberg-Weyl subgroup. We are now going to push that to the full relativity symmetry.
Taking the full extended Galilean symmetry with abstract generators Xi, Pi, Jij, H and I
as represented on K by the set of eleven Gs⋆ (= GLs ) above, the contraction is to be given by
Xci =
√
h¯
k
Xi, P
c
i =
√
h¯
k
Pi, J
c
ij =
h¯
2
Jij , H
c = h¯
2
H , and Ic = I taken to the k →∞ limit. Note
that setting k = 1 gives the usual commutator set with an explicit h¯ (in the place of the
factor 2), which can be considered as having the generators in the usual, classical system
of units. Again, we take the contraction of the representation(s), with xc and pc standing
in for x and p. As the whole algebra of α(p, x)⋆ reduces to the Poisson algebra α(pc, xc)
of classical observables α(pc, xc), all of the Gs(p, x)⋆ yield the Gs(p
c, xc), which all commute
among themselves. The noncommutative observable algebra for the Hilbert space of pure
states K, upon the symmetry contraction, reduces to a commutative algebra as a result of
the reduction of K to the simple sum of one-dimensional subspaces of each coherent state
[12]. Each α(pc, xc) is diagonal on the resulting Hilbert space of pure states, which contains
only the delta functions. How do we recover the noncommutative relativity symmetry at the
classical level then, either on the observable algebra or in the Koopman-von Neumann for-
mulation? The answer is to be found from the Tomita representation picture of the Hilbert
space K˜. The Koopman Hilbert space essentially comes from K˜.
Take the set of G˜s, we have
G˜cωij =
h¯
2
G˜ωij = −ih¯(xci∂xjc − pcj∂pic − xcj∂xic + pci∂pjc) ,
G˜ct =
h¯
2
G˜t =
−ih¯
m
pi∂xi =
−ih¯
m
pci∂xci , (80)
and again G˜cθ = G˜θ = 0. These results are independent of the contraction parameter k; in
fact, they are independent of p
pc
= x
xc
. The unitary operators can be written as
U˜⋆(ω) = e
−i
h¯
ωijG˜cω , U˜⋆(t) = e
−i
h¯
tG˜ct .
Similarly, if we take G˜cp =
√
h¯
k
G˜p =
2ih¯
k2
∂pc and G˜
c
−x =
√
h¯
k
G˜−x = 2ih¯k2 ∂xc (we drop the spatial
index in x and p for simplicity, similarly for ω above), the results vanish in the k →∞ limit.
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This seems to create a problem, however, we are not interested in the operators generating
translations in p and x. We should be looking at translations in pc and xc, i.e. rewriting
U˜⋆(p) and U˜⋆(x) as U˜⋆(p
c) and U˜⋆(x
c). Introducing generators G˜cpc and G˜
c
−xc satisfying
e
−i
h¯
pcG˜cp = U˜⋆(p
c) = e
−ip
2
G˜p , e
−i
h¯
(−xc)G˜c
−x = U˜⋆(x
c) = e
ix
2
G˜−x ,
we can see that
G˜pc = ih¯∂pc , G˜−xc = ih¯∂xc , (81)
which are again independent of p
pc
= x
xc
, and therefore independent of k. Note that G˜pc and
G˜xc are exactly the invariant vector fields of the manifold of (p
c, xc, θ) corresponding to the
contracted symmetry from the Heisenberg-Weyl group. To summarize, we have the set of
G˜cω, G˜
c
t , G˜
c
pc , G˜
c
−xc , and G˜
c
θ giving the commutators exactly as the as the old set of G˜ω, G˜t, G˜p,
G˜−x, and G˜θ, with the factors of 2 all replaced by h¯. With G˜θ taken out, the rest constitute
a representation of the contracted Galilean symmetry without the U(1) central extension,
which at the abstract Lie algebra level is trivialized and decoupled from the rest.
Next, take the multiplicative operators Gc
ωij
= xcip
c
j − xcjpci , Gct = p
c
ip
ic
m
, Gcpc = x
c, and
Gc−xc = p
c. We have the formal relation
Gcωij =
h¯
k2
Gωij , G
c
t =
h¯
k2
Gt ,
Gcpc =
√
h¯
k
Gp , G
c
−xc =
√
h¯
k
G−x . (82)
The commutator results for the classical operators with the G˜csc ( with ω
c = ω and tc = t)
set above correspond again to results in Eq.(75) with 2 replaced h¯. Thus, we recover the full
algebraic structure introduced in Ref.[19] for the Koopman-von Neumann classical setting.
VII. TO THE KOOPMAN-VON NEUMANN CLASSICAL DYNAMICS
Finally, we check the explicit dynamical description obtained for the classic setting, fo-
cusing especially on the Koopman-von Neumann formulation. The Schro¨dinger equation,
Heisenberg equation, and Liouville equation are to be cast in the following forms in the
contraction limit
ih¯
d
dt
φ(pc, xc; t) =
k2
2
κc(pc, xc)⋆c φ(pc, xc; t)→∞ , (83)
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ddt
α(pc, xc; t) =
k2
2ih¯
{α(pc, xc; t), κc(pc, xc)}⋆c → {κc(pc, xc), α(pc, xc; t)} , (84)
d
dt
ρ(pc, xc; t) =
k2
2ih¯
{κc(pc, xc), ρ(pc, xc; t)}⋆c → {ρ(pc, xc; t), κc(pc, xc)} , (85)
with the classical (antisymmetric) Poisson bracket {·, ·} of classical phase space coordinates
(pc, xc). So, the Schro¨dinger equation on the Hilbert space of pure state fails to make
sense at the contraction limit, while the Heisenberg equation and the Liouville equation
give the correct classical results. The problem of the Schro¨dinger equation is not beyond
one expectations. The Hilbert space of pure states, as an irreducible unitary representation,
collapses to the simple sum of one-dimensional subspaces of the coherent states, so there is no
continuous evolution to described on it any more. Recall that the Heisenberg equation can be
seen as one on K˜, and hence it survives. Moreover, the Liouville equation is the Schro¨dinger
equation on K˜. The reducible representation is on the Hilbert space K˜ containing all the
states – pure or mixed – and therefore it is not at all bothered by the fact that most of the
pure quantum states become mixed states in the classical limit. Furthermore, note that the
(classical) Liouville equation is insensitive to the rescaling/renormalization of ρ to ρc, and
similarly for the classical equation of motion going from α to αc.
In the Koopman-von Neumann formulation, a classical wavefunction φc is to be intro-
duced with ρc ≡ |φc|2 for each ρc. Each φc describes a mixed state in general, as does ρc.
The Koopman-von Neumann Hilbert space is one of a reducible representation, A Koopman-
Schro¨dinger equation for φc relating to the classical Liouville equation d
dt
ρc = {ρc, κc} can
be written then as
ih¯
d
dt
φc = κcφc . (86)
One can rewrite the classical equation of motion in the Koopman-Heisenberg form [9] as
∂
∂t
Mα =M{κc,α} = [Xκc ,Mα] , (87)
where Xκ=
[
∂κ
∂pci
∂
∂xic
− ∂κ
∂xic
∂
∂pci
]
is the (classical) Hamiltonian vector field, which gives
Mα(t) = e
it(−iXκc )Mα e−it(−iXκ
c ) = etXκcMαe
−tXκc . (88)
Recall that the multiplicative operator Mα = α is just the classical limit of the α⋆ [cf.
Eq(30)]; hence it is a simple multiplication with α(pc, xc) on the classical Hilbert space
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L2(Π). Taking a closer look, we see that the solution to the equation of motion (84) before
taking k →∞ can be written as
α(t)⋆c = e
k2
2h¯
it(κc⋆c)[α(0)⋆c]e−
k2
2h¯
it(κc⋆c) . (89)
This equation is nothing other than the α(t)⋆ solution to the original Heisenberg equation
of (78) written in terms of the rescaled classical variables. Expanding Eq.(53) and keeping
only the first two terms, we have
U⋆(t) = e
− k2
2h¯
it(κc⋆c) → e− k
2
2h¯
it(κc− 2ih¯
k2
Xcκ) = e−
ik2t
2h¯
κc e−tX
c
κ . (90)
This result is obviously consistent with Eq.(88), as the first exponential factor simply cancels
itself out. The classical limit is taken as the k →∞ limit, but the dynamics is determined by
the noncommutative part of the star product; therefore it is determined by the first nontrivial
term in the expansion, which is also the dominating real term. For the Schro¨dinger picture
considerations, however, one would keep only the dominating first term. The limit U⋆(t)
is then consistent with the limiting Schro¨dinger equation, but both involve the diverging
k2 factor. Again, the quantum Schro¨dinger equation is an equation of motion for the pure
states the classical limit, and there do not form a connected set in the reduced Hilbert
space (except formally at the zero magnitude point). The Koopman-Schro¨dinger equation is
exactly given by putting k2 = 2 back into the limiting Schro¨dinger equation for the diverging
k.
The solution to the Koopman-Schro¨dinger equation is given in terms of the Koopman-
Schro¨dinger flow UKS(t) = e
−it
h¯
Gκ in Ref. [9] with the generator Gκ given by
Gκ =Mκ +Mϑ(κ) − ih¯Xκ . (91)
The first two terms contribute a change of a complex phase for φc with no effect in the
Heisenberg picture. The last term, and thus the whole set of UKS(t), gives the Koopman-
Heisenberg equation we obtained above, as well as a time translation of (the magnitude
of) φc in the Schro¨dinger picture. The Mϑ(κ) part is responsible for the geometric phase
[20], a notion which requires formulating states, quantum or classical, as sections of a U(1)
principal bundle or a Hermitian line bundle [20, 21] for its description. Mϑ(α)− ih¯Xα is
really a covariant derivative (ϑ a connection form) associated to the function α(pc, xc) which
guarantees G{α,β} = ih¯[Gα,Gβ], i.e. the operators Gα form a representation of same Lie algebra
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as the Poisson algebra. Adopting the canonical trivialization of the U(1) bundle over Π,
coordinated by pci -dx
ic as a Ka¨hler manifold with a Euclidean metric on (dϑ = dxic ∧ dpci
is the symplectic form) 10, Gα can be taken as acting on the wavefunction φc ∈ L2(Π) with
ϑ(α)=−1
2
[
pci
∂κ
∂pci
+ xci
∂κ
∂xci
]
[22]. It would be interesting to see a full U(1) bundle formulation
of the WWGM formalism and its contraction limit, which is however beyond the scope of
this article.
VIII. CONCLUDING REMARKS
We have explicitly presented a version of the WWGM formalism for quantum mechan-
ics, which we propose as the most natural prescription connecting, on the one hand the
formalism most familiar to a general physicist (the one based on a Hilbert space of wave-
functions) and, on the other hand, the abstract mathematical algebraic formalism related to
noncommutative geometry. On the (pure state) Hilbert space K of wavefunctions φ(pi, xi)
from the canonical coherent state basis, the observable algebra as a functional algebra of
the Pi and Xi operators C(Pi, Xi) can be seen as both the operator (functional) algebra
C(pi⋆, xi⋆) as well as C(pi, xi) with a deformed, star product; α(pi⋆, xi⋆)φ = α(pi, xi)⋆ φ.
We advocate the former picture and the important notion that the algebra is essentially an
irreducible (cyclic) representation of the group (C∗-)algebra from the relativity symmetry
within which the Hilbert space is a representation for the group. The modern mathemat-
ics of noncommutative geometry [23, 24] essentially says that the noncommutative algebra
C(pi⋆, xi⋆) is to be seen as an algebra of continuous functions of a geometric/topological
space with the six noncommutative coordinates pi⋆ and xi⋆, and coordinates are of course
the basic observables in terms of which all other observables can be constructed. C(pi⋆, xi⋆)
as a C∗-algebra corresponds to the set of compact operators on K is a Moyal subalgebra of
IB(K) as given by M′ (which is a W ∗-algebra). The mathematics also offers another geo-
metric object as a kind of dual object to the C∗-algebra, namely the space of pure states ωφ
[25], which is equivalent to the (projective) Hilbert space (of K) [26]. The projective Hilbert
space is the infinite-dimensional Ka¨hler manifold CP∞ [7, 27], with a set of ‘six times ∞’
10 The metric is essentially the restriction of the Fubini-Study metric on the quantum phase space (the
projective Hilbert space) as the Ka¨hler manifold CP∞ to the coherent state submanifold [7]. It is hence
totally compatible with the quantum description.
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homogeneous coordinates. One key purpose of the article is to help a general physicist to
appreciate such a perspective. Of course such an algebraic-geometric perspective also works
perfectly well with Newtonian physics for which the observable algebra is commutative and
contains functions of the classical phase space coordinates. We illustrate here also how that
classical limit is retrieved from the quantum one.
This geometric notion is usually considered as only about the quantum phase space. Ac-
tually, the standard description of quantum mechanics breaks the conceptual connection
between the phase space, the configuration space, and physical space itself in classical me-
chanics – physical space is the configuration space (all possible positions) of a free particle,
or of the center of mass as a degree of freedom for a closed system of particles; the configura-
tion space is sort of like half the phase space, with the other half being the momentum space
of conjugate variables. However, from both the noncommutative geometry picture and the
CP
∞ picture (for a single quantum particle) discussed above, it certainly looks like it does
not have to be the case. In particular, CP∞ is a symplectic manifold and the Schro¨dinger
equation is an infinite set of Hamiltonian equations of motion with the configuration and
conjugate momentum variables taken as, say, the real and imaginary parts of φ(pi, xi) at
each (pi, xi) (or those of 〈φ|an〉 for any set |an〉 of orthonormal basis). In Ref.[12], we have
constructed a quantum model of physical space, or the position/configuration space of a
particle, along parallel lines of the coherent state phase space construction as a represen-
tation of the relativity symmetry. Moreover, we showed that the model reduces back to
the Newtonian model as the classical limit formulated as a relativity symmetry contraction
limit. Part of the analysis in the current article was motivated by the idea of illustrating
the solid dynamical picture underlying that framework.
The quantum physical space obtained in Ref.[12] is actually a Hilbert space equivalent
to that of the phase space. The key reason is that for the quantum relativity symmetry
G˜(3) as the U(1) central extension of the classical Galilean symmetry G(3), phase space
representations are generally irreducible while in the classical case they may be reduced to a
sum of the position/configuration space and the momentum space ones. The central charge
generator, as the Xi-Pi commutator generates, a complex phase rotation in relation to the
natural complex structure in Xi + iPi with the complex coordinates φ(pi, xi) mixing the
position/configuration coordinates with the momentum coordinates, the division of which
would otherwise be respected by the other relativity symmetry transformations.
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The explicit analysis in Ref.[12] focused only on the HR(3) subgroup with the time trans-
lation generator taken out, which is good enough for the mostly kinematical considerations
there. Along these lines, we put strong emphasis on the (relativity) symmetry group as the
starting point. The observable algebra is essentially the group (C∗) algebra or an irreducible
representation of it. Actually, we focus only on the Heisenberg-Weyl subgroup H(3), and
take into consideration the full relativity symmetry G˜(3) only as unitary transformation
on the Hilbert space and as automorphisms on the observable algebra. All of this works
very well because the relevant (e.g. spin zero) representation of the G˜(3) group algebra is
contained in C(pi⋆, xi⋆). This is a natural parallel to the Hilbert space of pure states as
an representation of H(3) and HR(3) (or G˜(3)). This is more or less the physical statement
that (orbital) angular momentum and Hamiltonian variables/operators are to be written in
terms of the position and momentum ones. It is really a consequence of the structure of
G˜(3) with the string of invariant subgroups
U(1) ≺ H(3) ≺ HR(3) ≺ G˜(3) ,
giving the following semidirect product structures:
G˜(3) = H(3)×≀(SO(3)× T ) ,
where T denotes the one parameter group of time translations. The other relativity trans-
formations act on H(3) as outer automorphisms and on its group algebra as inner auto-
morphisms. Again, the Hilbert space as a group representation naturally sits inside the
representation of the group algebra with the natural (noncommutative, algebraic) multi-
plicative actions of the latter as the operator actions.
It is also interesting that while the rotational symmetry SO(3) is naturally to be in-
cluded in the mathematical picture of even just the H(3) symmetry, the Galilean time
translation is not. Moreover, we have no problem describing the transformations generated
by any real/Hermitian Hamiltonian function κ(pi, xi) or operator κ(pi, xi)⋆ as unitary trans-
formations on the Hilbert space and automorphisms of the observable algebra, just like any
Hamiltonian flow on a symplectic manifold. But then there is no reason to single out the
parameter of a particular Hamiltonian flow as physical time and the generator of physical
energy. We may have to look for a more natural relativity symmetry framework in order to
truly understood time, for example with Lorentz symmetry incorporated. For the current
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authors, we are particularly interested in using the relativity symmetry as the basic key
mathematical structure, and plan on pushing forward for models of quantum spacetime and
its related dynamics on the deep microscopic scale based on the idea of relativity symmetry
deformation/stabilization [28].
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