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Abstract
This paper discusses the irreducibility and geometric ergodicity of the Hamiltonian
Monte Carlo (HMC) algorithm. We consider cases where the number of steps of the
symplectic integrator is either fixed or random. Under mild conditions on the potential
U associated with target distribution pi, we first show that the Markov kernel associated
to the HMC algorithm is irreducible and recurrent. Under more stringent conditions,
we then establish that the Markov kernel is Harris recurrent. Finally, we provide
verifiable conditions on U under which the HMC sampler is geometrically ergodic. We
compare our assumptions with those recently presented in [15] and [5].
1 Introduction
We consider in this paper the Hamiltonian Monte Carlo (HMC), a Metropolis-Hastings
algorithm designed to sample target probability density pi on Rd. This method was first
proposed by [8] in computational physics. It has later been introduced in the statistics
community in the early paper of [20] and quickly gained popularity; see for example [14,
chapter 9], [21] and [12]. The most attractive feature of the HMC algorithm is to allow
the possibility of generating proposals - obtained by integrating a system of Hamiltonian
equations - that are far away from the current position but still having a high probability
of being accepted. The HMC algorithm therefore offer promise for eliminating the ran-
dom walk behavior of most classical Monte Carlo algorithms. The distance between the
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current state and the proposal is controlled by length of the time interval along which the
Hamiltonian equations are integrated; see [14, chapter 9] and [26].
HMC algorithms have achieved many empirical successes. Recently, the theory on HMC
have been addressed by many authors ; see [6, 28, 27, 3, 15]. An in depth discussion of the
HMC method and a survey of the existing results are given in [4].
Consider a target probability density pi on Rd with respect to the Lebesgue measure,
defined for all q ∈ Rd by
pi(q) = e−U(q)
/∫
Rd
e−U(q˜)dq˜ , (1)
where U : Rd → R is a continuously differentiable function. Note that this representation
implies that the density is nonzero everywhere (this can be relaxed; see [21, Section 5.5.1]).
The properties of Hamiltonian dynamics have been discussed in numerous papers. We
provide here only a brief outlook mainly aimed at introducing the notations and the essence
of the main ideas. We refer the interested readers to the monograph [13] and the surveys
given in [14, Chapter 9], [21], [3] and [4]. The key idea behind HMC is to exploit the
measure-preserving properties of Hamiltonian flow over an extended phase space. For
simplicity, we restrict our study to the phase space R2d. Hamiltonian dynamics describes
the evolution of a physical system which consists in the position q ∈ Rd and the momentum
p ∈ Rd. The total energy of the system is given by the Hamiltonian function H defined for
(q, p) ∈ Rd × Rd by
H(q, p) = U(q) + ‖p‖2 /2 , (2)
which is the sum of a potential energy U : Rd → R, a function solely of the position, and
the kinetic energy p 7→ ‖p‖2 /2 (note that other choices of kinetic energy have proposed
recently, see e.g. [16] and [17]). The system then evolves in time (q(t), p(t))t≥0 according
to Hamilton’s equations on Rd × Rd,
d
dt
[
q(t)
p(t)
]
= J−1∇H(q(t), p(t)) ,
where J =
[
0d×d − Idd×d
Idd×d 0d×d
]
, ∇H(q, p) =
[
∇U(q)
p
]
.
(3)
We denote by (ϕt)t≥0 the differential flow associated to the system (3). For each t ∈ R,
ϕt : R2d → R2d is the map that associates to each (p0, q0) the value at time t of the (unique)
solution of (3) that takes the value (p0, q0) at time t = 0. We shall assume hereafter that
ϕt(p0, q0) is defined for any (p0, q0) ∈ R2d and t ∈ R.
A mapping Φ : R2d → R2d is said to be symplectic if, at each point (p, q) ∈ R2d,
JΦ(p, q)TJJΦ(p, q) = J , where JΦ(p, q) denotes the 2d × 2d Jacobian of Φ. Note that
in particular, symplectic transformations are volume preserving on R2d. An important
property of Hamiltonian systems (3) is that, for each t ∈ R, ϕt is a symplectic mapping;
see [4, Theorem 2.1].
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Another important property of Hamiltonian flow is the conservation of energy. Since
J−1 is skew-symmetric, for any solution (q(t), p(t)) of (3)
d
dtH(q(t), p(t)) = ∇H(q(t), p(t))
TJ−1∇H(q(t), p(t)) = 0.
Then, the value of the Hamiltonian function is preserved by the flow of the corresponding
Hamiltonian system, H ◦ ϕt = H for each t ∈ R.
Denote by S the momentum flip involution, S(q, p) = (q,−p), (q, p) ∈ R2d. A mapping
Φ : R2d → R2d is said to be reversible with respect to S (or S-reversible for short) if
S ◦ Φ = Φ−1 ◦ S. If the mapping Φ is differentiable, the S-reversibility implies that
|det JΦ(S ◦ Φ)| = | det JΦ|−1, where JΦ is the Jacobian of Φ. By uniqueness of solutions
of (3), for all t ∈ R, the flow ϕt is a S-reversible mapping. More precisely, if (q0, p0) is the
initial state and (q(t), p(t)) = ϕt(q0, p0) is the state of the system after t units of times,
then
ϕt(q(t),−p(t)) = ϕt(S ◦ ϕt(q0, p0) = (q0,−p0) = S(q0, p0) .
Consider the extended target distribution with density given for any (q, p) ∈ R2d by
p˜i(q, p) = Z−1 exp(−H(q, p)) , Z =
∫
R2d
exp(−H(q, p))dqdp . (4)
Since the flow ϕt preserves the oriented volumes and the Hamiltonian, the probability
measure with density p˜i is preserved by the flow ϕt, for each t ∈ R and A ∈ B(R2d) (the
Borel sets of R2d), p˜i(ϕt(A)) = p˜i(A) where, with a slight abuse in notations, p˜i(A) =∫
R2d 1A (q, p) p˜i(q, p)dqdp.
For the Hamiltonian function (2), the density p˜i may be factorized
exp(−H(q, p)) = exp(−U(q)) exp(−‖p‖2 /2)
and then, under the distribution p˜i, the position q and the momentum p are independent,
the marginal distribution of the position has a probability density function proportional to
the target distribution (1) and the momentum p is Gaussian with zero mean and identity
covariance matrix.
In most cases, it is not possible to compute explicitly the solutions of (3); discretization
must be used instead. A crucial point in the construction of HMC sampler is that sym-
plectiness and S-reversibility can be preserved exactly by discretization, provided that we
use a symplectic integrator like the Störmer-Verlet (referred to as leap-frog) integrator. The
Hamiltonian is not exactly preserved in the discretization, but it is expected that a sensible
integrator conserves this quantity at least "approximately". Given a time step h ∈ R∗+ and
a number of iterations T ∈ N∗, the Störmer-Verlet integrator proceeds as follows: starting
from an initial point (q0, p0) ∈ Rd × Rd, T leap frog steps are performed, where for each
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` ∈ {0, . . . , T − 1} the `-th leap frog step is defined as
p`+1/2 = p` − (h/2)∇U(q`)
q`+1 = q` + hp`+1/2
p`+1 = p`+1/2 − (h/2)∇U(q`+1) .
The sequence (q`, p`)`∈{0,...,T} is an approximation of the solution of (3) at times {`h : ` ∈
{0, . . . , T}} started at (q0, p0). This sequence defines a discrete dynamical system given for
` ∈ {0, . . . , T − 1} by
(q`+1, p`+1) = Ψ(1)h/2 ◦Ψ
(2)
h ◦Ψ(1)h/2(q`, p`) = Φ
(1)
h (q`, p`) ,
where for each t ∈ R+, Ψ(1)t ,Ψ(2)t : R2d → R2d are given for all (q, p) ∈ R2d by
Ψ(1)t (q, p) = (q, p− t∇U(q)) , Ψ(2)t (q, p) = (q + tp, p)
These mappings in molecular dynamics are called the kick (the system stays in its current
configuration and the momentum is incremented by action of the force∇U(q)) and the drift
(the position q advances at constant speed while the momentum p remains constant). One
iteration of the Störmer-Verlet formula comprises two kicks of duration h/2 separated by
a drift of duration h. Define the sequence of iterates {Φ◦(`)h : Rd×Rd → Rd×Rd : ` ∈ N∗}
for ` ≥ 1 by induction
Φ◦(`+1)h = Φ
◦(`)
h ◦ Φ◦(1)h , (5)
Set for all ` ≥ 1,
Φ˜◦(`)h = proj ◦ Φ◦(`)h , (6)
where proj : Rd×Rd → Rd is the projection on the first d coordinates, for all (q, p) ∈ Rd×Rd,
proj(q, p) = q. Thus, with our notation for all ` ∈ {1, . . . , T}, (q`, p`) = Φ◦(`)h (q0, p0) and
q` = Φ˜◦(`)h (q0, p0)
Because each inner step in the leap-frog step are shear transformations of the phase
variable (only the position or the momentum are updated by a quantity that depends only
on the variable that do not change), it is clear that this transformation is volume preserving
(the Jacobian of each individual transformation is equal to 1). Each inner leap frog step
due of its symmetry is also S-reversible: starting from (q`+1,−p`+1), applying the leap-frog
step forward and then negating the momentum variable again, we obtain again (q`, p`).
We now have all the background required to describe the HMC algorithm, which is a
special instance of Metropolis-Hastings algorithm aimed at sampling the target distribution
pi. It is similar to most classical MCMC algorithm in that we propose a new point based
on the current position and then either accept or reject it. Denote by (Qk, Pk) the value
of the position and momentum at the k-th iteration of the algorithm. Each iteration
of the algorithm may be decomposed into two steps, which are constructed to leave the
4
extended distribution p˜i invariant; see [21], [11] and [4, Theorem 5.2]. In the first step,
we draw Gk+1 from the d-dimensional normal distribution with zero mean and identity
covariance matrix, independent of {(Qj , Pj)}kj=0. In the second step, we set the initial
conditions (Qk, Gk+1) and compute the position and the momentum after T leapfrog steps.
This move is accepted with probability αH
{
(Qk, Gk+1),Φ◦(T )h (Qk, Gk+1)
}
where for all
(q, p) ∈ Rd × Rd, (q˜, p˜) ∈ Rd × Rd by
αH {(q, p), (q˜, p˜)} = min [1, exp (H(q, p)−H(q˜, p˜))] . (7)
It is easily seen that p˜i is invariant with respect to p˜i (see [11]). Since p˜i (4) is invariant
with respect to the Markov kernel defined by the HMC algorithm on the extended state
space Rd×Rd, it naturally implies that pi is a stationary distribution for the Markov chain
(Qk)k≥0, which is the process which we are interested in. The number of steps T is either
a deterministic quantity or a random variable independent of the current state. If the
number of steps T = 1, then the algorithm reduces to the Metropolis Adjusted Langevin
Algorithm (MALA).
Despite many recent advances, theoretical properties of the HMC algorithm are still
not completely understood. This paper addresses two important issues in the analysis of
HMC algorithm: irreducibility and geometric ergodicity.
Irreducibility plays an essential role in the theory of Markov chains. In particular, it
implies uniqueness of a invariant distribution. The classical approach to derive irreducibil-
ity of Hastings-Metropolis algorithms on Rd, outlined for example in [18] [24], is to use that
the proposal distribution admits a (sufficiently regular) transition density with respect to
the Lebesgue measure. For HMC, this condition does not necessarily hold. HMC has been
shown to be irreducible in [7] in the case where the state space is compact and the potential
is twice continuously differentiable. In [15], under appropriate conditions, irreducibility is
shown for a version of HMC where the number of leap-frog steps T is random, independent
of the proposal, and such that T = 1 with positive probability. Under such assumption,
irreducibility of HMC boils down to irreducibility of MALA which has been established in
[23]. In this paper, we establish the irreducibility of the HMC algorithm under a general
tail condition of the target density which significantly relaxes the condition of [7] and [15].
This result follows from a general irreducibility result for iterative Markov models (derived
under conditions which are weaker than the ones reported in the literature) which we be-
lieve to be of independent interest; see Section 4. Our main tool to establish irreducibility
is the degree theory for continuous maps [22].
In a second part, we establish the geometric ergodicity of the HMC sampler under the
assumptions that the potential U is homogeneous outside a ball (or is a perturbation of an
homogeneous function) and that the level sets are convex. Our assumptions imply that the
proposal kernel of HMC satisfies an ‘inwards acceptance’ property [23], which is essential
to show that HMC (and MALA) is geometrically ergodic.
Our results complement the recent paper [15]. This paper provides a variety of con-
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ditions under which the HMC algorithm is not geometrically ergodic. It establishes the
geometric ergodicity under the abstract ’inwards acceptance’ property for which we provide
verifiable sufficient conditions.
In [5], a variant of HMC, referred to as the Randomized Hamiltonian Monte Carlo
(RHMC), is analyzed. This method is associated with a continuous-time Markov process
for which p˜i given by (4) is invariant [5, Proposition 3.1]. However, sampling such a process
requires the exact Hamiltonian flow (and hence exact integration of the Hamilton dynamics
(3)). The use of the Hamiltonian flow allows to by-pass the acceptance-rejection step and
makes the analysis easier. By-passing the discretization step nevertheless reduces the
applicability of the results, since direct integration of the Hamiltonian flow is most of the
time not an option. We numerically show on a simple example that the conditions given
by [5] which imply geometric ergodicity of RHMC are not sufficient in the case of HMC.
The paper is organized as follows. In Section 2, conditions upon which the HMC
kernel, associated with (Qk)k∈N, is irreducible, recurrent and Harris-recurrent are given.
In Section 3, conditions under which the HMC kernel is V -uniformly geometrically ergodic
are developed and discussed. Some general irreducibility results which are of independent
interest, are stated in Section 4. The proofs are gathered in Section 5.
Notations
Denote by R+ and R∗+, the set of non-negative and positive real numbers respectively.
Denote by In the identity matrix. Denote by ‖·‖ the Euclidean norm on Rd. Denote by
B(Rd) the Borel σ-field of Rd, F(Rd) the set of all Borel measurable functions on Rd and for
f ∈ F(Rd), ‖f‖∞ = supx∈Rd |f(x)|. Denote by Leb the Lebesgue-measure on Rd. For µ a
probability measure on (Rd,B(Rd)) and f ∈ F(Rd) a µ-integrable function, denote by µ(f)
the integral of f w.r.t. µ. For f ∈ F(Rd), set ‖f‖∞ = supx∈Rd |f(x)|. Let V : Rd → [1,∞)
be a measurable function. For f ∈ F(Rd), the V -norm of f is given by ‖f‖V = ‖f/V ‖∞.
For two probability measures µ and ν on (Rd,B(Rd)), the V -total variation distance of µ
and ν is defined as
‖µ− ν‖V = sup
f∈F(Rd),‖f‖V ≤1
∣∣∣∣∫
Rd
f(x)dµ(x)−
∫
Rd
f(x)dν(x)
∣∣∣∣
If V ≡ 1, then ‖ · ‖V is the total variation denoted by ‖ · ‖TV. For all x ∈ Rd and M > 0,
we denote by B(x,M), the ball centered at x of radius M . Let M be a d×m-matrix, then
denote by MT and det(M) (in the case m = d) the transpose and the determinant of M
respectively. Let k ≥ 1. Denote by (Rd)⊗k the kth tensor power of Rd, for all x ∈ Rd, y ∈ R`,
x ⊗ y ∈ (Rd)⊗2 the tensor product of x and y, and x⊗k ∈ (Rd)⊗k the kth tensor power of
x. For all x1, . . . , xk ∈ Rd, set ‖x1 ⊗ · · · ⊗ xk‖ = supi∈{1,...,k} ‖xi‖. We let L((Rd)⊗k,R`)
stand for the set of linear maps from (Rn)⊗k to R` and for L ∈ L((Rd)⊗k,R`), we denote
by ‖L‖ the operator norm of L. Let f : Rd → R` be a Lipschitz function, namely there
exists C ≥ 0 such that for all x, y ∈ Rd, ‖f(x)− f(y)‖ ≤ C ‖x− y‖. Then we denote
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‖f‖Lip = inf{‖f(x)− f(y)‖ / ‖x− y‖ | x, y ∈ Rd, x 6= y}. Let k ≥ 0 and U be an open
subset of Rd. Denote by Ck(U,R`) the set of all k times continuously differentiable funtions
from U to R`. Let Φ ∈ Ck(U,R`). Write JΦ for the Jacobian matrix of Φ ∈ C1(Rd,R`),
and DkΦ : U → L((Rd)⊗k,R`) for the kth differential of Φ ∈ Ck(Rd,R`). For smooth
enough functions f : Rd → R, denote by ∇f and ∇2f the gradient and the Hessian of
f respectively. Let A ⊂ Rd. We write A,A◦ and ∂A for the closure, the interior and the
boundary of A, respectively. For any n1, n2 ∈ N, n1 > n2, we take the convention that∑n1
k=n2 = 0.
2 Ergodicity of the HMC algorithm
For h > 0 and T ∈ N∗, consider the Markov kernel Ph,T associated with the Markov chain
of the HMC algorithm (Qk)k∈N, given for all q ∈ Rd and A ∈ B(Rd) by
Ph,T (q,A) =
∫
Rd
1A
(
Φ˜◦(T )h (q, p˜)
)
αH
{
(q, p˜),Φ◦(T )h (q, p˜)
} e−‖p˜‖2/2
(2pi)d/2
dp˜
+ δq(A)
∫
Rd
[
1− αH
{
(q, p˜),Φ◦(T )h (q, p˜)
}] e−‖p˜‖2/2
(2pi)d/2
dp˜ , (8)
where Φ˜◦(T )h , Φ
◦(T )
h and αH are defined by (5)-(6) and (7) respectively. In this Section, we
establish conditions upon which the Markov kernel Ph,T is irreducible or (Harris) recurrent.
For β ∈ [0, 1], we consider the following assumption on the potential U .
A1 (β). U is continuously differentiable and
(i) there exists L1 > 0 such that for all q, x ∈ Rd,
‖∇U(q)−∇U(x)‖ ≤ L1 ‖q − x‖ .
(ii) there exists M1 ≥ 0 such that for all q ∈ Rd,
‖∇U(q)‖ ≤ M1
{
1 + ‖q‖β
}
.
Before going further, we need to briefly recall some definitions pertaining to Markov
chains. Let P be a Markov kernel on (Rd,B(Rd)). Let n be an integer and µ be a nontrivial
measure on B(Rd). A set C ∈ B(Rd) is called a (n, µ)-small set for P if for all x ∈ C and
A ∈ B(Rd), Pn(x,A) ≥ µ(A). A set A ∈ B(Rd) is said to be accessible for P if for all
x ∈ Rd, ∑∞i=1 Pi(x,A) > 0. A non-trivial σ-finite measure µ is an irreducibility measure of
P if and only if any set A ∈ B(Rd) satisfying µ(A) > 0 is accessible. The Markov kernel P
is said to be irreducible if it admits an accessible small set or equivalently an irreducibility
measure (in [19], our notion of irreducibility is referred to as φ-irreducibility, where φ is
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an irreducibility measure; here irreducibility therefore means φ-irreducibility). P is said
to be a T-kernel is there exists a kernel T on Rd × B(Rd) and a sequence of non-negative
numbers (ai)i∈N∗ satisfying
∑+∞
i=1 ai = 1, such that (i) for any x ∈ Rd, T(x,Rd) > 0; (ii) for
any A ∈ B(Rd), x 7→ T(x,A) is lower semi-continuous; (iii) for any x ∈ Rd, A ∈ B(Rd),∑+∞
i=1 aiPi(x,A) ≥ T(x,A). T is referred to as a continuous component of P.
Let (Xn)n≥0 be the canonical chain associated with P defined on the canonical space
(Ω,F , (Px, x ∈ Rd)). A set A ∈ B(Rd) is said to be recurrent if for all x ∈ A, Ex[NA] = +∞
where NA =
∑+∞
i=0 1A(Xi) is the number of visits to A. The set A is Harris recurrent if for
any x ∈ A, Px(NA = +∞) = 1. The Markov kernel P is said to be Harris recurrent if all
accessible sets are Harris recurrent. In this case, for all x ∈ Rd, and all accessible sets A,
Px(NA = +∞) = 1.
Define ϑ1 : R+ → R+, for any s ∈ R+ by
ϑ1(s) = 1 + s/2 + s2/4 . (9)
Theorem 1. Assume A1(β) for some β ∈ [0, 1] and that U is twice continuously differen-
tiable. Then, for all T ∈ N∗, and h > 0 satisfying[
{1 + hL1/21 ϑ1(hL1/21 )}T − 1
]
< 1 , (10)
and q ∈ Rd, there exists a C1(Rd,Rd)-diffeomorphism q˜ 7→ Ψ¯(T )h (q, q˜) such that for any
p ∈ Rd,
if qT = Φ˜◦(T )h (q, p), defined by (6), then p = Ψ¯
(T )
h (q, qT ) . (11)
Moreover,
(i) The Markov kernel Ph,T , is a T-kernel; more precisely, for any B ∈ B(Rd),
Ph,T (q,B) = Th,T (q,B) (12)
+ δq(B)(2pi)−d/2
∫
Rd
[
1− αH
{
(q, p˜),Φ◦(T )h (q, p˜)
}]
e−‖p˜‖
2/2dp˜ ,
where the kernel Th,T is a continuous component of Ph,T and is given by
Th,T (q,B) = (2pi)−d/2
∫
B
α¯H(q, q¯)e
−
∥∥∥Ψ¯(T )h (q,q¯)∥∥∥2/2DΨ¯(T )
h
(q,·)(q¯)dq¯ , (13)
setting for q, q˜ ∈ Rd, α¯H(q, q¯) = αH
{
(q, Ψ¯(T )h (q, q¯)),Φ
◦(T )
h (q, Ψ¯
(T )
h (q, q¯))
}
and DΨ¯(T )
h
(q,·)(q˜) =
|det(JΨ¯(T )
h
(q,·)(q˜))|.
(ii) The Markov kernel Ph,T is irreducible and the Lebesgue measure is an irreducibility
measure. Moreover, Ph,T is aperiodic, Harris recurrent and all the compact sets are 1-
small. Therefore, for all q ∈ Rd,
lim
n→+∞ ‖δqP
n
h,T − pi‖TV = 0 . (14)
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Proof. The proof is postponed to Section 5.1.1.
For all h > 0 and T ∈ N∗, we have {1 + hL1/21 ϑ1(hL1/21 )}T − 1 ≤ ehL
1/2
1 Tϑ1(hL
1/2
1 T ) − 1.
using that ϑ1 is nondecreasing. Then, setting S¯ = cL−1/21 where c is the unique positive
root of the equation cϑ1(c) = log(2), all T ∈ N∗ and h ∈
(
0, S¯/T
)
satisfy (10)1.
In our next result, we relax the second order differentiability condition on U , and in
the case β < 1 we even allow for arbitrary large values of the step size h and the number
of iterations T . The result is less quantitative and the proof is more involved: we use
degree theory for continuous mapping (the main notions required in the proof are recalled
in Section 4).
Theorem 2. Let h > 0 and T ∈ N∗ and assume either
(a) A1 (β) for some β ∈ [0, 1),
(b) A1 (1) and that T ∈ N∗ and h > 0 satisfy (10).
Then,
(i) the HMC kernel Ph,T defined by (8) is irreducible, aperiodic, the Lebesgue measure is
an irreducibility measure and any compact set of Rd is small.
(ii) Ph,T is recurrent and for pi-almost every q ∈ Rd, limn→+∞ ‖δqPnh,T − pi‖TV = 0.
Proof. The proof is postponed to Section 5.1.2.
To the best of the author’s knowledge, the first results regarding the irreducibility of
the HMC algorithm are established in [7] under the assumption that U and ‖∇U‖ are
bounded above. Note that these assumptions are in general satisfied only for compact
state space. Irreducibility has also been tackled in [15]: in this work however, the number
of leapfrog steps T is assumed to be random and independent of the current position and
momentum. Under this setting and additional conditions which in particular imply that
the number of leapfrog steps T is equal to 1 with positive probability, [15] shows that
the kernel associated with the HMC algorithm is irreducible. Under this condition, the
proof is a direct consequence of the irreducibility of the MALA algorithm - a mixture of
Markov kernels is irreducible as soon as one component of the mixture is irreducible; the
irreducibility of MALA kernel has been established in [23]). Finally, [5, Proposition 3.7]
shows that RHMC is irreducible under the condition that U is at least quadratic. Note that
Theorem 2 establishes irreducibility of HMC of sub-quadratic potential. However, leap-
frog integrator is not numerically stable for lighter than Gaussian target density, therefore
other kind of integrators should be used instead, see e.g. [10, Chapter VI].
1Note that conversely, if h > 0 and T ∈ N∗ satisfies (10), necessarily h ∈ (0,L−1/21 ) because for any
s > 0, ϑ1(s) ≥ 1. In addition, since elog(2)s ≤ (1 + s) for all s ∈ (0, 1), T and h satisfy hT ≤ S˜ = L−1/21 .
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Note that if β < 1, then there is no condition in Theorem 2 on the step-size for
HMC to be ergodic. This conclusion may at first glance be surprising since if pi is a d-
dimensional Gaussian distribution with covariance matrix Σ, then the step-size h has to
be chosen smaller than 2/
√
λmax, where λmax is the largest eigenvalues of Σ, which is also
the Lipschitz constant of the gradient of the associated potential. If a larger step-size h is
used, the leapfrog integrator is unstable, see e.g. [4, Example 3.4, Proposition 3.1], meaning
that the iterates of the algorithm diverge. But the Gaussian distribution satisfies A1(β)
for β = 1 strictly. We illustrate on a numerical example that under A1(β), for β < 1,
the unadjusted HMC proposal is in fact numerically stable and the HMC algorithm does
converge for a step-size h > 2/
√
L1, where L1 is the Lipschitz constant of ∇U . In this
example, we consider the potential U : R→ R given for all x ∈ R by U(x) = 2{1+ |x|2}3/4.
Then U ′(x) = 3(|x|2 + 1)−1/4x and is Lipschitz with constant L1 = 3. We then run the
unadjusted/adjusted HMC algorithm for a step-size h = 1.5 > 2/
√
L1 ≈ 1.15 and a number
of leapfrog-step T = 2. We can observe in Figure 1 the convergence of the HMC algorithm
for the test function f : q 7→ |q|2. Figure 2 illustrates that the adjusted/unadjusted HMC
are numerically stable even if h = 1.5 > 2/
√
L1 ≈ 1.15, since the gradient is sub-linear.
0 10000 20000 30000 40000 50000
Iteration
0.40
0.45
0.50
0.55
0.60
0.65
Convergence of the HMC algorithm for f(q) = q2
Figure 1: Convergence of the HMC algorithm for U(x) = 2{1 + |x|2}3/4, h = 1.5 > 2/√L1
and T = 2. The test function is f : q 7→ |q|2. The red line indicates the real value of∫
R f(q)dpi(q) estimated by numerical integration
Finally, note that our results can be easily extended to the case where the number of
steps is random. We briefly describe the main arguments to obtain such extension. Let
($i)i∈N∗ be a probability distribution on N∗ and (hi)i∈N∗ be a sequence of positive real
numbers. Define the randomized Hamiltonian kernel Ph,$ on (Rd,B(Rd)) associated with
10
0 10000 20000 30000 40000 50000
Iteration
3
2
1
0
1
2
3
Trace plot of the HMC algorithm
0 10000 20000 30000 40000 50000
Iteration
10
5
0
5
10
15
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Figure 2: Trace plots for the adjusted (a) / unadjusted (b) HMC algorithm for U(x) =
2{1 + |x|2}3/4, h = 1.5 > 2/√L1 and T = 2.
($i)i∈N∗ and (hi)i∈N∗ by
Ph,$ =
∑
i∈N∗
$iPhi,i . (15)
We denote by supp($) = {i ∈ N∗ : ωi 6= 0} the support of the distribution $.
Corollary 3. Let β ∈ [0, 1] and assume A1(β). Let ($i)i∈N∗ be a probability distribu-
tion on N∗, (hi)i∈N∗ be a sequence of positive real numbers, and Ph,$ be the randomized
Hamiltonian kernel associated with ($i)i∈N∗ and (hi)i∈N∗.
(a) Assume that U is twice continuously and there exists i ∈ N∗ such that [{1+hiL1/21 ϑ1(hiL1/21 )}i−
1] < 1 and $i > 0 where ϑ1 is given by (9). Then the conclusions of Theorem 1-(ii)
hold for Ph,$ .
(b) If β ∈ [0, 1), then the conclusions of Theorem 2-(a) hold for Ph,$ .
(c) If β = 1 and there exists i ∈ supp($) such that [{1 + hiL1/21 ϑ1(hiL1/21 )}i − 1] < 1,
then the conclusions of Theorem 2-(b) hold for Ph,$ .
Proof. (a) follows from Theorem 1 and Proposition 26. (b) and (c) are straightforward
applications of Theorem 2.
3 Geometric ergodicity of HMC
In this section, we give conditions on the potential U which imply that the HMC kernel
(6) converges geometrically fast to its invariant distribution. Let V : Rd → [1,+∞) be a
measurable function and P be a Markov kernel on (Rd,B(Rd)). The Markov kernel P is
said to be V -uniformly geometrically ergodic if P admits an invariant probability pi and
there exists ρ ∈ [0, 1) and ς ≥ 0 such that for all q ∈ Rd and k ∈ N∗,
‖Pk(q, ·)− pi‖V ≤ ςρkV (q) .
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By [19, Theorem 16.0.1], if P is aperiodic, irreducible and satisfies a Foster-Lyapunov drift
condition, i.e. there exists a small set C for P, λ ∈ [0, 1) and b < +∞ such that for all
q ∈ Rd,
PV ≤ λV + b1C , (16)
then P is V -uniformly geometrically ergodic. If a function V : Rd → [1,∞) satisfies
(16), then V is said to be a Foster-Lyapunov function for P. We first give an elemen-
tary condition to establish the V -uniform geometric ergodicity for a class of generalized
Metropolis-Hastings kernels which includes HMC kernels as a particular example.
Let K be a proposal kernel on (Rd,B(R2d)) and α : R3d → [0, 1] be an acceptance
probability, assumed to be Borel measurable. Consider the Markov kernel P on (Rd,B(Rd))
defined for all q ∈ Rd and A ∈ B(Rd) by
P(q,A) =
∫
R2d
1A(proj(z))α(q, z)K(q,dz) + δq(A)
∫
R2d
{1− α(q, z)}K(q,dz) , (17)
where proj : Rd × Rd → Rd is the canonical projection onto the first d components. For
h ∈ R∗+ and T ∈ N∗, Ph,T corresponds to P with K and α given for all q, p, x ∈ Rd and
B ∈ B(R2d) respectively by
Kh,T (q,B) = (2pi)−d/2
∫
Rd
1B
(
Φ˜◦(T )h (q, p˜), p˜
)
e−‖p˜‖
2/2dp˜ , (18)
α˜H(q, (q˜, p˜)) =
αH
{
(q, p˜),Φ◦(T )h (q, p˜)
}
, if q˜ = Φ˜◦(T )h (q, p˜) ,
0 otherwise ,
(19)
where Φ◦(T )h , Φ˜
◦(T )
h and αH are defined in (5), (6) and (7), respectively. Let V : Rd →
[1,+∞) be a norm-like function, i.e. a measurable function such that for all M ∈ R+, the
level sets
{
q ∈ Rd : V (q) ≤M
}
are compact. Note that if V is norm-like, for anyM ∈ R+,{
q ∈ Rd : V (q) ≤M
}c
is non-empty. The function V naturally extends on R2d by setting
for all (q, p) ∈ R2d, V (q, p) = V (q). For all q ∈ Rd, define:
R(q) =
{
z ∈ R2d , α(q, z) < 1
}
, B(q) =
{
z ∈ R2d , V (proj(z)) ≤ V (q)
}
. (20)
The set R(q) is the potential rejection region. Our next result gives a condition on K and
α which implies that if V is a Foster-Lyapunov function for K then P satisfies a Foster-
Lyapunov drift condition as well. This result is inspired by [23, Theorem 4.1], which is
used to show the V -uniform geometric ergodicity of the MALA algorithm.
Proposition 4. Let V : Rd → [1,+∞) be a norm-like function. Assume moreover that
there exist λ ∈ [0, 1) and b ∈ R+ such that
KV ≤ λV + b . (21)
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and
lim
M→+∞
sup
{q∈Rd : V (q)≥M}
K(q,R(q) ∩B(q)) = 0 . (22)
Then there exist λ˜ ∈ [0, 1) and b˜ ∈ R+ such that PV ≤ λ˜V + b˜ where P is given by (17).
Proof. The proof is postponed to Section 5.2.1.
We show below that under appropriate conditions, the proposal kernel Kh,T and the
acceptance probability α˜H given by (18) and (19) satisfy the conditions of Proposition 4
which imply that the HMC kernel Ph,T is V -uniformly geometrically ergodic. Form ∈ (1, 2],
consider the following assumption:
A2 (m). There exist A1 ∈ R∗+ and A2 ∈ R such that for all q ∈ Rd,
〈∇U(q), q〉 ≥ A1 ‖q‖m −A2 .
For all a ∈ R∗+ and q ∈ Rd, define
Va(q) = exp(a ‖q‖) . (23)
Proposition 5. (a) Assume A1(m− 1) and A2(m) for some m ∈ (1, 2). Then, for all
T ∈ N∗, h ∈ R∗+, and a ∈ R∗+, there exist λ ∈ [0, 1) and b ∈ R+ such that
Kh,TVa ≤ λVa + b . (24)
(b) Assume A1(1) and A2(2). Let S¯ > 0 be such that Θ(S) < A1 for any S ∈
(
0, S¯
]
,
where
Θ(s) = 2L1/21 ϑ2(s){eL
1/2
1 sϑ1(L
1/2
1 s) − 1} (25)
+ 6s2
(
M21 + L1ϑ22(s){eL
1/2
1 sϑ1(L
1/2
1 s) − 1}2
)
.
Then, for all a ∈ R∗+, T ∈ N∗ and h ∈
(
0, S¯/T
]
, there exist λ ∈ [0, 1) and b ∈ R+
which satisfy (24).
Proof. The proof is postponed to Section 5.2.2
We now derive sufficient conditions under which the condition (22) of Proposition 4 is
satisfied.
A3 (m). (i) U ∈ C3(Rd) and there exists A3 ∈ R∗+ such that for all q ∈ Rd and k = 2, 3:∥∥∥DkU(q)∥∥∥ ≤ A3 {1 + ‖q‖}m−k .
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(ii) There exist A4 ∈ R∗+ and RU ∈ R+ such that for all q ∈ Rd, ‖q‖ ≥ RU,
D2U(q) {∇U(q)⊗∇U(q)} ≥ A4 ‖q‖3m−4 .
It is easily checked that under A3, the results of Section 2 can be applied, i.e. ∇U
satisfies A1(m− 1); see Lemma 21.
Condition A2(m) and A3(m) are satisfied by power functions q 7→ c ‖q‖m. More
generally, they are satisfied by m-homogeneously quasiconvex functions with convex level
sets outside a ball and by perturbations of such functions.
We say that a function U0 is m-homogeneous quasi-convex outside a ball of radius R1
if the following conditions are satisfied:
(QC-1) for all t ≥ 1 and q ∈ Rd, ‖q‖ ≥ R1, U0(tq) = tmU0(q).
(QC-2) for all q ∈ Rd, ‖q‖ ≥ R1, the level sets {x : U0(x) ≤ U0(q)} are convex.
Proposition 6. Let m ∈ [1, 2] and R1 ∈ R+. Assume that the potential U may be decom-
posed as
U(q) = U0(q) +G(q) , q ∈ Rd, ‖q‖ ≥ R1 ,
where the functions U0, G ∈ C3(Rd) satisfy the following two conditions:
(A) U0 ism-homogeneously quasiconvex outside a ball of radius R1 and lim‖q‖→+∞ U0(q) =
∞.
(B) For k = 2, 3, lim‖q‖→+∞
∥∥∥DkG(q)∥∥∥ / ‖q‖m−k = 0.
Then U satisfies A2(m) and A3(m).
Proof. The proof is postponed to Section 5.2.3.
To show that the condition (22) of Proposition 4 is satisfied under A3(m), we rely on
the following important result which implies that the probability of accepting a move goes
to 1 as ‖q‖ → ∞.
Proposition 7. Assume A3(m) for some m ∈ (1, 2]. Let γ ∈ (0,m− 1).
(a) If m ∈ (1, 2), for all T ∈ N∗, h ∈ R∗+, there exists RH ∈ R+ such that for all
q0, p0 ∈ Rd, ‖q0‖ ≥ RH and ‖p0‖ ≤ ‖q0‖γ, H(Φ◦(T )h (q0, p0))−H(q0, p0) ≤ 0.
(b) If m = 2, there exists S¯ > 0 such that for any T ∈ N∗ and h ∈
(
0, S¯/T 3/2
]
,
there exists RH ∈ R+ satisfying for all q0, p0 ∈ Rd, ‖q0‖ ≥ RH and ‖p0‖ ≤ ‖q0‖γ,
H(Φ◦(T )h (q0, p0))−H(q0, p0) ≤ 0.
Proof. The proof is postponed to Section 5.2.4.
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This result means that far in the tail the HMC proposal are "inward". We illustrate the
result of Proposition 7-(a) in Figure 3 for U given by q 7→ (‖q‖2 + δ)κ for κ = 3/4, h = 0.9
and p0 ∈ Rd, ‖p0‖ = 1. Note that this potential satisfies the condition of the proposition.
We can observe that choosing the different initial conditions q0 with increasing norm imply
that T˜ = max{k ∈ N;H(Φ◦(k)h (q0, p0))−H(q0, p0) < 0} increases as well.
0 5 10 15 20
iterations k
||q0 ||=100
0 5 10 15 20
iterations k
||q0 ||=1000
0 5 10 15 20
iterations k
||q0 ||=10000
(H(qk ,pk ))k∈
{
0,…,T
}
H(q0 ,p0 )
Figure 3: Behaviour of (H(Φ◦(k)h (q0, p0)))k∈{0,...,T} for different initial conditions q0.
However, in the case m = 2, Proposition 7-(b) only implies that the HMC proposal is
inward only if the step size h is sufficiently small with respect to the number of leapfrog
step T , i.e. is of order O(T−3/2). To relax this condition, we strengthen A3(2) by assuming
that U is a smooth perturbation of a quadratic function.
A4. There exist U˜ : Rd → R, continuously differentiable, and a positive definite matrix Σ
such that U(q) = 〈Σq, q〉 /2 + U˜(q) and there exist A5 ≥ 0 and % ∈ [1, 2) such that for any
q, x ∈ Rd,
|U˜(q)| ≤ A5(1 + ‖q‖%) , ‖∇U˜(q)‖ ≤ A5(1 + ‖q‖%−1) ,
‖∇U˜(q)−∇U˜(x)‖ ≤ A5 ‖q − x‖ .
Note that it is straightforward to check that under A4, the conditions A1(1) and A2(2)
hold.
Proposition 8. Assume A4 and let γ ∈ (0, 1). There exists a constant S¯ > 0 such that for
all T ∈ N∗, h ∈
(
0, S¯/T
]
, there exists RH ∈ R+ such that for all q0, p0 ∈ Rd, ‖q0‖ ≥ RH
and ‖p0‖ ≤ ‖q0‖γ, H(Φ◦(T )h (q0, p0))−H(q0, p0) ≤ 0.
Proof. The proof is postponed to Section 5.2.5.
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We now can establish the geometric ergodicity of the HMC sampler.
Theorem 9. (a) If A2(m) and A3(m) hold for some m ∈ (1, 2), then for all a ∈ R∗+,
T ∈ N∗ and h > 0, the HMC kernel Ph,T is Va-uniformly geometrically ergodic, where
Va is defined by (23).
(b) If A2(2) and A3(2) hold, then there exists S¯ > 0 such that for all a ∈ R∗+, T ∈ N∗
and h ∈
(
0, S¯/T 3/2
)
, Ph,T is Va-uniformly geometrically ergodic.
(c) If A4 holds, then there exists S¯ > 0 (depending only on Σ and A5) such that for all
a ∈ R∗+, T ∈ N∗ and h ∈
(
0, S¯/T
)
, Ph,T is Va-uniformly geometrically ergodic.
Proof of Theorem 9. It is enough to consider (a) as the proof of (b) and (c) follows exactly
the same lines taking S¯ small enough. Proposition 5 shows that for all T ∈ N∗, h ∈ R∗+, and
a ∈ R∗+, there exist λ ∈ [0, 1) and b ∈ R+ such that the Foster-Lyapunov drift condition
Kh,TVa ≤ λVa + b is satisfied. By Proposition 7, there exists RH ≥ 0 such that for all
q ∈ Rd, ‖q‖ ≥ RH , ∫
R(q)
Kh,T (q,dz) ≤ (2pi)−d/2
∫
{‖p‖≥‖q‖γ}
e−‖p‖
2/2dp ,
for γ ∈ (0,m− 1) where R(q) =
{
z ∈ R2d : α˜H(q, z) < 1
}
(see (19)), which implies that
lim
M→+∞
sup
‖q‖≥M
∫
R(q)
Kh,T (q,dz) = 0 ,
Since Va is norm-like, Proposition 4 implies that for all T > 0 and h > 0, there exists
λ˜ and b˜ (depending upon a, h and T ) such that Ph,TVa ≤ λ˜Va + b˜. For all M ≥ 0 the
level sets {Va ≤M} are compact and hence small by Theorem 2. [1, Corollary 14.1.6] then
shows that there exists a small set C, λˇ ∈ [0, 1) and bˇ ∈ [0, 1) such that Ph,TVa ≤ λˇVa+ bˇ1C.
Since Ph,T is aperiodic, the result follows from [1, Theorem 15.2.4].
We finally consider the case where the number of leapfrog steps is a random variable
independent of the current state.
Theorem 10. (a) If A2(m) and A3(m) hold for m ∈ (1, 2), then for all probability
distributions $ = (ωi)i∈N∗ on N∗, all sequences h = (hi)i∈N∗ of positive numbers,
and a ∈ R∗+, the randomized kernel Ph,$ (15) is Va-uniformly geometrically ergodic,
where Va is defined by (23).
(b) If A2(2) and A3(2) hold, then there exists S¯ > 0 such that for all probability distribu-
tions $ = (ωi)i∈N∗ on N∗, all sequences h = (hi)i∈N∗ satisfying maxi∈supp($) i3/2hi ≤
S¯, and a ∈ R∗+, Ph,$ is Va-uniformly geometrically ergodic.
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(c) If A4 holds, then there exists S¯ > 0 (depending only on Σ and A5) such that for all
probability distributions $ = (ωi)i∈N∗ on N∗, all sequences h = (hi)i∈N∗ satisfying
maxi∈supp($) ihi ≤ S¯, and a ∈ R∗+, Ph,$ is Va-uniformly geometrically ergodic.
Proof. It is enough to consider (a) as the proofs of (b) and (c) are along the same lines. Set
a ∈ R∗+. It is established in the proof of Theorem 9 that for all i ∈ N∗ Pi,hi satisfies a Foster-
Lyapunov drift condition: there exists λˇi ∈ [0, 1) and bˇi <∞ such that Pi,hiVa ≤ λiVa+ bi,
By Corollary 3, Ph,$ is irreducible and aperiodic and all the compact sets are small. We
conclude by applying [1, Theorem 15.2.4].
Compared to [15], which establishes geometric ergodicity of the HMC kernel under an
implicit assumption on the behaviour of the acceptance rate, our conditions are directly
verifiable on the potential U .
On the other hand, our conditions are different than the one given by [5] to establish
the geometric ergodicity of the idealized randomized HMC, which assumed to exactly solve
the Hamiltonian ODE (3). These conditions are the following 1)
∫
Rd ‖q‖2 dpi(q) < +∞, 2)
there exist C1 ∈ (0, 1) and C2 > 0 such that for all q ∈ Rd
(1/2) 〈∇U(q), q〉 ≥ C1U(q) + (τ
−1C1/4)2 + τ−2C1(1− C1)/4
2(1− C1) ‖q‖
2 − C2 , (26)
where τ > 0 is the duration parameter of the RHMC algorithm. Note that these conditions
assumed that the target density is lighter than Gaussian. In comparison, our results can
be applied to sub-quadratic potentials. In addition, it can be shown that HMC is not
geometrically ergodic under (26) on the following example associated with the potential
defined by (28) below.
The main difference with the setting of [5] is that HMC has a acceptance/rejection step
and the integrated acceptance ratio
q 7→
∫
Rd
αH{(q, p),Φ◦(T )h (q, p)}e−‖p‖
2/2(2pi)−d/2dp
must not go to 0 as ‖q‖ goes to +∞. This is essentially the reason whyA3 differs from (26).
Indeed, to show that an irreducible Markov kernel P on (Rd,B(Rd)) is not geometrically
ergodic with respect to an invariant measure µ, [24, Theorem 5.1] states the following
sufficient condition
ess supq∈RdP(q, {q}) = 1 , (27)
where ess sup is taken with respect to µ. Consider then the target density pi with potential
U given for all q = (q1, q2) ∈ R2 by
U(q) = − log(e−q21−5q22 + e−5q21−q22 ) . (28)
Note that U satisfies the condition (26). On the contrary, we may show that (27) holds, and
therefore HMC is not geometrically ergodic for such a potential U . However, the detailed
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calculations are very technical and not particularly informative and we prefer to present a
numerical evidence that (27) holds. Indeed, Figure 4 displays numerical computations of
the mean acceptance ratio,
∫
R2 αH{(q, p),Φ◦(T )h (q, p)}e−‖p‖
2/2(2pi)−1dp = 1 − Ph,T (q, {q})
for q1 ∈ {200, 250, 300, 350, 400, 450, 500}, q2 ∈
[
q1 + 10−4, q1 + 2 · 10−4
]
and T = 1 which
corresponds to MALA. We can observe that the larger q1, the smaller 1 − Ph,T (q, {q}),
which illustrates that (27) holds for the HMC kernel.
Figure 4:
4 Irreducibility for a class of iterative models
In this Section we establish the irreducibility of a Markov kernel associated to a random
iterative model. These results are of independent interest. Let f : Rd × Rd → Rd and
α : Rd × Rd → [0, 1] be Borel measurable functions and φ : Rd → [0,+∞] be a probability
density with respect to the Lebesgue measure. Consider the Markov kernel K defined for
all x ∈ Rd and A ∈ B(Rd) by
K(x,A) =
∫
Rd
1A (f(x, z))α(x, z)φ(z)dz + α¯(x)δx(A) , (29)
where α¯(x) =
∫
Rd α(x, z)φ(z)dz. Define for all x ∈ Rd, fx : Rd → Rd by fx = f(x, ·).
First, we give a result from geometric measure theory together with a proof for the
reader’s convenience, which will be essential for the proof of the statements of this section.
Let U ⊂ Rd be an open set and Θ : U→ Rd be a measurable function such that there exist
y0, y˜0 ∈ Rd and M, M˜ > 0 satisfying B(y˜0, M˜) ⊂ U and
B(y0,M) ⊂ Θ(B(y˜0, M˜)) . (30)
Define the measure λΘ on (Rd,B(Rd)) by setting for any A ∈ B(Rd)
λΘ(A) def= Leb
{
Θ−1(A) ∩ B(y˜0, M˜)
}
.
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Note that λΘ is a finite measure. Therefore by the Lebesgue decomposition theorem (see
[25, Section 6.10]) there exist two measures λ(a)Θ , λ
(s)
Θ on (Rd,B(Rd)), which are absolutely
continuous and singular with respect to the Lebesgue measure on Rd respectively, such
that λΘ = λ(a)Θ + λ
(s)
Θ .
Proposition 11. Let U ⊂ Rd be open and Θ : U → Rd be a Lipschitz function satisfying
(30). For any version φΘ of the density of λ(a)Θ with respect to the Lebesgue measure on
Rd, it holds
φΘ(y) ≥ 1B(y0,M)(y) ‖Θ‖−dLip , Leb-a.e.
Proof. Denote by L = ‖Θ‖Lip. Let y ∈ B(y0,M). By (30), we may pick z ∈ B(y˜0, M˜)
such that Θ(z) = y. Let δ0 > 0 be such that B(z, δ0/L) ⊂ B(y˜0, M˜). Since Θ is Lipschitz
continuous, for all δ ∈ R∗+, Θ(B(z, δ/L) ∩ U) ⊂ B(y, δ). Hence, for all δ ∈ (0, δ0], we have
λΘ(B(y, δ)) ≥ L−d Leb(B(z, δ)) = L−d Leb(B(y, δ)) .
The claim follows from the differentiation theorem for measures, see [25, Theorem 7.14].
We can now state our main results. Let R,M ∈ R∗+ and y0 ∈ Rd. Consider the following
assumptions.
G1. φ and α are lower semicontinuous and positive on Rd and R2d respectively.
G2 (R, y0,M). (i) There exists Lf ∈ R+ such that for all x ∈ B(0, R), fx is Lf -Lipschitz,
i.e. for all z1, z2 ∈ Rd, ‖fx(z1)− fx(z2)‖ ≤ Lf ‖z1 − z2‖.
(ii) There exist y˜0 ∈ Rd and M˜ ∈ R∗+, such that for all x ∈ B(0, R), B(y0,M) ⊂
fx(B(y˜0, M˜)).
Theorem 12. Assume G1 and that there exist y0 ∈ Rd, R > 0 and M > 0 such that G
2(R, y0,M) is satisfied. Then B(0, R) is 1-small for K: for all x ∈ B(0, R) and A ∈ B(Rd),
K(x,A) ≥ L−df min(x,z)∈B(0,R)×B(y˜0,M˜)
{α(x, z)φ(z)}Leb {A ∩ B(y0,M)} ,
where (y˜0, M˜) ∈ Rd × R∗+ is defined in G2(R, y0,M).
Proof. For all x ∈ B(0, R) and A ∈ B(Rd) we get
K(x,A) =
∫
Rd
1A (f(x, z))α(x, z)φ(z)dz =
∫
Rd
1f−1x (A) (z)α(x, z)φ(z)dz
≥ min
(x,z)∈B(0,R)×B(y˜0,M˜)
{α(x, z)φ(z)}Leb
{
f−1x (A) ∩ B(y˜0, M˜)
}
.
The proof follows from Proposition 11 andG2(R, y0,M)-(i) which imply Leb
{
f−1x (A) ∩ B(y˜0, M˜)
}
≥
L−df Leb {A ∩ B(y0,M)}.
19
The following Corollary is a straightforward consequence of Theorem 12.
Corollary 13. AssumeG1 and that there exists (y0,M) ∈ Rd×R∗+ such that for all R ∈ R∗+
G 2(R, y0,M). Then K is irreducible with irreducibility measure Leb {· ∩ B(y0,M)}. In
addition, all the compact sets are 1-small.
In the next proposition, we give examples of functions f which satisfy G2.
Proposition 14. Let g a function from Rd × Rd to Rd and R ∈ R∗+. Assume that
(i) there exists Lg,R ∈ R+ such that for all z1, z2, x ∈ Rd, ‖x‖ ≤ R,
‖g(x, z1)− g(x, z2)‖ ≤ Lg,R ‖z1 − z2‖ .
(ii) there exist CR,0, CR,1 ∈ R+ such that for all x, z ∈ Rd, ‖x‖ ≤ R
‖g(x, z)‖ ≤ CR,0 + CR,1 ‖z‖
Let b ∈ R and define fg : Rd × Rd for all x, z ∈ Rd by
fg(x, z) = bz + g(x, z) .
If ‖b‖ > CR,1, then fg satisfies G2(R, 0,M) for all M ∈ R∗+ with y˜0 = 0 and
M˜ = {M + CR,0}/(‖b‖ − CR,1) . (31)
We preface the proof by recalling some basic notions of degree theory. Let D be a
bounded open set of Rd. Let f : D → Rd be a continuous function on D continuously
differentiable on D. An element x ∈ D is said to be a regular point of f if the Jacobian
matrix of f at x, Jf (x), is invertible. An element y ∈ f(D) is said to be a regular value of
f if any x ∈ f−1({y}) is a regular point.
Let f : D → Rd be a continuous function, C∞-smooth on D. Let y ∈ Rd \ f(∂D) be a
regular value of f . It is shown in [22, Proposition and Definition 1.1] that the set f−1({y})
is finite. The degree of f at y is defined by
deg(f,D, y) =
∑
x∈f−1({y})
sign {det (Jf (x))} .
Proposition 15 ([22, Proposition and Definition 2.1]). Let f : D → Rd be a continuous
function and y ∈ Rd \ f(∂D).
(a) Then there exists g ∈ C(D,Rd) ∩ C∞(D,Rd) such that y is a regular value of g and
supx∈D |f(x)− g(x)| < dist(y, f(∂D)).
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(b) For all functions g1, g2 : D→ Rd satisfying (a),
deg(g1,D, y) = deg(g2,D, y) .
Under the assumptions of Proposition 15, the degree of f at y is then defined for any
g : D→ Rd satisfying (a) by
deg(f,D, y) = deg(g,D, y) .
Proposition 16 ([22, Proposition 2.4]). Let f, g : D→ Rd be continuous functions. Define
H : [0, 1] × Rd → Rd for all t ∈ [0, 1] and x ∈ Rd by H(t, x) = tf(x) + (1 − t)g(x). Let
y ∈ Rd \H([0, 1]× ∂D). Then
deg(f,D, y) = deg(g,D, y) .
We have now all the necessary results to prove Proposition 14.
Proof of Proposition 14. Since fg(x, z) = bz + g(x, z) and g(x, ·) is Lipschitz with a Lip-
schitz constant which is uniformly bounded over the ball B(0, R), fgx is Lipschitz with
bounded Lipschitz constant over this ball. Hence G2(R, 0,M)-(i) holds.
For all x ∈ Rd, denote by fgx : z 7→ fg(x, z) where fg(x, z) = bz+ g(x, z). Let M ∈ R∗+.
We show that for all x ∈ B(0, R), B(0,M) ⊂ fgx(B(0, M˜)), where M˜ is given by (31), which
is precisely G2(R, 0,M)-(ii).
Let x ∈ B(0, R) and consider the continuous homotopy Hg : [0, 1] × Rd between the
functions z 7→ bz and fgx defined for all t ∈ [0, 1] and z ∈ Rd by
Hg(t, z) = tbz + (1− t)fgx(z) = bz + (1− t)g(x, z) .
Then by (ii), since |b| ≥ CR,1, for all t ∈ [0, 1] and z 6∈ B(0, M˜), where M˜ is given by (31),
|Hg(t, z)| ≥ |bz| − (1− t) {CR,0 + CR,1 |z|} ≥M .
In particular, we have Hg([0, 1] × ∂ B(0, M˜)) ⊂ Rd \ B(0,M). Let z ∈ B(0,M), then by
Proposition 16 we have
deg(fgx ,B(0, M˜), z) = deg(b Id,B(0, M˜), z) = 1 .
Besides, by [22, Corollary 2.5, Chapter IV], deg(fgx ,B(0, M˜), z) 6= 0 implies that there
exists y ∈ B(0, M˜) such that fgx(y) = z. Finally G2(R, 0,M)-(ii) follows since this result
holds for all z ∈ B(0,M).
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5 Proofs
In the sequel, C ≥ 0 is a constant which can change from line to line but does not depend
on h. Let h > 0 and T ∈ N∗. Note that a simple induction (see [15, Proposition 4.2])
implies that for all (q0, p0) ∈ Rd × Rd and k ∈ {1, . . . T}, the kth iteration of the leap-frog
integration, (qk, pk) = Φ◦(k)h (q, p), where Φ
◦(k)
h is defined by (5), takes the form
qk = q0 + khp0 − kh
2
2 ∇U(q0)− h
2Ξh,k(q0, p0) (32)
pk = p0 − h2
{
∇U(q0) +∇U ◦ Φ˜◦(k)h (q0, p0)
}
− h
k−1∑
i=1
∇U ◦ Φ˜◦(i)h (q0, p0) , (33)
where Ξh,k : Rd × Rd → Rd is given for all (q, p) ∈ Rd × Rd by
Ξh,k(q, p) =
k−1∑
i=1
(k − i)∇U ◦ Φ˜◦(i)h (q, p) . (34)
We prefaces the proofs of our main results by useful bounds on the position and the
momentum in the intermediate steps of the leap-frog integration.
Lemma 17. Assume A1(β)-(i). Then, for any k ∈ N∗, h ≥ 0, (q0, p0) ∈ R2d and (x0, v0) ∈
R2d,
‖qk − xk‖+ L−1/21 ‖pk − vk‖
≤
{
1 + hL1/21 ϑ1(hL
1/2
1 )
}k {‖q0 − x0‖+ L−1/21 ‖p0 − v0‖} ,
where (qk, pk) = Φ◦(k)h (q0, p0), (xk, vk) = Φ
◦(k)
h (x0, v0) and Φ
◦(k)
h and ϑ1 are defined by (5)
and (9), respectively.
Proof. Note that it is sufficient to show the result for k = 1 and to apply a straightforward
induction. Let h > 0, (q0, p0) ∈ R2d and (x0, v0) ∈ R2d. Using (32), the triangle inequality
and A1(β)-(i), we first obtain
‖q1 − x1‖ =
∥∥∥q0 − h2∇U(q0)/2 + hp0 − {x0 − h2/2∇U(x0) + hv0}∥∥∥
≤ (1 + h2L1/2) ‖q0 − x0‖+ h ‖p0 − v0‖ . (35)
Second, similarly using (33), we have that
‖p1 − v1‖ (36)
= ‖p0 − v0 − (h/2) {∇U(q1) +∇U(q0)}+ (h/2) {∇U(x1) +∇U(x0)}‖
≤ ‖p0 − v0‖+ (hL1/2) {‖x1 − q1‖+ ‖x0 − q0‖}
≤
(
1 + h2L1/2
)
‖p0 − v0‖+ hL1(1 + h2L1/4) ‖q0 − x0‖ ,
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where we have used (35) for the last inequality. Summing up (35) and (36), we get the
desired result for k = 1.
Lemma 18. Let β ∈ [0, 1] and assume A1(β)-(ii).
(i) For any h0 > 0, T ∈ N∗, there exists C <∞ (which depends only on T, h0 and M1)
such that for all h ∈ (0, h0], (q0, p0) ∈ Rd × Rd and k ∈ {1, . . . , T}
‖qk − q0‖ ≤ Ch
{
‖p0‖+ h(1 + ‖q0‖β)
}
(37)
‖pk − p0‖ ≤ Ch
{
1 + ‖p0‖β + ‖q0‖β
}
, (38)
where (qk, pk) = Φ◦kh (q0, p0) and Φ◦kh is defined by (5).
(ii) If in addition A1(β)-(i) holds, for any k ∈ N∗, h > 0, (q0, p0) ∈ R2d,
‖qk − q0‖+ L−1/21 ‖pk − p0‖ ≤ (L1/21 ϑ1(hL1/21 ))−1
×
{
(1 + hL1/21 ϑ1(hL
1/2
1 ))k+1 − 1
}{
ϑ2(h)(‖q0‖β + 1) + ϑ3(h) ‖p0‖
}
,
where ϑ1 is defined by (9) and
ϑ2(h) = M1/L1/21 + M1h/2 + L
1/2
1 M1h2/4 , (39)
ϑ3(h) = 1 + L1/21 h/2 .
Proof. (i) Let T ∈ N∗ and h0 > 0. We prove by induction that for all k ∈ {1, . . . , T}
there exists Ck ≥ 0 (which depends only on T, h0 and M1) such that for all h ∈ (0, h0] and
(q0, p0) ∈ Rd × Rd
‖qk − q0‖ ≤ Ckh
{
‖p0‖+ h(1 + ‖q0‖β)
}
‖pk − p0‖ ≤ Ckh
{
1 + ‖p0‖β + ‖q0‖β
}
.
(40)
where (qk, pk) = Φ◦kh (q0, p0). Let h ∈ (0, h0] and (q0, p0) ∈ Rd × Rd. The case k = 1 is
immediate by A1(β)-(ii) and (32). Let k ∈ {1, · · · , T −1} and assume that the inequalities
hold for all i ∈ {1, . . . , k}. Then by (32) and A1(β)-(ii), we get
‖qk+1 − q0‖ ≤ (k + 1)h ‖p0‖+ k + 12 h
2M1
{
1 + ‖q0‖β
}
(41)
+ h2M1
k∑
i=1
(k + 1− i)
{
1 + ‖qi‖β
}
.
By the induction hypothesis and using that t 7→ tβ is sub-additive on R+ and tβ ≤ 1 + t
for t ∈ R+, we get for all i ∈ {1, · · · , k},
‖qi‖β ≤ ‖q0‖β + ‖qi − q0‖β ≤ 1 + ‖q0‖β + Cih
{
‖p0‖+ h(1 + ‖q0‖β)
}
,
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Plugging this inequality in (41) conclude the proof of (40). Consider now (38). Since by
definition pk+1 = pk−(h/2){∇U(qk)+∇U(qk+1)}, using the triangle inequality, A1(β)-(ii),
(40) to bound ‖qk‖ and ‖qk+1‖, and the induction hypothesis, we get that there exist some
constants Ck+1,1, Ck+1,2 which only depend on T, h0 and M1 such that
‖pk+1 − p0‖ ≤ ‖pk − p0‖+ (h/2){‖∇U(qk)‖+ ‖∇U(qk+1)‖}
≤ Ck+1,1h
{
1 + ‖p0‖β + ‖q0‖β
}
+ (M1h/2)
{
2 + ‖qk‖β + ‖qk+1‖β
}
≤ Ck+1,1h
{
1 + ‖p0‖β + ‖q0‖β
}
+ (Ck+1,2h/2)
{
1 + ‖q0‖β + ‖p0‖β
}
.
Therefore, (40) is satisfied which concludes the induction and the proof.
(ii) Let k ∈ N, h > 0 and (q0, p0) ∈ R2d. Using (32), the triangle inequality and A1(β),
we have
‖qk+1 − q0‖ =
∥∥∥qk − q0 − (h2/2)∇U(qk) + hpk∥∥∥ (42)
≤ (1 + h2L1/2) ‖qk − q0‖+ (h2M1/2)(‖q0‖β + 1) + h ‖pk − p0‖+ h ‖p0‖ .
Second, similarly using (33), we get that
‖pk+1 − p0‖ ≤ ‖pk − p0 + (h/2) {∇U(qk+1) +∇U(qk)}‖
≤ ‖pk − p0‖+ (hL1/2) {‖qk+1 − q0‖+ ‖qk − q0‖}+ hM1
{
‖q0‖β + 1
}
≤ ‖pk − p0‖+ hM1
{
‖q0‖β + 1
}
+ (hL1/2) {+h ‖pk − p0‖+ h ‖p0‖}
+ (hL1/2)
{
(2 + L1h2/2) ‖qk − q0‖+ (h2M1/2)(‖q0‖β + 1)
}
. (43)
where we have used (42) for the last inequality. Summing up (42) and (43) and using the
definition (9) of ϑ1(h), we get that, setting Ak = ‖qk − q0‖+ L−1/21 ‖pk − p0‖,
Ak+1 ≤ (1 + hL1/21 ϑ1(hL1/21 ))Ak + h
{
ϑ2(h)(‖q0‖β + 1) + ϑ3(h) ‖p0‖
}
.
By a straightforward induction, we obtain that
Ak+1 ≤
k+1∑
i=1
[
(1 + hL1/21 ϑ1(hL
1/2
1 ))k+1−ih
{
ϑ2(h)(‖q0‖β + 1) + ϑ3(h) ‖p0‖
}]
,
which completes the proof of (ii).
Lemma 19. Let β ∈ [0, 1] and assume A1(β). Then for any T ∈ N∗, h > 0,
sup
(q,p,v)∈R3d
{‖Ξh,T (q, p)− Ξh,T (q, v)‖ / ‖p− v‖} (44)
≤ (T/h)
{
(1 + hL1/21 ϑ1(hL
1/2
1 ))T − 1
}
,
24
where Ξh,T and ϑ1 are defined by (34) and (9) respectively. In addition, for any q ∈ Rd,
‖Ξh,T (q, 0)‖ ≤ (T/h){(1 + hL1/21 ϑ1(hL1/21 ))T − 1}ϑ2(h)(‖q‖β + 1) + T 2 ‖∇U(q)‖ , (45)
where ϑ2 is defined in (39).
Proof. By Lemma 17, for any i ∈ N∗, we get
sup
(q,p,v)∈R3d
{
‖Φ˜◦(i)h (q, p)− Φ˜◦(i)h (q, v)‖/ ‖p− v‖
}
≤ L−1/21 Ai
where A = (1 + hL1/21 ϑ1(hL
1/2
1 )). Therefore by definition of Ξh,T (34) and using A1(β),
for any h > 0, T ∈ N∗, we get that
sup
(q,p,v)∈R3d
{‖Ξh,T (q, p)− Ξh,T (q, v)‖ / ‖p− v‖}
≤ L1
T−1∑
k=1
(T − i) sup
(q,p,v)∈R3d
{
‖Φ˜◦(i)h (q, p)− Φ˜◦(i)h (q, v)‖/ ‖p− v‖
}
≤ T
[
AT − 1
]
/(hϑ1(L1/21 h))
showing (44) since ϑ1(hL1/21 ) ≥ 1.
We now consider (45). By (34), A1(β)-(i) and Lemma 18-(ii), we have that for any
q ∈ Rd,
‖Ξh,T (q, 0)‖ ≤
T−1∑
i=1
(T − i)
∥∥∥∇U ◦ Φ˜◦(i)h (q, 0)−∇U(q)∥∥∥+ T 2 ‖∇U(q)‖
≤ TL1
T−1∑
i=1
∥∥∥Φ˜◦(i)h (q, 0)− q∥∥∥+ T 2 ‖∇U(q)‖
≤ TL1/21 ϑ−11 (hL1/21 )
T−1∑
i=1
{Ai+1 − 1}
{
ϑ2(h)(‖q‖β + 1)
}
+ T 2 ‖∇U(q)‖ ,
which completes the proof of (45) using that ϑ1(hL1/21 ) ≥ 1.
Lemma 20. Assume A1(1). Then for any T ∈ N∗, h > 0, and q, p ∈ Rd,
T∑
i=1
∥∥∥Φ˜◦(i)h (q, p)− q∥∥∥
≤ L−1/21 T [{1 + hL1/21 ϑ1(hL1/21 )}T − 1] {ϑ2(h)(1 + ‖q‖) + ϑ3(h) ‖p‖} ,
where ϑ1 is defined by (9).
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Proof. For T ≥ 2 and h > 0, by Lemma 18-(ii), we have
T−1∑
i=1
∥∥∥Φ˜◦(i)h (q, p)− q∥∥∥ ≤ L−1/21 ϑ−11 (hL1/21 )T {{1 + hL1/21 ϑ1(hL1/21 )}T − 1}
× {ϑ2(h)(‖q‖+ 1) + ϑ3(h) ‖p‖} .
The proof is completed upon using that ϑ1(hL1/21 ) ≥ 1.
5.1 Proofs of Section 2
5.1.1 Proof of Theorem 1
We first prove (11). Under the assumption that U is twice continuously differentiable, it
follows by a straightforward induction, that for all h > 0 and q ∈ Rd, p 7→ Φ˜◦(k)h (q, p),
defined by (6), and p 7→ Ξh,k(q, p), defined by (34), are continuously differentiable and for
all (q, p) ∈ Rd × Rd,
Jp,Ξh,T (q, p) =
T−1∑
i=1
(T − i)
{
∇2U ◦ Φ˜◦(i)h (q, p)
}
J
p,Φ˜◦(i)
h
(q, p) ,
where for all q ∈ Rd, Jp,Ξh,k(q, p) (Jp,Φ˜◦(h)i (q, p) respectively) is the Jacobian of the function
p˜ 7→ Ξh,k(q, p˜) (p˜ 7→ Φ˜◦(h)i (q, p˜) respectively) at p ∈ Rd.
Under A1, supx∈Rd ‖∇2U(x)‖ ≤ L1, therefore by Lemma 19, we have that for any
T ∈ N∗ and h > 0,
sup
(q,p)∈Rd×Rd
∥∥∥Jp,Ξh,T (q, p)∥∥∥ ≤ T ({1 + hL1/21 ϑ1(hL1/21 )}T − 1)/h . (46)
For any q ∈ Rd, T ∈ N∗ and h > 0, define φq,T,h(p) for all p ∈ Rd by
φq,T,h(p) = p− (h/T )Ξh,T (q, p) .
It is a well known fact (see for example [9, Exercise 3.26]) that if
sup
(q,p)∈Rd×Rd
(h/T )
∥∥∥Jp,Ξh,T (q, p)∥∥∥ < 1 , (47)
then for any q ∈ Rd, φq,T,h is a diffeomorphism and therefore by (32), the same conclusion
holds for p 7→ Φ˜◦(T )h (q, p). Using (46), if T ∈ N∗ and h > 0 satisfies (10), then the condition
(47) is verified and as a result (11).
Denoting for any q ∈ Rd by Ψ¯(T )h (q, ·) : Rd → R the continuously differentiable inverse
of p 7→ Φ˜◦(T )h (q, p) and using a change of variable with Ψ¯(T )h (q, ·) in (8) concludes the proof
of (12).
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We now show that Th,T satisfies the condition which implies that Ph,T is a T-kernel. We
first establish some estimates on the function (q, p) 7→ Ψ¯(T )h (q, p). By (47) and (32), for any
q, p, v ∈ Rd, there exists ε ∈ (0, 1) such that ‖Φ˜◦(T )h (q, p)− Φ˜◦(T )h (q, v)‖ ≥ (hT )‖φq,T,h(p)−
φq,T,h(v)‖ ≥ (hT )(1− ε) ‖p− v‖ which implies that that there exists C ≥ 0 satisfying∥∥∥Ψ¯(T )h (q, p)− Ψ¯(T )h (q, v)∥∥∥ ≤ (1− ε)−1 ‖v − p‖ ,∥∥∥Ψ¯(T )h (q, p)∥∥∥ ≤ C {‖p‖+ ∥∥∥Φ˜◦(T )h (q, 0)∥∥∥} . (48)
In addition, for q, x, p ∈ Rd, we have setting q˜ = Ψ¯(T )h (q, p) that
‖Ψ¯(T )h (q, p)− Ψ¯(T )h (x, p)‖ = ‖q˜ − Ψ¯(T )h (x, Φ˜◦(T )h (q, q˜))‖
= ‖Ψ¯(T )h (x, Φ˜◦(T )h (x, q˜))− Ψ¯(T )h (x, Φ˜◦(T )h (q, q˜))‖ ,
which implies by (48) and Lemma 17 that there exists C ≥ 0 satisfying∥∥∥Ψ¯(T )h (q, p)− Ψ¯(T )h (x, p)∥∥∥ ≤ C ‖q − x‖ . (49)
We now can prove that Th,T is the continuous component of Ph,T . First by (13), for
all B ∈ B(Rd),
Th,T (q,B) ≥ (2pi)−d/2 Leb(B)× inf
q¯∈B
{
α¯H(q, q¯)e−‖Ψ¯q(q¯)‖
2
/2DΨ¯(T )
h
(q,·)(q¯)
}
,
with the convention 0×+∞ = 0 and
α¯H(q, q¯) = αH
{
(q, Ψ¯(T )h (q, q¯)),Φ
◦(T )
h (q, Ψ¯
(T )
h (q, q¯))
}
.
Since the function (q, p) 7→ (Φ˜◦(T )h (q, p), Ψ¯(T )h (q, p),DΨ¯(T )
h
(q,·)(p)) is continuous on R
d × Rd
by Lemma 17, (48) and (49), and for any q, p ∈ Rd, JΦ˜◦(T )
h
(q,·)(Ψ¯
(T )
h (q, p))JΨ¯(t)
h
(q,·)(p) = In,
we get that Th,T (q,B) > 0 for all q ∈ Rd and all compact set B satisfying Leb(B) > 0.
Therefore, using that the Lebesgue measure is regular which implies that for any A ∈ B(Rd)
with Leb(A) > 0, there exists a compact set B ⊂ A, Leb(B) > 0, we can conclude that Ph,T
is irreducible with respect to the Lebesgue measure. In addition, we get Th,T (q,Rd) > 0,
and therefore we obtain that Ph,T is aperiodic. Similarly we get that any compact set is
(1,Leb)-small.
It remains to show that for any B ∈ B(Rd), q 7→ Th,T (q,B) is lower semi-continuous
which is a straightforward consequence of Fatou’s Lemma and that for any p ∈ Rd, q 7→
(Φ◦(T )h (q, p), Ψ¯
(T )
h (q, p),DΨ¯(T )
h
(q,·)(p)) is continuous.
Finally, the last statements of (ii) follows from Proposition 26 in Appendix A which
implies that Ph,T is Harris recurrent and [19, Theorem 13.0.1] which implies (14).
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5.1.2 Proof of Theorem 2
We use Corollary 13. Indeed Ph,T is of form (29) and it is straightforward to check that it
satisfies G1 (note that Lemma 17 shows that Φ◦(T )h is a Lipshitz function on R2d).
We now check that Ph,T satisfies G2(R, 0,M) for all R,M ∈ R∗+ using Proposition 14.
By (32), for all T ∈ N∗, h > 0, q, p ∈ Rd,
Φ˜◦(T )h (q, p) = Thp+ gq,T,h(p)
where gq,T,h(p) = q−(Th2/2)∇U(q)−h2Ξh,T (q, p) where Ξh,T is defined by (34). Lemma 19
shows that for any T ∈ N∗ and h > 0, it holds that
sup
p,v,q∈Rd
‖gq,T,h(p)− gq,T,h(v)‖
‖p− v‖ ≤ Th[{1 + hL
1/2
1 ϑ1(hL
1/2
1 )}T − 1] ,
which implies that the condition Proposition 14-(i) is satisfied. To check that condition
Proposition 14-(ii) holds, we consider separately the two cases: β < 1 and β = 1.
• Consider first the case β < 1. By A1-(ii), for any T ∈ N∗ and h > 0, we get
‖Ξh,T (q, p)‖ ≤ T
T−1∑
i=1
∥∥∥∇U ◦ Φ˜◦(i)h (q, p)∥∥∥ ≤ M1T T−1∑
i=1
{
1 +
∥∥∥Φ˜◦(i)h (q, p)∥∥∥β} .
Hence, by Lemma 18-(i) there exists C ≥ 0 such that for all R ∈ R∗+ and q, p ∈ Rd,
‖q‖ ≤ R,
‖gq,T,h(p)‖ ≤ C
{
1 +Rβ + ‖p‖β
}
,
which implies that condition (ii) of Proposition 14 holds for any T ∈ N∗ and h > 0.
• Consider now the case β = 1. For any T ∈ N∗, h > 0, q, p ∈ Rd we get using A1-(i)
‖gq,T,h(p)‖ ≤ ‖q‖+ Th2L1 ‖q‖ /2 + Th2 ‖∇U(0)‖ /2
+ h2 ‖Ξh,T (q, p)− Ξh,T (q, 0)‖+ h2 ‖Ξh,T (q, 0)‖ .
Therefore using Lemma 19, for any q, p ∈ Rd, ‖q‖ ≤ R for R ≥ 0, for any T ∈ N∗ and
h > 0 satisfying (10), there exists C ≥ 0 such that
‖gq,T,h(p)‖ ≤ C + hT [{1 + hL1/21 ϑ1(hL1/21 )}T − 1] ‖p‖ ,
showing that condition (ii) of Proposition 14 is satisfied.
Therefore, Proposition 14 can be applied and for any T ∈ N∗ and h > 0 if β < 1
and for any h > 0 and T ∈ N∗ satisfying (10) if β = 1, Ph,T satisfies G2(R, 0,M) for all
R,M ∈ R∗+. Corollary 13 concludes the proof of (a) and (b). The last statement then
follows from [19, Theorem 14.0.1].
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5.2 Proofs of Section 3
5.2.1 Proof of Proposition 4
By construction (17), for all q ∈ Rd, we have
PV (q)− V (q) =
∫
R2d
{V (proj(z))− V (q)}α(q, z)K(q,dz)
= KV (q)− V (q) +
∫
R2d
{V (proj(z))− V (q)} {α(q, z)− 1}K(q,dz) .
Using (21), this implies for all q ∈ Rd,
PV (q) ≤ λV (q) + b+
∫
R2d
{V (proj(z))− V (q)} {α(q, z)− 1}K(q,dz) . (50)
Note that by definition (20) of R(q) and B(q)∫
R2d
{V (proj(z))− V (q)} {α(q, z)− 1}K(q,dz)
≤
∫
R(q)∩B(q)
{V (q)− V (proj(z))}K(q,dz) .
Therefore by (22), we get
lim
M→+∞
sup
{q∈Rd : V (q)≥M}
∫
R2d
{V (proj(z))/V (q)− 1} {α(q, z)− 1}K(q,dz) ≤ 0 .
The proof then follows from combining this result and (50) since they imply
lim
M→+∞
sup
{q∈Rd : V (q)≥M}
PV (q)/V (q) ≤ λ .
5.2.2 Proof of Proposition 5
Let a ∈ R∗+. Under A1(m − 1) with m ∈ (1, 2], Lemma 17 shows that, for all q0 ∈ Rd,
p 7→ Φ˜◦(T )h (q0, p) is Lipschitz, with a Lipschitz constant Lh,T ∈ R+
Lh,T
def=
{
1 + hL1/21 ϑ1(hL
1/2
1 )
}T
.
Therefore by the log-Sobolev inequality [2, Proposition 5.5.1, (5.4.1)] and (18), we get for
all q0 ∈ Rd
Kh,TVa(q0) ≤ exp
(
(aLh,T )2/2 + aEh,T (q0)
)
,
with
Eh,T (q0) = (2pi)−d/2
∫
Rd
∥∥∥Φ˜◦(T )h (q0, p)∥∥∥ e−‖p‖2/2dp .
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Set p0 ∈ Rd. Denote for all k ∈ {0, . . . , T}, qk = Φ˜◦(k)h (q0, p0) and consider the following
decomposition given by (32):
‖qT ‖2 = ‖q0‖2 + A(1)h,T (q0, p0)− 2h2 A(2)h,T (q0, p0) ,
where
A(1)h,T (q0, p0) = 2Th 〈q0, p0〉+
∥∥∥∥∥Thp0 − (Th2/2)∇U(q0)− h2
T−1∑
i=1
(T − i)∇U(qi)
∥∥∥∥∥
2
A(2)h,T (q0, p0) =
〈
q0, (T/2)∇U(q0) +
T−1∑
i=1
(T − i)∇U(qi)
〉
.
Jensen’s inequality shows that, for all q0 ∈ Rd,
Eh,T (q0) ≤
(
‖q0‖2 + A¯(1)h,T (q0)− 2h2A¯(2)h,T (q0)
)1/2
,
where we have set A¯(i)h,T (q0) = (2pi)−d/2
∫
Rd A
(i)
h,T (q0, p)e−‖p‖
2/2dp, i = 1, 2. Therefore to
conclude the proof, it is sufficient to show that
lim sup
‖q0‖→+∞
{Eh,T (q0)− ‖q0‖} = −∞. (51)
(a) Consider the case m ∈ (1, 2). Using A1(m − 1) and Lemma 18-(i), we get that there
exists a constant C0 ≥ 0 such that for all p0, q0 ∈ Rd and i ∈ {1, . . . , T − 1},
‖∇U(qi)‖ ≤ C0{1 + ‖p0‖+ ‖q0‖m−1} (52)
which implies that
|A¯(1)h,T (q0)| ≤ C1{1 + ‖q0‖2(m−1)} , (53)
for some constant C1 ≥ 0. On the other hand, note that for any q0, p0 ∈ Rd, A(2)h,T (q0, p0) =
A(2,1)h,T (q0, p0) + A
(2,2)
h,T (q0, p0) with
A(2,1)h,T (q0, p0) =
T
2 〈q0,∇U(q0)〉+
T−1∑
i=1
(T − i) 〈qi,∇U(qi)〉 ,
A(2,2)h,T = −
T−1∑
i=1
(T − i) 〈q0 − qi,∇U(qi)〉 .
Under A2(m), for any q0, p0 ∈ Rd, we have that
A(2,1)h,T (q0, p0) ≥ A1
T
2 ‖q0‖
m − T (T − 1)2 A2 . (54)
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Further, by (52) and Lemma 18-(i), there exists C2 ≥ 0, such that for all p0, q0 ∈ Rd,
|A(2,2)h,T (q0, p0)| ≤ C2{1 + ‖p0‖2 + ‖q0‖2(m−1)} , (55)
Combining (54) and (55), there exists C3 ≥ 0 such that for any q0 ∈ Rd,
A¯(2)(q0) ≥ T A12 ‖q0‖
m − C3{1 + ‖q0‖2(m−1)} . (56)
Combining (53) and (56), and using that m < 2, we finally obtain that (51) holds.
(b) By Cauchy-Schwarz and Hölder inequality and since ∇U satisfies A1(1), we have for
any q0, p0 ∈ Rd,
A(1)h,T (q0, p0) ≤ 2hT ‖q0‖ ‖p0‖
+ 3
h2T 2 ‖p0‖2 + 2h4T 4M21(1 + ‖q0‖2) + 2h4T 2L21
{
T−1∑
i=1
‖qi − q0‖
}2 ,
which implies using Lemma 20, ϑ1(s) ≥ 1 for any s ≥ 0, and the dominated convergence
theorem that
lim sup
‖q0‖→+∞
|A¯(1)h,T (q0)|/ ‖q0‖2
≤ 6h4T 4
(
M21 + L1ϑ22(h)
[
{1 + hL1/21 ϑ1(L1/21 h)}T − 1
]2)
.
Similarly using in addition A2(2), we get that for any q0, p0 ∈ Rd,
A(2)h,T (q0, p0) =
〈
q0, (T 2/2)∇U(q0) +
T−1∑
i=1
(T − i){∇U(qi)−∇U(q0)}
〉
≥ (T 2/2){A1 ‖q0‖2 −A2} − TL1 ‖q0‖
T−1∑
i=1
‖qi − q0‖ .
Then, Lemma 20 and the Fatou Lemma imply that
lim inf
‖q0‖→+∞
h2A¯(2)h,T (q0)/ ‖q0‖2
≥ h2T 2
(
A1 /2− L1/21 ϑ2(h)[(1 + hL1/21 ϑ1(hL1/21 ))T − 1]
)
.
Therefore, for all h > 0, and T ∈ N∗, one obtains
lim sup
‖q0‖→+∞
{Eh,T (q0)}2/ ‖q0‖2 ≤ 1− T 2h2(A1−Θ(hT )) ,
where Θ is defined in (25). The proof follows.
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5.2.3 Proof of Proposition 6
Note that condition (A) implies that
inf
{q : ‖q‖=R1}
U0(q) > 0 . (57)
Condition A3-(i) follows from (B) using that, by (A), for all q ∈ Rd, ‖q‖ ≥ R1
U0(q) = (‖q‖ /R1)mU0(R1q/ ‖q‖)
In addition, A2 is also easy to check using the Euler’s homogeneous function theorem
that 〈∇U0(q), q〉 = mU0(q) for all q ∈ Rd, ‖q‖ ≥ R1.
We show below that A3-(ii) holds. First, since lim‖q‖→+∞ U0(q) = +∞ and U0 is
continuous for all K ≥ 0, LK = {q ∈ Rd ; U0(q) ≤ K} is compact. Besides, using (57) and
that U0 is continuous, we can define
M = sup
q∈B(0,R1)
U0(q) + 1 ∈ (1,+∞) , (58)
and for all q 6∈ LM ,
tq = sup {t ∈ [0, 1] ; U0(tq) = M} , (59)
which satisfies
U0(tqq) = M > sup
x∈B(0,R1)
U0(x) , tqq ∈ ∂LM and tq ‖q‖ > R1 . (60)
Finally using (A), we get that the set LM is convex.
To show A3-(ii), we check first that it is sufficient to prove that
D2U0(x){∇U0(x)⊗∇U0(x)} > 0 for any x ∈ ∂LM .
Indeed note that if this statement holds, since U ∈ C2(Rd) and ∂LM is compact, we have
ε = inf
x∈∂LM
D2U0(x){∇U0(x)⊗∇U0(x)} > 0 .
Let now q 6∈ LM and tq defined by (59). Since by (A), for all u ≥ 1 and z ∈ Rd, ‖z‖ ≥ R1,
U0(uz) = umU0(z), differentiating with respect to z, we get ∇U0(uz) = um−1∇U0(z) and
D2U0(uz) = um−2D2U0(z). Therefore by (60), we get
D2U0(q) {∇U0(q)⊗∇U0(q)} = t4−3mq D2U0(tqq) {∇U0(tqq)⊗∇U0(tqq)} . (61)
Using (60) again and since ∂LM is compact, we get that there exists R2 ≥ 0 such that
tq ‖q‖ ∈ [R1, R2]. Hence by (61), we have
D2U0(q) {∇U0(q)⊗∇U0(q)} ≥ ε ‖q‖3m−4 min
[
R4−3m1 , R
4−3m
2
]
.
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Thus A3-(ii) holds for U0. Finally (B) implies that the function U = U0 + G satisfies
A3-(ii) as well.
Let x ∈ ∂LM , we now show that D2U0(x) {∇U0(x)⊗∇U0(x)} > 0. By Euler’s homo-
geneous function theorem and since M ≥ 1, we have that |〈∇U0(x), x〉| ≥ m > 0. Denote
by Π the tangent hyperplane of ∂LM at x, defined by Π = {q ∈ Rd : 〈∇U0(x), x− q〉 = 0}.
Since LM is convex, for all q ∈ LM and t ∈ [0, 1], t−1(U0(tq + (1 − t)x) − U0(x)) ≤ 0. So
taking the limit as t goes to 0, we get that 〈∇U0(x), q − x〉 ≤ 0. Therefore, LM is contained
in the half-space Π− = {q ∈ Rd ; 〈∇U0(x), q − x〉 ≤ 0}.
Define the m-homogeneous function U˜ : Rd → R+ for all q ∈ Rd by
U˜(q) = M
∣∣∣∣ 〈q,∇U0(x)〉〈x,∇U0(x)〉
∣∣∣∣m . (62)
Since U0(x) = M , by (58), ‖x‖ > R1 and therefore there exists 0 ∈ R∗+ such that
B(x, 0) ⊂ Rd \ B(0, R1) . (63)
We now show that U˜(q) ≤ U0(q) for all q ∈ B(x, ) with
 = 2−1 min
[
0, {〈x,∇U0(x)〉}/ ‖∇U0(x)‖2
]
.
First consider q ∈ Π. We next argue by contradiction that
U0(q) ≥M = U˜(q) . (64)
Indeed assume that U0(q) < M . Then by continuity of U0, we get that q ∈ L◦M . But since
LM ⊂ Π−, we get q ∈ (Π−)◦ which is impossible since q ∈ Π = ∂Π− = Π− \ (Π−)◦.
Let q ∈ B(x, ). Note that q = x + ‖∇U0(x)‖−2 〈q − x,∇U0(x)〉∇U0(x) + z, where
z ∈ Rd is orthogonal to ∇U0(x). Define
u = 〈x,∇U0(x)〉〈q,∇U0(x)〉 .
Then uq ∈ Π and by (64), U0(uq) ≥M . If u ≥ 1, using (A) and (62), we get
U0(q) ≥ u−mM = U˜(q) . (65)
In turn, if u < 1, since ‖q − x‖ ≤ 0, by (63) and (A), U0(q) = u−1U0(uq) and (65) still
holds.
Consider the three times differentiable functions φ and φ˜ defined for all v ∈ R by
φ(v) = U0(x+ v∇U0(x)) and φ˜(v) = U˜(x+ v∇U0(x)) .
First, since for all q ∈ B(x, ), U0(q) ≥ U˜(q), we have
φ(v) ≥ φ˜(v) , for all v ∈ [−/ ‖∇U0(x)‖ , / ‖∇U0(x)‖] . (66)
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Moreover, by definition U0(x) = U˜(x) and ∇U˜(x) is colinear to ∇U0(x). Using Euler’s
homogeneous function theorem for U0 and U˜ , we get that ∇U˜(x) = ∇U0(x). Therefore
φ(0) = φ˜(0), φ′(0) = φ˜′(0). Combining these equalities, (66) and using a Taylor expansion
around 0 of order 2 with exact remainder for φ and φ˜ shows that necessary
D2U0(x) {∇U0(x)⊗∇U0(x)} = φ′′(0) ≥ φ˜′′(0) > 0 ,
which concludes the proof.
5.2.4 Proof of Proposition 7
We preface the proof by several technical preliminary Lemmas.
Lemma 21. AssumeA3(m)-(i) for somem ∈ (1, 2]. Then, for all q, x ∈ Rd, ‖∇U(q)−∇U(x)‖ ≤
A3 ‖q − x‖ and ‖∇U(q)−∇U(x)‖ ≤ A3(m − 1)−1 ‖q − x‖m−1. In particular, A1(m − 1)
holds with L1 = A3 and M1 = A3(m− 1)−1 ∨ ‖∇U(0)‖.
Proof. First by A3(m)-(i), we get for all q, x ∈ Rd,
‖∇U(q)−∇U(x)‖ =
∥∥∥∥∫ 10 ∇2U(x+ t(q − x)) {q − x} dt
∥∥∥∥
≤ A3 ‖q − x‖
∫ 1
0
{1 + ‖x+ t(q − x)‖}m−2 dt . (67)
Therefore, for all q, x ∈ Rd, we get ‖∇U(q)−∇U(x)‖ ≤ A3 ‖q−x‖. For all q, x ∈ Rd, since
m ∈ (1, 2], we have∫ 1
0
{1 + ‖x+ t(q − x)‖}m−2 dt ≤
∫ 1
0
{1 + |‖x‖ − t ‖q − x‖|}m−2 dt
≤
∫ 1∧ ‖x‖‖q−x‖
0
{1 + ‖x‖ − t ‖q − x‖}m−2 dt+
∫ 1
1∧ ‖x‖‖q−x‖
{1 + t ‖q − x‖ − ‖x‖}m−2 dt
≤ (m− 1)−1 ‖q − x‖m−2 .
Plugging this result in (67) concludes the proof.
Lemma 22. Assume A1(β) for β ∈ (0, 1]. Let γ ∈ (0, β).
(i) If β ∈ (0, 1), for any T ∈ N∗ and h0 ∈ R∗+, there exist κ ∈ R∗+ and R ∈ R+ such
that for all h ∈ (0, h0], q0, p0 ∈ Rd satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ R, and
i, j, k ∈ {0, . . . , T},
‖q0‖ ≤ κ
∥∥∥Φ˜◦(k)h (q0, p0)∥∥∥ ,∥∥∥Φ˜◦(i)h (q0, p0)− Φ˜◦(j)h (q0, p0)∥∥∥ ≤ κh ∥∥∥Φ˜◦(k)h (q0, p0)∥∥∥β ,
where Φ˜◦(`)h are defined by (6) for ` ∈ N∗.
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(ii) If β = 1, then there exist κ, S¯ ∈ R∗+ (depending only on L1 and M1) such that for
any T ∈ N∗, h ∈
(
0, S¯/T
)
, q0, p0 ∈ Rd satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ 1, and
i, j, k ∈ {0, . . . , T},
‖q0‖ ≤ 2
∥∥∥Φ˜◦(k)h (q0, p0)∥∥∥ ≤ 3 ‖q0‖ ,∥∥∥Φ˜◦(i)h (q0, p0)− Φ˜◦(j)h (q0, p0)∥∥∥ ≤ κThe(1+ϑ1(Th))Th ∥∥∥Φ˜◦(k)h (q0, p0)∥∥∥ ,
where ϑ1 is defined in (9).
Proof. (i) Let T ∈ N∗, h0 ∈ R∗+ and h ∈ (0, h0]. Denote for all k ∈ {0, . . . , T} by (qk, pk) =
Φ◦(k)h (q0, p0), q0, p0 ∈ Rd. By A1(β) and Lemma 18-(i), there exist C ≥ 0 and R1 ≥ 0 such
that for all q0, p0 ∈ Rd satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ R1, for all k ∈ {0, . . . , T}, we
have
‖qk − q0‖ ≤ Ch ‖q0‖m−1 . (68)
Then since m < 2, there exists R2 ≥ R1 and ω > 0 such that such that for all q0, p0 ∈ Rd
satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ R2, for all k ∈ {0, . . . , T},
‖q0‖ ≤ ω ‖qk‖ .
In addition, using this inequality and (68) again, we get that for all q0, p0 ∈ Rd satisfying
‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ R2, for all i, j, k ∈ {0, . . . , T},
‖qi − qj‖ ≤ 2Ch ‖q0‖m−1 ≤ 2Chωm−1 ‖qk‖m−1 .
(ii) Let T ∈ N∗, h ∈ R∗+. Denote for all k ∈ {0, . . . , T} by (qk, pk) = Φ◦(k)h (q0, p0), q0, p0 ∈
Rd. By A1(1) and Lemma 18-(ii), ϑ(s) ≥ 1 for any s ≥ 0, we get that for all q0, p0 ∈ R2d
satisfying ‖p0‖ ≤ ‖q0‖γ and k ∈ {0, . . . , T},
‖qk − q0‖ ≤ L−1/21
{
(1 + hL1/21 ϑ1(hL
1/2
1 ))k+1 − 1
}
{ϑ2(h) ∨ ϑ3(h)} (1 + ‖q0‖) , (69)
where ϑ1, ϑ2 and ϑ3 are defined in (9) and (39) respectively.
Therefore, there exists S¯ > 0 (depending only on L1 and M1) such that for any T ∈ N∗ and
h ∈
(
0, S¯/T
)
, for any q0, p0 ∈ Rd satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ 1, ‖Φ˜◦(k)h (q0, p0) −
q0‖ ≤ ‖q0‖ /2 for any k ∈ {0, . . . , T}. As a result, for any T ∈ N∗ and h ∈
(
0, S¯/T
)
, for
any q0, p0 ∈ Rd satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ 1, for any k ∈ {0, . . . , T},
‖q0‖ ≤ 2
∥∥∥Φ˜◦(k)h (q0, p0)∥∥∥ ≤ 3 ‖q0‖ .
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In addition, using this inequality and (69) again, we get that there exists C ≥ 1 (depending
only on L1 and M1) such that for any T ∈ N∗ and h ∈
(
0, S¯/T
)
, setting S = hT , and for
all q0, p0 ∈ Rd satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ 1, for all i, j, k ∈ {0, . . . , T},∥∥∥Φ˜◦(i)h (q0, p0)− Φ˜◦(j)h (q0, p0)∥∥∥ ≤ 2CSe(1+ϑ1(S))S ‖q0‖
≤ 4CSe(1+ϑ1(S))S
∥∥∥Φ˜◦(k)h (q0, p0)∥∥∥ .
Lemma 23. Assume A3(m) for some m ∈ (1, 2]. Then there exist δ ∈ (0, 1), R0 ∈ R+
and B0 ∈ R∗+ such that for all q, x, z ∈ Rd, with
‖q‖ ≥ R0 , and max (‖q − x‖ , ‖q − z‖) ≤ δ ‖q‖ , (70)
we have
D2U(q) {∇U(x)⊗∇U(z)} ≥ B0 ‖q‖3m−4 .
Proof. Under A3(m), using Lemma 21, it can be easily checked that there exists CU ≥ 0
(depending only on A3 and m) such that for all q, x, z ∈ Rd satisfying (70), for δ ∈ (0, 1)
and R0 ≥ RU,
D2U(q) {∇U(x)⊗∇U(z)} ≥ A4 ‖q‖3m−4 − CU{1 + δm−1 ‖q‖3m−4} .
The proof is concluded by taking δ sufficiently small and R0 sufficiently large.
Lemma 24. Assume that U is twice continuously differentiable. Then for all q0, p0 ∈ Rd
and h ∈ R∗+, the following identity holds
H ◦ Φ◦(1)h (q0, p0)−H(q0, p0) = h2
∫ 1
0
D2U(qt) {p0}⊗2 (1/2− t) dt
+ h3
∫ 1
0
D2U(qt) {p0 ⊗∇U(q0)} (t− 1/4) dt
− h
4
4
∫ 1
0
D2U(qt) {∇U(q0)}⊗2 t dt+ h
4
8
∥∥∥∥∫ 10 ∇2U(qt)p0 dt
∥∥∥∥2
− h
5
8
〈∫ 1
0
∇2U(qt)∇U(q0) dt,
∫ 1
0
∇2U(qt)p0 dt
〉
+ h
6
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∥∥∥∥∫ 10 ∇2U(qt)∇U(q0) dt
∥∥∥∥2 ,
where Φ◦(1)h is defined in (5), (q1, p1) = Φ
◦(1)
h (q0, p0), and qt = q0 + t(q1 − q0) for t ∈ [0, 1].
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Proof. Using the definition of H(q, p) = 12 ‖p‖2 + U(q), we get
H(q1, p1)−H(q0, p0) = (1/2)(‖p1‖2 − ‖p0‖2) + U(q1)− U(q0) .
First, Taylor’s formula with exact remainder enables us to write
U(q1)− U(q0) = 〈∇U(q0), (q1 − q0)〉+
∫ 1
0
D2U(qt) {q1 − q0}⊗2 (1− t) dt . (71)
Since ∇U(q1) = ∇U(q0) +
∫ 1
0 ∇2U(qt) {q1 − q0} dt, we get
p1 = p0 − h2 (∇U(q0) +∇U(q1)) = p0 − h∇U(q0)−
h
2
∫ 1
0
∇2U(qt) {q1 − q0}dt . (72)
Using that q1 = Φ˜◦(1)h (p0, q0), with Φ˜
◦(1)
h defined by (6), in (71) and (72), we get
U(q1)− U(q0)
=
〈
∇U(q0), hp0 − (h2/2)∇U(q0)
〉
+
∫ 1
0
D2U(qt) {q1 − q0}⊗2 (1− t)dt ,
and
1
2(‖p1‖
2 − ‖p0‖2) = h
2
2 ‖∇U(q0)‖
2 + h
2
8
∥∥∥∥∫ 10 ∇2U(qt) {q1 − q0}dt
∥∥∥∥2
− h〈p0,∇U(q0)〉 − (h/2)
∫ 1
0
D2U(qt) {p0 ⊗ (q1 − q0)} dt
+ (h2/2)
∫ 1
0
D2U(qt) {∇U(q0)⊗ (q1 − q0)} dt .
Summing these equalities up and observing appropriate cancellations yields
H(q1, p1)−H(q0, p0) =
∫ 1
0
D2U(qt) {q1 − q0}⊗2 (1− t)dt
− (h/2)
∫ 1
0
D2U(qt) {p0 ⊗ (q1 − q0)}dt+ (h2/8)
∥∥∥∥∫ 10 ∇2U(qt) {q1 − q0} dt
∥∥∥∥2
+ (h2/2)
∫ 1
0
D2U(qt) {∇U(q0)⊗ (q1 − q0)} dt
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= I1 + I2 + I3 + I4 . (73)
By using q1 = Φ˜◦(1)h (p0, q0) again in the definition of each Ij we obtain successively
I1 = h2
∫ 1
0
D2U(qt) {p0}⊗2 (1− t)dt− h3
∫ 1
0
D2U(qt) {p0 ⊗∇U(q0)} (1− t)dt
+ (h4/4)
∫ 1
0
D2U(qt) {∇U(q0)}⊗2 (1− t)dt ,
I2 = −(h2/2)
∫ 1
0
D2U(qt) {p0}⊗2 dt+ (h3/4)
∫ 1
0
D2U(qt) {p0 ⊗∇U(q0)} dt ,
I3 = (h4/8)
∥∥∥∥∫ 10 ∇2U(qt)p0 dt
∥∥∥∥2 + (h6/32) ∥∥∥∥∫ 10 ∇2U(qt)∇U(q0) dt
∥∥∥∥2
− (h5/8)
〈∫ 1
0
∇2U(qt)∇U(q0) dt,
∫ 1
0
∇2U(qt)p0 dt
〉
.
and
I4 = (h3/2)
∫ 1
0
D2U(qt) {∇U(q0)⊗ p0} dt
− (h4/4)
∫ 1
0
D2U(qt) {∇U(q0)}⊗2 dt ,
Gathering all these equalities in (73) concludes the proof.
Proof of Proposition 7. Let γ ∈ (0,m− 1), T ∈ N∗, h0 ∈ R∗+ and h ∈ (0, h0]. Denote for
all k ∈ {0, . . . , T} by (qk, pk) = Φ◦(k)h (q0, p0), q0, p0 ∈ Rd. For all q0, p0 ∈ Rd, consider the
following decomposition
H(pT , qT )−H(p0, q0) =
T−1∑
k=0
{H(pk+1, qk+1)−H(pk, qk)} .
We show that each term in the sum in the right hand side of this equation is nonpositive
if ‖q0‖ is large enough and ‖p0‖ ≤ ‖q0‖γ . By Lemma 24, we have
H(qk+1, pk+1)−H(qk, pk) = −(h4/4)Ak + h2Bk + h3Ck + (h4/8)Dk , (74)
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where, setting qt,k = qk + t(qk+1 − qk) for t ∈ [0, 1],
Ak =
∫ 1
0
D2U(qt,k) {∇U(qk)}⊗2 t dt
Bk =
∫ 1
0
D2U(qt,k) {pk}⊗2 (1/2− t) dt
Ck =
∫ 1
0
D2U(qt,k) {pk ⊗∇U(qk)} (t− 1/4) dt
Dk =
∥∥∥∥∫ 10 ∇2U(qt,k)pk dt
∥∥∥∥2 + (h2/4) ∥∥∥∥∫ 10 ∇2U(qt,k)∇U(qk) dt
∥∥∥∥2
− h
〈∫ 1
0
∇2U(qt,k)∇U(qk) dt,
∫ 1
0
∇2U(qt,k)pk dt
〉
Since qt,k−qk = −(th2/2)∇U(qk)+ thpk and
∫ 1
0 (1/2− t) dt = 0, we have for all q0, p0 ∈ Rd,
Bk =
∫ 1
0
∫ 1
0
D3U(qk + s(qt,k − qk))
{
p⊗2k ⊗ (qt,k − qk)
}
(1/2− t)ds dt
= hBk,1 − h2Bk,2 (75)
where
Bk,1 =
∫ 1
0
∫ 1
0
D3U(qk + s(qt,k − qk)) {pk}⊗3 t(1/2− t)ds dt
Bk,2 = −12
∫ 1
0
∫ 1
0
D3U(qk + s(qt,k − qk))
{
p⊗2k ⊗∇U(qk)
}
t(1/2− t)ds dt .
Consider now the term Ck in (74). Similarly, using again
∫ 1
0 (t− 1/2)dt = 0 and then (33),
we get Ck = Ck,1 + Ck,2 + Ck,3, where
Ck,1 = h
∫ 1
0
∫ t
0
D3U(qk + s(qk,t − qk))
{
p⊗2k ⊗∇U(qk)
}
t(t− 1/2)ds dt
− (h2/2)
∫ 1
0
∫ t
0
D3U(qk + s(qk,t − qk))
{
pk ⊗ (∇U(qk))⊗2
}
t(t− 1/2)ds dt
Ck,2 =
∫ 1
0
D2U(qt,k) {p0 ⊗∇U(qk)} dt ,
Ck,3 = −h
k−1∑
i=1
∫ 1
0
D2U(qt,k) {∇U(qi)⊗∇U(qk)} dt
− (h/2)
∫ 1
0
D2U(qt,k) {(∇U(q0) +∇U(qk))⊗∇U(qk)} dt
We will next estimate each of these terms separately. Let δ ∈ (0, 1) and B0 ∈ R∗+ be the
constants defined in Lemma 23.
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(a) We first consider the case m ∈ (1, 2). By Lemma 21 and Lemma 18-(i), there exist
C ≥ 0 and R1 ≥ RU such that for all q0, p0 ∈ Rd satisfying ‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ R1,
for all i ∈ {0, . . . , T},
‖qi − q0‖ ≤ (δ/2) ‖q0‖
‖pi − p0‖ ≤ C(‖p0‖+ h ‖q0‖m−1) ≤ C(‖q0‖γ + h ‖q0‖m−1) .
(76)
By Lemma 23, Lemma 22-(i) and (76), there exists R2 ≥ R1 such that for all q0, p0 ∈ Rd,
‖q0‖ ≥ R2 and ‖p0‖ ≤ ‖q0‖γ , we get that
inf
‖p0‖≤‖q0‖γ
Ak ≥ B0 ‖qk‖3m−4 ≥ B0{(1− δ/2)3m−4 ∧ (1 + δ/2)3m−4} ‖q0‖3m−4 . (77)
Hence, lim sup‖q0‖→+∞ sup‖p0‖≤‖q0‖γ
{
Ak/ ‖q0‖3m−4
}
> 0. We now bound Bk. Using A3-
(i), Lemma 21 and (76), we get by (75) that
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Bk| / ‖q0‖4m−6
}
<∞ .
Combining A3-(i), Lemma 21 and (76) again, we get by crude estimate that there exists
C ≥ 0 such that
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Dk| / ‖q0‖4m−6
}
≤ Ch2 .
We finally bound the two terms Ck,1 and Ck,2. First, using the same reasoning as for Bk,
we get that
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Ck,1| / ‖q0‖4m−6
}
<∞ ,
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Ck,2| / ‖q0‖2m−3+γ
}
<∞ .
Arguing like in (77), we get that lim sup‖q0‖→+∞ sup‖p0‖≤‖q0‖γ
{
Ck,3/ ‖q0‖3m−4
}
< 0.
Gathering all these results and using that 3m−4 ≥ max(4m−6, 2m−3 +γ) for m ∈ (1, 2)
and γ ∈ (0,m− 1), we get that for all k ∈ {0, . . . , T − 1},
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{H(qk+1, pk+1)−H(qk, pk)} / ‖q0‖3m−4 < 0 ,
which concludes the proof.
(b) Consider now the case m = 2. First by Lemma 21 and Lemma 18-(ii), there exist
S¯1 ≥ 0 and R1 ≥ RU such that for all T ∈ N∗ and h ∈
(
0, S¯1/T
]
, q0, p0 ∈ Rd such that
‖p0‖ ≤ ‖q0‖γ and ‖q0‖ ≥ R1, and i ∈ {0, . . . , T},
‖qi − q0‖ ≤ (δ/2) ‖q0‖ . (78)
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and
‖qi − q0‖ ≤ ‖p0‖Th+ (1/2)(T + 1)2h2(M1 + L1δ/2) ‖q0‖ ,
‖pi − p0‖ ≤ hT{M1 + (M1 + L1δ/2) ‖q0‖} ,
(79)
where L1 and M1 are defined in Lemma 21. By Lemma 23, Lemma 22-(ii) and (78), there
exists R2 ≥ R1 such that for all q0, p0 ∈ Rd, ‖q0‖ ≥ R2 and ‖p0‖ ≤ ‖q0‖γ
inf
‖p0‖≤‖q0‖γ
Ak ≥ B0 ‖qk‖2 ≥ B0(1− δ/2)2 ‖q0‖2 .
Hence,
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
Ak/ ‖q0‖2
}
≥ B0(1− δ/2)2 . (80)
We now bound Bk. Using A3-(i), Lemma 21 and (79), we get by (75) that there exists
D1 ≥ 0 which does not depend on T and h such that
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Bk| / ‖q0‖2
}
≤ D1h{(hT )3 + (hT )4} . (81)
Combining A3-(i), Lemma 21 and (79) again, we get by crude estimate that there exists
D2 ≥ 0 which does not depend on T and h such that
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Dk| / ‖q0‖2
}
≤ D2(hT )2 . (82)
We finally bound the two terms Ck,1 and Ck,2. First, using the same reasoning as for Bk,
we get that there exists D3 ≥ 0 which does not depend on T and h such that
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Ck,1| / ‖q0‖2
}
< D3h{(hT )4 + (hT )5} ,
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
|Ck,2| / ‖q0‖1+γ
}
<∞ .
(83)
Finally, arguing like in (80), we get that
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{
Ck,3/ ‖q0‖2
}
< 0 . (84)
Combining (80)-(81)-(82)-(83) and (84) in (74), and using that 2 ≥ 1 + γ for γ ∈ (0, 1), we
get that for all k ∈ {0, . . . , T − 1},
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{H(qk+1, pk+1)−H(qk, pk)} / ‖q0‖2
≤ −B0(1− δ/2)2h4 + D1{(hT )3 + (hT )4}h3
+ D2(hT )2h4 + D3{(hT )4 + (hT )5}h4 .
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Therefore, there exists S¯4 ≤ S¯3 such for any T ∈ N∗, h ∈
(
0, S¯4/T 3/2
]
,
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{H(qk+1, pk+1)−H(qk, pk)} / ‖q0‖2 < 0 ,
which completes the proof.
5.2.5 Proof of Proposition 8
Lemma 25. Assume A4. Then there exist δ ∈ (0, 1), R1 ∈ R+ B1 ∈ R∗+ such that for all
q, x, z ∈ Rd, with
‖q‖ ≥ R1 , max (‖q − x‖ , ‖q − z‖) ≤ δ ‖q‖ ,
we have
〈Σ∇U(x),Σz〉 ≥ B1 ‖q‖2 .
Proof. Under A4, it can be easily checked that there exists C˜U ≥ 0 (depending only on A5
and Σ) such that for all q, x, z ∈ Rd satisfying (70) for δ ∈ (0, 1) and R1 ∈ R+,
〈Σ∇U(x),Σz〉 ≥
〈
Σ2q,Σq
〉
− C˜U (δ ‖q‖2 + ‖q‖ρ) , ‖q‖ ≥ R1 .
The proof is concluded by using that Σ is definite positive and taking δ sufficiently small
and R1 sufficiently large.
Proof of Proposition 8. Note that by A4, Lemma 18-(ii), Lemma 22-(ii) and Lemma 25,
there exists B1, S¯1 > 0, R1 ≥ 0, such that for any T ∈ N∗, h ∈
(
0, S¯1/T
]
, q0, p0 ∈ Rd,
‖p0‖ ≤ ‖q0‖γ , ‖q0‖ ≥ max(1, R1) and k, i ∈ {0, . . . , T}, ‖q0‖ ≤ 2 ‖qk‖ ≤ 3 ‖q0‖,
∣∣∣U˜(qk)∣∣∣ ≤
C1 ‖q0‖ρ,
〈Σ∇U(qi),Σqk〉 ≥ B1 ‖qk‖2 , ‖∇U(qi)‖ ≤ C1 ‖qk‖ , (85)
where qk = Φ˜◦(k)T (q0, p0) and C1 = max(4 A5, 3(‖Σ‖ + 2 A5)). Let now T ∈ N∗, h ∈(
0, S¯1/T
]
and denote for any k ∈ {0, . . . , T}, (qk, pk) = Φ◦(k)T (q0, p0) for q0, p0 ∈ Rd. We
consider the following decomposition:
H(pT , qT )−H(p0, q0) =
T−1∑
k=0
{H(pk+1, qk+1)−H(pk, qk)} .
We show below that there exists S¯ < S¯1 such that, for all h ≥ 0 and T ≥ 0 satisfying
hT ≤ S¯,
lim sup
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
[{H(pk+1, qk+1)−H(pk, qk)} / ‖q0‖2] < 0 , (86)
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from which the proof follows. First for any q0, p0 ∈ Rd, k ∈ {0, . . . , T − 1}, we have
H(pk+1, qk+1)−H(pk, qk) = Ak +Bk + Ck , (87)
where 2Ak = 〈Σqk+1, qk+1〉−〈Σqk, qk〉, Bk = U˜(qk+1)− U˜(qk), and 2Ck = ‖pk+1‖2−‖pk‖2.
By (85) and A4, we have
lim
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
|Bk| / ‖q0‖2 = 0 , (88)
and
Ak = h 〈Σpk, qk〉+ h2 〈Σpk, pk〉 /2− h2 〈Σqk,Σqk〉 /2 (89)
− h3 〈Σpk,Σqk〉 /2 + h4
〈
Σ2qk,Σqk
〉
/8 +Ak,1 ,
Ck = −h 〈Σpk, qk〉 − h2 〈Σpk, pk〉 /2 + h2 〈Σqk,Σqk〉 /2
+ 3h3 〈Σpk,Σqk〉 /4 + h4 〈Σpk,Σpk〉 /8− h4
〈
Σ2qk,Σqk
〉
/4
− h5
〈
Σ2pk, qk
〉
/8 + h6
〈
Σ2qk,Σ2qk
〉
/32 + Ck,1 , (90)
where
lim
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
{|Ak,1|+ |Ck,1|}/ ‖q0‖2 = 0 , (91)
Using (87), (89) and (90), we obtain that for any q0, p0 ∈ Rd,
H(qk+1, pk+1)−H(qk, pk) = Dk +Ak,1 +Bk + Ck,1 , (92)
where
Dk = h3 〈Σpk,Σqk〉 /4 + h4 〈Σpk,Σpk〉 /8− h4
〈
Σ2qk,Σqk
〉
/8
− h5
〈
Σ2pk, qk
〉
/8 + h6
〈
Σ2qk,Σ2qk
〉
/32 .
Using that for k ∈ {1, . . . , T}, pk = p0 − (h/2){∇U(q0) +∇U(qk)} − h
∑k−1
i=1 ∇U(qi) and
(85), we obtain that for any k ∈ {1, . . . , T} and q0, p0, ‖q0‖ ≥ max(1, R1), ‖p0‖ ≥ ‖q0‖γ ,
Dk ≤ −h4kB1 ‖qk‖2 /8 + h6k2 ‖Σ‖2C1 ‖qk‖2 − h4
〈
Σ2qk,Σqk
〉
/8
+ h6kC1 ‖Σ‖2 ‖qk‖2 /8 + h6 ‖Σ‖4 ‖qk‖2 /32 +Dk,1 ,
where
lim
‖q0‖→+∞
sup
‖p0‖≤‖q0‖γ
|Dk,1| / ‖q0‖2 = 0 . (93)
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Define
S¯2 = min
{
S ∈
(
0, S¯1
]
: S2(2C1 ‖Σ‖2 + ‖Σ‖4)− B1 /8 ≥ −B1 /16
}
.
Then, if Th ≤ S¯2 for any q0, p0, ‖q0‖ ≥ max(1, R1), ‖p0‖ ≥ ‖q0‖γ , we get that
Dk ≤ −B1 h4k ‖qk‖2 /16 +Dk,1 . (94)
Similarly using that Σ is definite positive, we obtain that there exist B2 > 0 and S¯3 ∈(
0, S¯1
]
such that if hT ≤ S¯3, for any q0, p0, ‖q0‖ ≥ max(1, R1), ‖p0‖ ≥ ‖q0‖γ , we get that
D0 ≤ −B2 ‖q0‖2 +D0,1 , where lim‖q0‖→+∞ sup‖p0‖≤‖q0‖γ
|D0,1| / ‖q0‖2 = 0 . (95)
Combining (88)-(91)-(93)-(94) and (95) in (92), we obtain that (86) holds with S¯ =
min(S¯2, S¯3) since (85) implies that ‖qk‖ ≥ ‖q0‖ /2.
A Harris recurrence for mixture of Metropolis-Hastings type
Markov kernels
Let (X,X ) be a measurable space and λ be a σ-finite measure on X . For all i ∈ N∗, let
αi : X × X → [0, 1] be a measurable function and ki : X × X → [0,+∞] be a Markov
transition density w.r.t. λ. Consider the Markov kernel Ki on X ×X defined by
Ki(x,A) =
∫
A
αi(x, y)ki(x, y)λ(dy) + δx(A)ri(x) , x ∈ X and A ∈ X , (96)
where for all x ∈ X
ri(x) = 1−
∫
X
αi(x, y)ki(x, y)λ(dy) . (97)
For instance, Ki may be a Markov kernel associated to the Metropolis-Hastings algorithm,
i.e.
αi(x, y) =
min
[
1, pi(y)ki(y,x)pi(x)ki(x,y)
]
, if pi(x)ki(x, y) > 0 ,
1 , otherwise ,
(98)
for some probability density pi : X → [0,+∞) with respect to λ. We use the results below
in the case where for any i ∈ N∗, Ki is a Markov kernel associated to the HMC algorithm.
[29, Corollary 2] considers Metropolis-Hastings kernels Ki with αi defined by (98) and
shows that that if Ki is irreducible, then Ki is Harris recurrent. We extend this result to
kernels Ki of the form (96) (but that do not satisfy (98)) and mixture of Markov kernels
K$ defined on (X,X ) by
K$ =
∑
i∈N∗
$iKi (99)
where ($i)i∈N∗ is a sequence of non-negative numbers satisfying
∑
i∈N∗ $i = 1.
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Proposition 26. Let K$ be the Markov kernel given by (99) and associated with the
sequence of Markov kernel (Ki)i∈N∗ given by (96). Let pi be a probability measure on
(X,X ). Assume that pi and λ are mutually absolutely continuous and for all i ∈ N∗, pi is
invariant for Ki. If K$ is irreducible and there exists i ∈ N∗ such that $i > 0 and for all
x ∈ X ri(x) < 1, with ri defined by (97), then K is Harris recurrent.
Proof. A bounded measurable function is said to be harmonic if K$φ = φ. By [19, Theorem
17.1.4, Theorem 17.1.7] a Markov kernel K$ is Harris recurrent if K$ is recurrent and any
bounded harmonic function φ : Rd → R is constant. By [19, Theorem 10.1.1], since K$
is irreducible and admits pi as an invariant probability measure, then K$ is recurrent. On
the other hand, any bounded harmonic function φ is pi-almost surely equal to pi(φ) by [19,
Theorem 17.1.1, Lemma 17.1.1]. Using that pi and λ are mutually absolutely continuous,
and pi is an invariant probability measure for Ki for all i ∈ N∗, we get by (96) that for all
x ∈ X
K$φ(x) =
∑
i∈N∗
$i {pi(φ)(1− ri(x)) + φ(x)ri(x)} .
Combining this result with K$φ = φ, we get for all x ∈ X
{φ(x)− pi(φ)}
∑
i∈N∗
$i{1− ri(x)} = 0 .
The condition that there exists i ∈ N∗ such that $i > 0 and for all x ∈ X ri(x) < 1, implies
that for all x ∈ X, φ(x) = pi(φ).
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