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Abstract
Rotation is a well-known operation on lists. We define its two-dimensional analogue and discuss its implementation in Prolog
using difference lists. An application to the iterative solution of a system of linear equations by the Gauss–Seidel method is given.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Rotation of lists is a well known operation addressed in several textbooks in Prolog [1,3]. A one-step rotation
carried out for example on the list [a1, a2, a3, a4] will result in [a2, a3, a4, a1] as shown in Fig. 1. This operation can
be implemented in Prolog by the built-in predicate append/3, or, more efficiently, by using difference lists.
In this note we are going to introduce an interesting two-dimensional analogue of the operation ‘rotation’ and
illustrate its use by an application to the iterative solution of linear systems. The Prolog implementation using
difference lists is concise and time efficient.
2. List rotations
Sometimes it is required to create a new (output) list by rotating some input list, that is, the head of the old list is
to become the new list’s last entry. Rotation may be achieved in Prolog by using append/3. Difference lists offer a
constant-time alternative to accomplish the same (e.g. [1]) if the original list is a difference list. The rotation indicated
in Fig. 1 may be achieved interactively thus:
?- [a1,a2,a3,a4|X]-X = [H|Y]-[H|Z], R = Y-Z.
X = [a1|_G397]
H = a1
Y = [a2, a3, a4, a1|_G397]
Z = _G397
R = [a2, a3, a4, a1|_G397]-_G397
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Fig. 1. Rotating the list [a1, a2, a3, a4].
a1 a2 a3 a4 X
︷ ︸︸ ︷[a1,a2,a3,a4|X]-X
︸ ︷︷ ︸
[H|Y]-[H|Z] ︷ ︸︸ ︷[H|Z]
H Z
︷ ︸︸ ︷Y-[H|Z] = [a2,a3,a4]
H Y︸︷︷︸
[a1]
︸ ︷︷ ︸
Y-Z = [a2,a3,a4,a1]︸ ︷︷ ︸
[H|Y]
Fig. 2. Rotating by difference lists.
· · · a2 a3 a4 a1 a2 a3 a4 a1 a2 a3 a4 a1 · · ·
-
Fig. 3. The original list [a1, a2, a3, a4] and its rotated image [a2, a3, a4, a1].
Fig. 2 spells out how the above result can be modelled in terms of differences of lists. It must be borne in mind,
however, that while we appear to be manipulating in Fig. 2 differences of lists, Prolog carries out a sequence of
unifications as illustrated by the above query. An implementation of the rotation is therefore by rotate/2 where the
auxiliary predicate rotate_dl/2 rotates difference lists,
rotate_dl([H|Y]-[H|Z], Y-Z).
rotate(List, Rotated) :- dl(List, DiffList),
rotate_dl(DiffList, Rotated-[]).
The predicate dl/2, defined in Section 3.1, converts an ordinary list to its difference list form.
3. Planar rotations
To extend the notion of ‘rotation’ from lists to matrices, we consider list rotations again. One way to rotate the list
L = [a1, a2, a3, a4] is indicated in Fig. 3:
1. Replicate L infinitely many times along the line.
2. Shift the frame of L by one cell to the right. The framed entries form the rotated list.
3. Several successive rotations will be achieved by shifting the frame the requisite number of cells to the right.
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··· ··· ··· ··· ··· ··· ···
· · · a34 a31 a32 a33 a34 a31 a32 · · ·
· · · a14 a11 a12 a13 a14 a11 a12 · · ·
· · · a24 a21 a22 a23 a24 a21 a22 · · ·
· · · a34 a31 a32 a33 a34 a31 a32 · · ·
· · · a14 a11 a12 a13 a14 a11 a12 · · ·
· · · a24 a21 a22 a23 a24 a21 a22 · · ·
··· ··· ··· ··· ··· ··· ···
@
@R
@
@R
Fig. 4. The original matrix A and its rotated image A(rot).
We want to consider the analogous construction in the plane. A two-dimensional rectangular pattern (i.e. a matrix)
of entries is given; this may be, for example, the three by four matrix
A =
a11 a12 a13 a14a21 a22 a23 a24
a31 a32 a33 a34
 . (1)
We tile the entire plane with copies of A and shift a three by four frame from A to south-east to obtain the rotated
matrix
A(rot) =
a22 a23 a24 a21a32 a33 a34 a31
a12 a13 a14 a11
 .
This is illustrated in Fig. 4. (Several such moves may be used for successive rotations.)
The argument for justifying the term ‘rotation’ is now as follows. We first identify the two horizontal edges of the
matrix and glue them together. The result is a tube which then is treated as a flexible pipe. Then, both ends of the pipe
are glued together such that the first and last entries of each matrix row meet. What we then have is a torus covered
with the mesh of the matrix entries. Our ‘rotation’ corresponds to each entry moving to its neighbouring north-western
cell.
3.1. Implementation
Initially, a matrix will be represented as a list of its rows which themselves are written as lists. So, for example the
matrix A in (1) will be represented in Prolog by
matrix_a([[ a11, a12, a13, a14],
[ a21, a22, a23, a24],
[ a31, a32, a33, a34]]).
Using proper lists. Rotations will be carried out in two stages as indicated in Fig. 5. First, in step 1©, the list
representations of rows undergo a rotation each; this is implemented by rot_rows/2:
rot_rows([],[]). % clause 1
rot_rows([[H|T]|Ls],[R|Rs]) :- append(T,[H],R), !, % clause 2
rot_rows(Ls,Rs). %
Then, in step 2©, the ‘outside’ list is rotated by the predicate rot_matrix/2:
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1©
:;
2©
:;
a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a12 a13 a14 a11
a22 a23 a24 a21
a32 a33 a34 a31
a22 a23 a24 a21
a32 a33 a34 a31
a12 a13 a14 a11
Fig. 5. Hand computations for rotating A in the plane.
rot_matrix(M,R) :- rot_rows(M,[H|T]), % clause 3
append(T,[H],R). %
Using difference lists. All lists will be replaced by difference lists; in particular, matrices are now difference lists of
difference lists. We need a way of converting the old matrix representation to its new equivalent. This will be carried
out by the predicate dl2/2:
dl2([],L-L).
dl2([H|T],[HDL|L1]-L2) :- dl(H,HDL), !,
dl2(T,L1-L2).
where a list is converted to is the equivalent difference list by the predicate dl/2 with
dl([],L-L).
dl([H|T],[H|L1]-L2) :- dl(T,L1-L2).
The new implementation is now obtained by a straightforward clause by clause ‘translation’ of the clauses 1 to 3:
rot_rows_dl(L-_,Y-Y) :- var(L).
rot_rows_dl([[H|T1]-[H|T2]|Ls1]-Ls2,[T1-T2|R1]-R2) :-
rot_rows_dl(Ls1-Ls2,R1-R2).
rot_matrix_dl(MDL,T1-T2) :- rot_rows_dl(MDL,[H|T1]-[H|T2]).
4. Application: The Gauss–Seidel method
We want to solve iteratively the system of linear equations
u + αv + βw = r (2)
γ u + v + δw = s (3)
λu + ρv + w = t (4)
in the three unknowns u, v and w. Given some initial approximate solutions u(0), v(0), w(0), we calculate a new value
for u from (2) using
u(1) = r − αv(0) − βw(0). (5)
This then is used with (3) to calculate a new value for v:
v(1) = s − γ u(1) − δw(0). (6)
Finally, an updated value for w is obtained by using u(1), v(1) in (4):
w(1) = t − λu(1) − ρv(1). (7)
We have thus completed one cycle of the iteration scheme known as the Gauss–Seidel method1 (e.g. [2,4]).
1 The special feature of this iteration scheme is that updated values are used as soon as they become available.
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Table 1
Gauss–Seidel by rotations in the plane
Iterations A b x Updating
1, 4, 7, . . .
1 α βγ 1 δ
λ ρ 1
 rs
t
 uv
w
 u
2, 5, 8, . . .
1 δ γρ 1 λ
α β 1
 st
r
 vw
u
 v
3, 6, 9, . . .
1 λ ρβ 1 α
δ γ 1
 tr
s
 wu
v
 w
In each updating step, one of the Eqs. (5)–(7) is used to recompute the variable concerned. The following
observations will be crucial:
• All three updating Eqs. (5)–(7) take the form
x1 = b1 − a12x2 − a13x3 (8)
if before each iteration step the system (2)–(4) is recast in matrix form as Ax = b where A, b and x are as shown
in Table 1.
• In Table 1, each of the entries for A, b and x is obtained from the one above it by rotation.2
The method and the above observations carry over to linear systems of any size, n. The n-dimensional analogue of
(8) is
x1 = b1 − a12x2 − · · · − a1nxn . (9)
4.1. Implementation by ordinary lists
Eq. (9) is the centrepiece in our formulation of the Gauss–Seidel algorithm and it is very easily implemented in
Prolog. (We have used SWI-Prolog [5].) If A, b and x are respectively represented by [[First|Rest]|OtherRows],
[B|OtherBs] and [X|OtherXs], the code fragment implementing (9) will read
...
dot_product(Rest,OtherXs,P),
NewX is B - P,
...
where dot_product/3 defines the scalar product of two vectors (not shown here).
Algorithm 4.1 shows the pseudocode in the form ready for implementation in Prolog using the present formulation.
(The output Subscripts indicates the permutation which the components of x have been put through and is the list of
subscripts thereof.)
The core predicate in our implementation is g_seidel/2; it implements all but the last action specified inside the
while loop in Algorithm 4.1:
g_seidel(in([[First|Rest]|OtherRows],
[B|OtherBs],[_|OtherXs],[S|OtherSs]),
out(NewAs,NewBs,NewXs,NewSs)) :-
dot_product(Rest,OtherXs,P),
2 Notice that due to the cyclical nature of rotation, row three is found to be ‘above’ row one etc.
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NewX is B - P,
rot_matrix([[First|Rest]|OtherRows],NewAs),
append(OtherBs,[B],NewBs),
append(OtherXs,[NewX],NewXs),
append(OtherSs,[S],NewSs).
(The structures in/4 and out/4 are used merely to neatly separate the input and output arguments.) The predicate
g_seidel/2 is called by g_seidel/7, the top level predicate, to complete the requisite number of iterations:
Algorithm 4.1: GAUSS–SEIDEL(A,b, x, s, i)
comment: A is the n × n coefficient matrix with unit diagonals.
b is the n-vector of r.h.s. constants.
x is the n-vector of guessed solutions.
s is the list of subscripts of the components of x.
i is the required number of iterations.
Subscripts← s
Iterations← i
while Iterations 6= 0
do

Update (the first entry of) x by (9)
A← ROTATEMATRIX(A)
b← ROTATELIST(b)
x← ROTATELIST(x)
Subscripts← ROTATELIST(Subscripts)
Iterations← Iterations− 1
output (x, Subscripts)
g_seidel(_,_,Xs,Ss,0,Xs,Ss) :- !.
g_seidel(As,Bs,Xs,Ss,I,FinalXs,FinalSs) :-
g_seidel(in(As,Bs,Xs,Ss),out(NewAs,NewBs,NewXs,NewSs)),
NewI is I - 1,
g_seidel(NewAs,NewBs,NewXs,NewSs,NewI,FinalXs,FinalSs).
4.2. Example
4.2.1. Using ordinary lists
As an example, we want to solve a system Ax = b from [2] where
A =

1 −0.25 −0.25 0
−0.25 1 0 −0.25
−0.25 0 1 −0.25
0 −0.25 −0.25 1
 , b =

50
50
25
25
 .
The above system is defined by the Prolog facts
a([[ 1, -0.25, -0.25, 0],
[-0.25, 1, 0, -0.25],
[-0.25, 0, 1, -0.25],
[ 0, -0.25, -0.25, 1]]).
b([50, 50, 25, 25]).
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The initial approximate solution x (0)1 = · · · = x (0)4 = 100 is defined in Prolog by
x0([100, 100, 100, 100]). s([1, 2, 3, 4]).
and the exact solution, x1 = x2 = 87.5, x3 = x4 = 62.5, is obtained after 50 iterations thus:
?- a(A), b(B), x0(X), s(S), g seidel(A,B,X,S,50,NewX,NewS).
A = [[1, -0.25, -0.25, 0], [-0.25, 1, 0, -0.25],
[-0.25, 0, 1, -0.25], [0, -0.25, -0.25, 1]]
B = [50, 50, 25, 25]
X = [100, 100, 100, 100]
S = [1, 2, 3, 4]
NewX = [62.5, 62.5, 87.5, 87.5]
NewS = [3, 4, 1, 2]
4.2.2. Using difference lists
Adding to the database the clause
g_seidel(in([[First|Rest1]-Rest2|A1]-A2,
[B|B1]-[B|B2],[_|T1]-[NewX|T2],[S|S1]-[S|S2]),
out(NewAs,B1-B2,T1-T2,S1-S2)) :-
dot_product_dl(Rest1-Rest2,T1-[NewX|T2],P),3
NewX is B - P,
rot_matrix_dl([[First|Rest1]-Rest2|A1]-A2,NewAs).
will enable g_seidel/2 to work also with difference lists. (Notice that this new clause won’t interfere with the earlier
definition.) No other changes are necessary as g_seidel/7 will call this modified version of g_seidel/2 essentially
as before:
?- a(A), b(B), x0(X), s(S),
dl2(A,ADL), dl(B,BDL), dl(X,XDL), dl(S,SDL),
g_seidel(ADL,BDL,XDL,SDL,50,NewX-[],NewS-[]).
...
NewX = [62.5, 62.5, 87.5, 87.5]
NewS = [3, 4, 1, 2]
The number of inferences to produce this result was 1701, whereas the ordinary list based implementation from
Section 4.2.1 needed 2534 inferences. (In both cases, the number of inferences is proportional to the number of
iterations.) Further experiments will confirm that the implementation based on difference lists always needs a lesser
number of inferences than its ordinary lists based counterpart. The same applies to the CPU times expended on the
iterations. (In this case the initial effort for representing the input data as difference lists is ignored; its contribution to
the overall effort becomes marginal as the number of iterations increases.)
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3 The dot product of vectors in difference list notation is defined by the accumulator technique as
dot product dl(DL1,DL2,Result) :-
dot product dl(DL1,DL2,0,Result), !.
dot product dl(L- , ,Acc,Acc) :- var(L), !.
dot product dl([HU|TU1]-TU2,[HV|TV1]-TV2,Acc,Result) :-
NewAcc is Acc + HU * HV,
dot product dl(TU1-TU2,TV1-TV2,NewAcc,Result).
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