An immersed boundary method is proposed in the framework of discrete stream function formulation for incompressible flows. In order to impose the non-slip boundary condition, the forcing term is determined implicitly by solving a linear system. The number of unknowns of the linear system is the same as that of the Lagrangian points representing the body surface. Thus the extra cost in force calculation is negligible if compared with that in the basic flow solver. In order to handle three-dimensional flows at moderate Reynolds numbers, a parallelized flow solver based on the present method is developed using the domain decomposition strategy. To verify the accuracy of the immersed-boundary method proposed in this work, flow problems of different complexity (decaying vortices, flows over stationary and oscillating cylinders and a stationary sphere, and flow over low-aspect-ratio flat-plate) are simulated and the results are in good agreement with the experimental or computational data in previously published literatures.
Introduction
The immersed boundary (IB) method is a numerical technique for solving flow problems by removing the mesh conformability condition on the body surfaces [1, 2] . This technique has gained popularity recently in the community of computational fluid dynamics due to the great simplification of mesh-generation procedure for complex geometries. Although the IB method was originally aimed at biological flows (laminar and incompressible), now its area of application has expanded to turbulent and supersonic flows.
The IB method was first introduced by Peskin [3] to simulate blood flow interacting with the heart and heart valves. In his IB method, the elastic (fibre-like) boundary was replaced by Lagrangian points connected by springs. Using this technique, the complicated Fluid Structure Interaction (FSI) problem with moving internal boundaries was reformulated as the problem on a regular and stationary fluid domain with an external forcing term [4] . This method was latter extended to handle rigid boundary by increasing the spring rigidity [5] or using a feedback control [6, 7] . However, the above methods suffered from very severe time-step restriction due to the stiffness of the system. To avoid this restriction, Mohd-Yusof [8] first proposed to extract the forcing from the numerical solution itself and impose the velocity boundary condition directly. The method was subsequently used by Fadlun et al. [9] , Iaccarino and Verzicco [10] , and others. This 'direct forcing' IB method can be further categorized into two subtypes: (a) computing the force and imposing the boundary condition through a local velocity reconstruction [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ; and (b) evaluating and distributing the force using the regularized delta function [18] [19] [20] [21] . In the latter subtype, the usage of a regularized delta function can be regarded as an attribute inherited from the method of Peskin.
Theoretically speaking, IB method can be incorporated into almost any existing numerical schemes for solving flow problems. So far, most successful implementations are in combination with conventional approaches for solving the Navier-Stokes equations, such as the finite difference or finite volume method which is of second-order-accurate in spacial discretization. For the sake of simplicity and efficiency, regular Cartesian grid is usually used in the implementation of IB methods. However, researches are also being in process towards the combination of IB method with other numerical methods, e.g. the finite element method [22] , Lattice Boltzmann Methods (LBM) [23] and Smoothed Particle Hydrodynamics (SPH) [24] . IB methods on more complicated grid systems can also been found in the literatures, such as the semi-structured grid with local mesh refinement [25] , curvilinear grid [26, 27] and even unstructured grid [28, 29] . There are also development efforts in combining IB method with high order schemes, such as the spectral method [8] and compact scheme [30, 31] .
In IB methods for incompressible flows, most frequently used Navier-Stokes formulation is the primitive-variable type. A segregated procedure is usually involved in solving the equations, such as the projection method or SIMPLE-like methods. The stream function-vorticity formulation is seldom used in conjunction with the IB method. Calhoun [32] and Russell and Wang [33] proposed the method that utilized the discontinuity conditions on the stream function and vorticity to impose the non-slip boundary condition. However, these two Cartesian grid methods are conceptually akin to the immersed interface method introduced by LeVeque and Li [34] rather than the immersed boundary method. More recently, Wang et al. [35] presented a IB method based on the vorticity-velocity formulation. However, due to the limitation of the stream function-vorticity formulation itself, the methods above can only be applied to two-dimensional flows. Colonius and Taira [36] proposed a method that combines the IB method with the discrete stream function (null space) approach to solve the Navier-Stokes equation on irregular domains. It should be noted that although this formulation shares some similarities with the stream function-vorticity one, it is valid in both two-and three-dimensional situations.
In this paper, we proposed an alternative implementation of IB method based on the discrete stream function approach. In the method of [36] , the standard projection method is reformulated to include the non-slip condition on the Lagrangian points. The projection steps finally result in a Poisson-like equation for the force on these Lagrangian points and a 'nested iteration' is required to solve it. Due to the fact that the size of the linear system to be solved in the inner iteration block is equivalent to that of the original flow problem, the force computing becomes very time-consuming. We simplified this procedure by applying a forcing technique that is similar to that proposed by Su et al. [19] . It significantly reduces both the algorithm complexity and the computational cost. In the present IB method, to determine the force, we only need to solve a small linear system where the number of unknowns is the same as that of the Lagrangian points. Thus the extra computational cost is negligible if compared with that for solving the Navier-Stokes equations. Furthermore, we also explored the utilization of locally refined meshes (with hanging nodes) and domain-decomposed parallel computing to reduce computational time. Some canonical cases are used to test the validity of the forcing strategy proposed in this paper. Numerical results indicate that the method proposed in the paper is sufficiently accurate in imposing the non-slip boundary condition.
The outline of the paper is as follows. The numerical methodology is presented in Section 2 where four subsections are included. In the first subsection, the governing equations are given, followed by a brief introduction of the discrete stream function approach. The third subsection describes the implementation of the IB method that is proposed in this work. The fourth subsection briefly describes the parallel implementation of the present method. Some validation cases are presented in Section 3 in the order of increasing complexity. These testing cases are: the decaying-vortex problem, flow over stationary and oscillating cylinders, flow over a sphere and flow over a low-aspect-ratio flat-plate. Finally, the conclusions are drawn in Section 4.
Numerical methodology

Governing equations
We consider the incompressible Navier-Stokes equations @u @t At the Lagrangian points, the non-slip boundary condition should be satisfied. Using the regularized delta function again, this condition can be expressed as
where U b is the velocity of the Lagrangian point. In the case of prescribed motions, this velocity is specified as a given value; while in more complicated FSI problems, it is computed by the dynamics of the body.
Discrete stream function approach
The discrete stream function approach proposed by Perot and coworkers [37] [38] [39] [40] is a numerical method for solving incompressible Navier-Stokes equations. This method is valid for both two-and three-dimensional flows and can be applied to both structured and unstructured meshes. As that pointed out in [38] , the divergence-free condition is satisfied to machine precision in this method and there are no splitting errors associated with it. It outperforms the classic fractional step methods in computational efficiency. Although it shares some similarities with the stream function-vorticity methods, the discretization procedure and imposition of boundary conditions are quite different.
The discrete stream function approach uses a staggered mesh to discretize the Navier-Stokes equations. The discretized form of Eqs. (1) and (2) can be expressed by a matrix form as
where q, p, andf are the discrete velocity flux, pressure, and body force, respectively. The discrete velocity u, can be related to q by multiplying the cell face area. A, G and D are the implicit operator, gradient operator and divergence operator respectively. A is a square matrix, but G and D are not. In addition, the negative transpose of the divergence operator is the gradient operator, G = ÀD T . r n is the explicit right-hand side of the momentum equation. bc 1 and bc 2 are the boundary condition vectors for the momentum and continuity equations.
In the discrete stream function approach, a discrete stream-function s is defined, such that
where C is the curl operator (which is a non-square matrix). This matrix is constructed in such a way that D and C enjoy the following relation
The definition in Eq. (6) together with the relation in Eq. (7) guarantee the discrete incompressibility. In the discrete stream function approach, another type of curl operator, the rotational operator R, is also defined such that matrix R and matrix C enjoy the following relation
By pre-multiplying the momentum equation with R, the pressure can be eliminated from the system. This can be easily seen in the identity equation
Thus the system of (5) is reduced to a single equation for s at each time step
All of the matrices aforementioned (and those in the next subsection) are sparse. They are never explicitly formed but just programmed as operators that perform vector-matrix multiplications. The representations of these operators are given in Appendix A. As to the time advancement, the diffusion term is implicit, the convection term is treated explicitly and a three-step, second-order, low storage, Runge-Kutta scheme is used [40] . The formulation of this scheme is given in Appendix B. We note that no time step superscript is assigned to the forcing term in (10), the update off will be discussed in the next section.
The matrix C T AC is symmetric, positive-definite and thus can be solved using the Conjugate Gradient (CG) method. A brief introduction of this iterative method, including the pre-conditioner and convergence criterion, is given in Appendix C. After solving (10) , the velocity components can be recovered through (6) . Although pressure is eliminated in this approach, if it is required, it can still be obtained through a postprocessing step which is independent of the solution procedure for the velocity field.
Immersed boundary method in framework of discrete stream function formulation
In the work by Colonius and Taira [36] , Eq. (10) and the constraint on velocities (non-slip boundary condition) are reformulated into the form of a Karush-Kahn-Tucker (KKT) system; wheref appears as a set of Lagrangian multiplier. The LU decomposition (as that in standard fractional step method) is then used to derive an equation forf . This equation is of Poisson-type where (C T
AC)
À1 appears in the modified Laplacian operator and a 'nested iteration' is needed in order to solve it. In this paper, we propose to employ a forcing strategy that is simple and straightforward. The implementation of this strategy is also very easy. Within one step of time advancing (from time index n to n + 1), this procedure can be summarized as follows:
(a) A 'predicted' stream function is computed with the force components of time step n,
Here the convection term is treated explicitly and the diffusion is solved implicitly using trapezoidal method. Note that at this stage, this equation is solved only once and no Runge-Kutta sub-steps are performed for the time advancement.
(b) The discrete velocity vectors are reconstructed using the 'predicted' stream function aforementioned,
Here P is an interpolating operator that is used to construct the velocity vectors at cell centers from its components (scalars) on the face centers.
(c) A force correction is applied to the velocity such that the desired velocity on the boundary is achieved,
The forcing term is updated using the correction,
Here Q is the an interpolating operator which is used to obtain the scalars at the faces from vectors at cell centers. By construction, P and Q enjoy the relation Q = P T . The representations of P and Q are given in Appendix A.
(e) The stream function at time step n + 1 is computed with the updated forcing term,
Here a three-step, second-order, low storage Runge-Kutta scheme is used for the time advancement. Within each sub-step of the Runge-Kutta scheme, the diffusion term is solved implicitly using trapezoidal method and the convection is treated explicitly. Note that the forcing termf is fixed in the three sub-steps of the Runge-Kutta scheme.
The procedure of (a)-(e) is repeated until the terminating time is reached. The crux of this algorithm is to evaluate the force correction vector in Eq. (13) so as to satisfy the constraints on velocities at the Lagrangian points. In this paper, we follow a similar procedure as that in [19] to determine the force correction.
First, both sides of Eq. (13) are interpolated to the Lagrangian point by using a regularized Delta function d h ,
whereŨ nþ1 andŨ Ã are the desired velocity and predicted velocity at the Lagrangian points respectively. h is the size of the Eulerian grid.Ũ Ã is evaluated bỹ
Now we define a force correction vectorF 0 on the Lagrangian points. It is related tof 0 bỹ
where Ds is the surface area associated with each Lagrangian point. For all cases in this study, Ds is approximately equivalent to h 2 . By substituting Eq. (18) into Eq. (16), the equation forF 0 can be then derived and written in the following form
From Eq. (19) , it is seen that to determine the forces, we only need to solve a small linear system in which the number of unknowns is the same as the number of the Lagrangian points. Thus its computational cost is negligible when comparing with that in solving the Navier-Stokes equations. After obtaining the force vector at the Lagrangian points,f 0 is then computed by spreading it to the surrounding Eulerian points using Eq. (18) .
The regularized Delta function used in the present study is defined as:
Here / is in the form of a piecewise function that is proposed in [1] .
0; 2 6 jrj:
Implicit forcing vs. explicit forcing in immersed boundary methods
In variants of immersed boundary method that make use of the delta-function to handle rigid boundaries, the forcing strategy can be categorized into two types: 'implicit' and 'explicit', based on whether a linear system needs to solved to determine the force. The explicit forcing is very straightforward and less time-consuming; while the implicit forcing can enhance the accuracy in imposing the no-slip boundary condition. Discussion on this issue in more detail and more depth is presented in this subsection.
Firstly, we can show that an explicit forcing (such as that proposed in [18] ) fails to accurately impose the no-slip boundary condition at time level n + 1. A brief exposition of this is given as follows. Suppose we compute the Lagrangian force 'explicitly' by (instead of using Eq. (19))
Similar to Eq. (18), the Eulerian force can be obtained through the following formulã
This is then followed by a correction step on velocity at Eulerian points
By interpolating both sides of Eq. (24) to the Lagrangian points, we can get
Comparing Eq. (25) with Eq. (22), it is easily seen that
Secondly, the non-slip condition can be rigorously imposed at time level n + 1 only if the entire discretizing procedure for solving the NS equation is taken into consideration in formulating the equation for Lagrangian forces. Examples of such type of forcing can be found in [20] (in the framework of projection method), [36] (in the framework of discrete stream-function approach) and [41] (in the framework of immersed interface method). In this sense, this type of forcing strategy can be termed as 'fully' implicit. However, it suffers from the drawbacks of high complexity in implementation and high cost in computation.
Thirdly, as a compromise between accuracy and cost, a 'partially' implicit forcing (such as Eq. (19)) cannot guarantee the satisfaction of non-slip condition at time level n + 1 either. Taking the method of Su et al. [19] as an example, the inaccuracy in the boundary condition is incurred by the following two factors: (1) the implicit treatment of the diffusive term in the momentum equation and (2) the pressure correction step in the projection method. In the method proposed in this paper, the sources of inaccuracy are attributed to: (1) the implicit nature of the equation for stream-function and (2) the multi-step time advancement (i.e. the 3-step Runge-Kutta scheme). It should be noted that due to the elimination of pressure, no velocity correction step is needed in the present method.
Finally, for the explicit or 'partially' implicit forcing, the inaccuracy in boundary condition can be rectified through an iterative procedure. Recently, this idea was implemented in [42] as an improved version of the IB method of Uhlmann [18] . Here a similar solution is proposed in the framework of the present scheme. In between steps (c) and (e) in Subsection 2.3, extra 'force for correction' can be added iteratively until the desired accuracy of boundary condition is achieved. In this 'inner' iteration, the only modification to the original scheme is that the 'predicted' velocityũ Ã in Eq. (13) is now replaced by a 'tentative' velocity at time level n + 1. It is seen that this iterative scheme is computationally quite expensive. Within a single iteration, Eq. (15) for the stream function is solved thrice; the linear system for the Lagrangian forces equation (19) has to be solved once; furthermore, both the velocity interpolation (Eq. (17)) and force spreading (Eq. (18)) have to be performed once. In Section 3.2.2, the iterative scheme will be further investigated using a real simulation -laminar flow over a stationary cylinder. The boundary condition errors associated with the forcing strategy will be quantified. The necessity and effectiveness of the proposed iterative scheme are also discussed.
Local mesh refinement and hanging nodes
Despite the fact that the use of Cartesian grid in conjunction with immersed boundary method has many attractive features, the limitation of this combination is also evident. Either uniform or stretched grid can results in a waste of mesh points in the far-field where coarse resolution is sufficient. To reduce the total mesh number while keeping a fine resolution near the immersed boundary, a locally-refined mesh is highly desirable in immersed boundary solvers. One notable feature of the locally-refined mesh is the presence of cells with hanging nodes. The locally-refined mesh can be handled using a hierarchical tree structure or a fully unstructured approach. It is obvious that a code implemented on a structured mesh (with tree structure) executes faster and requires less memory than that on an unstructured mesh [43] . In the present work, the unstructured approach is adopted for the following reasons: (1) cells with hanging nodes are inherently supported (without any special treatment) on an unstructured mesh in the framework of the discrete stream function approach; (2) it easily allows an anisotropic mesh refinement; and (3) a load-balanced mesh partitioning for parallel computing is easily achievable.
In the present method, the cells around hanging nodes as treated as polygons (2D) or polyhedrons (3D). Fig. 1 shows one example of irregular dual cells near a hanging node in a 2D locally-refined mesh. Although the degradation of accuracy is found locally at the hanging nodes, since the number of hanging nodes is very small, the overall accuracy is not affected. Furthermore, in practical simulations, the cells with handling nodes are usually located at places that are far away from the regions that we are interested in (e.g. boundary layer or near wake), thus their influence on the final results is quite limited. The effectiveness of the locally-refined mesh in reducing the total mesh points can be clearly manifested in the simulation of flow over a sphere (see Section 3.4.1). In one simulation of Re = 300, keeping the same resolution near the sphere, the use of a locally-refined mesh (with hanging nodes) reduces the number of mesh points from nearly 9 million to only 1.2 million.
Parallel implementation
When dealing with three-dimensional flows in complex geometries, even in the laminar regime where the Reynolds number is in the range of 10 2 À 10 3 , meshes with several million nodes are often required. When the turnover time of the simulation is worthy of concern, feasible computations are still severely limited by current computing power. Thus parallel processing is now an indispensable part in the development of an efficient flow solver. In this work, the code is parallelized using domain decomposition methodology and ported to a computer cluster with distributed-memory architecture. A well-known graph partitioning software, METIS [44] , is used to partition the grid in the preprocessing stage. Message Passing Interface (MPI) library routines are used for data communication in a master-slave algorithm that is designed for the code parallelization. The slave processes solve the flow field within the partition. The flow variables at the partition boundaries are exchanged among the neighboring partitions at each time step. The master process performs the input-output, time step control and computation of Lagrangian forces. The technical details regarding the parallel implementation of the present method, such as the data layout for MPI communication, overlapping of communication and computation, 'gatheringand-scattering' strategy for computing Lagrangian forces, and parallel performance, will be summarized and published in a separate paper.
Validations
In this section, the validations are arranged in the increasing order of complexity. We first test the order of accuracy of the proposed scheme using the problem of decaying vortices (with an 'artificially' created interior boundary). To validate the method in handling two-dimensional geometries, we then test the solver by simulating laminar flows over a stationary and oscillating cylinder. Finally, the capability of solver in dealing with three-dimensional geometries are tested using laminar flows over a sphere and a low-aspect-ratio flat-plate.
Decaying vortices: test on the order of accuracy
The exact solution of the decaying vortices problem is given by u ¼ À cosðpxÞ sinðpyÞe
This problem is solved numerically on a computational domain (jxj 6 1.5, jyj 6 1. 
Flow over a stationary cylinder
In this section, two-dimensional laminar flows over a stationary cylinder are simulated using the proposed immersed boundary method. Three cases with different Reynolds numbers (based on the free-stream velocity U and diameter D), 40, 100 and 200 are studied.
The simulations are performed in a rectangular domain of 60D Â 40D. In the case of Re = 40, the grid size in the vicinity of the cylinder (a region of 2D Â 2D) is 0.033D. For the case of Re = 100 and 200, the grid size in the vicinity of the cylinder (a region of 1.5D Â 1.5D) is 0.02D. In all three cases, the grids are stretched to the boundaries with an expansion factor of 1.05 and the maximum grid size is 0.5D. The Lagrangian points are evenly distributed along the circumference of the circular cylinder such that the inter-distance equals the local size of the Eulerian grid approximately.
Uniform free-stream velocity is prescribed at the inlet and the fixed pressure condition is applied at the outlet. On the top and bottom boundaries, slip-wall condition is used. The specification of boundary condition is not very straightforward due to use of s as the primary unknown. For the technical details regarding these boundary conditions in the discrete stream function approach, please refer to the paper by Wang et al. [38] . The non-slip boundary condition on the surface of the cylinder is realized using the immersed boundary method proposed in Section 2.3. The boundary conditions aforementioned are also used in the case of flow over oscillating cylinders in uniform flow (Section 3.3.2) and flow over three-dimensional objects (Section 3.4).
The drag and lift coefficients are computed by
where F x and F y are the Lagrangian forces in the horizontal and vertical direction respectively; U is the free-stream velocity and q the density of the fluid.
Flow field and hydrodynamic forces
At Re = 40, the flow is steady and a recirculation zone has developed behind the cylinder. The streamlines are shown in Fig. 4 . The recirculation zone is characterized by the stream-wise length l, distance from the back of the cylinder to the vortex center a, vertical distance between two vortex centers b, and separation angle h, as defined in Fig. 4 . The results of the present computation and the data from the literatures are listed in Table 1 . The characteristic dimensions and drag coefficients computed in the present work are in excellent agreement with the experimental and computational results previously reported in the literatures.
At Re = 100 and 200, the flow is characterized by alternating vortex shedding from the upper and lower side of the cylinder. The instantaneous vorticity contours at Re = 100 and 200 are shown in Fig. 5 . The time history of the drag and lift coefficients for Re = 100 and 200 is shown in Fig. 6 . The comparisons of the present results (drag and lift coefficients and Strouhal number) with those from the literatures are summarized in Table 2 . For both cases, the numerical results from the present simulations are in good agreement with those from the literatures. 
Inaccuracy in non-slip boundary condition
According to the discussions in Section 2.4, the forcing strategy proposed in Section 2.3 can lead to inaccurate boundary condition at time level n + 1. In this subsection, the errors at the boundary are quantified in the real simulations of flow over a stationary cylinder. We choose the unsteady case of Re = 100 to study the deviation of velocity from the value of zero on the Lagrangian points. Through numerical experiments, it is found that the occurrence of the largest deviation coincides with the Table 1 Drag coefficient and characteristic dimensions of the recirculation zone for flow past a cylinder at Re = 40. phase of zero lift in a vortex-shedding period. Thus the L 2 -norm velocity errors at the Lagrangian points are computed at this phase for all testing cases. First, we perform a test on the variation of errors with the grid sizes. Four different grid sizes ranging from 0.005 to 0.04 are employed in the test. The time step for each case is chosen such that the nominal CFL number is fixed to 0.25 (i.e. Dt = 0.25h/U 1 ). From the results shown in Fig. 7 , the convergence slope of one is clearly seen. Next, we implement the iterative scheme proposed in Section 2.4 in the case of h = 0.02 (this is the mesh resolution we use to compute the drag and lift in the previous subsection). Fig. 8 shows the L 2 -norm velocity error at the Lagrangian points as a function of iteration numbers. It is seen that the error can be reduced by one order after 50 iterations. All tests indicate that the influences of this rectification measure on the shedding frequency, lift and drag are negligible. On this mesh resolution, the error in the non-slip boundary condition is already sufficiently small (of the order of 10
À5
) without the iterations. Although the iterative scheme is helpful in reducing the error associated with the boundary condition, it is not recommended due to its high cost.
Flow over oscillating cylinder
In this subsection, we simulate the flows with in-line and cross-wise oscillating cylinders. They represent two typical cases when the directions of the moving boundary and that of the overall flow are parallel or perpendicular to each other. These two cases are aimed at testing the solver's capability in handling two-dimensional moving boundaries.
In-line oscillating cylinder in fluid at rest
The motion of the in-line oscillating cylinder is prescribed as
where A and f are the amplitude and frequency of the oscillation respectively. Using the maximum oscillating velocity jUj max = 2pAf and the diameter of the cylinder D as the reference variables, the dimensionless form of Eq. (30) can be written as xð tÞ ¼ ÀA sinð t=AÞ;
where the barred quantities denote dimensionless variables. The computational domain for this test is 20D Â 20D, with the minimum mesh size of 0.025D in the vicinity of the cylinder (a region of 4D Â 8D). The number of Lagrangian points representing the immersed cylinder is 110. In the present simulation, the Reynolds number based on the maximum oscillating velocity and the diameter of the cylinder, Re = (U max D)/ m, is 100. The Keulegan-Carpenter number, based on the maximum oscillating velocity and oscillating frequency, KC = U max / (fD), is 5.0. The dimensionless amplitude corresponding to these two parameters is A ¼ 5=ð2pÞ. A time step is chosen such that the maximum CFL number is 0.5. The non-slip boundary condition is applied to all the side-walls (where the velocity is zero) and also the surface of the cylinder (where the velocity is prescribed by taking the time derivative of Eq. (31)). Fig. 9 shows the vorticity contours at four different phases, t=A ¼ 0; 1 2 p; p, and 3 2 p, respectively. A periodic vortex shedding is clearly seen in these pictures. (Note that the flow field inside the cylinder computed by the present IB method is not shown for clarity.) At this Reynolds number and KC number, the flow pattern that is observed in the simulation is very similar to that in the experimental study of Dutsch et al. [50] and that in the numerical study of Yang and Balaras [14] . Fig. 10 shows the computed profiles of stream-wise and cross-wise velocity components at four different x locations (x = À0.6D, 0D, 0.6D and 1.2D) and three different phases ( t=A ¼ p; 7 6 p, and 11 6 p). The result of the present simulation agrees well with the experimental data in [50] . 
Cross-wise oscillating cylinder in uniform flow
The motion of the cross-wise oscillating cylinder is prescribed as yð tÞ ¼ ÀAsinð2p f tÞ:
Here f is the dimensionless frequency defined as f ¼ St ¼ ðfDÞ=U, where D is the diameter of the cylinder and U the velocity of the uniform flow. A is the oscillating amplitude non-dimensionalized by D. The computational domain is 30D Â 20D. The distance between the center of the cylinder and the inlet is 10D. The mesh size is 0.025D in the vicinity of the cylinder (a region of 4D Â 8D). The number of the Lagrangian points representing the immersed cylinder is 110. In the present simulation, the Reynolds number based on the free stream velocity and the diameter of the cylinder, Re = (UD)/m, is 200. The dimensionless oscillating amplitude is A ¼ 0:15. The selected oscillating St number is 0.198, which is very close to the St number of vortex shedding from a stationary cylinder at Re = 200. A time step is chosen such that the maximum CFL number is 0.5. Fig. 11 shows the instantaneous vorticity contours after the periodicity of the flow is fully established. The von Karman vortex street can be clearly seen in this figure. (Notice that the flow field inside the cylinder computed by the present IB method is not shown for clarity.) The root mean square (rms) velocity magnitude fluctuation is chosen as the representative quantity of the flow field. This quantity is recorded and compared with the experimental results of Griffin [51] . Fig. 12 shows the rms velocity magnitude fluctuation profiles at two different stream-wise locations. Fig. 13 shows the maximum rms velocity-magnitude fluctuation as a function of stream-wise location x. Fig. 14 shows the rms velocity-magnitude fluctuation at the wake axis (y = 0). From these comparisons, it is seen that good agreement has been achieved. Thus the capability of the present method in capturing the unsteady flow features in moving boundary problem is further demonstrated. 7 6 p; (e) and (f) 11 6 p. Lines denote the present results and symbols are the experimental data of Dutsch et al. [50] at: x = À0.6D (red square and red solid line); x = 0D (green delta and green dashed line); x = 0.6D (blue diamond and blue dash-dot line); and x = 1.2D (purple circle and purple dash-dot-dot line). Fig. 11 . Instantaneous vorticity contours for flow around a cross-wise oscillating cylinder.
Three-dimensional flows with immersed bodies
In this subsection, two simulations are performed to test the proposed method in dealing with three-dimensional geometries. Flow over a sphere at low Reynolds numbers is a canonical test. By simulating flow over a low-aspect-ratio flat-plate, we further validate the capability of the method in modeling infinitely thin boundaries.
Flow over a sphere
The simulations of flow over a sphere are performed at Re = 100 and 300, where the Reynolds number is based on the free stream velocity U and the diameter of the sphere D. The computation is performed in the domain of 30D Â 30D Â 30D. For the case of Re = 100, a mesh with uniform size of 0.025D is deployed in the vicinity of the sphere (a region of 1.5D Â 1.5D Â 1.5D). For the case of Re = 300, a mesh with uniform size of 0.0125D is deployed in the vicinity of the sphere (a region of 1.25D Â 1.25D Â 1.25D). In both cases, the meshes are stretched to the boundaries and the total number of unknowns is approximately 1 million for the case of Re = 100 and around 1.2 million for the Re = 300 case. The spherical surface is represented by 4063 and 16,129 Lagrangian points in the two cases respectively. To achieve an almost even distribution of the Lagrangian points on the surface, the method suggested in [18] is used. A uniform velocity is prescribed at the inlet; the fixed pressure condition is applied at the outlet. Due to the large number of grid points required in this case, the simulations are performed on a computer cluster with distributed memory and 128 CPUs are used. The averaged wall-clock time for one step of integration is approximately 3.0 s for the Re = 100 case and 4.2 s for the Re = 300 case.
The coefficients of drag, lift and side forces are defined as
where F x , F y and F z are the Lagrangian forces in the stream-wise, cross-wise and span-wise direction, respectively. At Re = 100, the flow is steady and axisymmetric with a separation bubble behind the sphere. The drag coefficient of the present calculation is compared with the data from the literatures in Table 3 . It is found that a fairly good agreement has been achieved. At Re = 300, the flow exhibits unsteady characteristics such as vortex shedding and oscillation in the drag and lift coefficients. A snapshot of vortical structure is shown in Fig. 15 , where the vortical surfaces are identified using the method by Jeong and Hussain [52] . This structure of shedding vortices is nearly the same as that in [53] . The averaged drag and lift coefficients are shown in Table 4 . It is seen that the present results agree well with those from the literatures.
Flow over a low-aspect-ratio flat-plate
In this subsection, we performed simulations of three-dimensional flow over a low-aspect-ratio flat-plate. We compared our results with the numerical and experimental ones from a recent paper by Taira and Colonius [54] . It is noted that the [53] 1.10 Fadlun et al. [9] 1.08
immersed boundary method in the framework of projection method developed in Taira and Colonius [20] was employed in their study. Our first validation is the steady solution at Re = 100 (based on the chord length c). In [54] , an experiment was performed in an oil tow-tank (2.4 m Â 1.2 m Â 1 m). The dimensions of the rectangular plate are 82 mm Â 164 mm Â 3 mm (AR = 2 with a thickness of 0.037c). In both the present simulation and that in [54] , the flat-plate is modeled as an object of zero thickness (2D surface). In the present study, the computational domain is a box of dimensions 10.1c Â 10c Â 10c (which is the same as that in [54] ). A locally-refined mesh with the grid number of 150 Â 66 Â 96 is used in this study. This mesh is generated is such a way that its resolution (h = 0.025c) near the rectangular surface is comparable with that of the stretched Cartesian grid in [54] . The spacing of the Lagrangian points distributed on the surface is the same as the local mesh size in the simulation.
The lift and drag coefficients are computed using Eqs. (33) and (34) . We compare the lift and drag coefficients at t = 13 (after the steady state is reached) with the data in [54] . Fig. 16 shows the comparison of lift and drag coefficients for the angle of attack a 2 [0°, 90°]. The results of the present study are in excellent agreement with the numerical one from [54] . By comparing with the experimental data, it is also found that in both simulations the predictions of lift and drag forces are reasonably good over the full range of a. The slightly larger discrepancy between numerical and experimental results in drag coefficient is attributed to the zero-thickness model used in the computations [54] .
Next, we simulate the flow over a rectangular plate with a larger aspect ratio (AR = 4) at Re = 300. At the angle of attack of 30°, a periodic solution with vortex shedding is obtained. The non-dimensional frequency (or Strouhal number defined as St fcsin a/U 1 ) computed in the present study is 0.12, which is the same as the prediction in [54] . Fig. 17 shows one snapshot of vortical structure (characterized by iso-surface of Q-criterion). This pattern is qualitatively consistent with the wake structure shown in [54] .
Conclusions
In this paper, an immersed boundary method is developed in combination with the discrete stream function formulation for Navier-Stokes equations. The forcing strategy proposed in this work is simple and straightforward and the implementation of this strategy is also very easy. The parallel implementation of the present method facilitates feasible threedimensional simulations at moderate Reynolds numbers if the turnover time is worthy of concern. The code is validated by various problems of different complexity, such as the problem of decaying vortices, flows over stationary and oscillating cylinders, flow over a sphere and flow over a low-aspect-ratio flat-plate. Good agreement is found between the results in the present work and those in the literatures. This provides a strong evidence of the capability and reliability of this newly proposed method.
Here a ? b indicates that an operator manipulates the variable defined at topological entity a and the result is stored at entity b.
The interpolating and integrating operators can be expressed as 
