Abstract-This paper provides a simple solution to a long standing problem of applying long block codes to Multiple-Input Multiple-Output (MIMO) quasi-static or slowly time-varying fading channels, in which past coding strategy may suffer unnecessary outage if Maximum Likelihood decoding is too complex to be employed. The solution is to avoid outage by employing a layered coding strategy using a rateless code at a layer. An acknowledgment is sent from the receiver to the transmitter when the receiver has accumulated enough information to decode. In a transmission, a codeword may span one or a few fading blocks. However, the total long term transmission rate can approach the ergodic capacity, and therefore, is lossless compared to outage events in traditional coding strategy. The theoretical tool introduced is a generalization of Feinstein's lemma for channels with acknowledgement. It represents a departure from traditional Shannon channel capacity that characterizes the data rate of one transmission of a code word.
I. INTRODUCTION Space-time coding for multi-antenna systems has been considered as an important technology to dramatically increase spectral efficiency in a fading environment [1] , [2] . A surge of research interests in the area has resulted in various space-time codes and coding strategies, such as trellis codes, block codes, Lattice codes, BLAST, and Threaded Designs for MultipleInput Multiple-Output (MIMO) channels.
However, there has been a long standing problem with applying capacity approaching long block codes, such as turbo codes and LDPC codes, to slowly varying MIMO (block) fading channels. The slowly varying fading means that a codeword can span one or a few fading blocks. The corresponding capacity is zero and outage probability is used as a channel quality measure. Single-Input Single-Output channel is a special case of MIMO channels. Given the success of long block codes in SISO channels, one would expect they play an important role in MIMO channels. However, so far, the demonstrated performance of long block codes has not been much better than simple space-time trellis codes and short space-time block codes [3] [4] [5] [6] . The disappointing performance leaves the impression that the complexity of long block codes does not justify their use in MIMO channels.
To find the root cause, we take a look at the problem in some important coding strategies. 1) For a two-transmitantenna single-receive antenna (2x1) system, Alamouti's code [7] can be applied to transform the channel to a SISO channel without loss of mutual information [8] . Long block codes for SISO channels can be applied here without problem. However, generalization to systems other than a (2x1) system will result in mutual information loss [8] . 2) Use interleaved coded bits of a long block code for constellation modulation. The decoding employs iterative demodulation and decoding. The demodulation calculates a coded bit likelihood using received signal and the prior probability of other coded bits. The bit likelihood is used for an iterative decoder to calculate new prior probability of coded bits. After several iterations, the decoder decodes the information bits [9] [10] [11] . This would work well in an ergodic channel because the decoder and demodulator convergence curves can be matched in the EXIT chart, resulting in close to capacity performance [11] . But for non-ergodic channels, the demodulation curve changes with each channel realization. The transmitter has no channel knowledge and therefore, the decoder curve is fixed. When there is a mismatch between the curves, an unnecessary outage happens even if the channel realization may be good enough for successful Maximum Likelihood (ML) decoding. 3) To avoid iterative decoding and demodulation, a layered approach can be taken to insure at each channel use, different antennas belong to different layers. In this case, minimum mean square estimation (MMSE) plus successive decoding and cancellation can be used. Again, this approach achieves capacity in ergodic channels when the rate tuple of the layers is designed to be the corner point of the capacity region. However, in non-ergodic channels, even if the rate tuple is within the capacity region for a channel realization, an unnecessary outage may happen for successive decoding while ML decoding will succeed. 4) Instead of successive decoding, iterative decoding between layers could be employed for the architecture of 3). For similar reasons as in 2), unnecessary outage will happen. 5) To avoid unnecessary outage, feedback from receiver to transmitter at the beginning of each fading block could be used to adjust the rate tuple to the corner point of the capacity region. But this requires frequent feedback and good prediction of the channel [12] . 6) In a diagonal BLAST structure [13] , initially only one transmit antenna is sending signal. The number of antennas sending signal gradually increases. In this architecture, every layer experiences the same effective channel and no unnecessary outage would happen if MMSE is employed, different from the architectures of 2), 3) and 4). However, it has significant rate loss due to initial idle antennas if long block codes are used for each layer. On the other hand, ML decoding or near optimal sphere decoding is feasible for simple codes to avoid unnecessary outage or rate loss. Therefore, long block codes have not been able to exert their full power in MIMO channels if little feedback is available.
This paper provides a simple solution to the above long standing problem. We use layered coding strategy and rateless code for each layer. An acknowledgment (ack) is sent to the transmitter to start a new codeword when the receiver believes enough information has been collected to decode information bits 1 . When codeword length approaches infinity, the overhead of ack feedback is negligible. The long term information rate approaches the ergodic capacity. We call it lossless because no outage happens.
In the next section, we introduce the theoretical analysis tool, a generalization of Feinstein's lemma, for channel with acknowledgement. We show ergodic capacity can be achieved in a quasi-static fading channel. The analysis is applicable to each layer in a layered architecture, which is introduced in Section III. Section IV concludes.
II. CODING FOR CHANNEL WITH ACKNOWLEDGEMENT
When a channel is used in the following way, we call it a channel with acknowledgement. For the k th transmission, which includes a number of channel uses, the transmitter transmit a code word with infinite length. At discrete time n k , if the receiver determines that the code word can be decoded, it sends an acknowledgement to the transmitter. The transmitter stops transmitting of the current code word, selects another code word according to new information bits, and starts the k + 1 th transmission.
To formalize the process, we define a sequence of channels from the partitioned from the original channel. Let p
) be the channel transition probability for the k th transmission. The index θ k belongs to a countable or uncountable set. It is introduced to account for channel state, which is possibly correlated between transmissions. The random sequence
is the channel output of the k th transmission with X (n k ) as the input. Note that we have assumed that the k th channel transition probability p
of the previous transmission. If the original channel has finite memory of the input, the independence can be achieved by a quiet guard time interval between transmissions. When n k tends to infinity, the guard interval is negligible. This assumption matches the operation of most practical systems.
The following lemma asserts a single code of infinite length can be used for the sequence of channels. The lemma holds for general input and output alphabets that are finite or infinite, and countable or uncountable. The lemma takes an information spectrum approach. The mutual information density rate [14, p177] is defined as
which is a function of random sequences (
, and the index θ k . The error probability P e,k is the probability that the decoded information bits do not equal to the transmitted information bits in the k th transmission. Lemma 1: Let L I be the number of information bits per transmission. Corresponding to an L I , if a sequence
and LI ≥ 0 exists and satisfies
where γ k > 0, then there exists a single code that can be used in all transmissions and has error probability P e,k ≤ LI for k = 1, 2, ..., ∞. Proof: The lemma is a direct application of Feinstein's lemma [15] . Because if
, an ensemble of codes of infinite length can be constructed according to distribution p X (∞) . Each code book includes 2 LI codewords. For each k, a single code is truncated to length n k and used in k th channel for all k. According to Feinstein's lemma, the error probability P e,k satisfies
The lemma follows immediately. Note that LI is not a function of θ k so that the error probability is bounded uniformly. We also define the code of infinite length in the proof as rateless code because the codebook is characterized by the number of information bits L I instead of conventional code rate 2 Define that a data rate R is achievable if the error probability is asymptotically zero. The following corollary follows.
The significance of the lemma is illustrated in the following example.
Example 1: Suppose the channel with acknowledgement is a real quasi-static fading channel, i.e. Y = ΘX + W , where WÑ (0, 1) is Gaussian noise, channel state Θ is a positive random variable, X has finite alphabet and has distribution close to discretized version of N (0, 1). For the k th transmission, θ k is a independent realization of Θ and remains constant during the transmission. Assume the receiver know the channel state and the transmitter do not.
We want to show the conditions in Corollary 1 are satisfied. For the k th transmission, the receiver send an acknowledgement to the transmitter once n k increases enough such that
where
Therefore the second term of the left hand side of (1) is bounded uniformly over k as
For the first term of the left hand side of (1), by Chebyshev's inequality and (4), we have
Since X has finite alphabet, σ 2 Z is uniformly bounded according to Remark 3.1.1 of [14] , i.e., it is not a function of θ k . If
The potential problem could happen for small I (θ k ) (X; Y ) to make the bound (5) large. Since X is close to be Gaussian distributed, we can do an 3 We have dropped the time index for convenience.
analysis on Gaussian input. It can be calculated that
The error probability approaches zero uniformly as L I → ∞. By strong law of large number, the data rate R = 1
is achievable. The rate is in terms of Harmonic mean because bad channel needs more channel uses per transmission.
The constraint of finite input alphabet plays an important role to force n k approach infinity when L I approaches infinity so that ergodic results can be applied. Since the alphabet size can be increased so that the input distribution mimics an general input distribution, a general input distribution can be used to calculate the achievable rate asymptotically.
The 2γ k in (3) is the gap between mutual information rate and the data rate. The gap will affect the error probability of the typical sequence decoder as shown in (2) . If maximum likelihood (ML) decoder is used, the gap will appear on the error exponent [19] . The larger the gap, the smaller the error rate for a code word length. In practice, γ k can be used for trade-off between decoding delay and error probability. Generalizing Example 1 and taking that bad channel needs more channel uses per transmission into consideration, it can be proved that if the channel with acknowledgement is a time varying ergodic fading channel, the ergodic capacity E I (Θ) (X; Y ) (Arithmetic mean) can be achieved even if the coherent interval is comparable to a code word length. The proof uses relation similar to 3 and the fact that mutual information at any time is bounded due to finite input alphabet to upper and lower bound the long term rate.
The above example shows the significance of channel with acknowledgement and the lemma. In Shannon capacity sense, the capacity of a quasi-static fading channel is zero. With an acknowledgement per code word, ergodic capacity can be achieved! In fact, by optimizing the input distribution, even higher capacity may be achieved by power control. The intuition is as follows. The transmitter may start with a high input power. If after some time, the transmitter has not received the acknowledgement, it indicates that the current channel state is bad. Similar to water filling principle, the transmitter may reduce input power gradually. With average power constraint over transmissions, better than ergodic capacity may be achieved. This is contrary to the intuition of power control diversity in an ARQ channel [20] , where power is increased for bad channels to maximize diversity.
III. LAYERED CODING WITH ACKNOWLEDGMENT FOR MIMO CHANNELS
This section applies the coding strategy of channel with acknowledgement in the previous section to each layer of a MIMO channel.
In this paper, a layered architecture for MIMO channel means any interleaving method such that at any time, different antennas belong to different layers and each antenna index belongs to one and only one layer at any time. A layer is the indexes of the antenna (or space) as a function of time. A code word will be transmitted within one layer. Any layering, such as H-BLAST or threaded design [21] , will work for our coding strategy. Figure 1 shows a preferred layering that each layer will go through all space indexes. For example, layer 2 from time 1 to 4, go through space 2, 1, 3, 2 respectively. The layers have a predefined decoding order such that lower layers are decoded and canceled before higher layers are decoded.
The system we consider is a time-varying or quasi-static fading channel with L T transmit antennas and L R receive antennas. We also assume the channel state information (CSI) is known only at the receiver (CSIR). At time n, the received signal
is a circularly symmetric complex white Gaussian noise vector with zero mean and covariance I, the elements of channel state matrix H n ∈ C LR×LT are independent identically distributed circularly symmetric complex Gaussian random variables with zero mean and variance 1 (CN (0, 1) ). The noise W n 's are independent over time. The channel states H n 's may be correlated over time. The input distribution of X n is assumed to be CN (0, SNR LT I LT ×LT ), where SNR is the signal-to-noise ratio. The transmission procedure of our layered coding strategy is described as follows. Each layer is coded separately. The i th layer uses L
I information bits to select a code word of a rateless code to transmit. In the beginning, the transmitter starts to transmit all layers at the same time. The receiver monitors the channel state of every layer. If a layer satisfies a condition similar to (3), i.e., the accumulated mutual information is larger than transmitted information, an acknowledgement is sent to the transmitter to instruct the transmitter start a new codeword for that layer. A layer is decoded after all lower layers have been decoded and canceled. The channel state of a layer is the signal to interference and noise and ratio (SINR) of MMSE assuming lower layers are cancelled. This procedure solves the dilemma of the following situation in traditional layered coding strategies with the same code word length for all layers. As illustrated in Figure 2 , at the end of the transmission, a channel realization may make higher layers (layer 2 and 3 of first coding block in Figure 2 ) decodable if the lower layer (layer 1 in Figure 2 ) are canceled, but the lower layers are not decodable for this channel realization. An outage is announced in such a situation. In our coding strategy in Figure 3 , the higher layer (layer 3 in Figure 3 ) can start a new codeword according to the acknowledgement (at time t 1 in Figure 3 ). The lower layers can continue to accumulate information for decoding using the rateless code. Once the lower layers have accumulated enough information to be decoded and cancelled (at time t 2 ), the code word of the higher layer terminated earlier (at time t 1 ) can be decoded. This is the key difference that makes our coding strategy achieving the ergodic capacity, i.e. being lossless in terms of mutual information comparing to outage in traditional methods. As noted in the previous section, the capacity of such coding schemes may be higher than ergodic capacity by making input distribution as a function of time.
Similar to examples in Section II, the long term rate of a layer approaches the average mutual information of the layer.
The mutual information of a layer can be calculated using chain rule of mutual information or SINR of MMSE [22] . Divide the space and time to L T layers. Let i n,l be the space index of layer l at time n, Φ (cncl) n,l = {i n,1 , i n,2 , ..., i n,l−1 } be the set of cancelled signal's space indexes, or equivalently the indexes of lower layers at time n, Φ (int) n,l = {i n,l+1 , i n,l+2 , ..., i n,LT } be the set of indexes of signal interfering with signal indexed by i n,l , X n (Φ) be the rows of vector X n indexed by set Φ, H n (Φ) be the columns of H n indexed by set Φ. Because output of MMSE is sufficient statistics [23] , the mutual information available to layer l at time n is for any time n. Again, it can be achieved even if the transmitted code word length is comparable to the coherent interval of the channel state. Traditional method of fixed rate (as opposite to rateless) would either require transmitted code word length be so long such that the code word experiences all fading variations, or suffer outage. At transmitter, we need to distinguish different acknowledgements for different layers. If the total number of layers is L T , we need feedback rate of log 2 L T bits per code word. When information bits per code word L I is large, the overhead of feedback is negligible.
IV. CONCLUSIONS AND FUTURE WORK
We have proposed a simple lossless layered coding strategy for MIMO block fading channels. In a transmission, a codeword may only span one or a few fading blocks. However, by applying rateless codes and acknowledgment for each layer, the total long term transmission rate can approach the ergodic capacity. The strategy makes it possible to apply powerful long block codes to MIMO channels without suffering unnecessary outage as in past coding strategies. The concept of channel with acknowledgement and the generalized Feinstein's lemma may introduce new additions to traditional Shannon theory.
