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Abstrat
We extend the results of B. Bollobás, O. Riordan, J. Spener,
G. Tusnády [3℄ and Móri [4℄. We onsider a model of random tree
growth, where at eah time unit a new node is added and attahed
to an already existing node hosen at random. The probability with
whih a node with degree k is hosen is proportional to w(k), where
w : N → R+ is a xed weight funtion. We prove that if w fullls
some asymptoti requirements then the deay of the distribution of
the degree sequene as k → ∞ is exp{−c∑k−1j=0 w(j)−1}, where c is
an expliitly omputable positive onstant. In partiular, if w(k) is
asymptotially linear then this deay has power law. Our method of
proof is analyti rather than ombinatorial, having the advantage of
robustness: only asymptoti properties of the weight funtion w(k) are
used, while in [3℄ and [4℄ the expliit law w(k) = ak + b is assumed.
Key words and phrases: random tree, preferential attahment,
degree sequene
1 Introdution
In 1999, Barabási and Albert [1℄ suggested a random graph proess for mod-
eling the growth of real-world networks. In this model eah time a new node
is added to the system, it is attahed to a xed number of already exist-
ing nodes, that are seleted with probabilities proportional to their degrees.
Barabási and Albert argued that in this growth model, after many steps, the
degree sequene obeys a power law deay (the proportion P (k) of nodes with
1
degree exatly k deays as k−γ). Aording to measurements, this sale-free
property seems to be true for many real-world networks, suh as the world
wide web.
In 2000, Bollobás, Riordan, Spener and Tusnády [3℄ gave a mathemati-
ally exat denition of the model desribed above, and obtained P (k) asimp-
totially uniformly for all k ≤ n1/15, where n >> 1 is the number of nodes,
proving as a onsequene that γ = 3. Their proof depends on a ombina-
torial method that relates the tree model to random pairings, and also on
the Azuma-Hoeding inequality. Independently, in [4℄, Móri proved similar
results for trees, also with martingale tehniques, although dierent from
those used in [3℄. For a survey on mathematial results on sale-free random
graphs, see [2℄.
Our model generalizes the rule of preferential attahment: we let a weight
funtion w : N → R+ determine the law with whih a node is seleted. A
node with degree k is hosen with probability proportional to w(k). In the
proofs of both [3℄ and [4℄, it is essential that the weight funtion has the
exat form w(k) = ak + b. We treat general weight funtions, with some
restritions on the asymptotis of w.
We dene the model for trees, in eah step the new node attahes to one
already existing node. We prove that for any k, the proportion of nodes with
at least k outgoing degree onverges in probability to ck, a onstant that an
be omputed, given w. The deay of ck as a funtion of k is given by
exp{−c
k−1∑
j=0
1
w(j)
},
where c is a omputable positive onstant. This means power order deay
for any w that is asimptotially linear.
Our method of proof is analyti rather than ombinatorial, having the
advantage of robustness. We rely only on asymptoti properties, and not on
the exat form of the weight funtion w.
In [3℄ any xed number m ≥ 1 an desribe the number of edges that
a newly appearing node sends to the already existing ones, so the result
obtained there is not only valid for trees. The method they use is to onstrut
the (m > 1)-model diretly from the (m = 1)-model, whih proedure fails
in the ase of general weight funtions. This is the reason why our result for
trees an not be simply modied to be valid for m > 1.
2
2 Model
Let a stritly positive weight funtion w : N→ R+ be given with the following
restritions. We demand that w(k)→∞ as k →∞, and that the inrements
of w be bounded from above: there exists an r <∞ for whih
w(k + 1)− w(k) ≤ r (1)
for all k. (We do not need monotoniity for w.) Let us x w(0) = 1, it will be
apparent that this an be done without loss of generality. We also demand
that the weight funtion be of the form
w(k) = kα + v(k) (2)
with some 0 < α ≤ 1 and v(k) fullling the requirements below.
(a) If α = 1, then let
v(k) = o(k) as k →∞, and
∞∑
k=1
v(k)
k2
<∞, (3)
(b) If 0 < α < 1, then let
v(k) = o(kα) as k →∞. (4)
We believe that these requirements an be weakened.
2.1 Disrete time model
We let a random tree TREE
disr
(n) grow in disrete time in the following
way. At n = 0 one single node exists with no edges. At eah time n ≥ 1
a new node is attahed by an edge to one of the already existing nodes,
hosen randomly, with a distribution depending on the degree struture of
TREE
disr
(n − 1). We denote by deg(j, n) the outgoing degree of node j at
time n, namely the number of neighbors of node j that have appeared after
it. The probability that node n attahes to node j is
p(j, n− 1) = w(deg(j, n− 1))∑n−1
i=0 w(deg(i, n− 1))
.
From this it is obvious that we an hoose w(0) = 1, multiplying the
weight funtion with a positive onstant does not hange the proess.
3
2.2 Continuous time model
We dene another random tree, TREE
ont
(t), growing in ontinuous time as
follows. Again we speak of the outgoing degree deg(j, t) of node j at time
t, this means the number of those neighbors of node j at time t that have
appeared after it.
At t = 0 one node, the root, exists with no edges. At any time t ≥ 0
all of the existing nodes, independently of eah other, give birth to a hild
with a rate determined by the atual outgoing degree of the node: a new
node appears and is attahed to node j with rate deg(j, t). This way the
probability that the next node that appears in TREE
ont
(t) is attahed to
node j is
p(j, t) =
w(deg(j, t))∑Nt
i=0w(deg(i, t))
,
where Nt denotes the number of nodes in TREEont(t), apart from the root.
The two models are equivalent in the following sense. For n ∈ N let
Tn := inf{t : Nt = n} be the random stopping time when node n appears in
the tree. With these notations
TREE
ont
(Tn)
d
= TREE
disr
(n).
3 Result and sketh of proof
Theorem. Let
Nk(t) := #{nodes that have at least k hildren in TREEont(t)}.
With this notation, for any x k ∈ N
Nk(t)
N0(t)
P→ ck,
these onstants are given by
ck :=
k−1∏
j=0
w(j)
λ∗ + w(j)
. (5)
Here λ∗ is the unique solution of the following equation:
∞∑
k=1
k−1∏
j=0
w(j)
λ∗ + w(j)
= 1. (6)
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Note that if the theorem holds, (6) has to be true, sine for all t > 0∑∞
j=1Nk(t) simply ounts the number of edges apparent in TREEont(t), so
divided by N0(t) it must be 1 in the limit.
Note also that in the speial ase w(j) = j + 1, whih orresponds to
the Barabási model, λ∗ = 2 and so ck =
∏k
j=1
j
2+j
= 2
(k+1)(k+2)
. The ratio of
nodes with exatly k outgoing edges is then ck − ck+1 = 4(k+1)(k+2)(k+3) . The
result for trees in [3℄ is exatly this.
3.1 Sketh of proof
The main advantage of the ontinuous time model is that when a new node
appears, it starts to give life to a new subgraph that (in distribution) behaves
just like the whole tree. Certain subgraphs, e.g. the one below the rst hild
of the root, and the one below the seond, grow independently of eah other.
Therefore it is essential to study the proess Xt, that is the number of
hildren of the root at time t. We do this in some preliminary steps.
With the help of these results we prove the theorem in the following way.
We dene n˜k(t) := e
−λ∗t
E(Nk(t)) and n˜k,l(t) := e
−2λ∗t
E(Nk(t)Nl(t)) with λ
∗
dened by (6). The rst step is to prove that
n˜k(t)→ dk as t→∞
where dk are onstants for whih
dk
d0
= ck. In the seond step we prove that
n˜k,l(t)→ Cdkdl as t→∞
with some onstant 0 < C < ∞. Using these we nally show in step three
that the theorem holds.
4 Preliminary steps
4.1 Properties of ̺(s)
Let τj be the time of birth of the j
th
hild of the root, with this
Xt :=
∞∑
j=1
1 {τj<t}
is the number of hildren of the root at time t. We denote by ̺(s) the density
of the point proess τ = (τj)
∞
j=1 on R
+
,
̺(s) := lim
ε→0
ε−1P(a new hild of the root appears in (s, s+ ε)).
5
It will be useful later, during the proof of the theorem, to be able to
ompute the Laplae transform of ̺(s). For any funtion φ we denote its
Laplae transform by φˆ:
φˆ(λ) :=
∞∫
0
e−λtφ(t)dt.
Consider that
̺(s) = lim
ε→0
{
∞∑
k=1
ε−1P(τk ∈ (s, s+ ε)) + ε−1o(ε)
}
=
∞∑
k=1
ϕk(s),
where ϕk(s) is the density of the random variable τk. Note that τk is the sum
of independent, exponentially distributed random variables, τk =
∑k
j=1 θj
with distribution P(θj < t) = 1 − e−w(j−1)t. This way we an easily obtain
the Laplae transform of ϕk(t):
ϕˆk(λ) = E(e
−λτk) =
k∏
j=1
E(e−λθj ) =
k−1∏
j=0
w(j)
λ+ w(j)
.
This leads to an expliit formula of the Laplae transform of ̺:
ˆ̺(λ) =
∞∫
0
e−λt̺(t)dt =
∞∫
0
∞∑
k=1
e−λtϕk(t)dt =
∞∑
k=1
k−1∏
j=0
w(j)
λ+ w(j)
. (7)
It an be easily seen how the niteness of this sum depends on λ: in the
ase 0 < α < 1, ˆ̺(λ) is nite for any λ > 0, and in the ase α = 1, it is nite
for any λ > 1 (and is innite for α ≤ 1). We will use this fat later.
Realling the denition of λ∗ in (6), note t hat it is equivalent with ˆ̺(λ∗) =
1. The reason for this will be apparent shortly. For later use we introdue
the onstant
B1 :=
∞∫
0
e−2λ
∗s̺(s)ds = ˆ̺(2λ∗) < 1. (8)
4.2 Estimate of ̺2(u, s)
For u 6= s we dene the seond orrelation funtion of the point proess τ :
̺2(u, s) := lim
ε,δ→0
(εδ)−1P((u, u+ε) and (s, s+δ) both ontain a point from τ).
For u = s we dene ̺2(u, u) := 0.
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Lemma. The following integral is nite:
B2 :=
∞∫
0
∞∫
0
e−λ
∗(u+s)̺2(u, s)duds <∞. (9)
Proof. In order to estimate ̺2(u, s), let us examine the Markov proess Xt.
Its innitesimal generator is G with
Gi,j = w(i)(−δi,j + δi+1,j).
We an easily determine the eigenfuntions fr of G with eigenvalue r for
arbitrary r ∈ (0,∞): we need
−w(k)fr(k) + w(k)fr(k + 1) = rfr(k)
for all k. Equivalently
fr(k) =
k−1∏
j=0
r + w(j)
w(j)
fr(0) (10)
(let fr(0) = 1.) With this, Mt := e
−rtfr(Xt) is a positive martingale with
M0 = 1, so
E(fr(Xt)) = e
rt. (11)
For estimating ̺2(u, s), the following will be useful. Let us extend fr
pieewise linearly to the positive real numbers, we will refer to the extension
with the same letter. Observe that we an nd a nite r for whih fr is
onvex:
fr(k + 1)− 2fr(k) + fr(k − 1)
= fr(k)
r
w(k)(r + w(k − 1)) (r − (w(k)− w(k − 1))) ,
this is positive if r > w(k)− w(k − 1). From assumption (1) we have on w,
there exists suh an r <∞.
Let us x suh an r and begin the estimate of ̺2(u, s). We introdue a
generi onstant D. The exat value of D may hange from line to line and
this will not ause onfusion: the only thing we will need is that D always
denotes a nite number. For any u < s,
̺2(u, s)duds = E (dXudXs) = E (dXuE (dXs|Fs))
= E (dXuw(Xs)) ds ≤ DE (dXuE (Xs|Fu+)) ds
≤ DE (dXuf−1r (E (fr(Xs)|Fu+))) ds = DE (dXuf−1r (er(s−u)fr(Xu+))) ds.
(12)
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Here we have used assumption (1), Jensen's inequality (fr is onvex), and
also (11).
In order to estimate (12), we need appropriate upper and lower bounds
for fr(k). There are two ases that we treat dierently, depending on the
value of α appearing in (2):
(a) α = 1 and
(b) 0 < α < 1 .
Let us begin with ase (a), when w(k) = k + v(k) with v(k) = o(k) and∑∞
k=1
v(k)
k2
<∞.
Throughout the following estimates the only thing we use is that for
x > 0, x− x2
2
≤ log(1 + x) ≤ x. Realling (10) that denes fr, and using D
again for denoting every onstant,
log fr(k) =
k−1∑
j=0
log
(
1 +
r
j + v(j)
)
≤ r
k−1∑
j=1
1
j + v(j)
=
r
v(0)
+ r
k−1∑
j=1
(
1
j
− v(j)
j(j + v(j))
)
≤ r log k +D,
using that
v(j)
j(j+v(j))
is summable.
This way we obtain
fr(k) ≤ Dkr.
Similarly
log fr(k) ≥ r
k−1∑
j=0
1
j + v(j)
− r2
k−1∑
j=0
1
(j + v(j))2
≥ r log k +D,
with another nite D, so
fr(k) ≥ Dkr,
and this gives the upper bound for f−1r :
f−1r (t) ≤ Dt1/r.
This way we an ontinue (12) to obtain
̺2(u, s)duds ≤ DE
(
dXuf
−1
r
(
er(s−u)Xru+
))
ds ≤ DE (dXue(s−u)Xu+) ds
= DE
(
w(Xu)e
(s−u)(Xu + 1)
)
duds = De(s−u)E
(
X2u +Xu
)
duds. (13)
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We now need estimates of E(Xu) and E(X
2
u). The rst one goes exatly
like we have seen before: with r large enough for fr to be onvex,
EXu ≤ f−1r (Efr(Xu)) = f−1r (eru) ≤ Deu.
To estimate E(X2u), onsider the following. For arbitrary r let us dene a
funtion gr rst at speial oordinates: gr(k
2) := fr(k) for k ∈ N. Then for
other x ∈ R+ let gr be extended pieewise linearly. This extension is onvex
if for all k
g(k2)− g((k − 1)2)
k2 − (k − 1)2 ≤
g((k + 1)2)− g(k2)
(k + 1)2 − k2 ,
whih is equivalent with
r ≥ 2k + 1
2k − 1w(k)− w(k − 1) = w(k)− w(k − 1) +
2
2k − 1w(k). (14)
Sine we have assumption (1) and w(k) = k + o(k), the right-hand side of
(14) is bounded. This way we an nd another (possibly larger) r < ∞ for
whih the extension of gr is onvex. We x suh an r and ontinue:
E(X2u) ≤ g−1r (Egr(X2u)) = g−1r (Efr(Xu)) = g−1r (eru). (15)
Sine
gr(x) ≥ fr(⌊
√
x⌋) ≥ Dxr/2
we obtain
g−1r (t) ≤ Dt2/r.
Therefore we an see from (15) that
E(X2u) ≤ De2u.
Let us now turn bak to (13) and observe that
∞∫
u
∞∫
0
e−λ
∗(u+s)̺2(u, s)dud
≤ D
∞∫
u
∞∫
0
e−λ
∗(u+s)es−ue2ududs+D
∞∫
u
∞∫
0
e−λ
∗(u+s)es−ueududs.
In the exponents we have
−λ∗u+ (1− λ∗)s
9
and
(1− λ∗)u+ (1− λ∗)s.
Now reall that in the ase α = 1, ˆ̺(1) = ∞ so λ∗ > 1, therefore the above
integral is nite.
With this the proof of the Lemma is omplete in the ase α = 1.
Now let us turn to ase (b), when 0 < α < 1, and w(j) = jα + v(j) with
v(j) = o(j). The estimation of fr(k):
log fr(k) =
k−1∑
j=0
log
(
1 +
r
jα + v(j)
)
≤ r
v(0)
+r
k−1∑
j=1
(
1
jα
− v(j)
jα(jα + v(j))
)
.
This time notie that∣∣∣∣∣
k−1∑
j=0
v(j)
jα(jα + v(j))
∣∣∣∣∣ ≤ D +D
k−1∑
j=0
|v(j)|
jα
1
jα
≤ D +Dk1−α
sine v(j) = o(j). Therefore
log fr(k) ≤ D +Dk1−α
so
fr(k) ≤ DeDk1−α.
For the estimate from below onsider that
log fr(k) ≥ D
∑[ 1
jα + v(j)
− 1
(jα + v(j))2
]
,
the absolute value of the sum of the seond terms being of order O(k1−2α),
and this way we see that
fr(k) ≥ DeDk1−α,
so
f−1r (e
ru) ≤ Du 11−α .
Using these estimates we ontinue (12) with
̺2(u, s)duds ≤ DE
(
dXu(s− u+D +DX1−αu+ )
1
1−α
)
ds
≤ D(s− u) 11−αE(Xu+dXu)ds ≤ D(s− u)
1
1−αE(X2u +Xu)ds.
The estimates of E(Xu) and E(X
2
u) go the same way as in ase (a), we get
E(Xu) ≤ Du
1
1−α
and E(X2u) ≤ Du
2
1−α
, so the integral is obviously nite,
sine ̺2(u, s) grows at most polynomially in u and s.
This ompletes the proof of the Lemma.
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5 Proof of the theorem
5.1 First step: Charaterization of nk(t)
Reall that Nk(t) denotes the number of verties that have at least k hildren
at time t, its expetation is denoted by nk(t) := E (Nk(t)). We dene nk(s) :=
0 for s < 0. Similarly let N
(j)
k (t) denote the same quantity but only in the
subgraph whih is "under" the jth hild of the root (we dene it to be 0 for
t < τj). The usefulness of this notation is that given τ := (τj)
∞
j=1, N
(j)
k (t)
and Nk(t− τj) have the same onditional distribution, so
E
(
N
(j)
k (t) | τ
)
= E (Nk(t− τj) | τ) = nk(t− τj). (16)
Observe that the following simple reursion holds:
Nk(t) = 1 {τk<t} +
∞∑
j=1
N
(j)
k (t). (17)
Note that for all t ∈ (0,∞), the sum above is almost surely nite.
Let us take the expetation of both sides of (17) in two steps: rst taking
onditional expetation given τ ,
E (Nk(t) | τ) = 1 {τk<t} +
∞∑
j=1
nk(t− τj) = 1 {τk<t} +
t∫
0
nk(t− s)dXs.
Here we used (16).
Then taking the expetation of both sides we get
nk(t) = P(τk < t) +
t∫
0
nk(t− s)̺(s)ds. (18)
Taking the Laplae transform of both sides and dening pk(t) := P(τk < t)
we get
nˆk(λ) = pˆk(λ) + nˆk(λ)ˆ̺(λ).
We have seen in the previous hapter that (1− ˆ̺(λ)) is positive for every
λ > λ∗, so for these u
nˆk(λ) =
pˆk(λ)
1− ˆ̺(λ) .
11
Regarding
pˆk(λ)
1− ˆ̺(λ)
as a omplex funtion, it has a simple pole at λ = λ∗
(sine λ 7→ ˆ̺(λ) stritly direases on the interval where it is nite, λ∗ is a
simple root of 1− ˆ̺(λ)). This way nˆk(λ) has the form
nˆk(λ) =
pˆk(λ)
1− ˆ̺(λ) =
apˆk(λ
∗)
λ− λ∗ + mˆk(λ),
where mˆk(λ) is analyti at λ = λ
∗
. This way mˆk(λ) is the Laplae transform
of some funtion mk(t) for whih limt→∞ e
−λ∗tmk(t) = 0. Therefore we have
nk(t) = apˆk(λ
∗)eλ
∗
t +mk(t)
and we an onlude that
lim
t→∞
e−λ
∗tnk(t) = apˆk(λ
∗) =: dk.
We dene ck to be the fration of dk and d0,
dk
d0
=: ck.
Sine nk(t) is of order e
λ∗t
, it is useful to introdue the notation n˜k(t) :=
e−λ
∗tnk(t).
In order to ompute ck expliitly, rst reall (7), then onsider that we
an also get pˆk(λ
∗) simply: for k ≥ 1
pˆk(λ) =
∞∫
0
e−λtP(τk < t)dt =
1
λ
E(e−λτk) =
1
λ
k−1∏
j=0
w(j)
λ+ w(j)
.
This gives us the exat values of the ck:
ck =
dk
d0
=
k−1∏
j=0
w(j)
λ∗ + w(j)
sine pˆ0(λ
∗) = 1
λ∗
.
5.2 Seond step: Charaterization of nk,l(t)
Let us dene nk,l(t) := E(Nk(t)Nl(t)), and introdue the notation n˜k,l(t) :=
e−2λ
∗tnk,l(t). The aim of this setion is to prove that
lim
t→∞
n˜k,l(t) = Cdkdl
12
for some onstant 0 < C <∞.
Using the reursion given by (17) we an see that, for k ≥ l,
Nk(t)Nl(t) = 1 {τk<t} + 1 {τk<t}
∞∑
j=1
N
(j)
l (t) + 1 {τl<t}
∞∑
j=1
N
(j)
k (t)
+
∞∑
j=1
N
(j)
k (t)N
(j)
l (t) +
∞∑
i 6=j
N
(i)
k (t)N
(j)
l (t).
Taking onditional expetation given τ , then expetation with respet to τ
(as done before), we get
nk,l(t) = P(τk < t)
+ E

1 {τl<t}
t∫
0
nk(t− s)dXs + 1 {τk<t}
t∫
0
nl(t− s)dXs


+
t∫
0
nk,l(t− s)̺(s)ds+
t∫
0
t∫
0
nk(t− s)nl(t− u)̺2(u, s)duds. (19)
After multiplying the equation by e−2λ
∗t
, we an easily identify the limit
(as t→∞) of the rst, seond and fourth terms of the right hand side:
Sine P(τk < t) < 1, the limit of the rst term divided by e
2λ∗t
is trivially
0. For the seond term onsider that
E

1 {τl<t}
t∫
0
e−2λ
∗tnk(t− s)dXs

 ≤ e−2λ∗tE

 t∫
0
nk(t− s)dXs


= e−2λ
∗t
t∫
0
nk(t− s)̺(s)ds = e−2λ∗t(nk(t)− pk(t))
from (18), and we know that nk(t) is of order e
λ∗t
, and pk(t) is bounded. So
the seond term in (19) divided by e2λ
∗t
is also 0 in the limit.
As for the fourth term of (19), using the statement and notations of the
Lemma (see (9)), we an onlude that
lim
t→∞
t∫
0
t∫
0
n˜k(t− s)n˜l(t− u)e−λ∗(u+s)̺2(u, s)duds = B2dkdl
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by dominated onvergene (we already know the onvergene and therefore
the boundedness of n˜k(t) and n˜l(t)).
This way we see
n˜k,l(t) =
t∫
0
n˜k,l(t− s)e−2λ∗s̺(s)ds+B2dkdl + εk,l(t), (20)
where εk,l(t)→ 0 as t→∞.
Now let us assume for a moment that the limit dk,l := limt→∞ n˜k,l(t) does
exist. In this ase dominated onvergene ould also be used in the third
term of (19), and the following would be true:
lim
t→∞
t∫
0
e−2λ
∗tnk,l(t− s)̺(s)ds = lim
t→∞
t∫
0
n˜k,l(t− s)e−2λ∗s̺(s)ds = B1dk,l,
reall the notation in (8), and that B1 < 1.
This way if n˜k,l(t) was onvergent, then its limit ould only be
dk,l =
B2
1−B1dkdl.
To show that the limit really exists, rst note that n˜k,l(t) is bounded: for
Mk,l(t) := sups<t n˜k,l(s) we get that
Mk,l(t) ≤ Ek,l +Mk,l(t)B1 +MkMlB2,
and so Mk,l(t) is bounded by a onstant independent of t. (Here Ek,l is an
upper bound for εk,l(t), Mk = sups>0 n˜k(s) and the Bi are as before.)
Now as for the onvergene, let us introdue n¯k,l(t) := n˜k,l(t)− B21−B1dkdl
and rearrange equation (20),
n¯k,l(t) = ε¯k,l(t) +
t∫
0
n¯k,l(t− s)e−2λ∗s̺(s)ds,
where ε¯k,l(t)→ 0 as t→∞.
Sine we have shown that n˜k,l(t) is bounded, so is n¯k,l(t). Let M¯k,l(t) :=
sups≥t |n¯k,l(s)|, E¯k,l(t) := sups≥t |ε¯k,l(s)|, and x arbitrarily 0 < u < t0. For
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these and for all t > t0
|n¯k,l(t)| ≤ |ε¯k,l(t)|+
∣∣∣∣∣∣
u∫
0
n¯k,l(s)e
−2λ∗(t−s)̺(t− s)ds
∣∣∣∣∣∣
+
∣∣∣∣∣∣
t∫
u
n¯k,l(s)e
−2λ∗(t−s)̺(t− s)ds
∣∣∣∣∣∣
so
|n¯k,l(t)| ≤ E¯k,l(t0) + e−λ∗(t−u)M¯k,l(0) + M¯k,l(u)B1.
This way
M¯k,l(t0) ≤ E¯k,l(t0) + e−λ∗(t0−u)M¯k,l(0) + M¯k,l(u)B1.
Letting t0 →∞ with u remaining xed
M¯k,l(∞) ≤ M¯k,l(u)B1,
and now letting u→∞
M¯k,l(∞) ≤ M¯k,l(∞)B1.
Sine B1 < 1 this means that M¯k,l(∞) = 0, so n˜k,l(t) is onvergent and
limt→∞ n˜k,l(t) =
B2
1−B1
dkdl.
5.3 Third step: End of proof
We have shown that for all k, l
E
(
(dlN˜k(t)− dkN˜l(t))2
)
→ 0 as t→∞,
the random variable dlN˜k(t)− dkN˜l(t) onverges to 0 in L2, so in probability
as well. From this we an argue that for any xed η > 0 and δ > 0
P
(∣∣∣∣Nk(t)N0(t) −
dk
d0
∣∣∣∣ > δ
)
= P
(∣∣∣∣Nk(t)N0(t) −
dk
d0
∣∣∣∣ > δ
∣∣∣∣ N˜0(t) ≥ η
)
P(N˜0(t) ≥ η)
+ P
(∣∣∣∣Nk(t)N0(t) −
dk
d0
∣∣∣∣ > δ
∣∣∣∣ N˜0(t) < η
)
P(N˜0(t) < η)
≤ P(|d0N˜k(t)− dkN˜0(t)| > d0ηδ) + P(N˜0(t) < η).
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Now with xed η let t→∞ to see that
lim
t→∞
P
(∣∣∣∣Nk(t)N0(t) −
dk
d0
∣∣∣∣ > δ
)
≤ lim
t→∞
P(N˜0(t) < η). (21)
Therefore it is suient to show that in the limit t → ∞ the random
variable N˜0(t) does not have a positive mass at 0.
Consider that
N0(t) = 1 +
∞∑
j=1
N
(j)
0 (t)
d
= 1 +
∞∑
j=1
1 (τj<t)N0,j(t− τj),
where (N0,j)j>0 are independent identially distributed random proesses,
with the same distribution as N0. So
N0(t)
eλ
∗t
d
= e−λ
∗t +
∞∑
j=1
1 (τj<t)e
−λ∗τj
N0,j(t− τj)
eλ
∗(t−τj )
. (22)
Sine
(
N0(t)
eλ∗t
)
t≥0
is tight, in every subsequene there is a sub-subsequene
(tn)n≥0 along whih
N0(t)
eλ∗t
onverges weakly to some random variable ξ. By
(22) for this variable
ξ
d
=
∞∑
j=1
e−λ
∗τjξj ,
where the ξj are iid with the same distribution as ξ.
This means that
P(ξ = 0) = P(ξj = 0 for all j) = lim
k→∞
(P(ξ = 0))k .
It follows that if ξ had a positive mass at 0, then ξ would be a random
variable that is almost surely 0. Sine E
(
N0(t)
eλ∗t
)
→ d0 > 0, this ould only
happen if E
(
N2
0
(t)
e2λ∗t
)
→ ∞, but we have already shown that this is not true,
it onverges to a nite limit Cd20.
We an nally onlude that the right hand side of (21) onverges to 0 as
η → 0, so the theorem holds:
Nk(t)
N0(t)
→ dk
d0
= ck in probability as t→∞.
The author thanks Bálint Tóth for valuable disussions.
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