Researchers are often interested in assessing the impact of an intervention on an outcome of interest in situations where the intervention is non-randomised, information is available at an aggregate level, the intervention is only applied to one or few units, the intervention is binary, and there are outcome measurements at multiple time points. In this paper, we review existing methods for causal inference in the setup just outlined. We detail the assumptions underlying each method, emphasise connections between the different approaches and provide guidelines regarding their practical implementation. Several open problems are identified thus highlighting the need for future research.
Introduction
Evaluation of the causal effect of an intervention (e.g. a newly introduced policy, a novel experimental practice or an unexpected event) on an outcome of interest is a problem frequently encountered in several fields of scientific research. These include, but are not limited to economics (Angrist and Pischke, 2009; Imbens and Wooldridge, 2009 ), epidemiology and public health (Rothman and Greenland, 2005; Glass et al., 2013) , management (Antonakis et al., 2010) , marketing (Rubin and Waterman, 2006; Varian, 2016) , and political sciences (Keele, 2015) .
In all these fields, researchers are often interested in assessing the impact of an intervention (occasionally referred to as treatment henceforth) in situations where: i) the data are observational, i.e. the allocation of the sample units to the intervention and control groups is not randomised but rather determined by some factor that confounds the association between the indicator of intervention and the outcome of interest; ii) the intervention is binary, i.e. sample units cannot receive the interventions at varying intensities; iii) information is available only at an aggregate unit level, e.g. as summaries from a large group of individuals within a geographical region; and iv) there are measurements of the outcome of interest on each unit at multiple time points, both before and after the intervention is introduced.
Several statistical methods for causal inference in the setting just outlined have been developed in order to account for the special characteristics of the data. These characteristics include the presence of (likely unobserved) confounders, the existence of temporal trends in the outcome and the typically limited number of sample units to which the intervention is given. The objectives of this review are threefold. Firstly, we review the literature on methods for evaluating the impact of interventions from aggregate time series observational data and discuss various real life problems where these methods can be usefully employed. Since this literature comes from a wide range of research disciplines, our focus is on unifying the various methods under a common terminology and notation, suitable for a statistical audience. Secondly, we draw connections between these methods and point out issues arising during their practical implementation. Thirdly, we discuss some problems that have not yet been addressed and therefore suggest some possible directions for future research.
We focus on four classes of methods: difference-in-differences, latent factor models, synthetic controls and the causal impact method. Excluded from our review are propensity score methods (Austin, 2011) , because the small number of treated units typically encountered with aggregate data (some of the case studies involve just one) does not allow accurate estimation of the parameters of a propensity score model, and the interrupted time series method (Lopez Bernal et al., 2016) , because it does not make use of the data on units that do not receive the intervention.
This manuscript is structured as follows. In Section 2 we define the notation used throughout the paper, describe the causal framework upon which the methods that we review are built and introduce the motivating dataset. Section 3 provides a detailed presentation of the four methods. Their theoretical properties are presented in Section 4, whereas Section 5 points out some issues related to practical implementation. Sections 6 and 7 include an illustration on real data and a discussion, respectively. Finally, in Section 8 we highlight some still-open problems in the field.
Preliminaries 2.1 Notation
Let i = 1, . . . , n index the aggregate entities (e.g. hospitals or general practices) for which the outcome of interest is observed; henceforth, we refer to these entities as units. For unit i we have measurements y it (t = 1, . . . , T ) of the outcome of interest, where t indexes time and T is the common length of the n time series. Let the set of observations for a single unit be denoted as y i· = (y i1 , . . . , y iT ) and we let y ·t = (y 1t , . . . , y nt ) be the vector containing the set of n observations at time t. Further, let y i,t1:t2 = (y it1 , . . . , y it2 ) be the measurements on unit i from time t 1 to time t 2 (t 1 ≤ t 2 ). Throughout, we assume that y it is univariate and fully observed.
Let d it = 1 if unit i receives the intervention at or before time t, and let d it = 0 otherwise. Let d i = (d i1 , . . . , d iT ) . Of the n units, the first n 1 remain untreated for the entire study period. We call these units the controls. For the remaining n 2 treated units, there is a time T 1 (1 < T 1 < T ) immediately after which the intervention is applied. We assume that all treated units receive the intervention at the same time. Hence d it = 1 if i > n 1 and t > T 1 , and d it = 0 otherwise. We make this assumption to simplify the notation, but the methods described in this manuscript can be easily extended to deal with the more general case where units are treated at different times. The total number of post-intervention observation times is denoted by T 2 ≡ T − T 1 . As well as the outcome, for each unit and time we observe a set of K covariates
The mean squared error (MSE) between a k-vector v = (v 1 , . . . , v k ) and its predicted valuev is defined as 1
Potential outcomes
We choose to adopt the potential outcomes framework. This framework, also known as the Rubin causal model (Holland, 1986, RCM) , was developed by Rubin (1974 Rubin ( , 1978 Rubin ( , 1990 ) as a means of conducting formal statistical inference for causal effects. Under this model, for each unit i and time t there are two potential outcomes, y
it represents the outcome that would be observed if intervention were not applied, and y (1) it is the outcome that would be observed if the intervention were applied.
The RCM allows us to formally express any causal estimand of interest in terms of potential outcomes. In this review, we are interested in the effect of intervention on the outcome of unit i (i > n 1 ) at time t (t > T 1 ), defined as
(1)
Estimation of τ it is complicated by the fact that only one of the two potential outcomes y 
it can be observed. This is known as the fundamental problem of causal inference (Holland, 1986) . In order to estimate τ it from the observed data, it is necessary to make identifying assumptions (Morgan and Winship, 2007; Keele and Minozzi, 2013) . For the methods considered in this paper, these assumptions allow for predictionŷ (0) it of the unobserved counterfactual outcomes of treated units in the post-intervention period (i.e. for i > n 1 and t > T 1 ). These predictions are used to estimate τ it asτ it = y it −ŷ (0) it .
A motivating example
As our motivating example we use data from Abadie et al. (2015) who investigated the effect that West Gernamy's reunification with East Germany in 1990 had on the economic growth of the former. To do so, they compared West Germany's annual per-capita GDP (the outcome variable) to its counterfactual, which they predicted based on annual per-capita GDP data on n 1 = 16 member countries of the Organisation for Economic Co-operation and Development (OECD). The authors used data for the period between 1960 and 2003 and hence there are T 1 = 30 pre-intervention and T 2 = 13 post-intervention observations. Figure 1 shows time series plots of the outcome of interest on all the units in the sample. In Section 6, we analyse this dataset to investigate the potential of the methods presented in Section 3. 
Methods
So far, we have seen how the problem of evaluating the impact of an intervention can be expressed as a data augmentation problem, by considering the potential outcomes of treated units in the absence of intervention as missing data. In this section, we review proposed methods for predicting these counterfactuals. Our descriptions focus on the intuition and the assumptions underlying each method. Although some details are given, we refer the reader to the original publications for full technical details of each approach.
Difference-in-differences
Early works on assessing the impact of an intervention with time-series data (Ashenfelter, 1978; Ashenfelter and Card, 1985; Card and Krueger, 1994) use the so-called difference-in-differences (DID) models to perform comparison of two time periods (pre/post-intervention). The identifying assumption in DID models is that the average outcomes of control and treated units in the absence of an intervention would follow parallel trends over time (Abadie, 2005) . Figure  2 is a graphical representation of the basic DID method; the points A, B, C, D represent the average observed outcomes for control units at t = 1, treated units at t = 1, control units at t = 2 and treated units at t = 2, respectively. Under the parallel trends assumption, the difference between the average outcome of the treated units and of the control units would be constant over time in the absence of intervention. Therefore it is straightforward to predict the counterfactual average for the treated units in the post-intervention period (point E in Figure  2 ). Let y A , y B , y C , y D and y E represent the values of the outcome for A, B, C, D and E in Figure 2 , respectively. The estimated effect of the intervention iŝ
that is the difference (after/before) of the differences between the two units (treated/control). The method described above can be implemented when multiple time points are available but does not make use of the covariates x it . The commonly used solution to adjust for the effect of covariates is to assume a parametric linear DID model (Angrist and Pischke, 2009; Jones and Rice, 2011) 
where τ it are the intervention effects, β is the vector of regression coefficients, κ i is a fixed effect for unit i, µ t allows for temporal trends and it are the zeromean error terms which are independent of d js , x js , κ j , µ s for all i, j, t, s. More flexible DID models can be formulated, e.g. by considering lagged outcomes The difference in outcomes between the control (red) and treated (blue) unit in the absence of the intervention is the same in the pre-(t = 1) and post-intervention (t = 2) periods. Therefore, we predict the counterfactual as E and estimate the intervention effect as y D − y E . as regressors (Jones and Rice, 2011) or by allowing for non-linear relationship between the outcome and the covariates (using, for example, polynomial terms or splines). The parameters of the linear DID model can be estimated by ordinary least squares (OLS) regression of y it on x it , dummy variables for unit and time and the binary variables d it (see Angrist and Pischke (2009, pp. 167 ) for details). Letτ DID it denote the resulting estimate of τ it . Linear DID makes strong assumptions regarding the data generating mechanism. For example, the fixed effects κ i can only account for time-invariant unobserved confounders, the effect of which on the outcome remains constant throughout the entire observation period.
Although the linear DID specification of Equation (2) is often preferred in practice due to its simple interpretation, there exist alternative methods that are also based on the parallel trends idea. For instance, Athey and Imbens (2006) extend the basic DID model by allowing the outcomes to be more general functions of a unit's unobserved characteristics. Abadie (2005) derives a nonparametric DID estimator that allows the covariates to affect the outcome in a non-linear fashion, although it is difficult to implement their method as it requires estimates of the propensity scores.
There are many examples of the use of DID models to evaluate the impact of an intervention. Ashenfelter (1978) and Ashenfelter and Card (1985) investigate the effect of training programs on worker earnings. Card (1990) assesses the impact that the Mariel Boatlift, a mass migration of Cuban citizens to Miami in 1980, had on the city's labour market, using data from 4 other cities in the US as the controls. Card and Krueger (1994) estimate the effect that the increase of the minimum salary had on employment rates in New Jersey's fast-food industry in 1992, using data on fast-food restaurants located in Pennsylvania as the control group. See Galiani et al. (2005) ; Branas et al. (2011) ; King et al. (2013) for recent works utilising the DID approcach.
Latent factor models
In the linear DID model of Equation (2), the effect of unobserved confounders on the outcome is accounted for by the unit-specific terms. One can think of κ i as representing a product λ i f , where λ i is a set of unobserved confounders for unit i and f describes the effect of these confounders on the outcome. Hence, the DID model assumes that the effect of unobserved confounders is constant over time. This assumption can be relaxed using the following latent factor model (LFM)
where f t = (f 1t , . . . , f Jt ) are J time-varying factors, λ i = (λ i1 , . . . , λ iJ ) are unit-specific factor loadings, and it are the zero-mean errors which are independent of d js , x js , λ j , f s for all i, j, t, s. When f t = (1, µ t ) and λ i = (κ i , 1) , the second line in (3) reduces to the second line in (2). So, the linear DID model is a special case of the LFM. The LFM model is more flexible than the DID model because it allows the effect of unobserved confounders to vary over time. Hence, it relaxes the DID assumption that the average outcomes of control and treated units follow parallel trends. The LFM is sometimes referred to as an interactive effects model (Bai, 2009) , because it involves the product of the fixed-effect terms f t (for time) and λ i (for units).
Several strategies have been proposed for predicting counterfactuals in the context of the LFM. In this review we describe those of Xu (2017) and Hsiao et al. (2012, henceforth HCW) . Alternative estimators have been proposed by Ahn et al. (2013) who take a generalised method of moments approach, Gobillon and Magnac (2016) whose method is similar to the method of Xu (2017) and Athey et al. (2017) who use matrix completion techniques.
Xu (2017) proposes a three-step estimation procedure conditional on knowing the total number of factors J. In the first step, observations on control units are used to estimate β, f t (t = 1, . . . , T ) and λ i (i = 1, . . . , n 1 ) through the iterative procedure of Bai (2009) that minimises the MSE between the observations y it (which equals y (0) it for i ≤ n 1 ) and the corresponding predicted valuesŷ
In the second step, the estimated factor loadings for the treated units,λ i (i > n 1 ), are obtained conditional on the parameter estimates obtained in step 1 by minimising the MSE between y it andŷ
it (i > n 1 and t > T 1 ). HCW develop a counterfactual estimator for a single treated unit that bypasses the need to estimate the latent factors and loadings. They use a variant of the latent factor model (3):
where α i are unit fixed effects and it are zero-mean, homoscedastic error terms which are independent of f s for all t, s and independent of d js for all i = j. Model (4) does not allow for covariates to have an effect on the outcome but the authors suggest that their method can be extended to allow for this. They assume that there exist γ 1 , . . . , γ n1 such that
is true for every j = 1, . . . , J. That is, for each factor, the loadings of the treated unit can be expressed as the same linear combination of the corresponding loadings of the control units. HCW prove that when (5) is true (along with additional technical assumptions), then for every t = 1, . . . , T the equation
holds for some δ i and zero-mean terms u n1+1,t , the closed form expressions of which can be found in HCW. Equation (6) suggests estimating y
i=1δ i y n1+1,t , whereδ 0 , . . . ,δ n1 are the OLS coefficient estimates of the regression of y n1+1,1:T1 on y 1,1:T1 , . . . , y n1,1:T1 . The estimated intervention effects are thenτ HCW
it . HCW and Gobillon and Magnac (2016) describe applications of the LFM to real data. In the former, the authors evaluate the impact of Hong Kong's integration into China on the territory's economic growth, using 24 other countries as controls. Gobillon and Magnac (2016) estimate the effect on unemployment rates of a French program offering tax reliefs to companies that hired at least 20% of their personnel from the local labour force. For more applications of the LFM see Kim and Oka (2014) ; Fujiki and Hsiao (2015) ; Xu (2017).
Synthetic controls
The synthetic controls (SC) method was developed by Abadie and Gardeazabal (2003) and Abadie et al. (2010) . The original SC method can only be applied to one treated unit at a time. The idea behind SC is to find weights for the control units such that the weighted average of the controls' outcomes best predicts the outcome of the treated unit during the pre-intervention period. This is done by taking the set of weights w = (w 1 , . . . , w n1 ) that minimise
subject to the constraints
where n 1 + 1 indexes the treated unit, Y c 1:T1 is the T 1 × n 1 matrix with columns y i,1:T1 (i = 1, . . . , n 1 ) and V is a T 1 × T 1 symmetric and positive semi-definite matrix reflecting the importance given to the different pre-intervention time points (Abadie and Gardeazabal, 2003) . One could also make use of the covariates, by replacing y i,1:T1 (i = 1, . . . , n 1 + 1) with z i,1:T1 = (y i,1:T1 , x i,1:T1 ) in Equation (7). Abadie et al. (2010) suggest that instead of using the full data z i,1:T1 , it may be reasonable to consider only a few summaries, such as the mean outcome 1 T1 T1 j=1 y ij in the pre-intervention period, and the corresponding means of the covariates i.e. replace z i,1:
Reducing the dimensionality of z i,1:T1 might be necessary in applications with T 1 >> n 1 in order to reduce computation time.
The choice of matrix V can be based on a subjective judgement by the practitioner of the relative importance of the variables in y i,1:T1 or z i,1:T1 or determined through a data-driven approach. Abadie and Gardeazabal (2003) and Abadie et al. (2010) choose V as the positive definite diagonal matrix that minimises the MSE between the observed outcomes y i,1:T1 (i = 1, . . . , T 1 ) and estimated outcomesŷ i,1:T1 = Y c 1:T1 w(V) in the pre-intervention period, where w(V) is the solution to (7) for a fixed V.
The predicted counterfactual of the treated unit (unit n 1 + 1) is:
where Y c (T1+1):T is defined analogously to Y c 1:T1 . Point estimates for the causal intervention effect at times T 1 + 1, . . . , T are given by the vectorτ SC n1+1 = y n1+1,(T1+1):
The SC method makes no assumptions regarding the data generating mechanism. The method has strong links with the matching literature, where the outcome of each treated individual is compared to the outcomes of controls with similar covariate distributions in order to mimic a randomised experiment (Stuart, 2010) . However, it is more general in the sense that a good match is sought by weighted averaging of the controls. SC also relates to the method of analogues used for time-series prediction. The difference is that in the method of analogues there is only one time-series and 'controls' are simply segments in its earlier history; for more details see (Viboud et al., 2003) .
Since its introduction, there have been several proposed extensions to the SC method to allow for multiple treated units. One example is Kreif et al. (2016) , who apply SC to the averaged vector outcomeȳ tr = ( 1 n2 n i=n1+1 y i1 , . . . , 1 n2 n i=n1+1 y iT ) of the treated units. Acemoglu et al. (2016) assume that the intervention effects τ n1+1 , . . . , τ n are equal and estimate the common effect at time t (t > T 1 ) as the weighted average
is obtained by applying the original algorithm to just the data on units 1, . . . , n 1 , i, and
i,1:T1 ); they argue that units with good fit in the pre-intervention period should be more reliable for estimating the common intervention effect and hence receive higher weights.
If the outcome of the treated unit is systematically (over time) higher or lower than the outcomes of the controls units, then there exists no set of weights that can provide a good fit for y n1+1,t in the pre-intervention period. Doudchenko and Imbens (2016) offer a potential solution to this problem by adding a timeconstant intercept term µ to the SC estimator, the value of which is estimated from the data along with the weights. They further argue that imposing the constraints in Equation (8) may not always be desirable, e.g. when there exist control units with outcomes that are negatively correlated with the outcomes on the treated unit. They suggest predictingŷ 
The predicted counterfactual obtained by minimising (10) will be identical to the one obtained using the estimator of HCW. Amjad et al. (2017) generalise the SC algorithm in similar fashion as Doudchenko and Imbens (2016) . Their method differs in that they do not include an intercept term and suggest that, before applying their method, the data on the control outcomes Y c 1:T1 should be de-noised using singular value thresholding (Chatterjee, 2015) .
Several recent works utilise the SC method for estimating the effects of an intervention. These include Cavallo et al. (2013) , who examine the effects of large-scale natural disasters on the gross domestic product in several countries, and Ryan et al. (2016) , who investigate the impact that UK's Quality and Outcomes Framework, a pay-for-performance scheme in primary health, had on population mortality. For more applications of the SC method, see Billmeier and Nannicini (2013) 
Causal impact
The causal impact method (CIM) was introduced by Brodersen et al. (2015) . The method can only be applied to a single treated unit at a time. First, a Bayesian model is assumed for the outcome of the treated unit. The model includes a time-series component that relates the outcome of the treated unit at time t to previous outcomes on the same unit, and a regression component that uses the outcomes on control units as covariates. For example , Brodersen et al. (2015) use the following model for t = 1, . . . , T
with mutually independent errors it ∼ N (0, σ 2 ), η t ∼ N (0, σ 2 η ), ζ t ∼ N (0, σ 2 ζ ), and priors for µ 0 , δ 0 , {β i : i = 1, . . . , n 1 }, σ 2 , σ 2 η and σ 2 ζ . In Equations (11), µ t (called the local-level component) induces temporal correlation in the outcome, the regression component
n1+1,t to measurements from control units, and the error component it accounts for unexplained variability. More complex models can and were adopted by Brodersen et al. (2015) , e.g. by adding a seasonal component. Although not considered by the authors, the CIM can account for the effect of covariates by including them into the regression component.
The model of equation (11) is fitted to the observed data, y n1+1,t (t > T 1 ), thus providing samples y n1+1,t − y (0,l) n1+1,t from the posterior predictive distribution of τ n1+1,t . Typically, this would be done using a Markov chain Monte Carlo algorithm. A point estimateτ CIM n1+1,t for the causal effect τ n1+1,t at time t (t > T 1 ) is then given by its posterior mean.
The CIM method relates to the methodologies of HCW and Doudchenko and Imbens (2016) since it uses regression of the outcome of the treated unit on the outcomes of the control units in the pre-intervention period to provide counterfactual estimators. This can be seen if we set µ t = µ in first line of (11). However, unless one assumes that the temporal component is constant over time, the CIM estimator will not necessarily be similar to the aforementioned estimators.
One 
Theoretical properties
In this section, we focus on theoretical properties of the methods presented in Section 3. In 4.1, we list the conditions under which these methods provide unbiased estimates of the intervention effects whereas in 4.2 we discuss the quantification of uncertainty.
Unbiasedness and consistency
Unbiased or asymptotically unbiased estimates of τ it can be obtained with all four methods described in this review. For each one of them, we now describe the sampling framework and the main assumptions for the unbiasedness to hold. For ease of exposition, we choose not to list some technical regularity conditions required for the results presented to hold; readers can refer to the original publications for these.
DID. For the linear DID estimator, we make use of some well known results for OLS regression, see e.g. Wooldridge (2013) . If the DID model of Equation (2) holds then
where the expectation is taken with respect to the conditional distribution of = ( 11 , . . . , 1T , . . . , n1 , . . . , nT ) given S n , where S n = (x 11 , . . . , x 1T , κ 1 , d 1 , . . . , x n1 , . . . , x nT , κ n , d n ) . That is, S n is common to the repeated samples but the errors differ in each repeated sample. LFM. Xu (2017) study the properties ofτ XU it . If the LFM of Equation (3) holds then under some regularity conditions (which include weak serial correlation of the error terms within each unit)τ XU it is asymptotically unbiased, that is
as n 1 → ∞ and T 1 → ∞, where the expectation is taken with respect to the conditional distribution of given S n , where S n = (x 11 , . . . , x 1T , λ 1 , d 1 , . . . , x n1 , . . . , x nT , λ n , d n , f 1 , . . . , f T ) . Intuitively, we require that both n 1 and T 1 are large in order to accurately estimate factors at each post-intervention time point and loadings for the treated units, respectively, which we need in order to predict the counterfactual outcomes. If the LFM of (4) and conditions (6) hold, then HCW show that their estimator is unbiased that is
where the expectation is taken with respect to the conditional distribution of given S n , where S n = (α 1 , λ 1 , d 1 , . . . , α n , λ n , d n , f 1 , . . . , f T ) . SC. The SC method does not assume a generative model but rather exploits linear relationships between the data on the treated and control units in order to construct a counterfactual. Such relationships may arise from various data generating mechanisms and thus it is plausible to study the method's properties under any of these. Abadie et al. (2010) show that when the LFM
holds, where µ t are time fixed-effects, x i = (x i1 , . . . , x iK ) are time-invariant covariates and the error terms it have zero mean given S n and it ⊥ ⊥ js given S n , i = j and t = s, where S n = (x 1 , λ 1 , d 1 , . . . , x n , λ n , d n , f 1 , . . . , f T ) . They prove that if there exist 1 , . . . , n1 such that
then under some regularity conditionsτ SC n1+1,t is asymptotically unbiased, i.e.
where the expectation is taken with respect to the conditional distribution of given S n . The conditions (13) imply that both observed (x n1+1 ) and unobserved (λ n1+1 ) characteristics of the treated unit lie in the convex hull of the characteristics of control units, thus allowing interpolation. When this is not true (i.e. when such 1 , . . . , n1 do not exist, thus forcing extrapolation to be used), the SC estimator will be generally biased (Gobillon and Magnac, 2016; . The unbiasedness property of the SC estimator holds when the total number of pre-intervention observations is large; this is needed in order to accurately estimate the SC weights. CIM. If the CIM of Equations 11 is the true data-generating model and the prior on the vector of model parameters β i , σ 2 , σ 2 η , σ 2 ζ assigns non-zero probability to its true value, then the posterior distribution of β i , σ 2 , σ 2 η , σ 2 ζ will converge to a point mass on its true values as the number of pre-intervention time points T 1 → ∞. Consequently, the posterior mean of y (0) n1+1,t will converge to its true value, and soτ CIM n1+1,t is an asymptotically unbiased estimate of of τ n1+1,t (as T 1 → ∞).
The above results concern (asymptotic) unbiasedeness. Consistent estimation of τ it is not feasible, unless it is assumed that τ it = τ i or τ it = τ t , i.e. that the unit-specific treatment effects are the same at all post-intervention times or (when n > n 1 + 1) are the same at each time for all treated units. This is because, regardless of how many units and timepoints there are, y
it is only measured once for each i > n 1 and t > T 1 . It is not uncommon to assume that τ it = τ (Angrist and Pischke, 2009; Gobillon and Magnac, 2016) . When this is done, existing results for the linear DID model (e.g. Wooldridge (2013) ) and the LFM method of Xu (2017) (e.g. Bai (2009) ) imply consistency of the estimator of τ when either of those methods are used. These results, though, require some additional technical assumptions to hold. Alternatively, a looser structure could be imposed on τ it . For example, HCW assume that τ n1+1,T1+1 , . . . , τ n1+1,T , is an auto-regressive moving-average process. This enables τ n1+1,t to be consistently estimated.
Quantification of uncertainty & hypothesis testing
As well as estimating the intervention effects, practitioners are further interested in performing inference on τ it and in particular testing whether τ it = 0. For most of the methods presented in this review this can be achieved by calculating uncertainty intervals for the treatment effect.
DID. Standard errors for the OLS estimates of τ it can be obtained by assuming (additional to assumptions already stated in Section 3.1) that the error terms are mutually independent and homoscedastic. The standard errors are used to test whether τ it = 0. However, there are many scenarios in which the independence assumption is not plausible. Bertrand et al. (2004) show that when error terms are serially correlated, as it is often the case with time-series data, then the estimator of the standard error ofτ it is biased downwards and therefore type-I error rates are inflated. Bertrand et al. (2004) present four strategies that can be used to account for serially correlated errors. Another example of a scenario where error independence assumption may not hold is pointed out by Donald and Lang (2007) , who note that OLS standard errors can be underestimated because of error correlations arising due to grouped data (e.g. hospitals within the same county, restaurants from the same brand, etc.) and discuss possible solutions.
LFM. Xu (2017) use a parametric bootstrap approach to obtain confidence intervals for the treatment effect estimates from their LFM and thus test if τ it = 0. The validity of their bootstrap procedure requires (additionally to the assumptions stated in Section 3.2) that error terms 1t , . . . , nt are independent and homoscedastic at any fixed time t.
To the best of our knowledge, it is not possible to calculate confidence intervals forτ HCW n1+1,t . HCW fit an AR(p) model to the estimated intervention effectŝ τ HCW n1+1,t . They then assess the significance of the long term effect of the intervention, which they suggest is given by the intercept of the AR model; the test is conducted using the t-statistic for the intercept. In their implementation of the HCW method, Gardeazabal and Vega-Bayo (2017) use an empirical test that is equivalent to the empirical test suggested by Abadie et al. (2015) for the SC method (see below for more details), to test if τ n1+1,T1+1 = · · · = τ n1+1,T = 0.
SC. Testing for intervention effects is not straightforward with the SC method. Abadie et al. (2010) advocate comparing the estimated intervention effectτ SC n1+1,t toτ SC 1t , . . . ,τ SC n1,t , the estimated effects considering each of these control units in turn as though it was the treated unit (each time using the remaining n 1 −1 controls to estimate the weights), at each post-intervention time t = T 1 + 1, . . . , T in order to test if τ n1+1,t = 0. The rationale is that if the intervention had no effect on the treated unit, thenτ SC n1+1,t should not be extreme compared to the empirical distribution ofτ SC 1t , . . . ,τ SC n1+1,t . However, the problem with this approach is that it involves T 2 comparisons, one for each post-intervention time point, and thus is hard to summarise. Abadie et al. (2015) propose an alternative empirical test, which assesses whether the estimated intervention effect is extreme compared to what would have been expected in the absence of an intervention, i.e. whether τ n1+1,T1+1 = · · · = τ n1+1,T = 0. Their test statistic r i is defined as
that is, the ratio of post-to pre-intervention root MSE between the observed and fitted outcomes 1 . Their intuition is that unless the relationship between the outcome on the treated unit and the outcomes on control units is disrupted by the intervention, then the predictive ability of SC should be similar in the two periods and thus the ratio r n1+1 close to 1. Hence, a value of r n1+1 that lies in the tail of the empirical distribution of r 1 , . . . , r n1+1 can be viewed as evidence for a non-zero intervention effect. Amjad et al. (2017) take an empirical Bayes approach to test the hypothesis that τ n1+1,t = 0. They assume that y n1+1,1:T ∼ N Ỹ c 1:T1 w, σ 2 I , whereỸ c 1:T1
are the de-noised control outcomes obtained via singular value thresholding, and the weights w a priori have a N 0, σ 2 w I distribution, for some value of σ 2 w . The posterior distribution of w can be used to calculate the posterior predictive distribution of y (0) n1+1,t (t > T 1 ); let a and b be the 97.5th and 2.5th centiles of this distribution. The 95% posterior credible interval for τ n1+1,t is (y n1+1,t − a, y n1+1,t − b).
CIM. For the CIM, a 95% posterior credible interval for the treatment effect τ n1+1,t at time t can be calculated as (y n1+1,t − a, y n1+1,t − b), where a and b denote, respectively, the 97.5th and 2.5th centiles of the posterior predictive distribution of the counterfactual y (0) n1+1,t . For a fixed t, a credible interval that excludes the value zero suggests that τ n1+1,t = 0.
Implementation issues
In this section, we discuss issues related to the practical impementation of the methods presented in Section 3. Section 5.1 highlights problems of model choice and Section 5.2 is about diagnostic checks.
Model choice
Choosing the control units. When implementing the HCW, SC and CIM, it may be desirable to exclude some of the control units from the analysis or to impose sparsity on the parameter vector (regression coefficients for the HCW and the CIM and weights for the SC method). The reasons are twofold. Firstly, in applications where n 1 is larger than T 1 , implementation of these methods using the entire pool of controls might result into non-unique solutions for their parameters and therefore non-unique causal effect estimates. Secondly, one can reduce the standard errors of the parameter estimates by discarding controls whose outcomes are not related to the outcome of the treated unit.
HCW develop a two stage approach to select a subset of controls. For each = 1, . . . , n 1 they implement their method n1 times, where each time they use a different subset of size from the control units. For a fixed they choose the subset of controls that maximises the regression R 2 and thus obtain n 1 candidate models. They recommend choosing the best among these n 1 models based on some model selection criterion such as the AIC. An alternative to their approach was recently suggested by Li and Bell (2017) , who use the least absolute shrinkage and selection operator (Hastie et al., 2015, among others, LASSO) to perform control selection. Doudchenko and Imbens (2016) impose sparsity on their SC estimator by including the term
in the objective function (10), where γ and δ are penalty parameters. The penalty term of Equation (15) is introduced to shrink the elements of w towards (or even equal to) zero. For CIM Brodersen et al. (2015) induce sparsity on the control coefficient vector through the spike-and-slab prior (George and McCulloch, 1993) .
Choosing the covariates. An important issue that may arise when implementing the linear DID and the LFM methodology of Xu (2017) is how to choose which subset of the covariates to include in the model. This is essential for the same reasons why one may want to choose a subset of the control units, explained above. For the linear DID model, covariate selection (which for linear DID may further include lagged outcomes and interactions of lagged outcomes with the covariates) can be done by imposing sparsity on the regression coefficient vector, using for example the LASSO.
When implementing the SC method, users need to decide which variables (pre-intervention outcomes, covariates or summaries of these) to use to determine the weights. demonstrate that the estimated counterfactual may differ depending on which variables are used. Dube and Zipperer (2015) develop the following approach for selecting among K sets of variables. First, for every set k (k = 1, . . . , K) they apply SC to the data on every control unit in turn, and calculate the predicted outcomesŷ (k) it (i = 1, . . . , n 1 ) based on the estimated weights. Then, they choose the set k * that minimises the mean (over control units) MSE between observed and predicted outcomesŷ (k) it in the post-intervention period. An alternative to their approach when T 1 is large, is to split the pre-intervention data into a training dataset, where SC is fit using different sets of variables, and a validation dataset, which is used to assess which set of variables achieves the best predictive performance.
Other issues. Some of the methods for estimating the parameters of the LFM (Gobillon and Magnac, 2016; Xu, 2017) require that the number of factors J at each time point be chosen. The usual approach is to fit the LFM for various values of J and then determine the optimal J based on cross-validation. An alternative for choosing J is to use the procedures developed by Bai and Ng (2002) . However, these approaches provide standard errors of the causal effect that do not take into account the uncertainty about J.
For the CIM, practitioners need to decide what dynamical components to include in the counterfactual model. A possible way to deal with this issue is to adopt one of the methods for SC variable choice described earlier, where the different models for the CIM will be analogous to the different sets of variables for the SC method. An alternative strategy is to fit several models and eventually use the one that achieves the optimal tradeoff between accuracy (the difference y n1+1,t −ŷ n1+1,t ) and precision (the length of the credible interval for y n1+1,t ) in the pre-intervention period. In small datasets the inferences provided by the CIM impact method will be sensitive to the choice of prior distributions. Therefore, these specifications should ideally be determined based on expert opinion.
Diagnostics
All the methods described in this review make assumptions regarding the counterfactual outcomes of the treated units in the post-intervention period. Since these outcomes cannot be observed, it follows that one can never test the full set of assumptions made by these methods. Nonetheless, it is sometimes possible to assess the validity of a subset of these assumptions using data in the pre-intervention period.
When no covariates are considered and T 1 > 1, an informal test of the parallel trends assumptions can be conducted by plotting the average outcomes of control and treated units in the pre-intervention period (Angrist and Pischke, 2009; Keele and Minozzi, 2013) ; an approximately constant (over time) distance between the two lines suggests that parallel trends is plausible. For the asymptotic unbiasedness of the SC estimator to hold under the LFM of Equation (12), conditions (13) must be satisfied. These conditions imply that there is a perfect fit in the pre-intervention period. Thus, a poor fit in the pre-intervention period provides an indication against using the SC estimator.
As well as the SC method, the fit provided for the outcomes on treated units in the pre-intervention period can be used as a diagnostic for the alternative methods. Intuitively, if a model is not predictive of the outcome in the pre-intervention period, it is less likely to provide good predictions for the counterfactuals in the post-intervention period. However, in order for a good pre-intervention fit to be reassuring, one needs to establish that it does not occur due to overfitting, as it can be the case e.g. for SC when n 1 > T 1 . For the methods that provide fitted values for the outcomes of control units, i.e. the linear DID model and the method of Xu (2017) , one can further use the fit over the post-intervention period for these units as a diagnostic tool.
Finally, for both the linear DID model and the LFM method of Xu (2017), extrapolation biases may occur when the covariates (and loadings in the latter case) of treated and control units do not share a common support. In order to exclude the possibility of such biases, it suffices to ensure that the characteristics of the treated units are not extreme compared to the characteristics of control units. When a small number of covariates (and factors) is used, one can visually compare the two groups for each variable in turn. If this is not feasible, methods for multivariate outlier detection (Filzmoser et al., 2008, among others) can be employed to identify treated units with extreme characteristics.
Application: The German reunification
In this section, we demonstrate the use of the methods we have described by analysing the data introduced in Section 2.3. In particular, we will use these methods to estimate the effect of the German reunification on West Germany's per-capita GDP. The dataset is publicly available 2 .
All the methods presented in this paper can be implemented in R (R Core Team, 2016). The linear DID method can be implemented with the R function lm. For the remaining, we use the packages developed in order to implement these methods; those are the gsynth package for the LFM, the pamp package (Vega-Bayo, 2015) for the HCW method, the Synth package (Abadie et al., 2011) for the SC method and the CausalImpact package for the CIM. The code that we used for our real data analysis is available online 3 .
We implement the five methods as follows. We fit the linear DID model of Equation (2) without considering the term x β. For the method of Xu (2017) we consider the factor model of Equation (3), setting f 1t = 1 for all t and λ i2 = 1 for all i in order to have time and country fixed effects, respectively. The total number of latent factors is set via cross-validation. Further, no covariates are considered. The HCW method is implemented using all control countries and pre-intervention time points. For the SC method, we estimate the weights based on the full outcomes y i,1:T1 the pre-intervention period. Finally, for the CIM we fit the model Equation (11) but do not include the local linear trend term δ t because we found that inclusion of this term does not improve the fit while leading to substantially wider credible intervals for the causal effect of interest. The prior distributions for all model parameters are set to the software defaults.
The main results are summarised in Figure 3 where we plot the difference between the actual and estimated counterfactual West German GDP, y 17,· −ŷ 17,· , for the entire study period. We find that all methods provide qualitatively similar predictions. The difference between the observed and counterfactual outcomes is positive during the first three years after 1989, thus suggesting that reunification initially had a positive impact on West Germany's GDP. Abadie et al. (2015) attribute this increase to a 'demand boom'. Nevertheless, the estimated effect gradually decreases and eventually is negative for all five methods in year 2003. The average over the period 1990-2003 per-capita GDP decrease due the the reunification suggested by the 5 methods is shown in Table 1 . None of the 14 treatment dummies is individually significant at the 5% level for the linear DID model, thus providing no evidence against the null hypothesis that τ 17,t = 0 for t > 30; this is due to large standard errors that occur because all these dummies have only a single non-zero value. Figure 3 shows 95% intervals for the LFM of Xu (2017) and the CIM. These intervals are narrower than the intervals provided by DID (also shown in Figure 3 ). The 95% intervals calculated for both methods exclude zero in all years after 1993 thus suggesting a significant intervention effect that is τ it = 0 for t > 34. The empirical test of τ 17,31 = · · · = τ 17,44 = 0 developed by Abadie et al. (2015) is also suggestive of a non-zero reunification effect. In particular, the r statistic defined in Equation (14) for West Germany is r 17 = 30.72, larger than all 16 values obtained in the control studies. We further implement this test with the HCW method. The rank of the r statistic for West Germany is 16, that is there is only one country whose r statistic is higher. Table 2 in Appendix A shows the r statistics obtained by applying the SC and HCW methods. Overall, taking into consideration all tests conducted, we estimate that reunification had a negative long-term impact on West Germany's per-capita GDP.
Method
Diagnostic tests are carried out as described in Section 5.2. In Figure 4 of Appendix A we plot the difference between West Germany's GDP, y 17,t , and the average GDP in the control countries, 1 16 16 i=1 y it , over the pre-reunification period t < 1990. Clearly, the difference has an increasing trend thus suggesting that the parallel trends assumption does not hold. Given this finding, we conclude that the linear DID model might not be appropriate for use in our application. Pre-reunification fit is shown in Figure 3 . We see that all methods except for the linear DID almost perfectly reproduce West Germany's GDP before the reunification took place, thus providing no indication against using any of these methods. The estimated factor loadings for the 17 countries in the dataset are shown in Table 3 of of Appendix A. We find that the estimated loadings for West Germany are not extreme compared to the estimated loadings of the control countries, thus indicating that the estimated counterfactual is not obtained by extrapolation.
Discussion
In this work, we have reviewed literature on assessing the impact of a binary intervention using time series aggregate data obtained from an observational study. Our review has been motivated by the several recent developments in the field, as well as the numerous works utilising these methods, some of which have been pointed out throughout the paper. The counterfactual estimators presented in this review can be split into two main categories. The first includes methods that model the outcomes of both control and treated units, namely the DID and the method of Xu (2017) . The second, consists of the outcome-matching estimators, that is the HCW, SC and CIM estimators, which we label as such because they provide counterfactuals as linear combinations of the outcomes of control units. The estimators in both categories attempt to adjust for the potential presence of unobserved confounding, either by making assumptions regarding its structure, as do estimators in the former category, or by matching directly on the outcomes that might be affected by it, as do the outcome-matching methods. Further, all of these approaches take advantage of relationships between the outcomes of the treated units and the outcomes of control units which they assume remain constant over time. Although there is the possibility of relaxing this assumption (for example, Brodersen et al. (2015) fit a model with time-varying regression coefficients), we believe that accurately estimating the parameters of such models will not be possible unless T 1 is very large.
Our review does not cover matching methods in detail even though some forms of matching are suitable for application in the setting that we are investigating (matching methods based on propensity scores are not appropriate since it is not possible to estimate a propensity model accurately when only one or a few units receive the intervention). The reason is that we view the SC method as the best suited matching method in this setting; by using data on all control units it attempts to construct an exact match for the treated unit. However, matching can be used before applying the methods described in this paper, to restrict the pool of controls to those with similar characteristics to the treated units. This approach has been adopted by O'Neill et al. (2016) for the DID method and Gobillon and Magnac (2016) for the LFM. For a detailed overview of the matching literature in the context of causal inference with observational data, see Stuart (2010) .
It is our understanding that none of the methods is universally superior to the others. Extensive simulation experiments comparing the relative performance of a subset of them have been conducted by multiple authors including Gobillon and Magnac (2016); O'Neill et al. (2016) ; Gardeazabal and Vega-Bayo (2017); Xu (2017) . However, these results are obtained using simulated data generated from models with set parameter values and therefore may not generalise to other data generating mechanisms. In practice, the method preferred should be determined by the characteristics of the data under investigation, as well as the objectives of the analysis. For example, if, as well as the intervention effect, interest is in quantifying the effect that some of the covariates have on the outcomes, then only the linear DID and the method of Xu (2017) can be used.
Some guidance on how to choose which method to implement can be gained from the theoretical results shown in Section 4.1. For the asymptotic unbiasedness property of Xu's method to be relevant to a finite sample, both n 1 and T 1 should be large. Hence, the method must be used with caution when one of these quantities is small. Xu (2017) recommends T 1 > 10 and n 1 > 40. Asymptotic unbiasedness of the SC estimator relies on T 1 going to infinity and hence the method will generally work better for datasets with large T 1 . When n 1 is small relative to T 0 , the HCW, SC and CIM are well-suited since there will be enough information in order to estimate the linear relationships between treated and control units that these methods exploit. However, when n 1 and T 0 are similar, these relationships may not be estimated accurately. In such a case, the DID and the method of Xu (2017) are more appropriate. See also the discussion by Doudchenko and Imbens (2016) regarding when each method should be used.
We suggest that users implement all available methodologies presented in this paper and choose the one ultimately employed on the basis of their outputs. Methods that perform poorly on diagnostic checks or the assumptions of which seem unrealistic for the dataset of interest should not be considered. Sensitivity analyses for each method are also recommended. These can be carried out by repeatedly implementing a method using different model specifications as explained in Section 5.1. Ideally, results obtained from the different implementations should not be contradicting. For outcome matching methods re-implementation after excluding control units that receive large coefficients (or weights for the SC method) can be reassuring that inferences are not driven by a single control unit. If all methods applied provide similar causal effect estimates, then one can choose the method that provides the most accurate estimates.
Open problems
Despite extensive literature on the topic, there exist several open problems. Current approaches exploit relationships between the outcomes of treated and controls units in order to predict the counterfactuals, but most of them do not fully account for the dependence structure in the outcome of each treated unit over time. To make this point clear, we note that results obtained by any of the methods except for the CIM, are invariant to permutations of the time labels in the pre-intervention period. Hence, there are potential gains in efficiency by extending these methods to account for structure over time.
The methods described so far are applied to a single outcome. In the ma-jority of applications, though, there are several outcomes possibly affected by the intervention. For example, in the case study of Section 2.3 we have considered per-capita GDP as being indicative of Germany's economic status but there are alternative indexes, such as the unemployment rate, which we could examine. Modelling outcomes together may provide a more precise estimate of the causal effect of intervention on any one of them. Robbins et al. (2017) provide an extension of the SC method for multiple outcomes. However, it is yet not clear how to extend the rest of the methods presented in this review to handle multiple outcomes. Another possible direction for future research is to develop models which take into account the geographic locations of units. For a wide range of applications, one would expect that the outcomes on units with spatial proximity are correlated; therefore it is useful to develop spatial models that can account for these correlations. Lopes et al. (2008) present a Bayesian LFM that accounts for spatial dependence by modelling the correlation between factor loadings of any two units as a function of the distance between these units. Their model can be implemented in the context of intervention evaluation with minor modifications.
We will investigate some of these problems in our future work.
A Real data supplementary analysis
In this section, we provide supplementary material for the real data analysis of Section 6. The r statistics obtained by applying the empirical test of Abadie et al. (2015) with the SC and HCW methods are shown in Table 2 . Figure  4 shows the empirical parallel trends diagnostic test explained in Section 5.2. Finally, the estimated factor loadings obtained by applying the LFM method of Xu (2017) are shown in Table 3 . 
