The discrete form of the mode filtering problem is considered. The relevant equations constitute a linear inverse problem. Solutions to problems of this type are subject to a well-known trade-off between resolution and precision. But unlike the typical linear inverse problem, the correctly formulated mode filtering problem is subject to an energy conservation constraint. This letter focuses on the importance of satisfying, approximately at least, the energy conservation constraint when mode filtering is performed.
Introduction
In the modal description of the underwater sound field, the energy in the field at each frequency is partitioned among a discrete set of normal modes. In generic range-dependent environments where energy is exchanged among modes, much can be learned about the underlying propagation physics by decomposing the energy in the wavefield into energy contained in the local normal modes. The process of estimating complex-valued modal amplitudes from a set of measurements of complex pressure at many depths at a fixed range is often referred to as mode filtering. The discrete form of the equations to be solved constitutes a system of linear equations whose solution is the desired vector of modal amplitudes. The choice of the solution involves consideration of a trade-off between precision and resolution. But the mode filtering problem is subject to an additional constraint-an energy conservation constraint-that plays no role in most linear inverse problems. The importance of satisfying the energy conservation constraint has been overlooked in previous approaches to the design of mode filters. In this letter, it is argued that the energy conservation constraint is an important consideration in the design of a mode filter.
We shall assume that the ocean environment can be modeled as a fluid with constant density and we shall neglect attenuation. For convenience, we focus on cw acoustic fields; the issues that we discuss apply to transient wavefields after Fourier decomposition. At each angular frequency =2f, the acoustic normal modes m ͑z͒ satisfy the equation
͑1͒
together with an appropriate pair of boundary conditions. We shall assume that the boundary conditions are such that together with Eq. (1) they define a Sturm-Liouville problem, thereby guaranteeing that the normal modes constitute a complete orthogonal set of functions over the relevant depth domain (the contribution from evanescent modes is assumed to be negligibly small). The constant k m in Eq. (1) is a separation constant and c͑z͒ is the sound speed profile at the range at which the modes are defined. At this range (for simplicity we have chosen to suppress the dependence on both r and in the equations presented), the depth structure of the complex-valued acoustic pressure field can be expanded as a weighted sum of the locally dea͒ Author to whom correspondence should be addressed. 
‫ء‬ is the complex conjugate of d m , and vertical bars denote modulus. Assume that the pressure field and the normal modes are sampled with uniform spacing ⌬z. Then fill the column vector p with sequential samples of the pressure field multiplied by ͱ ⌬z and similarly for each column vector n . (The assumption of uniform spacing between samples is made for convenience. Similarly, multiplication of samples by ͱ ⌬z is a convenient, but not necessary, normalization.) Let ⌿ denote the real-valued matrix whose nth column is n . And let d denote a column vector of complex-valued modal amplitudes.
Assume, for now, that the vectors p and n cover the entire relevant depth domain; this assumption will be relaxed in Sec. 3. Assume, in addition, that ⌬z is sufficiently small that the condition n T m = ␦ nm -or, equivalently, ⌿ T ⌿ = I, where I is the identity matrix-is satisfied with tolerably small error. Unless stated otherwise, this assumption is made throughout this letter. (Deficient receiving arrays will be discussed in Sec 3.) With these assumptions, the discrete analogs of the above equations are p = ⌿d, d = ⌿ T p, and p
The superscript H denotes the Hermitian transpose. Because the modes are assumed to be real valued ⌿ H = ⌿ T . Note also that ⌿⌿ T p = p. We emphasize that validity of the equations p = ⌿d and ⌿⌿ T p = p rests on the assumption that the modes are complete, i.e., that the measured p lies in the space spanned by the columns of ⌿.
Mathematically, the condition p
is a consequence of the orthonormality of the modes. But the physical importance of this result as a statement of energy conservation must not be overlooked. If an estimate of the vector d of modal amplitudes clearly violates the energy conservation condition, then that estimate must be a poor approximation to the true d.
Mode filters: Resolution, precision, and energy conservation
Real measurements are noisy, so it is natural to consider a slight generalization of p = ⌿d,
Here e is a column vector containing complex-valued errors. We seek to solve Eq. (2) for the vector d given measurements of p, knowledge of ⌿, and knowledge of the statistics of e. Because p is not measured independently of e, the statistics of these quantities are linked. The estimated vector of modal amplitudes, d , is an inverse of ⌿, ⌿ inv , operating on
An unbiased estimator satisfies ⌿ inv ⌿ = I. More generally, the matrix ⌿ inv ⌿ is a measure of resolution in mode amplitude space. For an unbiased estimator, the covariance matrix of the estimated modal amplitudes is ͗͑d − d͒͑d − d͒ H ͘ = ⌿ inv ͗ee H ͘⌿ inv T , where angular brackets denote ensemble average, or (rewriting the same equation using a more convenient notation)
ances of the modal amplitude estimates,
For an unbiased estimate of d , a lower bound on these variances exists,
The lower bound is referred to as the CramerRao lower bound (CRLB). Finally, energy conservation dictates that
The energy conservation constraint plays no role in most linear inverse problems. The mode filtering problem is special in this respect. The left-hand side of Eq. (3) is the total energy in the measured wavefield. In the presence of noisy measurements, estimation of this quantity can be improved if the energy in the noise field e H e can be independently estimated, which is usually the case.
Ideally one would like to find an inverse operator ⌿ inv that: (1) is unbiased ⌿ inv ⌿ = I; (2) satisfies the CRLB condition; and (3) satisfies the energy conservation condition, Eq. (3). For the special case of uncorrelated errors, all with the same variance e 2 (so K ee = e 2 I), all three conditions can be satisfied by choosing
It should be emphasized, however, that problems for which all three conditions can be satisfied are exceptional. More generally, some compromise must be reached between the often competing desires to satisfy all three conditions. In the following, we shall refer to ⌿ inv defined in Eq. (4) as the DP (for direct projection) mode filter. Consider now the more realistic case for which K ee is not simply a constant times the identity matrix. In that case, the DP filter can still be used. In fact, the DP filter still has two desirable properties: it is an unbiased estimator and it satisfies the energy conservation constraint. (But it does not satisfy the CRLB condition.) An alternative to the DP mode filter is
This filter is known by many names, including best linear unbiased estimator 3 (BLUE). The BLUE mode filter also has two desirable properties: it is an unbiased estimator and it satisfies the CRLB condition. (But it does not satisfy the energy conservation constraint.) Several alternatives to the DP and BLUE mode filters have been proposed, 1,4-8 including generalizations of the BLUE filter that account for a priori knowledge of both the statistics of measurement errors and the statistics of modal amplitudes. 1, 8 Those filters will not be further discussed, except to note that they are not constrained to conserve energy. Finally, consider a mode filter composed of a weighted sum of the BLUE and DP mode filters,
where 0 Յ ␥ Յ 1 is an adjustable parameter. We shall refer to this filter as the blended mode filter. This filter has the following properties: (1) it is unbiased for any choice of ␥; (2) it satisfies the CLRB condition when ␥ = 1; and (3) it satisfies the energy conservation constraint when ␥ =0.
The blended filter will be used below to illustrate the trade-off between the competing desires to keep the uncertainty of modal amplitude estimates small (which favors ␥ near 1) and to satisfy the energy conservation constraint (which favors ␥ near 0).
Deficient receiving arrays
In most applications, the dominant source of uncertainty in p is missing measurements, often at many depths, rather than noisy measurements. In this section, we describe three different methods that might, under different circumstances, be used to deal with missing measurements, and we discuss the related issue of how the energy conservation constraint can be applied in each case. Also, simulations are presented that focus on elucidating the importance of satisfying, approximately at least, the energy conservation constraint when mode filtering is performed. At short range and low frequency, when mode coupling is either very weak or can be approximately described deterministically, an acoustic propagation model prediction can be used to fill in the missing measurements. One must then also estimate the uncertainty of the model prediction and fill the matrix K ee in a way consistent with the estimated uncertainty. The total energy can then be computed as p H p where p is filled with a combination of measurements and model predictions.
The situation in which mode coupling is not describable deterministically is much more common. In the presence of even weak mode coupling, due, for example, to internal waves in the deep ocean, elements of p can usually be accurately described as zero-mean complex Gaussian random variables. In other words, if one computes an ensemble of simulations of the wavefield at a fixed range, with each member of the ensemble corresponding to a different realization of the internal wave field, then the resulting ensemble of complex pressures at each depth is, to a good approximation, described by a zero-mean Gaussian distribution. Simulations in deep ocean conditions similar to those presented below reveal that this behavior is quite robust. Generally, both the variance p 2 and the vertical correlation length z c of the complex pressure distributions are slowly varying functions of depth. Both quantities can be estimated from simulations or measurements when the latter are available.
Under these circumstances the following strategy for dealing with deficient receiving arrays can be used. At each depth z i at which no measurement is available, p i is set equal to zero, the mean of the complex Gaussian distribution at that depth, the diagonal element of the covariance matrix ͑K ee ͒ ii is set equal to the variance p 2 of the distribution, and the off-diagonal elements ͑K ee ͒ ij = ͑K ee ͒ ji are set equal to p 2 exp͑−͉z i − z j ͉ / z c ͒. At depths at which measurements are available, p i is the measured pressure and ͑K ee ͒ ij is set equal to e 2 ␦ ij , where e 2 is estimated from the noise. Typically p 2 ӷ e 2 . For simplicity, we assume here that the variance of the pressure distribution p 2 and the variance of measurement error e 2 are both independent of depth, and that measurement errors are uncorrelated; these assumptions can be relaxed. Provided ⌬z, the depth interval between adjacent measurements, is sufficiently small that n T m = ␦ nm to good approximation, the idea of filling an expanded p vector with zeros between measurements is not relevant.
Filling the vector p with zeros at the depths where measurements are missing suggests the following strategy for imposing the energy conservation constraint: estimate the energy in the field using only the measured p-values. Application of the energy conservation constraint (3) will then lead to a set of modal amplitude estimates d whose total energy is less than that of the true modal amplitudes. We shall refer to this form of the energy conservation constraint as the strong form of the constraint. Note that the strong form of the energy conservation constraint is consistent with the exact result, Eq. (3), inasmuch as, in the limit of no missing receiving array elements, the two are equal. But the strong form of the constraint is just that-a somewhat stronger assumption than the exact (limiting) constraint. While the strong form of the energy conservation constraint is not exact, it remains useful in that it prevents the inclusion of spurious energy in modal amplitude estimates. This will be illustrated below.
A more common approach to the treatment of missing receiving array elements is to remove the missing elements of the vectors p and e, and the corresponding rows of ⌿ from the system (2) to be solved. Like zero filling of p, truncation of the system (2) suggests consideration of the strong form of the energy conservation constraint. This will be discussed in more detail below. Let ⌿ t denote the truncated modal matrix. The desirable properties of ⌿ do not carry over to ⌿ t ; in particular, ⌿ t T ⌿ t I. Thus, much of the rationale for using the DP mode filter is lost when the system is truncated. In contrast, the BLUE mode filter (5) with ⌿ replaced by ⌿ t retains its desirable properties: it remains an unbiased estimator that satisfies the CRLB condition. Note also that the truncated BLUE filter can be thought of as a limiting case of the zero-filled nontruncated BLUE filter in the limit of infinite p 2 . In other words, the truncated BLUE filter assumes that the uncertainty of p at depths where measurements are missing is unbounded. Like the zero-filled BLUE mode filter, the truncated BLUE mode filter is not constrained to conserve energy. Also, truncation often results in the matrix ⌿ t T K ee,t −1 ⌿ t being poorly conditioned. A commonly used way to overcome this problem is to employ diagonal loading,
This filter is unbiased only in the limit ␤ = 0. Complementing the ad hoc arguments presented here, Eq. (7) We now test, using simulations, some of the approaches to mode filtering that we have described. Figure 1 shows four mode-processed transient wavefields produced by an axial source with f 0 = 75 Hz and ⌬f = 18.75 Hz (full width at half amplitude) at 1000 km range in the same deep ocean environment. (The environment and source function used in these simulations are identical to those used in Ref. 10 . Mode processing was done at each frequency after Fourier trans-forming from time to frequency, and prior to transforming back to the time domain.) The upper left panel of Fig. 1 was produced by mode processing a dense ͑⌬z Ϸ 27 m͒ set of pressure time histories spanning the entire 5 km deep water column using the DP mode filter. That mode-processed field can be thought of as the correct field. The other three panels of Fig. 1 show the result of mode processing the same wavefield, but measured using a deficient receiving array, with three different mode filters. The deficient receiving array included only those measurements in the full array in the depth intervals 350-1750, 2150-2850, and 3570-4270 m. The three deficient array mode-processed fields shown in Fig. 1 correspond to the DP mode filter with zero filling, the BLUE mode filter with zero filling, and the BLUE mode filter with truncated modes and diagonal loading. In the implementation of the BLUE mode filter with zero-filling that was used to construct Figs. 1 and 2(a) , it was assumed that p 2 , e 2 , and z c are constants, with p 2 / e 2 = 1000 and z c = 150 m. (Note that ⌿ inv for the DP mode filter does not depend on these parameters, but the corresponding K d d does.) The loading coefficient ␤ = 0.032 was used to produce the mode-processed field shown in Fig. 1 Normalized energy and normalized misfit energy: ͑a͒ as a function of ␥ for the blended mode filter with zero filling ͑6͒; and ͑b͒ as a function of ␤ for the truncated BLUE mode filter with diagonal loading ͑7͒. Dotted horizontal lines at E / E total = 0.75 correspond to the energy value associated with the strong form of the energy conservation constraint. T K ee,t −1 ⌿ t + ␤I is approximately 3 ϫ 10 4 at 75 Hz. A visual examination of Fig. 1 reveals that the DP mode filter with zero filling does a good job of reproducing the correct mode-processed field, with the caveat that some energy appears to be missing. That filter is constrained to satisfy the strong form of the energy conservation constraint. In contrast, both implementations of the BLUE mode filter-which are energetically unconstrained-appear to predict spurious energy that is not seen in the correct mode-processed field.
Figure 2(a) shows normalized energy and normalized misfit energy as a function of ␥ for the blended mode filter (6) with zero filling. The same deficient array that was used to produce the deficient array mode-processed fields shown in Fig. 1 was used to produce Fig. 2 . Consider first the normalized energy, which is defined as the ratio of energy E contained in a mode-processed wavefield to E total , the total energy that is recorded on the water-column spanning array (corresponding to the upper left panel of Fig. 1 ). For a broadband signal, energy can be computed as the integral over frequency of p H p or d H d . Clearly, E total is an upper bound on the energy recorded on a deficient receiving array; for the conditions used to produce Fig. 2 , only 75% of E total is captured by the receiving array. The blended filter was applied with zero filling, so the strong form of the energy conservation constraint is satisfied in the ␥ = 0 limit. (Recall that in that limit the blended filter reduces to the DP filter.) Because the strong form of the energy conservation constraint is satisfied in that limiting case, the normalized energy in that case is 0.75. In Fig. 2(a) normalized energy for the blended mode filter is seen to increase with increasing ␥. It is not clear, however, from the normalized energy alone whether the energy that is added as ␥ increases is (a) "true" energy that improves the quality of the mode-processed field, or (b) spurious energy that degrades the quality of the mode-processed field. To address this question we compute the misfit energy.
The misfit energy E misfit , defined as ͑d − d͒ H ͑d − d͒ (or, for a broadband signal, the integral over frequency of this quantity), is a good measure of the total error in a mode-processed wavefield. To compute E misfit the vector d was computed using the wavefield measured on water-columnspanning receiving array. We define the normalized misfit energy as the ratio E misfit / E total . Consider the normalized misfit energy vs ␥ curve in Fig. 2(a) . That curve reveals that the cause of the increase in the energy in the mode-processed wavefield as ␥ increases is inclusion of an increasing amount of spurious energy. Based on the misfit energy, we conclude that the DP mode filter ͑␥ =0͒ clearly outperforms the BLUE mode filter ͑␥ =1͒. Note that the monotonic increase in the misfit energy with increasing ␥ that is seen in Fig. 2(a) is exactly opposite the trend expected based on the uncertainty estimates (in the matrix K d d ) described above; recall that the BLUE mode filter satisfies the minimum variance (CRLB) condition, while the DP filter does not. We infer from this observation that K d d defined above is a meaningful measure of the uncertainty of estimates of modal amplitudes only when the ⌿ inv used in that expression is, to a good approximation, both unbiased and energy conserving. The poor performance of the BLUE mode filter is linked to the fact that it is not constrained, even approximately, to conserve energy.
Consider now Fig. 2(b) . That figure shows normalized energy and normalized misfit energy for the truncated BLUE mode filter with diagonal loading (7) as a function of the loading coefficient ␤. ␤ Ϸ 10 −3 is sufficiently large to stabilize the inverse; for ␤-values significantly larger than this value, this filter should be thought of as a parametric damped weighted least-squares filter rather than a BLUE filter. Figure 2(b) shows that the misfit energy has a broad minimum for ␤-values between approximately 1 and 20, and that the strong form of the energy constraint, E / E total = 0.75, is satisfied at ␤ = 26. In other words, within the one-parameter family of mode filters defined by Eq. (7), good performance is achieved by choosing the parameter ␤ in such a way as to satisfy the strong form of the energy conservation constraint. For this choice of ␤ ͑␤ =26͒, the corresponding mode-processed wavefield looks almost identical to the DP-based mode-processed wavefield shown in Fig. 1 . While the observation that choosing ␤ in Eq. (7) to satisfy an energy conservation constraint leads to good filter performance is somewhat encouraging, it should be emphasized that, for most one-parameter families of filters, this procedure cannot be expected to help; a simple scaling of the magnitude of ⌿ inv is generally not helpful, for instance. Stated somewhat differently, energy conservation is a necessary condition, but not a sufficient condition, for good mode filter performance.
Summary and discussion
In this letter, we have focused on the formulation of mode filtering problem. We have argued that the correctly formulated mode filtering problem involves consideration of the energy conservation constraint, in addition to precision and resolution. Numerical simulations were presented that illustrate the importance of satisfying the energy conservation constraint.
Although we have not focused on the problem of finding an optimal solution to the mode filtering problem, it is appropriate to make some brief comments relating to that task. The approach that immediately comes to mind is to pose the problem as a constrained optimization problem in which an appropriate quadratic measure of misfit, e.g., ͑p − ⌿d͒ H K ee −1 ͑p − ⌿d͒, is minimized subject to the constraint that the solution conserve energy. Note that, in general, imposition of the energy conservation constraint precludes satisfying the CLRB condition; the constrained minimum variance will usually be greater than the unconstrained minimum variance. When measurements collected on a deficient array are processed, two approaches to specifying the energy conservation constraint come to mind. One could either: (1) impose the strong form of the constraint that we have discussed (leading to a set of modal amplitude estimates whose total energy is less than that of the true modal amplitudes); or (2) augment the measurements with a propagation model prediction to estimate the total energy. The results shown in Fig. 2 suggest that under conditions similar to those used in our simulations, the former approach is preferable. The constrained optimization problem can be easily formulated by introducing a scalar Lagrange multiplier. The constrained optimization problem does not appear to have an analytic solution, but the numerical method that we have described to constrain the diagonally loaded truncated BLUE filter to conserve energy leads to a solution to this problem. More importantly, the numerical results that we have presented show that nonoptimal mode filters can perform well. A necessary condition for good performance is approximately satisfying the energy conservation constraint.
