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O objectivo desta dissertação foi a criação de uma ferramenta informática capaz de determinar 
as bases de um sistema de fecho. 
Para tal foram criadas diferentes implementações de três algoritmos, o de Tietze, o de Tietze-
SA e o SA, utilizando o paradigma da programação orientada a objectos e escolhida como 
implementação para a construção da ferramenta a que resultava num menor número de 
chamadas a um oráculo. 
O oráculo utilizado foi a aplicação Prover9/Mace4 da autoria de William McCune composto 
pelo demonstrador automático de teoremas Prover9 e o construtor de modelos finitos Mace4. 




The aim of this thesis is to provide a software tool capable of determining the basis of a 
closure system. 
To this end, we created different implementations of three algorithms, the algorithm Tietze, 
the algorithm Tietze-SA and the SA algorithm using the paradigm of object-oriented 
programming, and selected the one that could reach the goal in a minimal number of calls to 
an oracle. 
The oracle was Prover9/Mace4 authored by William McCune consisted by the automated 
deduction tool Prover9 and the finite model builder Mace4. 
The resulting applications are executable under Windows XP, Vista and 7 (32 and 64 bits), 
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1. Introdução  
 
 
1.1. Plano de Dissertação 
 
Seja (X, ‹.›) um sistema finito de fecho, isto é, ܺ  é um conjunto finito e ‹.› : 2X → 2X, uma 
operação em que: 
1. X ⊆ ‹X›; 
2. X ⊆ Y ⇒ ‹X› ⊆ ‹Y›; 
3. ‹X› = ‹‹X››. 
Um subconjunto A ⊆ X, diz-se independente se ∀ݔ ∈ A, ݔ  ∉ ‹A∖ ݔ›. Um conjunto 
independente A ⊆ X diz-se uma base de X se ‹A› = ‹X›. 
O objectivo da dissertação é a criação de uma ferramenta informática capaz de identificar as 
bases de A, ou seja, todos os conjuntos Y ⊆ X tais que Y é independente e ‹Y› = ‹X› sendo 
(X, ‹.›) um sistema finito de fecho com A ⊆ X. 
Para a construção da ferramenta foram utilizados e testados três algoritmos, o algoritmo de 
Tietze, o algoritmo de SA e o algoritmo de Tietze-SA que serão explicados em detalhe ao 
longo da dissertação nos subcapítulos 2.4, 2.5 e 2.6, sendo o primeiro da autoria de Hienrich 
Tietze (ver [35]), e os segundo e terceiro da autoria de João Araújo.   
A cada um dos algoritmos foram adicionados dois aceleradores, definindo-se acelerador, 
como alterações no código ou na estrutura da implementação original do algoritmo com o 
objectivo de eliminar as derivações redundantes de conjuntos axiomáticos, denominados 
acelerador (+) e o acelerador (V), sendo o primeiro da autoria de João Araújo e o segundo do 
autor da dissertação. Uma explicação detalhada será fornecida nos subcapítulos 2.7 e 2.8. 
Foram assim construídas numa primeira fase nove implementações, definindo-se 
implementação como a formalização na linguagem orientada a objectos C# dos algoritmos ou 
dos algoritmos acrescidos de cada um dos dois aceleradores atrás referidos. Posteriormente 




No que respeita à sua estrutura, a dissertação é composta por cinco capítulos que reflectem a 
ordem cronológica da construção da ferramenta informática, existindo ainda um anexo 
contendo os manuais de utilização das duas aplicações finais criadas, definindo-se aplicação 
como um programa “standalone” auto instalável e executável nos sistemas operativos 
Windows XP, Vista e 7 (32 e 64 bits). 
Assim, além deste capítulo introdutório, no segundo capítulo será discutida a implementação 
dos três algoritmos e dois aceleradores acima referidos, e também, as primeiras aplicações 
criadas. No terceiro capítulo serão apresentados os resultados dos testes efectuados às 
implementações referidas no capítulo precedente e feita uma análise estatística destes 
resultados. No quarto capítulo serão discutidas duas novas implementações construídas após a 
análise dos resultados obtidos pelas implementações anteriores, e por último o quinto capítulo 





1.2. Notas prévias 
 
As definições semânticas dos termos utilizados serão feitas ao longo do texto num modo 
semelhante ao efectuado no subcapítulo anterior para aceleradores, implementações e 
aplicações, referindo-se aqui: 
 Os conjuntos de axiomas serão designados como nós, iniciais se forem o ponto de 
partida para a execução da aplicação e derivados se resultarem da execução dos 
diferentes algoritmos, destacando-se nestes últimos os finais, ou seja, os conjuntos de 
axiomas resultantes da execução da implementação; 
 Quando nos referimos a bases, pressupomos uma execução da aplicação sem erros, 
caso contrário, é mais correcto designar os nós finais resultantes como subconjuntos 
de geradores. Esta diferença deve-se à não satisfação da condição de independência 
para o último caso. 
Outro aspecto que convém aqui referir relaciona-se com a validade das ferramentas 
informáticas apresentadas. De facto, tal como será adiante descrito todas as implementações 
utilizam um demonstrador automático de teoremas cuja validade das provas por ele 
encontradas nunca foi verificada com qualquer tipo de verificador de provas tal como o 












Para a realização deste trabalho foram construídos nove aplicações na perspectiva da 
programação orientada a objectos, três que resultam da implementação directa dos três 
algoritmos estudados, o de Tietze, o de Tietze-SA e o SA, e seis que resultam da 
implementação de cada um destes algoritmos acrescida de cada um dos dois aceleradores, 
tendo sido escolhida a linguagem C# e utilizada a interface de programação Visual Studio 
2008 PE para as elaborar. 
Todas estas aplicações, embora com variantes nas suas construções e concepções, seguem em 
linhas gerais um modo de execução similar, ou seja, é lido um ficheiro de texto, contendo um 
conjunto de axiomas representado por um conjunto de cadeias de caracteres (“strings”), e a 
partir dele, construídas as estruturas de dados e os ficheiros necessárias à execução do 
algoritmo e do oráculo a que todos recorrem, sendo posteriormente os resultados 
salvaguardados em vários ficheiros de textos. 
Como oráculo foi escolhida a aplicação Prover9-Mace4 (versão LADR-Dec-2007) executável 
no sistema operativo Windows da autoria de William McCune (ver [23] e [24]), sendo esta 
aplicação constituída por dois programas que são executados por intermédio de dois processos 
distintos, o demonstrador automático de teoremas Prover9 executado pelo processo 
Prover.exe e o motor de busca de modelos finitos Mace4 executada pelo processo Mace4.exe. 
A conjugação dos resultados obtidos pela execução em simultâneo destes dois processos 
determina a resposta do oráculo. Esta resposta condicionará a derivação de novos conjuntos 
axiomáticos a partir dos conjuntos axiomáticos actualmente presentes de acordo com o tipo de 
algoritmo utilizado. De facto, é a utilização do oráculo que permite a implementação destes 
mesmos algoritmos constituindo-se como um factor fundamental na construção da ferramenta 
informática que permite a identificação das bases de um sistema finito de fecho. 
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Assim, nas páginas seguintes, será feita uma descrição detalhada da ideia subjacente à 
construção das diferentes implementações, dos diferentes algoritmos e aceleradores atrás 
referidos. 
Na descrição dos algoritmos e aceleradores tentar-se-á sempre destacar o papel que neles é 
desempenhado pelo oráculo, iniciando-se no primeiro caso com o seu modus operandis 
seguindo-se o modo como foi implementado. No caso dos aceleradores, será dada mais ênfase 
às alterações efectuadas nas implementações originais, não deixando contudo de abordar o 
objectivo da sua utilização. 
Existem também dois subcapítulos, um exclusivamente dedicado à classe Oraculo dada a sua 
importância na execução das diferentes aplicações e na interface que estabelece entre elas e os 
processos Prover9.exe e Mace4.exe que constituem o já referido oráculo, e outro que conclui 





2.2. Ideia Geral 
 
Consideremos o sistema de fecho (X, ‹.›). Consideremos também A ⊆ X. Queremos 
determinar todas as bases de A, isto é, queremos encontrar todos os conjuntos B ⊆ A tais que 
B é independente e ‹B› = ‹A›. 
O algoritmo mais básico consiste em considerar o conjunto 2A = {Y: Y ⊆ A}e depois utilizar 
um oráculo que responde a duas perguntas para cada Y ∈ 2A: 
1. Y é independente? 
2. ‹Y› = ‹A›? 
Se a resposta às duas perguntas for positiva, então o conjunto Y é adicionado ao conjunto dos 
resultados. Quando tivermos esgotado todos os Y ∈ 2A, temos a resposta ao problema inicial. 
Em geral poderíamos ter considerado diversos sistemas de fecho (do tipo “álgebra gerada”), 
mas optamos pelo sistema de fecho de inferência lógica (em predicados de 1ª ordem). Assim 
o nosso espaço X será composto por um conjunto de formulas em alguma linguagem e alem 
disso, para x ∈ X e A ⊆ X, dizemos que x ∈ ‹A› se e só se A ⟹ x. 
Para trabalhar neste sistema de fecho necessitamos de um oráculo especial denominado 
Prover9/Mace4. 
Assim, perante a pergunta “A ⟹ x?” três coisas podem acontecer: 
1. O Prover9 encontra uma prova e portanto A ⟹ x; 
2. O Mace4 encontrou um modelo e portanto ¬(A ⟹ x); 
3. Nenhuma das duas anteriores. 
Se o oráculo fosse composto apenas pelo Prover9, ele trabalharia indefinidamente nas 
situações 2 e 3. O mesmo se diga caso o oráculo fosse composto apenas pelo Mace4. 
Assim, cada pergunta é feita em simultâneo ao Prover9 e Mace4 e o primeiro a terminar acaba 






2.3. Classe Oraculo 
 
A classe Oraculo, cujo diagrama é apresentado na figura 2-1, é a interface que medeia a troca 
de informação entre as diversas implementações e os processos Prover9.exe e Mace4.exe 
tendo como particularidade as suas instâncias serem sempre criadas aos pares e executadas em 
duas “threads” distintas. 
 
Figura 2-1 Diagrama da classe Oraculo 
Esta exigência na execução das instâncias da classe em “threads” separadas resulta na 
possibilidade de abortar automaticamente a “thread” e o processo que nela é executado 
quando a sua “thread” gémea terminar devido ao término do processo a ela associado, 
podendo assim os dois processos serem executados em simultâneo ou abortados quando já 
não for necessária a sua execução. 
De modo a clarificar o parágrafo anterior convém referir dois factores, um relacionado com as 
execuções e resultados fornecidos pelos processos que constituem o oráculo, e outro, com a 
utilização destes mesmos resultados pelas diferentes implementações dos algoritmos. 
No que se refere ao primeiro dos dois factores, o processo Prover9.exe termina a sua execução 
de um modo normal quando é por ele encontrada uma prova dedutiva e o processo Mace4.exe 
quando é por ele encontrado um contra-exemplo, ou seja, dado um conjunto de axiomas como 
premissa e um outro axioma como objectivo, o processo Prover9.exe terminará se do primeiro 
conjunto se poder deduzir o axioma tido como objectivo, exibindo o processo Mace4.exe um 
comportamento complementar terminando quando for encontrado um contra-exemplo 
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indicando que os axiomas do primeiro conjunto não conseguem deduzir o axioma tido como 
objectivo. 
As diferentes implementações utilizam esta informação, terminando as “threads” associadas 
às instâncias da classe Oraculo quando um dos dois processos terminar ou quando o tempo 
máximo atribuído a ambos os processos se esgotar (ver figuras 2-2 e 2-3), criando ou não 
novos conjuntos de axiomas consoante os valores contidos na propriedade Oraculo.resultado 
de ambas as instâncias desta classe. 
Voltando ao diagrama da figura 2-1, as propriedades nele listadas contêm a informação 
necessária para a construção e execução do processo que a classe parametriza, seja ele o 
Prover9.exe ou o Mace4.exe. Assim: 
 Oraculo.segundos, contém o tempo máximo atribuído para a execução do processo; 
 Oraculo.resultado, contém o resultado booleano por ele obtido, verdadeiro se foi 
encontrada uma prova dedutiva no caso do processo Prover9 ou um contra-exemplo 
no caso do processo Mace4, tal como acima foi previamente referido; 
 Oraculo.este, contém uma referência para o processo em execução; 
 Oraculo.sifn, contém o caminho do ficheiro executável associado ao processo; 
 Oraculo.siar, contém os argumentos necessários à execução do processo; 
 Oraculo.siwd, contém o caminho do directório de trabalho do processo; 
 Oraculo.eid, contém o número de identificação que o sistema operativo atribuiu ao 
processo. 
O seu método constituinte Oraculo.Run, com o pseudocódigo listado na figura 2-4, assegura a 
leitura e tratamento dos dados contidos nos ficheiros de saída sequenciais (“streams”) dos 
processos associados, sendo estes “streams”, lidos linha a linha até ser satisfeita uma das três 
seguintes condições: 
 O tempo atribuído ao processo foi excedido; 
 O resultado foi encontrado; 
 A marca de fim de ficheiro for atingida (do “stream”).  
Tal como já foi referido, quando o método termina, termina tanto a “thread” que lhe está 
associada como a que está a ser executada em simultâneo. Pode assim surgir uma situação de 
erro originada por erros nos processos de chamada, na qual, ambas as “threads” são abortadas 
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sem retornar um resultado válido (um resultado é válido quando se verifica uma das três 
condições acima listadas).  
Para prevenir este tipo de erros é utilizada a instrução Thread.Sleep que retém a execução do 
método durante o período de tempo especificado no seu argumento, possibilitando o término 
da “thread” associada caso exista um erro num dos processos (ver figura 2-4). 
Na figura 2-2 é apresentado o fluxograma do método Oraculo.Run, e na figura 2-3 os fluxos 
de informação que existem entre as “threads” criadas pelas duas instâncias da classe e entre 
elas e a “thread” de chamada. 
 
Figura 2-2 – Fluxograma do método Oraculo.Run 
 
Figura 2-3 – Fluxos de informação existentes entre as duas “threads”.  
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Esta classe, utilizada em todas as implementações, sofre uma alteração na sua estrutura 
quando é utilizado o acelerador (+) que consiste no acréscimo da propriedade 
Oraculo.lstProver, constituída por um contentor de “strings” no qual são salvaguardados os 
axiomas utilizados nas diferentes regras dedutivas encontradas durante a execução do 
algoritmo. 
Assim durante a leitura do “stream” de saída do processo associado o contentor será 
preenchido com as “strings” que contenham a palavra “assumption[numero_de_premissa]”. 
Estas “strings” constituem uma indicação fornecida pelo processo Prover9.exe de que o 
axioma referido pelo seu numero em “[numero_de_premissa]” foi utilizado  na construção de 
uma prova. 
Posteriormente a informação recolhida e salvaguardada no contentor será utilizada pelas 
diferentes classes que constituem as implementações dos algoritmos, como será descrito no 
subcapítulo 2.7, quando se proceder à análise das alterações necessárias ao código e estrutura 
dos programas para a sua implementação, apresenta-se no entanto desde já a alteração 
efectuada ao método Oraculo.Run quando ele é acrescido (linhas 11 e 12 da figura 2.4). 
 




2.4. Algoritmo de Tietze 
 
O algoritmo de Tietze para determinar os subconjuntos independentes num sistema finito de 
fecho utiliza uma estratégia de busca cega que conduz à construção de uma estrutura em 
árvore. 
Neste algoritmo o conjunto inicial V é subdivido em n subconjuntos Vn ⊆ V (um para cada 
axioma), sendo para cada um deles questionado se o axioma excluído é dedutível dos 
restantes, ou seja se V ∖ an → an. Se sim, é criado um novo conjunto inicial Van = V ∖ an ao 
qual será de novo aplicado o processo atrás referido, se não, é testado o axioma seguinte. Se 
de todos os subconjuntos de V não for derivado nenhum outro conjunto inicial Van então o 
subconjunto é independente constituindo uma base do sistema de fecho. 
A figura 2-5 esquematiza o modo de actuação do algoritmo, considerando um conjunto inicial 
de quatro axiomas e a existência de cinco regras de derivação, sendo nela visível quer os 
novos conjuntos de axiomas criados, quer os conjuntos finais de axiomas (assinalados a 
cinzento). 
 
Figura 2-5 – Conjuntos de axiomas criados pelo algoritmo de Tietze durante a sua execução. 
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Este algoritmo foi implementado com o recurso às classes listadas no diagrama da figura 2-6, 
tendo no entanto, sido nela excluídas as relacionadas com a interface gráfica criadas pela 
interface de programação e também a classe Oraculo já referida no subcapítulo anterior. 
 
Figura 2-6 – Diagrama de classes na implementação Tietze. 
De um modo geral estas classes podem ser subdivididas em dois tipos, as que são constituídas 
exclusivamente por propriedades estáticas e as que não, compondo o primeiro grupo as 
classes listaErros, ListaSnodes e varParametrizacao e o segundo as restantes três.  
No primeiro grupo encontram-se as classes que parametrizam aspectos fundamentais na 
execução da aplicação, como é o caso de varParametrização, ou que vão recolhendo 
informação resultante da execução de modo a posteriormente a poderem disponibilizar ao 
utilizador sob a forma de um ficheiro de texto quando a execução terminar, casos de 
listaSNodes e listaErros.  
No segundo grupo, constituído pelas classes Node, LstNode e Oraculo encontram-se as que 
directamente implementam o algoritmo, assegurando a chamada ao oráculo e a recolha e 
tratamento da informação que este provida. 
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Destaca-se no primeiro grupo, a classe varParametrizacao que parametriza a execução dos 
processos que constituem o oráculo contendo as propriedades: 
 varParametrizacao.directorio, que identifica o directório de trabalho dos processos; 
 varParametrizacao.prover9, que identifica o caminho do processo Prover9.exe; 
 varParametrizacao.mace4, que identifica o caminho do processo Mace4.exe; 
 varParametrizacao.mSProver9, que parametriza o tempo máximo de execução do 
processo Prover9.exe; 
 varParametrizacao.mSMace4, que parametriza o tempo máximo de execução do 
processo Mace4.exe.  
As outras classes do primeiro grupo, listaErros e listaSNodes, contêm respectivamente as 
propriedades listaErros.execucao e listaErros.erros e listaSNodes.lst_tmp onde são 
salvaguardadas as mensagens de erro e os conjuntos independentes obtidos. 
Convém aqui fazer uma pausa na descrição das diferentes classes e abordar o tipo de erros 
que surgem devido à importância que adquirem no resultado final. Os erros podem ser de dois 
tipos: 
 De execução - resultam de erros na execução dos processos Prover9.exe e Mace4.exe, 
já discutidos na descrição da classe Oraculo e cujas mensagens de erro são 
salvaguardadas no contentor listaErros.execucao; 
 De tempo - ocorrem quando o oráculo não consegue obter uma resposta conclusiva no 
tempo estabelecido pelo utilizador e cujas mensagens de erro são salvaguardadas no 
contentor listaErros.erros.  
Destes dois tipos destacam-se os erros de tempo que conduzem frequentemente a um 
resultado final erróneo tal como é exemplificado no quadro 2-1, onde as listas de nós 
terminais de uma execução sem erros e outra onde eles existiram divergem 
significativamente. 
Este comportamento deve-se ao modo como o algoritmo é implementado, ou seja, dado 
ambos os processos não conseguirem encontrar uma prova ou um contra-exemplo, o resultado 
contido em ambas as propriedades das classes Oraculo.Resultado terá o valor lógico falso e 
consequentemente não existirá a criação de um novo nó inicial (ver figuras 2-5 e 2-8), 
terminando-se a derivação de um ramo da árvore de busca e constituindo-se o nó como uma 
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folha onde poderiam ser derivados novos ramos, caso o processo Prover9.exe tivesse tido 
tempo suficiente para encontrar uma prova.   
Como solução para este tipo de erros, sugere-se o incremento do tempo máximo de 
processamento de um ou de ambos os processos, pois eles devem-se, tal como já foi dito, a 
não ter sido atribuído ao processo Prover9.exe ou ao processo Mace4.exe ou a ambos em 
simultâneo, o tempo de processamento necessário para a sua correcta execução. 
Ficheiro de entrada Resultado com erro Resultado sem erro 
(x * y) * z = x * (y * z). 
(x * g(x)) * x = x. 
(g(x) * x) * g(x) = g(x). 
(x * g(x)) * (g(y) * y) = (g(y) * y) * 
(x * g(x)). 
g(x * y) = g(y) * g(x). 
(x * y) * z = x * (y * g(g(z))). 
[node 1] 
(x * y) * z = x * (y * z). 
(x * g(x)) * x = x. 
(g(x) * x) * g(x) = g(x). 
(x * g(x)) * (g(y) * y) = (g(y) * y) * 
(x * g(x)). 
g(x * y) = g(y) * g(x). 
[node 2] 
(x * g(x)) * x = x. 
(x * g(x)) * (g(y) * y) = (g(y) * y) * 
(x * g(x)). 
g(x * y) = g(y) * g(x). 
(x * y) * z = x * (y * g(g(z))). 
[node 1] 
(x * y) * z = x * (y * z). 
(x * g(x)) * x = x. 
(g(x) * x) * g(x) = g(x). 
(x * g(x)) * (g(y) * y) = (g(y) * y) * 
(x * g(x)). 
[node 2] 
(x * g(x)) * x = x. 
(x * g(x)) * (g(y) * y) = (g(y) * y) * 
(x * g(x)). 
(x * y) * z = x * (y * g(g(z))). 
 
Quadro 2-1 – Resultados finais com e sem a existência de erros. 
No que respeita aos erros ditos de execução, estes são capturados por intermédio da função 
delegada Oraculo.este_Exited, que testa o seu código de finalização do processo e é executada 
quando o evento do sistema operativo fim de processo é disparado. Se este código for 2 
(indicador de que existiu um erro relacionado com os ficheiros de entrada ou de saída nos 
processos Prover9.exe e/ou Mace4.exe) é adicionada a mensagem de erro fornecida pelo 
sistema operativo ao contentor listaErros.execucao. 
O segundo grupo como já foi referido é constituído pelas classes Node, LstNode e Oraculo, 
sendo estas classes as responsáveis pela construção dos nós sejam eles iniciais, finais ou 
intermédios. O modo como são construídos os nós é o resultado da formalização do algoritmo 
por intermédio das classes Node e LstNode e da execução dos seus métodos Node.no_eXecute, 
LstNode.ln_eXecute e LstNode.ln_ReplaceWith, o que será abordado no final deste 
subcapítulo procedendo-se em seguida à descrição destas três ultimas classes. 
A classe Node tem como propriedade o contentor de “strings” Node.lista_axmas, e podem-se 
criar instâncias desta classe de três modos distintos: 
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 Através de um construtor nulo, criando-se uma instância da classe contendo uma lista 
de “strings” vazia. Este construtor é dos três o que assume uma maior importância 
devido a todas as implementações serem iniciadas com a criação de uma lista de 
axiomas pelo seu intermédio; 
 Através de um construtor que tem como argumento uma lista de “strings”; 
 Através de um construtor que tem como argumento um ficheiro de texto.  
Contém também três métodos: 
 Node.no_eXecute, que formaliza e executa grande parte do algoritmo, construindo dois 
ficheiros de texto com a extensão “.in” e criando duas instâncias da classe Oraculo e 
dois threats de execução (ver figura 2-8); 
 Node.no_IsEqual, que testa a igualdade entre duas listas de axiomas, resumindo-se no 
caso deste algoritmo a um teste de igualdade entre duas listas de “strings”; 
 Node.no_Print, que converte o conteúdo do contentor Node.lista_axmas num formato 
que facilite a sua visualização. 
A última classe a ser descrita neste subcapítulo é a LstNode cuja única propriedade 
LstNode.lst_nos é um contentor de instâncias da classe Node, o que se pode considerar como 
sendo a formalização de um nível na árvore de derivação (ver figura 2-7). Esta classe contém 
dois construtores: 
 O construtor nulo que cria instâncias com o contentor LstNode.lst_nos vazio; 
 O construtor cujo argumento é um contentor de instâncias da classe Node que cria uma 
instância da classe com o contentor LstNode.lst_nos, contendo as instâncias fornecidas 
no argumento. 
E três métodos: 
 LstNode.ln_Print, sem argumentos e que retorna um contentor de “strings”; 
 LstNode.ln_ReplaceWith que actualiza o contentor LstNode.lst_nos com o conjunto de 
instâncias da classe Node que lhe é fornecido no argumento; 
 LstNode.ln_eXecute, também sem argumentos e que retorna uma instância da classe 
List<Node> (ver figura 2-9).  
Tendo sido descritas as classes envolvidas na implementação, vamos abordar a execução do 
algoritmo, primeiro de um modo geral procedendo-se de seguida à análise dos métodos que 
mais interferem na sua implementação.  
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Iniciando com um exemplo prático listado na figura 2-7, é neste visível, que existindo as 
cinco regras de derivação R1 = [{2, 3, 4} → 1], R2 = [{1, 2, 4} → 3], R3 = [{1, 2, 4} → 1], R4 
= [{2, 3} → 1] e R5 = [{2, 3} → 4], na derivação do nó inicial serão construídos três novos 
nós, um para cada conjunto de axiomas constituinte da regra de derivação utilizada, 
construindo-se assim o primeiro nível da arvore de derivação.  
Aplicando de novo o algoritmo serão criados dois novos nós contento ambos o conjunto de 
axiomas {2, 3}, dado as únicas regras dedutivas aplicáveis neste nível serem R4 = [{2, 3} → 
1] e R5 = [{2, 3} → 4], construindo-se assim o segundo nível. Não existindo mais regras 
dedutivas aplicáveis o algoritmo termina, tendo como resultado final os nós {1, 2, 4} e {2, 3}. 
 
 Figura 2-7 – Esquema da criação de nós durante a execução da implementação Tietze. 
O modo como o algoritmo é implementado e os nós construídos é quase exclusivamente o 
resultado da sua formalização por intermédio das classes Node e LstNode e da execução dos 
métodos Node.no_eXecute e LstNode.ln_eXecute.  
Este último método, cujo pseudocódigo se encontra listado na figura 2-8, aplica a cada 
instância da classe Node contida no contentor LstNode.lst_Nos o método Node.no_eXecute 
sendo as instâncias por este retornadas salvaguardadas num contentor temporário, até o 
método Node.no_eXecute devolver um contentor vazio indicando que o nó sobre o qual foi 
executado o método é terminal, constituindo uma folha na arvore de derivação. 
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Quanto ao método Node.no_eXecute com o pseudocódigo listado na figura 2-9 inicia a sua 
execução criando um contentor de nós temporário que no final da sua execução retornará ao 
método de chamada, e em seguida percorrerá todos os axiomas contidos na sua lista de 
axiomas criando os ficheiros de entrada para os processos Prover9.exe e Mace4.exe e 
executando-os em duas “threads” distintas, mantendo-se a “thread” onde o método é 
executado num estado de espera forçado devido a um ciclo infinito (ver estrutura “loop … end 
loop” na figura 2-9). 
 
Figura 2-8 – Pseudocódigo do método LstNode.ln_eXecute. 
Quando um dos processos termina por um dos três motivos já previamente apontados na 
página 6 (aquando da discussão da classe Oraculo), as “threats” onde os processos são 
executados são eliminadas, uma pelo sistema operativo pelo término do seu método 
Thread.Run e outra pelo código inserido na estrutura “loop … end loop”, retornando o 
controlo da execução à “thread” de chamada, testando de seguida o valor das propriedades 
Oraculo.resultado de ambas as instâncias.  
Se, o resultado da instância que executa o processo Prover9,exe for verdadeiro então é criado 
um novo nó sem o axioma dedutível ou seja, uma nova lista de axiomas com a exclusão do 
axioma dedutível, tal como é exemplificado nas linhas 20: a 28: da figura 2-9 e este, 
adicionado ao contentor de retorno. 
Tendo-se derivado um nó e se dele não tiverem sido criadas novas instâncias, conclui-se que é 
terminal sendo por sua vez adicionado ao contentor estático listaSNodes.lst_tmp da classe 
listaSNodes caso ainda não exista uma instância igual no referido contentor, tal como também 
é exemplificado nas linhas 6: a 8: da figura 2-8. 
Para terminar este subcapítulo é listado e descrito o código da figura 2-10, que a par dos 




Figura 2-9 – Pseudocódigo do método Node.no_eXecute. 
Assim, é criada uma instância da classe Node por intermédio do seu construtor que tem como 
argumento um “stream” de leitura de um ficheiro de texto e duas instâncias da classe 
LstNode, uma recorrendo ao construtor nulo e outra utilizando o construtor que admite como 
argumento um contentor de nós, sendo o conteúdo do argumento o resultado da aplicação do 
método Node.no_eXecute ao nó inicial.  
Em seguida é executado um ciclo em que o contentor de uma instância vai sendo actualizado 
com o resultado da aplicação do método anterior à outra instância, terminando o ciclo quando 
ambas as instâncias forem nulas tendo os nós terminais entretanto criados sido salvaguardados 
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no contentor listaSnodes.lst_tmp, sendo no final o seu conteúdo impresso num ficheiro de 
texto. 
 




2.5. Algoritmo SA 
 
O algoritmo SA baseia-se na subdivisão dos diferentes conjuntos de axiomas em três 
subconjuntos disjuntos. Assim, o conjunto inicial de axiomas V é subdividido em dois 
subconjuntos de axiomas VI ⊆ V e VV ⊆ V, em que VI ∩ VV = ∅, com VV contendo os 
axiomas an tais que V ∖ an → an, e VI os restantes. O subconjunto VV é por sua vez 
subdividido em dois subconjuntos, VR e VV ∖ VR sendo VR constituído pelos axiomas cuja 
dedução pode ser efectuada utilizando exclusivamente axiomas contidos em VI, obtendo-se 
três subconjuntos VI, VV ∖ VR e VR, designados respectivamente por subconjunto de 
invariantes, de variantes e de redundantes.  
O algoritmo prossegue com a exclusão dos axiomas redundantes e a constituição de |Vv ∖ VR| 
subconjuntos tal como exemplificado na figura 2-11. Aos subconjuntos assim obtidos é de 
novo aplicado o processo supracitado até que |VV| = 0. 
 
Figura 2-11 – Representação em diagrama do algoritmo SA. 
A implementação deste algoritmo utiliza o mesmo conjunto de classes que o anterior, 
existindo no entanto alterações significativas nas classes Node e LstNode, na primeira delas 
no seu número de propriedades e construtores e número e código dos métodos que a 
constituem, e na segunda ao código do método LstNode.ln_eXecute. 
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No lado direito da figura 2-12 á apresentado o diagrama da classe Node. Esta classe contém 
agora duas propriedades, ambas contentores de “strings”, Node.lista_invts e Node.lista_vrtes 
onde são salvaguardados os axiomas invariantes e variantes.  
 
Figura 2-12 – Classes LstNode e Node na implementação SA. 
Existem agora para esta classe quatro tipos de construtores: 
 O construtor sem argumentos que cria instâncias nulas da classe, ou seja, cujos 
contentores de “strings” estão vazios; 
 O construtor com dois contentores de “strings” como argumentos; 
 O construtor com um contentor de “strings” como argumento; 
 O construtor com um ficheiro de texto como argumento que tal como na 
implementação do algoritmo de Tietze, é o responsável pela criação do conjunto inicial 
de axiomas. 
Destaca-se também a completa reformulação do código do método Node.no_eXecute que 
adiante será examinada e a inclusão de dois novos métodos o Node.no_Divide e o 
Node.no_RedEliminate utilizados, o primeiro deles na divisão do conjunto inicial de axiomas 
nos subconjuntos de axiomas invariantes e variantes e o segundo na eliminação dos axiomas 
redundantes do conjunto de variantes. Estes dois últimos métodos são unicamente utilizados 
na construção do nó inicial sendo para os restantes nós, utilizado o método Node.no_eXecute 
que por intermédio de dois ciclos consecutivos assegura grande parte do algoritmo. 
Quanto à classe LstNode e ao seu método LstNode.ln_eXecute com o pseudocódigo listado na 
figura 2-13, comparativamente ao do algoritmo de Tietze listado na figura 2-9, sobressai que, 
a inclusão dos nós intermédios em futuras interacções ou a sua classificação em nós finais não 
22 
 
é mais decidida pelo número de axiomas contidos no contentor de retorno do método 
Node.no_eXecute, mas sim pelo número de axiomas variantes que cada um dos nós contém. 
 
Figura 2-13 – Pseudocódigo do método LstNode.ln_eXecute. 
Voltando à classe Node e ao seu método Node.no_eXecute, por sua vez listado na figura 2-14, 
sendo nela visíveis os dois ciclos acima referidos. No primeiro é efectuada a primeira divisão 
construindo-se dois subconjuntos de variantes e invariantes. Se não persistirem axiomas 
variantes é adicionado ao contentor de retorno um nó contendo exclusivamente axiomas 
invariantes, se pelo contrário persistirem, no segundo ciclo é efectuada a eliminação do 
subconjunto de redundantes. 
Após a eliminação dos redundantes se já não existirem axiomas variantes é também criado e 
adicionado ao contentor de retorno um nó contendo exclusivamente axiomas invariantes, 
senão é adicionado a este mesmo contentor um novo nó com os axiomas contidos nos 
contentores de “strings” temporários listastringsinvariantes e listastringsvariantes2. 
Nesta implementação mantém-se válido, o que foi referido na do algoritmo de Tietze quanto 
ao controle de erros, em especial no que respeita à não fiabilidade do resultado final quando 
existem erros relacionados com o limite de tempo de execução dos processos, sendo o 
controlo de erros efectuado na divisão dos subconjuntos de axiomas e na eliminação de 
axiomas redundante dando origem a duas mensagens distintas. 
O código que implementa este algoritmo é praticamente igual ao listado na figura 2-10, 
construindo-se também neste caso dois contentores de nós, um com o resultado da interacção 
anterior e outro com a da interacção corrente, terminando-se o processo quando o último 
estiver vazio, residindo a diferença entre eles na eliminação dos redundantes após a leitura da 




Figura 2-14 – Pseudocódigo do método Node.no_eXecute. 
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A terminar este subcapítulo são apresentadas as figuras 2-15 e 2-16 contendo respectivamente 
os pseudocódigos dos métodos Node.no_Divide e Node.no_RedEliminate. 
 
Figura 2-15 – Pseudocódigo do método Node.no_Divide. 
 





2.6. Algoritmo Tietze-SA 
 
O algoritmo de Tietze-SA é um híbrido dos dois anteriormente referidos, sendo ao conjunto de 
axiomas apresentado, numa primeira fase aplicada a subdivisão em três conjuntos de axiomas 
disjuntos tal como no algoritmo SA e numa segunda fase o algoritmo de Tietze a (VV \ VR) U 
VI, com a diferença de neste algoritmo existir a herança do conjunto VI, como é 
exemplificado na figura 2-17. 
 
 Figura 2-17 – Diagrama da criação de nós na implementação Tietze-SA. 
Na implementação deste algoritmo é utilizado o mesmo conjunto de classes que nos dois 
precedentes, tendo como diferenças em relação à do algoritmo SA a inexistência do construtor 
com um conjunto de contentores como único argumento e no código dos métodos 
Node.no_eXecute e LstNode.ln_eXecute. 
Como diferenças em relação à implementação do algoritmo de Tietze, existem as mesmas nos 
métodos, construtores e propriedades da classe Node que entre a implementação de Tietze e a 
de SA, não existindo contudo diferenças no código do método LstNode.Ln_eXecute 
continuando deste modo a ser feito o controlo do termino do algoritmo tal como na 




Figura 2-18 – Diagramas das classes LstNode e Node na implementação Tietze-SA. 
Na figura 2-18 encontram-se listados os diagramas das classes LstNode e Node e nas figuras 
2-19 e 2-20 são listados os pseudocódigos dos métodos Node.no_eXecute e 
LstNode.Ln_eXecute. 
 










2.7. Acelerador (+) 
 
O acelerador (+) tem como princípio a criação de um historial de dedutibilidades para cada 
um dos axiomas envolvidos pela salvaguarda dos diferentes conjuntos de axiomas que 
participam na sua dedução, de modo a evitar o questionamento do oráculo para deduções que 
com base no referido historial de dedutibilidades se possa assegurar a validade. 
Recorrendo a um exemplo, suponhamos que dado o conjunto de axiomas V = {1, 2, 4, 6, 7}, 
se contivermos previamente salvaguardada a regra dedutiva R1 = [{1, 2} → 6], eliminamos 
automaticamente a necessidade de questionar o oráculo sobre a validade das regras R2 = [{1, 
2, 4} → 6], R3 = [{1, 2, 7} → 6],  R4 = [{1, 2, 4, 7} → 6] e R1 = [{1, 2} → 6]. 
Quando se utiliza este acelerador existe assim a necessidade de acrescentar às 
implementações atrás estudadas uma estrutura de dados capaz de armazenar as regras 
dedutivas encontradas e um mecanismo que possibilite a sua gestão. A adição deste 
mecanismo implica alterações na estrutura de classes com a criação de três novas classes e 
também alterações nas classes previamente estudadas, Oraculo e Node.  
No texto que se segue, serão abordadas em primeiro lugar os métodos e propriedades destas 
novas classes denominadas listaGeradores, Geradores e Axioma, e em seguida as alterações 
requeridas nos diferentes métodos das outras classes. 
 
Figura 2-21 – Diagrama de classes de listaGeradores, Geradores e Axioma. 
Com os diagramas de classes listados na figura 2-21, a classe listaGeradores é constituída 
exclusivamente por um contentor estático de instâncias da classe Geradores, o 
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listaGeradores.lsgeradores, constituindo-se como um ficheiro virtual que ao longo da 
implementação arquiva as regras de dedutibilidade dos diferentes axiomas.  
A classe Geradores apresenta um único construtor que tem como argumento um inteiro sendo 
utilizado para criar as diferentes instâncias contidas em listaGeradores.lsGeradores por 
intermédio de um dos construtores da classe Node, podendo-se considerar estas instâncias 
como um ficheiro de índices entre os diferentes axiomas e os conjuntos de axiomas que os 
deduzem. Contém duas propriedades: 
 Geradores.gd_numero – armazena uma identificação do axioma, igual ao valor da 
propriedade Axioma.ax_numero na instância da classe Axioma; 
 Geradores.gd_listas – armazena como listas de inteiros o conjunto dos conjuntos de 
axiomas que deduzem o axioma indexado por Geradores.gd_numero. Retomando o 
exemplo da página anterior, teríamos para uma instância desta classe com o valor de 
Geradores.gd_numero igual a 6 contido neste contentor o conjunto de inteiros {1, 2}.  
E como métodos: 
 Geradores.gd_ExistsSubsetOfL - método cujos argumentos são um inteiro e uma lista 
de inteiros, retorna um valor booleano indicando se no contentor de conjuntos de 
axiomas do axioma indexado pelo primeiro argumento existe algum que esteja contido 
na lista de inteiros que lhe é passado como argumento. Se tal suceder o valor de 
retorno será verdadeiro indicando que já existe para o axioma indicado uma regra de 
dedutibilidade cujo conjunto de premissas é menor ou igual ao do segundo argumento. 
 Geradores.gd_SetsContainL - método que retorna uma lista de inteiros indicando 
quais os conjuntos de axiomas que estão contidos no conjunto que lhe é passado como 
argumento sendo utilizado pelo método Geradores.gd_AddSetL desta mesma classe e 
este por sua vez utilizado pelo método Node.no_eXecute da classe Node quando são 
criados novos conjuntos de axiomas, representados por listas de inteiros, a inserir 
numa das instâncias do contentor listaGeradores.lsgeradores. 
 Geradores.gd_AddSetL – método que adiciona um nova prova dedutiva ao índice do 
axioma no contentor listaGeradores.lsgeradores, actualizando-o e permitindo que 
futuras derivações contemplem as diferentes provas encontradas durante a execução.  
 Geradores.gd_Print – método que transforma a informação contida nas suas 
propriedades numa “string” sendo utilizado na criação do ficheiro de saída. 
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A classe Axioma contém duas propriedades, Axioma.ax_numero e Axioma.ax_texto, e dois 
métodos: 
 Axioma.ax_IsEqualTo – recebe como argumento uma instância da classe Axioma e 
indica se é igual a instância proprietária sendo frequentemente utilizado pelos métodos 
Node.no_NmLstWithoutX e Node.no_StLstWithoutX na construção e consulta das listas 
de inteiros que representam o conjunto de axiomas da regra de dedutibilidade; 
 Axioma.ax_Print - formata a informação contida nas propriedades numa “string”, 
sendo utilizado na criação do ficheiro de saída. 
Quanto às alterações necessárias aos códigos das demais classes referem-se somente os 
efectuados nos métodos da classes Node, devido às efectuadas na classe Oraculo já terem sido 
previamente referidas no subcapítulo 2.3. 
 
Figura 2-22 – Diagrama da classe Node para a implementação Tietze (+). 
Tomando como exemplo uma implementação que tenha como base o algoritmo de Tietze, 
temos, tal como é visível no pseudocódigo listado na figura 2-23, no construtor da classe 
Node que admite um ficheiro de texto como argumento, a criação a par do nó inicial das 
instâncias da classe Geradores que constituem os elementos do contentor estático da classe 
listaGeradores.  
Analisando este pseudocódigo verifica-se, que é definida e inicializada um variável que será 
utilizada na atribuição de um número sequencial a cada instância da classes Axioma e 




Figura 2-23 – Pseudocódigo do construtor da classe Node. 
 
Figura 2-24 – Pseudocódigo do método Node.no_eXecute. 
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Este ficheiro de índices será utilizado no método Node.no_eXecute, onde, para cada axioma 
de um nó, só será questionado o oráculo se não existir na instância do contentor 
listaGeradores.lsgeradores indexada pela propriedade Axioma.ax_numero um subconjunto 
que esteja contido no conjunto resultante do método Node.no_NmLstWithoutX (ver 
pseudocódigo da figura 2-24).  
Se o oráculo for questionado e uma prova encontrada pelo processo Prover9.exe, esta será 





2.8. Acelerador (V) 
 
Sendo baseado no modo em como a implementação é concebida a inserção deste acelerador 
contrasta com a do anterior pela sua simplicidade e tem como única alteração à 
implementação original a modificação do método LstNode.ln_eXecute. 
 
Figura 2-25 – Diagrama da execução do acelerador (V) na implementação Tietze (V). 
O diagrama da figura 2-25 apresenta graficamente o funcionamento do acelerador no caso da 
implementação do algoritmo de Tietze.  
Assim, iniciando-se com o conjunto de axiomas V = {1,2,3,4,5} e existindo as regras 
dedutivas R1 = [{2,3,4,5} → 1] e R2 = [{1,2,3,5} → 4], aquando da execução do método 
Node.no_eXecute serão criados e adicionados ao contentor LstNode.lst_nos os nós V1 = 
{2,3,4,5} e V2 = {1,2,3,5}. Executando de novo o método sobre estes dois nós e existindo as 
regras dedutivas R3 = [{2,3,5} → 4] e R4 = [{2,3,5} → 1], pelo algoritmo de Tietze teriam de 
ser criados, o nó V13 = {2,3,5} e igualmente V24 = {2,3,5} (representado a vermelho na 
figura). Estando presente o acelerador ele bloqueará a criação deste último nó, impedindo 
assim que o algoritmo seja posteriormente aplicado a nós que contenham o mesmo conjunto 
de axiomas, ou seja, a nós iguais.  
Na figura 2-26 são comparados, para o conjunto de axiomas V = {1,2,3,4}, as chamadas ao 
oráculo e os conjuntos de axiomas guardados no contentor LstNode.lst_nos, entre as 
implementações Tietze e Tietze (V) considerando-se que todos os axiomas se deduzem 
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reciprocamente, sendo bem patente a clara redução no número de nós criados e de perguntas 
efectuadas ao oráculo na implementação onde o é acrescido acelerador. 
 
Figura 2-26 – Representação gráfica das implementações Tietze e Tietze (V). 
Termina-se este subcapítulo com a figura 2-27 onde está listado o pseudocódigo do método 
LstNode.ln_eXecute responsável por estas alterações. 
 




2.9. Modo de Utilização 
 
Neste subcapítulo são abordados aspectos relacionados com o modo de utilização das 
primeiras aplicações criadas sendo também apresentadas algumas das suas interfaces gráficas 
numa perspectiva de introduzir a aplicabilidade prática da tese de dissertação. 
Tal como já foi referido, as diferentes aplicações foram construídas com o auxílio da interface 
de programação Visual Studio 2008 PE, e apresentam uma interface gráfica semelhante à da 
figura 2-28, onde estão assinalados seis grupos de componentes consoante a sua função. 
 
Figura 2-28 – Interface da aplicação SA (+) com diferentes grupos de componentes assinalados. 
Não sendo o objectivo deste subcapítulo, o de apresentar um manual de utilização das 
aplicações criadas (ver Anexo A), mas sim o modo como pode ser utilizado, são apresentados 
dois exemplos com a pretensão de melhor se apreender o funcionamento das aplicações.  
No primeiro exemplo é utilizado o conjunto de axiomas para a álgebra booleana retirado da 
página Web da Universidade de Chapman (ver [10]) e determinados os seus subconjuntos 
geradores e no segundo, utilizando o conjunto de axiomas dos semigrupos de Clifford 
extraídos deste mesmo site e tendo a ele adicionado consequências geradas pelo processo 
Prover9.exe, determinar novos conjuntos de axiomas de cardinal menor que o inicialmente 
apresentado. 
Na figura 2-29, encontra-se listado o conjunto de axiomas utilizado no primeiro exemplo, a 
interface gráfica da aplicação Tietze (V) e alguns dos conjuntos geradores resultantes, onde é 





  Figura 2-29 – Conjunto axiomas álgebra booleana, interface gráfica e conjuntos geradores obtidos.  
Para o segundo exemplo apresentado na figura 2-30 foi utilizada a aplicação SA (+) e o 
conjunto de axiomas para os semigrupos de Clifford. Também nesta figura se encontram 
listados os conjuntos de axiomas resultantes, sendo nela visível dois novos conjuntos de 
cardinal inferior ao conjunto inicial. 
 
  Figura 2-30 – Conjunto axiomas semigrupos de Clifford, interface gráfica e bases obtidas. 
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Na figura 2-31 encontra-se ainda listado um ficheiro contendo os diferentes conjuntos de 
regras de dedução encontradas indexadas pelo axioma que deduzem, sendo este conjunto 
vazio para os axiomas invariantes. 
 









As diferentes implementações foram testadas com o auxílio das quinze estruturas algébricas 
listadas no quadro 3-1.  
A escolha destas estruturas em detrimento de outras deveu-se por um lado à sua importância 
na actual investigação matemática e por outro à possibilidade do processo Prover9.exe 
conseguir gerar consequências a partir dos conjuntos de axiomas que as definem tendo sido a 
negação desta ultima condição o que originou a omissão de estruturas tais como os “loops” e 
monoides. 





















Monoides comutativos cancelativos 
Semigrupos de Clifford 
























































Quadro 3-1 – Designações e referências das estruturas algébricas estudadas. 
Os conjuntos de axiomas que definem as estruturas acima listadas, à excepção dos semigrupos 
inversos, foram retirados da página Web da Universidade de Chapman (ver [10]) tendo para 
os semigrupos sido utilizada a base-5 proposta por B. Schein (ver [6]).  
Assim, para cada uma destas estruturas algébricas foram construídos cinquenta conjuntos, 
cada um deles constituído por um conjunto equivalente ao conjunto de axiomas que define a 
estrutura algébrica, em união, a um conjunto de três das suas consequências geradas pelo 
39 
 
processo Prover9.exe, tal como é apresentado no quadro 3-2 para a estrutura algébrica 
reticulados. 
Axiomas Consequências   
(x + y) + z = x + (y + z). 
(x * y) * z = x * (y * z). 
x + y = y + x. 
x * y = y * x. 
(x + y) * x = x. 
(x * y) + x = x. 
x + ((y * (x * z)) + u) = x + u. 
(x * y) + (z * (x * (y * u))) = x * y. 
(x * y) + (z + x) = z + x. 
Quadro 3-2 – Conjuntos de axiomas e de três consequências para a estrutura algébrica reticulados. 
Foram também criadas nove aplicações, três por cada algoritmo, uma para cada algoritmo e 
acelerador, com o objectivo de obter os números de chamadas ao oráculo efectuadas. A 
escolha desta variável como indicador da eficiência do algoritmo em detrimento de uma outra 
tal como o tempo de execução, deveu-se à podermos considerar para limites bastante 
alargados como uma constante independente do computador ou sistema operativo utilizado, e 
também, ao conhecimento empírico de serem as chamadas ao oráculo o factor que mais influi 
no tempo total de execução das diferentes implementações.  
Além do número de chamadas ao oráculo também se salvaguardaram os conjuntos geradores 
de cardinal inferior ao utilizado na representação inicial da estrutura algébrica, tendo-se para 
cada um dos conjuntos testados recolhido informação semelhante à apresentada no quadro 3-
3, onde é listada a obtida pela execução da aplicação ao conjunto da união dos axiomas e 
consequências do quadro 3-2. 




(x + y) * x = x. 
x + ((y * (x * z)) + u) = x + u. 
(x * y) + (z * (x * (y * u))) = x * y. 
(x * y) + (z + x) = z + x. 
[node] 
(x + y) + z = x + (y + z). 
(x + y) * x = x. 
 (x * y) + (z * (x * (y * u))) = x * y. 
(x * y) + (z + x) = z + x. 
[node] 
(x + y) + z = x + (y + z). 
x + y = y + x. 
(x + y) * x = x. 
(x * y) + (z * (x * (y * u))) = x * y. 
Quadro 3-3 – Número de chamadas ao oráculo e diferentes conjuntos geradores. 
Ao longo deste capítulo serão apresentados quadros em muito semelhantes ao lado direito do 
quadro 3-3 mas cujo conteúdo e titulo variará consoante a existência ou não durante a 
execução dos designados erros de tempo. Se eles se verificarem serão listados conjuntos 
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geradores com o título indicando-o, se não, serão listadas as bases do sistema também com o 
título a indicá-lo, estando-se a assumir para tal, a correcção das provas encontradas pelo 
processo Prover9.exe. De facto, como já referido na introdução, a correcção das provas 
encontradas é sempre assumida, não tendo sido utilizado nenhum verificador de provas tal 
como o programa IVY (ver [6] e [26]).  
Após estas novas implementações terem testado para cada uma das estruturas algébricas do 
quadro 3-1 os cinquenta conjuntos foi feita uma análise estatística à variável número de 
chamadas ao oráculo com o auxílio do software vocacionado Statistical Packtage for Social 
Sciences (SPSS). Esta análise constituiu-se na comparação das diferentes médias apresentadas 
por cada uma das implementações pelo método não paramétrico de Friedman, tendo a escolha 
deste método sido justificada por se considerar estarmos a efectuar para cada estrutura 
algébrica, um conjunto de cinquenta observações de nove emparelhamentos.   
Nos próximos subcapítulos será apresentado individualmente para cada uma das estruturas 
estudadas um quadro contendo: 
 Axiomas representando a estrutura na página Web de referência e conjuntos iniciais de 
axiomas utilizados: 
 Diferentes estatísticas de tendência central e dispersão; 
 Resultados do teste de Friedman; 
 Alguns dos conjuntos geradores ou bases do sistema encontrados. 
Também para algumas das estruturas serão feitas considerações sobre a eficiência das 
diferentes implementações baseadas nos resultados do método de Friedman, definindo-se 
como implementação mais eficiente a que requer um menor número de chamadas ao oráculo, 
sendo no último subcapítulo feita uma análise ao conjunto total de resultados obtidos 
independentemente da estrutura algébrica de origem e de novo tecidas considerações sobre a 





3.2. Álgebras BCK 
 
Axiomas  
((x * y) * (x * z)) * (z * y) = 0. 
x * 0 = x. 
0 * x = 0. 
(((x * y) = (y * x)) & ((x * y) = 0)) -> x = y. 
























































































((x * y) * (x * z)) * (z * y) = 0. 
x * (y * (y * (x * z))) != 0 | y * (y * (x * z)) = x. 
0 * x = 0. 
[node] 
((x * y) * (x * z)) * (z * y) = 0. 
 x * (y * (y * (x * z))) != 0 | y * (y * (x * z)) = x. 
(((x * (x * (y * z))) * u) * w) * ((y * u) * w) = 0. 
[node] 
x * 0 = x. 
((((x * y) * (x * z)) * u) * w) * ((z * y) * u) = 0. 
(((x * y) = (y * x)) & ((x * y) = 0)) -> x = y. 
Quadro 3-4 – Axiomas, estatísticas, resultados teste de Friedman e conjuntos de geradores para as 
álgebras BCK. 
Para estas álgebras, a utilização de uma das implementações do capítulo anterior não originou 
um conjunto gerador de cardinal inferior ao inicial tendo sido este o utilizado, se tal tivesse 
sucedido a parte superior do quadro 3-4 teria sido subdividida em duas células onde na céluda 
esquerda estariam listados os axiomas constantes na página Web e na célula direita os 
utilizados pelas aplicações. 
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A análise dos valores deste quadro sugere para esta estrutura algébrica uma maior eficiência 
das implementações do algoritmo Tietze-SA (V) e do algoritmo SA (+), sendo também de reter 
o diferente efeito da utilização do acelerador (+), reduzido nos algoritmos Tietze e Tietze-SA e 
bastante notório no algoritmo SA, o que não surpreende, bastando para tal analisar o código 
em C# deste último algoritmo onde se verifica a eliminação de três chamadas ao oráculo por 
cada conjunto de axiomas que contenha um subconjunto previamente salvaguardado no 
contentor de geradores. 
No que se refere ao indicador estatístico do teste de Friedman, permitem-nos estabelecer a 
não rejeição da hipótese nula, ou seja, os diferentes algoritmos apresentam diferentes 
eficiências, indicando-nos também o valor W de Kendall uma similitude na eficiência de cada 
algoritmo para os diferentes conjuntos testados. 
Ainda relativamente aos algoritmos refere-se também a maior eficiência que para este tipo de 
estrutura algébrica o algoritmo SA demonstra comparativamente aos algoritmos de Tietze e de 





3.3. Grupos booleanos 
 
Axiomas  Conjunto utilizado 
x * (y * z) = (x * y) * z. 
x * e = x. 
e * x = x. 
x * x = e. 
x * (y * z) = (x * y) * z. 
x * e = x. 
x * x = e. 






















































































Conjuntos de geradores 
[node] 
x * (y * (z * x)) = y * z. 
x * e = x. 
 [node] 
x * (y * (z * (x * u))) = y * (z * u). 
x * e = x. 
 [node] 
x * (y * (z * (u * (w * x)))) = y * (z * (u * w)). 
x * e = x. 
Quadro 3-5 – Axiomas, estatísticas, resultados teste de Friedman e conjuntos de geradores para os 
grupos booleanos. 
Uma analise do quadro 3-5 sugere que para este tipo de estruturas álgebricas o algoritmo SA 
não apresenta a eficiência demonstrada no caso das álgebras BCK, embora a sua 
implementação quando acrescida do acelerador (+) seja a terceira mais eficiente.  
Existem duas explicações para as diferenças de comportamento deste algoritmo: 
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 A primeira e mais obvia é a de que os conjuntos de regras de derivação gerados e 
salvaguardados no contentor geradores não são subconjuntos daqueles que vão sendo 
derivados, o que frequentemente sucede quando as regras de derivação contêm vários 
elementos como premissas: 
 A outra, é a existência de diversas consequências redundantes no conjunto inicial o 
que parece ser o caso deste exemplo, dada a diferença de eficiência registada entre as 
implementações dos algoritmos Tietze e Tietze-SA. 
De facto, a ordem das implementações destes três algoritmos poderá servir como um 
indicador do tipo de eliminação que o algoritmo SA efectua, sugerindo uma ordenação do tipo 
Tietze > SA > Tietze-SA um maior numero de redundantes no conjunto inicial que uma 
ordenação do tipo Tietze > Tietze-SA > SA, que, por sua vez, sugere um menor cardinal do 
conjunto de premissas das regras de derivação. 
Em relação aos indicadores estatísticos verifica-se tal como no caso das álgebras BCK a não 
rejeição da hipótese nula e um valor W de Kendall que sugere similitude de tratamento entre 
os diferentes conjuntos tratados por um mesmo algoritmo, embora com um valor inferior ao 






3.4. Monoides cancelativos comutativos  
 
Axiomas  Conjunto utilizado 
x * (y * z) = (x * y) * z. 
x * e = x. 
e * x = x. 
z * x = z * y -> x = y. 
x * z = y * z -> x = y. 
x * y = y * x. 
x * (y * z) = (x * y) * z. 
x * e = x. 
z * x = z * y -> x = y. 
x * y = y * x. 
























































































x * (y * (z * (u * x))) = y * (z * u). 
x * e = x. 
[node] 
x * (y * (x * z)) = y * z. 
x * e = x.  
[node] 
x * (y * (z * (u * (w * x)))) = y * (z * (u * w)). 
x * e = x. 





3.5. Semigrupos de Clifford 
 
Axiomas – Conjunto utilizado 
x * (y * z) = (x * y) * z. 
x * (x' * x) = x. 
(x')' = x. 
x * x' = x' * x. 
(x * x') * (y' * y) = (y' * y) * (x * x'). 






















































































Conjuntos de geradores 
[node] 
x''' * (x' * x) = x'. 
x * (y * z) = (x * y) * z. 
(x')' = x. 
x * (x' * (y' * y)) = y' * (y * (x * x')). 
[node] 
x''' * (x' * x) = x'. 
x * (y * z) = (x * y) * z. 
x * (x' * x) = x. 
x * (x' * (y' * y)) = y' * (y * (x * x')). 
 [node] 
x * (y * (y' * (x' * (x' * z)))) = y * (y' * (x' * z)). 
x * (y * z) = (x * y) * z. 
x * (x' * x) = x. 
x * (x' * (y' * y)) = y' * (y * (x * x')). 
Quadro 3-7 – Axiomas, estatísticas, resultados teste de Friedman e conjuntos geradores para os 




3.6. Semigrupos inversos comutativos 
 
Axiomas – Conjunto utilizado 
x * (y * z) = (x * y) * z. 
x * (x' * x) = x. 
(x')' = x. 
(x * x') * (y' * y) = (y' * y) * (x * x'). 
























































































x * (y * (x' * (z * x'))) = y * (x' * z). 
(x * y) * z = x * (y * z). 
x * (x' * x) = x. 
[node] 
x' * (y * (x' * (z * x))) = y * (x' * z).  
(x * y) * z = x * (y * z). 
x * (x' * x) = x. 
[node] 
x' * (x' * (y * (z * x))) = x' * (y * z). 
x * (y * (x * (z * (x' * u)))) = y * (x * (z * u)). 




Quadro 3-8 – Axiomas, estatísticas, resultados teste de Friedman e conjuntos geradores para os 
semigrupos inversos comutativos. 
Para esta estrutura a implementação SA (+) apresenta a maior eficiência suplantando mesmo a 
Tietze-SA (V) que para as estruturas algébricas anteriores tem sido a mais eficiente, 
destacando-se também o baixo valor do W de Kendall comparativamente aos apresentados nas 




3.7. Anéis comutativos  
 
Axiomas Conjunto utilizado 
x * (y * z) = (x * y) * z. 
x + y = y + x. 
x + (y + z) = (x + y) + z. 
0 + x = x. 
x + x’ = 0. 
x * (y + z) = (x * y) + (x * z). 
(x + y) * z = (x * z) + (y * z). 
x * y = y * x. 
x * (y * z) = (x * y) * z. 
x * y = y * x. 
x + y = y + x. 
x + (y + z) = (x + y) + z. 
0 + x = x. 
x + x’ = 0. 
x * (y + z) = (x * y) + (x * z). 






















































































Conjuntos de geradores 
[node] 
(x + (x * y)) * z = (z + (z * y)) * x. 
x + y = y + x. 
x + (y + z) = (x + y) + z. 
0 + x = x. 
x' + x = 0. 
x * (y + z) = (x * y) + (x * z). 
[node] 
(x + (y + z)')' = y + (z + x'). 
(x + (x * y)) * z = (z + (z * y)) * x. 
x + y = y + x. 
0 + x = x. 
x' + x = 0. 
x * (y + z) = (x * y) + (x * z). 





3.8. Directóides  
 
Axiomas – Conjunto utilizado 
x * x = x. 
(x * y) * x = x * y. 
y * (x * y) = x * y. 
x * ((x * y) * z) = (x * y) * z. 






















































































Conjuntos de geradores 
[node] 
x * x = x. 
(x * ((y * z) * u)) * z = x * ((y * z) * u). 
y * (x * y) = x * y. 
 [node] 
x * x = x.  
(x * ((y * z) * u)) * z = x * ((y * z) * u). 
x * ((y * (z * (u * x))) * w) = (y * (z * (u * x))) * w. 
[node] 
x * x = x. 
y * (x * y) = x * y. 
((x * (y * (z * (u * w)))) * v5) * u = (x * (y * (z * (u * 
w)))) * v5. 





3.9. Corpos  
 
Axiomas Conjunto utilizado 
(x + y) + z = x + (y + z). 
0 + x = x. 
x' + x = 0. 
x + y = y + x. 
x * (y * z) = (x * y) * z. 
x * (y + z) = (x * y) + (x * z).  
(y + z) * x = (y * x) + (z * x). 
x * 1 = x. 
1 * x = x 
x * y = y * x. 
(x != 0) -> exists y(x * y = 1). 
0 != 1. 
(x + y) + z = x + (y + z). 
0 + x = x. 
x' + x = 0. 
x * (y * z) = (x * y) * z. 
x * (y + z) = (x * y) + (x * z).  
x * 1 = x. 
x * y = y * x. 
(x != 0) -> exists y(x * y = 1). 
0 != 1. 






















































































Conjuntos de geradores 
[node] 
(x + y) + z = x + (y + z). 
x * 1 = x. 
(x != 0) -> exists y(x * y = 1). 
(x * (y * (z * u))) + (u * (x * (z * y)))' != 1. 
(x * y) + (z + (y * x)') = z. 
((x * y) + (z * x)) * u = x * ((y + z) * u). 
[node] 
(x + y) + z = x + (y + z). 
x * 1 = x. 
(x != 0) -> exists y(x * y = 1). 
((x * y) + (z * (x * u))) * w = x * ((y + (z * u)) * w). 
(x * (y * (z * u))) + (u * (x * (z * y)))' != 1. 
(x * y) + (z + (y * x)') = z. 






Axiomas – Conjunto utilizado 
x  * (y * z) = (x * y) * z. 
x' * x = e. 
e * x = x. 



























































































3.11. Semigrupos inversos 
 
Axiomas  Conjunto utilizado 
x = (x * x') * x. 
(x * x') * (y' * y) = (y' * y) * (x * x'). 
(x * y) * z = x * (y * z). 
(x')' = x. 
(x * y)’ = y’ * x’. 
x = (x * x') * x. 
(x * x') * (y' * y) = (y' * y) * (x * x'). 
(x * y) * z = x * (y * z). 
(x')' = x. 






















































































Conjuntos de geradores 
[node] 
x' * (y * (x * y)')' = y * (y' * (x' * x)). 
x = (x * x') * x. 
(x * y) * z = x * (y * z). 
[node] 
x = (x * x') * x. 
(x * y) * z = x * (y * (z')'). 
(x * x') * (y' * y) = (y' * y) * (x * x'). 









Axiomas – Conjunto utilizado 
(x + y) + z = x + (y + z). 
(x ^ y) ^ z = x ^ (y ^ z). 
x + y = y + x. 
x ^ y = y ^ x. 
(x + y) ^ x = x. 
(x ^ y) + x = x. 






















































































Conjuntos de geradores 
[node] 
(x ^ y) + x = x. 
(x + y) ^ (x + (z + (y + u))) = x + y. 
(x + y) ^ (z ^ (x + (y + u))) = z ^ (x + y). 
[node] 
(x ^ y) + x = x. 
(x + (y + z)) ^ (y + (x + (z + u))) = y + (x + z). 
(x + y) ^ (z ^ (x + (y + u))) = z ^ (x + y). 







3.13. Álgebras MV 
 
Axiomas Conjunto utilizado 
x + (y + z) = (x + y) + z. 
x + 0 = x. 
0 + x = x. 
(x')' = x. 
x + 0' = 0'. 
((x)' + y)' + y = ((y)' + x)' + x. 
x + (y + z) = (x + y) + z. 
x + 0 = x. 
(x')' = x. 
x + 0' = 0'. 
((x)' + y)' + y = ((y)' + x)' + x. 






















































































Conjuntos de geradores 
[node] 
x + (y + z) = (x + y) + z. 
(x' + y')' + (y + (x + y)')' = x. 
x + 0' = 0'. 
[node] 
x + (y + z) = (x + y) + z. 
(x' + y')' + (x + (x + y)')' = y.  
x + ((y' + x)' + (z + (y + z)')) = 0'. 







Axiomas – Conjunto utilizado 
x + y = y + x. 
(x + y) + z = x + (y + z). 
0 + x = x. 
x' + x = 0. 
(x * y) * z = x * (y * z). 
x * (y + z) = (x * y) + (x * z). 
(y + z) * x = (y * x) + (z * x). 






















































































Conjuntos de geradores 
[node] 
0 + x = x. 
(x * y) * z = x * (y * z). 
(y + z) * x = (y * x) + (z * x). 
x + (y + (z + x')) = y + z. 
x * (y + z) = (x * y) + (x * z). 
[node] 
0 + x = x. 
(x * y) * z = x * (y * z). 
(y + z) * x = (y * x) + (z * x). 
x + (y + (z + x')) = y + z. 
(x * y) + (z + (x * u)) = z + (x * (y + u)). 







Axiomas – Conjunto utilizado 
x * (y * z) = (x * y) * z. 
x * y = y * x. 
x * x = x. 




























































































Axiomas – Conjunto utilizado 
(x * y) * z = x * (y * z). 
x + y = y + x. 
(x + y) + z = x + (y + z). 
x * (y + z) = (x * y) + (x * z). 
(y + z) * x = (y * x) + (z * x). 


























































































3.17. Estruturas algébricas  
 






















































































Quadro 3-19 – Estatísticas e resultados do teste de Friedman para as estruturas algébricas. 
A análise das estatísticas e valores obtidos pelo teste de Friedman expressos no quadro 3-19 
parece confirmar o que se ia tornando perceptível ao longo dos diversos subcapítulos 
indicando as implementações Tietze-SA (V) e SA (+) como as mais eficientes. 
Podemos apontar como as causas desta maior eficiência, o melhor desempenho destes dois 
últimos algoritmos em relação ao primeiro e a elevada redução no número de chamadas ao 
oráculo efectuada pelo acelerador (V), sendo este número reduzido em cerca de dois terços 
comparativamente às implementações dos algoritmos de Tietze e de Tietze-SA e em metade 
comparativamente à do algoritmo SA. No que respeita à redução obtida pelo acelerador (+), 
embora não tão elevada no caso dos algoritmos de Tietze e de Tietze-SA como a apresentada 
pelo acelerador (V), supera-a no caso do algoritmo SA.  
De facto, após a análise dos resultados obtidos ao longo deste capítulo foi decidida a criação 
de duas novas implementações, Tietze-SA (V+) e SA (V+) com o objectivo de maximizar a 
eficiência e reduzir a complexidade temporal da solução encontrada.  
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Os resultados obtidos no capítulo anterior originaram a hipótese de a adição simultânea dos 
dois aceleradores, (+) e (V), aos algoritmos cujas implementações apresentaram um melhor 
desempenho, Tietze-SA e SA, conseguir ainda aumentar a eficiência da aplicação criada. 
Para validar esta hipótese, foram criadas duas novas aplicações baseadas nas implementações 
de Tietze-SA (V+) e a SA (V+) e para cada estrutura algébrica, testados os mesmos conjuntos 
de axiomas. Os resultados obtidos foram novamente comparados pelo método não 
paramétrico de Friedman, mas desta vez considerando-se só quatro emparelhamentos, 
correspondendo aos resultados de SA (+), de Tietze-SA (V) e das duas recém-criadas 
implementações Tietze-SA (V+) e SA (V+).  
Neste capítulo abordar-se-á em primeiro lugar os aspectos relacionados com o código das 
novas implementações, e em seguida os resultados obtidos quer por estrutura algébrica quer 
pela sua totalidade onde também serão tecidas considerações sobre a eficiência destas novas 
implementações. Por último, serão discutidos aspectos relacionados com a complexidade 




4.2. Implementação de Tietze-SA (V+) e SA (V+) 
 
O pseudocódigo necessário para a criação das duas novas implementações Tietze-SA (V+) e 
SA (V+), encontra-se listado nas figuras 4-1 e 4-2, resumindo-se à alteração do método 
LstNode.ln_eXecute e inserção do método LstNode.ln_Exists nas implementações Tietze-SA 
(+) e SA (+), como foi discutido no segundo capítulo a propósito da adição do acelerador (V).  
 
 
Figura 4-1 – Método LstNode.ln_eXecute nas implementações Tietze-SA (V+) e SA (V+). 
 




4.3. Resultados Obtidos 
 
Neste subcapítulo serão apresentados os resultados obtidos para o teste das estruturas 
algébricas listadas no quadro 3-1, de um modo semelhante ao efectuado no capítulo anterior, 
com a diferença de serem unicamente indicadas as estatísticas de dispersão e tendência central 
e os resultados obtidos pelo teste de Friedman, estando realçados a cinzento os valores que se 
podem considerar mais inabituais. 
Tal como já foi referido na introdução, foram utilizados os conjuntos de axiomas utilizados no 
capítulo anterior, ou seja, conjuntos de cinquenta axiomas por estrutura algébrica constituídos 
por um conjunto de axiomas equivalente e independente ao conjunto que define a estrutura 
algébrica em união a três consequências dele, geradas pelo processo Prover9.exe. 
4.3.1. Álgebras BCK 













































Quadro 4-1 – Estatísticas e resultados do teste de Friedman para as álgebras BCK. 
 
4.3.2. Grupos booleanos 












































Quadro 4-2 – Estatísticas e resultados do teste de Friedman para os grupos booleanos. 
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4.3.3. Monoides cancelativos comutativos  













































Quadro 4-3 – Estatísticas e teste de Friedman para os monoides cancelativos comutativos. 
 
4.3.4. Semigrupos de Clifford 













































Quadro 4-4 – Estatísticas e resultados do teste de Friedman para os semigrupos de Clifford. 
 
4.3.5. Semigrupos inversos comutativos 












































Quadro 4-5 – Estatísticas e de teste de Friedman para os semigrupos de inversos comutativos. 
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4.3.6. Anéis comutativos  












































Quadro 4-6 – Estatísticas e resultados do teste de Friedman para os anéis comutativos. 
 
4.3.7. Directóides  













































Quadro 4-7 – Estatísticas e resultados do teste de Friedman para os directóides. 
 
4.3.8. Corpos  































































































Quadro 4-9 – Estatísticas e resultados do teste de Friedman para os grupos. 
 
4.3.10. Semigrupos Inversos 












































Quadro 4-10 – Estatísticas e resultados do teste de Friedman para semigrupos inversos. 
 
4.3.11. Reticulados 


















































4.3.12. Álgebras MV 












































Quadro 4-12 – Estatísticas e resultados do teste de Friedman para as álgebras MV. 
 
4.3.13. Anéis 













































Quadro 4-13 – Estatísticas e resultados do teste de Friedman para os anéis. 
 
4.3.14. Semi-reticulados 


























































































Quadro 4-15 – Estatísticas e resultados do teste de Friedman para os semi-anéis. 
 
4.3.16. Estruturas algébricas  












































Quadro 4-16 – Estatísticas e resultados do teste de Friedman para a totalidade dos dados. 
Para a totalidade dos dados expressos no quadro 4-16 consideraram-se os obtidos de todas as 
estruturas algébricas à excepção dos semi-anéis devido ao valor da significância do método de 
Friedman para a estrutura algébrica não validar o tratamento proposto. 
No que respeita à eficiência, embora não exista uma grande diferença entre as 
implementações testadas neste capítulo, em particular entre as três mais eficientes, Tietze-SA 
(V), SA (V+) e Tietze-SA (V+), os valores obtidos por intermédio do teste de Friedman 
indiciam um incremento dela nas duas últimas implementações criadas, sendo destas, a 
Tietze-SA (V+) aquela que sempre apresentou os melhores resultados, quer em relação a 
globalidade dos dados, quer em relação ao teste individual de cada uma das estruturas 




4.4. Complexidade temporal 
 
Embora o objectivo deste trabalho tenha sido o de criar uma aplicação prática para a 
determinação das bases de um sistema de fecho sem ter como preocupação principal a 
complexidade temporal da solução encontrada tal como é frequente em outros trabalhos do 
género (ver [8], [11], [14], [15], [16], [20] e [30]), devido à sua importância no 
desenvolvimento de uma ferramenta útil, será analisada neste capítulo, a complexidade 
temporal da implementação Tietze-SA (V+). 
Tomando como ponto de partida o que foi dito no segundo capítulo relativamente ao 
acelerador (V), sendo na altura referido que o número máximo de conjuntos derivados seria 2n 
para qualquer implementação que o utilize, com n igual ao cardinal do conjunto inicial.  
Assumindo, de modo a obtermos o número máximo de chamadas ao oráculo, que cada 
axioma é premissa única de uma regra de dedutibilidade dos restantes, ou seja, que existe para 
cada axioma ܽ௡ o conjunto das n-1 regras de dedução {ܽ௡  →  ܽሺ௡ିଵሻ  , … , ܽ௡  →  ܽሺଵሻ }.  
Tendo em atenção que por cada nível de derivação podem existir ൫௡௞൯  nós com n igual ao 
cardinal do conjunto inicial e k igual ao cardinal do nó do nível e sendo por cada um destes 




 chamadas ao oráculo para a implementação Tietze (V); 
 2n ൅෍ 3k൫௡ିଵ௞ ൯
௡ିଵ
௞ୀଵ
 chamadas ao oráculo para a implementação SA (V); 
 2n ൅෍ k൫௡ିଵ௞ ൯
௡ିଵ
௞ୀଵ
 chamadas ao oráculo para a implementação Tietze-SA (V).  
No que respeita ao acelerador (+), este por seu lado não nos permite estabelecer um limite 
para o número máximo de chamadas ao oráculo devido à redução que efectua no número das 
mesmas, depender das provas encontradas ao longo da sua execução, podendo-se obter, para 
as assumpções previamente referidas (todos os axiomas implicam todos os outros sem 
existirem axiomas redundantes), um resultado compreendido entre n e os limites máximos 
atrás apontados, dependendo do tempo de execução decorrido até ser fornecida pelo processo 
Prover9.exe a prova que contenha a regra de dedutibilidade requerida. 
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No quadro 4-17 encontram-se listados para diferentes cardinais do conjunto inicial os limites 
máximos das diferentes implementações. 

































2n ൅෎3k൬݊ െ 1݇ ൰
௡ିଵ
௞ୀଵ
Quadro 4-17 – Valores do número máximo de chamadas ao oráculo para diferentes cardinais do 
conjunto inicial. 
Não obstante os valores impressos neste quadro sejam bastante elevados e possam constituir 
um factor de apreensão para a utilização das aplicações criadas, refere-se que eles só serão 
atingidos numa situação deveras hipotética, nunca encontrada nos resultados fornecidos pelos 
testes efectuados.  
De facto, os resultados destes sempre apresentaram valores bastante menores que os listados 
no quadro 4-17 tal como é visível no quadro 4-18 onde estão impressos os valores máximos e 
da média obtidos pela execução das duas implementações criadas neste capítulo bem como o 





SA (V+) T-SA (V+) 





Monoides cancelativos comutativos 
Semigrupos inversos comutativos 
Directóides 
Semigrupos inversos 
















































































Convém no entanto referir que a inserção neste quadro da coluna contendo o cardinal do 
conjunto inicial é feita não para demonstrar aspectos relacionados com a complexidade 
temporal, mas sim com uma certa elasticidade que as implementações apresentam quando a 
variação do número de axiomas no conjunto inicial é constituída pela variação do número de 
axiomas pressupostamente invariantes, sendo a maior parte introduzida no contentor que 
armazena os axiomas invariantes por intermédio do construtor da classe Node, evitando a 
futura construção de nós que os contenham como elementos sobre os quais se tenha de 
questionar o oráculo.  
Voltando à questão da complexidade, e tendo sido estabelecido que os resultados práticos se 
afastam bastante dos limites máximos teóricos, de modo a que se tenha uma noção estatística 
do tipo de complexidade que a implementação apresenta, foram efectuadas observações para 
diferentes conjuntos iniciais de axiomas da estrutura algébrica grupos, contendo cada um 
deles os axiomas listados no quadro 3-1 em união a conjuntos contendo três a nove 
consequências da teoria, tendo a escolha desta estrutura sido motivada por dois factores: 
 Durante a realização dos testes nunca foi encontrada uma base de cardinal inferior à 
inicial; 
 A execução decorre sem erros para um valor baixo de tempo atribuído aos processos 
(±3 segundos). 
Os valores máximos e da média obtidos para estes diferentes conjuntos estão listados nos 
quadro 4-19, contendo a figura 4-3 uma representação gráfica dos mesmos. 




































Quadro 4-19 – Máximos, média e desvio padrão obtidos para conjuntos inicias de diferentes cardinais. 
Não obstante os cardinais dos conjuntos iniciais ser baixo e o teste ter sido efectuado a um 
reduzido número de cardinais do conjunto inicial, os resultados parecem sugerir um 
crescimento exponencial do número de chamadas ao oráculo com o incremento do número de 
consequências nos conjuntos iniciais. 
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A validar o referido no parágrafo anterior o teste de ajustamento feito com o auxílio de 
software específico (ver [37]) forneceu os valores: 
 Número máximo de chamadas ao oráculo - a equação y = 0.7194 * (2.317)x, com um 
coeficiente de correlação de 0.9991;  
 Média do número de chamadas ao oráculo - a equação y = 0.1076 * (2.554)x, com um 
coeficiente de correlação de 0.9988. 
 




5. Conclusão  
 
 
5.1. Considerações finais 
 
O resultado final da dissertação com a construção de duas ferramentas informáticas capazes 
de determinar as bases de um sistema de fecho permite aumentar o arsenal que o matemático 
tem ao seu dispor na procura de conjuntos de identidades que definam de um modo 
equivalente e mais simples uma estrutura matemática, definindo-se mais simples como a 
utilização de um menor número de identidades, de símbolos utilizados ou do tamanho das 
identidades (ver [6]).  
Não obstante o tipo de complexidade que a aplicação apresenta ser limitativa da sua execução 
para conjuntos iniciais de cardinal elevado, ambas as aplicações são bastante úteis no teste de 
identidades às quais pressupomos a sua validade como axioma constituinte de um conjunto 
equivalente mais simples (ver o segundo exemplo do subcapítulo 2.9) ou na procura de novas 
identidades quando os conjuntos iniciais tenham um cardinal baixo, como foi o sucedido em 
todos os testes efectuados no terceiro capítulo às diferentes estruturas algébricas. 
Refere-se também a maleabilidade que este tipo de construção permite, possibilitando ajustes 
e alterações tais como a adição e substituição de aceleradores como as que se descrevem em 
seguida, efectuadas na segunda das aplicações apresentadas em anexo.  
Na construção de consequências em vez de se executar simplesmente o processo Prover9.exe 
com uma lista de objectivos vazia utilizou-se numa primeira fase a geração de modelos do 
processo Mace4.exe, atribuindo-se um número máximo de modelos a gerar por execução. Os 
modelos obtidos foram salvaguardados num ficheiro de texto e utilizados na geração de 
consequências do processo Prover.exe como interpretações a adicionar ao conjunto de 
premissas. 
Na derivação de nós a alteração consistiu na salvaguarda das provas que iam sendo 
encontradas pelos processos Prover.exe num ficheiro auxiliar sendo a cada nova chamada ao 
processo o ficheiro adicionado como entrada auxiliar. Esta técnica substitui a necessidade da 
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adição do acelerador (+) e é frequentemente utilizada quando se pretende axiomatizar 
estruturas algébricas (ver por exemplo [36]) 
Embora não tenha sido feito um estudo detalhado aos resultados destas novas alterações como 
para os algoritmos e aceleradores, a constatação empírica da sua utilização permite-nos 
afirmar que em média reduzem para metade o número de chamadas ao oráculo e 
consequentemente o tempo de execução da aplicação. 
A sua utilização na construção de algumas provas matemáticas como na determinação das 
bases equacionais das álgebras MV (ver [5]) demonstrou a sua aplicabilidade para conjuntos 
axiomáticos de reduzida dimensão. De facto a expectativa criada foi grande mas em certa 
medida desvanecida pela incapacidade na obtenção resultados positivos nas respostas a 
questões relacionadas com a descoberta de uma base-1 ou uma base-2 mais simples para as 
álgebras MV das apresentadas no artigo já previamente citado ou ainda para outras estruturas 
algébricas (ver [4]). 
No que respeita à sua migração para outros sistemas operativos também é necessário um 
estudo mais elaborado, parecendo no entanto o projecto Mono (ver [29]) um bom ponto de 
partida para a possibilidade de execução em computadores pessoais cujos sistemas operativos 
sejam o Linux ou o Mac OS X. 
Não foi no entanto feito nenhum estudo quanto à possibilidade de estabelecer uma interface 
com o que se pode considerar o sistema de álgebra computacional mais usado actualmente, o 
interpretador GAP (ver [12]). Este ponto, embora não determinante no desenvolvimento das 
aplicações poderá ser útil na implementação de algoritmos que necessitem na sua construção 
de utilizar algoritmos cuja implementação nas bibliotecas do interpretador tenha já uma 
complexidade temporal difícil de suplementar. 
Apontam-se assim como possíveis desenvolvimentos futuros: 
 A implementação de outros algoritmos; 
 A implementação de outros aceleradores; 
 A migração para outros sistemas operativos; 
 O estabelecimento de uma interface com o interpretador GAP. 
Uma ultima consideração a respeito da complexidade temporal das aplicações finais 
apresentadas nesta dissertação é a de que parece obvio que a complexidade destas estão 
intimamente relacionadas com a complexidade do algoritmo que implementam não existindo 
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factores significantes de agravamento por um factor maior que o polinomial. Deste modo, os 
dois primeiros tópicos do desenvolvimento futuro e com especial relevância o primeiro 
adquire a maior importância se pretendermos determinar as bases de um sistema de fecho 
tendo como ponto de partida conjuntos iniciais de cardinal mais elevado. 
Ainda relativamente a este tópico comparativamente a outras soluções apresentadas na 
literatura sobretudo na área da Data Mining onde de facto se concentra a maioria dos esforços 
realizados no sentido de encontrar algoritmos de complexidade temporal polinomial para 
problemas de um tipo similar ao apresentado na tese de dissertação (ver por exemplo [8], [14], 
[30]), verifica-se que os resultados apresentados se destinam a estruturas independentes de um 
tipo diferente, sendo apresentado em [8] uma categorização das mesmas. 
De facto dos algoritmos estudados nas referências apresentadas no primeiro parágrafo do 
subcapítulo 4.4, é o VISOR (ver [15]) aquele que constitui um melhor factor de comparação 
com este algoritmo, apesar de reclamar um número de chamadas ao oráculo polinomial em 
função do cardinal do conjunto inicial requer para a sua execução uma enumeração de 2n. 
Conclui-se assim que embora a complexidade da solução apresentada seja elevada e bastante 
diferente do que se pretenderia para a resolução de um problema deste tipo, dado o panorama 
actual, as aplicações finais constituem uma boa ferramenta para a realização de estudos como 
os efectuados nos capítulos precedentes apresentando também como vantagem ser bastante 
maleável à realização de alterações que incrementem o seu desempenho. 
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ANEXO A – Manuais de utilização 
 
 
A.1 Introdução   
 
Neste anexo são apresentados os manuais de utilização das aplicações que resultaram da 
dissertação. A primeira destas aplicações quer no seu modo de utilização, quer na sua 
interface gráfica, segue o descrito no subcapítulo 2.9 para as nove implementações dos três 
algoritmos, e o segundo, incorpora características das aplicações criadas no terceiro capítulo 
ao programa anterior, tendo para ambas sido utilizada a implementação Tietze-SA (V+) 
devido a ser a que estatisticamente apresentou a maior eficiência. 
O subcapítulo seguinte descreverá do modo de instalação, semelhante para ambas as 
aplicações sendo em seguida descritas as interfaces gráficas de cada uma delas em dois 
subcapítulos separados. 
Antes de terminar esta introdução alerta-se para o facto de que tudo o que é dito neste anexo, 
o é assumindo que no computador onde vão ser instaladas e executadas as aplicações, esteja 
presente na directoria C:\Program Files\Prover9-Mace4, o programa Prover9-Mace4.exe (ver 
[24]). 




A.2. Instalação das aplicações 
 
Ambas as aplicações são instaladas por intermédio de um módulo de software disponibilizado 
pela interface de programação Visual Studio 2008 PE (ver [28]), tendo como produto final um 
conjunto de dois ficheiros executáveis designados setup.exe e [nome do programa].msi. 
De modo a facilitar a sua distribuição estes dois ficheiros são comprimidos num ficheiro de 
extensão .zip, iniciando-se a instalação do aplicação num computador, extraindo os ficheiros 
para o Ambiente de Trabalho ou qualquer outro directório do sistema de ficheiros e clicando 
duas vezes o ícone [nome do programa].msi. 
Após ter sido efectuado o passo anterior aparecerá uma caixa de diálogo igual à do lado 
esquerdo da figura A-1, onde o utilizador escolherá a opção Everyone clicando de seguida em 
Next. 
 
Figura A-1 – Caixas de diálogo na instalação da aplicação MIND. 
Nas sucessivas caixas de diálogo que aparecerem o utilizador continuará clicando em “Next” 
até obter uma caixa de diálogo igual à do lado direito da figura A-1 onde clicará em “Close” 
terminando o processo de instalação da aplicação. 
Este término é assinalado com a criação no Ambiente de Trabalho de uma nova pasta onde 
estarão localizados os ficheiros de trabalho do programa e de um ícone consistindo num 




Figura A-2 – Novas pastas e ícones originadas pelas instalações das aplicações MIND e BMIND. 
A instalação no sistema operativo Windows 7 (64 bits) necessita a alteração da “string” que 
aparece por defeito na caixa de texto “Folder” (ver figura A-1) de C:\Program 
Files(x64)\MIND para C:\Program Files\MIND, o que também e válido para a instalação da 




A3. Interface gráfica da aplicação MIND 
 
 
Figura A-3 – Interface gráfica da aplicação MIND. 
A primeira destas aplicações é praticamente idêntica às discutidas no subcapítulo 2.9 sendo 
listada na figura A-3 a interface gráfica da aplicação com seis grupos assinalados, os quais: 
 O primeiro grupo contém botões e caixas de texto para parametrizar o tempo máximo 
em segundos dos processos executados, assumindo um segundo como defeito. O botão 
P salvaguarda os novos valores inseridos nas caixas de texto e D restaura os valores de 
defeito;  
 O segundo grupo inclui botões para acesso às janelas gráficas dos ficheiros de entrada 
e saída. Estes são ficheiros de texto, designados, respectivamente, por entrada.txt e 
fim.txt cujo conteúdo consiste em “strings” representando os axiomas num formato 
compatível com os processos Prover9.exe e Mace4.exe. A compatibilidade acima 
referida exclui a inserção de etiquetas do tipo "label #" (utilizadas no armazenamento 
das regras de dedução), sendo construídas pelo programa como facilmente se verifica 
comparando na figura A-4, as janelas de entrada e saída; 
 O terceiro grupo contém caixas de mensagens que indicam o status de execução, o 
tempo de execução total e o número de chamadas ao oráculo; 
 O quarto grupo contém botões que acedem aos ficheiros onde são salvaguardadas as 
mensagens de erro, já previamente referidos; 
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 O quinto grupo é constituído exclusivamente por um botão que acede à janela gráfica 
do ficheiro geradores.txt, que contém, para cada axioma do nó inicial as regras de 
derivação encontradas durante a execução (ver figura 2-27);  
 O sexto grupo contém uma caixa de verificação que permite ao utilizador escolher se 
deseja ou não uma gestão interactiva dos erros. Assim, se a caixa estiver verificada, o 
programa nunca é interrompido e as mensagens de erro são redireccionadas para o 
ficheiro erros.txt. Se não, quando um erro deste tipo ocorrer uma caixa de diálogo é 
exibida e o utilizador tem a possibilidade de cancelar imediatamente a execução. 
Assim, para executar o programa o utilizador deve executar os seguintes passos: 
 Introduzir as linhas de texto que representam os axiomas no ficheiro entrada.txt num 
formato compatível ao processos Prover9 e Mace4; 
 Definir o tempo máximo para a execução dos processos e pressionar P para 
salvaguardar os novos valores (opcional); 
 Pressionar o botão Run. 
 




A.4. Interface gráfica da aplicação BMIND 
 
A aplicação BMIND resulta das aplicações criadas no terceiro capítulo possibilitando um 
processamento encadeado de vários conjuntos iniciais de axiomas, contendo a figura A-5 a 
interface gráfica desta aplicação. 
 
Figura A-5 – Interface gráfica da aplicação BMIND. 
Nesta figura estão assinalados a laranja dois grupos de componentes, um constituído por 
caixas de texto que parametrizam aspectos da aplicação e outro constituído exclusivamente 
por são botões, os quais: 
 Axioms – que permite o acesso ao ficheiro de texto entrada.txt onde são 
salvaguardados os axiomas da teoria; 
 Consequences - que permite o acesso ao ficheiro de texto axiomas.txt onde são 
salvaguardadas as consequências da teoria; 
 Generate Consequences – que gera consequências da teoria a partir dos axiomas 
contidos no ficheiro entrada.txt durante o tempo especificado pelo utilizador na caixa 
de texto Sec.Gn.Csq. salvaguardando o resultado no ficheiro axiomas.txt;  
 Extract {Generators} – que quando clicado extrai os conjuntos geradores ou as bases 
dos diferentes conjuntos iniciais.  
 Nº Oracle Calls – que permite o acesso ao ficheiro de texto onde são salvaguardados 
os números de chamadas ao oráculo para cada um dos conjuntos iniciais, sendo estes 
conjuntos inicias a união dos axiomas contidos no ficheiro entrada.txt com um 
conjunto de consequências de cardinal determinado pelo valor inscrito na caixa de 
texto Nº Csq; 
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 #ሺܺ௡ሻ ݋ #ሺܺ଴ሻ  - que permite o acesso ao ficheiro de texto fim.txt onde são 
salvaguardados os conjuntos de geradores de cardinal menor maior ou igual os do 
conjunto inicial dependendo do operador inserido na caixa de texto Operator. 
No segundo grupo temos as caixas de texto: 
 Nº Csq – que indica o número de consequências da teoria a acrescentar aos axiomas da 
teoria de modo a se constituir o conjunto inicial; 
 Sec. Gn. Csq – que indica o número de segundos durante os quais o programa gera 
consequências da teoria; 
 Operator – que especifica qual a relação de ordem entre o cardinal dos conjuntos 
finais e o do conjunto de axiomas da teoria.  
Como feito no subcapítulo 2.9, será em seguida apresentado um exemplo prático de modo a 
clarificarmos a utilização e objectivo da aplicação recorrendo ao conjunto de axiomas para os 
semigrupos inversos do subcapítulo 3.11 e a três consequências desta estrutura estando ambos 
os conjuntos listados na figura A-6 nos ficheiros entrada.txt e axiomas.txt. 
 
Figura A-6 – Interface gráfica da aplicação BMIND e os ficheiros entrada.txt e axiomas.txt. 
Nesta mesma figura, chama-se a atenção para as caixas de texto assinaladas pelos círculos 
vermelhos Nº Csq e Sec.Gn.Csq, contendo os valores 3 e <. Deste modo o conjunto inicial 
conterá sete axiomas, quatro da teoria e três consequências e serão listados os conjuntos finais 
de cardinal inferior ao número de axiomas que definem a estrutura, ou seja, quatro. 
Se, por outro lado tivéssemos nas caixas de texto Nº Csq e Sec.Gn.Csq, introduzido os valores 
1 e <= respectivamente, obteríamos três conjuntos iniciais de cinco axiomas e seriam listados 
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os conjuntos finais de cardinal igual ou inferior a quatro, como representado no quadro A-1 
onde são listados os conteúdos do ficheiro fim.txt para ambas configurações. 
Nº Csq – 3; Operator - < Nº Csq – 1; Operator - <= 
[node] 
x = (x * x') * x. 
(x * y) * z = x * (y * (z')'). 
(x * x')*(y'* y)=(y' * y)*(x * x'). 
[node] 
x = (x * x') * x. 
x'*(y*(x * y)')'= y *(y'*(x' * x)). 
(x * y) * z = x * (y * z). 
[node] 
x = (x * x') * x. 
(x * x')* (y' * y) = (y' * y) * (x * x'). 
(x * y) * z = x * (y * z). 
(x')' = x. 
[node] 
x = (x * x') * x. 
(x * y) * z = x * (y * (z')'). 
(x * x')* (y' * y) = (y' * y) * (x * x'). 
[node] 
x = (x * x') * x. 
x'* (y * (x * y)')' = y * (y' *(x' * x)). 
(x * y) * z = x * (y * z). 
Quadro A-1 – Conjuntos axiomas finais obtidos para diferentes valores dos parâmetros número de 
consequências e operador. 
Quanto à manipulação do ficheiro contendo as consequências da teoria, axiomas.txt, convém 
referir que o utilizador o pode manipular directamente pela sua introdução ou recorrer ao 
processo Prover.exe para as gerar automaticamente durante o período de tempo parametrizado 
em Sec.Gn.Csq clicando o botão Generate Consequences, tal como é exemplificado na figura 
A-7. 
 
Figura A-7 – Interface gráfica da aplicação BMIND e ficheiro axiomas.txt contendo consequências. 
