. We give some theoretical and computational results on "random" harmonic sums with prime numbers, and more generally, for integers with a fixed number of prime factors.
I
It is well known that the harmonic series restricted to prime numbers diverges, as the harmonic series itself. This was first proved by Leonhard Euler in 1737 [6] , and it is considered as a landmark in number theory. The proof relies on the fact that 
where s 1 , s 2 , . . . are independent uniformly distributed random variables in {−1, +1}. Based on the previous work by Morrison [8, 9] and Schmuland [11] , they proved the almost sure convergence of (1) to a density function g, getting lower and upper bounds of the minimum of the distance of a number τ ∈ R to a partial sum N n=1 s n /n. For further references, see also Bleicher and Erdős [3, 4] , where the authors treated the number of distinct subsums of N 1 1/n, which corresponds to taking s i independent uniformly distributed random variables in {0, 1}. A more complete list of references can be found in [2] .
The purpose of this paper is firstly to show that basically the same results hold for a general sequence of integers under some suitable, and not too restrictive, conditions; moreover, that a stronger result can be reached if we restrict to integers with exactly k distinct prime factors.
Although Bettin et al. [2] treat both the lower bound and the upper bound, we are mainly interested in the upper bound using a probabilistic approach. As we will see, in the cases that we treat, we will not be able to say anything about the lower bound, except in terms of numerical computations.
We will use a consistent notation with the previous works by Bettin, Molteni & Sanna [1] , [2] , Crandall [5] and Schmuland [11] .
Date: November 28, 2019. 1 1.1. General setting of the problem. We denote by N the set of positive integers. Let (a n ) n∈N be a strictly decreasing sequence of positive real numbers such that lim n→+∞ a n = 0 and n≥1 a n = +∞.
Notice that n≥1 (−1) n a n converges (not absolutely) by Leibniz's rule. Hence, by Riemann's theorem, given λ, Λ ∈ [−∞, +∞] with λ ≤ Λ, we can arrange the choice of the signs s n = s n (λ, Λ) ∈ {−1, 1}, in such a way that lim inf N→+∞ n≤N s n a n = λ and lim sup N→+∞ n≤N s n a n = Λ.
As we said above, we are mainly interested in prime numbers, so we introduce some further reasonable hypotheses on the sequence a n : we assume that b n = a −1 n ∈ N, so that b n is strictly increasing, and that n ≤ b n ≤ nB(n),
where B(n) = n β(n) , with β a real-valued decreasing function such that β(n) = o(1). In order to prove Proposition 2.1 below, we will assume a more restrictive condition on β, that is
Actually, this assumption is not strictly necessary and we will discuss this in Remark 2.1. Nevertheless, since the series a n must diverge, this condition is not too restrictive, and besides it is satisfied by most of the interesting sequences, like arithmetic progressions, the one of primes, and primes in arithmetic progressions. Let us introduce some more notation: we consider the set S(N) = n≤N s n a n : s n ∈ {±1} for n ∈ {1, . . ., N} ,
and, for a given τ ∈ R, we set m(N, τ) = min |S N − τ| : S N ∈ S(N) .
In other words, for a given N ∈ N, the goal is to find the choice of signs such that |S N − τ| attains its minimum value. Finally, we define the random variable
where the signs s n are taken uniformly and independent in {−1, 1}. We will study its small scale distribution. With a slight abuse of notation, we denote by s n both the signs in the definition (5) and the random variables in the definition above.
1.2.
Results. For ease of comparison with the results in Bettin et al. [2] , we now state our main results in the following form, even though more precise versions of them are to be found within the paper. 
where f is any function satisfying
We collect some numerical results for k = 1 in Tables 1, 2 and 3 . Acknowledgements. We thank Sandro Bettin and Giuseppe Molteni for many conversations on the subject, and Mattia Cafferata for his help in computing the tables at the end of the present paper.
L
In this section we study some properties of the general sequence defined in (2), using the classical notation: E[X] denotes the expected value of a random variable X, P(E) the probability of an event E. For each continuous function with compact support Φ ∈ C c (R) we denote by Φ its Fourier transform defined as follows:
We are actually interested in smooth functions, because the smoothness of the density of any random variable X is related to the decay at infinity of its characteristic function, defined precisely by its Fourier transform.
For each N ∈ N ∪ {∞}, for any x ∈ R and for any sequence satisfying (2), we also define the product
We begin with the following lemma, which is a more general version of Lemma 2.4 from [2] .
Proof. By the definition of expected value we have
s n a n .
Using the inverse Fourier transform we get
s n a n dx.
Exploiting the fact that e iα + e −iα = 2 cos(α), we have
s n a n = 1 2
s n a n . 3 Finally, taking advantage of Werner's trigonometric identities, we obtain
We will need also a generalisation of Lemma 2.5 from [2] , which is the following
Proof. We recall that a n is defined as in (2) and satisfies (3) . In particular a n = O (1/n), so that the same argument in the proof of Lemma 2.5 of [2] holds.
Let us now define, for every positive integer N and any real δ, x the set
where · denotes the distance from the nearest integer. For brevity, we sometimes drop the dependence on the sequence (a n ) n≥1 .
Proof. It is a straightforward consequence of the inequality Proof. As in Lemma 3.3 of [2], we observe that
where T(N, δ, x) := #{n ∈ N ∩ [N/2, N] : xa n < δ}. Now, recalling that a n = 1/b n , we have 
where C 1 is the constant of Ramanujan's theorem, as it is stated in Lemma 3.4 of [2] . Let w = w(x) := 1/2 − ϕ(x), where ϕ is a positive decreasing function that we will choose later. Then we have
and so we would be done if we showed that
Hence we must have
Since ϕ is decreasing and we want to maintain the same range for x as in [2] , that is x ∈ N, exp C ′ (log N) 2 , we need to have
Let us take ϕ(x) = (log log 2x) −1 and β(N) such that for x ∈ N, exp C ′ (log N) 2 it holds
where J ∈ R, J > 1. Then we would achieve our goal if we showed that
This condition is equivalent to
Taking into account the ranges for x, we see that it is sufficient to have
We recall that, by our choice of x and N, we have log log x ≍ log log N. Hence, we just need to take C ′ sufficiently small, in a way that
to guarantee that D(N, y(δ), x) < N/4 for large N. For the sake of simplicity, we take J = 2 and the proposition is proved as stated. Proof. It holds The proof follows along the same lines as Theorem 2.1 in [2] and we omit the details for brevity. (4) . For all τ ∈ R and C ′ > 0 satisfying (6) , we have
Corollary 2.2. Let β satisfy
as N → ∞ and δ → 0, uniformly in δ ≥ exp(−C ′ (log N) 2 ). In particular, for large enough N, one has m(N, τ) < exp(−C ′ (log N) 2 ).
Remark 2.1. We have imposed condition (4) for β to keep the same range of validity for x as in [2] . We remark that the hypotheses on β could be relaxed at the price of restricting this range: for example, we could take
and obtain the result of Proposition 2.1 for x ∈ [N, exp(log a N)], where a ∈ (1, 2) is a suitable constant. In fact, this would weaken directly the estimates that we have just found in Theorem 2.1 and Corollary 2.2, where exp(−C ′ (log N) 2 ) would be replaced by exp(− log a N).
P k
We now leave the general case and concentrate on primes and products of k distinct primes. Hence, we define P k := { n ∈ N | n is the product of k distinct primes } ; we will denote by b We remark that, since we left the general case, we can now take B(n) = b (k) n /n, and denote it by B k (n). In 1900, Landau [7] proved that
which implies that
We can now start with a refinement of Proposition 2.1, where we extend the interval of validity for x in the case b n = b (k) n . 
where we used the trivial bound for the prime omega function. If we show that this quantity is o(N), we are done. So we need
.
Hence we can take any f that satisfies
, where we recall that B k satisfies (7) . The theorem is then proved for
hence the result we have just proved holds also whenever x ≤ exp f (⌊x⌋) . But there must exist U > 0 such that this holds for any x > U, since log x = o( f (x)).
We are now ready to prove a more general version of Theorem 2.1 of [2] for the sequence b (from now on, we will drop the subscripts when they are clear by the context) such that
By the last equation, we know that the Fourier transforms of Φ ± satisfy Φ ± (x) ≪ B (1 + |x|ξ) −B for any B > 0 and x ∈ R.
Since
From now on, Φ will indicate either Φ + or Φ − . By Lemma 2.1 we have
where I 1 , I 2 and I 3 are the integrals supported respectively in |x|
→ +∞ as N → +∞. By Lemma 2.2 and Corollary 2.1, we have
where to conclude we chose A = A(ε) sufficiently large. For the second integral, we use Proposition 3.1 and obtain
where, as before, to conclude we took A = A(ε) sufficiently large. For the last integral, we recall that trivially | ̺ N (x)| ≤ 1; using the bound (8), we obtain which implies by standard arguments (see e.g. §5 of [11] ) that the density g is a smooth strictly positive function. Besides, by the same corollary, g(x) ≪ D x −D for any D > 0. 
