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Abstract
An independent set S of a graph G is said to be essential if S has a pair of vertices that
are distance two apart in G. For S ⊂ V (G) with S = ∅, let (S)=max{dG(x)|x∈ S}. We prove
the following theorem. Let k¿ 2 and let G be a k-connected graph. Suppose that (S)¿d for
every essential independent set S of order k. Then G has a cycle of length at least min{|G|; 2d}.
This generalizes a result of Fan. c© 2002 Published by Elsevier Science B.V.
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1. Introduction
In this paper, we consider only :nite undirected graphs without loops and multiple
edges. For a graph G, we denote the set of vertices and the set of edges of G by
V (G) and E(G), respectively. For x; y∈V (G), we denote the degree of x in G by
dG(x), the neighborhood of x in G by NG(x), the distance between x and y in G by
dG(x; y) and the order of G by |G|. If G1 is isomorphic to G2, we write G1 ∼= G2.
If A; B are subgraphs of G or subsets of V (G), we de:ne NG(A)=
⋃
x∈V (A) NG(x)
and NB(A)=NG(A) ∩ V (B). In particular, when A= {x}, we set NB(x)=NB({x}) and
dB(x)= |NB(x)|. For X ⊂ V (G); G − X is the subgraph of G induced by V (G) − X .
For x∈V (G), we write G−x instead of G−{x}. For a subgraph H of G, if there is no
fear of confusion, we write G−H instead of G−V (H). We assume that all the cycles
are given a :xed orientation. For a cycle C and x; y∈V (C), let C[x; y] denote the
subpath on C from x to y according to the orientation. The same subpath, in reverse
order, is denoted by C−[y; x]. If there is no fear of confusion, we write C[x; y] instead
of V (C[x; y]). Let C(x; y) denote the subpath obtained from C[x; y] by deleting the
endvertices x and y; the subpath C[x; y) is de:ned analogously. For any x∈V (C),
we denote by x+ and x− the successor and the predecessor of x in C, respectively;
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x+2 = (x+)+ and x−2 = (x−)−, etc. Let P= x1x2 : : : xs and Q=y1y2 : : : yt be two paths
such that xs=y1. Then we denote by P · Q the walk x1x2 : : : xs(=y1)y2 : : : yt . If T is
a cycle or a path, we denote the length of T by l(T ). For a connected graph H and
x; y∈V (H), let xHy denote a path in H which connects x and y.
An endblock of G is a block containing exactly one cutvertex of G. If G is a
nontrivial connected graph, we can de:ne a tree whose vertices are the blocks and the
cutvertices of G and where two vertices of the tree are adjacent if and only if one is
a cutvertex of G and the other is a block containing the cutvertex. We call this tree
the block-cutvertex tree of G. Notation not de:ned here is found in [2].
Bermond [1] and Linial [7] gave independently the following lower bound to the
length of a longest cycle in a 2-connected graph.
Theorem 1 (Bermond [1] and Linial [7]). Let G be a 2-connected graph. Suppose
that dG(u) + dG(v)¿ c for every pair of nonadjacent vertices u and v in V (G).
Then G has a cycle of length at least min{|G|; c}.
This theorem was generalized in several directions. Fan [4] improved the degree
conditions, and proved the following theorem.
Theorem 2 (Fan [4]). Let G be a 2-connected graph. Suppose that max{dG(u);
dG(v)}¿d for every pair of vertices u and v in V (G) with dG(u; v)= 2. Then G
has a cycle of length at least min{|G|; 2d}.
On the other hand, Fournier and Fraisse [5] generalized Theorem 1 to k-connected
graphs (k¿ 2), and proved the following theorem.
Theorem 3 (Fournier and Fraisse [5]). Let k¿ 2 and let G be a k-connected graph.
Suppose that the degree sum of every independent set of order k + 1 is at least m.
Then G has a cycle of length at least min{|G|; 2m=(k + 1)}.
The main purpose of this paper is to generalize Theorem 2 in the same way as
Theorem 1 is generalized to Theorem 3.
An essential independent set is an independent set which has a pair of vertices that
are distance two apart. For S ⊂ V (G) with S 
= ∅, let (S)=max{dG(x)|x∈ S}. The
notation of an essential independent set was :rst introduced by Chen et al. in [3]. In
this paper, we prove the following theorem.
Theorem 4. Let k¿ 2 and let G be a k-connected graph. Suppose that (S)¿d for
every essential independent set S of order k. Then G has a cycle of length at least
min{|G|; 2d}.
This result is sharp in the following sense. Let p¿d¿ k and let G=Kd + pK1,
where the plus sign denotes join. Then it is easy to see that G is k-connected and
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(S)¿d for every essential independent set S of order k. On the other hand, the
length of a longest cycle in G is 2d.
Theorem 2 corresponds to the case k =2 in the above theorem. Considering Theo-
rems 3 and 4, the following statement may be tempting as a common generalization.
However, it is false.
False statement. Let k¿ 2 and let G be a k-connected graph. Suppose that (S)¿d
for every essential independent set S of order k +1. Then G has a cycle of length at
least min{|G|; 2d}.
Let d¿k and let G=(Kd−k+1 ∪ kK1) + Kk . Then G is k-connected, and since
every essential independent set S of order k +1 intersects Kd−k+1, we have (S)¿d.
However, the length of a longest cycle in G is d+ k, which is smaller than 2d.
2. Preliminaries
In this section, we give six lemmas. The following lemma is so standard that we
omit its proof.
Lemma 5. Let G be a graph and let C be a longest cycle of G. Suppose that C is
not a hamiltonian cycle of G. Let H be a component of G − V (C).
(1) If v∈NC(H); then v−; v+ 
∈ NC(H).
(2) If u; v∈NC(H); u 
= v; then there exist no (u−; v−)-path and (u+; v+)-path which
are internally vertex disjoint from C. In particular; u−v−; u+v+ 
∈ E(G).
(3) If u; v∈NC(H); u 
= v; then dC(u+) + dC(v+)6 |C|.
By Lemma 5(3), it is easy to see that the following lemma holds.
Lemma 6. Let G be a graph and let C be a longest cycle of G. Suppose that
l(C)¡min{|G|; 2d}. Let H be a component of G − V (C). If dG(x+)¿d
and dG(y+)¿d for distinct x; y∈NC(H); then NG(x+) ∪ NG(y+) 
⊂ V (C).
For a connected graph H and a; b∈V (H), we denote by DH (a; b) the length of a
longest path in H which connects a and b. If a= b; DH (a; b)= 0 by de:nition.
Lemma 7 (Triangle inequality). Let H be a connected graph; and let a; b; c∈V (H).
Then DH (a; b) + DH (b; c)¿DH (a; c).
Proof. Let P1 = x1x2 : : : xs be a longest path in H which connects x1 = a and xs= c,
and P2 =y1y2 : : : yt be a longest path in H which connects y1 = a and yt = b. Let
l=max{i |yi ∈V (P1); 16 i6 t}, and let xl′ =yl. Note that l6 t. Since DH (a; b)¿
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l′− 1+ t− l¿ l′− 1 and DH (b; c)¿ t− l+ s− l′¿ s− l′; DH (a; b)+DH (b; c)¿ s−
1=DH (a; c).
Lemma 8. Let G be a graph; and let C be a longest cycle of G. Suppose that
l(C)¡min{|G|; 2d}. Let H be a component of G − V (C); and let NC(H)=
{v1; : : : ; vt}(t¿ 2) and ui ∈NH (vi) (16 i6 t). Suppose that v1; : : : ; vt are in this order
on C. Then for any 16 i¡ j6 t,
(1) l(C[vi; vj])¿DH (ui; uj) + 2(j − i),
(2) l(C[vj; vi])¿DH (uj; ui) + 2(t − j + i); and
(3) DH (ui; uj)¡d− t.
Proof. Since C is a longest cycle of G; l(C[vl; vl+1])¿DH (ul; ul+1) + 2 for every
i6 l6 j − 1. Hence
l(C[vi; vj]) =
j−1∑
l=i
l(C[vl; vl+1])
¿
j−1∑
l=i
{DH (ul; ul+1) + 2}
=
j−1∑
l=i
DH (ul; ul+1) + 2(j − i)
¿DH (ui; uj) + 2(j − i) (by Lemma 7):
Similarly, it is easy to see that (2) holds.
Suppose that DH (ui0 ; uj0 )¿d − t for some 16 i0¡j06 t. By (1) and (2);
l(C[vi0 ; vj0 ])¿d− t+2(j0− i0) and l(C[vj0 ; vi0 ])¿d− t+2(t− j0 + i0). Then l(C)¿
2d, a contradiction. Hence (3) holds.
In the proof of Lemma 9, we use the following theorem. Note that the following
theorem holds even if G is nonseparable instead of 2-connected.
Theorem A (Hirohata [6]). Let G be a 2-connected graph with maximum degree
(G)¿d; and let x and y be distinct vertices of G. Suppose that max{dG(u);
dG(v)}¿d for every pair of vertices u and v in V (G) − {x; y} with dG(u; v)= 2.
Then x and y are connected by a path of length at least d.
Lemma 9. Let G be a 2-connected graph; and let C be a longest cycle of G. Suppose
that l(C)¡min{|G|; 2d}. Let H be a component of G − V (C). If H is a complete
subgraph of G; then dG(u)¡d for every u∈V (H); otherwise; there exist two vertices
u; v in H with dG(u; v)= 2 such that max{dG(u); dG(v)}¡d.
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Proof. Let NC(H)= {v1; : : : ; vt} (t¿ 2 since G is 2-connected) and let ui ∈NH (vi) (16
i6 t) [the ui’s might not be distinct]. Without loss of generality, we may assume that
v1; : : : ; vt are in this order on C. Since C is a longest cycle of G, l(C)¿ 2t. Hence
we may assume that t ¡d. If H is a complete subgraph of G; dG(u)¡d for every
u∈V (H) by Lemma 8(3). Hence we may assume that H is not a complete subgraph
of G.
Suppose that max{dG(u); dG(v)}¿d for every pair of vertices
u and v in H with dG(u; v)= 2. (∗)
We consider two cases.
Case 1: H is 2-connected.
Since G is 2-connected and |H |¿ 3, there exist two disjoint edges between H and
C. Let ui; uj(16 i¡ j6 t) be the ends of these edges in H . Note that (H)¿d −
t. If dH (w1; w2)= 2 for w1; w2 ∈V (H) − {ui; uj}, then dG(w1; w2)= 2, and by (∗),
max{dH (w1); dH (w2)}¿max{dG(w1); dG(w2)} − t¿d − t. By Theorem A, H has
a path of length at least d−t which connects ui and uj, which implies that DH (ui; uj)¿
d− t. This contradicts Lemma 8(3).
Case 2: H is not 2-connected.
In this case, H has at least two endblocks. For any endblock B of H , let cB be the
cutvertex of H contained in B. Let B′ be an endblock of H other than B.
Claim 1. For every u∈V (B)− {cB}; dG(u)¡d.
Proof. Suppose that dG(u0)¿d for some u0 ∈V (B) − {cB}. Then dB(u0)¿d − t.
Since G is 2-connected, there exist two disjoint edges uivi and ujvj(16 i¡ j6 t)
with ui ∈V (B) − {cB} and uj ∈V (H) − V (B − cB). By Theorem A, B has a path of
length at least d−t which connects ui and cB. Hence DH (ui; uj)¿d−t. This contradicts
Lemma 8(3).
Let
B= {B |B is an endblock of H}:
By (∗) and Claim 1, it is easy to see that the following claim holds.
Claim 2. Let B1; B2 ∈B; B1 
=B2. Then V (B1) ∩ V (B2)= ∅ and NC(B1 − cB1 ) ∩
NC(B2 − cB2 ) = ∅.
Suppose that cB is contained in exactly two blocks B and B′′ of H , where B∈B, and
B′′ is isomorphic to K2 and not an endblock. Let T =B∪ B′′, and let {cT}=V (B′′)−
{cB}. Then we treat T like an endblock of H , and we call T a second endblock of H
with the cutvertex cT .
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Claim 3. For every u∈V (T )− {cT}; dG(u)¡d.
Proof. Suppose that dG(u0)¿d for some u0 ∈V (T ) − {cT}. Then by Claim 1, the
only possibility is u0 = cB. By (∗), Claim 1 and dB(cB)¿d−t−1, it is easy to see that
B− cB is a complete subgraph of G of order at least d− t − 1. Since NC(B− cB) 
= ∅,
there exists an edge uivi with ui ∈V (B) − {cB}. Similarly, there exists an edge ujvj
with uj ∈V (B′)−{cB′}. Without loss of generality, we may assume that 16 i¡ j6 t.
Note that vi 
= vj by Claim 2. By the above observation, B has a path of length at least
d − t − 1 which connects ui and cB. Hence DH (ui; uj)¿d − t + 1. This contradicts
Lemma 8(3).
Let
T= {T |T is a second endblock of H}:
By (∗), Claims 1 and 3, it is easy to see that the following two claims hold.
Claim 4. Let T1; T2 ∈T; T1 
=T2. Then V (T1) ∩ V (T2)= ∅.
Claim 5. Let B∈B and T ∈T with B 
=T − cT . Then V (B) ∩ V (T )= ∅.
We consider a longest path in the block-cutvertex tree of H . We denote this path
by P=B1c1B2c2 : : : cm−1Bm, where B1; : : : ; Bm are the blocks of H and c1; : : : ; cm−1 are
the cutvertices of H . Note that B1; Bm are the endblocks of H . By Claim 2, we have
m¿ 3.
Claim 6. B2 ∼= K2.
Proof. Suppose that B2 
∼= K2, and then |B2|¿ 3. Since P is a longest path in the
block-cutvertex tree of H , every block of H adjacent to B2, which does not contain
c2, must be an endblock. We denote these endblocks by D1; D2; : : : ; Dn(n¿ 1) and the
cutvertex of H contained in Di by bi(16 i6 n). Note that if n¿ 2, V (Di)∩V (Dj)= ∅
for 16 i¡ j6 n by Claim 2. Set
m1 =max{dDi(bi) | 16 i6 n}:
Without loss of generality, we may assume that m1 =dD1 (b1). Since NC(D1 − b1) 
= ∅,
there exists an edge uivi with ui ∈V (D1)−{b1}. Similarly, there exists an edge ujvj with
uj ∈V (Bm) − {cm−1}. Without loss of generality, we may assume that 16 i¡ j6 t.
Note that vi 
= vj by Claim 2.
Let w1 ∈ND1 (b1). Since |B2|¿ 3, take a vertex w2 in NB2 (b1) − {c2}. Since
dG(w1; w2)= 2;max{dG(w1); dG(w2)}¿d by (∗). By Claim 1, we have dG(w2)¿d.
Then dB2 (w2)¿d− t−m1. By Theorem A, B2 has a path of length at least d− t−m1
which connects b1 and c2. Since D1 − b1 is a complete subgraph of G of order at
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least m1; D1 has a path of length at least m1 which connects ui and b1. Hence
DH (ui; uj)¿m1 + (d− t − m1) + 1=d− t + 1:
This contradicts Lemma 8(3).
Note that Claim 6 holds for any longest path in the block-cutvertex tree of H .
Since the number of the endblocks adjacent to B2 at c1 is exactly one by Claim 2,
B1 ∪ B2 is a second endblock of H with the cutvertex c2. Consider B3. Note that B3
is not an endblock of H by Claim 5. Suppose that B3 ∼= K2. It is easy to see that
dG(c2)¿d. We claim that t6d − 2. Suppose that t¿d − 1. Since t ¡d, we have
t=d − 1. Take two distinct vertices ui; uj (16 i¡ j6 t) as in the proof of Claim
1. Then DH (ui; uj)¿ 1=d − t. This contradicts Lemma 8(3), and hence the claim
follows. Since d− 2¿ t¿dC(c2)¿d− 2 by the above claim, we have t=d− 2 and
NC(c2)=NC(H). Since NC(B1 − c1) 
= ∅, let v1 ∈NC(B1 − c1). Since C is a longest
cycle of G; l(C[v1; v2])¿ 4 and l(C[vt ; v1])¿ 4. Then l(C)¿ 8 + 2(t − 2)=2d, a
contradiction. Hence B3 
∼= K2, and then |B3|¿ 3.
We claim that every block adjacent to B3, which does not contain c3, is an endblock
or a second endblock of H . Let D be a block adjacent to B3, which does not contain
c3, and let b be the cutvertex of H contained in both D and B3. Suppose that D is not
an endblock of H . Since P is a longest path in the block-cutvertex tree of H , every
block adjacent to D, which does not contain b, must be an endblock of H . Let D′ be
such an endblock of H , and let b′ be the cutvertex of H contained in D′. Then
D′b′DbB3c3 : : : cm−1Bm
is a longest path in the block-cutvertex tree of H . Hence D ∼= K2 by Claim 6, and D′
is the unique endblock adjacent to D at b′ by Claim 2. Therefore, D′ ∪D is a second
endblock of H with the cutvertex b, and the claim follows.
Let D1; D2; : : : ; Dn (n¿ 1) be the endblocks or the second endblocks of H adjacent
to B3, which do not contain c3. If n¿ 2; V (Di)∩V (Dj)= ∅ for any 16 i¡ j6 n by
Claims 2, 4 and 5. Hence we can derive a contradiction as in the proof of Claim 6,
and the lemma follows.
By Lemma 9, it is easy to see that the following lemma holds.
Lemma 10. Let G be a 2-connected graph and let C be a longest cycle of G.
If l(C)¡min{|G|; 2d}; then every component of G − V (C) has a vertex x with
dG(x)¡d.
3. Proof of Theorem 4
We may assume, in view of Theorem 2, that k¿ 3. Let C be a longest cycle of G.
Suppose that l(C)¡min{|G|; 2d}. Let R=G−V (C), and let H be a component of R.
Let NC(H)= {v1; : : : ; vt} (t¿ k since G is k-connected, and we consider vt+1 = v1) and
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let ui ∈NH (vi) (16 i6 t) [the ui’s might not be distinct]. Without loss of generality,
we may assume that v1; : : : ; vt are in this order on C.
Lemma 11. If dG(u; u′)= 2 for u; u′ ∈V (R); max{dG(u); dG(u′)}¿d.
Proof. Suppose that max{dG(u0); dG(u′0)}¡d for some pair of vertices u0; u′0 ∈V (R)
with dG(u0; u′0)= 2. We consider two cases.
Case 1: The vertices u0 and u′0 are contained in a common component of R.
Let H1 be the component of R that contains u0 and u′0. Let NC(H1)= {x1; : : : ; xs}
(s¿ k since G is k-connected). Without loss of generality, we may assume that
x1; : : : ; xs are in this order on C. Set
X = {x+1 ; x+2 ; : : : ; x+k };
Y = {x+i |dG(x+i )¿d; 16 i6 k};
Z = {x+i |dG(x+i )¡d; 16 i6 k}:
We claim that |Y |¿ 3. Assume that |Y |6 2. Then |Z |= |X | − |Y |¿ |X | − 2= k − 2,
and let Z ′ ⊂ Z with |Z ′|= k − 2. Let S = {u0; u′0} ∪ Z ′. Then |S|= k. By Lemma
5(1) and (2), S is an essential independent set of order k with (S)¡d. This is
a contradiction, and the claim follows. By Lemma 6, at most one element v0 ∈Y
satis:es NG(v0) ⊂ V (C). Therefore, we can take Y ′ ⊂ Y so that |Y ′|= |Y | − 2 and
NG(v) 
⊂ V (C) for each v∈Y ′. Then for each v∈Y ′, there exists a component Hv
of R with NHv(v) 
= ∅. By Lemma 5(2), Hv 
=Hv′ if v 
= v′ (v; v′ ∈Y ′). Furthermore, by
Lemma 5(1), Hv 
=H1 for each v∈Y ′. By Lemma 10, each Hv has a vertex wv with
dG(wv)¡d. Let S ′= {u0; u′0} ∪ {wv|v∈Y ′} ∪ Z . Then S ′ is an essential independent
set of order k with (S)¡d. This is a contradiction.
Case 2: The vertices u0 and u′0 are contained in the diKerent components of R.
Let H1; H2 be the diKerent components of R such that u0 ∈V (H1) and u′0 ∈V (H2).
Let NC(H1)= {x1; : : : ; xs}(s¿ k). Without loss of generality, we may assume that
x1; : : : ; xs are in this order on C. Let X ′= {x+1 ; : : : ; x+k }. If NH2 (x+i )= ∅ for every
16 i6 k, we can derive a contradiction as in the proof of Case 1. Hence we may
assume that NH2 (x
+
i0 ) 
= ∅ for some 16 i06 k. Then note that NH2 (x+i )= ∅ for every
i∈{1; 2; : : : ; k}−{i0} by Lemma 5(2). By considering X ′′=X ′−{x+i0 }, we can derive
a contradiction as in the proof of Case 1.
By Lemmas 9 and 11, the following lemma holds.
Lemma 12. H is a complete subgraph of G with dG(u)¡d for every u∈V (H).
By Lemmas 11 and 12, it is easy to see that the following lemma holds.
Lemma 13. Let H1; H2 be two distinct components of R. Then NC(H1)∩NC(H2)= ∅.
Lemma 14. For every 16 i6 t; dG(v+i )¿d.
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Proof. Suppose that dG(v+i0 )¡d for some 16 i06 t. By Lemma 12, dG(ui0 )¡d and
since ui0v
+
i0 
∈ E(G) by Lemma 5(1), dG(ui0 ; v+i0 ) = 2. Then we can derive a contradiction
as in the proof of Lemma 11.
Lemma 15. For every 16 i6 t; l(C[vi; vi+1])¿DH (ui; ui+1) + 3.
Proof. Since C is a longest cycle of G; l(C[vi; vi+1])¿DH (ui; ui+1) + 2 for every
16 i6 t. Suppose that l(C[vi0 ; vi0+1])=DH (ui0 ; ui0+1) + 2 for some 16 i06 t. Let
C′=C[vi0+1; vi0 ] ·vi0ui0 ·ui0Hui0+1 ·ui0+1vi0+1, and let H ′ be the component of G−V (C′)
that contains C[v+i0 ; v
−
i0+1]. Note that l(C
′)= l(C). By Lemma 12, dG(u)¡d for every
u∈V (H ′). However, by Lemma 14, dG(v+i0 )¿d. This is a contradiction.
Lemma 16. For any 16 i¡ j6 t; dC(v+i ) + dC(v
+
j )6 |C| − 1.
Proof. Since G is k-connected (k¿ 3), there exists a vertex vl with vl ∈NC−{vi ;vj}(H).
By symmetry, we may assume that vl ∈C(vj; vi). Set
X = {u− | u∈NC[v+i ;vj](v+i )};
Y = {u+ | u∈NC[v+j ;vi](v+i )};
Z = {u | u∈NC(v+j )}:
Clearly, X ∩Y = {v+i }. Since C is a longest cycle of G, it is easy to see that X ∩Z = ∅
and Y ∩ Z = ∅. Note that l(C[vl; vi])¿ 3 by Lemma 15. We claim that v+2l 
∈ Y ∪ Z .
Since v+l 
∈ NC(v+i ) by Lemma 5(2), v+2l 
∈ Y . Suppose that v+2l ∈Z . Consider the cycle
C′=C[v+j ; vl] · vlul · ulHuj · ujvj · C−[vj; v+2l ] · v+2l v+j :
Then l(C′)¿ l(C). Since l(C′)6 l(C), l(C′)= l(C). Let H ′ be the component of
G−V (C′) that contains v+l . By Lemma 12, dG(u)¡d for every u∈V (H ′). However,
by Lemma 14, dG(v+l )¿d. This is a contradiction, and the claim follows. Since v
+
j 
∈
X ∪ Y ∪ Z ,
|C|¿ |X ∪ Y ∪ Z |+ |{v+j ; v+2l }|
= dC(v+i ) + dC(v
+
j ) + 1:
Lemma 17. Let H ′ be a component of R of order at least two; and let {x1; x2; x3} ⊆
NC(H ′). Suppose that x1; x2 and x3 are in this order on C; and for every pair of
vertices x; x′ ∈{x1; x2; x3}; there exist two distinct vertices a; a′ such that a∈NH ′(x)
and a′ ∈NH ′(x′). Then dC(x+1 ) + dC(x+2 ) + dC(x+3 )6 |C|+ 3.
Proof. Set
X1 = {u− | u∈NC[x+1 ;x2](x+1 )};
Y1 = {u+ | u∈NC[x+1 ;x2](x+2 )};
Z1 = {u | u∈NC[x+1 ;x2](x+3 )}:
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Let ai ∈NH ′(xi) (i=1; 2). By the assumption of the lemma, we may assume that
a1 
= a2. Suppose that X1 ∩ Y1 
= ∅. Then since l(a1H ′a2)¿ 1, we can easily :nd a
cycle in G longer than C, a contradiction. Hence X1 ∩ Y1 = ∅. Since C is a longest
cycle of G, it is easy to see that X1∩Z1 = ∅ and Y1∩Z1 = ∅. By the above observations,
|C[x+1 ; x2]|¿ |X1 ∪ (Y1 − {x+2 }) ∪ Z1|
= |X1|+ |Y1|+ |Z1| − 1: (1)
Similarly,
|C[x+2 ; x3]|¿ |X2 ∪ (Y2 − {x2}) ∪ Z2|
= |X2|+ |Y2|+ |Z2| − 1 (2)
and
|C[x+3 ; x1]|¿ |X3 ∪ Y3 ∪ Z3|+ |{x+3 }|
= |X3|+ |Y3|+ |Z3|+ 1; (3)
where
X2 = {u− | u∈NC[x+2 ;x3](x+1 )};
Y2 = {u−2 | u∈NC[x+2 ;x3](x+2 )};
Z2 = {u | u∈NC[x+2 ;x3](x+3 )}
and
X3 = {u+2 | u∈NC[x+3 ;x−21 ](x
+
1 )};
Y3 = {u+ | u∈NC[x+3 ;x−1 ](x
+
2 )};
Z3 = {u | u∈NC[x+3 ;x1](x+3 )}:
Then
∑3
i=1 |Xi|= |NC(x+1 )−{x−1 ; x1}|;
∑3
i=1 |Yi|= |NC(x+2 )−{x1}| and
∑3
i=1 |Zi|=
|NC(x+3 )|. Note that since C is a longest cycle of G, if x−1 ∈NC(x+1 ); x1 
∈ NC(x+2 ). By
(1)–(3),
|C|¿
3∑
i=1
|Xi|+
3∑
i=1
|Yi|+
3∑
i=1
|Zi| − 1
= |NC(x+1 )− {x−1 ; x1}|+ |NC(x+2 )− {x1}|+ |NC(x+3 )| − 1
¿ |NC(x+1 )|+ |NC(x+2 )|+ |NC(x+3 )| − 3
= dC(x+1 ) + dC(x
+
2 ) + dC(x
+
3 )− 3:
Choose H and the numbering of the vertices of NC(H) so as to maximize l(C[vt ; v1]),
and let H0 be such a component of R. Then for every component H ′(
=H0) of
R; NC(vt ;v1)(H
′) 
= ∅.
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Lemma 18. d¿ 9.
Proof. Suppose that d6 8. It is suLcient to show that l(C)¿ 16. Note that dG(v+i )¿
d (i=1; 2) by Lemma 14. If NR(v+i )= ∅ for every 16 i6 2, by Lemma 16,
|C|¿ dC(v+1 ) + dC(v+2 ) + 1
¿ 2d+ 1:
This is a contradiction. Hence we may assume that NR(v+1 ) 
= ∅ or NR(v+2 ) 
= ∅. Suppose
that NR(v+1 ) 
= ∅. Let H1 be the component of R with NH1 (v+1 ) 
= ∅, and let a∈NH1 (v+1 ).
Then H1 
=H0 by Lemma 5(1). By the choice of H0, there exists a vertex z with
z ∈NC(vt ;v1)(H1). Choose z so as to minimize l(C[z; v1]). Let b∈NH1 (z). Since G is
k-connected (k¿ 3), there exists an edge cw with c∈V (H1) and w∈V (C)− {v+1 ; z}.
Note that w 
∈ NC(H0) by Lemma 13.
Assume that w∈C(v+1 ; v2). By Lemma 15,
l(C[v+1 ; w])¿ 3 and l(C[v2; vt])¿ 3: (4)
Consider the cycle
C[v+1 ; vt] · vtut · utH0u1 · u1v1 · C−[v1; z] · zb · bH1a · av+1 :
Then by the same arguments as in the proof of Lemma 15, we can show
l(C[v1; v+1 ]) + l(C[vt ; z])¿ 5: (5)
Consider the cycle
C[v1; w] · wc · cH1b · bz · C−[z; v2] · v2u2 · u2H0u1 · u1v1:
Then
l(C[w; v2]) + l(C[z; v1])¿ 5: (6)
By (4)–(6), l(C)¿ 16.
If w∈C(v2; vt) or w∈C(vt ; z), we can prove l(C)¿ 16 by the same arguments as
above.
If NR(v+2 ) 
= ∅, we can prove l(C)¿ 16 as in the case NR(v+1 ) 
= ∅.
Let n be the number of components of order at least (d− 2)=3. For a component H
of R, if |H |¿ (d− 2)=3, note that |H |¿ 3 by Lemma 18. We consider three cases.
Case 1: n=0.
Suppose that dC(v+i )¿d− 1 for every 16 i6 3. Then by Lemma 16,
|C|¿ dC(v+1 ) + dC(v+2 ) + 1¿ 2d− 1;
|C|¿ dC(v+1 ) + dC(v+3 ) + 1¿ 2d− 1:
Since |C|6 2d− 1 by the assumption, we have |C|=2d− 1 and therefore, dC(v+i )=
d − 1 for every 16 i6 3. Since NR(v+2 ) 
= ∅, let H2 be the component of R with
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NH2 (v
+
2 ) 
= ∅. Then H2 
=H0 by Lemma 5(1). By the choice of H0; NC(vt ;v1)(H2) 
= ∅,
say w∈NC(vt ;v1)(H2). Let a2 ∈NH2 (v+2 ) and b2 ∈NH2 (w). Let
M = {u+ | u∈NC[v+3 ;v1](v+1 )}:
If {w−; w} * M ∪ NC(v+i0 ) for some 26 i06 3, by careful reading of the proof of
Lemma 16, |C|¿dC(v+1 ) + dC(v+i0 ) + 2=2d, a contradiction. Hence we may assume
that {w−; w} ⊆ M ∪ NC(v+i ) for every 26 i6 3. First, suppose that w− ∈M . Then
v+1 w
−2 ∈E(G), and
v1u1 · u1H0u2 · u2v2 · C−[v2; v+1 ] · v+1 w−2 · C−[w−2; v+2 ] · v+2 a2 a2H2b2 · b2w · C[w; v1]
is a cycle in G longer than C, a contradiction. Hence w− ∈NC(v+i ) (i=2; 3). Next,
suppose that w∈M . Then v+1 w− ∈E(G), and similarly, we can :nd a cycle in G longer
than C, a contradiction. Hence w∈NC(v+i ) (i=2; 3). Then
v2u2 · u2H0u3 · u3v3 · C−[v3; v+2 ] · v+2 w− · C−[w−; v+3 ] · v+3 w · C[w; v2]
is a cycle in G longer than C, a contradiction. Hence dC(v+i0 )¡d − 1 for some
16 i06 3, and then dR(v+i0 )¿ 2. Let Hi0 be the component of R with NHi0 (v
+
i0 ) 
= ∅.
Then |NHi0 (v+i0 )|¿ 2 by Lemma 13. Since G is k-connected (k¿ 3), there exist two dis-
tinct vertices w1; w2 ∈V (C)−{v+i0 } such that a∈NHi0 (w1) and a′ ∈NHi0 (w2) with a 
= a′.
Then dG(v)¿d for every v∈{v+2i0 ; w+1 ; w+2 } by Lemma 14. By n=0 and Lemma 13,
dR(v)¡ (d− 2)=3 for every v∈{v+2i0 ; w+1 ; w+2 }. Then dC(v)¿d− dR(v)¿ (2d+ 2)=3,
which implies that dC(v)¿ (2d + 3)=3. Since |NHi0 (v+i0 )|¿ 2, for every pair of ver-
tices z; z′ ∈{v+i0 ; w1; w2}, there exist two distinct vertices b; b′ such that b∈NHi0 (z) and
b′ ∈NHi0 (z′). Hence by Lemma 17,
|C|¿ dC(v+2i0 ) + dC(w+1 ) + dC(w+2 )− 3
¿ 3× 2d+ 3
3
− 3
= 2d:
This is a contradiction.
Case 2: n=1.
Let H ′ be the component of R of order at least (d− 2)=3. Since G is k-connected
(k¿ 3) and |H ′|¿ 3, there exist three disjoint edges between H ′ and C. Let u; v and w
be the ends of these edges on C. By n=1 and |H ′|¿ (d− 2)=3; dR(z+)¡ (d− 2)=3
for every z ∈{u; v; w}, and therefore, dC(z+)¿ (2d + 3)=3. Then we can derive a
contradiction by Lemma 17.
Case 3: n¿ 2.
We use H ′ as in Case 2. Since G is k-connected (k¿ 3) and |H ′|¿ 3, there ex-
ist three disjoint edges between H ′ and C, and we denote these edges by xiyi with
xi ∈V (H ′) and yi ∈V (C) (16 i6 3). Without loss of generality, we may assume that
y1; y2 and y3 are in this order on C. Choose H ′ and three disjoint edges so as to
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maximize l(C[y3; y1]). If dC(y+i )¿ (2d + 3)=3 for every 16 i6 3, then we can de-
rive a contradiction by Lemma 17. Hence we may assume that dC(y+i0 )¡ (2d + 3)=3
for some 16 i06 3. Then dR(y+i0 )¿ (d − 2)=3. Let Hi0 be the component of R with
NHi0 (y
+
i0 ) 
= ∅, and let ai0 ∈NHi0 (y+i0 ). Then Hi0 
=H ′ and |Hi0 |¿ (d − 2)=3. Since G
is k-connected (k¿ 3) and |Hi0 |¿ 3, there exist two disjoint edges z1bi0 ; z2ci0 with
z1; z2 ∈V (C)− {y+i0 } and bi0 ; ci0 ∈V (Hi0 ). Without loss of generality, we may assume
that z1 and z2 are in this order on C. Assume that l(C[y1; z1])¡l(C[y1; z2]). Since
|NHi0 (y+i0 )|¿ 3, we may assume that ai0 
∈ {bi0 ; ci0}. Note that z1; z2 
∈ NC(H ′) by
Lemma 13. We consider three cases.
Subcase 3.1: i0 = 1.
Since |H1|¿ (d − 2)=3, by the choice of H ′, we may assume that z2 ∈C(y3; y1).
Since H ′ (resp. H1) is a complete subgraph of G of order at least (d−2)=3 by Lemma
12, for every pair of vertices x; x′ ∈{x1; x2; x3} (resp. a; a′ ∈{a1; b1; c1}), there exists a
path of length at least (d− 2)=3− 1 in H ′ (resp. H1) which connects x (resp. a) and
x′ (resp. a′).
Suppose that z1 ∈C(y+1 ; y2). By Lemma 15,
l(C[y+1 ; z1])¿
d− 2
3
+ 2 and l(C[y2; y3])¿
d− 2
3
+ 2: (7)
Consider the cycle
y1x1 · x1H ′x3 · x3y3 · C−[y3; y+1 ] · y+1 a1 · a1H1c1 · c1z2 · C[z2; y1]:
Then
l(C[y1; y+1 ]) + l(C[y3; z2])¿ 2
(
d− 2
3
+ 1
)
: (8)
Consider the cycle
y1x1 · x1H ′x2 · x2y2 · C[y2; z2] · z2c1 · c1H1b1 · b1z1 · C−[z1; y1]:
Then
l(C[z1; y2]) + l(C[z2; y1])¿ 2
(
d− 2
3
+ 1
)
: (9)
By (7)–(9), l(C)¿ 2d+ 4, a contradiction.
If z1 ∈C(y2; y3) or z1 ∈C(y3; z2), we can derive a contradiction by the same argu-
ments as above.
Subcase 3.2: i0 = 2.
In this case, we can derive a contradiction as in Subcase 3:1.
Subcase 3.3: i0 = 3.
Since |H3|¿ (d − 2)=3, by the choice of H ′, we may assume that z2 ∈C(y+3 ; y1).
If z1 ∈C(y1; y2) or z1 ∈C(y2; y3), we can derive a contradiction as in Subcase 3:1.
Hence we may assume that z1 ∈C(y+3 ; z2).
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We claim that
⋃
j=1;2 NC[y+3 ; z2)(y
+
j )= ∅. Suppose that
⋃
j=1;2 NC[y+3 ; z2)(y
+
j ) 
= ∅, say
v∈⋃j=1;2 NC[y+3 ; z2)(y+j ). Note that v 
=y+3 by Lemma 5(2). Choose v so as to minimize
l(C[v; z2]). If v∈NC[y+3 ; z2)(y+1 ), consider the cycle
y1x1 · x1H ′x3 · x3y3 · C−[y3; y+1 ] · y+1 v · C−[v; y+3 ] · y+3 a3 · a3H3c3 · c3z2 · C[z2; y1]:
Then |C(v; z2)|¿ 2(d − 2)=3. If v∈NC[y+3 ; z2)(y+2 ), similarly, we have |C(v; z2)|¿
2(d− 2)=3. Hence for both cases, we have
|C(v; z2)|¿ 2(d− 2)3 : (10)
Set
X = {u− | u∈NC[y+1 ;y2](y+1 )};
Y = {u+ | u∈NC[y+2 ;y1](y+1 )};
Z = {u | u∈NC(y+2 )}:
Then X ∩ Y = {y+1 }; X ∩ Z = ∅; Y ∩ Z = ∅ and y+2 
∈ X ∪ Y ∪ Z . We may assume that
dC(y+i )¿ (2d+ 3)=3 for every 16 i6 2 by Subcases 3:1 and 3:2. Then
|V (C)− C(v; z2)|¿ |X ∪ (Y − {v+}) ∪ Z |+ |{y+2 }|
= |NC(y+1 )− {v}| − |{y+1 }|+ |NC(y+2 )|+ 1
¿ |NC(y+1 )|+ |NC(y+2 )| − 1
¿
2(2d+ 3)
3
− 1: (11)
By (10) and (11), |C|¿ (6d− 1)=3, a contradiction. Hence the claim follows.
Since |C(y+3 ; z1)|¿ (d− 2)=3 + 1 and |C(z1; z2)|¿ (d− 2)=3 + 1,
|C(y+3 ; z2)|¿
2(d− 2)
3
+ 3: (12)
We use X; Y and Z as above. Then
|V (C)− C(y+3 ; z2)|¿ |X ∪ Y ∪ Z |+ |{y+2 }|
= |NC(y+1 )|+ |NC(y+2 )|
¿
2(2d+ 3)
3
: (13)
By (12) and (13), |C|¿ (6d + 11)=3¿ 2d, a contradiction, and the theorem
follows.
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