Abstract
Introduction
The various scientific computing applications always demand a lot of resources to accomplish from hardware to software, which lead to resource-intensive modes. Meanwhile, the sophisticated characters of the problems also indicate uncertain time of periods for doing their tasks, with great quantity of which to be the long term repeatable computing tasks. An ordinary easy way to perform these applications would be simply writing programs to control the process and related parameter files, with the existing hardware and software resources under the normal desktop or laptop computing environments. The users or designers could not do any further stuff but wait for the termination, with the response time acquired through experience [1] [2] [3] . After the high performance computing technologies having been worked up such as parallel computing, cluster computing and grid computing, the implementation time for the resource-intensive scientific computing applications may be reduced due to high performances. But still, what not having been changed so far is that the time of executions for these applications could not be given reasonably, and the resources scheduled are always dependent on the experience of the users too [4, 5] .
With cloud computing, the computing resources could be measured by volume consumed for these applications through the virtualization techniques and methods from different implementation levels. There are a wide variety of generic or dedicated cloud platforms for dealing with the real scientific computing problems privately or publicly based on the open source cloud platforms, aiming to address these issues much more efficiently and easily. However, the strategies on instructing the customers about how to manipulate the computing resources that the applications relied on and how to obtain the trustful response time of them have not been widely discussed [6] .
In this paper, we have proposed a Kriging based forecasting and scheduling system for the resource-intensive scientific computing cloud applications: 1) To analyze the applications in a rational mode, the design variables have to be found out specifically from two aspects including scientific designers and cloud designers; 2) Kriging surrogate model is built upon the design variables and their responses (response time) and reasonably answers of responses would be given by this approximate model using the predictor function in Kriging for all kinds of resource arrangements; 3) If the cost (always charged based on the resources consumed in clouds) limits have been set up, the optimal solutions would be received with necessary calculations made by the optimization algorithm ( SQP) so as to tell whether or not scheduling exists and what will it be if the answer is positive. 4) And to test and verify the system, an OpenStack driven cloud platform with two real computing applications have been framed, with data gained showing that effective and valid for these kinds of applications.
The rest of this article is organized as: 2. Related work discusses some background theories and knowledge corresponding to cloud computing and resource-intensive scientific computing applications according to the literature; 3. Research background makes some analysis for the methods and algorithms applied in this paper; 4. System design detailed investigates the ideas and implementation of the system, along with the platform constructed for testing; 5. Testing cases are the two applications performed as for verifying the methods and system proposed; 6. Conclusion gives a summary for this paper.
Related work
During the past decade, the cloud theories and technologies have been developed rapidly: both the techniques to build practical public and private cloud platforms and the algorithms suitable for cloud based scheduling have got great achievements in this area. This section discusses the current research status about the cloud computing and task scheduling methods applied for them; meanwhile the application-level analysis for the resource-intensive scientific computing applications and the methods for their scheduling have also been discussed.
Cloud Computing and Task Scheduling
Cloud computing is a novel outcome of business ideas based on traditional computer science theories and technologies such as parallel computing, cluster computing, grid computing, distributed computing, utility computing, virtualization, load balance, etc. [7] . Designers have made achievements through different virtualization levels while offering the cloud services for the various needs: infrastructure as a service (IaaS), platform as a service (PaaS) and software as a service (SaaS), and so on. The services established on the high performance hardware deployed in datacenters automatically manage the resources, transform them into the forms for what the customers requested and recycle them when they are no longer needed [8, 9] . Platforms e.g. Amazon EC2, Google App Engine, Microsoft Azure are some worldwide famous commercial clouds founded by the big IT crocodiles, which could be utilized for developing applications such as net disk applications, mail service applications, web-based applications, standard Windows-based applications and so on [10] ; moreover, the open source cloud platforms e.g. Eucalyptus, CloudStack, OpenStack, and the cloud computing tools e.g. HTCondor, CloudSim, Gridsim are getting more and more attentions due to the ever-growing participators including IT companies, cloud service vendors, engineering researchers etc. [11] [12] [13] .
The task scheduling problem is one of the resource scheduling problems in cloud computing. The task scheduling algorithms are responsible for mapping the cloud tasks defined by users onto the virtual machines (VMs) currently available in the cloud datacenter normally based on a matrix called estimated time of completion (ETC). The length and width of the ETC matrix stand for the number of cloud tasks and the VM numbers respectively; and each value devotes to the estimated time of the task to be scheduled on the corresponding VM for completion based upon the resources requested by the task and owned by the VM, such as CPU performance, memory space, input & output data file sizes [14, 15] . The objectives for the scheduling include response time, load, service price, etc.
The task scheduling problem in cloud computing can be also regarded as an optimization issue with its own characteristics: the design variables are discrete and bounded, the objective function is the maximum/minimum value of the response time, load, price and so on; the constrains may be defined as the relevant sequence of the tasks if some are relied on the others (a directed acyclic graph) [16] . The algorithm such as: FCFS, Min-min and Round-robin are the earliest ones to address this problem originated from the resource scheduling algorithms investigated in operating systems [16, 17] ; Huang proposes a CASA algorithm with one meta scheduler on each node [18] ; Lee discusses a novel model for calculation the earning contains both the cloud services and the other services [19] ; Garg defines a multi-datacenter scheduling algorithm based on carbon/energy with the purpose of obtaining the minimum carbon emissions and the maximum economic profits [20] .
Meanwhile, the heuristic optimization algorithms such as genetic algorithm (GA), particle swarm optimization (PSO), ant colony optimization (ACO) are also introduced into the task scheduling problem in the recent cloud designs. For example, Mezmaz investigates a GA based mixed scheduling algorithm for achieving the minimum energy cost and the minimum response time [21] ; Li presents a load balancing ant colony optimization (LBACO) algorithm to balance the entire system load while trying to minimizing the response time of a given tasks set [22] ; Pandey puts forward a PSO based heuristic to schedule applications to cloud resources that takes into account both the computation cost and the data transmission cost [23] .
Application-Level and Resource-Intensive Scheduling Methods
It is a tough errand to dynamically schedule the resources possessed by applications as one should grasp the diversification of these applications according to the resources as clear as possible. Based on this purpose, Berman proposes an application-centric scheduling which is used by virtually all meta-computer programmers to achieve performance on meta-computing systems [24] ; Li presents a portable middleware layer component designed for implementation over POSIX-compliant operating system for deal with the real-time scheduling [25] ; Toporkov develops a combination of job-flow and application-level techniques of scheduling within virtual organizations within a grid computing environment [26] ; Zhu introduces a scheduling optimization for a Web server cluster with a master/slave architecture which separates static and dynamic content processing [27] ; Aziz investigates a framework for resource allocation and task scheduling, management architecture for resource services (MARS), which efficiently
Research Background
The research proposed in this article is based on several widely accepted notations and theories, including the optimization algorithm SQP, the surrogate model tool Kriging and the open source cloud platform OpenStack.
Sequential Quadratic Programming
Consider a nonlinear programming problem with the form as described below [30] :
The Lagrangian form for this problem is:
in which  and  are the Lagrange multipliers. At an iterate k x , a basic sequential quadratic programming algorithm defines an appropriate search direction 
Note that the term () k fx in the expression above may be left out for the minimization problem, since it is constant. SQP is a historic gradient-based optimization algorithm, which has still being proved to be effective in many engineering computing applications. Matlab software has an optimization toolbox which consists of many different optimization algorithms including SQP, normally could be called from the function named "fmincon" [32] . One should provide the lower and upper boundaries of the design variables, along with the objective function and the constrain function to be optimized, and the optimal solution would be achieved after a certain number of computing iterations shortly.
Kriging Surrogate Model
The Kriging surrogate model has been widely accepted by engineering researchers because this method could predict a "surrogate" mathematical function between samples and their responses which could be used for optimizations. With samples , Kriging model can be established as [33, 34] :
it contains two parts: regression part and random part. Coefficient  is the regression ratio. Deterministic drift () fx, providing the global approximation of simulation in the design domain, is often described as a polynomial of
x .
There is an open-source Kriging surrogate model toolbox written in Matlab script called DACE with generic regression models and correlation functions which are relied by Kriging [34, 35] . Normally, researchers only need to provide the necessary guesses on  , the correlation function parameters along with the design variables and their responses to use the toolbox for Kriging model construction. With the surrogate function ˆ() yx obtained, optimization can be processed using standard gradient-based optimization algorithms e.g., SQP.
Openstack Open-Source IaaS
OpenStack IaaS is an open source cloud platform which could control large number of pools of computing, storage, and networking resources throughout a datacenter. Founded by Rackspace Hosting and NASA, OpenStack has grown to be a scalable open-source cloud operating system. The latest version of OpenStack is Icehouse [36, 37] .
A standard OpenStack platform should include compute, networking, storage, identity and image services, which could normally implemented by nova, quantum, cinder, keystone and glance modules. Keystone and glance are shared services. Messages are passed around by using Rabbit MQ software. OpenStack has also provided powerful RESTful accessing and programming interfaces that could be used for managing low level physical resources and building user customized cloud platforms, in order to provide infrastructure, platform and software services themselves, as shown in Figure 1 [38, 39] . 
System Design
As to grasp the operating characteristics of the resource-intensive scientific computing cloud applications from a rational way instead of ad-hoc, we have set up a Kriging surrogate model based system for the analysis and forecasting. The design variables must be selected before a Kriging model could be acquired. When there are resource quantitative restrictions, a SQP optimization process would give the optimal solutions according to the surrogate model.
Design Variables
No matter what kinds of the applications, the computing resources are the indispensable stuff they must be relied on for fulfilling their specific tasks from hardware to software. To a given application, the software will be decided and installed on specific virtual machine images and the hardware resources are scheduled by the cloud platform for running and recycled after the termination. Cost of the cloud tasks is mainly valued by whatever resources have been consumed, usually a linear expression of the hardware (software could be an additional constant cost, sometimes). To the important scheduling objective know as response time (the duration from the submission to the termination of the task), we use Eq. (5) 
k is the type of the computing resources needed by the application (only hardware related is considered in this article), j w is the weight of resource type j and j R is defined as the resource amount scheduled to the given task.
Application-Based "Sampling"
Sampling is generally known as the procedure to generate samples in applications for analysis, which is especially significant for doing the all kinds of engineering optimization problems. With samples given as input data, the statistical data (which is usually called as "response" in optimization fields) will be calculated by standard software and programs. The quotation mark means the samples mentioned in this paper are not actually generated using sampling algorithms but collected from the applications' historical running statistical data. More specifically, every single application instance would be recorded and logged carefully, the main factors interested in this article include all of the values of design variables and the scheduling objectives. The samples group is surely the values of the design variables, and the responses group is covered both the response time and the cost.
Kriging Surrogate Model Creation
Apparently, the exact formula f standing for in Eq. (5) is unable to easily achieved, so we decided to build a surrogate relationship instead, as described in Eq. (7). 
where a Kriging surrogate model is worked up on the samples and their responses (response time specifically, and cost will be obtained from the linear expression Eq.(6) easily). In this paper, we use the DACE toolbox for getting a Kriging model. And the response (response time) for a new sample (design variables) would be forecasting from this Kriging model easily with the predictor function in the DACE toolbox, as could be expressed as ˆ( ) f x t  % . Beware that t % is only the predicted response time based on the model, which could further be one part of the samples and responses after the task is computed over.
A surrogate model is never going to be the genuine function, expect for approaching it gradually with samples growing. As to our experience, samples must be at least 5 times as the dimension of the design variables as to build an acceptable surrogate Kriging model.
Scheduling Optimization with Cost Limits
When the cost limits are set by whoever the end users or the cloud owner, the scheduling problem becomes an optimization issue with constrains to be met. Basically,
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where C and XD are the maximum cost allowed for this task and the values of the scientific designer related design variables. We use the SQP optimization algorithm to cipher this constrained optimization problem and finally get the values of the cloud designer related design variables XR, which is the trustful optimal scheduling solution based on the Kriging surrogate model constructed.
Virtual Computing Machine Image and Virtual Computing Application
To be able to present a generic scientific computing cloud platform, we have developed two key modules： virtual computing machine image (VCMI) and virtual computing application (VCA) based on OpenStack platform, as shown in Figure 2 and Figure 3 .
Figure 2. VCMI
A VCMI is an image (in our platform, KVM virtual machine image) created for general scientific computing applications: the computing package consists of the software needed for the computing and the software for building up the computing environment (MPICH2 software for parallel computing, Condor software for grid computing etc.); the sampling package collects the values of all samples and their responses through the computing logs of tasks, only activated on the head host; the data pool is the local place of storage for the tasks' parameter files, main programs and work directories, which is invisible to the users; and the machine resident program (MRP) is the gate of the host (running image) for communication with the cloud backend or the other running hosts. The image is generated on standard operating system, Windows 7 Professional, CentOS 64 bit, and so on. A VCA is a logic module what we created for modeling generic scientific computing applications: the data pool saves the data submitted by the users and also the results of terminated tasks; the DACE includes the Kriging surrogate program and the data of the samples and responses passed by the backend application middleware, providing the forecasting function called by the forecasting system and the scheduling function called by the scheduling system with the help of standard optimization algorithm; the backend application middleware is the interface for the cloud backend packages and the computing pool; a computing pool which formed with a few running hosts is the carrier for all of the computing tasks, which is also called Domain in our platform; the first set up host in a domain will be assigned for being the head host with the
Platform Mechanism
The mechanism of the testing platform can be described using the following chart Figure4, with activities marked in rectangles grouped by different initiators. Some necessary explanations are listed as:
1) User prepares all the parameter files ready belonging to the task which need to run for a specific application, along with the values of the design variables D x which he would be aware of;
2) User makes a request for setting up a computing pool (domain) for tasks, the scheduling option for the cloud resources will be either defined manually (short as manual in the following) or computed automatically (short as automatic in the following), and the cost maximum amount should also be provided if the latter one is chosen;
3) Cloud backend will do the optimization calculation in Section 4.4, the optimal scheduling of the resource combination is achieved when automatic is selected; 4) User submits the task to the pool he founded; 5) Cloud backend starts to launch a proper number of VCMIs as running hosts to make up the domain, with total computing resources same as the user claimed to be (manual) or the optimal solution (automatic);
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7) The head host downloads the parameter files from the cloud backend, transfers them to the right computing host; 8) All of the computing hosts do the computing as needed, send the result files to the head host when finished;
9) The head host uploads all the result files to the cloud backend for all the tasks which have been done for computing; 10) User will submit as many as tasks for computing with specific domain options; 11) The head host will log all tasks' status and draw out all the related data as samples and responses, and share them with the cloud backend for usage; 12) User will get the forecasting response time for the tasks he concerned, as predicted by the cloud backend though Kriging surrogate model; 13) Cloud backend will shut down all the hosts and recycle the computing resources when all the tasks have successfully terminated and no more tasks is submitted by the user, after a certain period of time (to wait for further commands or tasks, in this paper, 120s) or a domain "STOP" command has been passed from the user. 
Testing Cases
Two Practical Applications have been worked up on the cloud platform we established, separately named simulation of the formation of a droplet with dissipative particle dynamics and warpage optimization with dynamic injection molding technology. For both applications, the vector of the cloud designer related design variables is defined as [ , ]
, with their limits set to [1, 6] and [3, 12] , respectively. And the International Journal of Grid Distribution Computing Vol. 8, No. 3, (2015) 236 Copyright ⓒ 2015 SERSC weighted parameter j w has been set to 1.0 for all. To be able to build a trustful Kriging model, a few samples are to collected for both of the applications which are randomly generated according to the ranges for all design variables. And to verify the system proposed, 5 tasks are presented for both of the applications to be the test samples. Note that it is the forecasting and scheduling performances we care about in this article other than the final computing results, which have been ignored for detail discussion. The testing data has been carefully sorted out from the tests' computations and described using figures and tables within the following subsections.
Testing Case One
Dissipative particle dynamics (DPD) is one mesoscale simulation method to investigate many physical behavior of fluids, like water, polymer solution etc. This application will be simulating the formation of a droplet by employing the form of potential energy (see Figure 5 ). Some parameters, for instances the time of steps, total number of particles, potential parameters etc., will induce different degrees of the time consumption of this simulation. Table. 1, and the forecasting testing consequences have been shown in Table. 2. The cost limits of this case are defined as 10000, 20000 and 30000 for three sub-tests, with results shown in Tables. 3-5. Figure 6 has picturing the performances of all the tests. c  15900  1  10  2911  32021  10400  6  6  1948  23376  18000  1  4  3589  17945  6400  3  10  1108  14404  2000  6  11  350  5950  16900  1  12  3326  43238  3900  5  9  684  9576  20000  2  3  3747  18735  3500  4  8  608  7296 International 237   8800  6  6  1608  19296  19100  2  3  3877  19385  2800  5  8  494  6422  6500  3  7  846  8460  1200  6  6  216  2592  2500  6  5  465  5115  7100  5  6  1286  14146  19900  4  9  3396  44148  7000  3  7  1284  12840  11000  2  10  1920  23040  3700  3  9 639 7668 Table 3 . Table 4 . Scheduling Tests of Testing Case One--II(MAXC=20000) 
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Figure 6. Forecasting & Scheduling Performances of Test Case One
Basically, the Kriging surrogate model based forecasting is reliable: the predicted objective values are quite close to the real ones, with possibilities larger or smaller compared to them. With cost limits clearly stated, the optimal scheduling options could be given in most of the time and a few exceptions may be occurred when the limits are too strict for the test samples (sub-tests I and II, test sample 1 for example) or the limits are too loose for the test samples (e.g. sub-tests I, II and III, test sample 4).
Testing Case Two
Warpage is an important quality index in injection molding field. This application aims at reducing the warpage of the thin-walled plastic injection molding products (see Figure  7) . EI-based sequential optimization method is employed for this engineering optimization problem. Therefore, the original optimization objective is substituted by the EI function. In order to search the maximum EI value, GA is taken into consideration. with ranges in [2, 20] , [20, 100] and [20, 100] Table. 6. Tables 7-10 respectively shows the forecasting tests, and the three sub-tests (cost limits set to 50000, 100000 and 150000) of the scheduling tests. Meanwhile, Figure 8 gives all of the performances belonging to this testing case. 
Figure 8. Forecasting & Scheduling Performances of Test Case Two
Similarly, the forecasting tests have made uneven performances for all, with not perfectly matches but acceptable predictions based on surrogate model. To this testing case, the first cost limit (50000) seems to be really hard for being met with almost all the testing samples, the latter two larger cost limits are much more better. Even giving a quite large cost limit, the resources may still be impossible for getting larger any more as they are almost the larger boundaries of the resources (sub-test III, testing sample 4), which is a common phenomenon in constrained optimization problems.
Results Analysis and Discussion
As a surrogate model, Kriging may give the predicted conclusion hardly to become the true value, which is why normally uneven deviations existing in the above test cases. however, the Kriging based forecasting strategy is quite useful for the users as there would be no necessary for them to waste the valuable time on checking the status of the tasks with the estimated termination time provided, not to mention the fact that the forecasting will be more and more accurate with tasks accumulated day after day and become the samples for the surrogate model.
As for another key scheduling objective in the cloud platforms, cost or the resources consumed by the cloud tasks have been measured through the virtual types. With testing data shown in the figures and tables, one can tell that the solutions calculated from the optimization algorithm could be trustful. The optimization on the resources to all of the cloud tasks may make a great effort for the customers: they will get their tasks done in proper computing pool (domain) as soon as they could be under the acceptable resource ranges defined, the resources and cost will be spent on the right time and the right place. Besides, this strategy would give an advice on customers when the budget (cost) should be improved or cut from an reasonable surrogate model.
Meanwhile, the Kriging surrogate model based on the samples and the responses is also played an important role for the scientific designers to work out more sufficient applications in the future, which is very meaningful on the application level. The designers will be aware of what kinds of resources the applications mainly rely on and how to use them wisely with the improvements on the programs they have conducted.
The paper has developed a model of
for the design variables to the resource-intensive scientific computing cloud applications, which has been further International Journal of Grid Distribution Computing Vol. 8, No. 3, (2015) 242 Copyright ⓒ 2015 SERSC divided into scientific designer part and cloud designer part. If the forecasting or the optimal scheduling is not accurate as expected, more design variables should be summarized from whichever the part related. For instance, the testing cases only brought out two kinds of resources corresponding to the clouds based on the applications we developed, while in many cases it could be expanded for considering the virtual disks at the same time. Moreover, other optimization algorithms could also be applied instead, not only the gradient-based as shown in this paper. In particular, the exhaustive algorithm may also be extremely effective on cases that small possible ranges defined according to the discrete property of the optimization issue itself.
Conclusion
For the resource-intensive scientific computing applications, a traditional implementation approach will run them in the local PCs or submitted onto standard computer servers to accomplish , and wait for the termination by checking the status of the tasks time after time. Besides the high performance hardware which accelerate the progress of the computing, cloud computing also provides a "pay-as-you-go" kind of services for executing these applications in virtual types. The virtualization for both the resources and the applications makes the resource-intensive scientific computing problems into services that cloud be measured using resource quantities of consumed as the cost for the tasks, with them recycled and rescheduled for the other applications and tasks afterwards. A cloud platform for general scientific computing applications is not hard to establish with the help of the so many open-source cloud infrastructures in nowadays, and the platform developed in this article has built on an OpenStack one.
To help the customers getting the estimated termination time for their submitted tasks, we have proposed a Kriging surrogate model forecasting system between the samples (values of both scientific designer related design variables and cloud designer related design variables) and the responses (termination time for the tasks). Normally, these samples and responses data could be obtained from the historical statistical logs, and more samples could improve the accuracy of the prediction. Meanwhile, as for supporting the customers to choose the proper resource combinations for the computing tasks, we have developed a resource scheduling system based on Kriging surrogate model and a constrained optimization scheduling problem. Through the two testing cases presented, we can see that the forecasting and scheduling system could be trusted for real resourceintensive scientific computing cloud applications. We highly hope that, with the virtualization and cloud techniques getting practical continuously, more and more scientific computing cloud applications will be investigated and the system proposed in this paper could be used more widely in the near future.
