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1. Introduction
In [6], Martin-Löf deﬁned random sequences with respect to a computable probability on inﬁnite binary sequences
 := {0,1}∞. The main purpose of this paper is to investigate random sequences with respect to a conditional probability.
To achieve this, we study random sequences with respect to a computable probability P on the ﬁnite dimensional product
space 2 in the sense of [6].
Let P be a computable probability on X × Y , X = Y = . Let S be the set of ﬁnite binary strings. In order to distinguish
the elements of  from those of S, we use symbols such as x∞,y∞ to denote an element of  and x,y,s,r to denote an
element of S (x∞ should not be confused with the repetition of x). Let PX and PY be the marginal distributions on X
and Y , respectively. Let RP ,RPX , and RPY be the set of random sequences with respect to P,PX , and PY , respectively.
For x ∈ S, let (x) := {xz∞|z∞ ∈ }. Then, set P(x,y) := P((x) × (y)),PX (x) := PX ((x)), and PY (y) := PY ((y)) for x,y ∈ S.
We have P(x,y) = P(x0,y0) + P(x0,y1) + P(x1,y0) + P(x1,y1),PX (x) = PX (x0) + PX (x1), and PY (y) = PY (y0) + PY (y1). Let P(x|y)
:= P(x,y)/PY (y) and P(x|y∞) := limy→y∞ P(x|y) for y∞ ∈  if the right-hand side exists. LetRPy∞ := {x∞|(x∞,y∞) ∈RP}. In Sec-
tion4,weshowthat: (1) ify∞ ∈RPY , thenP(x|y∞)existsandP(·|y∞) is aprobabilitymeasure, (2)y∞ ∈RPY ⇒ P(RPy∞|y∞) = 1,
and y∞ /∈RPY ⇒RPy∞ = ∅, and (3) RPX = ∪y∞∈RPYR
P
y∞ . Let R
P(·|y∞),y∞
be the set of relativized random sequences with
respect to conditional probability if P(·|y∞) is computable relative to y∞. We show that if P(·|y∞) is computable relative to
y∞ ∈RPY , thenRP(·|y∞),y∞ ⊂RPy∞ (Theorem 5.2). Further, we show thatRP(·|y
∞),y∞ =RPy∞ under a stronger assumption of
computability, i.e., uniform computability (Theorem 5.3).
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2. Martin-Löf randomness
First, we brieﬂy review the Martin-Löf theory for computable distributions; for more details, see, for example, [2,3,5,6,
12,14,16]. Let Ac be the complement of a set A. Let N, Q, and R be the set of natural numbers, rational numbers, and real
numbers, respectively. Let |s| be the length of a string s. For s,r ∈ S, sr is the concatenation of s and r. We write s  r if s is a
preﬁx of r. We establish a one-to-one correspondence between S andN as follows: λ ↔ 0,0 ↔ 1,1 ↔ 2,00 ↔ 3,01 ↔ 4, . . .,
where λ is the empty word. Note that (λ) = . For S′ ⊂ S, let
S˜′ := ∪s∈S′(s).
Let B be the Borel-σ -algebra generated by {(x)}x∈S . Let P be a probability measure on (B,). As stated previously,
we write P(x) for P((x)). P is called computable if there is a computable function A : S ×N → Q such that ∀x ∈ S,∀k ∈
N,|P(x) − A(x,k)| < 1/k. A set S′ ⊂ S is called a recursively enumerable (r.e.) set if there is a computable function f : N → S
such that f (N) = S′.
Let P be a computable probability on . Let
U ⊂ N× S, and Un := {x|(n,x) ∈ U}. (1)
A r.e. set U is calledMartin-Löf test or test if
Un+1 ⊂ Un, and P(U˜n) < 2−n. (2)
A Martin-Löf test is called universal if for any Martin-Löf test V , there is a constant c s.t.
∀n, Vn+c ⊂ Un.
Theorem 2.1 (Martin-Löf [6]). If P is a computable probability, a universal test U exists.
In [6], the set (∩∞
n=1U˜n)
c is deﬁned to be random sequences with respect to P. We writeRP := (∩∞
n=1U˜n)
c .
Let P be a computable probability on (B2 ,
2), whereB2 is the Borel-σ -algebra generated by {(x) × (y)}(x,y)∈S2 . The
computability of P is deﬁned in the same way. Since there is a bijection f : S → S2 such that f and f−1 are computable, we
can deﬁne a Martin-Löf test and a universal Martin-Löf test with respect to a computable probability on 2 in the same way.
By Theorem 2.1, we have
Corollary 2.1 (Martin-Löf). If P is a computable probability on 2, a universal test U exists.
LetRP := (∩∞
n=1U˜n)
c ⊂ 2. We callRP the set of random sequences (or points) with respect to P.
3. Martingale
Let P be a computable probability on . Let Sn := {s||s| = n} for n ∈ N. LetFn be the algebra generated by {(x)|x ∈ Sn}
andF∞ := σ(∪nFn). Let Xn :  → R be ameasurable functionwith respect toFn, i.e., Xn takes a constant value on(x) for
|x| = n. Let Xn(x) := Xn(x∞) for x∞ ∈ (x) and x ∈ Sn. {Xn}n∈N is called (1) submartingale if ∀n, E(Xn|Fn−1) ≥ Xn−1, P − a.s.,
and (2) martingale if ∀n, E(Xn|Fn−1) = Xn−1, P − a.s. Let
D := {x ∈ S|P(x) > 0}.
We say that a submartingale {Xn} is computable if there is a computable function A : N× D ×N → Q such that ∀n∀x ∈
Sn ∩ D∀k,|A(n,x,k) − Xn(x)| < 1/k.
In the above deﬁnition, Xn need not be computable on Sn. We require that Xn is computable on Sn ∩ D. For example, let P
and Q be computable probabilities on . Let QP = 0 if P = 0. Recall that QP is a martingale. If Sn ∩ Dc /= ∅, then it is possible
that Xn := E(QP |Fn) is not computable on Sn ∩ Dc; however, Xn is always computable on Sn ∩ D in the above sense. Note that
D is a r.e. set. Further, note that (1) Un := {x ∈ Sn|P(x) < 2−2n} is a r.e. set and (2) P(U˜n) < 2−n, i.e., {Un} is a test of P. Thus,
D˜c ⊂ ∩nU˜n ⊂ (RP)c and
RP ⊂ D˜.
First, we show a martingale convergence theorem for algorithmically random sequences. The proof is along the lines of
the classical proof.
Theorem 3.1 (Doob). Let {Xn} be a computable submartingale. Assume that supn E(|Xn|) < ∞. If x∞ ∈RP , then limn→∞ Xn(x∞)
exists and
supn |Xn(x∞)| < ∞.
We require some lemmas to prove this theorem.
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Lemma 3.1 (see [15, p. 81]). Let {Xn} be a submartingale. Let Cn[a,b](x∞) be the number of upcrossings [a,b],a < b by time n, i.e.,
Cn[a,b](x∞) is the largest t such that 0 ≤ l(1) < h(1) < l(2) < h(2) < · · · < l(t) < h(t) ≤ n with Xl(i)(x∞) < a,Xh(i)(x∞) > b,1 ≤
i ≤ t. Assume that supn E(|Xn|) < ∞. Then, we have
E(C∞[a,b]) ≤ |a| + supn E(|Xn|)
b − a ,
where C∞[a,b] = supn Cn[a,b].
Lemma 3.2 (see [7, p. 81]). Let {Xn} be a submartingale. Then,
P(supi≤n Xi ≥ c) ≤ E(|Xn|)/c and
P(inf i≤n Xi ≤ −c) ≤ (E(|Xn|) − E(X1))/c for c > 0.
Proof of Theorem 3.1. LetCt
i
[a,b] := {x ∈ S|Ci[a,b]((x)) > t} ∩ DandCt∞[a,b] := {x ∈ S|C∞[a,b]((x)) > t} ∩ D for i,t ∈ N,a,b ∈
Q,a < b. Since {Xn} is computable and Ct∞[a,b] = ∪iCti [a,b], we see that Cti [a,b] and Ct∞[a,b] are r.e. sets. By Lemma 3.1, we have
P( ˜Ct∞[a,b]) = P(C∞[a,b] > t) ≤ E(C∞[a,b])/t ≤ |a| + supn E(|Xn|)t(b − a) .
By assumption, there is a rationalM such that supn E(|Xn|) < M, and letm(t) be the least integer such that |a|+Mm(t)(b−a) < 2−t .
By setting C ′t∞[a,b] := Cm(t)∞ [a,b], we see that C ′t∞[a,b] is a test of P. Thus, if x∞ ∈RP , then x∞ /∈ ∩t ˜C ′t∞[a,b] for all a,b ∈ Q,a <
b. Assume that limn→∞ Xn(x∞) does not exist. Then, there exist rational numbers a,b such that lim infn Xn(x∞) < a < b <
lim supn Xn(x
∞), which shows that x∞ ∈ ∩t ˜C ′t∞[a,b]. Thus, if x∞ ∈RP , then limn→∞ Xn(x∞) exists.
Next, we show that it is ﬁnite. Let Mun = {x ∈ S| supi≤n |Xi(x)| > u} ∩ D and Mu∞ = {x ∈ S| supi |Xi(x)| > u} ∩ D for n,u ∈ N.
We have Mu∞ = ∪nMun . Since Mun is a r.e. set, we see that Mu∞ is a r.e. set. By Lemma 3.2 and the monotone convergence
theorem, we have
P(M˜u∞) = P(sup
i
|Xi| > u) = lim
n
P(sup
i≤n
|Xi| > u) ≤ 3 sup
n
E(|Xn|)/u.
Let t(u) be the least integer such that 3M/t(u) < 2−u. By setting M′u∞ := Mt(u)∞ , we see that M′u∞ is a test of P. If x∞ ∈RP ,
then x∞ /∈ ∩uM˜′u∞, which shows that supi |Xi| < ∞. 
Note that by changing the sign, Theorem3.1 holds for a supermartingale. In [13], supn |Xn(x∞)| < ∞ for x∞ ∈RP is shown.
4. Conditional probability and Fubini’s theorem
Let P be a computable probability on X × Y = 2. Let PX and PY be its marginal distributions on X and Y , respectively, i.e.,
PX (x) = P(x,λ) and PY (y) = P(λ,y) for x,y ∈ S. Let
P(x|y) :=
{
P(x,y)
PY (y)
, if PY (y) > 0
0, if PY (y) = 0
,
and
P(x|y∞) := lim
y→y∞ P(x|y),
for y∞ ∈  if the right-hand side exists. It is known that P(·|y∞) is a probability measure on  for almost all y∞ with respect
to PY (Levy’s martingale convergence theorem for conditional probability). We have a slightly stronger result as follows:
Theorem 4.1. If y∞ ∈RPY , then P(x|y∞) exists for all x ∈ S, and P(·|y∞) is a probability measure on (B,).
Proof. We see that P(x|y) is a computable martingale for ﬁxed x. Let y∞ ∈RPY ; then, by Theorem 3.1, limy→y∞ P(x|y) exists
for each ﬁxed x. In particular, P(λ|y∞) = 1 and P(x|y∞) = P(x0|y∞) + P(x1|y∞) for x ∈ S. Therefore, the probability measure
P(·|y∞) is uniquely deﬁned on (B,). 
Since P(x,·) is absolutely continuous relative to PY for a ﬁxed x, by Radon-Nikodým theorem (see [15, p. 145]), we have
P(x,y) =
∫
(y)
P(x|y∞)dPY (y∞),
for x,y ∈ S. For a subset A ⊂ X × Y and y∞ ∈ Y , set
Ay∞ := {x∞|(x∞,y∞) ∈ A}.
Ay∞ is called y∞-section of A. For example,RPy∞ = {x∞|(x∞,y∞) ∈RP}. Since P(RP) = 1, we have
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1 = P(RP) =
∫

P(RPy∞|y∞)dPY (y∞).
Therefore, P(RPy∞|y∞) = 1 for almost all y∞ with respect to PY . In the following, we present stronger results.
For simplicity, set U˜y∞ := (∩nU˜n)y∞ . SinceRP = (∩nU˜n)c , we haveRPy∞ = (U˜y∞ )c .
Theorem 4.2. {y∞|P(U˜y∞|y∞) > 0} ⊂ (RPY )c .
Proof. LetFn be the algebra generated by { × (y)|y ∈ Sn}. Let Xmn be aFn-measurable function such that
Xmn :=
∑
i≥m
P(U˜i|Fn) = E
⎛⎝∑
i≥m
I
U˜i
|Fn
⎞⎠ ,
where I
U˜i
is the characteristic function of U˜i, and the second equality follows from the monotone convergence theorem. Let
Tm be a stopping time such that
Tm(x∞,y∞) :=
{
inf{n|Xmn (x∞,y∞) > 1}, if ∃nXmn (x∞,y∞) > 1
∞, else . (3)
Since {Tm = n} isFn-measurable, we see that Tm(x∞,y∞) takes the same value for all x∞ for each ﬁxed y∞. Let TmY (y∞) :=
Tm(x∞,y∞).
We have
PY (T
m
Y < ∞) = P(Tm < ∞)=E(ITm<∞)
≤E(XmTmITm<∞) (4)
=E
⎛⎝∑
k<∞
Xmk ITm=k
⎞⎠
=
∑
k<∞
E(Xmk ITm=k) (5)
=
∑
k<∞
E(E
⎛⎝∑
i≥m
I
U˜i
|Fk
⎞⎠ ITm=k)
=
∑
k<∞
E
⎛⎝E(ITm=k∑
i≥m
I
U˜i
|Fk)
⎞⎠ (6)
=
∑
k<∞
E
⎛⎝ITm=k∑
i≥m
I
U˜i
⎞⎠
=E
⎛⎝ITm<∞∑
i≥m
I
U˜i
⎞⎠ (7)
≤E
⎛⎝∑
i≥m
I
U˜i
⎞⎠
=
∑
i≥m
P(U˜i) < 2
−m+1, (8)
where (4) follows from (3); (5) and (7) follow from the monotone convergence theorem; and (6) follows from that ITm=k is
Fk-measurable.
Since Xmn isFn-measurable, X
m
n (x
∞,y∞) takes the same value for all (x∞,y∞) ∈  × (y) for |y| = n, and denote it by
Xmn ( × (y)) for |y| = n.We show thatUmY := {y ∈ S|∃n,|y| = n,Xm+1n ( × (y)) > 1} is a test of PY . Since, we can approximate
Xm+1n from below, we see that UmY is a r.e. set. By (3), we have T
m+1 < ∞ iff ∃n,Xm+1n > 1, and {y∞|Tm+1Y (y∞) < ∞} = U˜mY . By
(8), P(U˜mY ) < 2
−m. Since, by deﬁnition, Xm+1n ≤ Xmn for allm,n ∈ N, we have Um+1Y ⊂ UmY for allm. Thus, {UmY }m is a test of PY .
Finally, we show that if P(U˜y∞|y∞) > 0, then y∞ /∈RPY . Assume that y∞ ∈RPY and P(U˜y∞|y∞) > 0. Since U˜n+1 ⊂ U˜n for all
n, we have ∩nU˜n = ∩m ∪n≥m U˜n and U˜y∞ = ∩m ∪n≥m (U˜n)y∞ . Thus, P(U˜y∞|y∞) > 0 implies that ∀m∑n≥m P((U˜n)y∞|y∞) = ∞
(Borel-Cantelli lemma).
In particular, for each m, there is a ﬁnite subset Am ⊂ ∪n≥mUn such that∑x∈Am P(x|y∞) > 1. By Theorem 4.1, for each m,
there is aﬁnitepreﬁxyofy∞ such that∀m,∑x∈Am P(x|y) > 1.Hence,wehavey∞ ∈ ∩m(UmY ),which contradicts theassumption.
Thus, we have the theorem. 
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For the case that P is a product measure, i.e., P = PXPY , the theorem above is rewritten as Theorem 4.4.4 [13]. Our proof
is essentially due to the theorem and Theorem 14.2 in [8].
Corollary 4.1. If y∞ ∈RPY , then∑n P((U˜n)y∞|y∞) < ∞.
Proof. Assume that y∞ ∈RPY and ∀m, ∑n≥m P((U˜n)y∞|y∞) = ∞. Then, the last paragraph of the proof of Theorem 4.2 shows
a contradiction. 
Lemma 4.1 ([13]).RP ⊂RPX ×RPY .
Proof. Let {Tn} be a universal test of PX and let T ′n := Tn × {λ}; then, P(T˜ ′n) = PX (T˜n) < 2−n. Thus, {T ′n} is a test of P. Hence, if
(x∞,y∞) ∈RP then x∞ ∈RPX . Similarly, if (x∞,y∞) ∈RP then y∞ ∈RPY . 
Corollary 4.2. P(RPy∞|y∞) = 1 if y∞ ∈RPY .RPy∞ = ∅ if y∞ /∈RPY .
Proof. The ﬁrst statement follows from Theorem 4.2, and the second statement follows from Lemma 4.1. 
Corollary 4.3. RPX = ∪
y∞∈RPYR
P
y∞ .
Proof. By Corollary 4.2, we have x∞ ∈RPX ⇔RPx∞ /= ∅, and
RPx∞ /= ∅ ⇔ ∃y∞ ∈RPY ,(x∞,y∞) ∈RP ⇔∃y∞ ∈RPY ,x∞ ∈RPy∞
⇔x∞ ∈ ∪
y∞∈RPYR
P
y∞ . 
Note that except for trivial cases,RP /=RPX ×RPY . For example, let
∀x,y, P(x,y) := PX (x)PX (y) for a computable probability PX . LetG := {(x∞,x∞)|x∞ ∈ }. If P(G) = 0 thenwe see thatG ∩RP = ∅,
and henceRP /=RPX ×RPX .
5. A deﬁnition of random sequences
The conditional probability P(·|y∞) is determined by y∞ and the probability P on product space. The set of random se-
quenceswith respect to P(·|y∞) should be determined by (y∞,P) aswell. SinceRPy∞ is determined by (y∞,P) and P(RPy∞|y∞) =
1 if y∞ ∈RPY (Theorem 4.2), it seems natural to deﬁneRPy∞ as the set of random sequenceswith respect to P(·|y∞). However
P(·|y∞) alone does not determine RPy∞ . The pair (y∞,P) determines RPy∞ and P(·|y∞). For example, let P(x,y) := PX (x)PX (y)
then PX (·) = P(·|y∞); in contrast,RPy∞ depends on y∞, see the last comment of the previous section.
Strictly speaking,RPy∞ is deﬁned as the set of random sequences with respect to P(·|y∞) given (y∞,P) for y∞ ∈RPY . This
is a deﬁnition from global point of view. In the following section, we compareRPy∞ with the relative notion of randomness,
which is determined locally by (y∞,P(·|y∞)).
5.1. Comparison with relativized randomness
Let Py∞ be a probability on . We say that Py∞ is computable relative to y∞ ∈  if there is a function Ay∞ : S ×N → Q
such that
∀x ∈ S∀k ∈ N, |Ay∞ (x,k) − Py∞ (x)| < 1/k, (9)
where Ay
∞
is computable by a Turing machine with an auxiliary tape that contains y∞.
Similarly, we say that a setUy
∞ ⊂ S is a r.e. set relative to y∞ ifUy∞ is the range of a computable function relative to y∞. Let
Py∞ be a computable probability relative to y∞; then, we can deﬁne a relativized test Uy
∞
of Py∞ , i.e., Uy
∞
is a r.e. set relative
to y∞ that satisﬁes the conditions (1) and (2). We say that a test Uy∞ is universal if for any relativized test Vy∞ , there is a
constant c such that ∀n,Vy∞n+c ⊂ Uy
∞
n . Similarly to Theorem 2.1, we can show that a relativized universal test exists as follows:
Theorem 5.1 (relativized version of Martin-Löf theorem). Let Py∞ be a computable probability relative to y∞ on . Then, a
universal test relative to y∞ exists.
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Let {Uy∞n } be a relativized universal test with respect to Py∞ and y∞, and let
RPy∞ , y
∞ := (∩nU˜y
∞
n )
c .
Note that the relativized universal test {Uy∞n } depends on Py∞ and y∞.
Recall that if y∞ ∈RPY , then the conditional probability P(·|y∞) exists (Theorem 4.1).
Theorem 5.2. Let P be a computable probability onX × Y(= 2) andPY be themarginal distribution onY . If P(·|y∞) is computable
relative to y∞ ∈RPY , thenRP(·|y∞), y∞ ⊂RPy∞ .
Proof. Let {Un} be a universal test of P. Let (Un)y∞ := {x ∈ S|(x,y) ∈ Un, y  y∞}. Then, (Un)y∞ is a r.e. set relative to y∞. By
Corollary 4.1, we have
∑
n P((˜Un)y∞|y∞) < ∞ if y∞ ∈RPY . Therefore by (relativized version of) Solovay’s theorem (see [10]),
the set covered by (˜Un)y∞ for inﬁnitely many n consists of non-random sequences in the relativized sense, i.e., (R
P
y∞ )
c =
∩n (˜Un)y∞ ⊂ lim supn (˜Un)y∞ ⊂ (RP(·|y
∞), y∞
)c . 
In order to show the converse inclusion of the above theorem, we introduce a stronger notion of relative computability.
Let Ay
∞
be the relative computable function appeared in (9). In the course of the computation of Ay
∞
(x,k), it uses only ﬁnite
preﬁx of y∞. Thus, there is a partial computable function A such that
∀x ∈ S∀k ∈ N∃y  y∞,Ay∞ (x,k) = A(x,k,y), (10)
and if A(x,k,y) is deﬁned then A(x,k,y) = A(x,k,y′) for all y′ such that y  y′.
Similarly, let Uy
∞
be a relativized universal test of Py∞ ; then, there is a computable function By
∞
relative to y∞ and a
partial computable function B such that
∀n,Uy∞n = {x ∈ S|∃i,By∞ (i,n) = x},
and
∀i,n,∃y  y∞, By∞ (i,n) = B(i,n,y). (11)
If B(i,n,y) is deﬁned then B(i,n,y) = B(i,n,y′) for all y′ such that y  y′.
We say that the family {Py∞}y∞ is uniformly computable inRPY if (1) Py∞ is a computable probability relative to y∞ for all
y∞ ∈RPY and (2) (10) holds for all y∞ ∈RPY , i.e., there is a partial computable function A such that
∀y∞ ∈RPY ∀x ∈ S∀k ∈ N∃y  y∞, Ay∞ (x,k) = A(x,k,y). (12)
Proposition 5.1. If {Py∞}y∞ is uniformly computable inRPY then,(11) holds for all y∞ ∈RPY , i.e., there is a partial computable
function B such that
∀y∞ ∈RPY ∀i,n ∈ N∃y  y∞, By∞ (i,n) = B(i,n,y).
Proof. From a standard construction of a universal test, there is a Turing machine that generates a universal test for a given
computable probability P. Note that the machine (onemachine) works for all computable probability P. In the sameway, we
see that there is a Turing machine (one machine) that generates a relativized universal test for a given relative computable
probability Py∞ and y∞ when y∞ and approximations of Py∞ (x) for all x are given as oracles. Since {Py∞}y∞ is uniformly
computable, by (12), there is a Turing machine with an oracle y∞ that computes By∞ for all y∞ ∈RPY . 
The following proof was suggested by an anonymous referee.
Theorem 5.3. Let P be a computable probability on X × Y(= 2) and PY be the marginal distribution on Y . If {P(·|y∞)}y∞ is
uniformly computable inRPY , thenRPy∞ =RP(·|y
∞), y∞
for y∞ ∈RPY .
Proof. Let
∀n∀y∞ ∈ ,Uy∞n := {x ∈ S|∃i∃y  y∞,B(i,n,y) = x}.
By the assumption and Proposition 5.1, {Uy∞n } is a universal test of P(·|y∞) for all y∞ ∈RPY . We have
∀y∞ ∈RPY , P(U˜y∞n |y∞) < 2−n. (13)
Let
∀n,UPn := {(x,y)|∃i,B(i,n,y) = x}. (14)
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We have
∀n∀y∞ ∈ ,UPn,y∞ = Uy
∞
n , (15)
where UPn,y∞ is the y
∞-section of UPn . From (13), (14), and (15), we see that UPn is a r.e. set, and
P(U˜Pn ) =
∫

P(U˜Pn,y∞|y∞)dPY (y∞)=
∫

P(U˜
y∞
n |y∞)dPY (y∞)
=
∫
RPY
P(U˜
y∞
n |y∞)dPY (y∞) < 2−n.
Since
∑
n P(U˜
P
n ) < 1, by Solovay’s theorem,∩nU˜Pn ⊂ lim supn U˜Pn ⊂ (RP)c . Thus ∀y∞ ∈RPY ,RPy∞ ⊂RP(·|y
∞),y∞
. By Theorem5.2,
we have the theorem. 
Example 1. We say that the likelihood function Py
∞
(as a function of y∞) is effectively continuous inRPY if there are com-
putable functions max : S × S → Q and min : S × S → Q such that
∀x,y∀y∞ ∈ (y),min(x,y) < Py∞ (x) < max(x,y),
and
∀x∀y∞ ∈RPY , lim
y→y∞ max(x,y) −min(x,y) = 0.
It is easily checked that effective continuity implies uniform computability. For example, the Bernoullimodel is effectively
continuous, and therefore it is uniformly computable.
Theorem 4.1 shows that P(·|y∞) exists for y∞ ∈RPY , however, the theorem does not imply that P(·|y∞) is computable
relative y∞. The author do not knowwhether P(·|y∞) is always computable relative to y∞ ∈RPY . The difﬁculty in computing
P(·|y∞) is that the size of preﬁx y required to approximate P(x|y∞) with P(x|y) is not known.
6. Application
We show a simple application to information theory. We use the following theorem.
Theorem 6.1 (Levin-Schnorr [4,9]). Let PX be a computable probability on. Then, x
∞ ∈RPX iff supxx∞ − log PX (x) − Km(x) <
∞, where Km is the monotone complexity.
Let P be a computable probability on X × Y and PX ,PY be its marginal distributions as before. In Bayesian statistical termi-
nology, if X is a sample space, then PX is called mixture distribution, and if Y is a parameter space, then PY is called prior
distribution. A universal coding obtained by applying arithmetic coding to PX is called Bayes coding. It is known that Bayes
coding is optimal for P(·|y∞)-almost all samples for almost all y∞ with respect to PY , see [1]. We have a slightly stronger
result.
Corollary 6.1. The following three statements are equivalent:
(1) x∞ ∈RPX .
(2) supxx∞ − log PX (x) − Km(x) < ∞.
(3) ∃y∞ ∈RPY ,x∞ ∈RPy∞ .
Proof. (1) ⇔ (2) follows from Theorem 6.1. (1) ⇔ (3) follows from Corollary 4.3. 
7. Concluding remarks
It is interesting to see the equivalence ofRPy∞ and the relative notion of randomness under the uniform computability
condition, because the former is determined by global probability P on product space, while the latter is determined locally
by conditional probability.
From Bayesian statistical point of view, RPy∞ is natural as the set of random sequences with respect to the conditional
probability, because Bayesian statistics is based on a probability measure on product space of samples and parameters. In
[11], it is shown thatRPy∞ satisﬁes many theorems of Bayesian statistics.
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