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 Resumen 
El presente Proyecto Fin de Carrera consiste en el estudio de nuevas 
tecnologías aparecidas en los últimos años que intentan mejorar el tráfico 
generado por la compartición de archivos a través de las redes de peer-to-peer. 
Una de las tecnologías que se estudiarán será la tecnología de 
Participación Activa del Proveedor de Red en P2P (P4P) que mediante 
información dada por los proveedores de infraestructura de red selecciona los 
pares idóneos. Se estudiará esta tecnología detallando su funcionamiento así 
como sus ventajas e inconvenientes y se desarrollarán escenarios diversos 
para valorar las mejoras introducidas con respecto a los sistemas de P2P. 
También se analizarán y compararán Ono y Kontiki. Ambas tecnologías, 
al igual que el P4P tratan de optimizar la selección de pares de los que 
descargarse los datos, en este caso realizando para ello un análisis de red 
independiente de los proveedores, si bien el primero utiliza el servicio de 
Content Distribution Network (CDN) de Akamai mientras el segundo usa 
servidores propios dedicados a tal tarea. Se evaluarán ambos métodos de 
análisis de red así como las ventajas e inconvenientes de ambos sistemas 
tanto en ámbitos empresariales como para uso doméstico. 
Finalmente se analizarán los sistemas anteriormente citados para el 
caso de escenarios de transmisión de canales de televisión por IP. Se 
detallarán las posibles mejoras de dichas inclusiones con respecto a los 
resultados obtenidos mediante el empleo de los sistemas de P2P actuales. 
Este Proyecto Fin de Carrera se ha realizado en el marco del proyecto 
ARCO (TEC2008-06539), financiado por el Plan Nacional de Investigación 
Científica, Desarrollo e Innovación Tecnológica y que trata de encontrar 
soluciones eficientes y escalables de arquitectura de red para el soporte de 
servicios de distribución de contenidos manteniendo la calidad de servicio. 
Palabras clave 
P2P, P4P, IPTV, P2PTV, Internet TV, Streaming, CDN, VoD, STB, Motor 
de Streaming P2P. 
 
 Abstract 
This Project is a research work about new technologies appeared in 
recent years that try to improve the traffic generated by file sharing through 
peer-to-peer networks. 
One of the technologies to be discussed will be the Proactive network 
Provider Participation for P2P (P4P) which, with the information provided by 
network infrastructure providers, selects the suitable peers. This technology will 
be studied detailing how it works and its advantages and disadvantages and 
different scenarios will be developed to assess the improvements regarding  
P2P systems. 
Ono and Kontiki will also be examined and compared. Both technologies, 
like P4P, try to optimize the selection of peers from which to download the data. 
In this case it is made with an analysis of the network independent from 
providers, although the former uses the Akamai’s Content Distribution Network 
(CDN) service for it while the latter one uses its own dedicated servers to do 
that task. Both network analysis methods and the advantages and 
disadvantages of both systems in business areas and for domestic use will be 
analyzed. 
Finally, the systems mentioned above will be analyzed in scenarios of 
television channels transmission over IP. Detailing possible improvements of 
these inclusions regard to the results obtained using the current P2P systems. 
This Project has been carried out under the ARCO project (TEC2008-
06539), funded by the National Plan for Scientific Research, Development and 
Technological Innovation that tries to find efficient and scalable solutions of 
network architectures for supporting content distribution services while 
maintaining the quality of service. 
Keywords 
P2P, P4P, IPTV, P2PTV, Internet TV, Streaming, CDN, VoD, STB, Motor 
de Streaming P2P. 
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1.1 Motivación 
 
Con la aparición y generalización del uso de servicios novedosos en 
Internet como las webs de acceso a contenidos subidos por los propios 
usuarios y canales de vídeo o la masificación de las webs sociales o el 
despliegue generalizado de plataformas de televisión por IP por parte de los 
operadores de red,  está comenzando una autentica revolución del concepto de 
servicio extremo a extremo e impactando en todos los niveles, desde las 
aplicaciones a las redes que las sustentan, así como a las tecnologías 
subyacentes. Esta espectacular evolución de los últimos años en los servicios 
de entretenimiento basados en las tecnologías de la  información y las 
comunicaciones está provocando la aparición de nuevos requisitos de 
escalabilidad, al aumentar el número de usuarios y de capacidad y manejo de 
tráfico con el aumento del ancho de banda. El crecimiento futuro de las redes 
no se va a poder continuar haciendo mediante el incremento del ancho de 
banda. Estos servicios de contenidos con gran componente de vídeo plantean 
nuevos retos tecnológicos para su distribución en términos de crecimiento y 
eficiencia de la red. Por esta razón se hace necesario estudiar nuevas 
soluciones que permitan afrontar esta situación que se plantea para el futuro 
con una garantía de calidad en el servicio y con un aumento de la eficiencia en 
el uso de las infraestructuras disponibles que permita reducir el impacto 
causado. 
En este marco, en el Departamento de Ingeniería de Sistemas 
Telemáticos (DIT), se desarrolla el proyecto ARCO (Plan Nacional de I+D+i 
2008-2011), cuyo objetivo es optimizar las arquitecturas de red para servicios 
de contenidos y comunicación. Dentro de este proyecto se estudiarán diversas 
tecnologías que puedan aportar una solución a los problemas anteriormente 
planteados. Entre estas tecnologías se encuentran las redes peer-to-peer 
(P2P). 
La aparición de estas redes P2P ha supuesto un nuevo paradigma en el 
diseño de las redes de aplicación que ha traído consigo nuevos retos para 
lograr una mayor eficiencia y un mejor aprovechamiento de los recursos de red 
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disponibles al abrir un enorme abanico de posibilidades en cuanto a la 
selección de los puntos desde los cuales descargar una misma información. 
Un problema clave en las arquitecturas de red es conseguir que las 
aplicaciones utilicen eficientemente los recursos de red propios de los 
proveedores. Se trata por lo tanto de conseguir un mejor control de la eficiencia 
del tráfico en la red, que se ve comprometido por las estrategias seguidas por 
los sistemas de P2P vigentes que actúan de forma independiente y sin seguir 
una política de eficiencia en el uso que hacen de los recursos disponibles. 
Actualmente en Internet esta necesidad de controlar el tráfico es en gran 
medida responsabilidad sólo de los proveedores de servicios de Internet (ISPs), 
pues las aplicaciones simplemente marcan el destino del tráfico. De esta forma 
los ISPs optimizaban el tráfico para conseguir una mayor eficiencia en el 
enrutamiento.  
Con la aparición de los sistemas P2P un usuario puede descargarse la 
información requerida de un gran número de localizaciones, lo que le da una 
mayor flexibilidad que a su vez repercute en la robustez y escalabilidad del 
paradigma de los sistemas P2P, lo que apoya a este tipo de arquitecturas como 
solución para los problemas de los servicios con gran componente de vídeo. 
Pero esta flexibilidad también cambia el problema del control del tráfico en la 
red, pues ahora se tienen múltiples formas de resolver la demanda de 
información de una aplicación. Es por este motivo por el que los sistemas P2P 
generan una gran cantidad de tráfico innecesario. 
Además, los patrones de tráfico de estas redes P2P no se adaptan 
necesariamente a la ingeniería de tráfico de red, pues los esfuerzos por parte 
de los ISP para determinar los patrones de enrutamiento se ven anulados si las 
aplicaciones P2P adaptan su tráfico a los cambios en la red, lo que provoca 
grandes fluctuaciones de tráfico y enrutamiento sub-óptimo. 
Todas estas razones hacen necesario el estudio de alternativas a las 
redes tradicionales de P2P que nos aporten la robustez y escalabilidad que 
necesitamos en los servicios de vídeo y que a su vez nos permitan un mayor 
control del tráfico generado y una mayor eficiencia en el uso de los recursos de 
red. Entre estas alternativas destacan la arquitectura de Participación activa del 
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proveedor de red en P2P (P4P) que en unas primeras pruebas realizadas 
consigue mantener el mismo rendimiento a nivel de aplicación que las redes 
P2P reduciendo considerablemente los costes en recursos de red. 
El presente proyecto fin de carrera trata de analizar las tecnologías 
anteriormente citadas así como de evaluar las mejoras introducidas por dichas 
tecnologías y su adaptación a diversos escenarios. Además se trata de 
comparar las ideas que cada tecnología introduce y su idoneidad para las 
distintas situaciones que pueden darse. 
 
1.2  Objetivos 
 
El objetivo principal de este Proyecto Fin de Carrera es evaluar la validez 
de las nuevas propuestas de arquitecturas P4P y analizar el rendimiento de 
dichas redes como soporte de servicios de distribución de televisión por IP. 
 
Para llevar a cabo esta tarea se afrontarán los siguientes objetivos 
concretos: 
 
• Obtención de información concerniente a las arquitecturas de red P4P y 
a los resultados obtenidos en los experimentos llevados a cabo por otras 
universidades y compañías de telecomunicaciones. 
• Obtención de información concerniente a tecnologías alternativas al 
P4P, así como datos de resultados obtenidos en experimentos o en las 
puestas en marcha de dichas tecnologías en diversos escenarios. 
• Realización de una comparativa entre los sistemas encontrados 
anteriormente que permita observar rápidamente los puntos fuertes y las 
debilidades de cada alternativa. 
• Implementación de un espacio web para el proyecto con una zona wiki 
donde depositar los resultados tanto de las investigaciones como de los 
experimentos que se vayan llevando a cabo. 
• Definición de los parámetros que nos interesa medir para obtener el 
rendimiento de las redes P4P en entornos de IPTV.  
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• Diseño de diversos escenarios representativos para el análisis de la 
respuesta de los sistemas P4P ante una variedad de situaciones. 
 
1.3 Trabajo realizado  
 
Para la elaboración del Proyecto Fin de Carrera se han abordado las 
siguientes fases: 
 
• Estudio preliminar 
Se ha realizado un primer estudio sobre las arquitecturas de las redes 
P4P que se están desarrollando en estos momentos y de los resultados 
obtenidos en los experimentos llevados a cabo por otras universidades o 
grupos de trabajo así como de las pruebas de campo que están teniendo 
lugar en estos momentos, realizadas por empresas multinacionales de 
telecomunicaciones. 
 
• Búsqueda de alternativas al P4P 
En esta fase se han buscado tecnologías alternativas al P4P con una 
filosofía similar (mejorar la eficiencia que hacen las aplicaciones P2P de 
los recursos de red), encontrando dos grandes alternativas: Ono y 
Kontiki. 
 
• Diseño del espacio web del proyecto y de la sección wiki 
Diseño y activación de un espacio web en un servidor del departamento 
para la presentación de los resultados y puesta en marcha de la sección 
wiki de la web donde se guardarán todos los avances hechos en el 
proyecto así como la información encontrada y los análisis realizados. 
 
• Realización de una comparativa  entre las distintas alternativas halladas 
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Se ha realizado una comparativa con el objetivo de poder ver las 
cualidades de cada tecnología y poder así intuir rápidamente los 
escenarios más adecuados para cada una. 
 
• Definición de diversos escenarios para el análisis de las mejoras de la 
tecnología P4P 
Se han definido distintos escenarios que tratan de simular una posible 
situación real con el objetivo de analizar el comportamiento de un 
sistema P4P 
 
• Comparativa entre sistemas P2P tradicionales y un sistema P4P 
Utilizando los escenarios anteriormente definidos se ha realizado una 
comparativa entre los sistemas P2P tradicionales y un sistema P4P para 
tratar de ver las mejoras introducidas por este último 
 
• Análisis de resultados 
Estudio de los resultados obtenidos en las comparativas realizadas y de 
las conclusiones que de ellos se extraen. 
 
• Evaluación de las arquitecturas P4P 
A tenor de los resultados obtenidos se ha realizado una evaluación 
sobre la validez y el rendimiento de las redes P4P como mecanismo de 
mejora de la eficiencia de los sistemas de P2P así como actuando como 
soporte de servicios de televisión por IP. 
 
• Conclusiones y elaboración de la memoria 
Finalmente se ha llevado a cabo la confección del documento de la 
memoria del PFC donde se han recogido el proceso completo, los 
resultados y las conclusiones alcanzadas en el trabajo realizado. 
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1.4 Estructura de la memoria  
 
La presente memoria se ha dividido siguiendo la estructura que se 
detalla a continuación: 
 
1. Introducción 
Con una perspectiva global del proyecto con las motivaciones para la 
realización del mismo, los objetivos alcanzados y las tareas 
realizadas durante su desarrollo. 
 
2. Estado del Arte 
En esta sección se trata de dar una visión de todos aquellos aspectos 
sobre los que se sustenta el desarrollo del proyecto y que serán 
imprescindibles para la correcta comprensión del mismo. 
Este segundo capítulo de Estado del Arte puede a su vez dividirse en 
varias subsecciones. En la primera se da una visión global de los 
distintos mecanismos existentes para poder realizar una transmisión 
de televisión a través de las redes IP. Posteriormente en el apartado 
de IPTV se entra de lleno en una descripción detallada de los 
mecanismos de transmisión de televisión a través de la red privada 
de un proveedor de red. Tras esto se describen las distintas opciones 
de transmisión de canales de televisión de forma libre a través de 
Internet por streaming directo o mediante el uso de las redes de P2P.  
Finalmente se termina este primer capítulo de la memoria con una 
detallada explicación de la arquitectura y el funcionamiento de la 
tecnología P4P así como una descripción de las mejoras que aporta. 
También se introducen los sistemas Ono y Kontiki como posibles 
alternativas. 
 
3. Comparativa de tecnologías 
Esta parte trata de analizar más al detalle las alternativas al P4P y de 
realizar una comparativa entre estas alternativas que permita 
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determinar la idoneidad de cada sistema en cada escenario posible. 
Para ello se analizan y comparan principalmente los métodos de 
análisis de red así como los protocolos de conexión entre pares. 
 
4. Escenario con proveedor de infraestructura de red único 
Aquí se realiza un estudio de las mejoras introducidas por la 
tecnología P4P en un escenario definido en el que sólo interviene un 
único proveedor de infraestructura de red y se compara con los 
resultados que se obtendrían con el empleo de la tecnología P2P 
tradicional. 
 
5. Escenario con múltiples proveedores de infraestructura de red 
Al igual que en el capítulo anterior, en este se realiza un análisis de 
las mejoras del P4P pero esta vez se define un escenario con varios 
proveedores de red. 
 
6. Conclusiones 
En este capítulo final se realiza un resumen de los resultados 
obtenidos a lo largo del desarrollo del proyecto y se proponen futuras 
líneas de investigación. 
 
Para concluir, debido a la pertenencia del presente Proyecto Fin de 
Carrera al proyecto nacional ARCO se ha desarrollado un espacio web para la 
difusión de los resultados obtenidos en los estudios enmarcados dentro de 
dicho proyecto nacional. En el anexo que se encuentra al final de la memoria 
se detalla el proceso de diseño e implementación de dicho portal web. 
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2.1 Transmisión de televisión por IP 
 
2.1.1 Introducción 
 
En las siguientes secciones del presente capítulo se va a tratar de 
presentar las formas de realizar la transmisión de video en tiempo real dentro 
de una red IP. El objetivo primordial es dar una visión más o menos global de 
los conceptos básicos en las redes de transmisión de video así como mostrar 
las diversas alternativas en la distribución de televisión que serán detalladas en 
las secciones posteriores de este primer capítulo. 
 Para ello se comenzará explicando los conceptos generales de 
transmisión de televisión por IP así como mostrando las opciones en la 
distribución de dichos contenidos. 
 
2.1.2 Conceptos 
 
Esta sección tratará de exponer los conceptos básicos de transmisión de 
televisión por IP comenzando por lo que es y tratando de explicar su utilidad. 
 
2.1.2.1 Definición 
 
Aunque históricamente ha habido muchas definiciones para este 
concepto la versión más extendida actualmente es definir la transmisión de 
televisión por IP como la transmisión de canales de televisión distribuyéndolos 
a través de una red de comunicaciones, que puede ser una red cerrada o a 
través de Internet, mediante el protocolo IP. 
En el pasado, las formas que había de distribuir televisión eran por 
cable, por satélite o mediante sistemas terrestres, pero con el avance de las 
tecnologías y el aumento en la implantación de líneas ADSL así como el 
aumento en las velocidades alcanzadas por estas líneas se abre la posibilidad 
de distribuir contenidos multimedia a través de dichas líneas. 
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2.1.2.2 Implementación 
 
A la hora de implementar la transmisión de televisión por IP nos 
encontramos con dos vertientes que actualmente se están desarrollando en 
paralelo: IPTV e Internet TV. 
A continuación se presentarán los conceptos de IPTV e Internet TV 
extraídos de [1] y [2] que posteriormente serán tratados más a fondo en sus 
respectivas secciones. 
 
1. IPTV: es la denominación para los sistemas de distribución por 
suscripción de señales de televisión y/o vídeo usando conexiones de 
banda ancha sobre el protocolo IP.  
A menudo se suministra junto con el servicio de conexión a Internet, 
proporcionado por un operador de banda ancha sobre la misma 
infraestructura pero con un ancho de banda reservado. Consiste por lo 
tanto en una red semi-cerrada: la infraestructura está totalmente dentro 
del entorno del proveedor. Además de esto, la infraestructura de 
despliegue y los dispositivos para acceder a ella son administrados y 
operados por el proveedor de IPTV. 
 
2. Internet TV: bajo este nombre se entiende la distribución de servicios de 
televisión por Internet.  
El modelo de televisión por Internet se basa en muchas de las 
tecnologías empleadas en entornos IPTV (MPEG-4, WMV, etc.), pero su 
orientación es completamente distinta. La gran diferencia radica en que 
el contenido es emitido desde el proveedor de servicios al usuario final a 
través de Internet. Por lo tanto, éste no tiene ningún control sobre la red 
de transporte. 
Internet TV se basa en un modelo abierto en el que el control del 
contenido está delegado en el proveedor de dicho contenido. Cualquiera 
puede generar un contenido (película, vídeo doméstico, spot publicitario, 
etc.) y ponerlo a disposición de los usuarios bajo el modelo que desee. 
Posteriormente el usuario puede conectarse y comenzar a ver un video 
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que seleccione de una librería de vídeos o un canal de televisión que 
elija dentro del directorio de canales disponibles. 
 
2.1.2.3 Métodos de transmisión 
 
Actualmente existen dos métodos para transmitir televisión por IP cada 
uno de los cuales ofrece diferentes ventajas e inconvenientes y resulta más o 
menos útil dependiendo del modelo de negocio que se quiere llevar a cabo. 
En esta sección se presentarán ambas tecnologías, que se verán 
desarrolladas en mayor profundidad en sus respectivas secciones. 
 
1. Streaming: una de las formas de transmitir los canales de televisión es 
mediante el uso de servidores capaces de realizar streaming de alta 
velocidad, usando una arquitectura cliente-servidor. Este método, 
basado en una comunicación cliente-servidor ofrece un mayor control en 
el flujo de video que se transmite, aunque como contrapartida, requiere 
de unos servidores con una gran capacidad de transmisión así como 
líneas capaces de soportar el flujo de video de los diversos canales que 
se quieran transmitir. 
Este mayor control sobre el flujo, que permite a su vez un mayor 
control sobre la Calidad de Servicio y la Calidad de Experiencia hace de 
este método la herramienta adecuada para los sistemas IPTV actuales. 
 
                                                                                                 Capítulo 2: Estado del Arte 
 38 
 
Figura 2.1 Red basada en servidor  
 
 
2. P2PTV: este método consiste en la utilización de redes peer-to-peer 
para la transmisión de los canales de televisión. Este método elimina el 
problema  de tener que disponer de un servidor o grupo de servidores 
capaces de hacerse cargo de todo el flujo multimedia enviado a cada 
uno de los usuarios conectados al convertir a cada uno de esos usuarios 
en un pequeño servidor de video. Por el contrario, este tipo de sistemas 
conllevan un menor control en dicho flujo además de acarrear un 
aumento muy significativo en el tráfico de red así como una rotura en la 
asimetría de las líneas ADSL al aumentar el tráfico de subida de los 
pares conectados. 
Este método de transmisión es más habitual en sistemas de 
Internet TV y presenta grandes ventajas de robustez y escalabilidad, por 
lo que están viéndose impulsados, ayudados por nuevas tecnologías 
que surgen en la actualidad y que tratan de minimizar el impacto del 
tráfico P2P en las redes de los proveedores de infraestructura de red. 
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Figura 2.2 Red basada en P2P 
 
2.1.3 Conclusiones 
 
A lo largo de esta primera sección del Estado del Arte se ha intentado 
dar una visión general de los conceptos básicos dentro del mundo de la 
transmisión de televisión por IP. Se ha tratado introducir los diversos caminos 
que en la actualidad se están siguiendo y que responderán a determinados 
casos de negocio. 
Como se ha mostrado, existen diversos caminos para alcanzar dicha 
transmisión de contenidos de televisión a través de las  redes IP y aunque en la 
actualidad el caso de negocio más claro parezca ser la creación de un sistema 
IPTV por streaming proporcionando un servicio similar al ya existente 
anteriormente mediante cable o satélite, el futuro parece deparar una gran 
cantidad de opciones distintas y la utilización de las redes peer-to-peer para 
transmisión de contenidos de televisión se antoja como la evolución más lógica.  
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2.2 IPTV 
 
2.2.1 Introducción 
 
En esta nueva sección se profundizará en el concepto de IPTV, 
definiéndolo más detalladamente así como mostrando ejemplos reales de dicha 
tecnología y sobretodo, mostrando punto por punto la arquitectura típica 
seguida por las compañías que actualmente ofrecen estos servicios de forma 
comercial. 
Como se ha comentado en la sección anterior, este tipo de sistemas 
utiliza una arquitectura cliente-servidor, por lo que esta sección también será 
válida para profundizar en dicho concepto y en el camino seguido por las 
empresas proveedoras de infraestructura y servicios de televisión cuando 
ofrecen dichos servicios usando la citada arquitectura en su propia red semi-
cerrada. 
 
2.2.2 Definición 
 
IPTV es una técnica de transmisión y control de flujos de emisiones de 
televisión y video bajo demanda (VoD) hacia un descodificador/Set-top-Box 
(STB). El uso de IP como mecanismo de transmisión de video es una técnica 
muy extendida. Lo que es nuevo es el uso de señales IP puras para cambiar de 
canal o para el control de otras funciones. Esta definición dogmática de IPTV 
implica el uso de una infraestructura de red punto-a-punto que soporte las 
emisiones de  video mediante el uso de técnicas multicast. La red de acceso es 
aún un cuello de botella y las empresas de telecomunicaciones tienen dos 
caminos a seguir para abordar los pares de abonado: mejorar la infraestructura 
de cobre o abandonar dicha infraestructura para sustituirla por fibra-hasta- el 
hogar [3].  
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2.2.3 Elementos y arquitectura 
 
En esta sección se expondrá de manera detallada la arquitectura de 
estos sistemas así como los elementos más importantes, todo ello extraído de 
[4]. 
Para poder poner en marcha un sistema de IPTV se necesitan ciertos 
elementos imprescindibles: 
 
• Cabecera IPTV 
• Red IP de transmisión 
• Descodificador (STB) 
 
Además, si se quiere ofrecer video bajo demanda (VoD), también será 
necesario contar con: 
 
• Centro VoD 
 
2.2.3.1 Cabecera IPTV 
 
Punto de recepción y procesado de las señales de televisión a transmitir. 
Contiene los codificadores en tiempo real para digitalizar y comprimir las 
señales de televisión en paquetes monoprograma MPEG-2 o MPEG-4: hasta 
hace poco lo más habitual era la utilización de la codificación MPEG-2, con lo 
que se conseguía una calidad adecuada para la difusión de los canales con un 
bitrate aproximado de 4,8 Mbps. Pero desde mediados-finales de 2007 la 
mayoría de las compañías que ofrecían estos servicios han ido modificando 
estas cabeceras IPTV para adaptarse a la codificación MPEG-4  que permite 
reducir el bitrate a aproximadamente la mitad, dejándolo en aproximadamente 
2.3 Mbps por canal. 
Estos paquetes son posteriormente encapsulados en UDP sobre IP 
multicast sobre SDH mediante un router. El router se conecta a un anillo SDH 
(Synchronous Digital Hierarchy) que transmite los paquetes de datos con los 
canales digitalizados en tramas SDH de capacidad STM-1 (trama básica de 
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155 Mbps). La cabecera contiene también un servidor con la base de datos de 
usuario y programación de canales. 
 
2.2.3.2 Red IP de transmisión 
 
En esta sección se explicarán las distintas redes y los distintos 
elementos por los que viajan los paquetes en los que se han codificado los 
canales desde la cabecera IPTV hasta llegar a los usuarios finales. 
 
 
Figura 2.3 Red de transmisión 
 
 
Anillo SDH (Synchronous Digital Hierarchy): red de transmisión de gran 
capacidad mediante fibra óptica que por su estructura de anillo proporciona 
anchura de banda redundante y equipos redundantes de tal forma que los 
servicios distribuidos pueden ser restablecidos automáticamente después de 
un fallo. Así, un anillo puede autorrepararse.  
El operador de telecomunicaciones tendrá una o dos cabeceras de 
televisión como mucho. Para distribuir los canales de televisión a las distintas 
regiones donde tenga presencia se emplean anillos SDH. Normalmente se 
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empleará uno o varios anillos SDH interregionales para llegar a un punto 
cabecera de región. Desde allí, se llegará a los centros de agregación 
multimedia (CAM) a través de otro anillo SDH de ámbito metropolitano. La red 
SDH cuenta con funcionalidad para ir copiando la trama STM-1 con los canales 
de televisión en cada nodo que atraviesa y entregar cada copia en los centros 
de agregación multimedia de cada región. También proporcionará mecanismos 
de redundancia, de forma que cada trama va por dos caminos distintos. 
 
Centro de agregación de servicios multimedia (CAM): existen uno o dos 
centros de este tipo por área de servicio. En este centro se ubica el router de 
distribución de servicios multimedia, que recibe el tráfico de IPTV y el de VoD y 
lo distribuye a través de la red Ethernet Metropolitana a las distintas centrales 
de acceso donde se conectan los usuarios. Normalmente, en el CAM también 
se ubica un nodo de agregación de la red Ethernet Metropolitana al que se 
conecta directamente el router de distribución para enviar el tráfico hacia los 
usuarios. 
 
Red Ethernet Metropolitana: es una red de conmutadores Ethernet que se 
conectan entre sí directamente mediante fibra y que permite implementar 
distintas LANs (para distintos servicios) en un ámbito metropolitano. Permite la 
difusión de los servicios de vídeo desde CAMs hasta las Centrales Telefónicas 
de Acceso. 
Esta red Ethernet Metropolitana no solo se usa para la difusión de los 
servicios de video, si no que también se emplea para el tráfico Internet o para 
VoIP, servicios con diferentes requisitos (multicast/unicast, redundancia, QoS, 
etc). Esto hace necesario una separación dentro de la red para tratarlos de 
forma diferente. Dentro de la red Ethernet Metropolitana esta separación se 
hace mediante VLANs (Virtual LANs) que agrupan el tráfico de un servicio 
entero o de un conjunto de usuarios de un servicio concreto. 
 
Central Telefónica de Acceso: es una central telefónica a la que los usuarios 
se conectan mediante el par de cobre inicialmente pensado para el servicio 
telefónico. El equipo instalado en estas centrales tiene por un lado, módems 
ADSL para intercambiar con los usuarios el tráfico IP de los distintos servicios 
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sobre los pares de cobre. Por el otro lado se conecta con un conmutador de 
acceso de la red Ethernet Metropolitana para recoger el tráfico de VoD e IPTV 
hacia los usuarios y enviar/recibir el tráfico de Internet. Una central suele tener 
un área de cobertura de varios miles de usuarios. Normalmente, algunos de 
estos conmutadores de acceso a la red Ethernet Metropolitana se encuentran 
instalados en algunas de estas Centrales Telefónicas de Acceso. 
En el tramo que hay entre el usuario y la Central Telefónica de Acceso el 
tráfico se diferencia mediante el uso de dos circuitos virtuales ATM. Uno para 
los servicios de vídeo y el otro para tráfico Internet y VoIP. 
 
2.2.3.3 Descodificador 
 
También conocido como Set-Top-Box (STB) es el encargado de prestar 
todos los servicios finales al cliente de televisión. El cliente interacciona 
contados los servicios a través del mando a distancia de su descodificador y 
éste se convierte en la puerta de entrada hacia un “nuevo mundo de servicios”. 
Este equipo es uno de los más importantes de todo el sistema, tanto por ser el 
último eslabón del sistema (y encontrarse al alcance del cliente) como por su 
coste unitario. Además, este equipo es único por cada cliente, lo que 
claramente indica su importancia estratégica para el despliegue. En la 
selección del descodificador son tan importantes las funcionalidades ofrecidas 
como el coste del equipo, ya que es crítico conseguir el menor coste unitario 
posible a fin de que el despliegue masivo del mismo (uno por cada cliente) sea 
económicamente factible. 
 
2.2.3.4 Centro de vídeo bajo demanda (VoD) 
 
El centro de vídeo bajo demanda es el punto desde el que se transmiten 
los contenidos de vídeo seleccionados por los usuarios. Se suele desplegar un 
centro VoD por área de servicio (ciudad) para que los contenidos estén lo más 
cerca posible de los usuarios, al consumir su distribución mucho ancho de 
banda. En el centro se ubica el servidor de contenidos bajo demanda, formado 
por distintos hubs con capacidad para transmitir un número determinado de 
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flujos simultáneos y un array de discos. El tráfico de todos los hubs se agrega 
mediante un router que se conecta al CAM para bombear el vídeo por la red a 
los usuarios. El centro incluye también un servidor para monitorizar y gestionar 
el ancho de banda consumido por el servidor de vídeo e interviene en 
comunicación con servidores centrales en la gestión y adquisición de 
contenidos en el centro y la autorización o compra de los mismos por parte de 
los usuarios. Puede contener también el servidor de Past TV para grabar 
contenidos emitidos en los distintos canales de TV en el servidor de vídeo y 
que éstos puedan ser posteriormente accedidos por los usuarios con 
posibilidad de parar, rebobinar, etc. 
 
2.2.4 Funcionamiento 
 
Como se explica en [4], la cabecera IPTV es la fuente del flujo de 
televisión codificada en MPEG-2 o MPEG-4 hacia la red de distribución. 
 El descodificador para suscribirse a un canal multicast envía un mensaje 
‘join’ definido en el protocolo IGMP hacia el router de distribución de contenidos 
multimedia. Cuando este mensaje ‘join’ pasa por la Central Telefónica de 
Acceso es inspeccionado y si  en dicha central ya se está recibiendo el canal 
solicitado, porque ya existe otro usuario al que se le está enviando este canal, 
entonces la Central Telefónica de Acceso toma la iniciativa y envía el flujo del 
canal solicitado al descodificador que lo ha solicitado. En este caso el mensaje 
‘join’ se corta en la Central Telefónica de Acceso, no se envía al router de 
distribución de contenidos multimedia, sin embargo el descodificador cree que 
se ha comunicado con el router y éste le envía el flujo multicast. 
Si el descodificador realiza un ‘join’ a un canal multicast que la Central 
Telefónica de Acceso no está recibiendo en ese momento, entonces el 
mensaje ‘join’ prospera hasta el router y éste manda el flujo multicast. 
De forma similar, cuando un usuario quiere cambiar de canal, el 
descodificador envía un mensaje ‘leave’ de IGMP para desconectarse del canal 
en el que se encontraba en ese momento y posteriormente envía un mensaje 
‘join’ para unirse al nuevo canal. 
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Para el caso de VoD existen dos flujos asociados a dicho servicio. El 
flujo de contenido tiene una topología de conexión punto-a-punto 
unidireccional, del centro de VoD hacia el usuario. Este flujo transporta el 
contenido de audio y vídeo digital usando MPEG-2 o MPEG-4 y encapsulando 
mediante UDP/IP. Por otro lado, el flujo del sistema VoD cuenta con una 
topología punto-a-punto también y utiliza conexiones PPPoE. Este flujo 
transporta todo el tráfico de administración y control necesario para el servicio 
de VoD con protocolo RTSP. 
 
2.2.5 Conclusiones 
 
Como se ha podido observar a través del capítulo, los sistemas IPTV 
requieren de un desembolso considerable en infraestructura de red, pues 
aunque utilizan parte de la red empleada por los proveedores para suministrar 
el servicio de conexión a Internet, también requieren de una gran cantidad de 
nuevos elementos, además de aumentar de forma considerable el tráfico en 
toda la red. Esta última es una de las razones principales para que el servicio 
prestado aún siga el camino marcado por las operadoras de televisión por 
cable o por satélite, emitiendo canales de televisión mediante multicast y con 
una opción menos fomentada de vídeo bajo demanda que de potenciarse más 
podría colapsar la red (actualmente se calcula que menos del 20% de los 
usuarios conectados en ese momento estarán usando el servicio de VoD [4]). 
Muchos expertos creen que el VoD es el futuro de la televisión, sin embargo, 
bajo esta infraestructura de red no es posible llegar a ese futuro escenario en el 
que la mayoría de los flujos serían unicast y por lo tanto, los anchos de banda 
de la red resultarían insuficientes. 
Los sistemas de IPTV son especialmente buenos para el negocio de 
producción de contenidos de los grupos mediáticos consolidados, incluyendo a 
Hollywood y todas las redes más importantes de distribución televisiva por 
satélite y cable. La IPTV le permite a estas organizaciones tener el control total 
del contenido distribuido y reducir altamente las oportunidades de robo y 
piratería. 
                                                                                                 Capítulo 2: Estado del Arte 
 47 
Además, la forma en la que se está ideando a la IPTV integra múltiples 
maneras de monitorear y grabar las elecciones, preferencias y selecciones de 
los usuarios a través del tiempo y es por esto que se presenta como una 
plataforma ideal en que se pueden agregar opciones personalizadas de e-
commerce y publicidad más dirigida. 
Finalmente, otro inconveniente que surge en este tipo de sistemas es la 
limitación geográfica. La propuesta de IPTV es una propuesta geográficamente 
limitada. Esto se debe principalmente a que la infraestructura de despliegue 
está basada en regiones y vecindarios conectados a lugares de consumo 
(hogares de usuarios). La experiencia de usuario está también atada a sus 
hogares y descodificadores de televisión [2]. 
En conclusión, aunque actualmente estos sistemas pueden resultar 
rentables además de necesarios para poder ofrecer a los clientes servicios de 
triple play que cada vez son más habituales dentro de la oferta de servicios de 
cualquier compañía de telecomunicaciones, este servicio parece obligado a 
evolucionar obligando a su vez a la infraestructura de red a evolucionar 
también para poder hacer frente a los nuevos requisitos impuestos por un 
mayor tráfico unicast y aún así todavía deberá hacer frente a la necesidad de 
abrir más sus contenidos, que actualmente se limitan a los ofrecidos por grupos 
mediáticos consolidados. Por otro lado, las posibilidades de realizar una 
publicidad más dirigida pueden resultar en una nueva fuente de ingresos, por lo 
que es un nuevo camino a explorar que puede resultar muy provechoso, 
aunque uno de los grandes inconvenientes de este tipo de sistemas sigue 
siendo su limitación geográfica, problema que no existe con los sistemas 
basados en Internet, que alcanzan a un público potencial mucho mayor. 
Finalmente, también cabe destacar que en este tipo de sistemas controlar la 
calidad de la experiencia percibida por el usuario es una tarea mucho más 
sencilla, de tal forma que se le puede garantizar al usuario final un servicio de 
una calidad considerablemente mayor a la obtenida por los sistemas basados 
en la transmisión de los servicios de televisión a través de Internet sin apenas 
control alguno sobre su distribución. 
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2.3 Internet TV 
 
2.3.1 Introducción 
 
En esta sección del primer capítulo se explicará más detalladamente el 
concepto de Internet TV. Además, se describirán las distintas posibilidades a la 
hora de transmitir los contenidos de televisión, centrándose principalmente en 
la descripción de las alternativas P2PTV que parecen estar desarrollándose 
muy rápidamente en los últimos tiempos, presentando un nuevo escenario con 
nuevas complicaciones a resolver pero lleno de nuevas posibilidades que 
podrán derivar en distintos modelos de negocio. 
 
2.3.2 Definición 
 
De [2] se puede extraer que con el nombre de Internet TV se entiende la 
transmisión de contenidos de televisión a través de Internet. 
Internet TV está abierto a cualquier poseedor de derechos no importa si 
es un individuo haciendo un video para una audiencia muy pequeña o un editor 
tradicional que ofrece canales de cable online. 
El editor de contenidos puede llegar a los múltiples dispositivos del 
consumidor independientemente de ningún proveedor u operador. Internet TV 
es de hecho una propuesta que también intenta depender lo menos posible de 
dispositivos. Gracias a los estándares y formatos abiertos que ayudaron a crear 
esta oportunidad, Internet TV quiere ser precisamente lo que la Web es hoy en 
día. Accesible desde cualquier tipo de PC y conexión alrededor del mundo, y 
no estar atada físicamente al descodificador de TV del usuario. 
Internet TV utiliza un modelo de negocio de alcance global, en el cual los 
servicios de video y televisión que se ofrecen en una zona geográfica son 
accesibles desde cualquier otra en cualquier parte del mundo (siempre que los 
derechos de distribución de contenido estén en su lugar). 
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2.3.3 Internet TV por streaming 
 
2.3.3.1 Definición 
 
Como se puede leer en [5], la tecnología de streaming surgió como 
solución ante el problema de tener que descargar los archivos de vídeo 
completamente para poder visionarlos. Con la tecnología de streaming un 
archivo puede ser descargado y reproducido al mismo tiempo, con lo que el 
tiempo de espera es mínimo. Este método de streaming consistiría en ir 
almacenando por un lado el flujo de vídeo o audio que nos llega del servidor en 
un buffer y por otro lado, ir reproduciendo el vídeo o audio que tenemos en ese 
buffer, de tal forma que se pueden sortear las fluctuaciones de la red. 
Para la transmisión del flujo de vídeo o audio se emplean protocolos 
ligeros como UDP y RTSP que hacen que las entregas de paquetes de datos 
desde el servidor a quien reproduce el archivo se hagan con una velocidad 
mucho mayor que la que se obtiene por TCP y HTTP. Esta eficiencia es 
alcanzada por una modalidad que favorece el flujo continuo de paquetes de 
datos. Cuando TCP y HTTP sufren un error de transmisión, siguen intentando 
transmitir los paquetes de datos perdidos hasta conseguir una confirmación de 
que la información llegó en su totalidad. Sin embargo, UDP continúa mandando 
los datos sin tomar en cuenta interrupciones, ya que en una aplicación 
multimedia estas pérdidas son casi imperceptibles. 
Así pues, Internet TV por streaming consistiría en la transmisión 
mediante tecnología streaming de canales de televisión o vídeos almacenados 
en una librería desde el servidor o servidores donde se encuentran esos vídeos 
o donde los canales de televisión son capturados y codificados al formato 
digital empleado para su transmisión a través de Internet y hasta el usuario final 
que, conectado desde su ordenador, ha seleccionado el visionado de dicho 
archivo o canal. 
Algunos ejemplos de este tipo de sistemas pueden ser Youtube, 
empresa líder en transmisión de vídeos bajo demanda, pudiendo el usuario 
seleccionar entre una enorme cantidad de vídeos almacenados en sus 
servidores y viéndolos casi instantáneamente; google, yahoo, vimeo son otras 
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compañías que ofrecen también este mismo tipo de servicios, aunque con una 
cuota de mercado mucho menor. 
Por otro lado, también existen canales de televisión como tales que se 
pueden ver por streaming por Internet o incluso algunos canales tradicionales 
que ofrecen la posibilidad de ver en directo por streaming a través de Internet 
ciertos eventos de interés general, como las retransmisiones deportivas 
emitidas a través de laSexta.com 
 
2.3.3.2 Problemas 
 
Si un determinado contenido comienza a atraer una cantidad de usuarios 
mayor a su capacidad de ancho de banda, estos usuarios sufrirán cortes o lag. 
Finalmente, se llega a un punto en que la calidad del flujo de vídeo es 
malísima. Ofreciendo soluciones, surgen empresas y organizaciones que se 
encargan de proveer ancho de banda exclusivamente para streaming, y de 
apoyar y desarrollar estos servicios. Sin embargo, este sigue siendo el principal 
problema que presenta este tipo de sistemas, acrecentado en las transmisiones 
en vivo que puedan interesar a un gran número de usuarios, concentrando una 
gran cantidad de conexiones simultaneas lo que puede provocar un enorme 
ancho de banda consumido. Como ejemplo de este problema, se puede 
presentar la estadística de un estudio realizado durante la emisión de la gala de 
año nuevo chino según el cual llegó a haber mas de 200.000 usuarios 
conectados simultáneamente, que con un bitrate de 400-800 Kbps provocaría 
un tráfico de aproximadamente 100Gbps [6], difícil de asimilar por los 
servidores y que provocaría una enorme carga extra en la red. 
 
2.3.4 Internet TV por P2PTV 
 
2.3.4.1 Definición 
 
Aunque los sistemas P2P surgieron para el intercambio de archivos sin 
necesidad de llevar un orden a la hora de intercambiar los fragmentos de 
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dichos archivos entre pares, realizando pequeñas modificaciones en este tipo 
de sistemas se pueden adaptar para la transmisión de contenidos de televisión 
sin necesidad de descargarse completamente los archivos de vídeo 
correspondientes. 
En esto consisten los sistemas P2PTV, en utilizar la filosofía de las redes 
P2P ya existentes y mediante pequeñas variaciones en su funcionamiento, 
hacerlas viables para la transmisión de televisión. 
 
2.3.4.2 Arquitectura 
 
Existen una gran variedad de sistemas de P2PTV actualmente aunque la 
mayoría de ellos facilitan poca información respecto a sus tecnologías. Aun así, 
hay una serie de ideas y de elementos que todos estos sistemas comparten y 
sobre los que posteriormente se harán pequeñas modificaciones. A 
continuación se describe esta arquitectura general de los sistemas P2PTV. 
 
 
Figura 2.4 Proceso de P2PTV 
 
Como se puede ver en la figura 2.4 extraída de [6], el vídeo es dividido 
en fragmentos que se ponen disponibles desde un servidor de origen que 
quiere transmitir la señal de televisión. Toda la información del vídeo es 
accesible para cualquier usuario desde este servidor. Un usuario se muestra 
                                                                                                 Capítulo 2: Estado del Arte 
 52 
interesado en ver algún vídeo, por lo que se conecta al servidor de canales y 
pregunta sobre los vídeos disponibles (paso 1). El tracker mantiene un listado 
de los usuarios interesados en ver un mismo vídeo, por lo que una vez que 
nuestro usuario se ha decidido por el vídeo que desea ver, se conecta al 
tracker para recibir un listado de otros usuarios interesados en ver el mismo 
vídeo (paso 2). Tras esto, elige un subgrupo de usuarios a partir del listado 
obtenido y entabla una conexión (por medio de los protocolos TCP y UDP) 
(paso 3). Entre estos usuarios comienzan a transmitirse los fragmentos de 
vídeo, compartiendo el peso del tráfico debido a la transmisión del vídeo. Ya 
tenemos formada una red de pares. Un par también puede conectarse al 
servidor de origen, de igual forma que se ha conectado al principio a los otros 
pares. Una vez establecidas las conexiones cada par recibe unos mapas de los 
buffers de los pares a los que se encuentra conectado. Un mapa del buffer es 
un archivo donde cada usuario muestra los fragmentos del vídeo que se 
encuentran almacenados en ese momento en su buffer y por lo tanto, pueden 
ser retransmitidos desde ahí a otros pares. Así, usando un algoritmo para los 
fragmentos, cada par pide los fragmentos que necesitará en un futuro próximo 
de sus pares vecinos. Además, cada par continuará buscando nuevos 
compañeros de los que descargar fragmentos de vídeo. 
 
Elementos necesarios: 
 
Cada par necesita contar con dos elementos software indispensables: un motor 
de streaming P2P y un reproductor. 
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Figura 2.5 Motor de streaming y reproductor 
 
Motor de streaming P2P: Como se puede ver en la figura 2.5 sacada de [6], el 
motor de streaming P2P  se encargará de recibir los mapas de buffer y pedir a 
cada par los fragmentos que se necesiten para poder seguir la reproducción del 
vídeo. Además de eso, se encargará también de enviar su propio mapa del 
buffer y de recibir y responder las peticiones del resto de pares con los que 
esté conectado. 
 
 
Figura 2.6 Caché del motor de streaming 
 
En cualquier momento el motor de streaming P2P tiene en caché unos 
pocos minutos de fragmentos de vídeo. Algunos de estos fragmentos ya 
habrán sido reproducidos por el reproductor, otros serán reproducidos en 
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breve, tal y como se observa en la figura 2.6 de [6]. Los pares se 
intercambiaran fragmentos entre ellos. Para ello se enviarán mensajes con su 
mapa del buffer. Un mensaje de mapa de buffer incluye el offset (ID del primer 
fragmento), el tamaño del buffer y un conjunto de ceros y unos indicando 
cuales de los fragmentos están disponibles y cuales no. Un ID único de canal 
es también transportado en cada mensaje de mapa de buffer. 
Un par puede pedir el mapa del buffer a cualquiera de los otros pares 
con los que está conectado. Tras recibir el mapa, puede descargarse los 
fragmentos que requiera de cualquiera de los pares que los tengan. Puede 
descargarse fragmentos de muchos pares a la vez. Además, el motor de 
streaming P2P estará buscando continuamente nuevos pares a los que 
conectarse. Los diferentes sistemas de P2PTV difieren en el método de 
selección de nuevos pares a los que conectarse y en el algoritmo utilizado para 
seleccionar los fragmentos de vídeo. Estos fragmentos de vídeo son enviados 
típicamente sobre conexiones TCP, aunque actualmente muchos sistemas de 
P2PTV los envían también usando UDP. 
 
Reproductor: Cuando se inicia la aplicación del cliente, el reproductor se inicia 
también y a éste se le pasa la URL del stream de vídeo. Desde la perspectiva 
del cliente, el proveedor de vídeo es el motor de streaming P2P (que se 
encuentra en el mismo lugar que el reproductor). Tras iniciarse el reproductor, 
éste le envía una petición http al motor de streaming P2P.Tras recibir esta 
petición, el motor de streaming P2P une los fragmentos de vídeo y la cabecera 
y los ensambla en un archivo multimedia que envía al reproductor. Como 
continuamente van llegando nuevos fragmentos, el motor de streaming P2P va 
añadiendo nuevos datos al archivo multimedia. Como pueden faltar algunos 
fragmentos a la hora  de reproducir, cabe la posibilidad de que se produzcan 
‘gaps’. Finalmente el reproductor comienza a almacenar en un buffer el vídeo a 
reproducir y cuando tiene suficiente almacenado, comienza la reproducción. 
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2.3.4.3 Calidad de Servicio 
 
En este tipo de sistemas existe una gran heterogeneidad en los pares 
participantes. Además, también existirá una gran fluctuación en los pares 
conectados en cada momento. Estos dos son los principales problemas para 
conseguir que los participantes puedan reproducir de forma continuada el flujo 
de vídeo y garantizar al menos un mínimo de calidad. 
Continuando con el estudio realizado en [6], los pares participantes 
pueden separarse en dos grupos: pares ordinarios serían los usuarios 
residenciales con líneas ADSL con un ancho de banda de subida no 
demasiado grande. Por otro lado, estarían los pares institucionales, con un 
ancho de banda mucho mayor, típicamente de unos pocos Mbps. El 
funcionamiento de estas redes P2PTV será resultado de los recursos proveídos 
por los participantes de la red. Si el ancho de banda de los pares ordinarios es 
suficiente para mantener el flujo de vídeo entre los distintos participantes, los 
pares ordinarios no tendrán que hacer frente a una carga extra, pero de no ser 
así, estos pares institucionales habrán de hacerse cargo de este tráfico extra 
de tal forma que se alcance un punto de equilibrio entre el tráfico generado por 
los pares ordinarios y el generado por los institucionales que garantice el 
correcto funcionamiento del sistema. 
Muchos de los sistemas actuales de P2PTV solo ofrecen hoy en día 
servidores de listas de canales y tracker de usuarios. Esto provoca que la 
calidad del servicio varíe enormemente dependiendo del lugar o del momento 
en que se utilice. Para acabar con este problema, sería necesaria la instalación 
de servidores que pudieran entrar en acción en caso de no darse las 
circunstancias óptimas en el intercambio de fragmentos de vídeo entre pares y 
que se puedan dedicar a otras actividades cuando estas circunstancias si se 
den, de tal forma que se garantice una calidad más o menos continua. 
A la hora de evaluar la calidad del servicio existen ciertos problemas que 
van a definir esta calidad a ojos de los clientes. Uno de los problemas es el 
tiempo entre que se inicia la aplicación y el usuario puede comenzar a ver el 
canal deseado. Para poder funcionar con normalidad, el sistema necesita 
almacenar en el buffer una cierta cantidad de información, el problema es que 
un buffer muy grande, aunque podría garantizar un visionado sin 
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interrupciones, también equivaldría a un tiempo de inicio excesivo, por lo que 
se deberá encontrar un punto de equilibrio entre estas características. Otras 
posibilidades para reducir la sensación de espera del usuario son tener 
almacenado en la aplicación cliente un vídeo de propaganda que se ejecute al 
iniciarse la aplicación mientras en un segundo plano se va almacenando la 
información necesaria en el buffer de tal forma que el usuario no tenga que 
estar esperando delante de una pantalla vacía  hasta que se inicie la 
reproducción. Otra posibilidad es tener el vídeo en dos calidades de tal forma 
que al iniciarse el programa haya servidores que puedan comenzar a enviar el 
flujo de vídeo en baja calidad mientras se carga el buffer con el vídeo de alta 
calidad descargado de la red P2PTV de tal forma que el usuario tenga un 
tiempo de inicio de la reproducción mínimo. Este mismo problema se tendría 
también al cambiar de canal. 
Otro problema de estas redes P2PTV es la posibilidad de un retraso 
considerable entre usuarios. Esto no sólo es un problema para los usuarios que 
pueden estar enterándose más tarde de lo que sucede, si no que los usuarios 
con un retraso grande pueden no estar subiendo fragmentos de vídeo a la red, 
al no resultarles validos a ningún otro par, reduciendo la capacidad de subida 
del sistema. 
Finalmente, otro problema de calidad es la posibilidad de que no lleguen 
los fragmentos requeridos y la reproducción sufra saltos o, en el caso de que 
no se tengan más fragmentos, se llegue a congelar a la espera de recibirlos. En 
muchos sistemas de P2PTV cuando pasa un tiempo sin que se reciban los 
fragmentos nuevos, el motor de streaming P2P corta el flujo de vídeo hacia el 
reproductor y reinicia todo el proceso de streaming. 
Para realizar un seguimiento de la calidad ofrecida por un sistema se 
pueden usar los mensajes de mapa de buffer. Con estos mensajes se puede 
saber si hay varios pares congelados a la espera de poder continuar, si alguno 
se reinicia o si tienen un gran retraso con respecto a otros. Incluso se puede 
sacar el tiempo de inicio sufrido por los clientes, pues al iniciarse el motor de 
streaming P2P envía un mensaje de mapa de buffer especial con un offset de 
cero y tras recibir los primeros fragmentos se cambiará al valor adecuado. El 
reproductor comenzará la reproducción cuando se haya almacenado suficiente 
información, y con los siguientes mensajes de mapa de buffer podemos ir 
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viendo como va almacenando esta información hasta alcanzar ese mínimo de 
información preseleccionado. Así pues, capturando los mensajes de mapa de 
buffer, que son muy pequeños, se puede hacer un seguimiento de la calidad 
ofrecida por el sistema sin sobrecargar la red con nuevos mensajes de control y 
medida. 
 
TCP y UDP: aunque en un principio se empleaba TCP para las conexiones, 
esto puede acarrear problemas, pues los routers son limitados y ordenadores 
en la misma LAN que uno que esté usando un programa de P2PTV pueden 
verse afectados y tener una conexión muy pobre. Incluso aplicaciones en el 
mismo ordenador que esté usando el sistema P2PTV pueden verse también 
seriamente afectadas, pues éstos están limitados a un número finito de 
conextiones TCP. Además, esta solución supone un problema para los 
proveedores de servicios de Internet. Por esta razón muchos sistemas de 
P2PTV utilizan cada vez más UDP. El problema es qué hacer ante los 
paquetes UDP perdidos. Si no se hace nada, ante la pérdida de una cierta 
cantidad de paquetes la calidad del servicio puede verse muy afectada, por lo 
que puede resultar beneficioso reenviar algunos de estos paquetes perdidos. 
 
2.3.5 Conclusiones 
 
Con el aumento del ancho de banda disponible para los usuarios, cada 
vez es más habitual ver vídeos a través de Internet. Parece un paso lógico en 
la evolución de la web ofrecer cada vez más aplicaciones con gran componente 
de vídeo. Ante este escenario que se está creando, cada método de 
transmisión de este tipo de contenidos parece válido para una aplicación u otra. 
Así la transmisión por streaming parece aún la mejor solución para servicios 
tipo Youtube, con vídeos bajo demanda mientras que para contenidos en 
directo, la transmisión por P2PTV se antoja como la más acertada. 
Por otro lado, se han visto problemas que puede acarrear el uso de 
sistemas P2PTV en la calidad que el usuario experimenta y posibles soluciones 
y formas de monitorizar estos problemas, pero otro gran problema que 
acarrearía el uso generalizado de este tipo de redes es el altísimo nivel de 
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tráfico que añadirían a la red y que para los proveedores de infraestructura 
puede convertirse en un autentico problema, más aún teniendo en cuenta el 
escaso incentivo que en estos momentos tendrían para mejorar su 
infraestructura para poder acometer este nuevo servicio. Ante este problema se 
han estudiado alternativas para reducir el tráfico en las redes producido por los 
sistemas de P2P tradicionales y que son fácilmente adaptables a sistemas de 
P2PTV. Estas mejoras se verán en la siguiente sección de este primer capítulo. 
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2.4 Mejoras para sistemas P2P: P4P 
 
2.4.1 Introducción 
 
La aparición de estas redes P2P ha supuesto un nuevo paradigma en el 
diseño de las redes de aplicación, lo que conlleva nuevos retos para lograr una 
mayor eficiencia y un mejor aprovechamiento de los recursos de red 
disponibles. Como ejemplo, la investigación llevada a cabo en [7]. 
Un problema clave en las arquitecturas de red es conseguir que las 
aplicaciones utilicen eficientemente los recursos de red propios de los 
proveedores. Se trata por lo tanto de conseguir un mejor control de la eficiencia 
del tráfico en la red, que se ve comprometido por las estrategias seguidas por 
los sistemas de P2P vigentes. 
Actualmente en Internet esta necesidad de controlar el tráfico es en gran 
medida responsabilidad sólo de los proveedores de servicios de Internet (ISPs), 
pues las aplicaciones simplemente marcan el destino del tráfico. De esta forma 
los ISPs optimizaban el tráfico para conseguir una mayor eficiencia en el 
enrutamiento.  
Con la aparición de los sistemas P2P un usuario puede descargarse la 
información requerida de un gran número de localizaciones, lo que le da una 
mayor flexibilidad que a su vez repercute en la robustez y escalabilidad del 
paradigma de los sistemas P2P, lo que apoya a este tipo de arquitecturas como 
solución para los problemas de los servicios con gran componente de vídeo. 
Pero esta flexibilidad también cambia el problema del control del tráfico en la 
red, pues ahora tenemos múltiples formas de resolver la demanda de 
información de una aplicación. Es por este motivo por el que los sistemas P2P 
generan una gran cantidad de tráfico innecesario. Como puede verse en la 
figura 2.7, sacada de [8] los sistemas P2P generan una gran cantidad del 
tráfico existente en la red. 
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Figura 2.7 Tráfico en Internet 
 
Además, los patrones de tráfico de estas redes P2P no se adaptan 
necesariamente a la ingeniería de tráfico de red, pues los esfuerzos por parte 
de los ISP para determinar los patrones de enrutamiento se ven anulados si las 
aplicaciones P2P adaptan su tráfico a los cambios en la red, lo que provoca 
grandes fluctuaciones de tráfico y enrutamiento sub-óptimo [9] [10]. 
Todas estas razones hacen necesario el estudio de alternativas a las 
redes tradicionales de P2P que nos aporten la robustez y escalabilidad que 
necesitamos en los servicios de vídeo y que a su vez nos permitan un mayor 
control del tráfico generado y una mayor eficiencia en el uso de los recursos de 
red. Entre estas alternativas destaca la arquitectura de Participación activa del 
proveedor de red en P2P (P4P) que en unas primeras pruebas realizadas 
consigue mantener el mismo rendimiento a nivel de aplicación que las redes 
P2P reduciendo considerablemente los costes en recursos de red [9]. 
 
2.4.2 Requisitos de partida 
 
A continuación se presentan los requisitos que han guiado el desarrollo 
de los sistemas de P4P [6] [11] [12]. 
Mejora en el rendimiento de las redes P2P. Algunos sistemas P2P 
utilizan el estado de la red para seleccionar a los mejores pares. En estos 
casos, la elección de unos u otros pares viene marcada por la escasa 
información que se dispone del estado de la red. Con P4P se debe poder 
identificar conexiones más eficientes mediante diversas métricas [13]. 
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Mayor eficiencia en el uso de los recursos de la red. Habilitando una 
conexión directa entre las aplicaciones P2P y la red, P4P de posibilitar que las 
aplicaciones usen mejor los recursos de red, reduciendo el tráfico por el 
backbone y reduciendo el coste de las operaciones. 
Escalabilidad. P4P debe soportar un gran número de usuarios y un gran 
número de redes P2P en un escenario muy dinámico 
Privacidad. Puesto que se va a tener que liberar algo de información 
referente a la red, los incentivos por dicha liberación deben poder justificarlo. 
Se debe alcanzar un equilibrio entre información suministrada concerniente a la 
red y mejoras en el rendimiento de los sistemas P2P, valgan como ejemplo las 
directrices de seguridad y privacidad de [14]. 
Extensibilidad. Hay una gran cantidad de sistemas P2P. Algunos usan 
servidores (appTrackers) para realizar la selección de pares, otros no. P4P 
debe ser capaz de interactuar con una gran variedad de sistemas P2P con 
diferentes requisitos y características. 
Despliegue. No se busca rehacer las redes de golpe, P4P tiene que 
poder desplegarse de manera gradual. 
Contribución de los proveedores de red para la aceleración de las redes 
P2P. Con esta nueva etapa de colaboración entre los sistemas P2P y los 
proveedores, éstos pueden acelerar las descargas en las redes P2P mediante 
servidores o cachés. Esto tiene que estar contemplado en P4P. 
 
2.4.3 Arquitectura 
 
La estructura de P4P consiste en dos planos obligatorios más un plano 
opcional: 
 
Plano de control: en este plano aparece el iTracker, que proporciona un lugar 
de comunicación entre los sistemas P2P y los proveedores de red. Estos 
iTrackers dividen las responsabilidades por el tráfico entre las redes P2P y los 
proveedores y consiguen que P4P sea extensible y se pueda desplegar de 
manera gradual. 
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Cada proveedor de red contaría con un iTracker que él mismo 
mantendría y las aplicaciones P2P sacarían su dirección a través de consultas 
DNS (con un nuevo tipo de registro P4P). Para conseguir escalabilidad y una 
cierta tolerancia a fallos, se puede disponer de varios iTrackers en cada red. 
 
Plano de gestión: este plano se dedicaría a la monitorización del plano de 
control. 
 
Plano de datos (opcional): este plano permite diferenciar el tráfico para poder 
priorizar un flujo u otro. 
 
2.4.3.1 Plano de control: iTracker 
 
 
 
Figura 2.8 Plano de control 
 
En el plano de control el elemento clave es el iTracker que provee el 
proveedor de red. En la figura 2.8 extraída de [9] podemos ver los elementos 
que entrarían en escena en un sistema típico de P4P, con los pares, un 
servidor para la aplicación (appTracker) y el iTracker. No tienen por qué darse 
todos los elementos. Hay sistemas que carecen de un servidor para la 
aplicación, por lo que el appTracker no aparecería en escena. 
El iTracker, como se puede observar en la figura, nos ofrece tres 
interfaces distintas que los otros elementos del sistema pueden consultar: 
 
Info: permite a otros elementos, normalmente pares dentro de la red del 
proveedor de red que mantiene el iTracker, consultar la topología de la red y su 
estado. Entrando más en detalle, al consultar la interfaz Info con respecto a una 
dirección IP dentro de la red lo que se obtendría sería tupla (ASID, PID, LOC) 
donde ASID es un ID para el proveedor de red, PID es un ID opaco que 
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engloba a un conjunto de nodos. Esto se hace para preservar la privacidad de 
la red, de tal forma que se granulariza en parte el mapeado de la red. En 
experimentos realizados con posterioridad se observa que dependiendo del 
nivel de detalle que se ofrezca en esta interfaz, se consiguen mejores 
resultados, así pues, será necesario alcanzar un punto de máxima información 
posible suministrada sin poner en riesgo la seguridad de la red ni acabar con la 
privacidad requerida por el proveedor de red. Por último, LOC es un indicador 
geográfico o virtual para el nodo. El LOC puede ser utilizado para calcular la 
proximidad de los pares, de tal forma que se puedan seleccionar los más 
cercanos. Además, al enviar la consulta, el par puede indicar el ID de su 
enjambre (grupo de pares con los que está intercambiando el archivo en 
cuestión) de tal forma que el iTracker vaya almacenando un listado de pares 
participantes. 
 
Policy: esta interfaz permite a los otros elementos de la red (pares o 
appTrackers) obtener algunas directrices y políticas de uso de la red. Las 
políticas indican cómo querría el proveedor de red que se empleara la red 
mientras que las directrices son sugerencias concretas. Algunas políticas 
podrían ser el ratio entre tráfico de entrada y salida interdominio, la política de 
uso de determinados enlaces dependiendo de la hora del día para evitar por 
ejemplo el uso de enlaces que se sobrecargan en las horas puntas. Mientras 
que un ejemplo de directriz podría ser relacionar los pares por grupos mediante 
por ejemplo, el PID. Además, esta interfaz Policy puede también indicar unos 
costes normalizados en los que se incurre cuando dos pares de distinto PID se 
comunican entre ellos. 
 
Capability: permite a los pares o a los proveedores de contenidos conocer los 
servicios que ofrece la red. Por ejemplo, permite conocer si en la red hay 
servidores que se puedan usar como super-pares [15] o cachés. 
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2.4.4 Utilización 
 
A continuación se mostrarán dos ejemplos para mostrar cómo podrían 
ser utilizadas las interfaces del iTracker. 
 
 
Figura 2.9 Ejemplo de uso de interfaces Info y Policy 
 
En la figura 2.9 extraída de [16] se puede ver un ejemplo con una 
aplicación P2P que cuenta con un servidor de aplicación (appTracker) que 
utilizaría la información suministrada por las interfaces Info y Policy. En este 
ejemplo el sistema P2P está conectado a las redes de dos proveedores 
distintos, cada uno con su propio iTracker con la información de su propia red. 
Cada uno de los pares a y b se conectaría al iTracker de su proveedor de red a 
través de las interfaces Info y Policy, consiguiendo así la información sobre la 
topología y el estado de la red, además de las políticas de red y las directrices. 
Una vez con esta información, se registran en el servidor de aplicación 
enviando toda esta información que acaban de conseguir de los iTrackers. A 
partir de esta información y de los requisitos de la aplicación P2P, el servidor 
de aplicación realizaría la selección de pares para cada uno de los pares a y b 
que se acaban de registrar. Una alternativa también válida sería  que el propio 
servidor de aplicación se conectase a los iTrackers para obtener el mismo la 
información. 
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Figura 2.10 Ejemplo de uso de interfaz capability 
 
En este segundo ejemplo de uso de los iTrackers vemos como el 
servidor de la aplicación se conecta con el iTracker de una de las redes usando 
su interfaz Capability para preguntar por servidores fijos para añadir a la 
distribución de contenidos. El iTracker localiza un servidor y le envía su 
dirección al servidor de aplicación, que añade a este servidor a la red de 
distribución de contenidos del sistema P2P. 
 
 
Figura 2.11 Simulación de P2P y P4P 
 
En esta última imagen podemos apreciar una simulación con Gnutella 
sacada de [10] en la que se aprecia el resultado de utilizar sistemas P4P. En la 
primera de las imágenes vemos como en una red en la que no existe un 
sistema P4P los pares se conectan de forma aleatoria sin ningún tipo de orden 
mientras que en la segunda imagen se puede observar una cierta disposición 
dependiente de la cercanía de los pares que hace que la red quede mucho 
menos sobrecargada. 
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2.4.5 Análisis de distancia entre pares 
 
En esta sección se explicará la forma que tiene la tecnología P4P de 
calcular la distancia entre pares y se dará una visión de la teoría que hay detrás 
de la interface de distancia. Al estar implicado el proveedor de infraestructura 
de red, se cuenta con información sobre el estado de ésta así como sobre las 
políticas que dicho proveedor está interesado en aplicar en cuanto al uso de su 
red. En este apartado se explicará cómo se puede utilizar esta información para 
obtener un dato de distancia entre dos pares a partir del desarrollo llevado a 
cabo en [11]. 
En un primer lugar se explicará la nomenclatura empleada. Con eb  se 
entenderá todo el tráfico de fondo en un nodo e. Por otro lado ec  será la 
capacidad en dicho puntoe ( )jiIe ,  nos indica el paso a través del nodo e en 
una ruta desde i hasta j. kT  será el conjunto de demandas de tráfico 
aceptables teniendo en cuenta los requisitos y propiedades de la sesión k. Si 
por ejemplo una aplicación selecciona un kt  del conjunto kT  entonces 
generará un tráfico kijt  entre los puntos i y j. Además, ket  será el tráfico total en 
el nodo e. Así, siguiendo esta nomenclatura se puede mostrar a continuación el 
objetivo de la ingeniería de tráfico de los proveedores de infraestructura de red: 
minimizar el máximo uso de los enlaces (Maximum Link Utilization). 
 
( )( )
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e
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ijijike
kk c
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Fórmula 2.1 Maximum Link Utilization 
 
Sin embargo para que esta solución centralizada se pudiese llevar a 
cabo sería necesario que el iTracker y cada aplicación contaran con toda la 
información, lo que no es posible. Por eso se buscan soluciones distribuidas: 
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Fórmula 2.2 Solución distribuida para el MLU 
 
                                                                                                 Capítulo 2: Estado del Arte 
 67 
Tras esto el siguiente paso es definir la función dual de Lagrange, para 
lo que se introducirá la variable dual 0≥ep , Ee∈  
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Fórmula 2.3 Función dual de Lagrange 
 
Para que la función sea finita necesitamos que α  sea cero, por lo tanto 
nos quedaría: 
 
∑ =
e
eecp 1
 
 
Fórmula 2.4 Condición para hacer finita la función dual de Lagrange 
 
Una vez obtenida esta ecuación, simplificamos la anterior y obtenemos: 
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Fórmula 2.5 Función dual de Lagrange simplificada 
 
Ahora, gracias a estas operaciones se tiene un resultado que divide el 
problema inicial en varios problemas independientes. Ahora para cada 
aplicación se buscaría el kk Tt ∈  que minimice ∑e eebp  . Tras esto el iTracker 
ajustaría { }ep . 
Así, el iTracker puede optimizar el MLU por ejemplo con el uso del 
método del super-gradiente proyectado. 
 
( ) ( ) ( ) ( )[ ]++=+ Seee pp τξτµττ 1  
 
Fórmula 2.6 Optimización de MLU por super-gradiente proyectado 
 
Donde [ ]+Sx  es la proyección en { }∑ ≥== e eeee ppcpS 0,1  , ( )τξe  es un 
super-gradiente y ( )τµ  es el tamaño del paso. 
Ahora con este método se pueden seguir también otras políticas e 
intentar cumplir otros objetivos que puedan tener las empresas proveedoras de 
infraestructura de red, como por ejemplo, optimizar el tráfico conforme al 
producto ancho de banda – distancia (Bandwidth-Distance Product). 
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Supóngase que un proveedor de infraestructura de red tiene una métrica 
concreta que asigna una distancia específica a cada enlace que será llamada 
ed  por lo que la distancia total entre dos puntos i y j será ∑ ∈= ),( jipathe eij dd  . Así 
tendríamos: 
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Fórmula 2.7 Optimización de las distancias 
 
Por otro lado tal vez lo que interese vigilar sea el uso de determinados 
enlaces cuando dichos enlaces llegan al máximo de su capacidad durante las 
horas punta de tal forma que al proveedor de infraestructura de red le 
interesaría reservar algo de ancho de banda en estos enlaces críticos. Para 
conseguir esto sería tan sencillo como utilizar el eb  que se da en los momentos 
conflictivos (durante las horas punta). 
Finalmente puede interesar controlar el aumento del coste de los 
enlaces interdominio debido a los sistemas de P2P. El aumento de coste en 
estos enlaces viene debido al aumento del tráfico por ellos y a que para 
muchos proveedores de infraestructura de red, estos enlaces son alquilados y 
su precio depende del volumen de tráfico. Po ello lo que se puede hacer para 
evitar que se sobrepase un cierto límite impuesto por el propio proveedor para 
estos enlaces alquilados es definir un valor eν  y utilizar este valor en lugar de la 
capacidad del enlace ec  en las ecuaciones anteriormente descritas cuando se 
trate de estos enlaces interdominios. De esta forma el coste de los enlaces se 
mantendrá aproximadamente constante. 
 
Gracias a las ecuaciones anteriormente descritas un iTracker puede 
estimar qué pares resultarían ser los óptimos para cada par al poder ver los el 
ancho de banda que se le puede dedicar a cada conexión entre pares, por lo 
que puede informar a los clientes para que realicen las conexiones óptimas, 
mejorando así tanto la velocidad de descarga experimentada por los usuarios 
de estas aplicaciones P2P como la eficiencia en el uso de la infraestructura de 
red y sus costes asociados. 
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2.4.6 Resultados 
 
Desde la universidad de Yale y la de Washington se han llevado a cabo 
experimentos descritos en [9] y [11], por un lado mediante simulaciones y por 
otro utilizando la red experimental de investigación PlanetLab con una red de 
hasta 700 pares utilizando una aplicación tipo BitTorrent obteniéndose en 
ambos casos una mejora sustancial al reducir enormemente la sobrecarga de 
la red o el uso de enlaces críticos además de reducir también el tiempo 
requerido para la descarga de los archivos por parte de los pares. Con estos 
experimentos se ha podido ver como esta nueva tecnología se adapta a la 
heterogeneidad en los enlaces con diversa capacidad. Posteriormente se han 
seguido realizando experimentos con otros tipos de topologías y programas, 
como pando, que han continuado los resultados positivos viéndose como el 
tráfico intradominio provocado por las aplicaciones P2P se volvía menos 
disperso y distanciado reduciéndose la carga en los enlaces de backbone 
mientras que el tráfico interdominio se reducía enormemente ahorrando los 
costes derivados del uso de los enlaces interdominios. 
Además de estos experimentos, conocidas empresas de 
telecomunicaciones han comenzado a realizar pruebas de campo. En concreto, 
Verizon en Estados Unidos y Telefónica en Perú han comenzado a realizar 
pruebas con muy buenos resultados como puede verse en [17]. Verizon ha 
comprobado que el 58% del tráfico P2P puede quedar dentro de su propia red. 
La carga de los enlaces externos descendió un 70% reduciendo los costes un 
60% y la velocidad de descarga que experimentaron los usuarios aumentó un 
200%. 
Telefónica por su parte comprobó que la relación entre el tráfico externo 
y el interno aumentó un 268%. El número de saltos en la red para realizar las 
transferencias se redujo en un 57% y la entrega de datos dentro de una misma 
ciudad pasó del 1 al 36% [18]. 
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2.4.7 Televisión por IP y P4P 
 
Como puede verse en [6], uno de los grandes problemas de la 
transmisión mediante sistemas P2PTV era la carga extra que esto provocaba 
en la red, de igual forma que en los sistemas actuales de VoIP que no tienen 
en cuenta en su diseño la infraestructura de red disponible [19]. Con P4P se 
reduciría drásticamente este inconveniente y además, P4P es perfectamente 
compatible con las ideas de P2PTV, pues sólo se trata de dar unas pautas a la 
hora de seleccionar los pares a los que conectarse. Con P4P se reducen los 
costes en la red a la vez que aumenta la velocidad de descarga, haciendo 
menos probables los saltos en el visionado de televisión por P2PTV, con lo que 
se consigue mejorar la calidad percibida por los usuarios de este tipo de 
sistemas. Además, P4P aumenta aún más sus mejoras con el aumento de 
número de pares y en el caso de sistemas P2PTV fácilmente se puede contar 
con un gran número de usuarios conectados simultáneamente. 
 
2.4.8 Alternativa Ono 
 
Ante la necesidad de tener que contar con el proveedor de red para 
poder desarrollar este tipo de sistemas y ante la posibilidad de que se produzca 
un control en los contenidos de las redes P2P por parte de los proveedores o 
de que éstos limiten el uso de sus iTrackers a un número limitado de 
aplicaciones P2P que se comprometan a cumplir con una determinada política 
de contenidos o de actuación, separando las aplicaciones P2P en dos grupos 
diferenciados surgen alternativas sin la necesidad de la intervención de los 
proveedores de red como sería Ono, que utiliza el geoposicionamiento por IP 
para determinar los pares más adecuados para conectarse [20] [21]. 
Al emplear Ono lo que se hace es mediante geoposicionamiento por IP 
sacar qué pares se encuentran más próximos unos de otros y con esa 
información, poder seleccionar cuales son los pares más adecuados para 
conectarse. Para determinar esta proximidad e intentando ahorrar costes de 
cálculos, Ono emplea la información que puede conseguir de los CDN (Content 
Distribution Network). En concreto utiliza el servicio CDN de la compañía 
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Akamai. Esta compañía tiene una serie de servidores distribuidos 
geográficamente, de tal forma que cuando un usuario se conecta para 
descargar un archivo, se conecta con el servidor más próximo. Esto resulta 
completamente transparente para el usuario, pues es la propia Akamai quien 
realiza los cálculos necesarios para hallar qué servidor se encuentra más 
próximo a cada usuario. 
Lo que hace Ono para determinar la proximidad entre pares es ver si 
ambos descargarían del mismo servidor de Akamai. De ser así, considera que 
estos pares están próximos. 
Como puede verse, Ono resulta una herramienta menos potente que 
P4P, pues sólo puede ofrecer a sus usuarios información sobre su proximidad 
en la red basándose en cálculos que siempre resultarán más inexactos que la 
información que pueda tener el propio proveedor de red. Además, no distingue 
entre usuarios de un proveedor o de otro ni puede informar sobre enlaces más 
o menos recomendados en horas punta, por lo que resulta también mucho 
menos potente a la hora de ayudar a los proveedores de red a reducir su 
sobrecarga en la red debido a los sistemas P2P. 
Pese a estos inconvenientes y pese a resultar en general menos potente 
que P4P, con Ono se consigue que la velocidad en las descargas aumente 
entre un 31% y un 207% [22]. Y además, no requiere de la instalación de 
iTrackers (tan solo una actualización en los programas de P2P de los usuarios) 
ni la participación de los proveedores de red. 
 
2.4.9 Alternativa Kontiki 
 
Kontiki es una tecnología propietaria que trata de llevar a cabo una 
estrategia similar a la descrita por los anteriores sistemas que mejoran el P2P 
mediante la selección de los pares más cercanos para conectarlos entre ellos. 
Para llevar a cabo esta tarea se apoya en unos servidores de directorios que 
realizarán un análisis de la red y decidirán qué pares están más cerca de un 
par dado. Este análisis lo realizan mediante la herramienta de traceroute. Los 
distintos pares hacen traceroutes entre los servidores y ellos e incluso entre los 
mismos pares y envían la información a los servidores que van confeccionando 
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un mapa de la red. Además, pueden sacar información como el sistema 
autónomo al que pertenecen los pares o si están detrás de un mismo router o 
en una misma subred. Además, si se conoce la topología de la red, como 
puede ser en un escenario empresarial, el sistema Kontiki permite hacer 
diferentes grupos de pares y dar una mayor prioridad a las conexiones entre 
pares de los mismos grupos tal y como se explica en [23]. 
Por otro lado Kontiki emplea un protocolo propietario para conectar los 
pares que en caso de detectar saturación en algún enlace corta 
automáticamente el tráfico por dicho enlace y se mantiene a la espera de que 
deje de estar saturado para volver a retransmitir [24]. 
Como se puede ver, Kontiki presenta algunas ideas realmente 
interesantes para el ámbito empresarial. Sin embargo estas ventajas se 
vuelven menos valiosas en un escenario abierto de Internet. Además, pese al 
análisis de red que pueda realizar y que requerirá de equipos dedicados así 
como de un aumento del tráfico entre pares y entre pares y servidores, seguirá 
encontrándose por detrás de los sistemas P4P, pues los proveedores de 
infraestructura de red siempre contarán con información más detallada. 
Además, la aplicación de esta tecnología requiere un esfuerzo económico 
debido a que es tecnología propietaria y a la necesidad de los servidores que 
realizan el análisis de la red y una modificación importante en el software que 
actualmente se emplea a la hora de intercambiar archivos por redes P2P. Por 
estas razones la tecnología Kontiki resulta menos atractiva en este caso. 
 
2.4.10 Conclusiones 
 
Los estudios y experimentos llevados a cabo con P4P revelan que 
usando esta tecnología reducimos los costes del proveedor de red al disminuir 
el tráfico en enlaces externos, se aumenta la velocidad de descarga y por lo 
tanto, se mejora la experiencia del usuario. Además, es compatible e incluso 
mejora las posibilidades de otras tecnologías como P2PTV. Esta tecnología 
favorece tanto a proveedores como a usuarios, por lo que si los experimentos 
que se siguen llevando a cabo continúan demostrando los resultados obtenidos 
hasta ahora, sería lógico pensar en un futuro escenario en el que este tipo de 
                                                                                                 Capítulo 2: Estado del Arte 
 73 
servicios estén extendidos a la gran mayoría de las redes y de las aplicaciones 
de P2P. 
Para continuar teniendo una cierta robustez, no todos los pares tienen 
por qué ser pares próximos, pues en caso de fallo de un enlace interno de un 
proveedor, se podría cortar la descarga de algunos usuarios. Para evitar esto, 
se podrían seleccionar un grupo de pares algo más lejanos. Por otro lado, los 
proveedores deberán analizar su red y ver cómo de detallada puede ser la 
información suministrada. Estos problemas hacen que se deba llegar a un 
punto de equilibrio en el que los fallos anteriormente citados no se den pero 
que se consiga aún una mejora considerable utilizando P4P. 
Finalmente, aunque puedan definirse sistemas similares sin la 
intervención de los proveedores, éstos no serán tan potentes ni conllevarán 
unas mejoras tan importantes tanto para usuarios como para los propios 
proveedores de red. Tanto con el crecimiento de las actuales redes P2P de 
intercambio de archivos como con la aparición de los nuevos sistemas de 
P2PTV se está alcanzando un punto en el que se hace necesario un acuerdo 
entre proveedores de red y desarrolladores de aplicaciones, pues no es posible 
continuar aumentando el tráfico en las redes a la espera de que éstas soporten 
los nuevos flujos sin que los usuarios se resientan y experimenten problemas 
en sus conexiones. Por otro lado, la mejora en las infraestructuras de red 
puede suponer un desembolso muy grande para unas compañías proveedoras 
de red que apenas sacan ningún beneficio de estas redes P2P. Por lo tanto, 
optimizar el tráfico de estos sistemas reduciendo así su impacto total y 
reduciendo costes para los proveedores mientras se mejora la experiencia de 
los usuarios puede ser el mejor camino a seguir. 
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3.1  Introducción 
 
En las siguientes secciones del presente capítulo se hará una 
descripción más detallada de los sistemas Ono y Kontiki mostrando sus 
similitudes y diferencias para concluir con un análisis de los escenarios más 
propicios para cada una de estas tecnologías. 
El objetivo del capítulo es profundizar en las diferencias existentes entre 
dichas tecnologías haciendo más sencilla la elección de una u otra alternativa 
ante una situación dada. 
Para cumplir este objetivo se comenzará dando una explicación del 
funcionamiento de cada una de las dos tecnologías para posteriormente 
dedicar varias secciones a las diferencias más significativas. 
 
3.2 ONO: descripción general 
 
Como ya se ha dicho en el capítulo primero, Ono es una tecnología que 
permite a los sistemas de peer-to-peer seleccionar a los pares más próximos 
entre si mediante geoposicionamiento por IP. Esta tecnología es el resultado de 
la investigación llevada a cabo por el grupo AquaLab de la Northwestern 
University. En ella, para poder posicionar a los usuarios de las redes P2P se 
emplea el servicio CDN de Akamai de tal forma que, en líneas generales, si dos 
pares al conectarse a la red de servidores de Akamai descargasen del mismo 
servidor se consideraría que dichos pares están próximos entre sí. 
Al actuar de esta forma la tecnología de Ono permite que los sistemas 
P2P mejoren el uso que hacen de las redes de los proveedores de 
infraestructura de red al poder emparejar pares más cercanos entre sí sin la 
necesidad de ningún tipo de infraestructura añadida y sin cargar a los usuarios 
con un significativo aumento en la carga soportada por el cálculo de las 
geoposiciones del resto de pares. De esta forma se consigue que mediante una 
simple modificación de los programas actuales de P2P se puedan conseguir 
estas mejoras. 
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Ono es una mejora de los sistemas P2P y no es específico para 
aplicaciones de vídeo a través de sistemas P2P. Es válido tanto para sistemas 
de P2PTV como para los sistemas tradicionales de intercambio de archivos de 
todo tipo a través de las redes P2P. En ambos casos se verán mejoras en la 
eficiencia del uso de la infraestructura de red y un aumento en la velocidad de 
descarga experimentada por el usuario, mejorando así la calidad de 
experiencia experimentada por los clientes de los sistemas P2P que 
implementen esta mejora. 
 
3.3 Kontiki: descripción general 
 
Kontiki es un sistema de intercambio de archivos vídeo mediante P2P 
propiedad de la compañía del mismo nombre, perteneciente a MK Capital. 
Actualmente, compañías británicas de televisión como BBC, Channel4 o 
BSkyB utilizan este sistema para proveer a sus clientes de la opción de vídeos 
bajo demanda a través de Internet [25] [26]. 
La tecnología de Kontiki pretende reducir los costes de infraestructura de 
red asociados a la transmisión de vídeo aprovechándose de las ventajas que 
proporcionan las redes P2P y mejorándolo mediante un análisis de la red para 
determinar los pares más cercanos. 
A diferencia de Ono, Kontiki no es una tecnología a implementar que 
mejora la eficiencia de los sistemas existentes de P2P. Se trata de un sistema 
completo que necesita tanto del software como de servidores dedicados para la 
interacción con los clientes y para el análisis de red de tal forma que se pueda 
determinar el listado de pares óptimo a enviar a cada par para que pueda 
conectarse a ellos y comenzar a recibir el archivo de vídeo deseado. 
Así pues, con Kontiki la carga del cálculo de la proximidad entre pares 
recae sobre servidores que la empresa que desee transmitir deberá poseer. 
Por otro lado, Kontiki trata de interferir lo menos posible con otras 
aplicaciones que puedan estar utilizando la red al mismo tiempo, por lo que en 
lugar de emplear el protocolo TCP en sus conexiones utiliza un protocolo 
propietario denominado KDP (Kontiki Delivery Protocol) que reducirá el tráfico 
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introducido por la aplicación en los enlaces en los que el tráfico total (de kontiki 
y otras aplicaciones) haya aumentado en execeso [24]. 
 
3.4 Métodos de análisis de red 
 
Como hemos podido ver en las secciones anteriores, ambas alternativas 
se sustentan sobre la obtención de los pares más cercanos para mejorar la 
eficiencia en el uso de la infraestructura de red. Para obtener estos pares 
óptimos necesitan un análisis de red que realizan de forma muy distinta: Ono 
mediante el servicio de Akamai y Kontiki mediante el análisis realizado por 
servidores propios de la aplicación. 
En esta sección vamos a profundizar en ambos métodos de análisis de 
red para observar sus diferencias y comprender mejor las ventajas e 
inconvenientes que presentan cada una de las opciones. 
 
3.4.1 Análisis de red de Ono 
 
Como ya se ha dicho anteriormente, Ono utiliza el servicio Akamai para 
ver la proximidad entre dos pares dados, por lo que a continuación se mostrará 
cómo funciona Akamai a la hora de seleccionar el servidor más apropiado para 
cada cliente. 
 
Akamai: el servicio de CDN ofrecido por esta compañía hace que un usuario 
se pueda descargar los archivos requeridos desde diferentes servidores según 
su localización geográfica y el estado de la red. Este proceso es transparente 
para el usuario que sólo pide la resolución de la dirección del recurso y son los 
servidores de DNS de Akamai los que, conforme a los datos de red de que 
disponen, le mandarán la dirección de uno u otro servidor. Para conseguir esto, 
Akamai cuenta con una jerarquía de dos niveles en sus servidores DNS [27]. 
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Figura 3.1 Proceso de selección del servidor de Akamai 
 
El proceso para la resolución de la dirección de un recurso existente en 
la red de Akamai puede verse en la figura 3.1 extraída de [27]. En primer lugar 
el usuario se conecta con su servidor de DNS local para resolver la dirección. 
El servidor de DNS local se conecta en un primer momento a un servidor raíz 
que le dará la dirección de akamai.net, con lo que el servidor de DNS local 
podrá conectarse con los servidores HLDNS (High-Level DNS) de Akamai que 
forman el primer nivel de la jerarquía DNS de Akamai. Estos le darán la 
dirección del servidor LLDNS (Low-Level DNS, segundo nivel en la jerarquía 
DNS de Akamai) más próximo a dicho servidor de DNS local y por lo tanto más 
próximo al usuario final. Con la información obtenida el servidor de DNS local 
se conectará con el LLDNS de Akamai para preguntarle la dirección del 
servidor final donde se encuentra el recurso y éste le responderá con la 
dirección del servidor óptimo en ese momento para la descarga de dicho 
recurso por parte de este usuario final en concreto. Finalmente el servidor de 
DNS local envía esta dirección al usuario final que ya puede conectarse a dicho 
servidor y comenzar la descarga. 
Para poder ver qué LLDNS se encuentra más próximo al servidor de 
DNS local, los HLDNS emplean un mapa de la red que se actualiza cada 7-10 
minutos y que se basa en  cálculos realizados para obtener las RTTs (Round-
Trip Time), tiempo que tarda un paquete en volver al punto desde el que se 
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mandó pasando por su lugar de destino. Para aprovechar esta actualización en 
el estado de la red, la información suministrada por los HLDNS a los servidores 
de DNS locales caduca a los 20 minutos (el TTL se configura a 20 minutos), de 
tal forma que será necesario volver a realizar la consulta pudiéndose obtener 
un resultado distinto en caso de que las condiciones de la red hayan variado. 
El caso de los LLDNS y los servidores de contenido finales es similar. En 
este caso la información suministrada por los LLDNS a los servidores de DNS 
locales se basa en un mapa de la red que se actualiza cada 2-10 segundos, 
por lo que las respuestas suministradas por los LLDNS llevan un TTL de 20 
segundos, de tal forma que el servicio proporcionado por Akamai se adapta 
continuamente a los cambios en la red [28]. Otra diferencia con respecto al 
caso de los HLDNS es que ahora no solo se tendrán en cuenta los RTTs a la 
hora de dar la  dirección de uno u otro servidor final de contenidos. También se 
tendrán en cuenta aspectos como el estado del servidor, que no podrá estar 
caído ni estar en funcionamiento con fallos, el número de paquetes perdidos, 
intentando minimizarlo todo lo posible, la carga en el servidor, fijándose en 
aspectos como la CPU o el ancho de banda utilizado y que deberán estar por 
debajo de un límite marcado para poder atender nuevas  peticiones, por 
supuesto también se tendrá en cuenta la proximidad y para terminar, debido a 
la política de Akamai no todos los contenidos están en todos los servidores, por 
lo que también habrá que tener en cuenta que el contenido requerido se 
encuentre en el servidor que se va a seleccionar. 
Entendiendo el funcionamiento de Akamai se puede ver como se adapta 
a las variaciones en la red para ofrecer el mejor servicio posible dependiendo 
del estado de ésta. Precisamente por este motivo un usuario podrá conectarse 
a diferentes servidores aún cuando permanezca en un mismo lugar y por lo 
tanto su posición geográfica no se vea modificada. 
 
Ono: como se ha dicho anteriormente, Ono emplea el servicio proporcionado 
por Akamai para decidir que pares están más próximos. Sin embargo, estos 
pares variarán los servidores de Akamai a los que se conectan, pues como se 
ha explicado en la sección anterior Akamai ofrecerá diferentes servidores a los 
que conectarse en diferentes instantes de tiempo, dependiendo del estado de 
la red e incluso del propio estado de los servidores. Por este motivo Ono no 
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puede dedicarse solo a unir pares que se conectan al mismo servidor si no que 
se hace necesario realizar diversos cálculos para determinar las uniones 
óptimas tal y como se explica en [20]. 
 Así pues, para determinar la proximidad entre dos pares se emplearán 
mapas de ratios de los servidores de Akamai empleados en un determinado 
periodo de tiempo. Para llevar a cabo la creación de estos mapas de ratios de 
cada par se comenzará calculando en porcentaje de tiempo que dicho par es 
redireccionado a cada servidor. Si por ejemplo un par Pa es redireccionado un 
75% del tiempo al servidor r1 y el restante 25% del tiempo al servidor r2 su 
mapa de ratios correspondiente será: 
 
〉⇒⇒〈= 25.0,75.0 21 rraµ  
 
Fórmula 3.1 Ejemplo de mapa de ratios 
 
Más concretamente el mapa de ratios de un par concreto sería un 
conjunto de duplas (servidor, ratio) similar a lo mostrado a continuación: 
 
〉〈= ),(),...,,(),,( nnmmkka frfrfrµ  
 
Fórmula 3.2 Vector conjunto de duplas 
 
 Cabe destacar como cada mapa de ratios de cada par contiene tantas 
duplas como servidores a los que se haya conectado dicho par durante un 
periodo de tiempo concreto y la suma de sus ratios de frecuencia de uso de 
cada servidor (fi) debe ser siempre 1. 
 Para abreviar se empleará la nomenclatura µa,i para designar el ratio de 
uso de un servidor i por parte de un par a. 
 De esta forma, si dos pares tienen su mismo mapa de ratios la distancia 
entre ambos será muy pequeña (probablemente cero) mientras que si no tienen 
nada en común en sus mapas lo más probable es que se encuentren en redes 
distintas y muy distanciadas, es decir, se encuentran muy alejados. Ahora sólo 
queda hallar un método para evaluar distancias entre mapas de ratios y de esta 
forma poder sacar el nivel de proximidad entre dos pares dados. En primer 
lugar se debe observar que lo que se ha hecho con el mapa de ratios es sacar 
un vector de cada par, por lo que ahora se puede aplicar teoremas 
matemáticos que ayuden a ver el grado de similitud entre esos vectores para 
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poder hallar los pares óptimos a los que cada par debería conectarse. Para 
realizar esta tarea se emplea la similitud del coeficiente coseno. Este 
coeficiente nos dice el grado de similitud de dos vectores dados, siendo 1 para 
dos vectores iguales y 0 para vectores ortogonales. Aplicándose al caso de los 
vectores obtenidos de los mapas de ratios se tendría la siguiente fórmula: 
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Fórmula 3.3 Cálculo de la proximidad de dos pares 
 
Donde Ia es el conjunto de servidores a los que ha sido redireccionado el 
par a en un espacio de tiempo concreto. De esta forma se puede hacer que 
aquellos pares con un grado de similitud mayor a un umbral dado sean 
considerados pares cercanos y por lo tanto sean candidatos a conectarse entre 
sí para compartir archivos. 
Una vez que se entiende cómo realiza su estudio de proximidad, queda 
saber cómo se intercambian estos vectores de proximidad los diferentes pares 
que compongan la red de P2P con la mejora de Ono para poder llevar a cabo 
sus cálculos y decidir a qué pares se conectan para descargar los archivos. 
Esta información se podría obtener de diversas formas: mediante el 
intercambio directo de los mapas de ratios entre los distintos pares, por medio 
de un almacenamiento distribuido de la información o por trackers. Actualmente 
Ono soporta las dos primeras opciones. Con la primera opción, los pares que 
estén utilizando la mejora de Ono, actualmente disponible como plugin para el 
programa de P2P Azureus, al conectarse a la red de P2P mandarán sus mapas 
de ratios a los otros pares. Para implementar la segunda opción, Ono utiliza 
una solución basada en en DHT. Actualmente Azureus no es capaz de soportar 
eficientemente esta solución, por lo que esta otra opción se encuentra 
desactivada. 
Actualmente no existen demasiados usuarios con el plugin de Ono 
instalado en sus aplicaciones. Por esta razón y para intentar aumentar el grado 
de mejora experimentado por parte de los usuarios, el plugin de Ono instalado 
en los programas Azureus intenta obtener los mapas de ratios de otros pares 
que no lo tienen instalado o incluso de otros pares que no utilizan el programa 
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Azureus en sus intercambios de archivos a traves de las redes P2P mediante 
consultas DNS en nombre de estos otros pares. 
Finalmente cuando se detecta que un par está próximo, Ono se encarga 
de que se efectúe una conexión con dicho par en lugar de seleccionar uno al 
hazar. 
Para evitar acabar con la robustez que caracteriza a los sistemas P2P al 
efectuar las conexiones de forma aleatoria de tal forma que cada par se 
encuentre conectado a pares de muy distinta procedencia y así, en caso de 
caídas de enlaces la compartición de archivos pueda continuar, Ono lleva a 
cabo el proceso anteriormente descrito sólo en un porcentaje determinado de 
las conexiones que se vayan a producir. 
Finalmente destacar que la sobrecarga en la red debido al uso de Ono 
resulta extremadamente reducida. Independientemente del número de pares 
que empleen este sistema, esta carga extra en la red se deberá en gran parte a 
las consultas periódicas de DNS para actualizar el mapa de ratios de cada par. 
Utilizando una ventana de tiempos mínima de 30 segundos se tiene que debido 
a estas consultas cada par consume aproximadamente 18KB de subida y 36KB 
de bajada por día. A parte de estas consultas, también pueden realizarse 
consultas indirectas para sacar los mapas de ratios de pares que no empleen el 
plugin de Ono, pero la carga extra de estas consultas viene a ser insignificante. 
Además se produce también una carga extra debida al intercambio de mapas 
de ratios entre pares, pero esto solo requiere unos pocos cientos de bytes por 
par y en la práctica estos intercambios de información resultan mucho menos 
frecuentes que las consultas de DNS. 
 
3.4.2 Análisis de red de Kontiki 
 
 Como ya se comentó anteriormente, Kontiki no utiliza el servicio de 
ninguna otra empresa para realizar su análisis de la red, si no que se basa en 
las mediciones realizadas por servidores propios para evaluar la cercanía de 
los pares. 
 A continuación se va a describir el funcionamiento de Kontiki y los 
cálculos que se realizan para llevar a cabo dicho análisis de red [23]. 
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 En un primer lugar se explicará el funcionamiento general de Kontiki: 
 
 
Figura 3.2 Funcionamiento de Kontiki 
 
 El funcionamiento general sería el siguiente: Un par se conecta a un 
servidor de directorios con una petición para descargarse un archivo. El 
servidor puede redireccionar dicha petición a alguno de los otros servidores de 
directorios. Después, el servidor de directorios envía una respuesta al par con 
un listado de posibles pares a los que conectarse para descargar. Dentro de 
este listado podría encontrarse el servidor original que poseía el archivo en un 
primer momento. Una vez hecho esto el par que realizó la petición en primer 
lugar comienza a establecer conexiones y a descargar el archivo.  Al igual que 
en el resto de aplicaciones P2P, los pares actúan también como servidores de 
contenido al compartir las partes que ya han recibido con otros pares que 
puedan requerirlas. Para que esto se lleve a cabo, los pares enviarán 
periódicamente la información sobre las partes del archivo que poseen así 
como los pares a los que se han conectado o han tratado de conectarse al 
servidor de logging que periódicamente enviará esta información a los 
servidores de directorios para que éstos puedan realizar sus cálculos y decidir 
el listado de pares que le enviarán a cada par que se conecte y realice una 
petición a dichos servidores. 
 Una vez entendido esto, queda ver cómo deciden los servidores de 
directorios el listado de pares que deben enviar a cada par que realiza una 
petición, pues es en este punto donde se requiere un análisis de la red para 
seleccionar a los pares óptimos. Hay que añadir que para poder llevar a cabo 
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esta tarea, el sistema de Kontiki se apoya en la herramienta de traceroute. 
Estos traceroutes se llevan a cabo desde el cliente hacia el servidor de 
directorios y posteriormente el cliente se los envía al servidor de directorios que 
empleará esta información para desarrollar una topología de la red. La 
siguiente figura muestra un esquema de un servidor de directorios. 
 
 
Figura 3.3 Servidor de directorios 
 
Se puede observar que el servidor de directorios cuenta con un 
inventario (inventory) donde estarán almacenados los potenciales candidatos 
para la descarga de los elementos que hayan sido publicados en la red. Este 
inventario cuenta con un conjunto de listas de prioridad basados en los 
elementos del Match Set. A continuación se explicarán cada uno de los 
elementos. 
 
Subnet: es un conjunto de nodos en la misma subred que el par que 
realiza la petición. Han enviado la misma dirección MAC para su router que 
actúa de puerta de enlace, por lo que están en una misma subred. 
 
Arena: es una colección de nodos que pueden ser especificados por un 
administrador del sistema. Se define a través de los edge routers. Un edge 
router es un router que conecta dos redes distintas, a diferencia de los routers 
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que actúan como puertas de enlace, que conectan un conjunto de nodos a una 
red. Para hacer esta clasificación el servidor de directorios se apoya en la 
información obtenida en los traceroutes. Mediante esta información puede 
saber si un paquete enviado desde un nodo tiene que pasar por uno o varios 
de estos edge router, de tal forma que puede ir aplicando su clasificación. Si el 
nodo está detrás de un edge router dicho nodo puede clasificarse dentro de la 
arena definida por dicho edge router. 
Otra opción es definir las arenas por un conjunto de direcciones IP 
suministradas por un administrador. En general las arenas pueden ser 
definidas empleando cualquier método que permita definir diferentes grupos de 
nodos. 
 
Router graph: especifica cómo están conectados los diversos nodos y 
routers. Este gráfico se construye usando el módulo de análisis de traceroutes 
que recibe los traceroutes que los propios pares hacen hacia el servidor de 
directorios y entre ellos mismos. 
 
ASN: cuando un par realiza una petición al servidor de directorios el 
módulo de búsqueda de ASN determina el número de sistema autónomo 
(Autonomous System Number) del sistema autónomo al que pertenece dicho 
par. Un sistema autónomo es un conjunto de redes y routers administrados por 
una única entidad (o en ocasiones varias) con una misma política de definición 
de trayectorias para Internet. Un número ASN es asignado a cada sistema 
autónomo y lo identifica de manera única dentro de Internet. 
 
IP/20: es una colección de nodos con un mismo prefijo de 20 bytes. Dos 
pares pertenecientes a la misma red IP/20 tienen muchas probabilidades de 
estar topológicamente cerca. 
 
External IP: actualmente es habitual encontrarse detrás de un NAT 
(Network Address Translation), por lo que la dirección entregada al servidor de 
directorios será distinta de la dirección interna del host. El módulo de búsqueda 
de servidores (Server Lookup Module) captura la dirección externa del par y se 
la entrega al inventario que, en caso de encontrar otro par con idéntica 
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dirección IP externa puede concluir con que ambos se encontrarán muy 
próximos. 
 
De esta forma, cuando un par realiza una petición al servidor de 
directorios éste comienza a reunir pares conforme a lo descrito anteriormente 
de tal forma que primero selecciona a los pares pertenecientes a la misma 
subred, cuando acaba con estos pasa a seleccionar a los pares de la misma 
arena, etc. La prioridad en la selección puede cambiarse de tal forma que por 
ejemplo solo se asignen pares de una misma arena. En este caso cuando se 
agotasen los pares de la misma arena se pasaría a seleccionar el servidor 
original que contenía el archivo en un primer momento. También pueden 
incorporarse reglas para asegurar el suministro de datos, de tal forma que 
cuando ya se hayan seleccionado todos los pares de una arena se pase a 
intentar conectar al par con los pares de otra arena distinta en orden de 
prioridad. 
 Por otro lado el módulo de evaluación de traceroutes se encargará de 
analizar los traceroutes enviados por los pares al servidor de directorios. Hay 
que tener en cuenta que en ocasiones la información recibida no será correcta. 
Muchas veces los routers envían direcciones incorrectas. Para afrontar este 
problema se emplea un sistema de pesos a la hora de realizar el gráfico de red. 
De esta forma a direcciones que hayan sido reportadas múltiples veces o que 
se sepa que son correctas se les dará más peso que a las direcciones que han 
sido reportadas en contadas ocasiones y son susceptibles de ser falsas. 
Además, se eliminará la información que no se siga recibiendo en traceroutes 
recientes. 
 Finalmente añadir que el Inventory ager eliminará la información relativa 
a pares de los que no se haya tenido noticia en un periodo determinado de 
tiempo. 
 
 Así pues el proceso a seguir sería el siguiente: un par que se acaba de 
conectar envía una petición al servidor de directorios, éste elabora una lista de 
candidatos posibles para servirle el archivo priorizando conforme a las reglas 
establecidas para optimizar dichas conexiones y le envía los n primeros 
candidatos de dicha lista al par que realizó la petición para que se conecte y 
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comience a descargar. Finalmente el servidor de directorios guarda la 
información relativa al par que ha realizado la petición y lo almacena como un 
posible candidato para una futura petición por parte de otro par. Puede suceder 
que el par que realiza la petición ya tiene parte del archivo descargado. En ese 
caso en el mensaje de petición incluiría las partes del archivo que ya tiene para 
que el servidor de directorios almacene dicha información. También puede 
pasar que ya haya tratado de conectarse sin éxito a un cierto número de pares. 
Si esto sucede, al enviar la petición al servidor de directorios incluirá un listado 
con los pares a los que se ha intentado conectar y éste filtrará dichos pares 
antes de enviarle los n candidatos. Además, periódicamente los distintos pares 
mandarán la información referente a las partes del archivo que tienen al logging 
server que reenviará esta información a los servidores de directorios. Otra 
opción es que los propios pares le envíen esta información directamente. 
 
3.4.3 Conclusiones 
 
 Como se ha podido ver a lo largo de esta sección, Ono y Kontiki usan 
métodos completamente distintos para analizar la red en su búsqueda de las 
conexiones óptimas entre pares. Tras el análisis detallado desarrollado se 
pueden observar ciertas ventajas e inconvenientes en cada uno de los 
sistemas: 
 
 El sistema de Ono cuenta con un problema inicial y es que resulta 
dependiente de un servicio externo proporcionado por Akamai. Y aunque no es 
probable que dicho servicio desaparezca, pues es indispensable para que una 
gran cantidad de compañías de gran importancia como Yahoo, CNN, Amazon, 
Apple puedan seguir prestando sus servicios, si es cierto que el servicio de 
Akamai no ha sido diseñado para este fin, por lo que el resultado obtenido no 
es óptimo y puede suceder por ejemplo que dos pares próximos entre sí no se 
conecten a servidores distintos por razones de sobrecarga de servidores y 
balanceo de carga. Sin embargo no es este un problema grave, pues como se 
desprende del estudio llevado a cabo en [21] el estado de la red tiene un peso 
mucho mayor en las redirecciones dentro de la red de servidores de Akamai 
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que el estado de carga de los propios servidores, por lo que el caso expuesto 
anteriormente afectará en muy baja medida. No obstante, el estudio llevado a 
cabo en el anterior documento desvela otro inconveniente mayor que el anterior 
y es que los servidores de Akamai no se encuentran uniformemente 
distribuidos por la red, por lo que al realizar un estudio sobre el número de 
servidores a los que podía conectarse un cliente para descargarse algún 
archivo concreto se obtuvieron resultados muy dispares dependiendo de dónde 
se situase a dicho cliente.  
 
 
Figura 3.4 Pruebas sobre Akamai 
 
En las imágenes anteriores puede verse el número de servidores que se 
ven desde la universidad de Berkeley al descargarse un archivo y desde la 
universidad de Purdue. De estas imágenes se pueden sacar dos conclusiones, 
la primera es la gran variación que se tiene dependiendo de la hora del día y 
segundo, fijándonos podemos observar que la universidad de Berkeley, que se 
encuentra más cercana a los servidores de Akamai emplea un máximo de 20 
servidores en las horas punta, mientras que en el caso de Purdue puede llegar 
a redireccionarse a más de 200 servidores distintos. Siguiendo con estudios 
similares se ha podido concluir que nodos por Asia o Sudamérica ven una gran 
cantidad de servidores (en torno a 50 de media), la mayoría de los cuales se 
encuentran en Estados Unidos, mientras que en lugares cercanos a los centros 
de servidores de Akamai los nodos pueden llegar a ver una media de 2 
servidores nada más. 
Esta situación puede provocar grandes variaciones en el servicio 
prestado por Ono dependiendo de la zona geográfica donde se ubique el 
usuario. De esta forma usuarios ubicados lejos de los centros de servidores de 
Akamai tendrán más posibilidades de conectarse a otros usuarios que no se 
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encuentren en sus cercanías pero que igualmente estén lejos de los centros de 
Akamai por lo que la mejora ofrecida por Ono será peor en estos casos. 
Sin embargo, el hecho de emplear los servicios de Akamai ayuda a que 
los clientes de Ono se desentiendan de casi la totalidad de los cálculos 
requeridos para analizar la red. Además, el intercambio de información es 
mínimo, por lo que el ancho de banda de los clientes así como las conexiones 
de la red no se ven resentidos por los paquetes introducidos por esta mejora. 
Por último, uno de los puntos fuertes de esta estrategia reside en la posibilidad 
de implementarla en cualquier sistema de P2P. Aunque actualmente solo se 
encuentra disponible para Azureus, la filosofía de esta tecnología la hace válida 
para cualquier otro programa de intercambio de archivos por P2P sin necesidad 
de cambiar absolutamente nada los mecanismos actuales de publicación de 
archivos o de intercambio de estos. Sin necesidad de nuevos servidores o 
nuevo software, salvo por las modificaciones necesarias en los programas de 
los clientes que pueden llegar en forma de actualizaciones o plugins, como es 
el caso de Azureus. 
 
Por otro lado con Kontiki se tiene un mayor control de la red. El sistema 
está encaminado al análisis de la red para detectar las conexiones óptimas 
entre pares lo que da como resultado un mapa de la red más detallado y 
exacto, además de independiente de terceras empresas o de la situación 
geográfica de los usuarios. En resumen, se obtienen mejores resultados en el 
análisis de la red. Además, se miran aspectos como la pertenencia a una 
misma subred o a un mismo sistema autónomo e incluso permite la posibilidad 
de configurarlo y dividir a los usuarios en diferentes arenas e interconectarlos 
entre ellos de la forma que se elija. Estas ventajas pueden ser determinantes 
en un escenario empresarial en el que se pretenda mejorar la transmisión de 
vídeo dentro de la empresa sin necesidad de hacer un gran desembolso 
económico para modernizar la infraestructura de red interna [29]. 
Sin embargo, Kontiki cuenta con claros inconvenientes sobretodo en un 
escenario abierto de compartición de archivos por internet, pues requiere de la 
instalación de nuevos servidores que realicen los análisis de red, así como de 
la modificación casi completa de los programas de intercambio de archivos por 
redes P2P para adaptarse a todos los cambios introducidos por la tecnología 
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Kontiki. Además cabe destacar el hecho de que Kontiki es tecnología 
propietaria, por lo que a diferencia de Ono requerirá del desembolso de una 
cierta cantidad de dinero para poderse poner en funcionamiento en un 
escenario caracterizado por la gratuidad tanto de contenidos como del software 
necesario. 
 
Tras la comparativa realizada en cuanto al análisis realizado para 
determinar la topología de la red y teniendo en cuenta las características 
generales de ambas tecnologías empieza a verse una bifurcación entre ambos 
sistemas y si bien Ono opta por una filosofía más encaminada a un escenario 
abierto y gratuito en Internet, Kontiki parece decantarse por un sistema más 
eficiente y encaminado a ayudar a grandes y medianas empresas, dispuestas a 
realizar un desembolso para adquirir esta tecnología de tal forma que se 
ahorren gran parte de lo que les costaría modernizar la red empresarial para 
poder afrontar la transmisión de vídeo. 
 
3.5 Métodos de conexión entre pares 
 
 En este apartado se estudiarán los métodos que emplean Ono y Kontiki 
para realizar las conexiones, así como los protocolos empleados o las 
estrategias seguidas para conseguir una cierta robustez. 
 
3.5.1 Conexión entre pares con Ono 
 
 Como ya se ha explicado anteriormente, Ono no es un programa 
completo, si no una mejora propuesta para los actuales programas de 
intercambio de archivos por P2P que actualmente sólo se encuentra disponible 
para el programa Azureus en forma de plugin. Este plugin modifica la selección 
de pares que cada usuario realiza para dejar de lado la aleatoriedad y 
conectarse a los pares más cercanos según el análisis de la red realizado por 
Ono por medio de los servicios de Kontiki y que ya se explicó en el anterior 
apartado. Por lo tanto los métodos para realizar las conexiones dependerán del 
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programa que utilice el usuario (pues aunque actualmente sólo esté disponible 
para Azureus en un futuro se seguirá implementando en otros programas 
populares de P2P). Sin embargo si hay ciertos aspectos que pueden ser 
evaluados llegados a este punto. 
 La mayoría de los sistemas de intercambio de archivos por redes P2P 
emplean el protocolo TCP para sus conexiones entre pares. Azureus no es una 
excepción y conecta a sus usuarios mediante TCP aunque pueda emplear el 
protocolo UDP para el intercambio de información necesaria para el correcto 
funcionamiento del programa [30]. 
 Por otro lado e intentando no acabar con la robustez típica de los 
sistemas P2P Ono solamente influye en un porcentaje de las conexiones 
llevadas a cabo, dejando que el resto de pares sean seleccionados mediante el 
método tradicional empleado por el programa, en principio de forma aleatoria. 
Con esto se intenta evitar que en caso de la caída de algún enlace se corte la 
descarga de archivos debido a que todos los pares con los que el cliente se 
encontraba conectado perteneciesen a una misma red. De esta forma el 
sistema sigue gozando de una gran robustez frente a problemas en la red. 
 
3.5.2 Conexión entre pares con Kontiki 
 
 A diferencia de Ono, Kontiki si cuenta con un método determinado a la 
hora de conectar a los distintos pares. Dos aspectos en concreto resultan 
claramente distintos con respecto a los empleados por las aplicaciones 
tradicionales de P2P y que por lo tanto difieren de los métodos de conexión que 
puede emplear actualmente un usuario de Ono. 
 Para intentar adaptarse mejor a la red, Kontiki emplea su propio 
protocolo para conectar pares: Kontiki Delivery Protocol (KDP) [24]. Se trata de 
un protocolo que trata de evitar congestiones en la red. Para ello mide el 
tiempo que transcurre entre que un paquete es enviado por un usuario hasta 
que le llega la confirmación de la entrega por parte del usuario receptor del 
paquete (RTT). Si la conexión se está llevando a cabo por un enlace no 
congestionado este tiempo se mantendrá aproximadamente constante. En ese 
caso KDP, al igual que otros protocolos existentes, intentará aprovechar 
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cualquier posible ancho de banda que no esté siendo utilizado ya y por lo tanto 
aumentará la velocidad de transmisión. Si un enlace comienza  a estar 
congestionado, la perdida de paquetes no será automática, si no que el router 
en cuestión comenzará a almacenar los paquetes que no pueda atender en 
una cola. Sin embargo esta cola no tiene una capacidad infinita, por lo que si el 
enlace sigue estando congestionado y el router sigue acumulando paquetes 
llegará un momento en el que no podrá almacenar más y se verá forzado a 
desechar paquetes, lo que conllevaría la perdida de paquetes. Para evitar que 
esto suceda cuando el protocolo KDP detecta el aumento del RTT que se da 
cuando un paquete tiene que esperar en una cola para ser atendido y en ese 
momento para por completo de mandar paquetes. De esta forma la aplicación 
Kontiki es respetuosa con el tráfico del resto de aplicaciones de la red evitando 
que por su utilización otros servicios puedan verse afectados. Para poder ver si 
el enlace vuelve a estar descongestionado, se seguirán mandando pequeños 
paquetes de prueba cada cierto periodo de tiempo. Cuando se detecte que el 
enlace ha dejado de estar congestionado el programa comenzará a transmitir 
de nuevo. 
 A parte de esta, la otra gran diferencia de Kontiki con respecto a otros 
programas populares de intercambio de archivos por P2P como Azureus reside 
en el número máximo de pares a los que se conecta un par concreto. En un 
programa como Azureus este número dependerá en gran medida de la 
capacidad del ordenador en el que se instale o incluso de las preferencias del 
usuario pero por regla general se puede hablar de un límite de 30 conexiones 
en equipos menos potentes frente a unos cuantos cientos en equipos más 
actuales. Por el contrario Kontiki está optimizado para realizar un número 
mucho menos de conexiones. Aunque se puede configurar para aceptar hasta 
32 conexiones, por defecto se encuentra limitado a 8 conexiones para 
descarga y otras 8 actuando como servidor, como explica Bill Wishon, Product 
Specialist en Akamai Technologies en un comentario en [31]. 
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3.5.3 Conclusiones 
 
 En este apartado, al igual que en el anterior, parece apreciarse una 
estrategia distinta para cada una de las tecnologías estudiadas que parece 
responder a un público objetivo diferente.  
Ono al ser una mejora a implementar en los programas actuales no 
efectúa grandes cambios en las formas que éstos tienen de conectar pares 
entre sí. De esta forma el número de conexiones no se reduce con la 
implementación de Ono. Sin embargo, un posible fallo en la estrategia seguida 
por Ono puede ser su forma de asegurar que la robustez de estos sistemas no 
desaparezca. Como se ha explicado anteriormente, Ono efectúa sus cálculos 
solamente para un porcentaje de los pares a los que se conectará el cliente. 
Así queda un porcentaje de pares a los que conectarse que se seleccionarán 
mediante el método tradicional empleado por el programa de P2P. Esta 
estrategia podría mejorarse mediante el estudio de proximidad que realiza Ono. 
Se podrían seleccionar un determinado número de pares lo más alejados 
posibles y otro grupo de pares a una distancia media. De esta forma podría 
asegurarse la robustez del sistema ampliando aún más el porcentaje de pares 
cercanos y simplemente seleccionando unos pocos más lejanos. Sin embargo, 
en este punto es Kontiki quien falla más, pues no cuenta con una solución para 
asegurar la robustez del sistema. Si es cierto que periódicamente cada par 
envía información al servidor de directorios por medio del logging server en 
donde indican a que otros pares no se han podido conectar y en ese caso se 
les asignan nuevos pares. Sin embargo este proceso requerirá de un tiempo en 
el que el par afectado se encontrará con una bajada en la velocidad de 
descarga que, en caso de vídeo en directo puede ser un inconveniente. 
Además hay que tener en cuenta el límite de pares a los que se conecta un par 
con el servicio de Kontiki, de 8 por defecto, cifra muy baja, pues al emplear el 
análisis de red para determinar la cercanía de los pares y seleccionar los 8 más 
próximos es más fácil que estos 8 pares se encuentren en una misma subred y 
que tengan enlaces en común, por lo que es más fácil que la sobrecarga en 
algún enlace afecte a los 8 pares a la vez. 
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Además, otra diferencia notable es el protocolo para las conexiones. 
Kontiki emplea su propio protocolo KDP muy útil en un entorno empresarial 
pues procura interferir lo menos posible con otras aplicaciones y por lo tanto se 
evita así que la red de la empresa quede colapsada por una transmisión de 
vídeo en un momento dado, consiguiendo de esta forma que no se paralice el 
trabajo llevado a cabo por la empresa. Sin embargo en un escenario abierto de 
Internet este protocolo parece demasiado respetuoso con el resto de 
aplicaciones y usuarios. Además, volviendo al problema anteriormente citado, 
de darse la saturación en un enlace común para los 8 pares, estos 8 pares 
dejarían de transmitir al mismo tiempo. Por estas razones parece que para un 
escenario abierto de internet se antoja más apropiado un protocolo como TCP. 
 
3.6 Conclusiones 
 
 A través de este capítulo se ha ido viendo el funcionamiento de ambas 
tecnologías y las diferencias más significativas. En cuanto al método de análisis 
de red, aunque resulta más completo y efectivo el método empleado por 
Kontiki, también resulta más costoso además de requerir unos cambios 
drásticos en los sistemas actuales. En cambio Ono propone una solución que 
aunque menos efectiva y no exenta de posibles fallos, si resulta más barata, 
tanto en términos de nuevos equipos requeridos como en términos de 
computación por parte de los usuarios. Sin embargo resulta mucho más 
inexacto además de no poder decidir la idoneidad de los pares por algo más 
que por su cercanía, como puede ser el hecho de pertenecer a mismos 
sistemas autónomos o de tener enlaces más saturados entre ellos. Con Kontiki 
se tienen más posibilidades de configuración en esos aspectos, lo que en un 
entorno empresarial resulta tremendamente útil. 
 Por otro lado el método y los protocolos utilizados para conectar pares 
en el caso de Ono, tomando como datos los métodos y protocolos empleados 
por los programas de intercambio de archivos por redes P2P, pues Ono como 
tal no establece ningún mecanismo de conexión entre pares, intenta utilizar el 
ancho de banda disponible. Esto puede provocar problemas por parte de otras 
aplicaciones u otros usuarios. El método de Kontiki con su protocolo KDP es 
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más amigable para el resto de aplicaciones y usuarios, por este motivo en una 
empresa, donde el hecho de que otros usuarios y aplicaciones no funcionen 
correctamente puede suponer un problema grave, es una opción más acertada. 
Sin embargo supone un aprovechamiento menor del ancho de banda por parte 
del sistema. 
 Además está el tema del número de conexiones máximo y la robustez 
del sistema, mucho mayor en el caso de Ono, aunque mejorable como ya se ha 
comentado en el apartado anterior. Kontiki adolece de este problema al estar 
definido para llevar a cabo tan solo 8 conexiones por defecto y hasta un 
máximo de 32 [31]. 
 
 Para finalizar, destacar como Kontiki parece una opción más 
encaminada a escenarios empresariales por los motivos anteriormente 
descritos. Pues aunque requiera un desembolso mayor de dinero más tarde 
proporcionará una mayor cantidad de parámetros lo que permitirá una 
configuración más adaptada a la red de la empresa. Además se trata de una 
tecnología más amigable con la red y que trata de no interferir con el uso 
habitual de esta. En cambio Ono es una mejora de los sistemas P2P actuales 
que los usuarios utilizan para intercambiar archivos a través de Internet y a ese 
público va dirigido. Es simplemente un intento de mejorar un servicio ya 
existente, tanto para los usuarios, que ven mejoradas sus velocidades de 
descarga, como para los propios proveedores de infraestructura de red que ven 
como sus recursos son aprovechados de manera más eficaz, pero no trata en 
ningún momento de abrir nuevos mercados o introducirse en las empresas 
como alternativa a Kontiki. 
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4.1  Introducción 
 
En el presente capítulo se va a llevar a cabo un estudio sobre las 
posibilidades ofrecidas por los sistemas de P2P así como por los sistemas P4P 
en un escenario concreto, centrándose en las diferencias más significativas 
tanto a la hora de implementar dichos escenarios como en los resultados 
obtenidos una vez puestos en funcionamiento los citados sistemas. 
En concreto este capítulo detallará un escenario en el que todos los pares 
participantes en la red de intercambio de archivos se hallarán bajo un único 
proveedor de infraestructura de red. 
Para ello se comenzará dando una descripción detallada del escenario 
sobre el que se va a realizar el análisis, así como de las arquitecturas 
adoptadas por los sistemas P2P y P4P para posteriormente desarrollar una 
comparativa entre ambos. 
 
4.2 Descripción del escenario 
 
En este primer escenario que se va a estudiar se va a tener un único 
proveedor de infraestructura de red para todos los pares participantes en la red 
de intercambio de archivos. A parte de estos elementos, se considerará que los 
servidores o trackers necesarios para los sistemas P2P y P4P también estarán 
disponibles dentro de esta red del proveedor de infraestructura, por lo que no 
se considerará ningún tráfico saliente interdominios. 
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Figura 4.1 Escenario con proveedor único 
 
En la imagen 4.1 se puede observar un diagrama que representa el 
escenario elegido. Dependiendo de la aplicación P2P el servidor de aplicación 
P2P puede existir o no. Además, en el caso de la utilización de sistemas P2P el 
iTracker no será necesario, pues éste es un elemento propio de la arquitectura 
de los sistemas P4P. Además, también hay que tener en cuenta que los pares 
se encontrarán en ocasiones conectados a las mismas Centrales de Acceso 
Telefónico, por lo que en algunos casos no requerirán el uso de toda la red del 
ISP para comunicarse entre ellos. 
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Figura 4.2 ISP único: ciudad de estudio 
 
Para poder llevar a cabo cálculos relativos al uso de ancho de banda por 
parte de ambas tecnologías (P2P y P4P) se intentará especificar un escenario 
similar al que se podría encontrar en una ciudad actual. Por este motivo se 
tomarán datos obtenidos de [32] y [33] con el fin de poder detallar el escenario 
que hasta ahora se tenía. Se partirá del dato de número de viviendas ocupadas 
en la ciudad de Madrid: 1.186.498. De éstas, un 54% cuentan con conexión a 
Internet, por lo que quedan 640.709. Como en este escenario solo se va a 
estudiar el tráfico dentro de un único ISP, muchas de estas viviendas no 
entrarán dentro del estudio. Se va a definir una cuota de mercado para el ISP 
de aproximadamente un 25%. Se tienen por lo tanto 160.177 hogares 
distribuidos de manera uniforme, para simplificar los cálculos, entre 50 
Centrales Telefónicas de Acceso. Por lo tanto, se tienen aproximadamente 
3.204 usuarios por central de los cuales, según [32] aproximadamente un tercio 
usa programas de P2P, lo que deja 1.068 usuarios de P2P por central. 
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Finalmente, dependiendo del archivo a compartir entre los pares puede 
darse una distribución muy distinta respecto a la localización geográfica de 
dichos pares así como grandes diferencias respecto al número de pares 
participando en dicha compartición. Por ejemplo, una película recientemente 
estrenada en España contará con muchos más pares compartiéndola que una 
película antigua y además, estos usuarios estarán localizados en España 
principalmente. Por el contrario, un archivo de un disco de música, aunque 
tendrá la misma variación en cuanto a número de usuarios dependiendo de la 
novedad o antigüedad de dicho archivo, tendrá una localización geográfica 
dependiente del éxito del autor del disco en los distintos países. Estas fuertes 
dependencias hacen que las diferencias entre los distintos sistemas de 
intercambio de archivos que se vienen estudiando puedan variar en gran 
medida. Para este primer escenario se va a definir una situación de 
compartición de un archivo de video actual, por lo que se tendrá una mayor 
localización y un mayor número de pares compartiendo el archivo. Basándose 
en la observación del número de pares participantes en las comparticiones de 
los archivos de vídeo más populares actualmente en España en la red 
BitTorrent, la más extendida en estos momentos para la compartición de este 
tipo de archivos, se podría definir un número de 2.000 pares participando. 
Estos pares se encontrarán distribuidos de tal forma que no todos formarán 
parte del mismo ISP ni se encontrarán en la misma ciudad. Se va a estimar que 
el número de pares que se encuentran en la ciudad será de aproximadamente 
el 15% es decir, 300 pares estarán en la misma ciudad. La cuota de mercado 
del ISP de un 25% marcará el número de pares clientes del ISP de estudio, que 
será de 75 pares compartiendo el archivo dentro de la red del ISP en esa 
ciudad (por lo que sólo habrá 1 ó 2 pares por Central Telefónica de Acceso) y 
500 pares en total en toda la red del ISP. Como se ha dicho anteriormente, en 
este primer escenario y con motivo de realizar una primera aproximación más 
sencilla se eliminará el tráfico entre usuarios de distintos ISPs, por lo que para 
los análisis posteriores se supondrá que sólo existe intercambio de datos entre 
estos 500 pares. 
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4.3 Análisis de la arquitectura P2P en el escenario definido 
 
Una vez definido el escenario en el apartado anterior se tendría algo 
similar a lo mostrado en la figura siguiente: 
 
 
 Figura 4.3 Red del ISP en la transmisión por P2P 
 
Existen gran multitud de diversas aplicaciones de P2P y cada una 
cuenta con unas peculiaridades distintas que hacen que pueda resultar mejor 
utilizar una u otra aplicación dependiendo del archivo que se desea compartir. 
Hoy en día una de las redes más populares para la descarga de archivos es la 
red de BitTorrent. Esta red te conecta con los usuarios que disponen del 
archivo que desees descargarte para que entre todos se realice la 
compartición, de tal forma que todos los pares conectados comparten los datos 
de que disponen y reciben los datos que les faltan del resto de pares que si los 
poseen. Aunque en un principio la idea del método de compartición no limita el 
número de pares a los que se conecta un determinado usuario para descargar 
el archivo, los programas cliente limitan este número de conexiones para no 
colapsar los recursos disponibles por el propio usuario y sobrecargar su 
terminal. Este límite típicamente ronda las 50 conexiones. 
Así pues, para el escenario definido anteriormente con 500 pares 
compartiendo el archivo de video, un usuario se conectará a 50 de esos pares 
                                 Capítulo 4: Escenario con proveedor de infraestructura de red único 
 106 
para comenzar a descargar dicho archivo, es decir, se encontrará conectado 
con el 10% de los pares. 
En una arquitectura típica de BitTorrent los pares serán seleccionados 
de manera aleatoria. Aplicando esta aleatoriedad al escenario de estudio se 
obtiene que un usuario dado se conectará a 7 pares dentro de su misma ciudad 
y a 43 pares de otros lugares para descargar el archivo. Respecto a los pares 
dentro de la misma ciudad, teniendo en cuenta su escaso número de 7 y la 
definición del escenario en la que se obtuvo como resultado un número de 1 ó 
2 pares compartiendo el mismo archivo por Central Telefónica de Acceso lo 
más probable es que el usuario no se encuentre en la misma central que 
ninguno de dichos pares, por lo que se supondrá así. Por otro lado, según [34] 
la velocidad media de las conexiones en España es actualmente de 3,6 Mbps. 
Se supondrá una velocidad media de descarga del 40% lo que nos deja con 
una velocidad media de 180 KB/s. Todo este caudal de datos estará repartido 
entre los distintos pares de los que se sirve el usuario para descargar el 
archivo, por lo que se tendrá una media de: 
 
180/50 = 3,6 KB/s 
 
3,6 KB/s de tráfico por parte de cada par conectado con el usuario hacia 
el usuario.  
Para llegar hasta el usuario, el caudal enviado por los 7 pares residentes 
en la misma ciudad tendrá que pasar por la Red Ethernet Metropolitana al no 
encontrarse conectados a la misma Central Telefónica de Acceso. Por otro 
lado, los 43 pares restantes, residentes en lugares distintos a la ciudad del 
usuario tendrán que enviar su flujo de datos a través de sus Redes Ethernet 
Metropolitanas y hacia el PoP de Acceso a la red IP y de ahí pasará por el 
anillo CWDM para que dichos paquetes de datos puedan ser transportados 
hacia la ciudad del usuario. Esto provoca una sobrecarga en los enlaces 
interurbanos de: 
 
3,6 KB/s * 43 usuarios fuera de la ciudad = 154,8KB/s 
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154,8 KB/s de tráfico en dichos enlaces durante el tiempo que dure la 
compartición de este archivo. Además, esta misma situación se dará para 
todos los pares participantes, pues el tráfico anteriormente calculado es el 
resultante del envío de datos a un único usuario. Por lo tanto, el tráfico total en 
los enlaces interurbanos resulta ser: 
 
500 usuarios * 154,8 KB/s = 77.400 KB/s 
 
 Aunque el tráfico estudiado aún no es lo suficientemente alto como para 
poder poner en riesgo la estabilidad del servicio ofertado por el ISP, se debe 
tener en cuenta que este tráfico es el debido a la compartición de un único 
archivo de video entre un número bastante limitado de usuarios. Extrapolando 
este mismo caso a todos los usuarios de P2P del ISP en la ciudad caso de 
estudio se tendría un tráfico de: 
 
1.068 usuarios de P2P/central * 50 centrales * 154,8 KB/s = 8.266,32 MB/s 
 
Finalmente hay que tener en cuenta que el tráfico en estos enlaces 
interurbanos no se debe solamente al tráfico generado en la ciudad caso de 
estudio si no también al resto de usuarios de aplicaciones P2P dentro de la red 
del ISP pero que se encuentran en otros lugares. Anteriormente se empleó 
como dato un 15% de usuarios de P2P en la ciudad de estudio, por lo tanto el 
tráfico total en los enlaces sería: 
 
8.266,32 MB/s / 0,15 = 55.108,8 MB/s 
 
Por supuesto este tráfico de algo más de 55 GB/s no será simultáneo, 
pues este sería el tráfico que se tendría con todos los usuarios de P2P 
conectados simultáneamente para descargarse un archivo de características 
similares al anteriormente descrito. Esta situación no es probable, pero sirve 
como estimación del tráfico que podrían llegar a introducir los sistemas de P2P 
en los enlaces interurbanos del ISP. 
Por último y para terminar el análisis, se va a estimar el tráfico generado 
dentro de la propia ciudad. Este tráfico será la suma de todo el flujo de datos 
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recibido por los pares que hay en la ciudad, ya se proveniente de otros pares 
de la propia ciudad o de fuera, más el flujo de información que los pares de la 
ciudad envían a pares ubicados en otros lugares. Para el caso del archivo que 
se estaba compartiendo será lo siguiente: 
 
425 pares fuera * 50 conex. * 15% en ciudad = 3.187 conex. 
 
75 pares en ciudad * 180 KB/s + 3.187 * 3,6 KB/s = 24,97 MB/s 
 
Y si de nuevo se extrapolan estos datos al conjunto total de usuarios de 
redes P2P se obtienen los siguientes resultados: 
 
(1.068 P2P/centr. * 50 centr.)((1/15%) – 1) * 50 conex * 15% = 2.269.500 
 
1.068 * 50 centr. * 180 KB/s + 2.269.500 * 3,6 KB/s = 17,78 GB/s 
 
Como se ha comentado en el cálculo del tráfico interurbano, este dato 
calculado con todos los usuarios de P2P sirve simplemente como estimación, 
sin un reflejo en una situación real. 
 
4.4 Análisis de la arquitectura P4P en el escenario definido 
 
El presente apartado realizará un análisis equivalente al desarrollado en 
el punto anterior para poder observar de forma cuantitativa las posibles mejoras 
que los sistemas de P4P introducirían con respecto a los actuales sistemas de 
P2P en un supuesto escenario futuro con dicha tecnología extendida de forma 
masiva entre los usuarios actuales de redes P2P. 
Partimos del mismo escenario que en el caso anterior con un archivo de 
video actual y con una popularidad alta entre los usuarios de redes de 
compartición de archivos de un determinado país como podría ser España. 
Según las estimaciones anteriormente descritas se tienen 2000 pares 
participando en la compartición de dicho archivo, de los cuales 300 se 
encuentran en una misma ciudad. Además, de los 2.000 pares, 500 tienen 
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contratados sus servicios con el proveedor de infraestructura de red objetivo y 
de estos 500, 75 se encuentran en la misma ciudad. 
Fijándose en la arquitectura de la red del proveedor que se está 
estudiando, se tendría lo que se muestra a continuación: 
 
 
Figura 4.4 Red del ISP en la transmisión por P4P 
 
Para poder realizar una comparativa válida, se emplearán en este caso 
las mismas premisas del caso de estudio anterior, por lo que se seleccionará la 
red BitTorrent como la utilizada por los usuarios que se encuentran 
compartiendo el archivo de vídeo dentro de la red del proveedor. Además, 
aunque con la implementación de la tecnología P4P se espera conseguir un 
importante ahorro en los recursos de red, a nivel de usuario su terminal sigue 
estando igualmente capacitado para atender un mismo número de peticiones 
de usuarios, por lo que la limitación de 50 conexiones por usuario seguirá 
existiendo. 
A diferencia del caso anterior, con la arquitectura de P4P un usuario se 
conectará en un primer momento al iTracker de la red P4P para poder 
averiguar quiénes son los pares más cercanos a los que poder conectarse. 
También existe la posibilidad de que el propio servidor de la aplicación de P2P 
se conecte al iTracker para averiguar los pares más próximos a un usuario que 
acabe de conectarse a dicho servidor de la aplicación. Una vez se tienen estas 
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distancias, existen diversos caminos a seguir para afrontar la selección de los 
pares con los que se conectará el usuario dado. Una opción es realizar el 
algoritmo con el que se seleccionan los pares de forma aleatoria en un gran 
número de ocasiones y seleccionar el grupo de pares resultante con estas 
ejecuciones que tenga una menor distancia al usuario. Otra opción es definir 
una función que de una probabilidad de conexión entre pares inversamente 
proporcional a la distancia de cada par al usuario. También cabe la posibilidad 
de seleccionar un porcentaje dado de las conexiones que se van a realizar 
entre los pares más próximos y dejar el resto al azar para evitar acabar con la 
robustez del sistema. Las aquí descritas son algunas de las posibles 
estrategias, pero éstas son responsabilidad de los desarrolladores de 
aplicaciones de P2P, por lo que podrían darse muchas otras. Para el caso que 
se está estudiando se seleccionará un porcentaje del 85% de entre los pares 
más próximos dejando que el resto de los pares se seleccionen de manera 
aleatoria. 
También hay que tener en cuenta el nivel de detalle que ofrecerá el 
proveedor de infraestructura de red a los usuarios del iTracker. El proveedor de 
infraestructura de red deberá alcanzar un equilibrio entre el aumento de las 
mejoras proporcionadas por los sistemas de P4P gracias a la información 
suministrada por los iTrackers y la seguridad en su red. Si da una información 
más detallada sobre la ubicación de cada uno de sus clientes los programas de 
redes P2P que empleen dicha información podrán realizar una mejor 
optimización del tráfico, sin embargo, al estar dando una mayor cantidad de 
información se puede incurrir en un problema de seguridad en la red. Para el 
caso que se está estudiando se supondrá que la información suministrada por 
parte del iTracker con respecto a la proximidad entre pares permitirá diferenciar 
entre pares que se encuentren en una ciudad o en otra. 
A continuación se va a seguir el mismo procedimiento que en el caso 
anterior para alcanzar unos resultados que puedan compararse con los 
alcanzados en el caso de usar la tecnología P2P sin la mejora que suponen los 
sistemas de P4P. Como ya se ha comentado anteriormente, en el caso de 
estudio actual el 85% de los pares seleccionados se seleccionarán utilizando la 
información proporcionada por el iTracker para poder elegir a los más 
cercanos. Como ya se había dicho antes, se tiene un límite de 50 conexiones, 
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por lo que de estas 50 conexiones 42 se realizarán usando dicha información 
mientras que las 8 restantes se realizarán de forma aleatoria. Como se 
comentó anteriormente, la información suministrada por los iTrackers es lo 
suficientemente concreta para poder diferenciar entre pares de distintas 
ciudades y además, en la ciudad que se está estudiando se encuentran 75 
pares compartiendo el archivo, por lo que se puede concluir que estas 42 
conexiones no aleatorias se realizarán con pares de la misma ciudad. Por otro 
lado, recordando que el 15% de los clientes del ISP que se ha definido para el 
estudio se encuentran en la ciudad que es objeto de estudio, se tiene que de 
las 8 conexiones aleatorias un 15% se realizarán con pares de esa misma 
ciudad, por lo que se tiene que 1 de las conexiones se realizará con dichos 
pares mientras que las otras 7 restantes se efectuarán con pares de ciudades 
distintas. En conclusión, se tienen un total de 43 conexiones con pares de la 
misma ciudad y 7 conexiones con pares de ciudades distintas. 
 Para que la comparativa resulte efectiva, se aplican las mismas 
aproximaciones descritas en el anterior apartado, por lo que partiendo del dato 
del ancho de banda medio en los hogares españoles de 3,6Mbps y suponiendo 
una descarga a una velocidad media del 40% se tienen 180 KB/s que se 
deberán repartir entre las distintas conexiones realizadas: 
 
180/50 = 3,6 KB/s 
 
3,6 KB/s es el caudal de datos que cada par estará enviando a un 
usuario concreto.  
Como se vio en el anterior apartado, en el caso de pares dentro de la 
misma ciudad este caudal de datos deberá pasar por la Red Ethernet 
Metropolitana salvo en caso de que alguno de los pares que envía información 
se encuentre bajo la misma Central Telefónica de Acceso que el par de 
destino, pero como se vio al inicio del capítulo, en cada Central Telefónica de 
Acceso habrá tan solo 1 ó 2 pares como máximo conectados para compartir el 
archivo, por lo que se desestimará esta opción al no variar de forma 
significativa los resultados que se puedan obtener. Por otro lado, los pares que 
se encuentran en otras ciudades pero están a su vez conectados con el usuario 
estudiado tendrán que enviar su flujo de datos a través de sus Redes Ethernet 
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Metropolitanas hasta los PoP de Acceso a la red IP y desde ahí, pasando por 
los anillos CWDM llegar a la ciudad de destino. Así pues, el tráfico en la Red 
Ethernet Metropolitana de la ciudad estudiada sigue soportando un tráfico de: 
 
50*3,6 KB/s = 180 KB/s 
 
Sin embargo, el tráfico en los enlaces interurbanos se ve reducido 
drásticamente y pasa a ser de: 
 
3,6 KB/s * 7 usuarios fuera de la ciudad = 25,2 KB/s 
 
Extrapolando esta situación dada para uno solo de los pares a todos los 
participantes en la compartición del archivo dentro de la propia red del ISP que 
anteriormente se definieron como 500 pares, se tiene que el tráfico introducido 
en los enlaces interurbanos por culpa de la compartición de dicho archivo es 
de: 
 
500 usuarios * 25,2 KB/s = 12.600 KB/s 
 
Y para acabar con el tráfico interurbano, se generalizarán los resultados 
obtenidos a todos los usuarios de sistemas P2P primero en la ciudad objetivo y 
posteriormente en toda la red del ISP: 
 
1.068 usuarios de P2P/central * 50 centrales * 25,2 KB/s = 1.345,68 MB/s 
 
1.345,68 MB/s / 15% usuarios en la ciudad = 8.971,2 MB/s 
 
Por supuesto, al igual que en el caso anterior, este tráfico de casi 9 GB/s 
es un resultado orientativo para poder realizar estimaciones o comparativas 
entre los distintos sistemas, pero no se trata de un tráfico real pues no es 
probable que todos los usuarios de sistemas P2P de un ISP dado se 
encuentren conectados de forma simultanea para realizar la descarga de un 
archivo de características similares al descrito para el escenario dado. 
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Finalmente y al igual que en el caso de estudio de los sistemas de P2P, 
se va a proceder al cálculo del tráfico introducido dentro de la propia red de la 
ciudad estudiada, que consistirá, como en el apartado anterior, en la suma de 
los tráficos con destino en algún par de la ciudad y el tráfico enviado desde la 
ciudad hacia ubicaciones externas. 
 
425 pares fuera * 50 conex. * 15% * 15% en ciudad = 478 conex. 
 
75 pares en ciudad * 180 KB/s + 478 * 3,6 KB/s = 15,22 MB/s 
 
Y si de nuevo se extrapolan estos datos al conjunto total de usuarios de 
redes P2P se obtienen los siguientes resultados: 
 
(1.068 P2P/centr. * 50 centr.)((1/15%) – 1) * 50 * 15% * 15% = 340.425 
 
1.068 * 50 centr. * 180 KB/s + 340.425 * 3,6 KB/s = 10,84 GB/s 
 
Se recuerda que este último dato sirve únicamente como ayuda a la hora 
de estimar las diferencias entre una y otra tecnología. 
 
4.5 Aplicación a escenarios de televisión por IP 
 
Como se ha podido ver en el capítulo de Estado del Arte, la televisión por 
P2P o P2PTV es una variante de los sistemas de P2P tradicionales que 
requiere del envío en tiempo real de fragmentos de vídeo del canal que se está 
retransmitiendo entre los pares que participan en dicho sistema.  
Teniendo esto en cuenta es inmediato ver las variaciones que supondría 
sobre el escenario definido. Un canal de televisión suele ser retransmitido para 
una población muy localizada en una comunidad o en un país concreto. 
Además, el éxito de series de televisión o películas también suele ser más 
localizado y al encontrarse dobladas a varios idiomas, si por ejemplo se 
transmite en alemán, salvo excepciones, se podrá ver que casi todos los pares 
se encuentran localizados en Alemania, por lo que tenemos una situación 
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similar a la estudiada en el escenario descrito en cuanto a la distribución de los 
pares. Así pues, las mejoras que puede introducir la tecnología P4P con 
respecto a la P2P siguen presentes en este escenario. Además, la necesidad 
de transmitir en tiempo real hace que cobren aún más importancia dichas 
mejoras, pues el ahorro en el ancho de banda que supone la implantación de 
los sistemas de P4P hace que sea posible mejorar las velocidades 
experimentadas por los usuarios sin que la red se resienta, lo que se derivaría 
en un sistema de transmisión de televisión más estable y con menos cortes o 
retardos que mediante el uso de sistemas de P2P.  
Por último, como se vio cuando se definió el iTracker de los sistemas 
P4P, este contaría con una interfaz Capability que podría informar a los 
usuarios de servidores fijos a los que conectarse por ejemplo cuando se inicia 
el visionado y mientras se terminan de establecer las conexiones entre pares 
de tal forma que no haga falta un tiempo de encendido muy largo o al cambiar 
de canal de televisión, momento en el que podría darse una situación similar a 
la del encendido.  
 
4.6 Conclusiones 
 
Como se ha ido viendo a lo largo del capítulo, el funcionamiento de 
ambos sistemas es similar con la ventaja, en el caso de los sistemas P4P de 
contar con información suministrada por los propios proveedores de 
infraestructura de red, por lo que la elección de pares a los que conectarse 
resulta mejor que en el caso de la selección aleatoria dada por los sistemas 
tradicionales de P2P. Esta mejora se traduce en ahorros de anchos de banda 
tanto en enlaces interurbanos como urbanos en este escenario con un solo ISP 
al ser utilizados en un porcentaje mucho menor las conexiones interurbanas 
que se realizan entre pares. Así se puede ver que de los más de 55 GB/s que 
se introducían al tráfico normal en estos enlaces interurbanos en el primer 
caso, se pasa a menos de 9 GB/s en el segundo caso, cuando se seleccionan 
pares más próximos mientras en los enlaces urbanos se pasa de 17,78 GB/s a 
10,84 GB/s. Por supuesto hay que tener en cuenta que este resultado se ha 
alcanzado en un escenario dado, definido para la compartición de un tipo de 
                                 Capítulo 4: Escenario con proveedor de infraestructura de red único 
 115 
archivo muy concreto, por lo que los resultados podrán variar en gran medida 
variando distintos datos como la cuota de mercado del ISP, el tipo de archivo a 
compartir, la disposición geográfica de los clientes del ISP, etc. Estos son 
parámetros que pueden variar enormemente también en el mundo real, por lo 
que el grado de mejora sufrido en cada caso por la implantación y masificación 
de la tecnología P4P variará de unos casos a otros, aunque en todo momento 
se sufrirá una mejora considerable en el ahorro del ancho de banda dentro de 
la propia red del proveedor en enlaces interurbanos y en menor medida en el 
propio tráfico urbano. En cualquier caso en el presente capítulo se ha intentado 
plantear un escenario acorde a la realidad y que pudiera servir para estimar las 
mejoras introducidas por los sistemas P4P y atendiendo al estudio realizado se 
puede observar como se trata de mejoras sustanciales, pues se puede ver que 
el tráfico interurbano se ha reducido hasta ser, en el caso de los sistemas P4P, 
sólo el 6% de lo que lo era sin introducir las mejoras de dichos sistemas. 
Además, cabe destacar que el tráfico dentro de la propia ciudad mejora aunque 
en menor medida con respecto al introducido por los sistemas P2P 
tradicionales. Al mismo tiempo todo lo anteriormente citado haría posible una 
mejora en la calidad de experiencia percibida por el usuario de este tipo de 
redes, pues al reducirse de manera considerable el consumo de recursos se 
podría aumentar la velocidad a la que descarga cada usuario sin que ello 
pusiese en peligro la capacidad de la red 
Finalmente hay que puntualizar que, aunque a simple vista y a tenor de 
los resultados obtenidos pueda parecer clara la superioridad de los sistemas 
P4P frente a los sistemas P2P, en el presente capítulo no se han tratado 
asuntos que podrían empañar esta superioridad, como son el tema de la 
seguridad en la red, al estar dándose información de la topología de red en 
mayor o menor grado o la posible vulneración de la neutralidad de la red, 
asuntos que aún están por resolver mientras se sigue experimentando con esta 
tecnología. 
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5. Escenario con múltiples proveedores de 
infraestructura de red
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5.1 Introducción 
 
En el presente capítulo se tratará de dar una visión de las posibilidades 
que ofrece la tecnología P4P en un escenario con diversos proveedores de 
infraestructura de red. Para ello se seguirá una estrategia similar a la 
presentada en el capítulo anterior. En un primer momento se definirá un 
escenario particular con un cierto número de usuarios compartiendo un archivo 
concreto, en este caso bajo varios proveedores y en distintas ciudades. Una 
vez definido el escenario se realizará un estudio de las posibilidades ofrecidas 
por los sistemas de P2P actuales, viendo su impacto en las capacidades de las 
distintas redes disponibles para posteriormente realizar un segundo estudio de 
los sistemas de P4P, comparándolo con la situación anterior para poder 
concluir con un análisis de los resultados obtenidos que permita estimar de 
forma aproximada las ventajas o inconvenientes que pueda ofrecer la 
implementación de esta nueva tecnología de forma masiva en escenarios 
reales. 
 
5.2 Definición del escenario 
 
Para los distintos análisis que se van a llevar a cabo en el presente 
capítulo se va a definir a continuación un escenario con diversos proveedores 
de infraestructura de red. Además, cada ISP contará con su propio iTracker, 
necesario para los sistemas de P4P dentro de su propia red.  Otros elementos, 
como los servidores de aplicación necesarios en algunos sistemas de P2P 
podrán encontrarse disponibles bajo uno u otro ISP. 
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Figura 5.1 Escenario con múltiples proveedores 
 
En la imagen anterior vemos un diagrama del escenario propuesto. 
Como ya se comentó en el capítulo anterior, los servidores de aplicación P2P 
pueden no existir, dependiendo de la aplicación P2P concreta que se utilice. 
A continuación se muestra la red de un ISP en una ciudad de las que 
integrarán el escenario definido. En dicha ciudad se podrán encontrar varios 
ISPs, cada uno con su propia red y sus Centrales Telefónicas de Acceso. 
 
                       Capítulo 5: Escenario con múltiples proveedores de infraestructura de red 
 121 
 
Figura 5.2 Múltiples ISPs: ciudad de estudio 
 
Para la realización de los análisis de las distintas tecnologías se va a 
partir de los datos sacados de [32] y [33] para poder definir una ciudad modelo 
que se asemeje a las ciudades reales. Como ya se hizo en el capítulo anterior, 
partimos de la información obtenida referente a la ciudad de Madrid, con 
1.186.498 viviendas ocupadas de las cuales el 54% tienen conexión a Internet. 
Así pues, al igual que en anterior escenario definido, tenemos 640.709 
viviendas con Internet. A diferencia de lo ocurrido en el caso de analizar un 
único proveedor de infraestructura de red, ahora se tienen en cuenta a todos, 
por lo que se van a definir tres proveedores, proveedor A, proveedor B y 
proveedor C, con cuotas de mercado del 25%, 35% y 40% respectivamente, si 
bien el estudio se centrará en el proveedor A, que continua siendo el mismo 
que en el capítulo anterior. Como se puede ver, engloban el 100% del 
mercado. Así pues se tienen 160.177, 224.248 y 256.284 hogares que son 
clientes de los proveedores A, B y C respectivamente. Al tener un mayor 
número de clientes, los proveedores necesitarán también un mayor número de 
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Centrales Telefónicas de Acceso. Se definirán el número de Centrales 
Telefónicas de Acceso de cada proveedor intentando mantener un número de 
usuarios en cada central similar al alcanzado al definir el escenario anterior. 
Para ello, el proveedor A contará con 50 centrales, el proveedor B tendrá 70 y 
finalmente el proveedor C 80. Los clientes de cada proveedor se repartirán de 
manera uniforme entre sus respectivas centrales, por lo que se tendrán 
aproximadamente 3.204 usuarios por central para los tres proveedores, de los 
cuales, según [32] aproximadamente un tercio utilizan programas de P2P, por 
lo que se tendrán 1.068 usuarios de P2P por central. 
Para continuar la definición del escenario se hace necesario definir el tipo 
de archivo que se va a compartir a la hora de realizar los cálculos aproximados 
sobre el consumo de ancho de banda de los distintos sistemas. Como ya se 
comentó en el anterior capítulo, no es la misma situación si se está 
compartiendo un archivo poco popular o con una popularidad muy localizada 
geográficamente que compartir archivos tremendamente populares en distintas 
partes del mundo. Para el escenario que se presenta se define el archivo a 
compartir como un archivo de vídeo actual. Siguiendo las estimaciones del 
capítulo anterior, se tendrían aproximadamente 2.000 pares participando en la 
compartición del archivo repartidos entre los ISPs siguiendo los porcentajes de 
cuota de mercado. De estos pares, el 15% estarán en la ciudad caso de 
estudio. Se tomará este porcentaje del 15% para los tres proveedores con 
motivo de simplificar los cálculos a realizar. En la siguiente tabla se trata de 
resumir lo anteriormente expuesto: 
 
ISP Nº 
clientes 
Nº 
centrales 
Nº 
clientes/central 
Nº usuarios 
P2P/central 
Nº pares 
compartiendo archivo 
Nº pares compartiendo 
archivo en ciudad 
A 160.177 50 3.204 1.068 500 75 
B 224.248 70 3.204 1.068 700 105 
C 256.284 80 3.204 1.068 800 120 
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5.3 Análisis de la arquitectura P2P en el escenario definido 
 
Tras lo visto en el apartado anterior, en la siguiente figura se muestra el 
escenario dado para los tres proveedores de infraestructura de red en la ciudad 
de estudio. 
 
 
Figura 5.3 Red de los tres ISPs en la transmisión por P2P 
 
Siguiendo la misma línea que con los análisis anteriormente realizados 
se va a suponer que la compartición del archivo en este escenario se lleva a 
cabo mediante un sistema de P2P similar a lo que sería la red BitTorrent, la 
más popular en estos momentos para la descarga de archivos similares al que 
se ha definido anteriormente. Así pues, los 2.000 pares que se han calculado 
anteriormente se encontrarán conectados unos con otros recibiendo los datos 
que les faltan y enviando la información que ya tienen en su poder. Las 
limitaciones de recursos por parte de los pares que se daban en el escenario 
definido en el capítulo anterior siguen estando presentes y de igual modo, el 
número de conexiones máximas para un par dado se volverá a situar en 50. 
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Por lo tanto, para el escenario definido se tienen 2.000 pares 
compartiendo el archivo y un usuario normal del proveedor A se conectará a 50 
de esos pares. Estas conexiones se seleccionarán de manera aleatoria. Por lo 
tanto, tan solo un 15% de las conexiones se realizarán con pares de la misma 
ciudad, es decir, el usuario dado se conectará con 7 pares de la misma ciudad. 
Además, estos pares se encontrarán bajo distintos proveedores, de acuerdo 
con la cuota de mercado de un 25%, 35% y 40%. Por esta razón se tendrá que 
se conectar con 2 pares del ISP A, 2 del ISP B y 3 pares del ISP C. Este mismo 
proceder será valido para los restantes 43 pares ubicados fuera de la ciudad 
estudiada, que se repartirán en 11, 15 y 17 pares para los proveedores A, B y 
C respectivamente. 
Tal y como se vio en el análisis realizado en el capítulo anterior, la media 
de las conexiones en España es de 3,6 Mbps y suponiendo una velocidad de 
descarga media del 40% se tienen 180KB/s de caudal de datos hacia el usuario 
dado. Este caudal se encontrará repartido entre las 50 conexiones que 
establece con otros pares para compartir el archivo, lo que deja un caudal de 
transmisión por parte de cada par de: 
 
180/50 = 3,6 KB/s 
 
El recorrido que siguen los paquetes de datos para llegar desde el emisor 
hasta el usuario que se está estudiando depende de la situación del propio 
emisor. En caso de encontrarse bajo el mismo ISP y en la misma ciudad, su 
flujo de datos solamente tendrá que pasar a través de las Centrales Telefónicas 
de Acceso y por la Red Ethernet Metropolitana. En caso de estar bajo el mismo 
ISP pero en distinta ciudad, los datos pasarán por las Centrales Telefónicas de 
Acceso, a través de la Red Ethernet Metropolitana de origen hacia los PoP de 
Acceso y de ahí al anillo CWDM para llegar a la ciudad objetivo y ya ahí 
distribuirse de igual forma que en el caso anterior. Finalmente, en caso de 
pertenecer a distintos ISPs, los datos deberán seguir el camino anteriormente 
descrito pero una vez en el anillo CWDM se desviarán hacia los PoP de 
                       Capítulo 5: Escenario con múltiples proveedores de infraestructura de red 
 125 
Tránsito para pasar al ISP de mayor nivel que los conectará con el ISP del 
usuario de destino. 
Así pues, se puede observar como el tráfico de descarga queda dividido 
de la siguiente forma: 
 
Tráfico intraurbano dentro del propio ISP A: 
 
3,6 KB/s * 2 pares = 7,2 KB/s 
 
Tráfico interurbano dentro del propio ISP A: 
 
3,6 KB/s * 11 pares = 39,6 KB/s 
 
Tráfico interproveedores: 
 
3,6 KB/s * 2 pares ISP B en ciudad = 7,2 KB/s 
 
3,6 KB/s * 3 pares ISP C en ciudad = 10,8 KB/s 
 
3,6 KB/s * 15 pares ISP B fuera de ciudad = 54 KB/s 
 
3,6 KB/s * 17 pares ISP C fuera de ciudad = 61,2 KB/s 
 
Total = 133,2 KB/s 
 
Por lo tanto, teniendo en cuenta los distintos caminos que sigue cada 
caudal de tráfico, descritos anteriormente, se tiene que por el anillo CWDM el 
tráfico se ve incrementado por culpa de la descarga de este archivo por un 
usuario dado en un total de: 
 
39,6 KB/s interurbano ISP A + 133,2 KB/s interproveedores = 172,8 KB/s 
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Además, el tráfico por los enlaces del ISP A con el ISP de mayor nivel se 
ve incrementado en 133,2 KB/s debido al intercambio de información entre los 
distintos ISPs. 
Por otro lado, hay que tener en cuenta que este es el tráfico debido a un 
solo usuario compartiendo el archivo de los 500 que hay bajo el proveedor A, 
por lo que el tráfico por el anillo CWDM por la descarga del archivo definido 
sería de: 
 
172,8 KB/s * 500 = 86,4 MB/s 
 
Además, en el caso del enlace entre el ISP A y el ISP de mayor nivel 
habría que tener en cuenta no sólo el tráfico de descarga, si no también el 
tráfico de subida de los pares del ISP A que tienen alguna conexión con otros 
pares de otros proveedores a los que les envían información, pues estos 
enlaces los paga el propio ISP A y los precios pueden estar sujetos a 
cantidades de tráfico suministradas. Siguiendo estas ideas, hay 1.500 pares 
compartiendo el archivo bajo los ISPs B y C. cada uno de esos pares cuenta 
con 50 conexiones, por lo que se tienen 75.000 conexiones, de las cuales un 
25% serán con pares del ISP A. Por lo tanto este tráfico debido a la 
compartición del archivo en los enlaces del proveedor A con el ISP de mayor 
nivel será el siguiente: 
 
Tráfico de bajada: 
 
133,2 KB/s * 500 = 66,6 MB/s 
 
Tráfico de subida: 
 
3,6 KB/s * 75.000 * 0.25 = 67,5 MB/s 
 
Este tráfico de subida también pasará por el anillo CWDM 
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Finalmente, si se extrapolan los cálculos realizados para la compartición 
de un solo archivo al total de usuarios que utilizan P2P dentro de la red del ISP 
A se tienen unos tráficos de: 
 
Tráfico en el anillo CWDM: 
 
- De bajada de datos por los pares en A 
 
1.068 P2P/cent. * 50 cent. / 15% en ciudad * 172,8 KB/s = 61,52 GB/s 
 
- De subida de datos de los pares de A a los de B y C 
 
1.068 P2P/cent. * (70+80)cent. / 15% en ciudad * 50 conex = 53.400.000 
 
Se tienen 53.400.000 conexiones de pares de los ISPs B y C para 
descargarse datos 
 
53.400.000 * 25% cuota ISP A * 3,6 KB/s = 48,06 GB/s 
 
Tráfico en el enlace con el ISP de mayor nivel: 
 
- De bajada: 
 
1.068 P2P/cent. * 50 cent. / 15% en ciudad * 133,2 KB/s = 47,42 GB/s 
 
- De subida: 
 
 48,06 GB/s  
 
Calculado anteriormente en el tráfico total por el anillo CWDM, pues este 
tráfico que pasará por los enlaces con el ISP de mayor nivel pasará 
antes por el anillo CWDM. 
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Por último se van a ver los tráficos dentro de la propia ciudad para 
intentar estimar las posibles diferencias en los flujos de datos introducidos en 
las redes Ethernet Metropolitanas por las distintas tecnologías que se van 
analizar. Este tráfico será la suma del tráfico de descarga de todos los pares 
del ISP A que se está estudiando ubicados en la ciudad concreta de estudio 
más el flujo de datos saliente de la ciudad con destino a otros pares del propio 
ISP en otros lugares o a otros ISPs. Por lo tanto primero se calculará el número 
de conexiones que realizarán los pares de otros ISPs o del mismo ISP A pero 
de distinta ciudad con los pares de dicho proveedor en dicha ciudad. 
 
(2.000 – 75)pares * 50 conex. * 25% cuota * 15% en ciudad = 3.609 
 
75 pares * 180 KB/s + 3.609 conex. * 3,6 KB/s = 26,49 MB/s 
 
Para terminar se extrapolan los cálculos realizados a todos los usuarios 
de P2P: 
 
1.068 * ((70 + 80 + 50)/15% - 50) * 50 * 25% * 15% = 2.569.875 
 
1.068 * 50 * 180 KB/s + 2.569.875 conex. * 3,6 KB/s = 18,86 GB/s 
 
 
Como ya se comentó en los anteriores estudios realizados siguiendo 
esta estructura de análisis en capítulos anteriores, estos tráficos calculados 
usando el total de usuarios de P2P no se darán nunca, pues se trata del tráfico 
debido a la compartición de un archivo de vídeo como el definido con 
anterioridad por parte de todos los usuarios de P2P de forma simultanea, lo 
cual no es viable, pero si ayuda a tener una visión global de los tráficos que se 
pueden introducir en las redes a raíz del intercambio de archivos por redes 
P2P. 
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5.4 Análisis de la arquitectura P4P en el escenario definido 
 
El apartado que se presenta desarrollará un análisis equivalente al 
anteriormente presentado, para el caso de sistemas P4P. Se intentarán ver las 
posibles mejoras en el ahorro de ancho de banda que la tecnología P4P 
debería introducir con respecto a los sistemas tradicionales de P2P. 
Se partirá del escenario descrito anteriormente, con los tres proveedores 
(A, B y C) y al igual que en el caso anterior, se estudiará el impacto de la 
compartición de un archivo de vídeo con una popularidad alta y 2.000 pares 
compartiéndolo. 
En la siguiente figura se tiene un esquema del escenario del que se 
parte. En concreto se puede observar la ciudad que será objeto de un primer 
análisis que posteriormente se extenderá a toda la red de los proveedores. 
 
 
Figura 5.4 Red de los tres ISPs en la transmisión por P4P 
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En el presente análisis se seguirán las mismas premisas del estudio 
para los sistemas P2P con la idea de obtener resultados comparables. Así 
pues, se seleccionará la red BitTorrent como la elegida por los usuarios para 
compartir el archivo. Se seguirá teniendo un límite de 50 conexiones por 
usuario y una velocidad de descarga del 40% del ancho de banda de la 
conexión del usuario que de media será de 3,6 Mbps, lo que deja un flujo por 
conexión de 3,6 KB/s como se vio en el anterior apartado. 
La principal ventaja de los sistemas de P4P radica en su capacidad para 
decidir los pares más apropiados conforme a la topología de la red. Ahora no 
se seleccionarán los pares a los que conectarse de forma aleatoria si no que se 
empleará la información suministrada por los iTrackers de los proveedores para 
optimizar dicha elección. Al igual que en el capítulo anterior, se supondrá que la 
estrategia seguida por la aplicación de intercambio de archivos utilizará la 
información referente a las distancias entre pares para seleccionar a los más 
cercanos en un 85% de las conexiones dejando el 15% al azar para mantener 
cierta robustez frente a problemas en la red. Así pues, de las 50 conexiones 
que lleva a cabo como máximo un par dado, 42 se realizarán con los pares 
más cercanos atendiendo a la información suministrada por el proveedor a 
través del iTracker y las otras 8 se llevarán a cabo de forma aleatoria entre 
todos los pares. También se va a suponer que la información dada por un 
iTracker con respecto a la cercanía de un par es suficientemente concreta 
como para poder diferenciar entre los pares ubicados en una ciudad u otra. Por 
otro lado, también se podrá diferenciar entre pares de distintos proveedores 
aún cuando se encuentren en la misma ciudad gracias a esta información. Por 
lo tanto, un par dado se conectará a 42 pares de su propia ciudad y proveedor, 
si los hay y a 8 pares de forma aleatoria entre todos los demás. 
Tal y como se vio en el apartado que definía el escenario, se tienen 75 
pares del ISP A (que será el objeto de estudio) compartiendo el archivo en la 
misma ciudad, por lo que no habrá problema en realizar las 42 conexiones con 
los pares cercanos. En caso de no haber sido así podrían darse diversas 
soluciones. Por un lado, en caso de existir acuerdos entre distintos ISPs podría 
optarse por primar las conexiones con los pares de estos ISPs en la misma 
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ciudad. También podrían priorizarse las conexiones con pares del mismo ISP 
pero en distintos emplazamientos, evitando así el uso de los enlaces entre el 
ISP A y el ISP de mayor nivel. Inclusive podría variarse la estrategia a seguir 
simplemente variando la información suministrada por el iTracker del ISP A 
dependiendo del estado de las conexiones o de la política del proveedor. 
A continuación se estudian esos 8 casos de conexiones aleatorias. Estas 
8 conexiones se repartirán entre los ISPs atendiendo a su cuota de mercado 
(25%, 35% y 40%), por lo que estas conexiones se repartirán así: 2 conexiones 
con pares del ISP A, 3 con pares del ISP B y 3 con pares del ISP C. Tan solo el 
15%  de estas conexiones se realizará con pares de la misma ciudad, lo que 
implica que 1 de esas 8 conexiones sea así. Para determinar si dicha conexión 
se realiza con un par del ISP A o B o C, mirando sus cuotas de mercado vemos 
que solo hay un 25% de probabilidades de que pertenezca al ISP A y un 75% 
de que sea de otro ISP, por lo que se supondrá que dicho par pertenece a un 
ISP que no es el A y por lo tanto, tendrá que seguir el camino que siguen las 
demás conexiones con estas redes. 
Por lo tanto y resumiendo, se tienen 42 conexiones con pares del mismo 
ISP A y en la misma ciudad, 2 conexiones con pares del mismo ISP A pero de 
distinta ciudad y 6 conexiones con pares de otros ISPs. 
Los caminos que deberán seguir las distintas conexiones son los 
mismos que en el caso de análisis de los sistemas P2P, es decir, para las 
conexiones con pares del mismo proveedor y en la misma ciudad sólo se 
pasará a través de las Centrales Telefónicas de Acceso y por la Red Ethernet 
Metropolitana. Para las conexiones con pares del mismo ISP pero distinta 
ciudad se pasará por las centrales, la Red Ethernet Metropolitana hacia los 
PoP de Acceso y por el anillo CWDM para llegar a la ciudad de destino. 
Atendiendo a los diferentes caminos seguidos, al reparto de las 50 
conexiones que hace un par dado y sin olvidar los 3,6KB/s de caudal que se 
envía por cada conexión, tenemos los siguientes tráficos en los enlaces: 
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Tráfico de descarga por el anillo CWDM: 
 
3,6 KB/s * 8 pares que no son del mismo ISP y ciudad = 28,8 KB/s 
 
Tráfico de descarga por los enlaces con el ISP de mayor nivel: 
 
3,6 KB/s * 6 pares de distinto ISP = 21,6 KB/s 
 
Sin embargo este es el tráfico debido a la descarga de datos de un solo 
par. Al igual que en los anteriores apartados ahora se ampliará este resultado a 
todos los pares que se encuentran compartiendo el archivo en la red del 
proveedor A: 
 
Tráfico de descarga por el anillo CWDM: 
 
28,8 KB/s * 500 pares en el ISP A = 14.400 KB/s 
 
Tráfico de descarga por los enlaces con el ISP de mayor nivel: 
 
21,6 KB/s * 500 pares en el ISP A = 10.800 KB/s 
 
Este es el tráfico debido a las descargas llevadas a cabo por todos los 
pares del ISP A, pero también convendría calcular el tráfico que pasa por el 
anillo CWDM y por los enlaces con el ISP de mayor nivel con origen en estos 
mismos pares y destino en las redes de los proveedores B y C. A continuación 
se calcula este tráfico de subida desde los pares en A hacia los pares de otros 
proveedores: 
 
1.500 pares ISPs B y C * 50 conex./par * 15% * 25% cuota A = 2.812 conex. 
 
2.812 conex. * 3,6 KB/s = 10.123,2 KB/s 
 
                       Capítulo 5: Escenario con múltiples proveedores de infraestructura de red 
 133 
Finalmente se van a extrapolar los cálculos anteriormente realizados al 
resto de usuarios de redes P2P existentes en las redes de los tres 
proveedores. Como se ha comentado con anterioridad, este tráfico que se va a 
calcular, aunque no sea válido como aproximación teórica de una situación 
real, si sirve para estimar las mejoras introducidas por los sistemas P4P sobre 
las redes tradicionales de P2P. 
 
Tráfico en el anillo CWDM: 
 
- De bajada de datos por los pares en A 
 
1.068 P2P/cent. * 50 cent. / 15% en ciudad * 28,8 KB/s = 10,25 GB/s 
 
- De subida de datos de los pares de A a los de B y C 
 
1.068 P2P/cent. * (70+80)cent. / 15% en ciudad * 50 conex = 53.400.000 
 
Se tienen 53.400.000 conexiones de pares de los ISPs B y C para 
descargarse datos 
 
53.400.000 * 15% * 25% cuota ISP A * 3,6 KB/s = 7,21 GB/s 
 
Tráfico en el enlace con el ISP de mayor nivel: 
 
- De bajada: 
 
1.068 P2P/cent. * 50 cent. / 15% en ciudad * 21,6 KB/s = 7,69 GB/s 
 
- De subida: 
 
 7,21 GB/s  
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Es el mismo tráfico de subida que suben los pares de A hacia los de B y 
c a través del anillo CWDM, calculado anteriormente. 
 
Por último, al igual que en el anterior apartado, se va a calcular el tráfico 
dentro de la propia ciudad de estudio. 
 
(2.000 – 75)pares * 50 conex. * 25% cuota * 15%  ciudad * 15% = 541 
 
75 pares * 180 KB/s + 541 conex. * 3,6 KB/s = 15,45 MB/s 
 
Para terminar se extrapolan los cálculos realizados a todos los usuarios 
de P2P. Para simplificar los cálculos, se supondrá que todos los pares se 
encuentran en ciudades con un mínimo de 42 pares más del mismo ISP (de tal 
forma que a la hora de seleccionar pares próximos no se vean obligados a 
recurrir a pares de otros proveedores o ciudades). 
 
1.068 * ((70 + 80 + 50)/15% - 50) * 50 * 25% * 15% * 15% = 385.481 
 
1.068 * 50 * 180 KB/s + 385.481 conex. * 3,6 KB/s = 11,00 GB/s 
 
5.5 Aplicación a escenarios de television por IP 
 
En este caso, al igual que en escenario descrito en el anterior capítulo, 
las mejoras introducidas por la utilización de sistemas de P4P en lugar de los 
tradicionales sistemas de P2P siguen presentes y cobran aún mayor 
importancia. Como ya se dijo en el anterior capítulo el hecho de reducir el 
ancho de banda al compartir archivos en redes de pares abre la puerta a la 
posibilidad de aumentar la velocidad experimentada por los usuarios haciendo 
posible un visionado de los canales de televisión más estable. 
Además, al tener varios ISPs el uso de la tecnología P4P cobra aún 
mayor importancia pues ya no solo se va a querer conectar a usuarios de una 
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misma ciudad para ahorrar costes, si no que se va a querer que estos usuarios 
se encuentren bajo un mismo ISP de tal forma que su tráfico permanezca en la 
medida de lo posible dentro de la propia red metropolitanta del proveedor. 
Finalmente y al igual que en el escenario del capítulo anterior, la interfaz 
Capability de los iTrackers del sistema P4P permitirá a los usuarios conectarse 
a servidores fijos y dedicados a la transmisión de los canales de televisión de 
tal forma que en un primer momento no tengan que esperar a realizar todas las 
conexiones entre los pares para comenzar a visionar un canal cuando inicien el 
sistema de P2PTV o cuando decidan cambiar de canal. 
 
5.6 Conclusiones 
 
A lo largo del capítulo se ha podido ir viendo como al introducir varios 
proveedores de red el escenario a analizar se volvía más complejo en 
comparación con el escenario analizado en el capítulo anterior, con un mayor 
número de enlaces a analizar. Sin embargo, al igual que en el capítulo anterior, 
en este escenario se ha podido observar como al emplear la tecnología P4P el 
flujo de datos disminuía drásticamente en los enlaces interurbanos o 
interproveedores. Así por ejemplo se puede observar como el flujo de bajada 
del enlace con el ISP de mayor nivel pasaba de 47,42 GB/s a 7,69 GB/s con el 
ahorro de dinero que esto podría suponer. E incluso el tráfico en el anillo 
CWDM debido a las descargas de datos por parte de los pares del proveedor A 
que se hallaban en la ciudad estudiada decrecían hasta quedarse en 
prácticamente un 10% de lo que eran empleando únicamente la tecnología P2P 
tradicional. Por otro lado, aunque el flujo de datos en la Red Ethernet 
Metropolitana de cada ciudad no se veía afectado de forma tan drástica, si 
había lugar para una pequeña mejora, convirtiendo los 18,86 GB/s originales 
en 11,00 GB/s gracias a la optimización del tráfico que trae consigo la 
tecnología P4P. 
Pero además de estas ventajas en ahorro de ancho de banda, que 
podría repercutir en el usuario al poderse aumentar la velocidad de descarga 
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sin necesidad de mejorar la red existente para ello, también cabe destacar la 
posibilidad por parte del ISP de establecer una serie de directrices para 
conseguir una reducción de costes. Por ejemplo, puede aconsejar a las 
aplicaciones de intercambio de archivos que en caso de no encontrar 
suficientes pares cercanos dentro de la red del proveedor en su propia ciudad 
se conecten a pares de otro ISP con el que se haya llegado a un acuerdo. De 
esta forma se pueden establecer prioridades dinámicas en función de acuerdos 
entre proveedores o del estado de la red para conseguir reducir costes. 
Por último mencionar que al igual que se comentó en el capítulo anterior, 
ciertos puntos relativos a las ventajas y desventajas de los sistemas P4P frente 
a los sistemas P2P tradicionales no han sido tocados en el presente análisis, 
tales como la posible vulneración de la neutralidad de la red o la seguridad en 
dicha red al ofrecer información sobre su topología. 
  
6. Conclusiones
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6.1 Introducción 
 
Una vez se han presentado los conceptos teóricos y avances 
tecnológicos sobre los que se asienta el proyecto, así como el desarrollo del 
estudio y análisis que se ha llevado a cabo, se va a proceder en este último 
capítulo a la presentación de las conclusiones sobre el trabajo realizado así 
como se van a proponer diversas líneas de trabajo a realizar en un futuro para 
continuar la labor iniciada aquí o para mejorar aspectos que hayan podido no 
quedar plenamente resueltos. 
Para ello se va a comenzar describiendo el proyecto. En este apartado 
se realizará un resumen del trabajo realizado así como una valoración del 
mismo. 
Posteriormente se encontrará un análisis de los objetivos alcanzados 
conforme a lo predispuesto en un primer momento al iniciarse el presente 
Proyecto Fin de Carrera. 
Finalmente se propondrán futuras líneas de trabajo. Tanto tareas que 
cubran diferentes puntos en los que no se ha profundizado suficientemente ya 
fuera por complejidad o falta de recursos existentes en el momento actual de 
realización del presente proyecto como nuevas vías que surgen tras la 
realización del trabajo acometido. 
 
6.2 Resumen y valoración del proyecto 
 
El presente proyecto, realizado en el marco del proyecto ARCO 
(TEC2008-06539) se desarrolla dentro del ámbito de las tecnologías para el 
intercambio de archivos a través de la red. 
Entre las tecnologías existentes destacan en la actualidad las llamadas 
redes de Peer-to-Peer en las que todos los usuarios actúan a la vez como 
clientes que se descargan las partes de información que les faltan y como 
servidores que envían aquellas partes que ya tienen a quienes las requieren. 
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Estas redes, cuya implantación en la actualidad resulta masiva, ponen 
en tela de juicio la capacidad de las infraestructuras de red actuales de soportar 
todo el tráfico introducido por sus usuarios.  
Ante esta situación se estudian diversas alternativas que puedan reducir 
el impacto de dichas redes de P2P. Debido al elevado coste de la actualización 
de la infraestructura de red con equipos más modernos que puedan soportar el 
actual incremento del tráfico debido en buena parte a las redes de P2P, se 
buscan otras alternativas consistentes en la optimización del tráfico que 
introducen dichas redes de tal forma que se consiga reducir dicho tráfico a la 
vez que se mejora la experiencia del usuario al dotar a dichos sistemas de 
mayores velocidades de descarga. 
En este sentido aparecen tres alternativas que se han ido estudiando a 
lo largo del presente proyecto: P4P, Ono y Kontiki. Si bien todas parten de la 
idea de reconocer la topología de la red para poder hallar los pares óptimos a 
los que conectarse, difieren en el método usado para realizar dicho 
reconocimiento de la red. Así la tecnología P4P cuenta con la implementación 
de los iTrackers, servidores que actúan de punto de encuentro entre 
aplicaciones y proveedores de infraestructura de red, que serían quienes 
proveerían de la información referente a la topología de red. Por otro lado, Ono 
encarga a los propios usuarios la realización de cálculos sencillos a partir de 
los datos referentes a su proximidad a los diversos servidores del CDN Akamai. 
Finalmente, Kontiki emplea servidores dedicados para el cálculo de proximidad 
entre pares a partir de traceroutes realizados por estos, además de diversa 
información que van recopilando, como la subred a la que pertenece cada par, 
etc. 
En el proyecto que se presenta, se ha desarrollado un estudio 
exhaustivo de cada una de las tecnologías citadas para finalmente centrarse en 
la tecnología P4P que, en términos de resultados obtenidos, resultaría la más 
prometedora al poder contar con la información más detallada de la red. Así, se 
ha realizado una comparativa entre las redes actuales de P2P y la situación 
que se daría si éstas fuesen sustituidas por la tecnología P4P en dos 
escenarios distintos: con un solo proveedor de red o varios. En ambos casos se 
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ha empleado la tecnología P4P para reducir el tráfico en la red y así poder 
valorar las mejoras que introduce, si bien es inmediato ver que, una vez se ha 
reducido el impacto causado por la compartición de archivos en redes P2P, se 
puede ofertar una mejora en las conexiones ofrecidas a los usuarios. 
 
Tras los análisis realizados y los estudios llevados a cabo se puede 
concluir que si bien todos los sistemas analizados ofrecen mejoras con 
respecto a las redes de P2P actuales, al contar con una mejor información de 
la topología de red se pueden obtener mejores resultados al intentar optimizar 
el tráfico debido al intercambio de archivos. Por esta razón, la tecnología P4P 
es la que ofrece unos resultados más prometedores. Además, viendo los 
escenarios que se han definido y estudiado, se puede ver que la 
implementación de dicha tecnología resulta en unas mejoras realmente 
importantes. Por estos motivos resulta interesante seguir de cerca estos 
sistemas, llevando a cabo estudios y análisis como los que se han realizado en 
el presente proyecto, pues en un breve espacio de tiempo se tendrán que 
tomar decisiones para solucionar los problemas derivados del excesivo tráfico 
introducido por las redes de P2P actuales. Más aun si se quieren introducir 
nuevos servicios como la televisión por P2PTV. 
 
6.3 Análisis de los objetivos alcanzados 
 
A continuación se presentan los objetivos a alcanzar que se propusieron 
en un primer momento en el anteproyecto: 
 
• Obtención de información concerniente a las arquitecturas de red P4P y 
a los resultados obtenidos en los experimentos llevados a cabo por otras 
universidades y compañías de telecomunicaciones. 
• Implementación de un espacio web para el proyecto con una zona wiki 
donde depositar los resultados tanto de las investigaciones como de los 
experimentos que se vayan llevando a cabo. 
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• Diseño e implementación de los elementos necesarios para poder 
realizar la fase de experimentación y pruebas. 
• Definición de los parámetros que nos interesa medir para obtener el 
rendimiento de las redes P4P en entornos de IPTV y creación de 
escenarios. 
 
De los objetivos descritos anteriormente, el primero de ellos se ha 
realizado y toda la información concerniente a dicho estudio se puede 
encontrar a lo largo de la presente memoria. 
El segundo de los objetivos, también cumplido, ha resultado en el 
desarrollo de la web del proyecto. Desarrollo que, por resultar de temática 
diferente al resto del proyecto realizado, se ha decidido ubicar su explicación 
en un anexo que se puede encontrar al final de la presente memoria. 
Finalmente, los dos últimos objetivos, referentes a la realización de 
escenarios y el análisis de éstos, se ha podido llevar a cabo de forma teórica 
en el presente documento. Si bien en un primer momento se esperaba poder 
implementar al menos un pequeño escenario para poder complementar los 
escenarios analizados de forma teórica, esto no ha sido posible en última 
instancia al no poder contar con los recursos necesarios para poder 
implementar un escenario lo suficientemente grande como para poder obtener 
unos resultados significativos. 
 
6.4 Futuras líneas de trabajo 
 
A partir del trabajo realizado en el presente Proyecto Fin de Carrera se 
abren nuevos caminos a seguir de cara a complementarlo. Algunas de estas 
ideas se resumen a continuación: 
 
• Ampliación de número y variedad de escenarios: definir nuevos 
escenarios ofreciendo una mayor variedad en todas las variables 
como número de ISPs, cuotas de mercado, archivo a compartir y 
número de pares compartiendo, etc. 
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• Análisis exhaustivo de un escenario único: definir un escenario 
similar a los definidos en el presente proyecto y realizar un 
análisis en profundidad descendiendo hasta el nivel matemático 
en la definición de proximidad que realiza la tecnología P4P. 
• Comparativa de tecnologías en diversos escenarios: realizar una 
comparativa entre todas las tecnologías tratadas en el presente 
proyecto como son P2P, P4P, Kontiki y Ono ampliando los 
resultados obtenidos a todas estas tecnologías. 
• Análisis de la calidad de servicio experimentada por los usuarios 
conforme a la variación de diversos parámetros en la transmisión 
de televisión por IP: realización de un estudio variando diversos 
parámetros ligados a problemas que conlleva la utilización de las 
diversas tecnologías en la transmisión de televisión por IP como 
pueden ser los tiempos de espera al cambiar de canal en 
sistemas de P2PTV o al iniciar el visionado, fallos al intentar 
conectar con un servidor de televisión por streaming debido a 
saturaciones, etc. De esta forma se obtendrían como resultado los 
parámetros que los usuarios consideran más importantes o los 
umbrales mínimos en algunos de ellos, pudiendo así seleccionar 
una u otra tecnología de transmisión así como una u otra mejora 
de los sistemas P2P para aplicar a escenarios de transmisión de 
televisión por IP dados. 
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A1.1  Introducción 
 
En este anexo se detalla el desarrollo del espacio web que emplea el 
proyecto ARCO (TEC2008-06539) para la difusión de los resultados obtenidos 
además de como punto de encuentro y lugar de intercambio de información 
entre las distintas personas que integran el grupo de investigación. 
A lo largo del capítulo se mostrará el diseño seguido así como los 
recursos disponibles tanto para los actuales investigadores como para los 
futuros nuevos miembros del equipo. 
 
A1.2 Estructura del espacio web 
 
Para el diseño de la estructura del espacio web a utilizar se realizaron 
diversas reuniones por parte de las profesoras de la Universidad Politécnica de 
Madrid Encarnación Pastor Martín y Raquel Pérez Leal junto con alumno 
proyectista para decidir las distintas secciones y subsecciones que deberían 
incluirse dentro del espacio web así como los distintos recursos a incluir. De 
estas reuniones se extrajeron como conclusiones la necesidad de los 
siguientes apartados: 
 
1. Inicio: sección que sirviese como carta de presentación del proyecto 
ARCO con una breve introducción haciendo referencia al punto de 
partida del proyecto y los objetivos que se pretenden alcanzar. 
2. Proyecto: 
a. Introducción: con un texto de mayor extensión explicando 
exactamente los puntos de partida del proyecto ARCO así 
como sus motivaciones. 
b. Objetivos: en esta subsección se detallan las hipótesis de 
partida del proyecto así como sus distintos objetivos, tanto el 
objetivo global como una serie de objetivos concretos. 
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c. Plan de Trabajo: con un listado detallado de tareas y 
subtareas para llevar a cabo el proyecto ARCO y poder 
cumplir con los objetivos detallados en la subsección anterior. 
3. Noticias: sección de tipo blog con todas las noticias y novedades 
que se vayan dando relacionadas con el proyecto ARCO a lo largo 
de su desarrollo. 
4. Eventos: un lugar donde informar de los eventos organizados por el 
proyecto ARCO que han tenido lugar, así como un espacio para 
depositar los distintos recursos disponibles de dichos eventos. 
5. Publicaciones: un espacio donde poder incluir las reseñas de los 
artículos desarrollados dentro del marco del proyecto y aceptados 
por diversos congresos y conferencias así como un resumen de los 
mismos. 
6. Investigación:  
a. P2P/P4P: con un breve resumen referente a las líneas de 
investigación que se están llevando a cabo relacionadas con 
las tecnologías P2P y P4P dentro del marco del proyecto 
ARCO, como el presente proyecto fin de carrera, otros 
proyectos referentes a transmisión de televisión por P2P o el 
más reciente proyecto relativo a P2P y servicios 
descentralizados. 
b. Multicast: igual que el subapartado anterior, cuenta con un 
resumen pero en este caso relacionado con las 
investigaciones en el área de la tecnología multicast. 
c. IPTV y QoE: subsección que sirve como carta de 
presentación de las investigaciones que se están llevando a 
cabo dentro del proyecto ARCO en estos campos. 
7. ARCO-TV: sección especial que cuenta con la transmisión de un 
canal de televisión las 24 horas del día mediante tecnología 
streaming y que pretende ser un recurso para posibles futuros 
estudios relativos a la calidad del servicio percibida por los usuarios 
dependiendo de las variaciones de diversos parámetros. 
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8. Wiki del proyecto: sección privada, accesible únicamente para 
integrantes del equipo investigador del proyecto ARCO donde, 
mediante el empleo de un espacio de tipo wiki se crea un punto de 
encuentro entre los distintos investigadores a la vez que se va 
creando un espacio con toda la información referente a los avances 
que se van logrando a lo largo del desarrollo del proyecto ARCO. 
9. Mapa web: un listado de todas las páginas dentro del sitio web, 
organizadas de forma jerárquica. 
10. Contacto: finalmente una página con toda la información para poder 
ponerse en contacto con los responsables del proyecto ARCO. 
 
A excepción de las secciones de Noticias y Wiki del proyecto, el resto de 
secciones han sido desarrolladas tanto en español como en inglés para 
hacerlas así más accesibles a un mayor número de personas. 
 
A1.3 Diseño del espacio web 
 
A continuación se va a comentar el diseño seguido para la realización 
del espacio web. Para ello se mostrarán capturas de pantalla de las diferentes 
secciones y se comentarán los aspectos más importantes de su diseño. 
En las figuras siguientes se pueden observar algunas de las distintas 
secciones anteriormente descritas: 
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Figura A1.1 Aspecto general del espacio web 
 
En esta primera figura A1.1 se puede observar el aspecto final del 
espacio web con las secciones divididas en dos menús, uno horizontal con 
enlaces al inicio, mapa web y la sección con la información de contacto y otro 
horizontal con el resto de secciones. Se decidió hacer esta división para poder 
dejar en el menú vertical las secciones dedicadas a los contenidos del proyecto 
ARCO propiamente dicho. 
Para el diseño propiamente dicho de la página web se optó por colores 
claros que la hiciesen más luminosa así como un diseño minimalista y limpio 
que dejase como elemento más importante y casi único el contenido central 
donde se ubica, en este caso, el texto referente a la presentación del proyecto. 
Para cambiar entre los dos idiomas disponibles se habilitó un botón en forma 
de imagen autodescriptiva debajo del menú vertical. 
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Figura A1.2 Subsección de Introducción 
 
Esta segunda figura muestra la subsección de Introducción, dentro de la 
sección de Proyecto y se puede ver cómo en el menú vertical de la izquierda 
han aparecido enlaces a las subsecciones. Al hacer que las distintas 
subsecciones no aparezcan en un principio se consigue aumentar esa 
sensación de limpieza en la página web al disminuir el número de elementos 
mostrados. Esto mismo ocurrirá al pinchar en la sección de Investigación, que 
hará que aparezcan las subsecciones relativas a las distintas investigaciones 
llevadas a cabo y descritas en el apartado anterior. 
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Figura A1.3 Sección de tipo blog 
 
En esta nueva imagen vemos la sección tipo blog del apartado de 
Noticias. Para la realización de esta sección se ha optado por la utilización del 
sistema Wordpress. Este sistema gratuito permite la fácil creación de blogs y, 
sin necesitar grandes requisitos, permite una muy rápida instalación, por lo que 
puede comenzar a usarse casi instantáneamente. Para el diseño del blog se 
optó por utilizar el tema por defecto que traía el sistema Wordpress variándolo 
ligeramente aunque eso sí, modificando completamente las imágenes de dicho 
tema para adaptarlas al estilo seguido en el resto del espacio web. 
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Figura A1.4 Ingreso a la wiki 
 
Figura A1.5 Página principal de la wiki 
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En las figuras A1.4 y A1.5 se puede observar la sección de la Wiki del 
proyecto. Como se puede ver es una sección privada a la que sólo se puede 
acceder tras haber introducido un nombre de usuario y contraseña. Para la 
realización de esta sección se ha empleado el software para gestión de redes 
colaborativas DokuWiki gratuito, al igual que el software empleado para la 
sección de Noticias. Este software almacena los datos en documentos de texto 
plano, por lo que evita la necesidad de contar con bases de datos. Como se 
puede observar, hay una gran similitud entre la sección de Noticias y el espacio 
Wiki en cuanto al aspecto que ofrecen. Esto se debe a que, con el objetivo de 
ahorrar esfuerzos a la hora de realizar las modificaciones pertinentes en el 
tema por defecto instalado por DokuWiki, se instaló otro tema denominado 
Dokubrick que hacía que la sección Wiki adquiriera el mismo aspecto que un 
blog creado utilizando Wordpress con su tema por defecto. De esta forma se 
pudieron reciclar las imágenes que habían sido modificadas para adaptar el 
espacio de Noticias desarrollado con Wordpress y utilizarlas de nuevo en esta 
sección con ligeras modificaciones para obtener un espacio Wiki acorde con el 
resto del espacio web. 
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Figura A1.6 Subsección de ARCO-TV 
 
Finalmente, para la sección de ARCO-TV se optó por la incorporación de 
un reproductor de vídeo realizado en flash incrustado en la web de tal forma 
que aquellos usuarios que se conecten puedan ver el vídeo que se está 
transmitiendo siempre que tengan instalado el plugin de flash en su navegador 
y sin necesidad de tener que recurrir a un reproductor externo. Para la 
realización de dicho reproductor se utilizó el código hallado en Internet para la 
realización de este tipo de reproductores adaptándolo a las necesidades de la 
web e intentando que su aspecto visual encajara con el aspecto del resto del 
conjunto del espacio web. 
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A1.4 Conclusiones 
 
El espacio web diseñado conjuntamente por las profesoras Encarnación 
Pastor y Raquel Pérez así como por el alumno proyectante si bien está lejos de 
estar completo, pues aún queda mucho contenido por introducir según se 
vayan desarrollando las distintas líneas de investigación, se presenta como una 
herramienta muy útil para centralizar toda la información relativa a los 
contenidos desarrollados así como un punto de encuentro entre todos los 
investigadores pertenecientes al proyecto además de una carta de 
presentación para posibles futuros integrantes del proyecto ARCO que 
además, una vez dentro, encontrarán toda la información que puedan requerir 
respecto a las investigaciones llevadas a cabo antes de su ingreso en un único 
punto, facilitándoseles así su más rápida adaptación. 
Además, este espacio web también podrá ser un escenario idóneo para 
la difusión abierta de los resultados obtenidos por el proyecto ARCO una vez 
finalizado su desarrollo. 
 
