Abstract-In this paper, we propose a novel JPEG image Steganography algorithm based on partition schemes on image coefficient values. Our method selects the AC and DC coefficients of a JPEG image according to a channel selection method and then identifies appropriate coefficients to store the secret data-bits. As opposed to other reported works, in our algorithm each selected coefficient can store a variable number of data-bits that are decided using the concept called 'Partition Scheme'. Experimental results indicate the suitability of the proposed algorithm as compared to other existing methods.
I. INTRODUCTION
Securing the communication tasks has become a prime concern in a world with almost 40% of its population using the Internet [15] . For secure transmissions and communications over Internet, many protocols and algorithms are designed. Steganography is one of these techniques where data or information is hiding in some cover media before transmission. Thus, Steganography can mean camouflage message; the intended secret message must not attract attention to itself. As an object of security, it should be transmitted in such a way that nobody can even suspect it. The information to hide can be text, image, audio or video data. In Image Steganography, secret information or data to be transmitted is called Payload Data / Secret Data / Data Object / Hidden Data Image. The image that is used to hide the secret message is called Cover Object or Cover Image. The cover image encoded with hidden data is called Stego image or Stego Object. Fig.1 shows the basic steps of an Image Steganography method.
Some of the important factors considered in Steganography are confidentiality, integrity and robustness. Confidentiality in Steganography is the ability of Steganographic transmission such that only authorized persons will be able to read the hidden message. Integrity means only authorized persons would be able to modify or change the secret message [3] . Robustness is the ability of the Stego image to withstand under any manipulations such as filtering, compression, etc. A qualitative comparison of the proposed method with other related works is given in the next section. Here, the main contributions of this paper are summarized briefly as follows:
 Adaptive selection of the fixed number of data bits to be stored in the JPEG image coefficients.  Non-sequential hiding of data bits in DCT block of coefficients, resulting in high security, improved capacity and better PSNR compared to other works.  Ability to work directly on the color JPEG images as cover media.
The rest of the paper is organized as follows. Section II focuses on related works. Section III explains the proposed multiple partition scheme based JPEG image Steganography algorithm. Section IV describes experimental results and analysis. Finally, we conclude the work in Section V.
II. RELATED WORK
In this section, we first briefly discuss the file structure of a JPEG image for the completeness of discussion. Then some related works on JPEG image Steganography are discussed. We also briefly compare our method with other reported methods in terms of novelties. comparative analysis of the proposed method will be given later. A JPEG image consists of some coefficient matrices along with header information. A typical example of a JPEG image file structure is shown in Table 1 [16] . In the JPEG file structure, we have some metadata about the image. The 'coef_arrays' is one of the components in JPEG image file header which is of our interest. This component is a cell array of size 1 × 3 cell, as shown in Table 1 . As shown in Fig.3 later, we can divide each cell array into 8 × 8 blocks for easy and fast mathematical operations (less than 8 × 8 block does not contain enough information and greater than 8 × 8 blocks may not be supported by hardware or may take longer time too). Most of the information about the image lies in the DC coefficient, which is the top left corner coefficient of DCT matrix. Other coefficients are known as AC coefficients.
The JPEG coefficient values range from -1024 to +1023. Most of the AC coefficients have values of zero. JPEG compression has two levels: first DCT quantization, which forms the part of the lossy level and the second one, is the Huffman coding that compresses data lossless. JPEG image embedding stores secret data between these two phases [4] . DCT transformed cosine values cannot be calculated back exactly and repeated calculation using limited precision number produces a rounding error hence, it is called lossy compression.
Many algorithms have been proposed for image based Steganography [5-11, 13, 14, 17] , some of them work in the spatial domain while others in the frequency domain. Working in spatial domain allows direct modifications of the cover image pixels and provides more capacity. The value of a pixel can be modified according to the scene, like its edges, colors, brightness etc. Spatial domain Steganography techniques include LSB (least significant bit) substitution methods, pixel indicator technique, partition scheme method [12] , optimal pixel adjustment procedure, secure key based image realization Steganography, etc.
On the other hand, frequency domain algorithms are more robust compared to spatial domain methods [1] . Frequency domain algorithms work on the rate at which the pixel values change in the spatial domain. Frequency transformation domain can be further divide into two categories: high-frequency domain (deals with edges) and low-frequency domain (deals with smooth and plane areas). Changes in low frequencies are apparent; both DCT (Discrete Cosine Transform) and DWT (Discrete Wavelet Transform) are the two common frequency domain methods that are used for embedding secret data. Literature review reveals that frequency domain is more immune than spatial domain.
Some JPEG Steganography methods that modify the DCT coefficients to embed the secret data are [5, 7, 13] . Zhang et al. [5] proposed JPEG Steganography method based on 'STCs' (Syndrome Trellis Coding) and distortion function is used to calculate distortion of DCT coefficient to reduce noise. Wang et al [7] presented JPEG Steganography based on the block entropy of DCT coefficients and STCs. They used uncompressed grayscale images from Core Draw database for embedding and used 'cost function' to determine the block complexity and distortion. STC allow embedding messages to a block of coefficients. The proposed distortion function takes into account both the block entropy cost and the flipping cost, to guide the STCs to modify quantized DCT coefficients with minimal flipping distortion in regions of "hard-to-predict". Thus it leads to less detectability in Steganalysis. The different payload test result showed (0.05 to 0.4 bps) at the typical quality factor QF 75. The work in [17] introduced Steganography technique based on integer wavelet transform. The integer wavelet transform is used to extract the coefficients of cover image to embed the secrete data. The coefficients are selected randomly using key.
We now briefly compare our algorithm with other related works and discuss the novelties in the proposed method. The methods in [5, 7, 13] work on the grayscale image and use AC coefficients for embedding data in a zigzag pattern. In our method, we use variable embedding style where we embed data via our partition scheme. A partition scheme selects the numbers of bits (ranging from 1 bit to 8 bits) to be stored in a coefficient, thus providing more security and capacity. Hence, resultant capacity is more than double as compared to the work of Hiney et al. [14] . The proposed algorithm achieves high embedding capacity by using the concept of partition schemes. Our method selects the three JPEG coefficients in every scan and makes one coefficient as an indicator randomly. Indicator coefficient does not store any data; however, it is used to locate the coefficient that will be used to store data bits. Thus, the proposed algorithm store secret data bits in one of the two remaining coefficients based on the coefficient values (coefficient having a lower value). In this approach, our algorithm skips one of the blocks in iteration and puts secrete data in another block. Then in the next iteration, the algorithm puts secrete data in remaining skipped blocks. This approach allows us to reduce distortion and increase security. Our algorithm uses JPEG AC (Alternating Components) as well as DC (Direct Component) to hide secret data bits. 
III. PROPOSED METHOD
In this section, we describe our proposed image Steganography algorithm. Fig. 2 shows the functionalities of our method using a block diagram. First, our algorithm reads a cover JPEG image and hidden data (say an image), then it extracts the 'coef_array' from the JPEG header from the cover image. It picks up a block of 8 × 8 coefficients non-sequentially. Without any type conversion, like color to grayscale or binary, our algorithm can directly work on AC and DC coefficients to manipulate them. Data is embedding using selected partition scheme and a shared encryption key. It then stores stego file along with this shared key. An exactly reverse process is applied to recover data back at the receiver side. In the following sub-sections, we describe the various steps of the proposed method in more details.
A. Coefficient Block and Triodes.
Every JPEG image consists of a coef_array header of size 1 × 3 cells as shown in Table 1 . The first cell is of size m × n where m and n are the row and column dimensions of the image under consideration respectively. The second and third cell is of size m/2 × n/2. At a time, the algorithm selects 8 × 8 coefficients from coefficient array as shown in Fig. 3 . A triode is a group of three selected coefficients in each 8 × 8 coefficient block. Our algorithm considers four different triodes in each coefficient block named as triode 1, triode 2, triode 3 and triode 4. In each triode, we have three coefficients as shown in Fig.3 . The orders of coefficients in a triode are, left to right row wise. The proposed method selects one triode, in turn, its coefficients in every scan and makes one coefficient as indicator randomly. The algorithm then stores secret data bits in one of the two remaining coefficients (whichever is smaller). These processes are explained next.
B. Use of a Shared Key.
A shared key is a security mechanism for authentication. It is use to provide security between the sender and valid intended receiver. In this work, we use a shared key (also called Seed key) to generate a matrix of random numbers of the same size as the size of 'coef_array' in the cover image. All these random element-values ' ' will be in the range 1 > > 0 . Our algorithm uses this ' ' value to make one coefficient as the indicator coefficient in the selected triode, an example is shown in Table 3 later. Our algorithm checks following two cases: Case 1: < 0.33 and Case 2:
< 0.66. The algorithm chooses the first coefficient as an indicator if < 0.33 . If > 0.33 but < 0.66 , then our method selects the second coefficient as an indicator. If > 0.66, then the third coefficient is selected as the indicator. For example, consider a matrix element value as 0.5, then our algorithm selects the second coefficient as an indicator. In secret data extraction process at receiver side; the receiver uses the same key value to find the same indicator coefficient. The shared key is common between the sender and receiver to ensure that the stego and unstego processes of the secret data are done correctly. Table 2 . Illustration of Multiple Partition Scheme (MPS) as used in this work.
Partition Schemes ( ) Fixed no. of bits
C. Multiple Partition Scheme (MPS)
The partition scheme is an arrangement, which decides how many numbers of bits to be stored in a selected coefficient of a selected triode. We have designed a multiple partition scheme ( ), = 1 to 8, in which a fixed number of bits (either 1-bit or 2-bits…. Table 2 . 
D. Pseudo-Code
The main steps of the proposed MultiplePartitionSchemeStego algorithm are given below. In this proposed MPS algorithm, the cover image is subdivided into × blocks of matrices where, = 8. Here, each block consists of 64 DCT coefficients as shown in Fig.3 . The secret data bits are embedded into DCT coefficients to produce stego image. Both the high frequencies as well as the low-frequencies DCT coefficients are used to embed the secret message, an approach which is sometimes called as adaptive method [1] . The proposed algorithm mainly based on the channel selection method introduced in [12] and partition schemes to decide the number of bits to be stored in each selected DCT coefficient. The magnitudes of the coefficients are modifying according to the MPS algorithm.
An example is given in Table 3 for storing data in the DCT coefficients using MPS. Three coefficients of JPEG coefficient matrix get picked up in every scan. Here a, b, and c are the three coefficients with values 50, 30, and 10 respectively in any one of the triodes. Coefficients are sequenced in cyclic order like abca.
In Step 1, coefficient 'c' is randomly selected as an indicator, which means coefficient 'c' will not store any data. In Step 2, since the value of coefficient 'b' is lower than coefficient 'a', therefore coefficient 'b' gets selected to store data. In Step 3, the number of bits gets chosen based on the partition scheme and coefficient value. In addition, coefficient values shown in binary for clarity of presentation. In Step 4, a secret data bit (calculated by partition scheme) is inserted in the lower one bit of coefficient 'b', Now the value of 'b' changes from 00011110 to 00011111. In Step 5, after changing the bits, the value of coefficients 'b' changes from decimal 30 to 31. In Step 6, no change in the LSB of coefficient 'a' in this case. In case the value of coefficient 'b' become greater than 'a' after modification, then it will be impossible to retrieve data by the receiver. Therefore, to retrieve the correct data, LSB of coefficient 'a' may need to be modified to find the coefficient that stored data at the receiver's side.
The following rule is use for this purpose. Suppose x and y are the two coefficients other than the indicator. Also, suppose y stores the data. Now, if y comes AFTER x in the cyclic order of coefficients, then LSB of x will be modified so that the LSBs of x and y do not match. Conversely, if y comes BEFORE x in the cyclic order of coefficients, then LSB of x will be modified so that the LSBs of x and y are same (either both are 0 or both 1). Thus, at the receiver, only the LSBs of x and y are checked to decide which coefficient has stored the secret data.
IV. EXPERIMENTAL RESULTS
Our proposed algorithm tested on the number of color JPEG images. Some images are resized to 512 × 512 pixel dimensions and some are kept as it is,as shown in Fig 4 
A. MPS Algorithm Results
For experimentations of this algorithm, we used the multiple partition schemes shown in Table 2 . We took secret data image of a soldier as seen in Fig 1. It has 34500 bits of data. We tested our algorithm on different JPEG cover images of different sizes. All cover images along with their sizes are as shown in Fig 4. For simplicity, we took only one image 'Garden' as a cover image for illustration purpose. 
Where, MSE (Mean Square Error) is given by
Here, is cover image and is stego image coordinate's coefficient values.
If we look at the partition scheme ( P 2 ) in Table 4 , we see that for the same size images of Lena, Pepper, and baboon, PSNR are slightly different based on color or other parameters, while the difference in PSNR slightly changes for other arbitrary sized images based on their size, edges and fine details. Up to partition scheme ( P 3 ) or ( P 4 ), PSNR is in the acceptable range but beyond partition scheme( P 4 ), we can see that value of PSNR starts to decay which is not acceptable. Calculate the number of bits n to be stored in q through partition scheme Hide data in q by replacing the lower n bits of q by the n bits from data. If value (q) > value (t), adjust the last bit of t.
Save new values of a, b, c back into triode and save 8 x 8 coefficient block to 'coef_array' header End Table 3 . An example of channel selection method and storing data in the DCT coefficients using multiple partition schemes.
Step Table 5 shows the percentage of coefficient utilization values for multiple partition schemes. Because of the same image size and same payload data, coefficient utilizations are same for Lena, Pepper and Baboon images and slightly differ for other images. When the partition scheme is changed, percentage coefficient utilization is also changes accordingly. Here percentage (%) coefficient utilization is now decreasing with the increase in partition scheme P i , which means data hiding is concentric around some part of the image or some area of the image rather than spreading data throughout the image for hiding data. However, concentrated storage of data can give more capacity, thus we can have trade-offs between maximizing capacity and cleanliness or imperceptibility of stego image to better acceptable values.
B. Evaluation of Imperceptibility
The imperceptibility evaluation test is based on Embedding Rate & Embedding Capacity utilization of cover image. Let ECCI be the Embedding Capacity of Cover Image under consideration. The ECCI is given by,
= (
) . Where, for MPS the constant ′ ′ has value 16 and it is chosen by experimentations on different JPEG images that keep the stego images undistorted. Variables m and n are the number of rows and columns of the cover image respectively. The value for ECCI is approximately equal to 65536 bits for MPS algorithm for a standard cover image size of 512 x 512 under this value of ′ ′ , while stego image perceptibility is in the acceptable range. Fig.5 . Output results of the proposed algorithm using 'Garden' as the cover image with different partition schemes. Let AHD be the actual number of hidden data bits in the cover image and let ER be the Embedding Rate. Then, Percentage Embedding Rate, Table 6 that PSNR is increasing with a decrease in Embedding Rate, Embedding capacity utilization, Number of Secret data bits, and partition scheme . Thus, decreasing MSE and increasing PSNR for all cover images is observed. This observation gives rise to better imperceptibility. The MSE, PSNR readings of Lena, peppers, Baboon cover images are approximately same with little difference, because our algorithm uses the same sized Cover image and fix number of embedding bits in the partition schemes.
C. Comparisons with Existing Works
In Table 7 , comparative results for PSNR values of our MPS algorithm with methods in [2, 6, 11] are shown. These results tested on Lena, Paper and Baboon cover images of same dimension 512×512. Methods [2, 6, 11] have used secret data length of 4096 bits only, whereas we have used only near about 55% capacity utilization with data of 34,500 bits as a payload or secret data. The comparison shows that our algorithm's PSNR on even medium capacity utilization is higher than PSNR of the other three methods [2, 6, 11] . Fig. 7 shows graphically, that the proposed MPS algorithm has high PSNR with almost the same values for all cover images. In contrast, other three methods in [2, 6, 15] have lower and different PSNR values for different cover images, even on low payload data.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed a JPEG image Steganography algorithm to improve the security of data transmission and to provide the finest imperceptibility with negligible distortion. The core of the algorithm is indicator channel selection randomly with a secured key, Multiple Partition Scheme and choosing the interleaved non-sequential 8 × 8 block. High security is achieved with this special arrangement of spreading secret data nonsequentially in every DCT block of the image coefficient. Experimental results revealed better PSNR as compared to other JPEG Steganography methods. In future, we target to design an adaptive partition scheme which will better estimate the capacity of given cover image beforehand and spread the secrete data bits all over the cover image in a better way.
