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Abstract
This paper is concerned with improving target appear-
ance models to realize robust object tracking. We explore
the use of feature space other than the commonly used color
space for object tracking. Specifically, we employ gradient
information to be used separately as well as in conjunction
with color information. Our target appearance model is
then represented in the form of a histogram using its gradi-
ent and color feature spaces, and frame-to-frame tracking is
performed using mean shift or local exhaustive search. By
combining gradients with color, we build new appearance
models with combined feature spaces. Based on our exten-
sive testing of these models, we find that they can be used to
track complex objects, such as full 360-degree rotating ob-
jects, appearance-changing objects, occluding objects and
zooming objects.
1. Introduction
Object tracking is a key topic of computer vision which
has attracted considerable attention over the years due to
its potential practical applications in areas such as surveil-
lance, video editing and processing, human-machine inter-
face and so on. Robust and reliable object tracking re-
mains an unsolved problem, especially for those objects
whose appearance changes significantly during the track-
ing process. So, finding a way to represent the target model
as robustly as possible is of great importance. Generally,
the target’s appearance model is based on its color feature
space [12, 6, 5, 8, 11]. However, we note that color-based
appearance models alone are not robust enough, especially
for tracking an object whose color is similar to the back-
ground. Because of this, we explore gradient feature spaces.
Additionally, combined feature space (color&gradient) ap-
pearance models are constructed. We therefore focus on im-
proving tracking results using enhanced appearance models.
The structure of the paper is as follows. In section 2, we
review some related object tracking work. In section 3, we
present our method for computing the gradients. A descrip-
tion for building gradient-based and gradient&color-based
histogram models is given. In section 4, we present some
testing results of our trackers based on single gradient, sin-
gle color and gradient&color models. Once the target is
well represented, we seek our possible candidates by a local
exhaustive search of the whole image at the next frame to
find maximal matching with the reference target model. The
Bhattacharyya Coefficient [1, 7, 10] is employed to mea-
sure the similarity of the histogram models of the target and
candidate. As a local exhaustive search of the image may
be time consuming, the mean-shift algorithm [6, 5, 4] is
adopted to speed up the algorithm. Section 5 gives conclud-
ing remarks.
2. Related Work
Color-based trackers [11, 8, 5, 6] have proved to be fairly
robust and efficient, and they can sometimes be used to track
objects whose spatial structures change markedly. How-
ever, in some situations, color-based trackers break down
quickly. This is mainly because a color histogram only con-
tains the color information distribution of our target, regard-
less of its shape and structure. Recently, the exploration of
improved feature spaces for tracking has received greater
attention. Birchfield [2] explored intensity gradients for
head tracking. However, this work only focuses on the gra-
dients of the target’s boundary part, whereas we consider
and use the gradient information of each pixel of our tar-
get. In [3], Black and Jepson proposed an EigenTracking
approach (a parameterized matching method between the
eigenspace and the reference target) to track complex ob-
jects. In [9], Isard and Blake adopt particle filters for track-
ing objects in dense visual clutter. Instead of tracking the
full object, robust tracking is achieved through tracking out-
lines.
One of the most efficient and famous tracking al-
gorithms is mean shift [6, 5, 4]. Mean shift is a
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nonparametric estimator of density gradient which
is derived from the process of Bhattacharyya Co-
efficient (see equation 1) maximization as follows:







where q is the target model, p(y) is the candidate model at
location y, u is the bin number of the histogram in the range
of [1 − m] and ρ is the Bhattacharyya Coefficient which
is used to measure the similarity of target and candidate
models.
(2) Using the Taylor expansion around the value pu(y0),
equation (1) can be rewritten approximately as follows:















(3) To maximize (2), as the first term being indepen-









(4) The equation (2) can be further rewritten as follows:



















δ[b(xi)− u], δ is a delta function,
b is bin index function, xi is the pixel’s location, Ch is a
normalization constant, y is the central location of tracking
window, k is the kernel function and h is the bandwidth of
tracking window.
(5) Similar to step (3), in order to maximize the second term
of equation (3), the term (Ch2
nh∑
i=1





wik(||y−xih ||2)) represents the density esti-
mate computing with kernel profile k(x) at y in the cur-
rent frame. So, we can find the maximal value for
this equation by finding the highest density location.
As the mean shift algorithm searches for the target in a
neighbouring area in the next frame, it is not suitable for
tracking objects having large displacement in two consecu-
tive frames. If this is the case, a local exhaustive search is
used instead of mean shift.
3. Gradients
Generally, color is the most widely used feature space [8,
11] in object tracking. However, due to the fast changing
Figure 1. Illustrative diagram for calculating
gradients
appearance or status of our target, sometimes a color his-
togram is not robust enough. Because of this, we explore
the gradient feature space. Given a pixel, we compute ab-
solute values of the horizontal and vertical gradients. More
detailed gradient information can be gathered by also com-
puting the absolute (left and right) diagonal gradients.
In Figure 1, the large rectangle (red rectangle) con-
tains our target. Regard pixel M0 as a randomly se-
lected pixel from the target rectangle. A small 3 × 3
window (blue square in Fig. 1) is drawn using M0
as its centre. In the small window, as the pixel M0
(its coordinate (x, y)) is the centre, there are eight pix-
els M1(x−1,y−1), M2(x,y−1), M3(x+1,y−1), M4(x−1,y),
M5(x+1,y), M6(x−1,y+1), M7(x,y+1) and M8(x+1,y+1)
around it in the order of left to right and top to bottom
(see Figure 1). Generally, we use pixel M0’s RGB value
(Φr(M0),Φg(M0),Φb(M0)) to represent it1. In some situa-
tions, such as when the target’s color is similar to its back-
ground, color is not the preferred feature space. Because of
this, some other suitable feature spaces are required, and so
we consider gradients.
For each pixel of the target, such asM0, we compute its
gradients as follows:
1. Compute the absolute horizontal red gradient,Ghr, at
1In the whole paper,Φ is a function used to access a pixel’s RGB value.
So, Φr is used to get the value of a pixel’s associated red component. Φg
and Φb have the similar meanings as Φr .
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M0 given by:
Ghr(M0) = |Φr(M5)− Φr(M4)|; (4)
2. As above, compute the absolute vertical red gradient
(Gvr) atM0 given by
Gvr(M0) = |Φr(M2)− Φr(M7)|; (5)
3. For the diagonal red gradient ofM0 (Left diagonal red
gradient (GLdr) : M3 → M6, and Right diagonal red
gradient (GRdr): M1 →M8), they are achieved by:
GLdr(M0) = |Φr(M6)− Φr(M3)|; (6)
GRdr(M0) = |Φr(M8)− Φr(M1)|; (7)
4. The complete red gradients (Gcr) are obtained by com-
bining horizontal, vertical, left diagonal and right di-
agonal red gradients, that is, Gcr(M0) = Ghr(M0) +
Gvr(M0) +GLdr(M0) +GRdr(M0).(8)
5. As the above equations only compute the red gradients,
we are also required to compute the green and blue
gradients similarly.
The pixel M0’s gradient value is then the triple
(Gcr(M0), Gcg(M0), Gcb(M0)).
In the above equations, r, g, b, h, v, L, R, d, G stand
for red, green, blue, horizontal, vertical, left, right, diagonal
and gradient respectively.
3.1. Gradient-based target representation
Once the way for computing a feature space is deter-
mined, we represent the target in the form of a histogram.
First, we choose a target, for instance: use a bounding rect-
angle. For different parts of the target in the rectangle, the
weights are different. For those parts close to the centre of
the rectangle, we put more weight, whereas those parts fur-
ther from the centre, less weight is given. Then a suitable
feature space is chosen to represent that target. For instance,
we represent the target in the form of a gradient histogram.
For each pixel of the target, we find its bin index in the his-
togram based on its gradient value. The normalized weight
of that pixel is then added to the pixel’s corresponding bin
in the histogram (see Figure 2).
The procedure for building the target’s gradient-based
histogram model:
1. Choose the target model at the initial frame.
2. For each pixel of the target, find its associated bin in
the histogram.
(a) For each pixel, we compute its gradient value
(a, b, c) as shown above.
(b) If the size of each bin is t, then each pixel’s quan-





(c) As (a or b or c) is in the range of [0 − 1020],
the size of red gradients, green gradients or blue
gradients component is approximately equal to
1024
t .
(d) As a result, each pixel’s bin index in a 2D his-







3. Once we find each pixel’s bin index, we need to find
the associated weight value (Epanechnikov kernel) to
be added to the corresponding bin.
(a) Assume the target contains n pixels with the
weights w1, w2, w3...wn respectively.
(b) For each pixel pi, its weight is related to the dis-
tance between it and the centre o of the target
(dio).
i. Suppose the distance between the boundary
point b and centre o (dbo) is equal to l.
ii. For each pixel pi, calculate the distance be-
tween it and centre o that is dio.






• if dio > l, then wi = 0.
(c) Compute the sum of w1, w2, w3...wn and assign
the value to wsum.
(d) Normalize each pixel’s weight by dividing its
original weight wi by wsum.
4. Construct the target’s gradient-based histogram model
by adding each pixel’s normalized weight (step 3) to its
associated bin (step 2).
3.2. Gradient&Color-based target repre-
sentation
Previously, we only used a gradient histogram to rep-
resent our target’s appearance model. Now, we add color
feature space into our existing gradient histogram.
The procedure for building the target’s gradient&color-
based histogram model:
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Figure 2. Flow of target’s gradient-based his-
togram representation
1. Choose the target model at the initial frame.
2. Build the gradient histogram HA and color histogram
HB for the target.
(a) Build the gradient histogram HA using the steps
shown in ”The procedure for building the target’s
gradient-based histogram model”.
(b) Build the color histogram HB following the pro-
cedure for building the target’s gradient-based
model. As the RGB range is in [0 − 255], 256
is used instead of 1024 in all the equations.
3. Our final gradient&color-based histogram is achieved
by combining the histogram HA and HB together as
follows (adding HB after HA):
• Hf = αHA + (1 − α)HB . A final histogram is
achieved by adding the weighted histogram HA
and HB linearly.
• For the above equation, the parameter α is set
manually according to actual conditions of our
target within the range of [0− 1]. For instance, if
we intend to track a black target in a dark envi-
ronment continuously, α is adjusted to be a value
which is larger than 0.5, or even close to 1. For
the final histogram Hf , its size is dependent on
the size of HA, HB and the value of α. In or-
der to verify the contribution of the gradient and
color histograms equally, it is recommended that
histograms HA and HB should have the same
number of bins.
4. Experimental Results
In this section, we examine the performance of trackers
based on an individual gradient model, a color model, as
well as the gradient&color model. In all of these testing
cases, a target is chosen at the initial frame and is not up-
dated at any stage.
4.1. Gradient-based trackers
We built a tracker having the above gradients as the only
feature space and searched globally in each frame for the
best matching target. A few outputs of a tracker of this type
are presented (see Figure 3).
The Bhattacharyya Coefficient surfaces for outputs
shown in Figure 3 are presented in Figure 4. In this fig-
ure, for any point of the surface, such as point A with the
coordinate value of (x, y, z), (x, y) represents the point’s lo-
cation in the horizontal plane as well as the centre of the
tracking window. Similarly, z stands for the value of the
Bhattacharyya Coefficient which is always in the range of
[0-1]. As there are clear peaks (maximal Bhattacharyya Co-
efficient value) with the right location in each diagram of the
Bhattacharyya Coefficient surface, it demonstrates that our
gradients are a suitable feature space for object tracking.
In Figure 5, the red rectangle indicates outputs of the
gradient-based tracker, whereas the blue rectangle refers to
outputs of the color-based tracker. After we examine the
outputs, we find that the gradient-based tracker success-
fully captures the full 360-degree out-of-plane rotating and
zooming object, whereas the color-based tracker does not.
If there is another nearby object with similar color, it is easy
for the color-based tracker to capture the wrong target.
4.2. Color&Gradient-based trackers
In the above section, we chose the gradients as the only
feature space used in the tracker. However, for some objects
whose appearances change quickly or become occluded at
some stage; a single feature space based model, such as the
color model or gradient model usually does not work well.
In order to rectify this, a new and robust histogram is built
by combining the gradients with color into a histogram. A
new tracker based on histogram of this type was built. This
tracker is quite robust, as it can capture the target whose
appearance changes significantly and seriously occludes in
some frames (see Figure 6).
Based on our extensive testing of this tracker, we find
that trackers based on combined feature spaces are robust.
That is mainly because being different feature spaces, col-
ors and gradients complement each other. In some situa-
tions, such as dark environments (see Figure 5), color can
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(a) frame 41 (b) frame 81 (c) frame 121 (d) frame 161 (e) frame 201
Figure 3. Tracking an appearance-changing object with a gradient tracker having a global search of
the whole image for the best candidate, when compared to the reference target chosen at the initial
frame. The outputs of frames 41, 81, 121, 161, and 201 are shown.
(a) frame 41 (b) frame 81 (c) frame 121 (d) frame 161 (e) frame 201
Figure 4. The Bhattacharyya Coefficient surfaces for the outputs shown in Figure 3.
(a) frame 1 (b) frame 21 (c) frame 41 (d) frame 61 (e) frame 81
(f) frame 101 (g) frame 121 (h) frame 141 (i) frame 161 (j) frame 181
Figure 5. Tracking a rotating and zooming object whose color is similar to its nearby environment.
(a) frame 1 (b) frame 15 (c) frame 22 (d) frame 45 (e) frame 68 (f) frame 100
Figure 6. Tracking an occlusive object with a tracker having both color and gradients as the feature
spaces. Although the target becomes occluded at some stages, this tracker still captures the target
consistently.
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not be used to represent the object’s characteristics accu-
rately. However, gradients may complement the color fea-
ture space and characterize that object. On the other hand,
in some situations, gradients may not work, whereas color
does work. For some testing cases such as the one shown
in Figure 6, single color or gradient does not work. How-
ever, if color and gradients are combined together, trackers
based on the color&gradient model do capture the target
firmly (see Figure 6). Because, we build a more precise and
distinctive model with combined feature spaces.
5. Conclusion
In this paper, we explored feature spaces other than color,
such as gradients. By combining the gradients with color,
we build trackers with combined feature spaces. Compared
with outputs of trackers having the color or gradients as the
only feature space, the tracking results indicate that com-
bined feature space is more promising. In some complex
environments, combined feature spaces help us to repre-
sent and track the target accurately, whereas single color
or single gradient does not. Based on our large number of
experiments, we found that our enhanced appearance mod-
els based on combined feature spaces greatly improve the
tracking results.
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