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1. Introduction
In this paper we are interested in global strong solutions in scale invariant space of the Thirring model [1]
−iγ μ∂μΨ =
(
Ψ †γ 0γ μΨ
)
γμΨ,
Ψ (0, x) = ψ(x). (1.1)
We are concerned with the Minkowski space time with metric gμν = diag(1,−1). The summation convention is used for
summing over repeated indices. Greek indices are used to denote 0, 1. We denote space time derivatives by ∂0 = ∂t , ∂1 = ∂x .
Ψ denotes a 2-spinor ﬁeld deﬁned on R1+1 which is represented as a column vector and Ψ † = (Ψ 1,Ψ 2) denotes the
complex conjugate transpose of Ψ . The Dirac gamma matrices γ μ satisfy the anticommutation relation:
γ μγ ν + γ νγ μ = 2gμν I,
where I is identity matrix and γ 0† = γ 0, γ 1† = −γ 1. One natural representation is a “Dirac” representation:
γ 0 =
(
1 0
0 −1
)
, γ 1 =
(
0 1
−1 0
)
.
The system (1.1) has the charge conservation∥∥Ψ (t, ·)∥∥L2(R) = ‖ψ‖L2(R). (1.2)
The global existence of solution to (1.1) was studied in [2,3] in terms of Sobolev space Hs (s  1). Time asymptotic
behavior of the solution was studied in [4]. Recently, low regularity well-posedness was discussed in [5] showing that there
exist a time T > 0 and solution Ψ ∈ C([0, T ], Hs(R)) (s > 0) of the Cauchy problem (1.1). The solution is constructed in a
certain subspace of C([0, T ], Hs(R)). They also showed that there exists a unique global solution Ψ ∈ C([0,∞), Hs(R)) for
s > 1/2. In higher dimensions, several authors [6–8] have studied nonlinear Dirac equations.
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Ψ λ(t, x) = λΨ (λ2t, λ2x),
from which we deduce a scale invariant Lebesgue space L2(R) which corresponds to the charge (1.2) of the system. We
call a solution Ψ ∈ C([0, T ]; L2(R)) by charge solution. Here we will show the existence of global strong solutions in charge
space by using rather elementary and interesting approach. The following are our main results (see Deﬁnition 2.1 and
Remark 2.2).
Theorem 1.1. For the initial data ψ j ∈ L2(R) ( j = 1,2), there exists a global strong solution Ψ = (Ψ1,Ψ2) to the initial value problem
(1.1) which satisﬁes
Ψ ∈ C([0,∞); L2(R)).
Remark 1.2. We can also construct a global strong solution Ψ ∈ C([0,∞); L2(R) ∩ Lp(R)) corresponding to initial data
ψ ∈ L2(R) ∩ Lp(R) (2 < p < ∞).
Theorem 1.3. Let Ψ and Φ be solutions of (1.1) in the distribution sense with same initial data. Moreover we assume that
Ψ,Φ ∈ L∞([0, T ]; L2(R) ∩ Lr(R)) for r  4.
Then we have ‖(Ψ − Φ)(t, ·)‖L2(R) = 0 for 0 t  T .
Remark 1.4. Remark 1.2 and Theorem 1.3 say that a weak solution to the initial value problem (1.1) for initial data ψ ∈
L2(R) ∩ Lr(R) (r  4) is unique and is in fact a well-posed solution.
We note that the similar results to Theorems 1.1 and 1.3 can be derived for the following Federbusch model
−iγ μ∂μΨ =
(
Φ†γ 0γ μΦ
)
γμΨ,
−iγ μ∂μΦ =
(
Ψ †γ 0γ μΨ
)
γμΦ,
Ψ (0, x) = ψ(x), Φ(0, x) = φ(x). (1.3)
In Section 2, the existence of global strong solution is proved. In Section 3, we prove uniqueness of the solution and
continuous dependence on initial data. Some asymptotic behaviors of solutions are also discussed.
2. Existence of global charge solutions
In this section, we show the existence of global charge solutions for Cauchy problem of Thirring equations (1.1). First we
ﬁnd a solution representation. It is interesting to express the solution of nonlinear partial differential equations in terms of
initial data. Then global strong solutions can be constructed by using explicit representation.
2.1. Representation of classical solutions
Here we give an explicit representation of the solution to Thirring equations in terms of initial data. We adapt directly
the argument given in [9] where explicit solutions to the nonlinear Dirac equations have been obtained. In this subsection,
we consider C∞((0, T ) ×R) solutions which satisfy equations in the classical sense.
Considering γ0 = γ 0 and γ1 = −γ 1, we may rewrite Eq. (1.1) as
∂tΨ1 + ∂xΨ2 = i|Ψ |2Ψ1 − i2Re(Ψ 1Ψ2)Ψ2,
∂tΨ2 + ∂xΨ1 = i|Ψ |2Ψ2 − i2Re(Ψ 1Ψ2)Ψ1,
where |Ψ |2 = |Ψ1|2 + |Ψ2|2. With the notations U1 = Ψ1 + Ψ2 and U2 = Ψ1 − Ψ2, we have
∂tU1 + ∂xU1 = i|U2|2U1,
∂tU2 − ∂xU2 = i|U1|2U2, (2.1)
with the initial data U1(0, x) = u1(x) = (ψ1 + ψ2)(x), U2(0, x) = u2(x) = (ψ1 − ψ2)(x). From now on, we consider Eqs. (2.1)
which are equivalent to (1.1). Integrating (2.1) along the outgoing and ingoing characteristics, we arrive at
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(
i
t∫
0
∣∣U2(s, x− t + s)∣∣2 ds
)
,
U2(t, x) = u2(x+ t)exp
(
i
t∫
0
∣∣U1(s, x+ t − s)∣∣2 ds
)
. (2.2)
Taking into account∣∣U1(t, x)∣∣= ∣∣u1(x− t)∣∣, ∣∣U2(t, x)∣∣= ∣∣u2(x+ t)∣∣,
Eqs. (2.2) become
U1(t, x) = u1(x− t)exp
(
i
t∫
0
∣∣u2(x− t + 2s)∣∣2 ds
)
= u1(x− t)exp
(
i
2
x+t∫
x−t
∣∣u2(y)∣∣2 dy
)
,
U2(t, x) = u2(x+ t)exp
(
i
t∫
0
∣∣u1(x+ t − 2s)∣∣2 ds
)
= u2(x+ t)exp
(
i
2
x+t∫
x−t
∣∣u1(y)∣∣2 dy
)
. (2.3)
Remark. We can derive solution representation of the Federbusch equations (1.3). Denoting U1 = Ψ1 + Ψ2, U2 = Ψ1 − Ψ2
and V1 = Φ1 + Φ2, V2 = Φ1 − Φ2, we have from (1.3)
∂tU1 + ∂xU1 = i|V2|2U1, ∂tU2 − ∂xU2 = i|V1|2U2,
∂t V1 + ∂xV1 = i|U2|2V1, ∂t V2 − ∂xV2 = i|U1|2V2.
Through the similar calculation done to the Thirring equations we conclude
(Ψ1 + Ψ2)(t, x) = (ψ1 + ψ2)(x− t)exp
(
i
t∫
0
∣∣(φ1 − φ2)(x− t + 2s)∣∣2 ds
)
,
(Ψ1 − Ψ2)(t, x) = (ψ1 − ψ2)(x+ t)exp
(
i
t∫
0
∣∣(φ1 + φ2)(x+ t − 2s)∣∣2 ds
)
,
(Φ1 + Φ2)(t, x) = (φ1 + φ2)(x− t)exp
(
i
t∫
0
∣∣(ψ1 − ψ2)(x− t + 2s)∣∣2 ds
)
,
(Φ1 − Φ2)(t, x) = (φ1 − φ2)(x+ t)exp
(
i
t∫
0
∣∣(ψ1 + ψ2)(x+ t − 2s)∣∣2 ds
)
. (2.4)
2.2. Global charge solutions
For the initial data v j ∈ L2(R) ( j = 1,2), we propose that the following functions V j are the global strong solution of
Thirring equations (1.1):
V1(t, x) = v1(x− t)exp
(
i
2
x+t∫
x−t
∣∣v2(y)∣∣2 dy
)
,
V2(t, x) = v2(x+ t)exp
(
i
2
x+t∫
x−t
∣∣v1(y)∣∣2 dy
)
. (2.5)
Note that the above formula follows representation (2.3).
For the smooth function sequences {u(n)j }∞n=1 ( j = 1,2) which converge u(n)j → v j in L2(R) as n → ∞, we consider a
sequence of classical solutions U (n)j of Thirring equations (1.1). First of all, we estimate the difference of (V j,U
(n)
j ). Using
the representations (2.3) and (2.5), we have
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∣∣∣∣∣exp
(
i
2
x+t∫
x−t
∣∣u(n)2 (y)∣∣2 dy
)(
v1 − u(n)1
)
(x− t)
∣∣∣∣∣
+
∣∣∣∣∣v1(x− t)
(
exp
(
i
2
x+t∫
x−t
∣∣v2(y)∣∣2 dy
)
− exp
(
i
2
x+t∫
x−t
∣∣u(n)2 (y)∣∣2 dy
))∣∣∣∣∣

∣∣(v1 − u(n)1 )(x− t)∣∣+ ∣∣v1(x− t)∣∣
∣∣∣∣∣12
x+t∫
x−t
(|v2|2 − ∣∣u(n)2 ∣∣2)(y)dy
∣∣∣∣∣,
where we used |eix − eiy| |x− y| for x, y ∈R. To estimate Lp (2 p < ∞) norm of V1 −U (n)1 , the ﬁrst term can be treated
as follows:
(∫
R
∣∣(v1 − u(n)1 )(x− t)∣∣p dx
) 1
p
= ∥∥v1 − u(n)1 ∥∥Lp(R).
The second term can be bounded as follows:(∫
R
∣∣v1(x− t)∣∣p
∣∣∣∣∣
x+t∫
x−t
(|v2|2 − ∣∣u(n)2 ∣∣2)(y)dy
∣∣∣∣∣
p
dx
)1/p
 ‖v1‖Lp(R) sup
x
∣∣∣∣∣
x+t∫
x−t
(|v2|2 − ∣∣u(n)2 ∣∣2)(y)dy
∣∣∣∣∣
 ‖v1‖Lp(R) sup
x
( x+t∫
x−t
∣∣v2 − u(n)2 ∣∣2(y)dy
) 1
2
( x+t∫
x−t
(|v2| + ∣∣u(n)2 ∣∣)2(y)dy
) 1
2
 ‖v1‖Lp(R)
∥∥v2 − u(n)2 ∥∥L2(R)(‖v2‖L2(R) + ∥∥u(n)2 ∥∥L2(R)).
Then we conclude∥∥(V1 − U (n)1 )(t)∥∥Lp  ∥∥v1 − u(n)1 ∥∥Lp + ‖v1‖Lp∥∥v2 − u(n)2 ∥∥L2(‖v2‖L2 + ∥∥u(n)2 ∥∥L2). (2.6)
Now we introduce a strong solution of the Cauchy problem (2.1).
Deﬁnition 2.1. Consider the Cauchy problem (2.1) with initial data v = (v1, v2) ∈ L2(R). It is said that V = (V1, V2) is a
strong solution to the Cauchy problem on the time interval [0, T ] provided that
(V1, V2) ∈ C
( [0, T ]; L2(R)) (2.7)
satisfy Eqs. (2.1) in the sense of distributions. That is, for any φ ∈ C∞0 ([−T , T ] ×R), we have
T∫
0
∫
R
V1∂tφ + V1∂xφ + i|V2|2V1φ dxdt +
∫
R
v1(x)φ(0, x)dx = 0 (2.8)
and
T∫
0
∫
R
V2∂tφ − V2∂xφ + i|V1|2V2φ dxdt +
∫
R
v2(x)φ(0, x)dx = 0. (2.9)
Remark 2.2. We say that V is a weak solution if V ∈ L∞([0, T ]; L2(R)) satisﬁes Eqs. (2.1) in the sense of distribution.
In the remaining part of this section, we prove that V = (V1, V2) is a strong solution to the Cauchy problem (2.1). It is
easy to check (2.7) by the representation (2.5). Considering that a classical solution to (2.1) is a strong solution, we have
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0
∫
R
V1∂tφ + V1∂xφ + i|V2|2V1φ dxdt +
∫
R
v1(x)φ(0, x)dx
=
T∫
0
∫
R
(
V1 − U (n)1
)
(∂tφ + ∂xφ) + i
(|V2|2V1 − ∣∣U (n)2 ∣∣2U (n)1 )φ dxdt +
∫
R
(
v1 − u(n)1
)
φ(0, x)dx
= (1) + (2) + (3).
The integrals (1) and (3) can be treated easily as follows:∣∣(1)∣∣ T sup
0tT
∥∥(V1 − U (n)1 )(t, ·)∥∥L2 sup
0tT
(∥∥∂tφ(t, ·)∥∥L2 + ∥∥∂xφ(t, ·)∥∥L2),∣∣(3)∣∣ ∥∥(v1 − u(n)1 )∥∥L2∥∥φ(0, ·)∥∥L2 .
Considering (2.6), we have |(1)| + |(3)| → 0 as n → ∞. To take care of (2), we decompose the integral by using representa-
tions (2.3) and (2.5)
T∫
0
∫
R
(|V2|2V1 − ∣∣U (n)2 ∣∣2U (n)1 )φ dxdt
=
T∫
0
∫
R
∣∣u(n)2 (x+ t)∣∣2u(n)1 (x− t)
(
exp
(
i
2
x+t∫
x−t
∣∣v2(y)∣∣2
)
− exp
(
i
2
x+t∫
x−t
∣∣u(n)2 (y)∣∣2 dy
))
φ dxdt
+
T∫
0
∫
R
∣∣u(n)2 (x+ t)∣∣2(v1 − u(n)1 )(x− t)exp
(
i
2
x+t∫
x−t
∣∣v2(y)∣∣2 dy
)
φ dxdt
+
T∫
0
∫
R
(∣∣v2(x+ t)∣∣2 − ∣∣u(n)2 (x+ t)∣∣2)v1(x− t)exp
(
i
2
x+t∫
x−t
∣∣v2(y)∣∣2 dy
)
φ dxdt
= I+ II+ III.
Taking change of variables x+ t = y and x− t = s, the second and third integrals can be treated as follows:
|II|
∫
R
y∫
y−2T
∣∣u2(y)∣∣2∣∣(v1 − u(n)1 )(s)∣∣∣∣φ(y, s)∣∣dsdy

∫
R
∣∣u2(y)∣∣2
( y∫
y−2T
∣∣v1 − u(n)1 ∣∣2(s)ds
)1/2( y∫
y−2T
∣∣φ(y, s)∣∣2 ds
)1/2
dy

∫
R
∣∣u2(y)∣∣2
(∫
R
∣∣v1 − u(n)1 ∣∣2(s)ds
)1/2
M
√
2T dy
= M√2T ‖u2‖2L2
∥∥v1 − u(n)1 ∥∥L2 ,
|III|
T∫
0
∫
R
∣∣∣∣v2(x+ t)∣∣2 − ∣∣u(n)2 (x+ t)∣∣2∣∣∣∣v1(x− t)∣∣∣∣φ(t, x)∣∣dxdt

∫
R
y∫
y−2T
∣∣∣∣v2(y)∣∣2 − ∣∣u(n)2 (y)∣∣2∣∣∣∣v1(s)∣∣|φ|dsdy
 M
√
2T ‖v1‖L2
(‖v2‖L2 + ∥∥u(n)2 ∥∥L2)∥∥v2 − u(n)2 ∥∥L2 , (2.10)
where M = supΣT |φ(t, x)| and ΣT = {(x, t) | x ∈ R, −T  t  T }. Taking into account |eix − eiy|  |x − y| for x, y ∈ R, the
ﬁrst integral can be controlled
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T∫
0
∫
R
∣∣u(n)2 (x+ t)∣∣2∣∣u(n)1 (x− t)∣∣
∣∣∣∣∣
x+t∫
x−t
∣∣v2(y)∣∣2 − ∣∣u(n)2 (y)∣∣2 dy
∣∣∣∣∣∣∣φ(t, x)∣∣dxdt

∫
R
y∫
y−2T
∣∣u(n)2 (y)∣∣2∣∣u(n)1 (s)∣∣
∣∣∣∣∣
y∫
s
∣∣v2(h)∣∣2 − ∣∣u(n)2 (h)∣∣2 dh
∣∣∣∣∣
∣∣φ(t, x)∣∣dsdy

∫
R
∣∣∣∣v2(h)∣∣2 − ∣∣u(n)2 (h)∣∣2∣∣dh
∫
R
∣∣u(n)2 (y)∣∣2
y∫
y−2T
M
∣∣u(n)1 (s)∣∣dsdy
 M
√
2T
(∥∥u(n)2 ∥∥L2 + ‖v2‖L2)∥∥v2 − u(n)2 ∥∥L2∥∥u(n)2 ∥∥2L2∥∥u(n)1 ∥∥2L2 . (2.11)
Inequalities (2.10) and (2.11) give us |(1)| → 0 as n → ∞. Then we conclude that (2.8) holds. The equality (2.9) can be
checked in a similar way.
3. Uniqueness
Here we prove Theorem 1.3 which shows the uniqueness of strong solutions in Section 2. Then well-posedness of solu-
tions to (2.1) is established because continuous dependence of the solution on initial data can be easily checked through
the representation (2.5).
Let U j and V j be two strong solutions of (2.1) with the same initial data. We deﬁne ω j = U j − V j . Then we have
equations for ω j
∂tω1 + ∂xω1 = i|U2|2ω1 + iU2V1ω2 + iV1V 2ω2, (3.1)
∂tω2 − ∂xω2 = i|U1|2ω2 + iU1V2ω1 + iV2V 1ω1. (3.2)
Multiplying (3.1), (3.2) by ω1, ω2 respectively and taking the real parts, we obtain
∂t |ω1|2 + ∂x|ω1|2 = 2 Im(U 2V 1ω1ω2) + 2 Im(V2V 1ω1ω2),
∂t |ω2|2 − ∂x|ω2|2 = 2 Im(U 1V 2ω2ω1) + 2 Im(V1V 2ω2ω1). (3.3)
Now we introduce lemma given in [10]. Consider the following equations on the time interval [−L, L]
(∂t + ∂x)v+ = f+,
(∂t − ∂x)v− = f−. (3.4)
Lemma 3.1. Suppose that f± ∈ L1([−L, L]×R) and v± ∈ L∞([−L, L]; L2(R)) satisfy (3.4) in the sense of distribution, that is, for any
test function φ ∈ C∞0 ([−L, L] ×R), we have
L∫
−L
∞∫
−∞
(φt + φx)v+ + φ f+ dxdt = 0,
L∫
−L
∞∫
−∞
(φt − φx)v− + φ f− dxdt = 0.
Then for any 0 T1 < T2  L, we have
L−T2∫
−L+T2
∣∣v+(T2, y)∣∣dy 
L−T1∫
−L+T1
∣∣v+(T1, y)∣∣dy +
T2∫
T1
L−t∫
−L+t
∣∣ f+(t, y)∣∣dy dt,
L−T2∫
−L+T2
∣∣v−(T2, y)∣∣dy 
L−T1∫
−L+T1
∣∣v−(T1, y)∣∣dy +
T2∫
T1
L−t∫
−L+t
∣∣ f−(t, y)∣∣dy dt, (3.5)
and
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T2∫
T1
L−t∫
−L+t
∣∣v+(t, x)∣∣∣∣v−(t, x)∣∣dxdt 
∫
−L+T1<x<y<L−T1
∣∣v+(T1, x)∣∣∣∣v−(T1, x)∣∣dxdy
+
(
sup
T1tT2
L−t∫
−L+t
∣∣v+(t, y)∣∣dy
) T2∫
T1
L−t∫
−L+t
∣∣ f−(t, x)∣∣dxdt
+
(
sup
T1tT2
L−t∫
−L+t
∣∣v−(t, y)∣∣dy
) T2∫
T1
L−t∫
−L+t
∣∣ f+(t, x)∣∣dxdt. (3.6)
Now we are ready to prove Theorem 1.3. Applying (3.5) to (3.3) and considering ω j(0, x) = 0, we have
L−t∫
−L+t
∣∣ω1(t, y)∣∣2 dy  2
t∫
0
L−s∫
−L+s
∣∣UVω1ω2(s, y)∣∣+ ∣∣V1V2ω1ω2(s, y)∣∣dy ds
 2
(‖UV ‖L2(DL) + ‖V1V2‖L2(DL))‖ω1ω2‖L2(DL),
L−t∫
−L+t
∣∣ω2(t, y)∣∣2 dy  2(‖UV ‖L2(DL) + ‖V1V2‖L2(DL))‖ω1ω2‖L2(DL), (3.7)
where DL = {(t, x) | −L + t < x < L − t, 0 t  L} and ‖UV ‖L2(DL ) = ‖U2V1‖L2(DL) + ‖U1V2‖L2(DL ) . Applying (3.6) to (3.3),
we derive
2
T∫
0
L−t∫
−L+t
∣∣ω1(t, x)∣∣2∣∣ω2(t, x)∣∣2 dxdt

(
sup
0tT
L−t∫
−L+t
∣∣ω1(t, y)∣∣2 dy
) T∫
0
L−t∫
−L+t
∣∣2 Im(U1V 2ω2ω1) + 2 Im(V1V 2ω2ω1)∣∣dxdt
+
(
sup
0tT
L−t∫
−L+t
∣∣ω2(t, y)∣∣2 dy
) T∫
0
L−t∫
−L+t
∣∣2 Im(U2V 1ω1ω2) + 2 Im(V2V 1ω1ω2)∣∣dxdt
 2
(
sup
0tT
L−t∫
−L+t
(|ω1|2 + |ω2|2)(t, y)dy
)(‖UV ‖L2(DL) + ‖V1V2‖L2(DL))‖ω1ω2‖L2(DL).
Now combined with (3.7), we arrive at
‖ω1ω2‖2L2(DL)  4
(‖UV ‖L2(DL) + ‖V1V2‖L2(DL))2‖ω1ω2‖2L2(DL). (3.8)
We have, for suﬃciently small L,
‖UV ‖L2(DL) + ‖V1V2‖L2(DL)  ‖U‖L4(DL)‖V ‖L4(DL) + ‖V1‖L4(DL)‖V2‖L4(DL) 
1
2
√
2
,
then the inequality (3.8) implies ‖ω1ω2‖L2(DL) = 0. Finally, inequality (3.7) gives us ω j ≡ 0 in DL .
In the remaining part, we derive some asymptotic behaviors of the solution to Thirring equations. First we can derive
from the explicit representation (2.5)(|V1|2 + |V2|2)(t, x) = ∣∣v1(x− t)∣∣2 + ∣∣v2(x+ t)∣∣2. (3.9)
Then integrating it on (l, r) we can check a decay of the local charge in spite of the conservation of total charge (1.2)
r∫ (|V1|2 + |V2|2)(t, x)dx → 0 as t → ∞.
l
520 H. Huh / J. Math. Anal. Appl. 381 (2011) 513–520Also the representation (2.5) with initial data v j ∈ L2 ∩ L4 of compact support gives a pointwise decay for a ﬁxed point x0
lim|t|→∞
(|V1|2 + |V2|2)(t, x0) = 0.
Similar asymptotic behaviors for the Federbusch equations (1.3) can be derived through the representation (2.4).
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