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Chapitre 1
Introduction
1.1 Mouvements collectifs et matière active
Tous les ans au large de l’Afrique du Sud, le "Sardine run" réunit des milliards de sardines dans les
eaux tempérées du banc des Agulhas pour migrer vers le Nord. Leur nombre impressionnant crée une
frénésie alimentaire le long de la côte et attire des prédateurs comme des otaries, des requins ou des
rorquals (Fig 1.1). Face à cette menace, les sardines développent une stratégie défensive et forment un
banc de plusieurs kilomètres de long sur une trentaine de mètres de profondeur au sein duquel toutes
les sardines se déplacent de manière incroyablement cohérente et pointent dans la même direction.
Des comportements collectifs de ce type émergent à toutes les échelles du vivant, depuis les colonies
de bactéries (de l’ordre du mm) jusqu’aux essaims de criquets (allant jusqu’au km) en passant par les
nuées d’oiseaux (de l’ordre de la dizaine de mètres) (Fig 1.1). Ces comportements sont surprenants car
ils ne reposent pas sur l’existence d’un leader ou d’une force extérieure. Comment peuvent-ils émerger
alors qu’aucun moyen de communication efficace n’existe entre les individus sur des échelles si étendues?
Pour répondre à ce paradoxe, nous nous proposons de regarder le problème de l’émergence du mou-
vement ordonné collectif avec l’oeil du physicien. Prenons l’exemple des écrans LCD qui utilisent la
capacité de certains cristaux liquides en phase nématique à s’orienter et s’ordonner sur de très grandes
échelles modulant alors leurs propriétés biréfringentes et permettant ainsi l’affichage sur nos écrans
d’ordinateur ou de smartphone. Ou encore celui des milliards d’atomes d’un matériau ferromagné-
tique qui sont capables d’aligner leurs moments magnétiques pour créer un aimant avec des propriété
d’aimantation macroscopique. Le physicien est donc familier à l’émergence d’ordre à grande échelle
dans des matériaux composés de milliards de milliards de molécules en l’absence de tout phénomène
cognitif, et ce, simplement grâce à des interactions locales simples entre les constituants du matériau.
Avec les travaux publiés en 1995 par T. Vicsek, J. Toner et Y. Tu [1, 2], une nouvelle vision des
mouvements collectifs apparaît et on décrit les populations d’individus motiles comme des matériaux
ordonnés. Un nouveau domaine de recherche naît enfin de cette tentative : c’est celui de la matière
active. Cette dernière est définie comme étant composée de particules individuelles se déplaçant seules
grâce à la conversion d’énergie injectée à l’échelle microscopique [3]. Dans le cas où les corps motiles
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Figure 1.1 | Mouvements collectifs dans la nature. a. Requin attaquant un banc de sardine. b.
Migration de pelicans sur le Mississipi. c. Nuée d’étourneaux. d. Troupeau de zèbres et de gnous. e.
Sardine run. f. Essaim de criquets.
sont dotés d’interactions locales d’alignement des vitesses, on parle de matière active polaire. De nou-
velles questions émergent alors. Comment des troupeaux, que l’on nommera par la suite "flocks", se
forment-ils sur de si grandes échelles ? Quels sont les points communs partagés par les troupeaux/flocks
de différentes espèces ? Le premier challenge de la matière active est alors de décrire et de quantifier le
caractère générique des comportements dynamiques collectifs en se fondant sur des principes physiques
généraux tels que les lois de conservations et les brisures de symétries.
1.2 Créer des troupeaux au laboratoire
1.2.1 La matière active synthétique
Les systèmes vivants représentent, bien entendu, l’exemple central de la matière active. Ces derniers
exhibent des propriétés collectives extraordinaires, comme illustré en introduction, et ils sont capables
de mouvement collectif spontané, d’organisation dynamique mais aussi d’adaptabilité. Cependant,
du fait de leur grande complexité, les systèmes vivants ne représentent pas le prototype idéal pour
l’étude et la compréhension de la dynamique collective au sein de la matière active. En effet, mener
des expériences et des mesures quantitatives sur un tel système s’avère être très compliqué [4, 5]. De
plus, une description théorique complète de la dynamique des systèmes vivants n’est pas envisageable
car un trop gros nombre de paramètres et stimuli externes influencent l’émergence de leur mouvement
collectif. Enfin, nous ne disposons que de peu de moyens de contrôle sur l’ensemble de ces paramètres.
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Des expériences in situ sur des systèmes vivants sont donc peu reproductibles et il est difficile d’y
imposer des conditions aux limites.
Au cours des dix dernières années, une nouvelle impulsion a été donnée au domaine de la matière
active. On se demande s’il est possible de créer de nouveaux matériaux à partir de particules motiles
synthétiques qui présentent les mêmes comportements à grande échelle que les mouvements collectifs
observés dans la nature. Aujourd’hui, les physiciens expérimentateurs ont motorisé tous les ingrédi-
ents de la matière molle tels que les émulsions [6, 7], les polymères [8, 9], les grains [10, 11, 12, 13]
et divers types de colloïdes [14, 15, 16, 17, 18, 19]... Les physiciens disposent donc d’une myriade de
briques élémentaires pour réaliser des expériences au laboratoire et tenter de décrire et de comprendre
la matière active (Fig 1.2).
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where Ri is the center of the sphere, ⇢i is a point on its
surface with respect to the center, and Vi and ⌦i are, respec-
tively, its linear and angular velocity. The active slip, vAi (⇢i),
is taken to be the most general surface vector field consistent
with incompressibility. Neither axial symmetry of the slip about
the orientation axis, pi , of the sphere nor flow purely tangen-
tial to the interface is assumed. These assumptions distinguish
our model (4, 24–26) from that of the classical squirmer (27,
28). The translational and rotational velocities of the spheres
are not known a priori but must be determined in terms of the
slip velocities from a balance of all forces and torques acting
on them.
Slip induces flow in the exterior fluid, and the stresses thus pro-
duced act back on the sphere surface with a force per unit area f .
Then, FHi =
R
f dSi and THi =
R
⇢i ⇥ f dSi are the net hydrody-
namic force and torque on sphere i , which include contributions
from the usual Stokes drag, proportional to Vi and ⌦i , and from
the active stresses, proportional to vAi . The force per unit area
is computed from the solution of the Stokes equation satisfying
Eq. 1 at the sphere surfaces and the appropriate hydrodynamic
boundary conditions at the exterior boundaries.
For our purpose, the boundary integral representation of
Stokes flow is most suited for obtaining the force per unit area,
as the hydrodynamic boundary conditions can be directly applied
by choosing a suitable Green’s function. We use this approach
here and analytically solve the resulting integral equations for
the force per unit area, to leading order in sphere separation, in
a basis of tensorial spherical harmonics with appropriate Green’s
functions. The forces and torques thus obtained are inserted into
force and torque balance equations that are integrated numer-
ically to obtain the translational and rotational motions of the
spheres (further details of the model and simulations are in SI
Appendix).
The free parameters in our model, the sphere radius bi and the
slip velocity vAi , are determin d as follows: We set bi ⇠ 50 µm,
which is the measured radius of an undissoluted droplet. There
is less than 1% change to this value during the course of the
experiment. We use the exterior flow of a single droplet to deter-
mine the slip, as the two are uniquely related for any given
hydrodynamic boundary condition. We parametrize vAi in terms
of its first three tensorial harmonic coefficients, as these fully
account for the long-ranged components of the exterior flow. We
then estimate the coefficients by minimizing the square deviation
between the experimentally measured flow and the three-mode
expansion. The exterior flow thus obtained (Fig. 1H) is in good
agreement with the experimentally measured flow (Fig. 1G).
We note that the flow in the Hele–Shaw cell is used for this
estimation and comparison.
To emphasize, we fit the one-body exterior flow to estimate the
active slip and then use it to predict the many-body exterior flow
and the many-body forces and torques for any given boundary
condition. We note that the three-mode expansion is not a lim-
itation of the theoretical model, which accommodates as many
modes as may be necessary to represent the exterior flow to the
desired level of accuracy.
Self-Organization and Boundary Conditions
We now present the main results on the correspondence between
self-organization of active particles and hydrodynamic boundary
conditions. Our boundary conditions are (i) a plane channel flow
in a Hele–Shaw cell where the channel width H is approximately
one particle diameter (Fig. 2A), (ii) a plane channel flow where
the channel width varies between several particle diameters (H ⇠
6  10b; Fig. 2B), (iii) flow bounded by a plane wall where the
flow vanishes (Fig. 2C), and (iv) flow bounded by a plane air–
water interface where the tangential stress vanishes (Fig. 2D).
In every case, the emulsion parameters are kept unchanged; the
only change is in the exterior boundary conditions.
Snapshots from the experiments (Fig. 2, Bottom) point to
distinct signatures of the boundary conditions on the resultant
self-organization of the droplets. In the Hele–Shaw cell, H ⇠ 2b,
droplets spontaneously form metastable lines, which curve in
their direction of motion and eventually break up after traversing
a f w dropl t diameters (Fig. 2A and Movie S3). Increasing the
channel width, H ⇠ 8b, transforms these lines into surprisingly
stable bands that travel through each other even as they collide
(Fig. 2B and Movie S4). In contrast, at a plane wall, droplets
form crystallites parallel to the plane. Droplets comprising the
Fig. 2. The role of boundaries in determining the
collective behavior of active droplets (particles).
(Top) Schematic of confinement. (Upper Middle) The
exterior flow field produced by the active particles in
each boundary condition considered. Lower Middle
and Bottom contain snapshots from simulations and
experiments, respectively. Traveling lines of active
droplets can be formed in a Hele–Shaw cell. These
lines are metastable; that is, they translate a few
droplet diameters before breaking up, if the sepa-
ration H of the cell is approximately equal to the
droplet diameter (A, H/b⇠ 2), while these lines are
stable when the separation is a few droplet diame-
ters (B, H/b⇠ 8). Aggregation of the droplets, lead-
ing to crystallization, is observed at a plane wall (C,
cell depth H/b⇠ 400) and at the air–water interface
(D, cell depth H/b⇠ 400). At a plane wall, droplets
are expunged from the crystalline core, while the
crystal is stabilized by the recirculation of the fluid
flow. At the air–water interface, on the other hand,
there is no out-of-plane motion. Here ⌧ = b/vs is the
time in which the active droplet moves a distance
equal to its radius.
Thutupalli et al. PNAS | May 22, 2018 | vol. 115 | no. 21 | 5405
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Figure 1.2 |Motifs et dynamique collective des systèmes de matière active. a.Phase nématique
formée de microtubules mis en mouvements grâce à des moteurs moléculaires. [9]. b. Clusters de
bactéries motiles. [20]. c.Cristaux dynamique dans une suspension de colloïdes : particules Ja us
activée grâce à la lumière. [21]. d. Différents motifs (figures du bas) formés par des émulsions en
fonction de leur confinement (figures du haut) [22].
De manière surprenante, l’étude de la dynamique collective de ces particules actives synthétiques
a révélé l’existence d’un grand nombre de comportements collectifs riches et variés. En effet, sur la
figure 1.2 nous décrivons quelques uns de ces comportements collectifs qui ne se limitent pas à la
simple formation de flocks. Nous n’entrerons pas dans les détails des mécanismes de propulsion et
d’interactions de ces systèmes mais nous nous intéressons aux motifs dynamiques qu’ils forment en
assemblée. Un système actif composé de microtubules mis en mouvement via des moteurs moléculaires
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peut former une phase nématique active au sein de laquelle des défauts topologiques se créent, se
déplacent et s’annihilent (Fig 1.2.a, [9]). De manière très différente, on peut observer des clusters
dynamiques se former dans un système bactérien (Fig 1.2.b, [20]) ou dans des populations de colloïdes
actifs sous la forme de particules de Janus qui séparent de phase pour former des cristaux actifs (Fig
1.2.c, [21]). Enfin, se propulsant grâce à l’effet Marangoni, des émulsions de gouttes actives peuvent
former une grande variété de motifs différents selon la façon dont elles sont confinées (Fig 1.2.d,
[22]). Nous disposons donc d’une grande richesse de particules auto-propulsées qui présentent des
comportements collectifs très différents. Cette grande variété de motifs et de comportements prouve
que les systèmes de matière active peuvent être sous divisés en différentes classes.
1.2.2 De l’unité motile aux troupeaux synthétiques
Dans la suite de ce manuscrit nous nous intéressons particulièrement à l’émergence de mouvements
collectifs dirigés, aussi appelé flocking, et nous concentrerons donc notre intérêt sur la matière active
polaire. Mais seuls peu de systèmes actifs sont capables de produire du mouvement cohérent et
ordonné à grande échelle. En pratique, la stratégie de réalisation de matériaux actifs polaires repose
sur deux étapes : (i) la propulsion : il faut pouvoir fabriquer un très grand nombre de particules
auto-propulsées , (ii) l’alignement : il faut ensuite les doter d’interactions d’alignement de leur vitesse.
Cette stratégie résulte directement des travaux de Vicsek (voir section 1.3.2) pour décrire l’émergence
globale de mouvement collectif au sein de la matière active polaire. Mais pour pouvoir prétendre être
un système modèle permettant l’étude et l’analyse des mouvements collectifs, en plus de présenter des
phases polaires à grande échelle, ces systèmes doivent disposer de paramètres de contrôles clairs, dont
l’influence est connue précisément, et dans l’idéal les interactions d’alignement des orientations doivent
être décrites et comprises théoriquement.
Qu’il s’agisse d’une assemblée de grains vibrés, de filaments d’actines auto-propulsés ou de colloïdes
actifs, les trois systèmes que je présente dans cette section réunissent la plupart de ces critères. Leur
grande diversité (taille, nature des interactions, mécanisme de propulsion...) rappelle la diversité des
flocks observés dans la nature. Nous tâcherons également de mettre en évidence les points communs
qui rassemblent ces différents systèmes.
Grains vibrés.
Le groupe d’O. Dauchot mené par les travaux expérimentaux de Deseigne, Briand et leurs collab-
orateurs a mis au point une expérience de mouvement collectif où des grains, ou plutôt des disques
de 4mm de diamètre possédants deux "jambes" de constitution et de géométrie différentes sont placés
à la surface d’un plateau en vibration uniforme [10, 11] (Fig 1.3a et c). Les particules sont alors
auto-propulsées et se comportent comme des marcheurs aléatoires persistants qui avancent à vitesse
v0 = 10mm/s constante et subissent de la diffusion orientationnelle (D ∼ 1 s−1).
À basse densité, les particules interagissent peu et forment un gaz isotrope et homogène de
marcheurs aléatoires. À plus haute densité, le système démontre l’existence de mouvement collec-
tif (Fig 1.3.c et d). Les grains polaires vibrés sont donc l’un des premiers systèmes expérimentaux à
8
Introduction
démontrer l’existence d’une transition de flocking vers un mouvement collectif qui suit un scénario à la
Vicsek (voir section 1.3.2). Les interactions à l’origine de l’émergence de ce mouvement collectif sont
dues aux collisions de coeur dur entre les disques (Fig 1.3.b). Ce système démontre donc un résultat
fondamental : des particules dont la géométrie est apolaire mais dont les interactions sont polaires
peut présenter une transition de flocking.
Chapter 1
Vibrated polar disks
Inspired by granular media experiments, Deseigne and co-workers [35, 36] designed an experiment
based on self-propelled hard disks. They engineered 4mm-diameter circular grains having two legs of
diﬀerent materials and geometries, see Fig. 1.4a. Under vertical vibration with acceleration relative to
gravity   ⇠ 3, these polar disks individually behave as persistent random walkers with a typical speed
v0 ⇠ 10mm/s and orientation diﬀusivity D ⇠ 1 s 1. Typical trajectories are shown in Fig. 1.4b.
Collective motion occurs in this system of vibrated polar grains as shown in Fig 1.4c. The emergence
of polar order origins in the hard-core collisions between disks. As shown in Fig. 1.4d, the repeated
collisions lead to alignment of the grains. As the grains are spherical, this experiment evidences that
a pola shape is not cessary to the existence of polar interactions. An other experiment based on
vibrated grains have demonstrated that polar interactions taking place at a distance also give rise to
collective motion [65].
vector over time s, and q(t) peaked around zero. Strikingly, this is
all themore so as s is large: The backwardmotion events apparent
in the secondary peaks at!p present at small s average out as s is
made larger, an indication that during most of these ‘‘backward
events’’ the polarity remains largely unchanged (Fig. 3(e)). Again,
this is only true up to some crossover value of s x 100 beyond
which the distribution of a(s) must gradually become flat. For s
larger than the crossover, one indeed observes a widening of the
distribution. This displacement mostly along the polarity axis is
performed at a fairly well-defined speed: for not too large s, the
distribution of |D~r(t,s)|/s is peaked around a most probable value.
Increasing s from s0 to about the crossover timementioned above,
the distribution keeps the same most probable value and gets
narrower and narrower (Fig. 3(f)). The well-defined most prob-
able value is thus nothing but the average speed hvi. This indicates
again that over these timescales our particles essentially go
straight. The distribution is then essentially Gaussian. For time-
scales larger than the crossover, there is of course a shift of the
‘‘speed’’ towards lower values as expected when the particles enter
the long-time, uncorrelated, diffusive regime.
B. Influence of the vibration amplitude G
We have seen above that our polar disks can be faithfully
described, over scales which average out the stopping and back-
ward events, as moving at a well-defined finite speed hvi while
being subjected to weak rotational diffusion. A direct and accu-
rate measure of the (rather long) persistence length/time of the
trajectories of our particles via, say, the time decay of the auto-
correlation of their polarity, is rendered difficult by the relatively
small size of our system. The data presented in Fig. 3was obtained
in a dish of diameter 40 vibrated at an amplitude of G ¼ 2.8. In
such conditions, the rather straight trajectories will hit the wall
long before their have turned enough to yield a significant decay of
the polarity autocorrelation. To overcome this difficulty, we used
the distribution of (normalized) polarity increments as shown in
Fig. 3(d). Being independent of s at small s, and the mean square
angular increment being linear in s (Fig. 4(a)), it allows to define
the rotational diffusion constantDq as its (half-)variance, and thus
the persistence length as x ¼ hvi/Dq.
The influence of G on Vm,Dq, and x is described in Fig. 4. First
of all, we observe a rather sudden drop in self-propulsion when G
is decreased (Fig. 4(a)): for small amplitude, the drive is too weak
and our polar disks do not move much. Over the range G ˛
[2.7,3.8], on the other hand, the average speed varies little. In
contrast, the rotational diffusion constant Dq, which is easily
captured from the root mean square angular increment
computed on a lag s (Fig. 4(b)), steadily increases with G, with an
Fig. 2 Self-propelled polar disks. (a) Side and bottom views of a polar
disk with the built-in polarity~n. The white part of the particle is made of
copper–berylium, while the grey part is made of nitrile. (b) Side and top
views of the polar disks with their respective polarities. The black scale
bar is 4 mm.
Fig. 3 Statistical properties of the individual motion for G ¼ 2.8. (a)
Sample trajectories of the self-propelled particles. The red arrows indicate
the instantaneous orientation of the polarity. The black arrows indicate
the orientation of the displacement between two successive frames. (b)
Sample trajectories of the isotropic particles. The black arrows indicate
the orientation of the displacement between two successive frames. (c)
Five time series of the displacement component along the polarity. The
signals have been shifted for clarity. The dotted lines indicate the zero.
One clearly observes negative events, corresponding to backwardmotion.
(d) Distribution of the reduced increments of the polarity
orientationgD q ðsÞ over time s for increasing s. The color code in frames
(d,e,f) indicates the value of s as reported on the legend of frame (f). (e)
Distribution of the angle a(s) between the displacement vectorD~r(t,s) and
the polarity ~n(t) for increasing s. (f) Distribution of |D~r(t,s)|/s, the
displacement over a time s, normalized by s for increasing s.
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vector over time s, and q(t) peaked around zero. Strikingly, this is
all themore so as s is large: The backwardmotion events apparent
in the secondary peaks at!p present at small s average out as s is
made larger, an indication that during most of these ‘‘backward
events’’ the polarity remains largely unchanged (Fig. 3(e)). Again,
this is only true up to some crossover value of s x 100 beyond
which the distribution of a(s) must gradually become flat. For s
larger than the crossover, one indeed observes a widening of the
distribution. This displacement mostly along the polarity axis is
performed at a fairly well-defined speed: for not too large s, the
distribution of |D~r(t,s)|/s is peaked around a most probable value.
Increasing s from s0 to about the crossover timementioned above,
the distribution keeps the same most probable value and gets
narrower and narrower (Fig. 3(f)). The well-defined most prob-
able value is thus nothing but the average speed hvi. This indicates
again that over these timescales our particles essentially go
straight. The distribution is then essentially Gaussian. For time-
scales larger than the crossover, there is of course a shift of the
‘‘speed’’ towards lower values as expected when the particles enter
the long-time, uncorrelated, diffusive regime.
B. Influence of the vibration amplitude G
We have seen above that our polar disks can be faithfully
described, over scales which average out the stopping and back-
ward events, as moving at a well-defined finite speed hvi while
being subjected to weak rotational diffusion. A direct and accu-
rate measure of the (rather long) persistence length/time of the
trajectories of our particles via, say, the time decay of the auto-
correlation of their polarity, is rendered difficult by the relatively
small size of our system. The data presented in Fig. 3was obtained
in a dish of diameter 40 vibrated at an amplitude of G ¼ 2.8. In
such conditions, the rather straight trajectories will hit the wall
long before their have turned enough to yield a significant decay of
the polarity autocorrelation. To overcome this difficulty, we used
the distribution of (normalized) polarity increments as shown in
Fig. 3(d). Being independent of s at small s, and the mean square
angular increment being linear in s (Fig. 4(a)), it allows to define
the rotational diffusion constantDq as its (half-)variance, and thus
the persistence length as x ¼ hvi/Dq.
The influence of G on Vm,Dq, and x is described in Fig. 4. First
of all, we observe a rather sudden drop in self-propulsion when G
is decreased (Fig. 4(a)): for small amplitude, the drive is too weak
and our polar disks do not move much. Over the range G ˛
[2.7,3.8], on the other hand, the average speed varies little. In
contrast, the rotational diffusion constant Dq, which is easily
captured from the root mean square angular increment
computed on a lag s (Fig. 4(b)), steadily increases with G, with an
Fig. 2 Self-propelled polar disks. (a) Side and bottom views of a polar
disk with the built-in polarity~n. The white part of the particle is made of
copper–berylium, while the grey part is made of nitrile. (b) Side and top
views of the polar disks with their respective polarities. The black scale
bar is 4 mm.
Fig. 3 Statistical properties of the individual motion for G ¼ 2.8. (a)
Sample trajectories of the self-propelled particles. The red arrows indicate
the instantaneous orientation of the polarity. The black arrows indicate
the orientation of the displacement between two successive frames. (b)
Sample trajectories of the isotropic particles. The black arrows indicate
the orientation of the displacement between two successive frames. (c)
Five time series of the displacement component along the polarity. The
signals have been shifted for clarity. The dotted lines indicate the zero.
One clearly observes negative events, corresponding to backwardmotion.
(d) Distribution of the reduced increments of the polarity
orientationgD q ðsÞ over time s for increasing s. The color code in frames
(d,e,f) indicates the value of s as reported on the legend of frame (f). (e)
Distribution of the angle a(s) between the displacement vectorD~r(t,s) and
the polarity ~n(t) for increasing s. (f) Distribution of |D~r(t,s)|/s, the
displacement over a time s, normalized by s for increasing s.
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(a) (d) (e)
lignment is controlle by set screws. The vibration is
produced with an electromagnetic servo-controlled shaker
(V455/6-PA1000L,LDS), the accelerometer for the control
being fixed at the bottom of the top vibrating disk, em-
bedded in the expanded polystyren. A 400 mm long brass
rod couples the air-beari g slider and the shaker. It is
flexible enough o mpensate for th alignment mismatch,
but stiff enough to ensure mechanical coupling. The shaker
rests on a thick wooden plate ballasted with 460 kg of lead
b icks and solated from the ground by rubber mats
(MUSTshock 100! 100! EP5, Musthane). We have
measured the mechanical response of the whol s tup
and found no resonances in the window 70–130 Hz.
Here, we use a sinusoidal vibration of frequ ncy f ¼
115 Hz and vary the relative acceleration to gravity ! ¼
2!af2=g. The vibr tion amplitude a at a peak acceleration
of 1 g at this frequency is 25 "m. Using a triaxial accel-
erometer (356B18,PCB Electronics), we checked that the
horizont l o vertic l r tio is lower than 10#2 and that th
spatial homogeneity of the vibration is better than 1%.
Our polar particles are micro-machined copper-
beryllium isks (di eter d¼ 4 mm) with an off-center
tip and a glued rubber skate located at diametrically oppo-
site positions [Fig. 1]. These two ‘‘legs,’’ which have
different mechanical r sponse under vibration, endow the
particles with a polar axis which can be determined from
above thanks to a black spot located on their top. Under
proper vibration, they can b set in directed motion (see
below). Of total height h ¼ 2:0 mm, they are sandwiched
between two thick glass plates separated by a gap of H ¼
2:4 mm. We also used, to perform ‘‘null case experi-
ments,’’ plain rotati nally invariant disks (same metal,
diameter, and height), hereafter called the ‘‘symmetric’’
particles. We laterally confined the particles in a flower-
shaped ar na of i ternal iameter D ¼ 160 mm [Fig. 1].
The petals avoid the stagnation and accumulation of par-
ticles along the boundaries as reported, for instance, in [11]
by ‘‘reinjecting’’ them into the bulk. A CCD camera with a
spatial resolution of 1728! 1728 pixels and standard
tracking oftware is used to capture the motion of the
particles at a frame rate of 20 Hz. In the following, the
unit of time s set to be he period of vibration a d the unit
length is the particle diameter. Within these units, the
resolution on the position ~r of the particles is better than
0.1, that on the orientation ~n is of the order of 0.05 rad and
the lag s parating two images is #0 ¼ 5:75. Measuring the
long-time averaged spatial density map (for various num-
bers of particles), we find that this density field slightly
increases near the boundaries, but is constant to a few
percent in a region of interest (ROI) of diameter 20d.
This provides an additional check of the spatial homoge-
neity of our setup.
We first performed experiments with 50 particles, i.e., at
a surface fraction small enough so that collisions are rare
and the individual dynamics can be investigated. For large
acceleration, the polar particles describe random-walk-like
trajectories with short persistence length. Decreasing !,
they show more and more directed motion, and the persis-
tence length quickly exceeds the system size. This is in
contrast with the symmetric particles which retain the same
shortly correlated individual walk dynamics for all ! val-
ues [Figs. 2(a) and 2(b)].
More precisely, individual velocities ~viðtÞ &
½~riðt þ #0Þ# ~riðtÞ)=#0 measured within the ROI have a
w ll-defined most probable or mean value vtyp ’ 0:025
(b)(a)
-3 -2 -1 0 1 2 3
α
PDF
(c)
2.7 3 3.3 3.6
Γ
0
2
4
6 Dθ
(d)
FIG. 2 (color online). Individual dynamics for ! ¼ 2:7.
(a) Typical portions of polar particles trajectories inside the
ROI. Black and grey (red) arrows indicate ~vti and ~n
t
i at selected
times. The domain area is about 15! 15d. (b) The same for
symmetric particles. (c) Probability distribution function (PDF)
with counterpropagating waves with a common linear polariza-
tion (lin-lin) of $, the angle between ~vti and ~n
t
i. (d) Variation of
angular diffusion coefficient D% with !.
FIG. 1 (color online). Collective motion of se f-propelled
disks. Bottom left panel: a sketch of our polar particles. Main
panel: a snapshot of an ordered regime observed in our flower-
shape domain. The dark gray reveals the local alignment be-
tween particles {both perfect alignment [light grey (red)] and
pergect antialignment [dark grey (blue)]}. The intrinsic polarity
of the particles is indicat d by th bla k arrows.
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investigate the interplay between these two transi ions. But ne
can already conclude that confined active flows are like any
confined flows: boundaries cannot be ignored, and it is hard to
disentangle the intrinsic ‘‘bulk’’ properties of active fluids from
those resulting from the inevitable presence of boundaries.
VI. Summary and discussion
Our results constitute, to our knowledge, the first study of a well-
controlled experimental system in which ‘‘self-propelled’’ objects
are able to move collectively over scales as large as the system
size. The dynamics of our particles, although nominally three-
dimensional and complicated, are well accounted for by a two-
dimensional description in terms of persistent random walks.
Their binary collisions are not simple inelastic aligning ones, but
are spatio-temporally extended events during which multiple
actual collisions happen, leading eventually to a weak but clear
effective alignment.
At the collective level, we showed how to avoid the accumu-
lation of particles near the boundary walls by adopting flower-
shaped arenas whose petals help reinject particles in the bulk.
This trick is of course not perfect, and we do observe higher
average densities near the walls, so that care must be taken in
defining a region of interest in which the density is nearly
constant although different from the nominal packing fr cti n.
We pre ented the results of three sets of experiments conducted
near ‘‘optimal’’ densities such that well-developed collective
motion is observed, in which orientational order is established on
scales comparable to the system size. In these most ordered
regimes, we recorded clear, unambiguous evidence of ‘‘giant
umber fluctuation ’’, a signature feature of orientationally-
ordered phases in active matter. Note that in the case of a clear
phase separati n between dens clusters and gaseous state—e.g
the inelastic collaps of dissipa ive grains—one would also
record ‘‘anomalous’’ density fluctuations; but these are essen-
tially tied to the presence of well defined interfaces between the
two p ases, at odd with he present observations.
From the wealth of numerical studies of models of active
matter, where periodic boundary conditions are often adopted, it
is asy to forget about th inevitable role played by walls when
investigating collective motion. Here, in addition to the subtle
effects about the effective packing fraction recorded in the regio
of interest, we showed that at densities slightly larger than those
used in the regimes where giant number fluctuations w re
recorded, the boundaries ‘‘come back’’ in the problem by driving
macroscopic vortical flows.
The expe imen s we co ducted have also shown some clear
limitations of our setup: even though we used two domain sizes,
finite-size effects remain strong and difficult to estimate, which
rules out ny state ent about the (asymp otic) nature f he
Fig. 10 Emergence of confinement-induced milling and its relation to polar order. (a) Temporal evolution of the ortho-radial ordering parameter P(t)
and the polar ordering parameterJ(t). (b) Zoom on a time window during which two inversion processes occur (vertical dashed lines). (c,d,e) Successive
snapshots of the system with, from left to right, the inversion process from a clockwise (hPi < 0) to an anti-clockwise hPi > 0 large scale vortex. The
packing fraction f ¼ 0.58.
5638 | Soft Matter, 2012, 8, 5629–5639 This journal is ª The Royal Society of Chemistry 2012
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almost linear behavior in the G-range over which steady pro-
pulsion occurs (Fig. 4(c)). This indicates that the main effect of G
is on the stren th of the angular noise. As a consequence, the
persistence length x becomes large as G is decreased within the
steady propulsion range [2.7,3.8], but falls back for too small G
values (Fig. 4(d)).
IV. Binary collisions
Having characterized the motion of our particles, we now turn to
a statistical description of their binary collisions using trajecto-
ries recorded when only few particles are evolving in the system
(typically 50 particles in a domain of diameter !40). As already
stated, most models for the collective motion of objects moving
on a substrate involve m re or less explicit alignment rules. For
elongated, rod-like particles, inelastic collisions immediately lead
to alignment. Here, given that our particles interact by collisions
of their circular top part, no such direct alignment occurs.
Rather, encounters typically consist of multiple collisions each
followed by some rebounds (Fig. 5(a) and ESI†43). It is thus by
no m ans clear a priori that even some effective, average align-
ment takes place during collisions of two of our particles.
A. Defining collisions, their duration, and their spatial extent
Given that encounters of two of our particles typically involve
many actual collisions, sometimes occurringmore frequently than
our sampling rate, we studied the sta istics of encounters defined
by the total space–time event during which two particles, initially
far apart, have had their centers stay closer from each other than
some threshold distance dc. To insure th t these events are ‘‘real’’
collisions, this distance criterion was supplemented by the
condition that the polarities of the twoparticles at the beginningof
the encounter indicate that their distance is likely to decrease.
Obviously, thedc c osenmust be larger than 1, but not too large
otherwise encounters may not cease. To use a unique, objective
v lue ofdc, we calculated hsci, themean duration of encounters, as
a function ofdc, over a set of a few thousands events. The resulting
curve shows a plateau-like behavior in th rangedc˛ [1.5–1.9], the
middle of which can be defined as being the inflection point d*cx
1.7 (Fig. 5(c)). Furthermore, thiswell-defined value, aroundwhich
the statistics of encounters do not vary significantly, does not vary
muchwhenG is changedwithin the useful range [2.7,3.8]. It is thus
adopted in the following to define encounters. Once encounters
thus defined, their spatial extension Drc can be estimated as the
distance between the mid point of the particle centers at the
beginning and at the end of the encounter (Fig. 5(b)) We find
the encounter sizes distributed roughly algebraically with an
exponent of the order of 3, whereas the encounter durations sc are
distributed roughly exponentially. The influence of G on these
distributions remains rather weak, with experimentally-observed
means decreasing slowly with G (Fig. 5(d–f)).
B. Alignment properties
In spite of their complicated space–time structure, and of the
intrinsically chaotic/noisy character of the particle dynamics, the
binary encounters possess a remarkable property: the sum of
the polarities of the two particles changes very little between the
beginning and the end of the encounter. The distribution of the
angle b characterizing this (see Fig. 5(b)) sharply peaks at around
0 (Fig. 6(a)).
In the following, we thus assume that b ¼ 0, and neglect the
dependence of the encounter statistics on the impact coefficient,
so that all the information related to alignment is encoded in the
conditional probability of qout, the outgoing angle of the polar-
ities, on qin, the incoming angle (Fig. 5(b)). All this information is
represented in the scatter plot of qout vs qin (Fig. 6(b,d)). A first
striking fact is that most encounters actually do not change the
polarities at all: most points of the scatter plot are located near
the diagonal qout ¼ #qin; the distribution of |qout # qin| sharply
peaks near zero (Fig. 6(c)). In the (qin,qout) scatter plot, apart
from the highly pop lated diagonal region, most of the remain-
ing points are located near the qout¼ 0 axis (near-perfect, Vicsek-
style alignment) or in the triangular region between this axis and
the qout¼ #qin diagonal (reduced outgoing angle, but not perfect
alignment) (see Fig. 6(b,d)). Anti-alignment or ‘‘nematic’’ inter-
actions similar to that represented in Fig. 5(a) (bottom) can be
seen, but they remain rare.
Thus, all in all, about 70% of binary encounters amount to no
effective interaction. Among the 30% remaining ones, most are
strongly aligning, with a few outliers. So far, our system seems to
be rather close to the Vicsek model: our particles can be
considered, on some coarse-grained timescale, to be moving at
constant spee . Via the shaking amplitude G, we have good
control on the effective rotational diffusion constant Dq. And
Fig. 4 Self propulsion (a) characteristic speed hvi defined by the most
probable value of kD~r(s)/s vs. G for s # 100. (b) Mean square angular
increment c mputed on a lag time s versus s, for vibration amplitude G ˛
[2.7–3.7]. (c) Diffusion coefficient Dq of the orientation of the polarity vs.
G. (d) Persistence length x ¼ hvi/Dq vs. G. Symbols (+) and (B) indicate
two different experimental runs with different experimental conditions,
such as ambient humidity, fine positioning of the top glass plate, etc. The
data analyzed in this paper for the small system corresponds to the run
labelled (+).
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collective motion. Below, J(t) in fact represents the modulus of
this velocity-based order parameter, pr perly normalized to be 1
for perfectly aligned pa ticles:
JðtÞ ¼
!
D~riðt; 50Þ
kD~riðt; 50Þk
"#### ######## ####;
where D~ri(t,50) is the displacement performed by particle i
between t and t + 50, and h$i de otes the average over time steps t
and particles i.
Time series ofJ(t) show that decreasing G from 3.7 to 2.7, the
system r aches more and more ordered states, albeit never
perfectly ordered ones as expected in a finite system with hard
walls (Fig. 8(e)). The most ordered regimes exhibit very large
fluctuations of the order parameter over very long timescales as
shown also in the corresponding histograms of values taken by
J(t) (Fig. 8(c)).
As a matter of fact, our limited range of usable G values did not
allow us to reach regimes well inside the ordered phase, as shown,
e.g., by the variation with G of Jm, the most probable value of
the order parameter (Fig. 8(d)). In both experi ents Ea and Eb,
J reaches values of the order of 0.5 for G ¼ 2.8, but starts falling
back for smaller G values. In the experiment on the large system
Eb, the rise a Jm seems steeper than in experiment Ea, but the
two curves are in fact difficult to compare given that the two
experiments pos ess different averaged packing fra tions in their
ROI.
Thus it is not clear from the variation of the order parameter
alone whether our system, in its most ordered regime (G ¼ 2.8),
has reached the ordered phase or is still influenced by the tran-
sitional region. A direc measurement of the spatial and temporal
correlation functions of the Eulerian vel city field suggests,
though, that the ordered phase is indeed reached. The Eulerian
Fig. 8 Emergence of collective motion: (a) snapshot take in a regime with long-range collective motion. The color code is red (reps. blue) for perfectly
aligned (reps. anti-aligned) neighbors. (b) Time-averaged packing fraction hf(r,t)it versus the distance r to the center of the vibrating plate for G ˛ [2.7–
3.7]. The size of the region of interest (ROI) is chosen in order to ensure uniformity of the packing fraction inside the ROI and indicated by the vertical
dashed line. The ROI in the small system has a radiu of 10 particl s diameters. We also checked that the packing fraction inside the ROI is stationary.
(Same color code as in (c)) (c) Distribution of the order parameterJ for G ˛ [2.7–3.7], (color code as indicated in the legend). (d) Most probable value
Jm of the order parameter as a function of G for both the smaller experiment Ea (blackB) and the larger one, Eb, (red +). Inset:FROI as a function of G
for the same experiments. (e) Temporal evolution of the order parameter J(t) for four different vibration amplitudes G ¼ 3.6, 3.3, 3.1, 2.8.
Table 1 Main characteristics of the sets of experiments described
Experiment Arena used # of particles f typical fROI
Ea small 890 0.47 0.39
Eb large 3830 0.42 0.26
Ec small 1090 0.58 0.19
5636 | Soft Matter, 2012, 8, 5629–5639 This journal is ª The Royal Society of Chemistry 2012
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(c)
investigate the interplay between these two transitions. But one
can already conclude that confined active flows are like any
confined flows: boundaries cannot be ignored, and it is hard to
disentangle the intrinsic ‘‘bulk’’ properties of active fluids from
those resulting from the inevitable presence of b undaries.
VI. Summary and discussion
Our results constitute, to our knowledge, the first study of a well-
controlled experimental system in which ‘‘self-propelled’’ objects
are able to move collectively over scales as large as the system
size. The dynamics of our particles, although nominally three-
dimensional and complicated, are well accounted for by a two-
dimensional description in terms of persistent random walks.
Their binary collisions are n t simp e inelastic aligning ones, but
are spatio-temporally extended event during which multiple
actual collisions happen, leading eventually to a weak but clear
effective alignment.
At the collective level, we showed how to avoid the acc mu-
lation of particles near the boundary walls by adopting flower-
shaped arenas whose petals help reinject particles in the bulk.
This trick is of course not perfect, and we do ob erv higher
average densities near the walls, so that care must be taken in
defining a region of interest in which the density is nearly
constant although different from the nominal packing fraction.
We presented the results of three sets of experiments conducted
near ‘‘optimal’’ densities such that well-developed collective
motion is observed, in which orientational order is established on
scales comparable to the system size. In these most ordered
regimes, we rec rded clear, unambiguous evidence of ‘‘giant
number fluct ations’’, a signature feature of orientationally-
ordered phases in active matter. Note that in the case of a clear
phase separation between dense clusters and a gaseous state—e.g
the inelastic collapse of dissipative grains—one would also
record ‘‘anomalous’’ density fluctuations; but these are essen-
tially tied to the presence of well defined interfaces between the
two phases, at odd with the present bservations.
From the wealth of numerical studies of models of active
matter, where periodic boundary con itions are often adopted, it
is easy to forget about the inevit ble role played by walls when
in stigating collective motion. Here, in addition to the subtle
effects about the effective packing fraction recorded in the region
of interest, we showed that at densities slightly larger than those
used in the regimes where giant nu ber fluctuations were
recorded, the boundaries ‘‘come back’’ in the problem by driving
macroscopic vortical flows.
The experiments we conducted have also shown some clear
li itations of our setup: even though we used two domain sizes,
finite-size effects remain strong and difficult to estimate, which
rules out any sta ement about the (asym totic) ature of the
Fig. 10 Emergence of confinement-induced milling and its relation to polar order. (a) Temporal evolution of the ortho-radial o dering parameter P(t)
and the polar ordering parameterJ(t). (b) Zoom on a time window during which two inversion processes occur (vertical dashed ines). (c,d,e) Successive
snapshots of the system with, from left to right, the inversion process from a clockwise (hPi < 0) to an anti-clockwise hPi > 0 large scale vortex. The
packing fraction f ¼ 0.58.
5638 | Soft Matter, 2012, 8, 5629–5639 This journal is ª The Royal So iety of Chemistry 2012
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Figure 1.4 | Vibr te polar disks. (a) Photograph of the polar disks. Scal bar: 4mm. Figure
fro [36]. (b) P rs st nt a dom walks performed by vibrated polar disk at low densi y. Each olor
codes for a diﬀerent disk. Figure from [36]. (c) Snapshot of a polar flock. The color codes for the
local alignment between self-prop lled grains: fro perfec alignment in red to perfect anti-alignment
in blue. Figure from [35]. (d) The trajectories of vibrated disks during a collision reveal the alignment
of eir d rection of motion. Figur from [35]. (e) The vibratio acceleration   is convenient control
parameter. Top: the ori ntation diﬀusivity of individual grains increases with  . Bottom: the decre s
of p larization with   r veals th t collective motion is altered. Figure fr m [36].
The density is, as for the actin-filament experiment, a key pa amet r of the sys m. While grai s
barely interact and form a gas at low density, they display colle tive motion at high density. Re-
cently, the authors have investigated t regime near close-packing of th disks [10]. Th mergence of
crystalline order does not suppress collective motion and the system form a flowing crystal. Another
onvenient control paramet r is the vibr tion cceler tion  . Interestingly, changing   has a strong
impact on the grains dynamics, see Fig. 1.4e. At the individual level, increasing   yields an increase in
the orientation diﬀusivity D. Importantly, this higher randomization tran lates, at the collective level,
10
Chapter 1
Vibrated polar disks
Inspired by granular media experiments, Deseigne and co-workers [35, 36] esigned an exp riment
based on self-propelled hard disks. They engine red 4mm-diameter circular grains having two legs of
diﬀerent materials and geometries, see Fig. 1.4a. Under vertical vibration with acceleration rela ive to
gravity   ⇠ 3, these polar disks individually behave as persistent rando walkers with a typical speed
v0 ⇠ 10mm/s and orientation diﬀusivity D ⇠ 1 s 1. Typical tr jectories are shown in Fig. 1.4b.
Collective motion occurs in this system of vibrated polar grains as shown in Fig 1.4c. T emergence
of polar order origins in the hard-core collisions between disks. As show in Fig. 1.4d, the repeat d
collisions lead to alignment of the grains. As the grains are spheric l, this experimen evi ences that
a polar shape is not necessary to the existen e of polar interactions. A other experiment based on
vibrated grains have demonstrated that polar i ter ctions taking place at a distance also give rise to
collective motion [65].
vector over time s, and q(t) peaked around zero. Strikingly, this is
all themore so as s is large: The backwardmotion events apparent
in the secondary peaks at!p present at small s average out as s is
made larger, an indication that during most of hese ‘‘backward
events’’ the polarity r main largely unchanged (Fig. 3(e)). Again,
this is only true up to some crossover value of s x 100 beyond
which the distribution of a(s) must gradually become flat. For s
larger than the crossover, one indeed observes a widening of the
distribution. This displacement mostly along the olarity axis is
performed at a fairly well-defined speed: for not too large s, the
distribution of |D~r(t,s)|/s is peaked around a most probable value.
Increasing s from s0 to about the crossover timementioned above,
the distribution keeps the same most probable value and gets
narrower and narrower (Fig. 3(f)). The well-defined most prob-
able value is thus nothing but the average speed hv . This indicates
again that over these timescales our particles essentially go
straight. The distribution is then essentially Gaussian. For time-
scales larger than the crossover, there is of course a shift of the
‘‘speed’’ towards lower values as expected when the particles enter
the long-time, uncorrelated, diffusive regime.
B. Influence of the vibration amplitude G
We have seen above that our polar disks can be faithfully
described, over scales which average out the stopping and back-
ward events, as movi g at a well-defined finite speed hvi while
being subjected to weak rotational diffusion. A direct and accu-
ra e measure of the (rather l ng) persistence length/time of the
trajectories of our particles via, say, the time decay of the auto-
correlation of their polarity, is rendered difficult by the relatively
small size f our system. The data presented in Fig. 3was obtai ed
in a dish of diameter 40 vibrated at an amplitude of G ¼ 2.8. In
such conditions, the rather straight trajectories will hit the wall
long before their have turned enough to yield a significant decay of
the polarity autocorrelation. To overcome this difficulty, we used
the distribution of (normalized) polarity increments as shown in
Fig. 3(d). Being independent of s at small s, and the mean square
angular incr ment being linear in s (Fig. 4(a)), it allows to define
the rotational diffusi n constan Dq as its (half-)variance, and thus
the persistence length as x ¼ hvi/Dq.
T e influence of G on Vm,Dq, and x is described in Fig. 4. First
of all, we observe a rather sudden dr p in self-propulsion when G
is decreased (Fig. 4(a)): fo small amplitude, the rive is too weak
and our polar disks do not move much. Over the range G ˛
[2.7,3.8], on the other hand, the average spe d varies little. In
contrast, the rotational diffusion constant Dq, which is easily
captured from the root mean square angular increment
computed on a lag s (Fig. 4(b)), steadily increases with G, with an
Fig. 2 Self-propelled polar disks. (a) Side and bottom views of a polar
disk with the built-in polarity~n. The white part of the particle is made of
copper–berylium, while the grey part is made of nitrile. (b) Side and top
views of the polar disks with their respective polariti s. The black scale
bar is 4 mm.
Fig. 3 Statistical properties of the individual motion for G ¼ 2.8. (a)
Sample trajectories of the self-propelled particles. The red arrows indicate
the instantaneous orientation of the polarity. The black arrows indicate
the orientation of the displacement between wo successive frames. (b)
Sample trajectories of the isotropic particles. The black arrows indicate
the orientation of the displacement between two successive frames. (c)
Five time series of the displacement component along the polarity. The
signals have been shifted for clarity. The dotted lines indicate the zero.
One clearly observes negative events, corresponding to backwardmotion.
(d) Distribution of t e reduced increments of the polarity
orientationgD q ðsÞ over time s for increasing s. The color cod in frames
(d,e,f) indicates the value of s as report d on the legend of frame (f). (e)
Distribution of the angle a(s) between the displacement vectorD~r(t,s) and
e polarity ~n(t) for increasing s. (f) D stribution o |D~r(t,s)|/s, the
displacement over a time s, norm lized by s for increasing s.
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vector over time s, and q(t) peaked around zero. Strikingly, this is
all themore so as s is large: The backwardmotion events apparent
in the secondary peaks at!p present at small s average out as s is
made larger, an indication that during most of these ‘‘backward
events’’ the polarity remains largely unchanged (Fig. 3(e)). Again,
this is only true up to some crossover value of s x 100 beyond
which the distribution of a(s) must gradually become flat. For
larger than the crossover, one indeed observes a widening of the
distribution. This displacement mostly along the polarity axis i
performed at a fairly well-defined speed: for not too large s, the
distribution of |D~r(t,s)|/s is peaked around a most probable value.
Increasing s from s0 to about the crossover timementioned above,
the distribution keeps the same most probable value and gets
narrower and narrower (Fig. 3(f)). The well-defined most prob-
able value is thus nothing but the average speed hvi. This indicates
again that over these timescales our particles essentially go
straight. The distribution is then essentially Gaussian. For time-
scales larger than the crossover, there is of course a shift of t e
‘‘speed’’ towards lower values as expected when the particles enter
the long-time, uncorrelated, diffusive regime.
B. Influence of the vibration amplitude G
We have seen above that our polar disks can be faithfully
described, over scales which average out the stopping and back-
ward events, as moving at a well-defined finite speed hvi while
being subjected to weak rotational diffusion. A direct and accu-
rate measure of the (rather long) persistence length/time of the
trajectories of our particles via, say, the time decay of the auto-
correlation of their polarity, is rendered difficult by the relatively
small size of our system. The data presented in Fig. 3was obtained
in a dish of diameter 40 vibrated at an amplitude of G ¼ 2.8. In
such conditions, the rather straight trajectories will hit the wall
long before their have turned enough to yield a significant decay of
the polarity autocorrelation. To overcome this difficulty, we used
the distribution of (normalized) polarity increments as shown i
Fig. 3(d). Being independent of s at small s, and the mean square
angular increment being linear in s (Fig. 4(a)), it allows to define
the r tational diffusion constantDq as its (half-)variance, and thus
the persistence length as x ¼ hvi/Dq.
The influence of G on Vm,Dq, and x is described in Fig. 4. First
of all, we obs rve a rather sudden drop in self-propulsion when G
is decreased (Fig. 4(a)): for small amplitude, the drive i too weak
and our polar disks do n t move much. Over the ra ge G ˛
[2.7,3.8], on the other hand, the average spe d varies little. In
contrast, the rotational diffusion constant Dq, which is easily
captured from the root mean square angular increment
computed on a lag s (Fig. 4(b)), steadily increases with G, with an
Fig. 2 Self-propelled polar disks. (a) Side and bottom views of a polar
disk with the built-in polarity~n. The white part of the particle is made of
copper–berylium, while the grey part is made of nitrile. (b) Side and top
views of the polar disks with their respective polarities. The black scale
bar is 4 mm.
Fig. 3 Statis ical properti s of the indivi ual mot on for G ¼ 2.8. (a)
S mple trajectories of the self-pr pelled particles. The red arrows indicate
the instantaneous orientation of the polarity. The black arrows indicate
the orientation of the displacement between two successive frames. (b)
Sample trajectories of the isotropic particles. The black arrows indicate
the orientation of the displacement between two successive frames. (c)
Five time series of the displacement component along the polarity. The
signals have been shifted for clarity. The dotted lines indicate the zero.
One clearly observes negative events, corresponding to backwardmotion.
(d) Distribution of the reduced increments of the polarity
orientationgD q ðsÞ over time s for increasing s. The color code in frames
( ,e,f) indi t the value of s as reported on the legend of frame (f). (e)
Distribution of the angle a(s) between the displacement vectorD~r(t,s) and
the polarity ~n(t) for increasing s. (f) Distribution of |D~r(t,s)|/s, the
displacement over a time s, normalized by s for increasing s.
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(a) (d) (e)
lignment is controlle by set screws. The vibration is
produced with an electromagnetic servo-controlled shaker
(V455/6-PA1000L,LDS), the acce rom ter for the control
being fixed at the bottom of the top vibrating disk, m-
bedded in the expanded polystyren. A 400 mm long brass
rod couples the ir-beari g slider and th shaker. It is
flexible enough o m e sate for th al gnment ism tch,
but st ff enough to ensure mechani al coupling. The shaker
rests on a thick wooden plate ballasted with 460 kg of lead
b icks and so ated from the ground by rubber mats
(MUSTshock 100! 100! EP5, Musthane). We have
measured the mechanical response of the whol s tup
and found no resonances in the window 70–130 Hz.
Here, we use a si usoidal vibrati n of frequ ncy f ¼
115 Hz and vary the relative acc leration to gravity ! ¼
2!af2=g. The vibr tion amplitude a at a peak acceler tion
of 1 g at this frequency is 25 "m. Using a triaxial accel-
erometer (356B18,PCB Electronics), we checked that the
horizont l o vertic l r tio is lower than 10#2 and that h
spatial homog neity of the vibration is better than 1%.
Our polar particles are micro-machined copper-
beryllium isks (di eter d¼ 4 mm) with an off-center
tip and a glued rubber skate located at diametrically oppo-
site positions [Fig. 1]. These two ‘‘legs,’’ w ich h v
diff ent mechanical r s onse und r vibration, endow the
part cles with a polar axis which can be d termined from
above thanks to a black spot located on their top. Under
proper vibration, they can b set in directed motion (see
below). Of total height h ¼ 2:0 mm, they are sandwiched
between two thick glass plates separated by a gap of H ¼
2:4 mm. We also used, to perform ‘‘null case experi-
m ts,’’ plain rotati nally invariant disks (same metal,
diameter, and height), hereafter called the ‘‘symmetric’’
particles. We laterally confined the particles in a flower-
shaped ar na of i ternal iameter D ¼ 160 mm [Fig. 1].
The petals avoid the stagnation and accumulation of par-
ticles along the boundaries as reported, for instance, in [11]
by ‘‘reinjecting’’ them into the bulk. A CCD camera with a
s atial resolution of 1728! 1728 pixels and standard
tracking oftwar i used to captu e the motion of e
particles at a frame rate of 20 Hz. In the following, the
unit of time s set to be the period of vibration and the unit
length is the particle diameter. Within these units, the
resolution on the position ~r of the particles is b tter than
0.1, that on the orientation ~n is f the order of 0.05 rad and
the lag s parating two images is #0 ¼ 5:75. Measuring the
long-time aver ged s tia density map (for various num-
bers of particles), we find that this density field slightly
increases near the boundaries, but is constant to a few
percent in a region of inter st (ROI) of diameter 20d.
This provides an additional check of the spatial homoge-
neity of our s tup.
We first erformed expe im nts with 50 particles, i.e., at
a surface fraction small nough so th t collisions are rare
and the individual dynamics can be investigated. For large
accel ration, th polar particles des ribe random-walk-like
trajectories with sh r p rsistence length. D c eas g !,
they show m re and more directed motion, and the pers s-
tence length quickly exceeds the system size. This is in
contrast with the s mmetri par icl s which reta n the same
shortly correla ed individual walk dynamics f r all ! val-
ues [Figs. 2( ) and 2(b)].
More precisely, individual veloc ies ~viðtÞ &
½~riðt þ #0Þ# ~riðtÞ)=#0 easured within the ROI have a
w ll-defined most probable or mean value vtyp ’ 0:025
(b)(a)
-3 -2 -1 0 1 2 3
α
PDF
(c)
2.7 3 3.3 3.6
Γ
0
2
4
6 Dθ
(d)
FIG. 2 (color online). Indivi ual dynamics for ! ¼ 2:7.
(a) Typical portions of polar particles trajectories inside the
ROI. Black and grey (red) arrows indicate ~vti and ~n
t
i at selected
times. The domain area is about 15! 15d. (b) The same for
symmetric particles. (c) Probabi ity distribution function (PDF)
with counterpropaga i g wave with a common linear polariza-
tion (lin-lin) of $, the angle between ~vti and ~n
t
i. (d) Variation of
angular diffusion coefficient D% with !.
FIG. 1 (color online). Collective motion of se f- ropelled
disks. Bottom left panel: a sketch of our polar particles. Main
panel: a snapshot of an ordered regime observed in our flower-
shape domain. The dark gray reveals the local alignment be-
tween particles {both perfect alig m nt [light grey (red)] and
pergect antialignment [dark grey (blu )]}. The intrinsic pol rity
of the particles is indicat d by th bla k arr ws.
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investigate the interplay between these two transi ions. But ne
can already conclude that confined active flows are like any
confined flows: boundaries cannot be ignored, and it is hard to
disentangle the intrinsic ‘‘bulk’’ properties of active fluids from
those resulting from the inevitable presence of boundaries.
VI. Summary and discussion
Our results constitute, to our knowledge, the first study of a well-
controlled experimental system in which ‘‘self-propelled’’ objects
are able to move collectively over scales as large as the system
size. The dynamics of our particles, although nominally three-
dimensional and complicated, are well accounted for by a two-
dimensional description in terms of persistent random walks.
Their binary collisions are not simple inelastic aligning ones, but
are spatio-temporally extended events during which multiple
actual collisions happen, leading eventually to a weak but clear
effective alignment.
At the collective level, we showed how to avoid the accumu-
lation of particles near the boundary walls by adopting flower-
shaped arenas whose petals help reinject particles in the bulk.
This trick is of course not perfect, and we do observe higher
average densities near the walls, so that care must be taken in
defining a region of interest in which the density is nearly
constant although different from the nominal packing fr cti n.
We pre ented the results of three sets of experiments c nducted
near ‘‘optimal’’ densit es such that well-d veloped collective
motion is observed, in which ri ntational ord r is established on
scales comparable to the system size. In these most ordered
regimes, we recorded lear, una biguous evidence of ‘‘giant
umber fluctuation ’’, a signature feature of orientationally-
ordered phases in active matter. Note th t in the case of a clear
phase separati n between dens clusters and gaseous state—e.g
the inelastic collaps of dissipa ive grains—one would als
record ‘‘anomalous’’ density fluctuations; but the e are essen-
tially tied to the pres nce of well defined interfaces between the
two p ases, at odd with he present observations.
From the wealth of numerical studies of models of active
matter, where periodic boundary conditions are often adopted, it
is asy to forget about th inevitable role played by walls when
investigating collective motion. Here, in addition to th subtl
effects about the effective packing fraction recorded in the regio
of interest, we showed that at densities slightly larger than those
used in the regimes where gia t number fluctuations w r
ecorded, the boun aries ‘‘come back’’ in the problem by driving
macroscopic vortical flows.
The expe imen s we co ducted have also shown some clear
limitations of our setup: even though we used two domain sizes,
finite-size effects remain strong and difficult to estimate, which
rules out ny state ent about the (asymp otic) nature f he
Fig. 10 Emergence of confinement-induced milling and its relation to polar order. (a) Temporal evolution of the ortho-radial rdering paramet r P(t)
and the polar ordering parameterJ(t). (b) Zoom on a time window during which two inversion processes occur (vertical dashed lines). (c,d,e) Su cessive
snapshots of the system with, from left to right, the inversion process from a clockwise (hPi < 0) to an nti-cl ckwise hPi > 0 large scale vortex. The
packing fraction f ¼ 0.58.
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lmost linear behavior in the G-range over w ich st ady pro-
pulsion occurs (Fig. 4(c)). This indicates that the main effect of G
is on e stren th of t e angular noise. As a consequence, the
persistence length x becomes large as G is decreased within the
steady propulsion range [2.7,3.8], but falls back for too small G
values (Fig. 4(d)).
IV. Binary collisions
Having characterized the motion of our particles, we now turn to
a statis ical description of their binary collisions using trajecto-
ries recorded when only few particles are evolving in he system
(typically 50 particles in a domain of diameter !40). As already
stated, most models for the collective motion of objects moving
on sub trate involve m re or less explicit alignment rules. For
elongated, rod-like particles, inelastic collisions immediately lead
to alignment. Here, given that our particles interact by collisions
of th ir circular top part, no such direct alig ment occurs.
Rath r, encount rs typically cons st of multiple col isions each
followed by some rebounds (Fig. 5(a) and ESI†43). It is thus by
no m a s clear a priori that even some effective, averag align-
ment takes place during collisions of two of our particles.
A. Defining collisions, their duration, and their spatial extent
G ven that encount rs of two of our particles typically involve
many actual collisions, sometimes occurringmore frequently than
our sampling rate, we studied the statistics of encounters defined
by the total space–time event during which two particles, initially
far apart, have had their centers stay closer from each other than
some threshold distance c. To insure th t these events are ‘‘real’’
collisions, this distance criterion was supplemented by the
condition that the polarities of the twoparticles at the beginningof
the encounter indicate that their distance is likely to decrease.
Obviously, thedc c osenmust be larger than 1, but not too large
otherwise encou ters may not cease. To use a unique, objective
v lue ofdc, we calculated hsci, themean duration of encounters, as
a function ofdc, over a set of a few thousands events. The resulting
curve shows a plateau-like behavior in th rangedc˛ [1.5–1.9], the
middle of which can be defined as being the inflection point d*cx
1.7 (Fig. 5(c)). Furthermore, thiswell-defined value, aroundwhich
the statistics of encounters do not vary significantly, does not vary
muchwhenG is changedwithin the us ful range [2.7,3.8]. It is thus
adopted in the following to define encounters. Once encounters
thus defined, their spatial extension Drc can be estimated as the
distance between the mid point of the particle centers at the
beginning and at the end of the encounter (Fig. 5(b)) We find
the encounter sizes distributed roughly algebraically with an
exponent of the order of 3, whereas the en unter urations sc are
distributed roughly exponentially. The influence of G on these
distributions remains rather weak, with experime tally-observed
means decreasing slowly with G (Fig. 5(d–f)).
B. Alignment properties
In spite of their complicated space–time structure, and of the
intrinsically chaotic/noisy character of the particle dynamics, the
binary encounters possess a remarkable property: he s m of
the polarities of the two particles changes very little between the
beginning and the end of the enc unte . The distribution of the
angle b characterizing this (see Fig. 5(b)) sharply peaks at arou d
0 (Fig. 6(a)).
In the following, we thus assume that b ¼ 0, and neglect the
depende e of the encounter stat stic on the impact c efficient,
so th t all the information relat to alignment is encoded i the
conditional probability of qout, the outgoing angle of the polar-
ities, on qin, t incoming angle (F g. 5(b)). All this information is
represented in the scatter plot of qout vs qin (Fig. 6(b,d)). A first
striking fact is that most encounters ac ually do not change the
polarities at all: most points of the scatter plot are located near
the diagonal qout ¼ #qin; the distribution of |qout # qin| sharply
peaks near zero (Fig. 6(c)). In the (qin,qout) scatter plot, ap rt
from the highly pop lated diagonal region, most of the remain-
ing points are located near the qout¼ 0 axis (near-perfect, Vicsek-
style alignmen ) or in the triangular region between this ax s a d
the qout¼ #qin diagonal (reduced outgoi g angle, but not perfect
alignment) (see Fig. 6(b,d)). Anti-alignment or ‘‘nematic’’ inter-
actions similar to that r presented in Fig. 5(a) (bottom) can be
se n, but they remain rare.
Thus, all in all, about 70% of binary encounters amount to no
effective interaction. Among the 30% remaining ones, most are
strongly aligning, with a few outliers. So far, our system seems to
be rather close to the Vicsek model: our particles c n be
co sidered, on some coarse-grained timescale, to be moving at
constant spe . Via the shaking amplitude G, we have good
control on the effective rotational diffusion constant Dq. And
Fig. 4 Self propulsion (a) characteristic speed hvi defined by the most
probable value of kD~r(s)/s vs. G for s # 100. (b) Mean square angular
i cremen c mputed on a l g time s versus s, for vibration amplitude G ˛
[2.7–3.7]. (c) Diffusion coefficient Dq of the orientation of the polarity vs.
G. (d) Persistence l ng h x ¼ hvi/Dq vs. G. Symbols (+) an (B) ind cate
two different experimental runs with different experimental conditions,
such as ambient humidity, fine positioning of the top glass plate, etc. The
data analyzed in thi paper for the small system corresponds to the run
labelled (+).
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collective motion. Below, J(t) in fact represents the modulus of
this velocity-based order parameter, pr perly normalized to be 1
for perfectly aligned p ticle :
JðtÞ ¼
!
D~riðt; 50Þ
kD~riðt; 50Þk
"#### ######## ####;
where D~ri(t,50) is the displacement performed by particle i
between t and t + 50, and h$i de otes the average over time steps t
and particles i.
Time series ofJ(t) show that decreasing G from 3.7 to 2.7, the
system ache more and more order d stat s, albeit never
perfectly ordered ones as expected in a finite system with hard
walls (Fig. 8(e)). The most ordered regimes exhibit very large
fluctuations of the order parameter over very long timescales as
shown also in the corresponding hi tograms of values taken by
J(t) (Fig. 8(c)).
As a matter of fact, our limited range of usable G values did not
allow us to reach regimes well inside the ordered phase, as shown,
e.g., by the variation with G of Jm, the most probable value of
the order parameter (Fig. 8(d)). In both experi ents Ea and Eb,
J reaches values of t e order of 0.5 for G ¼ 2.8, but starts falling
back for smaller G values. In the exp riment on the large system
Eb, the rise a Jm seems steeper than in experiment Ea, but the
two curves are in fact difficult to compare given that the two
experiments pos ess different averaged packing fra tions in their
ROI.
Thus it is not clear from the variation of the order parameter
alone whether our system, in its most ordered regime (G ¼ 2.8),
h s reache the ordered phase or is still influenced by the tran-
sitional region. A direc measurement of the spatial and temporal
correlation functions f the Eulerian vel city field suggests,
though, that the ordered phase is indeed reached. The Eulerian
Fig. 8 Emergence of collective motion: (a) snapshot take in a regime with long-range collective motion. The color code is red (reps. blue) for perfectly
aligned (reps. anti-aligned) neighbors. (b) Time-averaged packing fraction hf(r,t)it versus the distance r to the center of the vibrating plate for G ˛ [2.7–
3.7]. The size of the region of interest (ROI) is chosen in order to ensure uniformity of the packing fraction inside the ROI and indicated by the vertical
dashed line. The ROI in the s all system has a radiu of 10 particl s diameters. We also checked that the packing fraction inside the ROI i stationary.
(Same col r code as in (c)) (c) Distribution of the order parame erJ for G ˛ [2.7–3.7], (color code as indicated in he legend). (d) Most probable value
Jm of the order parameter as a function of G for both the smaller experiment Ea (blackB) and the larger one, Eb, (red +). Inset:FROI as a function of G
for the same experiments. (e) Temporal evolution of the order parameter J(t) for four different vibration mplitudes G ¼ 3.6, 3.3, 3.1, 2.8.
T ble 1 Main characteristics of the sets of experiments described
Experimen Arena used # of particles typical fROI
Ea small 890 0.47 0.39
Eb large 3830 0.42 0.26
Ec small 1090 0.58 0.19
5636 | Soft Matter, 2012, 8, 5629–5639 This journal is ª The Royal Society of Chemistry 2012
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(c)
investigate the interplay between these two transitions. But one
can already conclude that confined active flows are like any
confined flows: boundaries cannot be ignored, and it is hard to
disentangle the intrinsic ‘‘bulk’’ properties of active fluids from
those resulting from the inevitable presence of b undaries.
VI. Summary and discussion
Our results constitute, to our knowle ge, the first study of a well-
controlled experimental system in which ‘‘self-propelled’’ objects
are able to move collectively over scales as large as the system
size. The dynamics of our particles, although nominally three-
dimensional and complicated, are well accounted for by a two-
dimensional description in terms of persistent random walks.
Their binary collisions are n t simp e inelastic aligning ones, but
are spatio-temporally extended event during which multiple
actual collisions happen, leading eventually to a weak but clear
effective alignment.
At the collective level, we showed how to avoid the acc mu-
lation of particles near the boundary walls by adopting flower-
shaped arenas whose petals help reinject particles in the bulk.
This trick is of course not perfect, and we do ob erv higher
average densities near the walls, so that care must be taken in
defining a region of interest in which the density is nearly
constant although different f om the nominal packing fraction.
We presented the results of three sets of experiments conducted
near ‘‘optimal’’ densities such that well-developed collective
motion is observed, in which orientational order is established on
scales comparable to the system size. In these most ordered
regimes, we rec rded clear, un mbiguous evidence of ‘‘giant
number fluct ations’’, a signature feature of orientationally-
ordered phases in active matter. Note that in the case of a clear
phase separation between dense clusters and a gaseous state—e.g
the inelastic collapse of dissipative grains—one would als
record ‘‘anomalous’’ density fluctuations; but these are essen-
tially tied to the presence of well defined interfaces between the
two phases, at odd with the present bservations.
From the wealth of numerical studies of models of active
matter, where periodic boundary c n itions are often adopted, it
is easy to forget about the inevit ble role played by walls when
in stigati g collective m tion. Here, in additi n to the subtle
effects about the effective packing fraction recorded in the region
of interest, we showed that at densities slightly larg r th those
used in the regimes where giant nu ber fluctuations were
recorded, the boundaries ‘‘come back’’ in the problem by driving
macroscopic vortical flows.
The experiments we conducted have also shown some cl ar
li i ations of ur setup: even though we used two domain sizes,
finite-size effects remain strong and difficult to estimate, which
rules out any sta ement about the (asym totic) ature of the
Fig. 10 Emergence of confinement-induced milling and its relation to polar order. (a) Temporal evolution of the ortho-radial o dering parameter P(t)
and the polar ordering parameterJ(t). (b) Zoom on a time window during which two inversion processes occur (vertical dashed lines). (c,d,e) Successive
snapshots of the system with, from left to right, the inversion process from a clockwise (hPi < 0) to an anti-clockwise hPi > 0 large scale vortex. The
packing fraction f ¼ 0.58.
5638 | Soft Matter, 2012, 8, 5629–5639 This journal is ª The Royal So iety of Chemistry 2012
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Figure 1.4 | Vibr te polar disks. (a) Photograph of the polar isks. Scal bar: 4mm. Figure
fro [36]. (b) P rs st nt a dom walks performed by vibra ed polar disk at low densi y. Each olor
codes for a diﬀerent disk. F gure from [36]. (c) Snapshot of a polar flock. The color codes for th
local alignment between self-pr p lled grains: fro perfec alignment in red to perfe t anti- ignment
in blue. Figure fro [35]. (d) The trajectories of vibrated disks during a collision re eal the alignme t
of eir d rection of motion. Figur from [35]. (e) The vibratio accelerat on is convenient control
parameter. Top: the ori ntation diﬀusivity of individual gr ins increas s with  . Bottom: the decre s
of p larization with   r veals th t collective motion is altered. Figure fr m [36].
The density is, as for the actin-filament experiment, a key p ame r of th sys m. W ile grai s
barely interact and form a gas at low density, they display colle tive motion a high density. Re-
cently, the au hors have investigated t regime near cl se-packing of th disks [10]. Th m rgence of
crystalline order does not suppress collective motion and the system form a flowing crystal. Anoth r
onvenient control paramet r is the vibr tion cceler tion  . I terestingly, changing   has strong
impact on the grains dynamics, see Fig. 1.4e. At the individual level, increasing   yields an increase in
the orientation diﬀusivity D. Importantly, this higher randomization tran lates, at the collective level,
10
12 INTRODUCTON
(a) (b) (c)
F g re 9 – V br te p lar gr in . (a) P lar di ks m ving n a vibrating surface. Red colors d note polar
clu ter of alig d disk (r pro uced from [68]). (b) Average polarization plotted v rsus the amplit de of
th surface vib tio ( d pted fr m [68]). (c) Polar rods (white color) surrounded by assive beads (grey
color) (reproduced fro [122]).
V brat d polar grains Another clas of systems consists is grains sh k n n a vibrating surf ce.
W en th gr ins re pola , more pr cisely wh n th fricti wit the surface is asym etric, the
r p ated oll sions with the vibrati g p ne sult n a net m ti n of the particl s [120]. Using
polar disks, J. D seigne and O. Dauchot demonstrated the exi t nc of a transition t polarized
phases, as how in Fig . 9(a) and 9(b) [68]. R duci g the amplitude f vibrationmak s it possible
to decre s the rotational diffusivity f the di ks, and to trigger a transition akin to that bserved
i Vicsek-like m dels. In thi yste , the a ignm nt results from c ntact interactions between the
mo ile disks. A other possib lity was recently proposed by Kumar et al.: the interactions between
poin y rods are mediat d by non-m tile, i otrop c beads [122]. The motion of t e active rods in-
duces a flow of passive beads, would an active swimmer in a fluid: the polar rods interact at a
distance v th displ cem t of e beads. At high en ugh density, the r ds oherently circulate
in the confining box as shown in Fig. 9(c).
The experimental systems menti ned above partially vali ate the theoretical framework of
polar active matter: a transition to collective motion is observed, it is associated with heteroge-
neo s spatial structures, nd giant density fluctuations have been easured. However, they do
not significantly increase our knowledge of the o igin of di ected motion. Indeed, the interac-
tions between the motile bodies are very difficult to describe. They mostly arise from short-range
collisions and remain challenging to describe from first physical principles. In the actin motility
assays, the emerg nce of pol r order from contact interactions between elongated filament is far
from obvious. At a first glance, excluded-volume interactions between hard rods have rather a ne-
matic symmetry, as sketched in Fig. 10 [11, 13]. It is not much easier to understand how alignment
arises from collisions between circular grains. Up to now, the theoretical descriptions have been
estricted to phenomenological approaches, based on numerical simulations of simplifiedmicro-
scopic models [94, 122, 219]. They showed that polar states emerge from very subtle mechanisms,
whic do not r uce to effective alignment torques as assumed in all Vicsek-like models. As a re-
sult, it is difficult to unambiguously identify andmodel the physical ingredients which rule, at the
Figure 10 – At a first glance, the repulsion between slender motile bodies seems to promote nematic
ordering. When the initial angle between the rods is closer to π2 , this naive picture does not hold and polar
collisions are actually favored.
12 INTRODUCTON
(a) ) (c)
Figure 9 – Vib a ed po ar g ains. (a) Polar disks movi g n a vibrating urfac . Red colors denote polar
clusters of alig ed disk (reproduced from [68]). (b) Ave age pola izatio pl tted versus the amplitud of
the s rface vibrati (ada fro [68]). (c) Polar rods (w i color) sur ounded by passive beads (grey
color) (r produced fr m [122]).
Vibra d polar gr ins An her class of ystem consists is gr s shaken on vibrating surface.
Whe t gr ins are polar, m re precisely whe the fricti n with the surf c is y etric, the
rep ated collision with t vibrati g plane results in a n t motion of the particles [12 ]. Using
p lar disk , J. D se g e and O. Dauc ot de o strat d the existence of a transition to polarized
phases, as shown i Figs. 9(a) an 9(b) [68]. Reducing the a pli ude of vib tionmakes it possible
to decrease the rotational diffusivity of the disks, and to trigger a transition akin to t at observed
i V csek-lik models. In this system, the alignment r sults from contact interacti ns between the
motile disks. Another possibility was recently proposed by Kumar et al.: the interactions betwe n
pointy rods are m iated by no -motile, isotropic beads [122]. The moti n of the active rods in-
duces a flo of passive beads, as would an active swimmer in a flui : the polar rods interact at a
distance via th di placem nt f the be ds. At high enough ensity, the ro s coherently circulate
in t e confining box as sh wn in F g. 9(c).
The experiment l sy tems m ntioned above partially validate the theoretical framework of
polar active atter: a transition to collective motion is observed, it is associated with heteroge-
neous spatial structures, and giant density fluctuations have been measured. However, they do
n t significantly increase o r knowledge of the origin of dir cted motion. Indeed, the interac-
tio s between the motile bodies are very difficul to describe. They mo tly arise from short-range
collisions and remain challenging to describe from first physical principles. In the actin motility
assays, the emerg nc of polar order from contact interactions between elongated filament is far
from obvious. At a first glance, excluded-volume interactions between hard rods have rather a ne-
matic symmetry, as sketched in Fig. 10 [11, 13]. It is not much easier to understand how alignment
arises from collisions between circular grains. Up to now, the theoretical descriptions have been
restricted to phenomenological approaches, based on numerical simulations of simplifiedmicro-
scopic models [94, 122, 219]. They showed that polar states emerge from very subtle mechanisms,
which do not reduce to effective alignment torques as assumed in all Vicsek-like models. As a re-
sult, it is difficult to unambiguously identify andmodel the physical ingredients which rule, at the
Figure 10 – At a first glance, the repulsion between slender motile bodies seems to promote nematic
ordering. When the initial angle between the rods is closer to π2 , this naive picture does not hold and polar
collisions are actually favored.
Chapter 1
Vibrated polar di ks
Inspired by granular media experiments, Deseigne and co-workers [35, 36] designed an experiment
based on self-propelled hard disks. Th y e gin ered 4mm-diameter ircula grains having two legs of
diﬀe ent materials and g ometries, see Fig 1 4 . Under v rtical vibration with acceleration relative to
gravity   ⇠ 3, these polar d sks individually behave as persistent random walkers with a typical speed
v0 ⇠ 10 m/s and orientation diﬀusivity D ⇠ 1 s 1. Typical trajectories are show in Fig 1.4b.
Coll ctive m ti n occurs in this syst m of vibrated pola grain as show in Fig 1 4c. The m rgence
of pola orde origins in the hard-core collisions between disks. As show in Fig 1.4d, th rep ated
collisions lead to ali nment of the g ai s. As the grains are spherical, this ex erime t evidences that
a olar shape is ot ecessary o th existence of polar interactions. An oth r experiment based on
vibrated grain hav demons rated that pola interact ons taking place a d stance also give rise to
collective m tion [65].
vector over time s, a d q(t) peaked around zero. Strikingly, this s
all them re so as s is large: The backwardmotion events pparent
in the seco dary pe ks at!p pres nt at sm ll s v r ge out as s is
made larger, an indication that during mos f these ‘‘backward
ev nts’’ the pola ity remains l rgely unchanged (Fig. 3(e)). Again,
this is only true up to some cr sso er value of s x 100 beyond
which he distr bution of a(s) st gr dually become flat. For s
larger than the crossover, one indeed observes a w dening f the
distr bution. This displacement mostly along the polarity axis is
perfor ed at a fairly w ll-defined sp ed: f r not too large s, the
distr bution f |D~r(t,s)|/s is peaked a ound a most probable value.
Incr a ing s from s0 t about the crossover timeme tioned ab ve,
the distr but on keeps the sa e mo t prob b e valu and g ts
narrower and narrower (Fig. 3(f)). The w ll-defined most prob-
able value is thus nothing but th v rage speed hvi. This i dicates
ag in t at o er hese timescales our part cle essential y g
straight. The distr bu ion is th n ess ntially G ussian. F r time-
scales larg r than the crossover, there is f c urse a shif of the
‘‘s eed’’ towards lower values as expected when the particles e te
the long-time, uncorrelated, diffusive r gime.
B. Influence of the vibra ion amplitu e G
We hav seen above that our polar disks can be faithfully
described, over scal s which v rage out the stoppi g and b ck-
ward events, as moving at a w ll-defined fi it speed hvi while
being subjected to we k rotational diffusion. A direct d accu-
rate measure f the (rather l ng) persistence length/time of the
rajectories of ou pa ticles via, ay, the time decay of e auto-
correlation of their polarity, is ren ered difficul by the relatively
small size of our system. The data presented in Fig. 3was obtained
in a dish of diameter 40 v brate t an ampli ude of G ¼ 2.8. In
such conditions, the rather straight trajectories w ll it the wall
long b fore t eir have turned enough to yield a significant decay of
the polarity autocorrelati n. To overcome this difficulty, we used
the distr bution of (normalized) p larity increment as shown in
Fig. 3(d). Being ndependent of at small s, and the mean square
angular increment be g linear in s (Fig. 4(a)), it allows to define
the rotatio al diffusi co tantDq as its (half-)variance, and t us
the persistence length as x ¼ hvi/Dq.
The influence f G on Vm,Dq, and x is described n Fig. 4. First
f all, we observe a rather sud en drop in self-propul ion when G
is decreased (Fig. 4(a)): for small amplitud , the drive is too weak
and our polar disk do not move much. Over the r ge G ˛
[2.7 3.8], on the ot er hand, th v rag speed var es little. In
contra t, the rota ional diffusion co stan Dq, wh ch i easily
captured from th root mean square angular increment
computed on a lag s (Fig. 4(b)), steadily increases with G, with an
Fig. 2 Self-propelled polar disks. (a) Side and bottom views of a polar
disk with the built-in polarity~n. T e white part of the particle is made of
copp r–berylium, w ile t e gre part is made of nitrile. (b) Side and to
views of the polar disks with their e p ctiv polarities. The blac sc le
bar is 4 mm.
Fig. 3 S atist cal p operties of the individual moti n for G ¼ 2.8. ( )
S mpl trajectories of the self-propelled particles. The ed arrows indicate
the ins antaneous orientation of the polarity. The black arrows indicate
th orientation of the displacement b tween two succ ssive frames. (b)
Sample trajectories of the isotropic particles. The black arrows indicate
th orientation of the displacement b tween two succ ssive frames. (c)
Five time eries of the displacement c mponent along the polarity. The
sign ls have been shi ted fo clarity. The dotted l es i dicate the zero.
One clearly observes negative events, corresp nding to backwardmotion.
(d) Dis ributi n of th r uced increments of the polarity
orientationgD q ðsÞ over time s fo increa ing s. The color code i frames
(d,e,f) indicat s the value of s as eported on th legend of frame (f). (e)
Dis ribution of the angle a(s) b twe n the displacem n vectorD~r(t,s) and
the polarity ~n(t) for increasi g s. (f) Dis ribution of |D~r(t s)|/s, the
displacement over a time s, normalized by s fo increa ing s.
5632 | Sof Matter, 2012, 8, 5629–5639 This journal is ª The Royal Society of Chemistry 2012
Pu
bl
is
he
d 
on
 1
3 
A
pr
il 
20
12
. D
ow
nl
oa
de
d 
by
 B
ib
lio
th
eq
ue
 D
id
er
ot
 d
e 
Ly
on
 o
n 
16
/0
4/
20
15
 1
3:
04
:0
0.
 
View Article Online
vect r over time s, and q(t) peaked around z ro. Striki gly, thi is
all themore so as s is large: The backwardm tion events apparent
in the secondary peaks at!p present t small s average out as s is
made la ger, a indication that du ing most of these ‘‘backward
events’’ the polarity remains largely unchanged (Fig. 3(e)). Again,
this is only tr e up t some cr ssov r value of s x 100 beyond
w ic the distributi n of a(s) must gradually become flat. For s
la ger than the cr ssover, one in eed obs rves a widening of the
distribution. This displac ment mostly along the polarity axis is
pe formed t fairly well-d fined speed: for no too large s, the
distributi n of |D~r(t, )|/s s peaked aroun a most probable value.
Increasing s from s0 to about the cr ssover ti ementioned above,
the distribution k eps the same most probable value and g ts
narrower a d narrower (Fig. 3(f)). The well-defined most prob-
able value is thu nothing but the average speed hvi. This indicates
again that ov r these timesc les our particles ss ntially go
straight. The distribution is th n ssentially Gaussi . For time-
scales la ger than the cr ssover, there is of course a shift of the
‘‘speed’’ towards lower values as exp cted when the particles nter
the long-time, uncorrelate , diffusive regime.
B. Influ nce of the vibration amplitude G
We hav see above that our pola d sks can be faithfully
describ d, over scales w ich average ut the stopping and back-
ward events, as moving t a well-defined finite speed hvi while
being subj cted to weak rotational diffusion. A direct and accu-
rate measure of the (rather long) persistence leng h/time of the
trajectories f our particles vi , say, the tim decay of the auto-
correlati n of their polarity, is rendered difficult by the relatively
small size of our system. The data pres nted in Fig. 3was obtaine
in a dish of diameter 40 vibrated t n amplitude of G ¼ 2.8. In
su h conditions, the rather straight trajectories will hit the wall
long before their ha e turn d enough to yield a s gnificant decay of
the polarity utocorrelation. To overco e this difficulty, we used
the distrib ti n of (normalized) polarity incr ment as show in
Fig. 3(d). Being independent of s at sm ll s, and the me n square
angular incr ment being linear in s (Fig. 4(a)), it allows to define
the rotational diffusion constantDq a its (half-)v riance, and thus
th persistence length as x ¼ hvi/Dq.
The influence of G on Vm,Dq, and x is described in Fig. 4. First
of all, we obs rve rather sudden drop in self-propulsion when G
is d cr ased (Fig. 4(a)): for sm ll amplitude, the drive is too weak
and our polar disks do not move much. Over the range G ˛
[2.7,3.8], on the other hand, the average speed varies ittle. In
contrast, the rotational diffusion constant Dq, w ich is easily
captured from the root mean square angular incr ment
computed on a lag s (Fig. 4(b)), stead ly incr ases with G, with an
Fig. 2 Self- ropell d polar disks. (a) Side and bott m views of a polar
disk with t e built-in p larity~n. The whit part of the parti le is de of
copper–beryliu , while t e grey p rt is made of nitrile. (b) Side and op
views of the polar disks with their r spective polarities. The black scale
bar is 4 m.
Fig. 3 Statistical rop rties of the ndividual motion for G ¼ 2.8. (a)
Sample trajectories of the se f- ropelled particles. The red rrows ndica e
the ins taneous orientati n of the polarity. The black arrows ndicate
the orientati n of the displac ment b tween two successive frames. (b)
Sample trajectories of the is tro ic particles. The black arrows ndicate
the orient ti n of the displac ment b tween two successiv fra es. (c)
Five time series of the displac ment component along the polarity. The
signals hav been shifted for clarity. The dotted lines ndicate the zero.
On clearly obs rves negati e events, correspo ding to backwardmotio .
(d) D stribution of the reduced incr ments of the polarity
orie tationgD q ðsÞ over time s for increasing s. The color code in frames
(d,e,f) ndica es the value of s as reported on the legend of frame (f). (e)
D stributi n of the angle a(s) b twe n the displac ment vectorD~r(t,s) and
the polarity ~n(t) for increasing s. (f) D stribution of |D~r(t,s)|/s, the
displac ment over a ime s, normalized by s for increasing s.
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(a) (d) (e)
ignment is controlle by set screws. The ibrati n is
produced with an lectromagnetic servo-controll d shaker
(V455/6-PA1 00 ,LDS), the accelerometer for the contro
being fixed t the b tom of t top vibr tin disk, em-
b d ed in the expan d p lystyr n. A 400 l ng brass
d couples the air-beari g slider and the sh ke . It is
flexibl nough mp n at for th lignme t mismatch,
bu stiff nough o ensu e ech ni l couplin . The sh ker
rests on a thick wooden pl te b llasted with 460 kg of lead
b icks and ol t d fro the ground by rubber mats
(MUSTshock 100! 100! EP5, Musthan ). W have
measur d th mechanical resp ns of the whol tup
an found n reso ances in th w d w 70–130 Hz.
Here, we u e a sinusoidal vi ration of frequ ncy f ¼
115 Hz nd v ry he r lative ac elerati to gravity ! ¼
2!af2=g. Th vibr ti a litude t a peak acc l ration
f 1 g at this frequency is 25 "m. U ing a triaxi l accel-
erometer (356B18,PCB Electronics), we c cked th t th
h rizont l o vertic l r io is lower han 10#2 and that th
sp tial homog neity of the vibration is b tter than 1%.
Our polar particl s are micro-machined copper-
berylliu i ks (di eter d¼ 4 m) with an off-center
tip and a glued rubber skate located at diametrically oppo-
site positions [Fig. 1]. Th se two ‘‘legs,’’ whic have
diff rent mechanical r sponse und r vibration, endow the
particles with a pol r axis which can be determined from
above thanks to a black spot located on their top. Under
proper vibration, they can b set in direct d m tion (see
below). Of total heig t h ¼ 2:0 m, they are sandwic ed
between two thick glass plates separated by a gap of H ¼
2:4 m. We also u ed, to perform ‘‘null cas experi-
me ts,’’ plain rotati nally inv riant i ks (same metal,
diameter, and height), hereafter called the ‘‘sy metric’’
particles. We late ally co fined the part cles in a flower-
shaped ar na of i ternal iameter D ¼ 160 m [Fig. 1].
he petals avoid the stagnation and accumulation of par-
ticles along the boundarie as reported, for instance, in [11]
by ‘‘reinjecting’’ them in o the bulk. A CCD camera with a
sp tial resolution of 1728! 1728 pixels and standard
tracking oftware is used to capture the m tion of the
p rticles at a frame rate of 20 Hz. In the f llowing, the
un t of time s set to be the period of vibra ion and the unit
length is the particle diameter. Within th se units, the
resolution on the position ~r of the particle is b tter than
0.1, that on the orientation ~n is of the order of 0.05 rad and
the lag s parating two image is #0 ¼ 5:75. M asuri g the
long-time av raged p tial density map (f r various num-
ber of particles), we find that this density field slightly
increa es near the boundaries, but is constant to a few
percent in a r gion of interest (ROI) of diamet r 20d.
This provides an additional check of the sp tial hom ge-
neity of our setup.
We first performed experiments w th 50 particles, i.e., at
a surface fraction small enough so that collisio s are rare
and the individual dynami s can be investigated. F r larg
acceleration, the polar particles d scribe random-w lk-like
trajectories wit short persistence length. Decreasing !,
they how more and more directed m tion, and the persis-
tence e g h quickly exceeds the ystem size. Thi is in
contrast wi the sy metric particles which retain the same
shortly rrelat d indiv ual walk dynamics for all ! val-
u s [Fig . 2( ) and 2(b)].
Mor p ecis ly, individual velocities ~viðtÞ &
½~iðt þ #0Þ# ~rið Þ)=#0 measured within the ROI have a
w ll-d fined ost pro able or mean value vtyp ’ :025
(b)(a)
-3 -2 -1 0 1 2 3
α
PDF
(c)
2.7 3 3.3 3.6
Γ
0
2
4
6 Dθ
(d)
FIG. 2 (colo o li e). Individual dynamics for ! ¼ 2:7.
( ) Typi al portions of polar par icles trajectories inside the
ROI. Black and grey (red) arrows indicate ~vti and ~n
t
i at sel cted
times. The domain area is about 15! 15d. (b) The same for
symmetric particles. (c) Pro ability distribution function (PDF)
with counterprop gating waves with a common linear polariza-
tion (lin-lin) of $, the angle between ~vti and ~n
t
i. (d) V r ation of
angular diffusion coefficient D% with !.
FIG. 1 (color o line). Collecti e m tion of se f-prop lled
disks. B ttom left p nel: a sk tch f our pol r par icles. Main
panel: a snapsh t of ordered regime observed in our flower-
shape domain. The dark gray r veals the loc l alignment be-
tween particles {both rfect alignment [light grey (red)] nd
pergect ant alignment [dark grey (blue)]}. The intrinsic polarity
of e particl s ind cat d by t bla k arrows.
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we k e ding
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098001-2
investigate the interplay b tween these two transi ions. Bu ne
can already conclude hat confined active flows are like any
confined flows: boundaries cannot be ignored, and it is hard to
dise tangle the intrinsic ‘‘bulk’’ rop rties of active fluids from
those resulting from the inevitable pres nce of boundaries.
VI. Summ ry and disc ssion
Our results constitu , to our knowl dge, he first s udy of well-
controll d xperimental system in w ich ‘‘self- ropelled’’ objects
are able to move collectively over scale s large as the system
size. Th dynamics f our particle , although nominally thr e-
dimensional and complicated, a well accounted for y a wo-
dimensional e criptio in te ms of persis ent random walks.
Th ir binary collisions are not simple i elastic l gning s, but
are spatio-temporally xtended events during w ich mu tiple
actual collisions happen, leading eventually to a weak but cl ar
effective alignment.
At the coll ctive level, we sh wed how to avoid the acc u-
lati n of particles near the boundary walls by adopting flower-
shaped arenas whos petals help reinject particles in the bulk.
This trick is of cour e not perfect, a d we do obs rve igher
averag densities near the walls, so hat care must be take in
defining a region of interest in w ic the density is nearly
c ns an although diff rent from the no inal packing fr cti n.
We pr nt d the esults of thre s ts of xperiments conducted
near ‘‘optimal’’ densities suc hat well-developed collective
motion is obs rved, in w ich orientational o der is established on
scales comparable o the system size. In these most o dered
regim s, w recorded clear, un mbiguous vid nce of ‘‘giant
umber fl c uation ’’, a sign tur feature f orientationally-
o dered phases in active matter. Note hat in the case of a clear
phase separation b tween dense clusters and as ous stat —e.g
the i lastic coll ps of dissipa ive grains—o e ould also
rec rd ‘‘anomalous’’ density fl c uations; but these are ssen-
tially tied to the pres nce of well defined interfaces b tween the
two p as s, at odd wi he pr sent observation .
Fro the ealth of numerical studies of models of active
matter, wher per dic b und ry con tions are of a pted, it
is asy t f rg t about th inevitable role played by walls when
investigating colle tive motion. Here, i ad ition o th subtle
effects about th effective packi g fraction r corded in the regio
of interest, we showe hat at densities lightly la ger than those
used in th regimes where gia t number fl c uations w re
recorded, the b undarie ‘‘come back’’ in the pr blem by driving
macr scopic v rtic flows.
e xpe ime we co ucted have al o show some clear
lim tat ons of our setup: ven t ough e us d tw domain sizes,
finite-size effects r main strong nd difficult to estim te, w ic
rules ut ny st t nt about th (asymp otic) nature f he
Fig. 10 Emerg nce f confineme t-induced milling and its relati n t polar order. (a) Temporal evoluti n of the ortho-radial ordering parameter P(t)
and the polar ordering parameterJ t). (b) Zo m on a time window during which two inversion processes occur (vertic l dashed lines). (c,d,e) Successive
snapsh ts of the system with, from left to right, the inversion process from a clockwise (hPi < 0) to a anti-clockwise hPi > 0 large scale vortex. The
packing fractio f ¼ 0.58.
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Pu
bl
is
he
d 
on
 1
3 
A
pr
il 
20
12
. D
ow
nl
oa
de
d 
by
 B
ib
lio
th
eq
ue
 D
id
er
ot
 d
e 
Ly
on
 o
n 
16
/0
4/
20
15
 1
3:
04
:0
0.
 
View Article Online
w
h
ic
h
ch
an
g
es
b
y
o
n
ly
6
%
ov
er
th
e
in
te
rv
al
!
2
½2:
7;
3:
7"
(n
o
t
sh
ow
n
).
F
or
sm
al
le
r
va
lu
es
o
f
!
th
e
v
el
oc
it
y
d
ec
re
as
es
su
d
d
en
ly
an
d
th
e
p
ar
ti
cl
es
co
m
e
to
an
al
m
o
st
co
m
p
le
te
st
o
p
ar
o
u
n
d
!
¼
2:
4.
T
h
e
lo
ca
l
d
is
p
la
ce
m
en
ts
o
f
o
u
r
p
o
la
r
p
ar
ti
cl
es
ar
e
o
ve
rw
h
el
m
in
g
ly
ta
k
in
g
p
la
ce
al
o
n
g
~ n
iðt
Þ,t
h
ei
r
in
st
an
ta
n
eo
u
s
p
o
la
ri
ty
[F
ig
.
2
(c
)]
.
T
h
e
d
is
tr
ib
ut
io
n
o
f
th
e
an
g
le
!
iðt
;t
þ
" 0
Þb
y
w
h
ic
h
th
ey
tu
rn
d
u
ri
n
g
an
in
te
rv
al
" 0
[d
efi
n
ed
u
si
n
g
th
e
p
o
la
ri
ty
~ n
iðt
Þ]
is
an
ex
p
o
n
en
ti
al
d
is
tr
i-
b
u
ti
o
n
o
f
ze
ro
-m
ea
n
an
d
va
ri
an
ce
2D
!
="
0
.
T
h
e
an
g
u
la
r
d
if
fu
si
o
n
co
n
st
an
t
D
!
d
ec
re
as
es
fa
st
an
d
li
n
ea
rl
y
fo
r
!
2
½2:
7;
3:
7"
[F
ig
.
2
(d
)]
.
In
co
n
tr
as
t
ag
ai
n
,
D
!
is
ab
o
u
t
1
o
rd
er
o
f
m
ag
n
it
u
d
e
la
rg
er
fo
r
o
u
r
is
o
tr
o
p
ic
p
ar
ti
cl
es
,
an
d
va
ri
es
li
tt
le
w
it
h
!
(n
o
t
sh
ow
n
).
A
p
er
si
st
en
ce
le
n
g
th
ca
n
th
en
b
e
d
efi
n
ed
as
#
¼
1 2
$
2
v
ty
p
=D
!
(i
.e
.,
th
e
le
n
g
th
tr
av
el
ed
ov
er
th
e
ti
m
e
n
ee
d
ed
to
tu
rn
b
y
$
,
as
su
m
in
g
a
co
n
st
an
t
sp
ee
d
v
ty
p
).
It
s
ty
p
ic
al
va
lu
e
d
ec
re
as
es
fr
o
m
ab
ov
e
1
0
0
fo
r
!
¼
2:
7
to
ar
o
u
n
d
2
0
fo
r
!
¼
3:
7
w
h
er
ea
s
it
st
ay
s
ar
o
u
n
d
1
fo
r
th
e
sy
m
m
et
ri
c
p
ar
ti
cl
es
.
W
e
n
ow
tu
rn
to
th
e
co
ll
ec
ti
v
e
d
y
n
am
ic
s
o
f
o
u
r
p
o
la
r
p
ar
ti
cl
es
.
A
s
se
en
ab
ov
e,
th
e
re
la
ti
v
e
ac
ce
le
ra
ti
o
n
!
h
as
a
st
ro
n
g
in
fl
u
en
ce
o
n
th
ei
r
in
d
iv
id
u
al
d
y
n
am
ic
s,
co
n
tr
o
ll
in
g
th
e
p
er
si
st
en
ce
le
n
g
th
o
f
th
ei
r
tr
aj
ec
to
ri
es
v
ia
th
e
an
g
u
la
r
d
if
fu
si
o
n
co
n
st
an
t
D
!
.
D
u
ri
n
g
co
ll
is
io
n
s,
th
ey
ty
p
ic
al
ly
b
o
u
n
ce
ag
ai
n
st
ea
ch
o
th
er
se
ve
ra
l
ti
m
es
,
y
ie
ld
in
g
,
o
n
av
-
er
ag
e,
so
m
e
d
eg
re
e
o
f
p
o
la
r
al
ig
n
m
en
t
[F
ig
.
3]
.
A
ll
th
is
is
re
m
in
is
ce
n
t
o
f
V
ic
se
k
-l
ik
e
m
o
d
el
s,
fo
r
w
h
ic
h
o
n
e
o
f
th
e
m
ai
n
co
n
tr
o
lp
ar
am
et
er
s
is
th
e
st
re
n
g
th
o
f
th
e
an
g
u
la
r
n
o
is
e
co
m
p
et
in
g
w
it
h
th
e
al
ig
n
m
en
t
in
te
ra
ct
io
n
[3
,4
].
T
h
u
s
!
is
n
o
t
o
n
ly
an
ea
sy
co
n
tr
o
l
p
ar
am
et
er
,
b
u
t
al
so
a
n
at
u
ra
l
o
n
e,
w
h
ic
h
w
e
u
se
in
th
e
fo
ll
ow
in
g
.
T
h
e
su
rf
ac
e
fr
ac
ti
o
n
%
o
f
p
ar
ti
cl
es
is
an
o
th
er
n
at
u
ra
l
co
n
tr
o
l
p
ar
am
et
er
in
co
ll
ec
ti
ve
m
o
ti
o
n
an
d
g
ra
n
u
la
r
m
ed
ia
st
u
d
ie
s,
bu
t
it
is
so
m
ew
h
at
m
o
re
te
d
io
u
s
to
va
ry
,
an
d
,
m
o
re
im
p
o
rt
an
tl
y,
o
n
e
sh
o
u
ld
av
o
id
to
d
ea
l
w
it
h
to
o
fe
w
,r
es
p
ec
ti
v
el
y,
to
o
m
an
y,
p
ar
ti
cl
es
in
o
rd
er
to
p
re
ve
n
t
lo
ss
o
f
st
at
is
ti
ca
l
q
u
al
it
y,
re
sp
ec
ti
ve
ly
,
ja
m
m
in
g
ef
fe
ct
s.
B
el
ow
,
w
e
p
re
se
n
t
re
su
lt
s
o
b
ta
in
ed
w
it
h
N
¼
89
0
p
ar
ti
cl
es
,w
h
ic
h
g
iv
es
a
su
rf
ac
e
fr
ac
ti
o
n
%
’0
:3
8
in
th
e
R
O
I
w
h
er
e
an
av
er
ag
e
o
f
1
6
0
p
ar
ti
cl
es
(s
li
g
h
tl
y
d
ep
en
d
en
t
o
n
!
)
is
fo
u
n
d
.
S
im
il
ar
re
su
lt
s
w
er
e
o
b
ta
in
ed
at
n
ea
rb
y
d
en
si
ti
es
.T
o
ch
ar
ac
te
ri
ze
o
ri
en
ta
ti
o
n
al
o
rd
er
,w
e
u
se
th
e
m
o
d
u
lu
s
o
f
th
e
av
er
ag
e
ve
lo
ci
ty
-d
efi
n
ed
p
o
la
ri
ty
"
ðtÞ
¼
jh~ u
iðt
Þij
w
h
er
e
~ u
iðtÞ
is
th
e
u
n
it
ve
ct
o
r
al
o
n
g
~ v
iðtÞ
an
d
th
e
av
er
ag
e
is
ov
er
al
l
p
ar
ti
cl
es
in
si
d
e
th
e
R
O
I
at
ti
m
e
t
[1
6]
.
A
t
lo
w
!
va
lu
es
,
fo
r
w
h
ic
h
th
e
d
ir
ec
te
d
m
o
ti
o
n
o
f
o
u
r
p
o
la
r
p
ar
ti
cl
es
is
m
o
st
p
er
si
st
en
t,
w
e
o
b
se
rv
e
sp
ec
ta
cu
la
r
la
rg
e-
sc
al
e
co
ll
ec
ti
ve
m
o
ti
o
n
,
w
it
h
je
ts
an
d
sw
ir
ls
as
la
rg
e
as
th
e
sy
st
em
si
ze
[F
ig
.1
an
d
[1
7]
].
O
f
co
u
rs
e,
b
ec
au
se
o
u
r
b
o
u
n
d
ar
y
co
n
d
it
io
n
s
ar
e
n
o
tp
er
io
d
ic
,t
h
e
co
ll
ec
ti
v
e
m
o
ti
o
n
o
b
se
rv
ed
is
n
o
t
su
st
ai
n
ed
at
al
l
ti
m
es
.
L
ar
g
e
m
ov
in
g
cl
u
s-
te
rs
fo
rm
,t
h
en
b
re
ak
d
ow
n
,e
tc
.,
A
s
a
re
su
lt
,t
h
e
ti
m
es
se
ri
es
o
f
th
e
o
rd
er
p
ar
am
et
er
"
p
re
se
n
ts
st
ro
n
g
va
ri
at
io
n
s,
bu
tc
an
ta
k
e
a
ra
th
er
w
el
l-
d
efi
n
ed
o
rd
er
o
n
e
va
lu
e
fo
r
lo
n
g
p
er
io
d
s
o
f
ti
m
e
[F
ig
.4
(a
)]
.A
t
h
ig
h
!
va
lu
es
(l
ar
g
e
n
o
is
e)
n
o
la
rg
e-
sc
al
e
o
rd
er
in
g
is
fo
u
n
d
.
D
ec
re
as
in
g
!
,
th
e
P
D
F
o
f
"
b
ec
o
m
es
w
id
er
an
d
w
id
er
,
w
it
h
a
m
ea
n
an
d
a
m
o
st
p
ro
b
-
ab
le
va
lu
e
in
cr
ea
si
n
g
sh
ar
p
ly
[F
ig
s.
4
(b
)
an
d
4
(c
)]
.
N
o
te
th
at
th
e
m
o
st
p
ro
b
ab
le
va
lu
e
co
rr
es
p
o
n
d
s,
at
sm
al
l
!
,t
o
th
e
p
la
te
au
va
lu
e
fo
u
n
d
in
ti
m
e
se
ri
es
o
f
"
.
T
h
u
s,
w
e
o
b
se
rv
e
th
e
cl
ea
r
em
er
ge
n
ce
o
f
lo
n
g
-r
an
g
e
o
ri
en
ta
ti
o
n
al
o
rd
er
ov
er
th
e
ra
n
g
e
o
f
u
sa
b
le
!
va
lu
es
.
In
co
n
tr
as
t,
th
e
sa
m
e
ex
pe
ri
-
m
en
ts
re
al
iz
ed
w
it
h
o
u
r
sy
m
m
et
ri
c
p
ar
ti
cl
es
d
o
n
o
t
g
iv
e
ri
se
to
an
y
co
ll
ec
ti
ve
m
o
ti
o
n
[F
ig
.
4
(c
)]
,
w
h
ic
h
u
lt
im
at
el
y
in
d
ic
at
es
th
at
o
u
r
o
b
se
rv
at
io
n
s
w
it
h
p
o
la
r
p
ar
ti
cl
es
ar
e
n
o
t
d
u
e
to
so
m
e
re
si
d
u
al
la
rg
e-
sc
al
e
co
m
p
o
n
en
t
o
f
o
u
r
sh
ak
in
g
ap
p
ar
at
u
s
[1
5]
.
U
n
fo
rt
u
n
at
el
y,
w
e
co
u
ld
n
o
to
b
se
rv
e
th
e
sa
tu
ra
ti
o
n
o
f
th
e
o
rd
er
p
ar
am
et
er
ex
p
ec
te
d
d
ee
p
in
th
e
o
rd
er
ed
p
h
as
e,
b
e-
ca
u
se
th
e
‘‘
se
lf
-p
ro
p
u
ls
io
n’
’
o
f
o
u
r
p
o
la
r
p
ar
ti
cl
es
d
et
er
io
-
ra
te
s
fo
r
!
&
2:
7.
N
ev
er
th
el
es
s,
la
rg
e
"
va
lu
es
w
er
e
o
b
se
rv
ed
,
si
g
n
al
li
n
g
th
at
o
u
r
lo
w
es
t
u
sa
b
le
!
va
lu
es
ar
e
al
re
ad
y
in
th
e
o
rd
er
ed
p
h
as
e,
al
b
ei
t
n
o
t
q
u
it
e
su
re
ly
o
u
t
o
f
th
e
cr
it
ic
al
-t
ra
n
si
ti
o
n
al
re
g
io
n
.
W
e
th
u
s
in
ve
st
ig
at
e
th
e
em
er
g
en
ce
o
f
th
e
so
-c
al
le
d
‘‘
g
ia
n
t
n
u
m
b
er
fl
u
ct
u
at
io
n
s’
’
(G
N
F
)
w
h
ic
h
h
av
e
b
ee
n
sh
ow
n
th
eo
re
ti
ca
ll
y
an
d
n
u
m
er
i-
ca
ll
y
to
b
e
a
la
n
d
m
ar
k
o
f
o
ri
en
ta
ti
o
n
al
ly
o
rd
er
ed
p
h
as
es
fo
r
ac
ti
ve
p
ar
ti
cl
es
[1
,2
].
T
o
th
is
ai
m
,w
e
re
co
rd
ed
,a
lo
n
g
ti
m
e,
th
e
n
u
m
b
er
n
ðtÞ
o
f
p
ar
ti
cl
es
p
re
se
n
t
in
b
o
x
es
o
f
va
ri
o
u
s
si
ze
s
lo
ca
te
d
w
it
h
in
th
e
R
O
I.
G
N
F
ar
e
ch
ar
ac
te
ri
ze
d
b
y
th
e
F
IG
.
3
(c
o
lo
r
o
n
li
n
e)
.
T
ra
je
ct
o
ri
es
o
f
tw
o
p
ar
ti
cl
es
‘‘
d
u
ri
n
g
’’
a
co
ll
is
io
n
:
th
ey
fi
rs
t
co
ll
id
e
al
m
o
st
h
ea
d
o
n
,
b
u
t
re
p
ea
te
d
co
n
ta
ct
s
[a
ll
al
o
n
g
th
e
g
re
y
(r
ed
)
d
o
u
b
le
-h
ea
d
ed
ar
ro
w
]
fi
n
al
ly
le
av
e
th
em
al
m
o
st
al
ig
n
ed
,
d
es
p
it
e
th
ei
r
is
o
tr
o
p
ic
sh
ap
e.
2.
8
3
3.
2
3.
4
3.
6
3.
8Γ
0
0.
2
0.
4
0.
6
<
Ψ
>
po
la
r
sy
m
m
et
ric
(c)
10
0
10
1
10
2
n
10
0
10
1
10
2
∆n
(d)
0
20
00
0
40
00
0t
0
0.
2
0.
4
0.
6
0.
81
Ψ
(a)
0
0.
2
0.
4
0.
6
0.
8Ψ
PD
F
Γ 
=
 2
.8
Γ 
=
 3
.1
Γ 
=
 3
.4
Γ 
=
 3
.7
(b) sl
ope
 1.4
5
F
IG
.
4
(c
o
lo
r
o
n
li
n
e)
.
C
o
ll
ec
ti
ve
d
y
n
am
ic
s.
(a
)
T
im
e
se
ri
es
o
f
o
rd
er
p
ar
am
et
er
"
at
!
¼
2:
8.
(b
)
P
D
F
(l
in
-l
in
)
o
f
"
ðtÞ
at
va
ri
o
u
s
!
va
lu
es
.
(c
)
h"
iv
s
!
fo
r
p
o
la
r
an
d
sy
m
m
et
ri
c
p
ar
ti
cl
es
.
(d
)
#
n
v
s
n
at
!
¼
2:
8.
P
R
L
10
5,
0
9
8
0
0
1
(2
0
1
0
)
P
H
Y
S
I
C
A
L
R
E
V
I
E
W
L
E
T
T
E
R
S
w
ee
k
en
d
in
g
2
7
A
U
G
U
S
T
2
0
1
0
0
9
8
0
0
1
-3
(b)
al ost linear behavior in the G-rang over which steady pro-
pulsion occurs (Fig. 4(c)). This indicates at th main effect o G
is on h stren th of the angular noise. As a consequenc , the
persiste ce length x becomes l rge a G is decreased wi in the
steady propulsion range [2.7,3.8], b t falls back f r too small G
values (Fig. 4(d)).
IV. Binary colli ions
Having cha acteriz d the motion of our particl s, we now urn to
a statistical descripti n of their binary c llisions using trajecto-
ries recorded when only few particl s are evolving in the system
(typically 50 part cles in a domain of diameter !40). As already
stated, most models for the oll ctive motion of objects moving
on a substrate involve m r r l ss explicit alignment rules. For
elongate , rod-like particl s, inelastic c llis ons imm diately lead
to alignment. Here, given that our part cles in eract by c llisions
f their ci cular top pa t, no such direct alignment occurs.
Rather, e counters typically consist of multip e c llisions each
followed by some rebounds (Fig. 5(a) and ESI†43). It i thus by
no m ans clea a priori that even some eff cti , average align-
en takes place durin c llisions of tw of ur particles.
A. Defi ing c llisions, their duration, and their spatial extent
Given that e counters of tw of our particles typically involve
many actual c llisions, so etimes occurringmore frequently than
ur sampling rate, we studi d he statistics of e count rs defined
by the tot l space–time event during which two particles, initially
f r apart, have ad their centers stay closer from each o er than
som threshold distance dc. To insure t these events are ‘‘real’’
c llisions, this distance criterion was supplemented by the
condition t at the polarities of the twoparticles at the beginningof
the e counter indicate at their distance is likely to decrease.
Obviously, thedc c osenmust be larger than 1, bu n t too large
otherwise e counters may not cease. To use a nique, obj ctive
v lue ofd, we c lculated hsci, themean duratio of e counters, as
a fu ction ofdc, ov r a set of a few thou ands events. The resulting
curv shows plateau-like behavior in th rangedc˛ [1.5–1.9], th
middle of which can be defined as being th inflecti point d*cx
1.7 (Fig. 5(c)). Furth rmore, thiswell-defined v lue, aroundwhich
the statistics of e counters do not vary significantly, d es not vary
muchwhenG is changedwit in the useful range [2.7,3.8]. It i thus
adopted in the following to define e counters. O e e counters
thus defined, their spatial extension Drc can be estim ted as the
distance b tween the mid p in of the particle centers at the
beginni g nd at the end of the e counter (Fig. 5(b)) We find
the e counter sizes dis ributed roughly algebraically with an
exponent of th o der of 3, whereas the e counter durations sc are
dis ributed roughly exponentially. The i fluence of G on these
dis ributions remains rather weak, with exp rimentally-observed
means decrea ing slowly with G (Fig. 5(d–f)).
B. Alignment properties
In spite of their complicated space–tim structure, and of the
intrinsically chaot c/noisy cha acter of the particle dynamics, the
binary e counter possess a emarkable p operty: the sum of
the polarities of the two particles changes very little b twe n the
beginni g and the end of the e counter. The dis ribution of the
angle b cha acterizing this (see Fig. 5(b)) sharply peaks at around
0 (Fig. 6(a)).
In the following, we thus assume that b ¼ 0, and neglect the
dependence of the e counter statistics on the impact co fficient,
so that all the information related to alignment is encoded in the
conditional probability of qout, the utgoi g angle of the polar-
ities, on qin, the incoming angle (Fig. 5(b)). All this information is
repr sented in the scatter plot of qout vs qin (Fig. 6(b,d)). A first
striking fact is that most e counters actually do not change the
polarities at all: m st points of the scatter plot are located near
the di gonal qout ¼ #qin; the dis ribution of |qout # qin| sharply
peaks n ar zero (Fig. 6(c)). In the (qin,qout) scatter plot, apart
from the highly pop lated di gonal region, most of the remain-
ing points are located near the qout¼ 0 axis ( ear-perfect, Vicsek-
style alignment) or in the triangular region b tween this xis and
the qout¼ #qin di gonal (r uced utgoing angle, but not perfect
alignment) (see Fig. 6(b,d)). Anti-alignment or ‘‘nematic’’ inter-
actions similar to that repr sented in Fig. 5(a) (bottom) can be
seen, but they rem in rare.
Thus, al in all, about 70% of binary e counters amount to no
eff ctiv in eraction. Among the 30% remaini g ones, most are
strongly aligning, with a few outliers. So fa , our syste eems to
be rather close to the Vicsek model: ou parti les can be
considered, on some co se-graine tim scale, to be moving at
const nt spee . Via t e shaking amplitude G, we have good
control on th eff ctive r t tional diffusi constant Dq. And
Fig. 4 Self propulsion ( ) haracteristic spee hvi defined by the most
probable value of kD~r( )/s vs. G for s # 100. (b) Mean square ngular
increment c mputed a lag time s versus s, for vibr tion amplitude G ˛
[2.7–3.7]. (c) Diffusion oefficient Dq of the orientation of the polarity vs.
G. (d) P rsist ce length x ¼ hvi/Dq vs. G. Symbols (+) and (B) indicate
two different experimental runs with different experimental conditions,
such as ambient humidity, fine positioning of the top g ss plate, etc. The
data analyzed in this paper for the small system corresponds to the run
labelled (+).
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collective motion. Below, J(t) in fact represents the modulus of
th s velocity-bas d order parameter, pr perly normalized to be 1
for perfectly aligned pa ticles:
JðtÞ ¼
!
D~riðt; 50Þ
kD~riðt; 50Þk
"#### ######## ####;
where D~ri(t,50 is the displacement performed y particle i
be ween t and t + 50, and $i de otes the average over time steps t
and par icles i.
Time series ofJ(t) show that decreasing G from 3. to 2.7, the
system r aches more and mor ordered st tes, albeit never
perfectly ordered ones as xpected in a finite system with hard
walls (Fig. 8(e)). The mos ord red regimes exhibit very large
fluctuations f the order parameter over very long timescales as
shown also in th c rresponding histograms of v lu s taken by
J(t) (Fig. 8(c)).
As a matter of fact, our limited range of usable G values did not
allow u o ach regimes well inside the ordered phase, as shown,
e.g., by the variation with G of Jm, the m st prob bl value of
the order parameter (Fig. 8(d)). In both experi ents Ea and Eb,
J reaches values f the rder of 0.5 for G ¼ 2.8, but starts falling
back for smaller G values. In the experiment on the large system
Eb, the rise a Jm se ms steeper than in experiment Ea, but the
two cu ves are in fact difficult to compare giv n that the tw
experiments pos e s differ nt aver ged packing fra tions in their
ROI.
Thus i is not clear from the variation f the order parameter
lone hether our sys em, in its most o d red regime (G ¼ 2.8),
s reached the ordered pha e or is still influenced by the tran-
sitional region. A direc measurement of the spatial and temporal
correlation functions of the Eulerian v l city field suggests,
though, that the ordered phase is indeed reac ed. The Eulerian
Fig. 8 Emergence of collective moti : (a) snapshot take in a regime with long-range collective motion. The color co e is red (reps. blu ) or perfectly
aligned (reps. a ti-aligned) neighbors. (b) Time-averaged packing fraction hf( ,t) t versu th distance r to he cent r of the vibrating plate for G ˛ [2.7–
3.7]. The size of the region of interest (ROI) is chosen in rder to e sure unif rmity of the packing fraction inside the ROI and indica ed by he vertical
dashed line. The ROI in the small system has a radiu of 10 particl s diameters. We a so ch cked that the pa king fraction nside the ROI is stationary.
(Same color code as in (c)) (c) Distribution of the o der pa ameterJ for G ˛ [2.7–3.7], (color code as indicated in the legend). (d) Most probable value
Jm of the o der pa meter as a function of G for both th smaller experiment Ea (blackB) and the larger one, Eb, (red +). Inset:FROI as a function of G
for the same experiments. (e) Temp ral evolution f the o der pa ameter J(t) for our different vibration amplitudes G ¼ 3.6, 3.3, 3.1, 2.8.
Table 1 Main chara t ris ics of the sets of experiments described
Experiment Arena used # of particles f typical fROI
Ea small 890 0.47 0.39
Eb large 3830 0.42 0.26
Ec small 109 0.58 0.19
5636 | Soft Matter, 2012, 8, 5629–5639 This journal is ª The Royal S ciety of Chemistry 2012
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(c)
investigate the interplay b tween these two transitions. But one
can already conclude hat confined active flows are like any
confined flows: boundaries cannot be ignored, and it is hard to
dise tangle the intrinsic ‘‘bulk’’ r p rties f active fluids from
those resulting from the inevitable pres e of b undari s.
VI. Summary and disc ssion
Our results c nstitu e, to our knowl dge, the first study of a well-
c ntroll d xperimental system in w ich ‘‘self- ropelled’’ objects
are able to move collectively o e scale s large as the system
size. The dynamics f our particles, although nominally three-
dimensional and complicated, ar well accounted for by a two-
dimensional descriptio in terms of p rsis ent random walks.
Their binary collisions are n t simpl inelas ic al gning ones, but
are spatio-temporally xtended event during w ich mu tiple
actual collisions happen, leading ev ntually to a weak but clear
eff ctive alignment.
At the collective l vel, we showed how to avoid t acc m -
lati n of particles n ar the boundary walls by adopting flower-
shap d arenas whos petals help r inj ct particles in the bulk.
This trick is of course not perfect, and we do ob rv igh r
averag densities near the walls, so hat care must be take in
defining a r gion of interest in c the nsity is nea ly
co s an although differe from the nomin l acking fr ctio .
We pres nted the results of three sets of xperiments conducted
near ‘‘optimal’’ densities suc hat well-developed ollec ive
motion is obs rved, in w ich orientational o der is establishe on
scales comp rabl o the system size. In these mos d red
regimes, w rec ded clear, u ambiguous evid nce of ‘‘giant
number fl c ations’’, a signatur feature f orient ti nally-
o dered phases in active matter. Note hat in the case of a clear
phase separation b tween d nse clusters and g seo s stat —e.g
the inelastic collapse of dissipative grains—on would als
record ‘‘anomalous’’ density fl c uation ; but these are ssen-
tially tied to the pres nce of well defined interfaces b tween the
two ph ses, t odd wit the present bservations.
From the ealth of numerical studies of models of a tive
ma ter, wher per odic boundary con itions are of en adopted, it
i asy t forget about the inevit ble r le played by walls when
in stigating co lective motion. Here, in addition o the subtle
effects about the eff ctiv packing fraction recorded in the region
of interest, we howed hat at densities slightly la ger than those
us d in th regimes where gia t nu ber fl c uations were
recorded, the boundaries ‘‘come back’’ in the problem by driving
macr scopic vortical flows.
The xp riments we conducted have al o shown so e cl ar
li tations of our setup: even though we used tw domain sizes,
finite-s ze effe ts remain strong and difficult to estimate, w ich
rul s out any sta me t abou the (a y otic) atu e of h
Fig. 10 Emerg nce f confineme t-induced illing and its relati n t polar order. (a) Temporal evoluti n of the ortho-radial o ering parameter P(t)
and the polar ordering parameterJ t). (b) Zo m on a time window during which two inversion processes occur (vertic l dashed lines). (c,d,e) Successive
snapsh ts of the system with, from left to right, the inversion process from a clockwise (hPi < 0) to a anti-clockwise hPi > 0 large scale vortex. The
packing fraction f ¼ 0.58.
5638 | Soft Matter, 012, 8, 5629–5639 This journal is ª The Ro l So iety of Chemistry 12
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Figure 1.4 | Vibr te polar di ks. (a) Photogr ph of the polar disks. Sc l r: 4mm. Figure
fr m [36]. (b) P s stent a dom walks pe form d by vibrated polar disk at low den i y. E c olor
codes for a diﬀerent disk. Figure from [36]. (c) Snapsh t of a polar fl ck. Th color codes for he
loc a ignm nt between lf-propell d g ains: fro p rf c lign ent in red to p rfect an i-alignment
in blue. igure from [ 5]. d) The trajectories of vibrat d isks during a collision reveal th alignment
of eir rec n of m tion. Figur from [35]. (e) The vibrati accelerati n   is conv ient control
arameter. Top: the o i ntation diﬀusiv y f individual grai s incre s s with  . B ttom: th d cre s
of p larization with   r veals th t llective m tion is altered. Figure fr m [36].
The density is, as for the actin-fila ent exp ri e , a k y pa a et r o the sys m. While grai s
barely interact and form g s at low density, they display c lle tive m ion at igh de sity. Re-
cently, the authors have investiga ed t regi near close-packi g of h disks [10]. Th m rgence of
crystalline order does not suppre s coll ctive m tion and the syste form a flowing rystal. Anothe
nv ient control parameter is the vibr tion cceler tion  . Interesti gly, c a ing   h s a strong
impact on the grains dynamics, see Fig. 1 4e. At th individual level, increasing   yields in rease in
th ori ntation diﬀusivity D. Importantly, this igher randomization tran lates, at the colle tive level,
10
a
b
c d e
Figu e 1.3 | Grains vibrés.a. Pho d disque p lai . Eche e : 4 . F gur e [11]. b. La
tr j c ir d i ques a t la collis on. Figur d [10]. c. Disques polaire r un pl vibr n .
L coul ur code pour l’ l gn me local avec l v isi s. Fig re de [11]. d.Polaris tion moyenne de
pa ticul s n fon t n de la valeur d l’accélér ti n u l t au Γ. F gur de [11]. . Bâto s r fi és
(blancs) n urés bill s p ss v s (g is s). F ure d [23].
Le paramè e c n ôle majeur de e sys èm est l valeur de l’accélé tio verticale Γ du pl au
qu a un fort p c sur la dy m que ividuell des p r icul s. L rsqu l’a céléra io augmente,
la diffusion orientati nell st plus forte et la p rt ’or r tr îne un retard de l’ ppariti n du
mouvem nt coll ctif (Fig 1.3.d). Le s cond paramètre de contrôle est la densité. Pour une accélération
donnée, le système va subir une transition de flocking lorsque la densité augmente. Ce systè est très
intéressant puisqu’il est le seul des trois systè es que j présente ici à ne pas int agir n milieu liquide
et d nc s ns interactions hydrodynamiq es. S n princip l inconvénient expérim ntal es la limit tion
du nombr d p rticules à caus de la t ille du dispositif.
Plus récemment, le groupe d’O. Dauchot, a étudié les phases plus denses de ce système t il
ont ontré qu’à une densité proche du close-packing, le système orme s clust rs cristallins au sein
desqu ls le mouvem n coll c if perdure [24, 25]. Ils ont mis en évidence l’exi tence ’un cris al qui
peut couler e se réarrang r ( n "flowi g crystal").
Le groupe de Kumar et ses collaborateurs ont également mis en place une expérience de grains
vibrés [23] (Fig 1.3. ). Ils o t montré que des bâtons profilés peuvent in eragir à distance dans un
milieu constitué de billes passives et présenter un mouvement collectif à grande échelle.
Biopolymères auto-propulsés.
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Chapitre 1
Le second système que je présente ici a été développé au sein du groupe d’A. Bausch par Schaller,
Suzuki et leurs collaborateurs [8, 26]. Ces derniers ont choisi de travailler sur des biopolymères issus du
monde du vivant : des filaments d’actine d’environs 10µm de long. Ils se sont inspirés de mécanismes
intra-cellulaires pour les mettre en mouvement. En effet, à l’inverse de ce qui se passe dans la cellule
où des moteurs moléculaires (kinésine, myosine...) se déplacent le long du cytosquelette (microtubule,
filament d’actine...) pour assurer les fonctions de transport ou permettre la division cellulaire, ce
groupe a créé un tapis de myosine sur lequel des filaments d’actine peuvent se déplacer à une vitesse
moyenne de v0 = 5µm/s (Fig 1.4.a). L’atout majeur de ce système par rapport au premier est que
l’on peut facilement manipuler un très grand nombre de particules.
En faisant varier la concentration d’actine ou en augmentant l’activité des moteurs moléculaires,
une transition vers le mouvement collectif apparaît (Fig 1.4.b, c et d). À basse densité, les filaments
d’actines, comme les grains vibrés, se comportent comme des marcheurs aléatoires et forment une
phase gaz homogène et isotrope. Pour des densités légèrement plus élevées, les filaments se condensent
et forment des clusters polaires qui se déplacent dans le gaz. Enfin, à plus haute densité, on observe la
formation de bandes polaires propagatives à la Vicsek (voir 1.3.2) de polarités opposées et instables. Si
les mécanismes d’interactions étaient mal compris au départ, le groupe d’A. Bausch a plus récemment
rectifié cette situation en détaillant le mécanisme de collisions entre les biopolymères et mettant ainsi
en avant le rôle des interactions d’alignement dans la formation des bandes propagatives [27, 28]. Le
principal point négatif de ce système est que l’on n’a jamais pu observer de phase polaire homogène,
même à de très hautes densités.
Flocking physics
1.2 Synthetic flocks
Synthetic flocks out of polymers, grains and colloids have been made in laboratory experiments. The
diversity of the size, nature and propulsion mechanism of these motile units echoes the diversity found
in natural flocks. An overview of these systems is the opportunity to stress this variety while bringing
out the unity in the ordering mechanism. I first list these diﬀerent experiments by insisting on their
diﬀerences. Th n, I c me back on the features they share.
Actin filaments on a motility assay
The motility assay experiments performed by Schaller and co-workers [102] are among the first
realizations of flocks in the laboratory. Actin filaments, proteins of length ⇠ 10µm, are made active by
linking them to an array of molecular motors, see Fig. 1.3a. As it happens in cells, adding adenosine
tri-phosphate to the system triggers the molecular otors. Consequently, the filaments start moving
at a typical speed v0 ⇠ 5µm/s.
Figures 1.3b-c show that diﬀerent dynamic l states occur upon increasing the filament density ⇢.
At low density, the filam nts perform persistent rand m walks and form a homogeneous and isotropic
gas, see Fig. 1.3b. At intermediate density, pol r clusters merge and move t rough a dilute gaseous
background, see Fig. 1.3c. At high density, a pattern of polar waves that propaga e along a common
direction form. Remarkably, the polar clusters and polar waves th t emerge in he system can be up
to 500µm i size, orders of magnitudes larger than the filament . R cently, the authors have provided
a detailed account of multiple-body collision events that highlights the role of alignment interactions
in for emergence of these polar structures [115, 114].
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The emergence of collective motion exhibited by systems ranging
from flocks of animals to self-propelled microorganisms to the
cytoskeleton is a ubiquitous and fascinating self-organization
phenomenon1–12. Similarities between these systems, such as the
inherent polarity of the constituents, a density-dependent transi-
tion to ordered phases or the existence of very large density fluc-
tuations13–16, suggest universal principles underlying pattern
formation. This idea is followed by theoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, most of which have not yet
been experimentally verified. The complexity of interactions and
the limited parameter control of existing experimental systems are
major obstacles to our understanding of the underlying ordering
principles13. Here we demonstrate the emergence of collective
motion in a high-density motility assay that consists of highly
concentrated actin filaments propelled by immobilized molecular
motors in a planar geometry. Above a critical density, the fila-
ments self-organize to form coherently moving structures with
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long lived
and can span length scales orders of magnitudes larger than their
constituents. Our experimental approach, which offers control of
all relevant system parameters, complemented by agent-based
simulations, allows backtracking of the assembly and disassembly
pathways to the underlying local interactions. We identify weak
and local alignment interactions to be essential for the observed
formation of patterns and their dynamics. The presented minimal
polar-pattern-forming system may thus provide new insight into
emerging order in the broad class of active fluids8,23,24 and self-
propelled particles17,25.
The molecular system that we consider consists of only a few
components: actin filaments and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permits large
system sizes and possibly high particle densities with only a few, easily
adjustable key parameters. To investigate the stability and dynamics
of collective phenomena, the filament density, r, is chosen as control
parameter and is systematically varied.
Depending on r, two phases are discernable: a disordered phase
below a critical density, rc, of ,5 filaments per square micrometre,
and an ordered phase above rc. In the disordered phase at low actin
concentrations, the filaments, with a length of about 10 mm, perform
persistent random walks without any specific directional preference.
Their speed (v05 4.86 0.5 mms
21) is set by themotor proteins at the
surface and the adenosine tri-phosphate (ATP) concentration
(cATP5 4mM). The observed directional randomness is thermal in
nature but lso reflects the motor distribution and activity at the
surface27.
Increasing the filament density above rc results in a transition to an
ordered phase that is characterized by a polymorphism of different
polar nematic patterns coherently moving at the speed v0 (Fig. 2).
These patterns can be further classified according to their size, orienta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-density regime above rc, moving clusters
(swarms) of filaments appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characterized by
persistent density modulations.
The clusters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional persistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape but barely influences its tem-
poral stability. The cluster integrity is only affected if collisions with
boundaries or other clusters are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
also a more persistent cluster movement. Individual clusters spon-
taneously emerge from the dilute, disordered background and
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by the use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
densities, a disordered phase is found. The individual filaments perform
persistent random walks without any specific directional preferences.
Encounters between filaments lead to crossing events with only slight
reorientations. Scale bar, 50 mm.
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The emerge ce of collective motion exhibit d by systems ranging
from flocks of animals to self-propelled microorganisms to the
cytoskeleton is a ubiquitous and fascinating self-organization
phenomenon1–12. Similarities between these systems, such as the
inherent polarity of the constituents, a density-dependent transi-
tion to ordered phases or the existence of very large density fluc-
tuations13–16, suggest universal principles underlying pattern
formation. This idea is followed by theoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these mod ls characteri tically have a broad parameter pace
with a manifold of possible patter s, most of which have not yet
been experimentally v rified. The complexity of interactions and
the limited parameter control of existing experimental systems re
major obstacles to our understanding of the underlying ordering
principles13. Here we demonstrate the emergence of collective
motion in a high-density motility assay that consists of highly
concentrated actin filaments propelled by immobilized molecular
motors in a planar geometry. Above a critical density, the fila-
ments self-organize to form coherently moving structures with
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long lived
and can span length scales orders of magnitudes larger than their
constituents. Our experimental approach, which offers control of
all relevant system para eters, complemented by agent-based
simulations, allows backtracking of the assembly and disassembly
pathway to the u erlying local int ractions. We identify weak
and local alignment interactions to be ess n al for the bserved
formation of patterns and their dynamics. The presented minimal
polar-pattern-forming system may thus provide new insight into
emerging order in the broad class of active fluids8,23,24 and self-
propelled particles17,25.
The molecular system that we consider consists of only a few
components: actin filaments and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permits large
system sizes and possibly high particle densities with only a few, easily
adjustable key parameters. To investigate the stability and dynamics
of collective phenomena, the filament density, r, is chosen as control
parameter and is systematically varied.
Depending on r, two phases are discernable: a disordered phase
below a critical density, rc, of ,5 filaments per square micrometre,
and an ordered phase above rc. In the disordered phase at low actin
concentrations, the filaments, with a length of about 10 mm, perform
persistent random walks without any specific directional preference.
Their speed (v05 4.86 0.5 mms
21) is set by themotor proteins at the
surface and the adenosine tri-phosphate (ATP) concentration
(cATP5 4mM). The observed directional randomness is thermal in
ature but also reflects the motor distribution and activity at the
surface27.
Increasing the filament density above rc results in a transition to an
ordered phase that is characterized by a polymorphism of different
polar nematic patterns coherently moving at the speed v0 (Fig. 2).
These patterns can be further classified according to their size, orienta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-density regime above rc, moving clusters
(swarms) of filaments appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characterized by
persistent density modulations.
The clusters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional persistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape but barely influences its tem-
por l stability. The cluster integrity is only affected if collisions with
boundaries or other clusters are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
also a more persistent cluster movement. Individual clusters spon-
taneously emerge from the dilute, disorder d background and
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by the use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
densities, a disordered phase is found. The individual filaments perform
persistent random walks without any specific directional preferences.
Encounters between filaments lead to crossing events with only slight
reorientations. Scale bar, 50 mm.
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The emergence of collective motion exhibited by systems ranging
from flocks of animals to self-propelled microorganisms to the
cytoskeleton is a ubiquitous and fascinating self-organization
phenomenon1–12. Similarities between these systems, such as the
inherent polarity of the constituents, a density-dependent transi-
tion to ordered phases or the existence of very large density fluc-
tuations13–16, suggest universal principles underlying pattern
formation. This idea is followed by theoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, most of which have not yet
been experimentally verified. The complexity of interactions and
the limited parameter control of existing experimental systems are
major obstacles to our understanding of the underlying ordering
principles13. Here we demonstrate the emergence of collective
motion in a high-density motility assay that consists of highly
concentrated actin filaments propelled by immobilized molecular
motors in a planar geometry. Above a critical density, the fila-
ments self-organize to form coherently moving structures with
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long liv d
and can span length scales orders of magnitudes larger than their
constituents. Our experim ntal approach, which o fers control of
all relevant system pa ameter , complemented by agent-based
simulations, allows acktracking of the assembly and disasse bly
pathways to the underlying local interactions. We identify weak
and local alignment interactions to be essential for the observed
formation of patterns and their dynamics. The presented minimal
polar-pattern-forming system may thus provide new insight into
emerging order in the broad class of active fluids8,23,24 and self-
propelled particles17,25.
The molecular system that we consider consists of only a few
components: actin filaments and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permit large
system sizes and possibly high particle densities with only a few, easily
djustable k y parameters. To investigate the stability and dynamics
of collective phenomena, the filament density, r, is chosen as control
p rameter and is systematically varied.
Depen ing on r two phases ar discernable: a disordered phase
below a critical density, rc, of ,5 filaments per squa micrometre,
and an ordered phase ab ve rc. In the disordered phase at low ctin
concentr tions, the filaments, with a length of about 10 mm, perform
persistent random walks without any specific directional ref rence.
Their speed (v05 4.86 0.5 mms
21) is set by them to proteins at th
surfac and the ad nosine tri-phosphate (A P) conce tration
(cATP5 4mM). The observ d directional andomness is thermal in
nature but also reflects the motor distribution and activity at the
surface27.
Increasing the filament density above rc results in a transition to an
ordered phase that is characterized by a polymorphism of different
polar nematic patterns coherently moving at the speed v0 (Fig. 2).
These patterns can be further classified according to their size, orienta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-density regime above rc, moving clusters
(swarms) of filame ts appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characteriz d by
persistent density modulations.
The clusters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional p rsistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape but barely influences its tem-
poral stability. The cluster integrity is only affected if collisions with
boundaries or other clusters are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
also a more persistent cluster movement. Individual clusters spon-
taneously emerge from the dilute, disordered background and
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by the use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
ensities, a disordered phase is found. The individual filaments perform
persist t rand m walks without any specific directional preferences.
Encounters between filaments l ad to cr ssi g events with only slight
reorientatio s. Scale bar, 50 mm.
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Figur 1.3 | Ac i filaments on a motility assay. (a) Sketch of the motility assay experiments.
Ac i fil ment (F-actin) are linked to molecular motors (HMM). The addition of adenosin tri-phosphate
(ATP) motorizes the filaments. Figure from [102]. (b) Snapshot of a homogeneous and isotropic gas
of fi ments at low density. Scale bar: 50µm. Figure from [101]. (c) Snapshot of polar clusters of
filaments propagating through a dilute gas at intermediate density. Scale bar: 50µm. Figure from [102].
(d S pshot of polar waves of filaments propagating through a dilute gas at high density. Scale bar:
50µm. Figure from [102].
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Flocking physics
1.2 Synthetic flocks
Synthetic flocks out of polym rs, grains an colloids have been made in laboratory experiments. The
divers ty of the size, n ure and propulsion mechanism of these motile nits echoes the diversity found
in atural flocks. An overview of these systems i the opportunity to stress this variety while bringing
out th nity in the ordering mechanism. I first list hese diﬀerent experiments by insisting on their
diﬀerences. Then, I come back on the features they share.
Actin filaments on a motility assay
Th motility assay ex erime ts performed by Schaller and co-workers [102] are among the first
realizations of flocks in the laboratory. Actin filaments, proteins of length ⇠ 10µm, are made active by
linking them to an array of molecular motors, s e Fig. 1.3a. As it happen in c lls, adding d nosine
tri-phosphate to th system triggers the molecular motors. Consequently, the filament st rt moving
at a typical speed v0 ⇠ 5µm/s.
i ures 1.3b-c show that diﬀerent dynamical stat s occur upon increasing the filame t density ⇢.
At low density, the filaments perform persistent random walks and form a homogeneous and isotropic
gas, see Fig. 1.3b. At intermediate density, polar clusters emerge and move through a dilute gaseous
b ckgrou d, see Fig. 1.3c. At high density, a pattern of polar waves that propagate along a common
direc ion for . Rem rkably, the polar clusters and polar waves that emerge in the system can be up
to 500µm in size, orders of magnitudes larger than the filaments. Recently, the authors have provided
a deta le account of multiple-body collision events that highlights the role of alignment interactions
in for emerge ce of these polar structures [115, 114].
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The emergence of collective motio exhibited by systems ranging
from flocks of a imals o self-propelled microorganis s to th
cytoskeleton is a ubiquitous nd fascinating s lf-o ganization
phenomenon1–12. Similarities between these systems, such as he
inherent polarity of the co stituents, a de ity-dependent transi-
tion to ordered phases or the existence of very large density fluc-
tuations13–16, suggest universal principles underlying pattern
formation. This idea is followed by theoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, most of which have not yet
been experimentally verified. The complexity of interactions and
the limited parameter control of existing experimental systems are
major obstacles to our understanding of the underlying ordering
principles13. Her we demonstrate the emergence of c llective
motion in a high-density motility assay that consis s of highly
concentrated actin filaments propelled by immobilized molecular
motors in a planar geometry. Above a critical de sity, the fila-
ments s lf-organ ze to form coherently moving stru tures ith
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long lived
and can span length scales orders of magnitudes larger than their
constituents. Our experimental approach, which offers control of
all relevant system parameters, complemented by agent-based
simulations, allows backtracking of the assembly and disassembly
pathways to the underlying local interactions. We identify weak
and local alignment interactions to be essential for the observed
formation of patterns and their dynamics. The presented minimal
polar-pattern-forming system may thus provide n w insight into
emerging order in the broad class of active fluids8,23,24 and self-
propelled particles17,25.
The molecular syst m that we consider onsists of only a few
components: actin filaments and fluorescently labelled reporte fila-
ments that are propelled by non-processive otor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permits large
system sizes and possibly high particle densities with only a few, easily
adjustable key parameters. To investigate the stability and dynamics
of collective phenomena, the filament density, r, is chosen as control
parameter and is systematically varied.
Depending on r, two phases are discernable: a disordered phase
below a critical density, rc, of ,5 filaments per square micrometre,
a d a ordere phase above rc. In th disordered phase at low actin
concentrations, the filaments, with a length of about 10 mm, perform
persistent random walks without any specific directional preference.
Their speed (v05 4.86 0.5 mms
21) is set by themotor proteins at the
surface and the adenosine tri-phosphate (ATP) concentration
(cATP5 4mM). The observed directional randomness is thermal in
nature but lso reflects the motor distribution and activity at the
surface27.
Increasing the filament density above rc results in a transition to an
ordered phase that is characterized by a polymorphism of different
polar nematic patterns coherently moving at the speed v0 (Fi . 2).
These patterns can be further classified according to their size, orienta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-density regime above rc, moving clusters
(swarms) of filaments appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characterized by
persistent density modulations.
The clusters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional persistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape but barely influences its tem-
poral stability. The cluster integrity is only affected if collisions with
boundaries or other clusters are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
also a more persistent cluster movement. Individual clusters spon-
taneously emerge from the dilute, disordered background and
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by t e use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
densities, a disordered phase is found. The individual filaments perform
persistent random walks without any specific directional preferences.
Encounters between filaments lead to crossing events with only slight
reorientations. Scale bar, 50 mm.
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The emerge ce of collective motion exhibit d by syste s ranging
from flocks of animals to self-propelled microorganisms to the
cytoskeleton is a ubiquitous and fascinating self-organization
phenomenon1–12. Si ilarities betwe n these systems, such a the
inherent p larity of the constituents, a density-dependent transi-
tion to ordered ph ses or the existence of very large densi y fluc-
tuations13–16, suggest universal principles underlying pattern
formation. This idea is followed by theoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macro copic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these mod ls characteri tically have a broad parameter pace
with a manifold of possible patter s, ost of which have not yet
been experimentally v rified. The complexity of interactions and
the limited parameter control of existing experimental systems re
major obstacles to our understanding of the underlying ordering
principles13. Here we demonstrate the emergence of c llective
motion in a high-density motility ass y that consist of highly
concentrated actin filaments propelled by immobilized molecular
motors in a planar geometry. Above a critical density, he fila-
ments self-organize to form coherently moving structures with
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long lived
and can span length scales orders of magnitudes larger than their
constituents. Our experimental approach, which offers control of
all relevant system para eters, complemented by agent-based
simulations, allows backtracking of the assembly and disassembly
pathway to the u erlying local int ractions. We identify weak
and local alignment interactions to be ess n al for the bserved
formation of patterns and their dynamics. The presented minimal
polar-pattern-forming system may thus provide new insight into
emerging order in the broad class of active fluids8,23,24 and self-
propelled particles17,25.
The molecular system that we consider consists of only a few
components: actin filaments and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permits large
system sizes and possibly high particle densities with only a few, easily
adjustable key parameters. To investigate the stability and dynamics
of collective phenomena, the filament density, r, is chosen as control
parameter and is systematically varied.
Depending on r, two phases are discernable: a disordered phase
below a critical density, rc, of ,5 filaments per square micrometre,
and an ordered phase above rc. In the disordered phase at low actin
concentrations, the filaments, with a length of about 10 m , perform
persistent random walks without any specific directional preference.
Their speed (v05 4.86 0.5 mms
21) is set by themotor proteins at the
surface and the adenosine tri-phosphate (ATP) concentration
(cATP5 4mM). The observed directional rando ness is thermal in
ature but also reflects th motor distribu ion and activity at the
surface27.
Increasing the filament density above rc results in a transition to an
ordered phase that is characterized by a polymorphism of different
p lar nematic patterns c herently moving at the sp ed v0 (Fig. 2).
These patterns can be furth r clas ifie according to their size, ori nta-
tional persistence, overall lifetime and assembly/disass mbl mechan-
isms: in an intermediate-density regime above rc, moving clusters
(swarms) of filaments appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characterized by
persistent density modulations.
The c usters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional persistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape but barely influences its tem-
por l stability. The cluster integrity is only affected if collisions with
boundaries or other clusters are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
al o a m re persistent cluster movement. Individual clusters spon-
taneously emerge from the dilute, disorder d background and
1Lehrstuhl fu¨r Biophysik-E27, Technische Universita¨t Mu¨nchen, 85748 Garching, Germany. 2Arnold Sommerfeld Center for Theoretical Physics and CeNS, Department of Physics,
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by t use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
den ities, a disordered phase is found. Th individual filaments perform
persistent random walks without any specific directional preferences.
Encount rs between filaments lead to crossing events with only light
reorien ations. Scale b r, 50 mm.
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Polar patterns of driven filam nts
Volker Schaller1, Christoph Weber2, Christine Semmrich1, Erwin Frey2 & Andreas R. Bausch1
The emergence of collective motion exhibited by systems ranging
from flocks of animals to self-propelled microorganisms to the
cytoskeleton is a ubiquitous and fascinating self-organization
phenomenon1–12. Si ilarities between these systems, such as the
inherent polarity of the constituents, a density-dependent transi-
tion to ordered phases or the existence of very large density fluc-
tuations13–16, suggest universal principles underlying pattern
formation. This idea is followed by theoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, ost of which have not yet
been experimentally verified. The complexity of interactions and
the limited parameter control of existing experimental systems are
major obstacles to our understanding of the underlying ordering
principles13. Here we demonstrate the emergence of collective
motion in a high-density motility assay that consists of highly
concentrated actin filaments propelled by immobilized molecular
motors in a planar geometry. Above a critical density, the fila-
ments self-organize to form coherently moving structures with
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long liv d
and can span length scales orders of magnitudes larger than their
constituents. Our experim ntal approach, which o fers control of
all relevant system pa ameter , complemented by agent-based
simulations, allows acktracking of the assembly and disasse bly
pathways to the underlying local interactions. We identify weak
and loc l alignment interactions to be essential for the observed
formation of patt rn and their ynam cs. The presented minimal
polar-pattern-formi g system may thus provide new insight into
emerging order in the broad class of active fluids8,23,24 and self-
propelled particles17,25.
The molecular system that we consider consists of only a few
components: actin filaments and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permit large
system sizes and possibly high particle densities with only a few, easily
djustable k y parameters. To investigate the stability and dynamics
of collective phenomena, the filament density, r, is chosen as control
p ameter and is systematically varied.
Depen ing on r two phases ar discernable: a disordered phase
below a critical density, rc, of ,5 filaments per squa micrometre,
and an ordered phase ab ve rc. In the disordered phase at low ctin
concentr tions, the filaments, with a length of ab ut 10 m , perform
persistent random walks without any specific directional ef rence.
Their speed (v05 4.86 0.5 mms
21) is set by them to proteins at th
surfac and the ad nosine tri-phosphate (A P) conce tratio
(cATP5 4mM). The observ d directional ando ness is thermal in
nature but also reflects the motor distribution and activity at the
surface27.
Increasing the filament density above rc results in a transition to an
ordered phase that is characterized by a polymorphism of different
polar nematic patterns coherently moving at the speed v0 (Fig. 2).
Th se patterns can be further classified according to their size, orie ta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-density regime above rc, moving clusters
(swarms) of filame ts appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characterized by
persistent density modulations.
The clusters encountered n the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional p rsistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
siste ce affects the cluster’s shape but barely influences its tem-
poral stability. The cluster integrity is only affected if collisions with
boundaries or other clusters are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
also a more persistent cluster movement. Individual clusters spon-
taneously emerge from the dilute, disordered background and
1Lehrstuhl fu¨r Biophysik-E27, Technische Universita¨t Mu¨nchen, 85748 Garching, Germany. 2Arnold Sommerfeld Center for Theoretical Physics and CeNS, Department of Physics,
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by t use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
en ities, a disordered phase is found. Th individual filaments perform
persist t rand m walks without any specific directional preferences.
Encount rs between filaments l ad to cr ssi g events with only light
reorien atio s. Scale b r, 50 mm.
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Figu 1.3 | Ac i fila ents on a motility assay. (a) Sketch of the motility assay experiments.
Ac i fil e t (F-actin) ar linked to molecular motors (HMM). The addition of adenosin tri-phosphate
(ATP) mo ori e he filaments. Figure from [102]. (b) Snapshot of a homogeneous and isotropic gas
of fi nts at low d nsity. Scale bar: 50µm. Figure from [101]. (c) Snapshot of polar clusters of
fila ents propagating through a dilute gas at intermediate density. Scale bar: 50µm. Figure from [102].
( S pshot of olar waves of filaments propagating through a dilute gas at high density. Scale bar:
50µm. Figure from [102].
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Flocking physics
1.2 Synthetic flocks
Synthetic flocks out of polymers, grains and colloids have been made in laboratory ex e iments. The
diversity of the size, nature and propulsion mechanism f these moti units echoes the diver ity found
in natural flocks. An overview of these syst ms is the op ortunity to tress thi variety while bringing
out the unity in the ordering m chanism. I first list these diﬀ ent xperiments by insi ting on their
diﬀerences. Then, I come back on the features they share.
Actin filaments on a motil ty assay
The motil ty assay experiments performed by Schaller and co-workers [102] are among the first
realizations of flocks in the laboratory. Actin filaments, proteins of length ⇠ 10µm, are made active by
linking them to n arr y f molecular mo ors, see Fig. 1.3a. As it hap ens in cells, ad ing adenosine
tri-phospha e to the system trig ers the molecular motors. Consequently, the filaments start moving
at a typical speed v0 ⇠ 5µm/s.
Figures 1.3b-c show that diﬀerent ynamical states occur upon increasing th filament density ⇢.
At low de sity, the filaments perform persi tent random walks and form a homogeneous and isotropic
gas, se Fig. 1.3 . At ntermediate density, polar clusters emerge and move through a dilute gaseous
background, s e Fi . 1.3c. At high density, a pattern of polar waves that propagate along a com on
directio form. Re a ka ly, the polar clusters and polar waves that emerge in the system can be up
to 50 µm in size, orders of magnitudes larger than the filaments. Recently, the authors have provided
a detailed account f ultiple-body collis on events that highlights the role of alignment interactions
in f r em rge ce of these polar structures [1 5, 1 4].
(c)(a) (d)
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Polar patterns of d ive fil ments
Volker Schaller1, Christoph Web r2, Christine Semmrich1, Erwin Frey2 & Andreas R. Bausch1
The em rg nc of collective moti n exhibited by systems rangi
from flocks of animals to s lf-pro elled microorganism to he
cytoskeleton is a ubiqu tous and fascina ing self-organization
phenomenon1–12. Similarities betwe n these systems, such as the
inherent polarity of the constituents, density-dependent transi-
tion to orde ed phases or the existenc of very large d nsity fluc-
tua ions13–16, suggest universal princ pl s underlying pattern
formation. This idea is followed by theor tical models at all levels
of description: micro- r mesosc pic models directly map local
forces and interactions u ing o ly a few, preferably simple, inter-
action rules12,17–2 , and more macrosc pic approaches in the
hydro ynamic l mit rely on the systems’ generic symmetries8,22 23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, most of whic have not yet
been xperimentally verified. The complexity of interactions and
the limited parameter control of existing experimental systems are
major bstacles to ur derstandi g of the underlying orde ing
princ ples13. Here we d monstrate he em rg nc of collec ive
moti n i a hig -d nsit motili y ass y tha consist of hig ly
conce trated actin f laments pro elled by immobiliz d molecular
motors in a planar geometry. Above a critical density, the fila-
m nts self-o ganize to f rm coh ently moving struct res with
persisten density modulations, such as clusters, swirls and inter-
connect d bands. These p lar nematic struct res are long lived
and can span length scales orde s of magnitudes large than their
constituents. Our experimental approach, whic offers control of
all relevant system parameters, complem nt d by agent-based
simulations, allows backtracking of the assembly and disas embly
pathways to the underlying local interactions. We identify weak
and local alignment i teractions to be ess ntial for the observ d
formation f patterns and their dynami s. T e pr sen d mi i al
polar-pattern-forming system ay thus provide n w ins ght into
em rgin orde in the broad class of act v f uids8,23,24 nd self-
pro elled p r cles17,25.
The mole ular system tha w consi er c nsist of nly a few
co ponents: actin f aments and fluoresc ntly labelled reporter fila-
ments tha re pro elled by non-processive motor p oteins (heavy
eromyosin (HMM)) in the planar geometry of a st nda motility
assay26 (Fig. 1) The molecular nature of this approach permits large
system sizes and possibly hig particle densities with only a few, easily
adjustable key parameters. To investigate the stability and dynamics
of c llective phenomena, the filament density, r, is chosen as control
parameter and is sy tematic lly varied.
Dependi g on r, two phases are discernable: a disorde ed phase
below a critical density, r of ,5 filaments per sq are micrometre,
and an orde ed phase above r . In the disorde ed phase at low actin
conce tr tions, the filaments, wi h a leng h of about 10 mm, perform
persi ten random walks with ut any specifi direc io al preferenc .
Their peed (v05 4.86 0.5 mms
21) is set by themot r p teins at the
surface and the aden sine ri-ph sphate (ATP) conce tration
(cATP5 4 M). The observ d dir ctional r ndomne s i thermal in
nature but lso reflects the motor distr bution a d activi y at the
surface27.
Increasing the filament density above rc result in a tr nsition to an
rd ed phase tha is characteriz d by a polymorphism of ifferent
polar ematic patterns coh ently oving at he spee v0 (Fig. 2).
These patterns can be further classified according to their size, orienta-
tional persistenc , overall lifet me and assembly/disassembly mechan-
isms: in a i termediate-d nsity regime above rc, moving cluster
(swarms) of filaments appear; in the ig -density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
pro agating waves start to f rm. Both patterns are characteriz d by
persisten density modulations.
The clusters ncountered in the intermediate s ate move indepen-
dently and have cluster sizes rangi from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reo ientations of l w directional persistenc
(Fig. 2a, b and Supplem ntary Movie 1). The low rientational per-
sis enc affects the cluster’s shape but barely influenc s it tem-
poral tability. The cluster integrity s only affected if collisions with
boundaries or other clusters a e encountered. Increasing the filament
density n this intermediate regime not only yields arge clusters but
also a more p rsisten cluster movem nt. Individual clusters spon-
taneously em rg from the dilute, disorde ed background and
1Lehrstuhl f¨r Biophysik-E27, Technische Universita¨t Mu¨nchen, 85748 Garching, Ger any. 2Arnold Sommerfeld Center for Theoretical Physics and CeNS, Department of Physics,
Ludwig-Maximilians-Universita¨t Mu¨nchen, 80333 Munich, Germany.
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Figure 1 | Schematic of the high-density motility ass y. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by the us of flu rescently labelled r p rter filaments wit a ratio
of labelled to unlabelled filaments f ,1:200 to 1:320. b, For l w filament
ensities, a disordered phase is found. The indivi ual filaments perform
persistent ran om walks without any specific d rectional prefe nc s.
Encounters betw en filaments lead to cr ssing events with only slight
reori ntations. Scale bar, 50 mm.
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Polar att s f driv fila n
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The em rg c of llective motion xhibit d b systems rangi
from flocks of animals to self-pro ll microo ganisms to the
cytoskeleton is a ubiqu tous and fascinating self-organiz tion
phenomenon1–12. Similar ti s be w en these systems, su h as th
inherent polarity of the constitu nts, a density-de ende t transi-
tion to orde ed phases or the existe c of very large d nsity fluc-
tua ions13–16, suggest universal principles und lying pa tern
formation. This idea is followed by theor tical models at all levels
of description: micro- r mesosc pic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17– 1, and more macrosc pic approaches in the
hydro ynamic limit rely on the systems’ generic symmetri s8,22,23.
All these mod ls characteri tically have a broad parameter pace
with a manif ld of possible patter s, most f whic have not yet
been xp ri ally v rified. Th complexity of interactions and
the limited parameter control of existing xp rimental systems are
major obstacles to our nderstandi g of the underlying orde ing
principles13. H e we d monstrate the em rg nc f collective
motion i a hig -density motility assay tha consist of hig ly
con e trated actin f laments pr elled by immobilized molecular
motors in a planar geometry. Abov a critical density, he fila-
ments self-organize to f r coherently moving struct res with
persisten density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic struct res are long lived
and can span le gth scales orde s of magnitudes large than their
constituents. Our exp rimental approach, whic offers control of
all relevant system para eters, comple nt d by agent-based
simulations, allows backtracking of the assembly and disasse bly
pathway to the u erlying local i t ractions. We identify weak
and local alignment i eractions to be essen al f r the bserv d
formation f patterns and their dynamics. The present d minimal
polar-pattern-forming system may thus provide n w insight in o
em rgin orde in the broad class of active fluids8,23,24 and self-
pro elled particles17,25.
The molecular system that we consider consist of nly a few
components: actin f laments and fluorescently labelled reporter fila-
ments that are pro elled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a st nd r motility
assay26 (Fig. 1) The molecular nature of this approach permits large
syste size and possibly hig particle densities with only a few, asily
adjustable key parameters. To investiga e th stability and dyna ics
of c llective phenomena, the filament density, r, is chosen as control
parameter and is sy tematic lly varied.
Dependi g on r, two phases are discernable: a disorde ed phase
below a critical density, rc of 5 filaments per square micrometre,
and an orde ed phase bove rc. In the disorde ed phase t low actin
con e trations, the filaments, with a length of about 10 mm, perfor
persistent random walks without any specific d rectional prefe nc .
Their speed (v05 4.86 0.5 m s
21) is set by themotor proteins at the
surface and the adenosine tri-phosphate (ATP) con e tration
(cATP5 4mM). The observed directional r ndomness i thermal in
ature but also reflects the motor distribution a d activi y at the
surface27.
Increasing the filament density above rc result in a tr nsition t an
orde ed p ase that is characte iz d b a polymorphism of di ferent
polar ematic patterns coherently moving at th speed v0 (Fig. 2)
These patter s can be further clas f d ccording to their size, rienta-
tion l p rsi tenc , overall lifetim and assembly/disasse bly mechan-
isms: in a intermediate-d nsity regime above rc, moving cluster
(swarms) of filaments appear; in the ig -density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
pro agating waves start to form. Both patterns are characteriz d by
persistent density modulations.
The cluster ncountered n the intermediate s ate move indepen-
dently and have cluster size rangi from about 20 mm tom re than
500 mm in diameter (Fig. 2a, b). In general, cluster ave an erratic
motion w h frequ nt reo ientations of l w directional persistenc
(Fig. 2a, b and Supplementary Movie 1). The low rientational per-
sist nc affects the cluster’s shape but barely influenc s it tem-
por l stability. The cluster integrity is only affected f collisions with
boundaries or other cluster a e encountered. Increasing the filament
density in this intermediate regime not only yields arger cluster but
also a more p rsistent cluster movement. Indivi ual cluster spon-
taneously emerge from the dilute, disorde d background and
1Lehrstuhl f¨r Biophysik-E27, Technische Universita¨t Munche , 85748 Garching, Germany. 2Arnold Sommerfeld Center for Theoretical Physics and CeNS, Department of Physics,
Ludwig-Maximilians-U iversita¨t Mu¨nche , 80333 Munich, Germany.
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HMM
Coverslip
Unlabe led F-actin
ATP
ADP + 
a
b
Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion s
visualized by the us of flu resc ntly lab lled r p rter filaments wit a ratio
of labelled to unlabelled filaments f ,1:200 to 1:320. b, For l w filament
densities, disordered phase is found. The indivi ual filaments perform
persistent random wa ks without any specific d rec ional prefe nces.
Encounters between filaments lead to cr ssing vents with only slight
reori ntations. Scale bar, 50 mm.
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Polar patterns of driven filaments
Volker Schaller1, Christoph Web r2, Christine S mmrich1, Erwin Frey2 & Andreas R. Bausch1
The em rg nc of c llective motion exhibited by systems rangi
from flocks of animals to self-pro elled microo ganisms to the
cytoskeleton is a ubiqu tous and fascinating self-organization
phenomenon1–12. Similar ties betw en these systems, such as the
inherent polarity of the constituents, a density-depende t transi-
tion to orde ed phases or the existenc of very large d nsity fluc-
tua ions13–16, suggest universal principles underlying pattern
formation. This idea is followed by theor tical models at all levels
of description: micro- r mesosc pic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17– 1, and more macrosc pic approaches in the
hydro ynamic limit rely on the systems’ generic symmetri s8,22,23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, most f whic have not yet
been xp rimentally verified. The complexity of interactions and
the limited parameter control of existing exp rimental systems are
major obstacles to our nderstandi g of the underlying orde ing
principles13. Here we d monstrate the em rg nc of collective
motion i a hig -density motility assay tha consist of hig ly
con e trated actin f laments pro elled by immobilized molecular
motors in a planar geometry. Above a critical density, he fila-
ments self-organize to f r coherently moving struct res with
persisten density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic struct res are long lived
and can span le gth scales orde s of magnitudes large than their
constituents. Our exp rimental approach, whic o fers control of
all relevan system pa ameter , comple nt d by agent-based
simulations, allows acktracking of the assembly and disasse bly
pathways to the underlying local interactions. We identify weak
and local alignme t i eractions to be essential for th observ d
formation f patterns and their dynamics. The present d minimal
polar-p t er -forming system may thus provide n w insight in o
em rgin orde in th broad class of active fluids8,23,24 and self-
pro elled particles17,25.
The molecular system that we consider consist of nly a few
components: actin f laments and fluorescently labelled reporter fila-
ments that are pro elled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a st nd r motility
assay26 (Fig. 1) The molecular nature of this approach permit large
syste size and possibly hig particle densities with only a few, asily
justable k y parameters. To investiga e th stability and dyna ics
of c llective phenomena, the fil men density, r, is chosen as control
p ameter and is sy tematic lly varied.
Depen i g on r two phases ar discernable: a disorde ed phase
below a critical d nsity, rc of 5 filaments per squa micrometre,
and an orde ed hase b ve rc. In the disorde d phase t low ctin
con e tr tions, the fil me ts, with a length of about 10 mm, perfor
ersistent random walk without any specific d r ctional r f r nc .
T eir speed (v05 4.86 0.5 m s
21) is se by them to proteins at th
urfac and the ad nosine tri-phosphate (A P) con e ration
(cATP5 4mM). The observed di ectional ndomness i th r al in
nature but also reflects the motor distri ution a d activi y at the
surface27.
Increasing the filament density above rc result in a tr nsition t an
orde ed phase that is characteriz d by a polymorphism of di ferent
polar nematic patterns coherently moving at the speed v0 (Fig. 2)
These patterns can b further classified according to their size, orienta-
tional persistenc , overall lifetime and assembly/disassembly mechan-
isms: in a intermediate-d nsity regime above rc, moving cluster
(swarms) of filaments appear; in the ig -density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
pro agating waves start to form. Both patterns are characteriz d by
persistent density modulations.
The cluster ncountered in the intermediate s ate move indepen-
dently and have cluster size rangi from about 20 mm tom re than
500 mm in diameter (Fig. 2a, b). In general, cluster have an rratic
motio with frequ nt reo ientations of l w directional p rsistenc
(Fig. 2a, b and Supplementary Movie 1). The low rientational per-
sistenc affects the cluster’s shape but barely influenc s it tem-
poral stability. The cluster integrity is only affected if collisions with
boundaries or other cluster a e encountered. Increasing the filament
density in this intermediate regime not only yields arger cluster but
also a more p rsistent cluster movement. Indivi ual cluster spon-
taneously emerge from the dilute, disorde ed background and
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion s
visualized by the us of flu resc ntly lab lled r p rter filaments wit a ratio
of labelled to unlabelled filaments f ,1:200 to 1:320. b, For l w filament
ensities, disordered phase is found. The indivi ual filaments perform
persist t rand wa ks without any specific d rec ional prefe nces.
Encounters between filame ts l ad to cr ssi g vents with only slight
reori ntatio s. Scale bar, 50 mm.
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Figur 1.3 | A i filaments on a motil ty assay. (a) Sketch of the motil ty assay experiments.
Ac i fil men ( -a tin) are linked to molecular motors (HM ). The ad it on of adenosin tri-phosphate
(ATP) otorizes the filaments. Figure from [102]. (b) Snapshot of a homogeneous and isotropic gas
f fi en t ow density. Scale bar: 50µm. Figure from [101]. (c) Snapshot of polar clusters of
filaments prop gating through a dilute gas at intermediate density. Scale bar: 50µm. Figure from [102].
d S psho f polar waves of filaments propagating through a dilute gas at high density. Scale bar:
50µm. Figur from [102].
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1.2 Synthetic flocks
Syntheti flocks out of polymers, grains nd colloids have be n made in laboratory experiments. The
diversity of the size, nature and pro ulsion mechanism of these motile units echoes the diversity found
in atural flocks. An over iew of these systems is the opp rtunity to stress this variety while bringi
out the unity in the ordering mechanism. I first list these diﬀerent experiments by insisting on their
diﬀerences. Then, I come back on the features they share.
Actin filaments on a motility ass y
The motility assay experim nts performed by Schall r and co-w rkers [102] are among the first
realiz tions of flocks in the laboratory. Actin filaments, proteins of length ⇠ 10µm, are made active by
linki g them to an rray of molecular mot rs, see Fig. 1.3a. As it happens i cells, adding adenosine
tri-phosphate to the system triggers the molecular mot rs. Consequently, the filaments start oving
at a typical speed v0 ⇠ 5µm/s.
Figures 1.3b-c show that diﬀerent dynamical states occur pon increasing the filament density ⇢.
At low density, the filaments perform persistent random walks and form a hom geneous and isotropic
gas, see Fig. 1.3b. At intermediate density, polar clusters emerge and move through a dilute gaseous
backgrou d, s Fig. 1.3c. At hig density, a p ttern of polar waves that pro ag te along a com on
direction form. R markably, he polar clusters and polar waves that emerge in the system can be up
to 500µm n size, orde of magnitudes larger than the filaments. Recently, the authors have provide
a d ail d account of mul iple-body collision events that hig li ts the role f alignment i teractions
i for emergen e of these polar struct res [115, 14].
(c)( ) (d)
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Polar pat er s f driven fila en s
Volker Schaller1, Christo h Weber2, Ch istin Semmrich1, Erwin F ey2 & Andreas R. Bausch1
The emergence of c llec ive motion exhibited b systems r ng ng
from flocks of animal to p opell d micr organisms to the
cytoskeleton is a ub qu tous and fascinati g self-org nization
phenomenon1–12. Similarities between t se syst s, such as the
inherent polarity of the constituents, a density-dependent transi-
tion to ordered phases or the existence of very large density fluc-
tuations13–16, suggest universal principles underlying pattern
f rmation. This idea is f llowed by heoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, most of which have not yet
been experimentally ve ifi d. The complexity of interactio s and
the limited paramet r control of xisting experime tal yste s a e
major obstacles to our understanding of the underlying ordering
principles13. Here we demonstrat the emerge c of collective
motion in a high-den ity motility as ay t at consists of hig ly
c nc ntr ted actin filaments propell d by immobiliz d molecular
motors in a planar geometry. Above a critical density, the fila-
ments self-organize to form coherently moving structures with
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long lived
and can span length scales orders of magnitudes larger than their
constituents. Our experimental approach, which offers control of
all relevant system parameters, complemented by age t-based
simulatio s, allows backtracking of the a sembly and dis sembly
pat ways t the underlyi g local interact ons. We iden ify weak
and local alignment inter tio to be essent al for the observed
formati f patterns and their dyna ics. The p ese ted minimal
polar-pa tern-forming system may thus provide n w insight into
emerging order in the broad class of active fl ids8,23,24 and self-
propelled particl s17,25.
The molecular system that we consider consists of only a few
components: actin filaments and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permits large
system sizes and possibly high particle densities with only a few, easily
adjustable key parameters. To investigate the stability and dynamics
of collective p enom a, the filament density, r, is chosen as control
parameter and is syste atically varie .
Depending on r, tw phases are disce nable: a disor ered phase
b low a critical d nsity, rc, of ,5 filaments per square micrometre,
and a ordered ph e above rc. In the disor ered p ase at low actin
concentra ions, the fila e ts, with a length of about 10 mm, perform
persistent rando walks without any specific irectional pref rence.
Their speed (v05 4.86 0.5 mms
21) is set by themotor proteins at the
surface and the adenosine tri-phosphate (ATP) concentration
(cATP5 4mM). The observed directional randomness is thermal in
na ure but lso reflects he motor distribution and activity a the
s face27.
Increasing the filament density above rc r s lts in a transition to an
ordered phase that is characterized by a polymorphism of different
polar nematic patterns coherently moving at the speed v0 (Fig. 2).
These patterns can be further classified according to their size, orienta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-density regime above rc, moving clusters
(swarms) of filaments appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characterized by
persistent density modulations.
The clusters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional persistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape but barely influences its tem-
poral stability. The cluster integrity is only affected if collisions with
boundaries or oth r cluster are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
also a more persistent cluster movement. Individual clusters spon-
taneously emerge from the dilut , disordered background and
1Lehrs uhl fu¨r Biophysik-E27, Technische Unive ita¨t Mu¨ chen, 85748 Garching, Germany. 2Arnold Sommerfeld Center for Theoretical Physics and CeNS, Department of Physics,
Ludwig-Maximilians-Universita¨t Mu¨nchen, 80333 Munich, Germany.
Fluorescently labell d F-actin
HMM
Coverslip
Unlabelled F-actin
ATP
ADP + P
a
b
Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by the use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
densities, a disordered phase is found. The individual filaments perform
persistent random walks without any specific directional preferences.
Encounters between filaments lead to crossing events with only slight
reorientations. Scale bar, 50 mm.
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LET ERS
Polar att rn f riv filament
Volker Schaller1, Christoph Web r2, Chris ine Semmrich1, Erwin Frey2 & Andreas R. Bausch1
The emerge ce of collective motion exhibit d by systems ranging
from flocks of animals to s lf-propell d microorganis s to the
cytoskeleton is a ub q itous and fascinating self-o ganization
phenomenon1–12. Similarities between these systems, such as the
inherent polarity of the c tituent , a dens ty-dependent transi-
tion to ordered hases or the existe ce of very large density fluc-
tuations13–16, suggest universal principles underlying p ttern
formation. This idea is followed by theoretical m de s at all levels
of description: micro- r mesoscopic model d r ctly map local
forces and interactions usi g only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these mod ls characteri tically have a broad parameter pace
with a manifold of possible patter s, most of which have not yet
been experimentally v rified. The complexity of interactions and
the limited para eter control of existing experimental systems re
major obstacles to our understanding f the underlying ordering
principles13. Here we demonstrate the emergence of collect ve
motion in a high-density motility as ay that consists of highly
concentrated actin filaments rop lled by immobilized molecular
motors in a lanar geometry. Above a critical density, the fila-
ments self-organize to form coherently moving structures with
persistent density modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long lived
and can span length scales orders of magnitudes larger than their
constituents. Our experimental approach, which offers control of
all relevant system parameters, comple ented by agent-based
simulations, allows backtracking of the assembly and disassembly
pathway to the u erlying local int ractions. We identify weak
and local alignment interactions to be ess n al for the bserved
formation of patterns and their dynamics. The presented minimal
polar-pattern-forming system may thus provide ew insig t into
emerging order in the broad class of active fluids8,23,24 and self-
propelled particles17,25.
The molecular system that we consider consists of only a few
components: actin filaments and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor proteins (heavy
meromyosin (HMM)) in the planar geometry of a standard motility
assay26 (Fig. 1). The molecular nature of this approach permits large
system sizes and possibly high particle densities with only a few, easily
adjustable key parameters. To investigate the stability and dynamics
of collective phenomena, the filament density, r, is chosen as control
parameter and is systematically varied.
Depending on r, two phases are discernable: a disordered phase
below a critical density, rc, of ,5 filaments per square micrometre,
and an ordered phase above rc. In the disordered phase at low actin
concentrations, the filaments, with a length of about 10 mm, perform
persistent random walks without any specific directional preference.
Their speed (v05 4.86 0.5 mms
21) is set by themotor proteins at the
surface and the adenosine tri-phosphate (ATP) concentration
(cATP5 4mM). The observed directional randomness is thermal in
ature but also reflects the motor distribution and activity at the
surface27.
Increasing the filament density ab ve rc results in a transiti to an
ord red phase that is char ct riz d by a polymo phism f different
polar n atic patterns coherently moving at the speed v0 (Fig. 2).
Thes patt rns can be further classified according to their size, orienta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-density regim abov rc, moving clusters
(swar s) of filaments appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments p r square microm tre),
propagating waves ta t t for . Both pat ern ar characterized by
persistent density modulations.
The clusters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with frequent reorientations of low directional persistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape but barely influences its tem-
por l stability. The cluster integrity is only affected if collisions with
b undaries r other clusters are encountered. Increasing the filament
density in this intermediate regime not only yields larger clusters but
als a more persistent cluster movement. Individual clusters spon-
taneously eme ge from the dilute, disorder d background and
1Lehrstuhl fu¨r Biophysik-E27, Technische Universita¨t Mu¨nche , 85748 Garching, Germany. 2Arnold Somme feld Center for Th oretical Physics and CeNS, Department of Physics,
Ludwig-Maximilians-Universita¨t Mu¨nchen, 80333 Munich, Germany.
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Figure 1 | Schematic of the high-density motility assay. a, The molecular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by the use of fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
densities, a disordered phase is found. The individual filaments perform
persistent random walks without any specific directional preferences.
Encounters between filaments lead to crossing events with only slight
reorientations. Scale bar, 50 mm.
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LET ERS
Polar patterns of driven filaments
Volker Schaller1, Christoph Weber2, Christine Semmrich1, Erwin Frey2 & Andreas R. Bausch1
The emergence of collective motion exhibited by systems ranging
from flocks of animals to self-propelled microorganisms to the
cytoskeleton is a ubiquitous and fascinating self-organization
phenomenon1–12. Similarities between these systems, such as the
inherent polarity of the constituents, a density-dependent transi-
tion to ordered phases or the existence of very large density fluc-
tuations13–16, suggest universal principles underlying pattern
formation. This idea is followed by theoretical models at all levels
of description: micro- or mesoscopic models directly map local
forces and interactions using only a few, preferably simple, inter-
action rules12,17–21, and more macroscopic approaches in the
hydrodynamic limit rely on the systems’ generic symmetries8,22,23.
All these models characteristically have a broad parameter space
with a manifold of possible patterns, most of which have not yet
been experimentally verified. The complexity of interactions and
the limited parameter control of existing experimental systems are
major obstacles to our understanding of the underlying ordering
principles13. Here we demonstrate the eme gence of collective
motion in a high-density motility assay that consists of highly
concentrated actin filaments propelled by immobilized molecular
motors in a planar geometry. Above a critical density, the fila-
ents self- rganize to form coh rently moving ructures with
persistent de sity modulations, such as clusters, swirls and inter-
connected bands. These polar nematic structures are long liv d
and can span length scales orders of magnitudes larger than their
constituents. Our experim ntal approach, which o fers control of
all relevant system pa ameter , complemented by agent-based
simulations, allows ackt acking of the asse bly and disasse bly
pathways to the underlying l cal interactions. We identify weak
d local lignme t teractions to be ssential for th obs ved
formation of patterns and their dynamics. The pr sented minimal
polar-pattern-forming system may thus p ovide new insight into
emerging order in the broad class of active fluids8,23,24 nd self-
propelled particles17,25.
The molecular syst m th t we consider consists of only a few
co ponents: actin filam nts and fluorescently labelled reporter fila-
ments that are propelled by non-processive motor prote ns (heavy
eromyosin (HMM)) in the planar geometry of a st ndard otility
assay26 (Fig. 1). The molecular nature of t is approach permit large
system sizes and possibly high particle densities with only a few, easily
djustable k y arameters. To investigate the stabil ty and dynamics
of collective phenomena, the filament density, r, is chosen as control
p rameter and is systematically varied.
Depen ing on r two phases ar discernable: a disordered phase
below a critical density, rc, of ,5 filaments per squa micrometre,
and an ordered phase ab v rc. In the disordered phase at low ctin
concent tions, the filaments, with length of about 10 mm, perf rm
persistent random walks without any specific irectional ref r nce.
Their speed (v05 4.86 0.5 mms
21) is set b them to proteins at th
surfac and the ad nosine tri-phosphate (A P) conce tration
(cATP5 4 M). The observ d directional andom ess is ther al in
nature but also reflects the motor distribution and activity at the
surface27.
Increasing the filament density above rc results in a transition to an
ordered phase that is characterized by a polymorphism of different
polar nematic patterns coherently moving at the speed v0 (Fig. 2).
These patterns can be further classified according to their size, orienta-
tional persistence, overall lifetime and assembly/disassembly mechan-
isms: in an intermediate-densi y regime abov rc, m ving clusters
(swarms) of filame ts appear; in the high-density regime, starting at
a threshold density of r* (,20 filaments per square micrometre),
propagating waves start to form. Both patterns are characte ized by
persistent density modulations.
The clusters encountered in the intermediate state move indepen-
dently and have cluster sizes ranging from about 20 mm tomore than
500 mm in diameter (Fig. 2a, b). In general, clusters have an erratic
motion with freque t reorientations of low directional p rsistence
(Fig. 2a, b and Supplementary Movie 1). The low orientational per-
sistence affects the cluster’s shape b t barely influences its tem-
poral stability. The cluster integrity is only affected if collisions with
boundaries or other lusters are encountered. Incre sing the filament
density in this intermediate regime not only yields larger clusters but
also a more persistent cluster vement. Individual clusters spon-
taneously emerge from the dilute, disordered background and
1Lehrstuhl fu¨r Biophysik-E27, Technische Universita¨t Mu¨nche , 85748 Garchi g, Germany. 2Arnold Somme feld C nter for Th oretical Physics and CeNS, Department of Physics,
Ludwig-Maximilians-Universita¨t Mu¨nc en, 80333 Munich, Germany.
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Figur 1 | Sche atic of the high-density mo ili y assay. a, The mol cular
motor HMM is immobilized on a coverslip and the filament motion is
visualized by the use f fluorescently labelled reporter filaments with a ratio
of labelled to unlabelled filaments of ,1:200 to 1:320. b, For low filament
ensities, a disordered phase is found. The individual filaments perform
persist t rand m walks without any specific directional preferences.
Encounters between filaments l ad to cr ssi g events with only slight
reorientatio s. Scale bar, 50 mm.
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Figur 1.3 | Ac filaments on a motility ass y. (a) Sketch of the motility assay experiments.
Ac i fil ent (F-actin) are linked to m lecular mot rs (HM ). The addition of adenosin tri-phosphate
(ATP) ot rizes th fila ents. Figure from [102]. (b) Snapshot of a hom geneous and isotropic gas
of fi ments at low density. Scale bar: 50µm. Figure from [10 ]. (c) Snapshot of polar clusters of
fila ts pro ag ti g through a dilute gas at intermediate density. Scale bar: 50µm. Figure from [102].
d S pshot of pol r waves of filaments pro ag ting through a dilute gas at hig density. Scale bar:
50µm. Figure from [102].
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Figure 1.4 | Biopoly ères auto-propulsés. a. Dispositif expérimental : biofilaments d’actine
se ép aç t sur un tapis de myosine . b. Phase gaz homogène et isotrope. c. Clusters polaires se
épl ça l gaz d. Bandes polaires propagatives. Figures de [8, 26].
C ll ïd ctifs t mouvement coll ctif.
D ombreux groupes expérimentaux ont choisi de motoriser des colloïdes [16, 21, 14, 29]. Mais,
par i toute les stratégies d’autopropulsion de colloïdes, seuls deux systèmes ont démontré qu’il était
10
Introduction
possible de recréer du mouvement collectif sous forme de flocks à grande échelle.
Le premier est le système des rouleurs de Quincke sur lequel porte ma thèse et développé depuis
2012 au sein du groupe de D. Bartolo [14] (Fig 1.5.a). Brièvement, il s’agit de mettre en mouvement des
sphères de polystyrène de 2.4µm de rayon via le mécanisme d’électro-rotation de Quincke. L’ensemble
des mécanismes de propulsion et les interactions entre les colloïdes ainsi que les résultats obtenus avant
ma thèse sont développés dans le chapitre 2. A haute densité, ce système peut former une phase dense
homogène appelée liquide polaire où toutes les particules roulent en moyenne dans la même direction
(Fig 1.5.a).
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Figure 1 | Examples of collective active states formed by spheres with
imbalanced, o￿-centred charges. a, The strategy is to program dual electric
charges shifted from the sphere centre onto opposing hemispheres. Their
signs (positive and negative) are colour coded (red and blue), their relative
magnitude is indicated by the respective dot size, and black arrows indicate
the swimming direction of the spheres. b–d, Representative 3D simulated
structures of active chains (b), swarms (c) and clusters (d). White
hemispheres represent the leading sides and red hemispheres the trailing
sides. The blue arrow in cmarks the global direction of the swarm.
particles perpendicular to the field, a phenomenon known as
induced-charge electrophoresis (ICEP)15. Second, the di erential
dielectric responses lead to di erent dipole moments for the leading
and trailing hemispheres, providing the opportunity to achieve
the imbalanced electrostatics that we have envisioned. Given that
these dipoles are all located in and oriented perpendicular to the
sample plane, the resulting dipole–dipole interactions are isotropic
in the plane and act analogously to charge–charge interactions, so
our previous predictions should apply in this experimental system.
More importantly, the frequency-dependent dielectric response
makes it possible to simultaneously control not only the imbalance
between the dipole moments of the two hemispheres, but also the
swimming force, and even the direction of self-propulsion, by a
single parameter, the electric-field frequency f . We calculate the
dielectric spectra for both hemispheres as well as the interactions
between the hemispheres in Fig. 2b,c, taking into account both
the intrinsic material properties and the response of ions in the
electric double layer22 (see Supplementary Discussion 1). The
dependence of particle velocity on frequency is also measured
(Supplementary Fig. 1 and Supplementary Discussion 2), showing
that particles undergo a reversal in swimming direction as the
frequency is increased.
By varying the electric-field frequency, we realize all the regimes
predicted by the heuristic arguments of Fig. 1a. First, when f is
low (⇠kHz), dipolar interactions are negligible due to strong ionic
screening e ects, hence the particlesmove and collide randomly and
isotropically16 (Fig. 2d and Supplementary Movie 4). As f increases
moderately to 20–50 kHz (Supplementary Movies 5 and 6), ionic
screening is largely reduced, such that colloids can interact with
each other through dipolar interactions. At the same time, the
particles reverse their swimming directions, with their metallic side
facing forwards. Therefore, the condition for swarming is fulfilled:
the repulsion between the leading, metallic hemispheres dominates
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Figure 2 | Experimental realization of the predicted active states from the
same Janus colloidal spheres. a, Experimental set-up: Janus spheres are
allowed to sediment in water between two electrodes. An a.c. electric field
E is applied in the z-direction to cause particles to swim in the x–y plane.
b, Calculated real and imaginary dipole coe￿cients K (solid and dashed
lines, respectively) plotted against frequency f for dielectric (blue) and
metallic (red) hemispheres. Frequencies indicated by vertical lines are used
in the experiments (5 kHz, 30 kHz and 1MHz, respectively). c, Calculated
dipolar interaction U’AB at contact for di￿erent interaction pairs shown on
the right, normalized by the interaction between two purely metallic
hemispheres at infinite frequency. d–g, Illustrative images of gas (d),
swarms (e), chains (f) and clusters (g) observed experimentally. Images
d–f are obtained in deionized water at the frequencies marked in b and c.
The cluster phase (g) is obtained in 0.1mM NaCl solution at f=40 kHz.
Scale bars are 5 µm in d–f and 30 µm in g.
(Fig. 2c). Particles align during binary collisions (statistics shown
in Supplementary Fig. 2) and further organize into coherent
swarms (Fig. 2e). Finally, once the frequency reaches the megahertz
range (Fig. 2f), ions barely follow the rapidly oscillating field, and
the inherent material response dominates. The strong, opposite
dipoles of the metallic and dielectric hemispheres yield head-to-
tail attraction, producing the active chains predicted in Fig. 1a.
Collisions between active chains lead to temporary alignment,
but chain flexibility precludes their collective polar swarms that
have been seen in other systems9. For each individual chain,
any particle along it tends to align its orientation with those of
adjacent particles in front and behind through the interactions
between their shifted dipoles, so that chains remain straight unless
perturbed by their environment. Collision of the leading particle
with another chain or an obstacle reorients that particle and initiates
a new straight segment along a di erent direction, creating a
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Figure 1 | Examples of collective active states formed by spheres with
imbalanced, o￿-centred charges. a, The strategy is to program dual electric
charges shifted from the sphere centre onto opposing hemispheres. Their
signs (positive and negative) are colour coded (red and blue), their relative
magnitude is indicated by the respective dot size, and black arrows indicate
the swimming direction of the spheres. b–d, Representative 3D simulated
structures of active chains (b), swarms (c) and cluste s (d). White
hemispheres r present the leading sides and red h mispheres the trailing
sides. The blue arrow in cmarks the global directi n of the swarm.
particles perpendicular to the field, a phenome on known as
induced-charge electrophoresis (ICEP)15. Second, the di erential
dielectric responses lead to di erent dipole moments for the leading
and trailing hemispheres, providing the opportunity to achieve
the imbalanced electrostatics that we have envisioned. Given that
these dipoles are all located in and oriented perpendicular to the
sample plane, the r sulting dip le–dipole interactions are isotropic
in the plane and act analogously to charge–charge i teractions, so
our pr vious predictions should apply in this xperimental system.
More importantly, the fr quency-dependent dielec ric response
makes it possible to simultaneou ly control not only the imbalance
between the dipole moments of the two hemispher s, but also the
swimming force, and even the direction f self-propulsion, by a
single parameter, the electric-field frequency f . We calculate the
dielectric spectra for bo h hemispheres as well as the interaction
between the hemispheres in Fig. 2b,c, taki g i o account both
the intrin ic material properties and the respo se f ions in the
electric double layer22 (see Supplemen ary Discussion 1). The
dependence of particle velocity on frequency is also mea ured
(Supplem nt y Fig. 1 and Supplem ntary Discussion 2), showing
that particles unde go a reversal in swimming direc ion as the
frequency is increas d.
By varying the electric-field frequency, we realize all the regimes
predicted by the h uristic arguments of Fig. 1a. Fir t, whe f is
low (⇠kHz), dipolar interactions are negligible due to strong ionic
screening e ects, hence the particlesmove and collide randomly and
isotropically16 (Fig. 2d and Supplementary Movie 4). As f increase
moderately to 20–50 kHz (Supplementary Movies 5 and 6), ionic
screening is largely redu ed, such that colloids can nteract with
each other throug dipolar interactio s. At the s me time, the
particles reverse their swimming directions, with their metallic side
facing forwards. Therefore, condition f r swarming is fulfilled:
the repulsion between the leading, metallic hemispheres dominates
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Figure 2 | Experimental realization of the predicted active states from the
same Janus colloidal spheres. a, Experimental set-up: Janus spheres are
allowed to sediment in water between two electrodes. An a.c. electric field
E is applied in the z-direction to cause particles to swim in the x–y plane.
b, Calculated real and imaginary dipole coe￿cients K (solid and dashed
lines, respectively) plotted against frequency f for dielectric (blue) and
metallic ( d) hemispheres. F quencies indicated by v rtical lines are used
in the experiments (5 kHz, 30 kHz and 1MHz, respectively). c, Calculated
dipol r int raction U’AB at contact for di￿erent int raction pairs shown on
the right, normalized by the in eraction between two purely metallic
hemispheres t infinite frequency. d–g, Illustrative images of gas (d),
swarms (e), chains (f) and clusters (g) observed expe im ntally. Images
d–f are obtained in d ionized wate at the frequen ies mark d in b a d c.
The clust r phase (g) i obtained in 0.1mM NaCl solution at f=40 kHz.
Scale bars are 5 µm in d–f and 30 µm in g.
(Fig. 2c). Particles align during binary collisions (statistics shown
in Supplementary Fig. 2) and further organize into coherent
swarms (Fig. 2e). Finally, once the frequency reaches the megahertz
range (Fig. 2f), ions barely follow the rapidly oscillating field, and
the inherent material response dominates. The strong, opposite
dipoles of the metallic and dielectric hemispheres yield head-to-
tail attraction, p oducing the active ch ins predicted in Fig. 1a.
Collisions betwee active chains lead to temporary alignment,
but chain flexibility precludes their collective pol r swarms th t
have been seen in ther systems9. For each individual chain,
any part cle along it tends to align its orientation with those of
adjacent particles in front behind through the interactions
between their shifted dipoles, so that chains remain straight unless
perturbed by their environment. Collision of the leading p rticle
with another chain or an obstacle reorients that particle and initiates
a new straight gme t along a di erent direction, creating a
1096
© ƐƎƏƖɥMacmillan Publishers LimitedƦɥ/13ɥ.$ɥ/1(-%#1ɥ341#. All rights reservedƥ
NATUREMATERIALS | VOL 15 | OCTOBER 2016 | www.nature.com/naturematerials
T RE TERI LS DOI: 10.1038/NMAT4696
Isotropic Chain
ClusterSwarm
a b
c d
Figure 1 | Examples of collective active states formed by spheres with
imbalanced, o￿-centred charges. a, The strategy is to program dual electric
charges shifted from the sphere centre onto opposing hemispheres. Their
signs (positive and negative) are colour coded (red and blue), their relative
magnitude is indicated by the respective dot size, and black a rows indicate
the swimming direction of the spheres. b–d, Representative 3D simulated
structures of active chains (b), swarms (c) and clusters ( ). hit
hem spheres represent the leading sides and red hemispheres the trailing
sides. The blue a row in cmarks th global direction f the swarm.
particles perpen icular to the field, a ph no enon known s
induced-charge electrophoresis (ICEP)15. Second, the di er ntial
dielectric responses lead o di erent ipole o nts for the leading
and trailing he ispheres, providin the opportunity to achieve
the i balanced electrostatics that we have envisioned. Given that
these dipoles are a l located in and oriented perpendicular to the
sa le plane, the resulting dipole–dipo e interactions are isotropic
in the plane and act analogously to charge–charge interactions, so
our previous predictions shoul apply in this experi ental syste .
ore i portantly, the frequency-dependent dielectric response
akes it po sible to si ultaneously control not o ly the i balance
betwe n the dipole o ents of the two he ispheres, but also the
swi ing force, and ven the direction of self-propul ion, by a
single para et r, the electric-field frequency f . e calcul te the
dielect ic spectra for both he ispheres as we l as th nt ractions
between the he ispheres in Fig. 2b,c, taki g into account both
the intrins c aterial proper ies and the response of ions in the
electric double layer 2 (see Supple ntary Discu sion 1). The
dependence of particle velocity on f que cy i also easured
(Supple entary Fig. 1 and Supple enta y Discu sion 2), showing
that particles undergo a reversal n swi ing direction as the
frequ ncy is increased.
By varying the electric-field frequency, we realize a l the regi es
predicted by the heuristic argu ents of Fig. 1a. First, when f is
low ( kHz), dip lar interactions are negligible due to strong ionic
screening e ects, hence the particles ov and co lide rando ly and
isotropica ly16 (Fig. 2d and Supple entary ovie 4). As f increases
oderately to 20–50 kHz (Supple entary ovies 5 and 6), ionic
screening is largely r duced, such that co loids can interact with
each other through dipolar interactio s. At the s e ti e, the
particles reverse their swi ing directions, w th their eta lic side
facing forwards. Therefor , the condition for swar ing is fulfi led:
the repulsion between the lea ing, ta lic he isph res do inates
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Figure 2 | Experimental realization of the predicted active states from the
same Janus colloidal spheres. a, Experimental set-up: Janus spheres are
allowed to sediment in water between two electrodes. An a.c. electric field
E is applied in the z-direction to cause particles to swim in the x–y plane.
b, Calculated real and imaginary dipole coe￿cients K (solid and dashed
lines, respectively) plo ted against frequency f for dielectric (blue) and
metallic (red) hemisph res. Frequencies indicated by verti al lines are used
in the experiments (5 kHz, 30 kHz and 1MHz, respectively). c, Calculat d
dipolar interaction U’AB at contact for di￿erent interaction pairs shown on
the right, normalized by the interaction b tween two purely me allic
hemispheres at infinite frequency. d–g, Illustrative images of gas (d),
swarms (e), chains (f) and clusters (g) observed experimentally. Images
d–f are obtained in deionized water at the frequenci s marked in b and c.
The clust r phase (g) is obtained in 0.1mM NaCl solution at f=40 kHz.
Scale bars are 5 µm in d–f and 30 µm in g.
(Fig. 2c). Particles align during binary co lisions (statistics shown
in Supple entary Fig. 2) and further organize into coherent
swar s (Fig. 2e). Fina ly, once the frequency reaches the egahertz
range (Fig. 2f), ions barely fo low the rapidly osci lating field, and
the inherent aterial response do inates. The strong, opposite
dipoles of the eta lic and dielectric he ispheres yield head-to-
tail a traction, producing the active chains predicted in F g. 1a.
Co lisions betw en active chains lead o te porary align ent,
but ch in flexibility prec udes their co lective polar swar s that
have be n seen in other syste s9. For each individual chain,
any particle along it tends to align its orientation with those of
adjacent particles in front and b hind through the interactions
between heir shifted dipoles, so th t chains re ain straight unle s
perturbed by th ir nviron nt. Co lision of th leading particle
with anot er chain or an obstacle reori nts that particle nd initiates
a new straight s g ent along a di erent dire tion, creating a
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Figure 3 | Time evolution in the swarming state. a, Representative 2D snapshot of a polar wave at a given time, migrating in the direction indicated by the
arrow. Initial particle area fraction  0=0.13. b, Kymogram showing the propagation of the wave in panel a, with the vertical axis representing time (t) and
the horizontal axis representing translation along the direction of migration x. Colour coding denotes averaged local area fraction  (x), ranging from 0 to
0.2. The constant slope indicates a constant travelling velocity of the wavefront. c, Illustration of the final state with multiple vortices in a dilute sample
( 0=0.04). Shown is the vorticity map !z(r), normalized by h|!z(r)|i and overlaid with streamlines. d, Vortices with the same polarity merge. Top panels:
experimental images; bottom panels: corresponding !z(r) and velocity field. The time di￿erence between successive images is 7.0 s. Colour coding is the
same as in c. Scale bars are 200 µm in a–c and 40 µm in d. e, Time evolution of in-plane average particle speed h|v|i (unit: µms 1) and average magnitude
of enstrophy h⌦zi (unit: s 2), for the sample shown in c.
kink in the chain (Supplementary Movie 7). These e ects give
the impression that the whole chain follows a trail when moving,
but ev ntually the kink rounds due to the weak rigidity of the
chain. This finite rigidity is also responsible for the nearly circular
shape of continuously rotating rings, the active analogue of closed
loops predicted for equilibrium dipolar polymerization23. Lastly,
t e cluster state (Fig. 2g and Supplementary Movie 8) is likewise
obs rved when salt is added to tune the dipolar interaction to the
pp opriate range (Supplementary Fig. 3).
Beyond these predicted local arrangements, swarm states exhibit
an intriguing hierarchical time dependence as they evolve to larger-
scale structures. Initially, small coherent groups of particles nucleate
in di erent locations and move in random directions. These
collide and merge into huge waves (Fig. 3a and Supplementary
Movie 9) sweeping over the field of view, a process involving tens
of thousands of spheres heading in the same direction. Moreover,
the wavefront propagates at a constant speed (Fig. 3b) up to
1.4 times faster than individual spheres in the wave, typical of a
shockwave2. This shockwave arises as the polar wave continually
recruits new particles from the random, dilute phase to the front
of its directional migration. A simple phenomenological model
captures the observed shockwave speed (Supplementary Fig. 4).
These waves are transient: collisions between waves lead to vortices
(Supplementary Fig. 5). In a dense system (initial area fraction
 0= 0.13), giant vortices emerge as the final state (Supplementary
Movie 10). But in systemswith lower particle density ( 0=0.04), the
polar state is so transient that multiple vortices form immediately
after the electric field is turned on, after which the system evolves
to many isolated, stable vortices (Fig. 3c). Vortices with the same
polarity merge over time (Fig. 3d) while neighbouring vortices
with opposite polarities do not annihilate: by sharing a common
flow in-between, they maintain stable configurations. Figure 3e
quantifies the time evolution of a typical dilute systemby the average
particle speed h|v|i in the image plane and the average magnitude
of enstrophy h⌦zi (ref. 24). h|v|i quickly rises to steady state as
particle motions become coordinated and the number of collisions
diminishes. h⌦zi first increases sharply, signifying the formation of
numerous vortices, but gradually decreases as vortices merge. The
stable final configuration presents neighbouring vortices all with
opposite polarities.
The exact origin of vortex formation is yet unclear. Previous
simulations demonstrated that two-particle alignment can generate
a vortex state if combined with long-range attraction25. A possible
source for this would be electrophoretic flow: in this high-frequency
range, where Janus particles swim with their metallic sides forward,
opposite to regular ICEP15 observed at low frequency, the particles
may pump flow from the x–y plane to the z axis and create a long-
range hydrodynamic attraction.
Time evolution of the clustering process is also interesting to
consider. Supplementary Fig. 6a shows a typical time sequence.
Qualitatively it is reminiscent of classical phase separation
processes19 (Supplementary Fig. 6b): clusters grow either by
NATUREMATERIALS | VOL 15 | OCTOBER 2016 | www.nature.com/naturematerials
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Figure 2.6 | Colloidal flock . (a) Colloidal flocks formed into a racetrack. Scale bar: 5mm. (b)
Snapshots of the three phases displayed by assemblies of colloidal rollers. As the roller density is
increased, colloidal flocks from. Scale bar: 200µm. (c) Polarization of the system with respect to the
roller area fraction.
Vicsek model introduced in Chapter 1, the interactions compete with the rotational diﬀusion. Thus,
we can expect that ordered phas s e erg when i te actio s overcome rotational diﬀusion. As we
have no control over rotatio al diﬀusio , it is most easily achi v d increasing th roller ensity. To
do so, we confine the colloidal rollers to racetracks by patterning the ot om el ctrod , see Fig. 2.6a.
Typically, we use either Scotch tape (Fig. 2.6) or photo-lithography techniques with 2µ -thick S1818
photoresist to make this pa terning, see section 2.4. A his layer i lectric l insulating, only the
colloids inside the racetrack ar mad activ .
Increasing the density of r ll rs within such ac tr cks, flocks form [13]. Tw diﬀere t lar ordered
phases are found. Typical snapshots of this phases a e s own in F g. 2.6b. At i te med ate densities
the flock has a finite extent d propagates thr ugh an homogeneous nd is tr pic g s of rolle s. The
flock itself is heterogeneous, as both the density and the polar order decrease from its head to its tail.
At high densities, ⇢ > 1.8%, polar order spans the entire racetrack. The colloidal flock is homogeneous
and is highly polarized: it forms an active polar liquid. More quantitatively, Fig. 2.6c shows that the
polarization of the system increases with the roller density and that the polarizatio of the polar liquid
is always ⇧ > 0.85.
2.3 Colloidal flocks as prototypical Toner-Tu fluids
Assemblies of colloidal rollers display the same qualitative phenomenology as the Vicsek model pre-
sented in Chapter 1. At the macroscopic level, the colloidal-roller polar liquid is akin to the sponta-
neously flowing liquids described by Toner and Tu hydrodynamics. Some specific features of the roller
polar liquid, however, are not accounted for within these theoretical frameworks. First, among the
35
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Figure 1.5 | Colloï s uto-propulsés. . Tr nsition de flocking des rouleurs de Quincke : gaz,
bande propagative, liqu de po a e. Fig e de [14] b-e. Colloïdes actifs Figures de [29]. b. Dispositif
expérimental. c. P a gaz. d. Ph s p laire homogène. e. Bande propagative polaire.
Le second système st c stitué de par icul s de Jan s en silice dont la moitié est recouverte de
titane [29]. Ces sphères sont soumis s à ch mp électrique oscillant dont la fréquence con rôle l
distribution de charges dans les deux hémisphères des colloïdes. En explorant différentes plag s de
fréquence, le groupe de S. Granick formé de Yan et ses collaborateurs ont pu observer différe ts com-
portements collectifs (gaz homogène, chaines de colloïdes, clusters) et ils ont not mment pu identifier
une phase polaire ho ogène où les particules s’auto-organis nt n un flock ma rosc pique (Fig 1.5 b–e).
Pour une certaine plage de fréquence, ils ont donc pu m nt er qu l ur système su , n f nc ion de
la densité, une transiti n de flocking llant du g z à une phase polaire homogène en passant par une
bande polaire se propagean à ravers le gaz. Ce j une système p omette r permet de manipuler un
grand nombre d part cules t les i t ra t ons sont contrôlé s via un pa amètre simpl : la fréquence
du champ oscillan .
Les stratégies pour lesquelles tous ces gr upes ont opté sont différentes et les systèm s très divers,
mais on peut noter des similitudes importantes qui nous renseignent sur le caractère générique e
l’apparition du mouvement collectif dirigé. Le premier élément indispensable pour obtenir du mouve-
ment collectif à grande échelle est la présence d’interactions d’alignement des vitess s des articules
actives. Dans tous les cas, l’ordre apparaît à haute densité lorsque le particules interagiss nt assez
pour surmonter le bruit auquel elles sont soumises ou la diffusion orientationnelle qui t nd à rendre
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leur direction aléatoire et former des phases isotropes.
1.3 La théorie du flocking
La volonté d’expliquer le caractère générique de la transition de flocking et de comprendre son origine
est née en 1995 avec deux travaux fondateurs de la matière active : ceux de T. Vicsek d’un côté [2, 30]
et ceux de J. Toner et Y. Tu de l’autre [1, 31, 32]. Une intention commune de mettre en équation la
théorie du flocking est partagée dans ces deux travaux, mais les approches utilisées sont très différentes.
Dans un premier temps nous illustrons le modèle microscopique de T. Vicsek construit à partir des
règles d’interactions entre les particules actives. Ce modèle qui décrit la matière active comme un
système de spins mobiles permet de retrouver la transition de flocking du gaz vers des phases polaires
homogènes en passant par des bandes polaires propagatives. Dans un second temps, nous entrerons
plus dans les détails de la théorie du flocking développée par Toner et Tu en 1995. Ces derniers ont
établi une théorie hydrodynamique décrivant l’émergence du mouvement collectif dirigé. Cette vision
est essentielle pour les travaux que j’ai effectué pendant ma thèse et notamment pour le chapitre 3.
1.3.1 Le modèle de Vicsek
En 1995, T. Vicsek propose de développer un modèle microscopique pour expliquer l’émergence de
mouvement collectif dirigé [2]. Pour construire ce modèle, T. Vicsek est parti d’un simple constat : un
mouvement collectif dirigé est observé dans une grande variété de systèmes vivants très divers et dont les
mécanismes d’interactions sont différents et complexes. Il en déduit que des règles physiques génériques
simples devraient suffire à expliquer l’émergence d’ordre à grande échelle en faisant abstraction des
détails des mécanismes d’interactions et de communication spécifique à chaque système.
Il entreprend alors de développer un modèle microscopique qui a pour ambition de décrire la tran-
sition de flocking en capturant les ingrédients essentiels à son apparition. Les règles selon lesquelles ce
problème est traité sont les suivantes :
(i) Chaque particule motile est assimilée à un spin qui se déplace à vitesse constante v0 et pointe dans
la direction de son déplacement.
(ii) Comme pour des spins magnétiques, ces particules interagissent pour s’aligner avec leurs voisines.
(iii) Les interactions d’alignement sont en compétition avec un bruit rotationel qui ajoute une com-
posante aléatoire à l’orientation des particules.
Concrètement, à chaque pas de temps ∆t, la position ri de la particule i évolue selon l’équation
suivante :
ri(t+∆t) = ri + v0pi(t)∆t (1.1)
où pi = eiθi est le vecteur unitaire qui pointe selon l’orientation de la particule. θi est l’angle que
fait pi avec une direction choisie arbitrairement (ici l’horizontale). Les interactions entre les particules
sont prises en compte dans l’équation d’évolution de l’orientation :
θi(t+∆t) = θ¯i(t) + ξi(t),
12
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avec θ¯i l’orientation moyenne des particules et ξi un bruit rotationel uniformément réparti sur l’intervalle
[−πD;πD] avec D le coefficient qui quantifie l’amplitude du bruit (Fig 1.6).
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retical and numerical approaches. From this perspective, the emergence of polar structures is well
accounted for by a simple numerical framework, that we now describe.
2 The paradigmatic numerical framework: Vicsek-likemodels
2.1 The Vicsekmodel: aligning self-propelled spins
The physics of active matter was initiated by the seminal work of Vicsek et al. in 1995 [215].
The numerical model that they proposed can be introduced from a simple remark. The emer-
gence of directed motion is observed in a variety of living systems, which obviously involve very
different interaction mechanisms, see Fig. 1. This observation suggests that simple physical rules
may be sufficient to account for the flocking behavior, irrespective of the details of the commu-
nication between the individuals. The Vicsek model identifies three minimal ingredients which
are sufficient to explain the emergence of directed motion. (i) The motile individuals are viewed
as self-propelled spins moving at a constant speed. (ii) In analogy with magnetic systems, where
ferromagnetic phases arise from alignment couplings between neighboring spins, neighboring
particles are assumed to align their directions of motion. (iii)These interactions compete with ro-
tational noise, which randomizes the orientations (as does thermal noise in spin systems at equi-
librium).
More precisely, the previous ingredients are implemented in a 2D agent-based model, with
discrete time [215]. N point particles, located at positions ri (t ), move at the constant speed v0.
Their directions of motion are set by unit vectors pˆi (t ). At each time step¢t , the particle positions
evolve according to:
ri (t +¢t )= ri (t )+ v0pˆi (t )¢t . (1)
This equation is complemented by an alignment rule for the particle orientations. We denote by
µi the angle between pˆi and the xˆ-axis. Identifying vectors and complex numbers, it is convenient
to write pˆi ¥ exp(iµi ) and µi = arg
°
pˆi
¢
[25]. With these notations, the particles rotate their orien-
tations as follows. At each time step, particle i interacts with the Ni neighbors lying in the circle
Ai of radius R, centered at ri (Fig. 4(a)). Within this interaction range, the mean orientation of the
neighbors is given by the angle:
µ¯i = arg
√
1
Ni
X
j2Ai
pˆ j
!
. (2)
The particle instantaneously changes its orientation and aligns in the direction µ¯i , up to a noise
term (see Fig. 3). Its direction of motion becomes:
µi (t +¢t )= µ¯i (t )+ªi (t ), (3)
Figure 3 – Alignment rule in the Vicsek model. To pick up its new orientation, particle i computes the
mean orientation µ¯i of the neighbors lying in the domainAi , and makes an error ªi .Figure 1.6 | Règles d’alignement. La nouvelle orientation de la particule i est calculée en faisant
la moyenne de l’orientation des particules voisines θ¯i et en y ajoutant un bruit aléatoire ξi. Figure de
[33].
La transition de flocking Trois paramètres régissent l’évolution de ce modèle : la vitesse des
particules v0, la densité ρ, et la force du bruit D. On choisit ici de ne pas étudier l’influence de v0.
En augmentant la densité ou en diminuant le bruit, le modèle de Vicsek [2, 34] permet de retrouver
la transition de flocking et l’émergence de mouvement collectif. La figure 1.7 présente les résultats
de simulations numériques du modèle de Vicsek pour différentes densités. On retrouve l’alternance
de trois phases : un gaz homogène et isotrope à basse densité et/ou faible bruit, puis l’émergence de
bandes polaires propagatives qui nucléent au sein du gaz, et enfin une phase complètement polaire.
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where the rotational noise ªi is uniformly distributed in the interval [°ºD,ºD]. The dynamics is
simulated in periodic boundary conditions. As both the time step ¢t and the interaction radius R
can be set to one, without loss of ge erality, the dy amics is controlled by three parameters: the
particle speed v0, the amplitude of the noise D, and the averaged density of particles in the simu-
lation box.
Transition to collective motion In order to characterize the emergence of polar order, we need
an order parameter which quantifies the degree of alignment between the flying spins. The aver-
age polarizatio is defined as th modulus of the mean particle orientation:
¶0 ¥
ØØØØØ 1NXi pˆi
ØØØØØ . (4)
We clearly find¶0 º 0when the particle orientations are random, and¶0 = 1when they are all per-
fectly aligned. Upon decreasing the noise amplitude at fixed density, the population undergoes a
non-equilibrium phase transition from isotropic to polar states. The bifurcation curve is shown in
Fig. 4(a). At high noise amplitudes, the system forms an homogeneous, disordered gas: ¶0 º 0. All
directions of motion are equally distributed, as shown in Fig. 5(a). Decreasing D below a threshold
value, the population self-organizes into polar phases: ¶0 6= 0. This spontaneous symmetry break-
ing was expected from the alignment interactions, in analogy with the ferro-para transition in spin
systems. However, the interplay with self-propulsion makes the phenomenology more subtle. As
a matter of fact, two types of polar phases are successively observed.
O se f collectivemotion: heterogeneous polar phase In a range of noise amplitudes below the
transition point, at the onset of collectivemotion, the system becomes spatially heterogeneous. At
a first glance, the population looks phase-separated, as exemplified in Fig. 5(b): dense polar bands
propagate in a dilute isotropic gas. The bands move along one of the axis of the periodic box, and
are invariant along the transverse direction. When several bands are observed, they organize into
periodic patterns [198]. The emergence of such spatial patterns strongly impacts the order of the
transition to polar states. In contrast with the ferro-para transition at equilibrium, here the tran-
sition to collective motion is first-order. Although this question remains controversial in some
limits [1, 9, 216], this feature of the transition was clearly demonstrated by the finite-size scaling
analysis carried out by Chaté et al. [49]. They showed that the bifurcation curve, ¶0 versus D, dis-
plays a sharp jump at the transition and becomes discontinuous in the limit of large system sizes.
This result is also supported by th sharp drop of th Binder cumula t, G = 1° h¶40i/
°
3h¶20i2
¢
,
which is a signature of a discontinuous transition, se Fig. 4(b) [49]. Another evidence is the ob-
servation of hysteresis close to the transition, as shown in Fig. 4(c). This latter finding is nother
(a) (b) (c)
Figure 4 – Transition to polar states in the Vicsekmodel (reproduced from [49]). (a)Average polarization¶0
plotted versus the noise amplitude D. The different curves correspond to different system sizes. (b) Binder
cumulant, G = 1°h¶40i/
°
3h¶20i2
¢
, plotted versus the noise amplitude. (c) Hysteresis loop in the transition
curve (obtained here for a 3D version of the Vicsek model).
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Figure 5 – Phase diagram of the Vicsek model. (a) Isotropic gas (reproduced from [215]). (b) Heteroge-
neous polar phase: propagating bands (reproduced from [49]). (c)Homogeneous polar phase (reproduced
from [215]). (d) Standard deviation of the particle number, ¢n, plotted versus themean number, hni, in the
homogeneous polar phase (log scale). Dashed line: slope 0.8 (reproduced from [49]).
signature of first-order transitions and echoes, e.g., the nucleation of a gas bubble in a metastable
liquid. It suggests that the emergence of polar states may result from the nucleation of polar pat-
terns from a stable isotropic gas.
Homogeneous polar phase: giant density fluctuations At lower noise amplitudes, far from the
transition, the population forms a highly-polarized phase. A typical snapshot is shown in Fig. 5(c).
In contrast with the band phase observed close to the transition, here the system is spatially ho-
mogeneous on average. This second type of polar states displays two remarkable features. (i) The
polar order is truly long-ranged, in 2D. This result contrasts with equilibrium systems, inwhich the
Mermin-Wagner theorem forbids long-range orderwhen a continuous symmetry is spontaneously
broken due to short-range interactions. (ii) Although this polar phase is globally homogeneous, it
exhibits anomalously large density fluctuations. We count the number n of particles lying in an
arbitrary domain. Figure 5(d) shows the standard deviation ¢n plotted versus the mean particle
number in the domain, hni. The number fluctuations scale as ¢n / hnia , where a º 0.8 in the
limit of large domain sizes [49]. This scaling shows that density correlations are long-ranged: in
any system with short-ranged correlations, the central limit theorem imposes the exponent a = 12 .
Density fluctuations are enhanced in the polar phase.
2.2 The hallmarks of polar activematter
A number of variants of the Vicsek model have been proposed. They rely on slightly different
implementations of the three fundamental ingredients identified above: self-propulsion, align-
ment interactions and rotational noise. These “Vicsek-like”models include e.g. various definitions
of the noise [1, 9, 49, 92], metric-free interaction rules (each individual interacts with its nearest-
neighbors, irrespective of the distance) [83, 160], continuous-time equations of motion [79, 156],
and 1D implementations on periodic lattices [147, 197]. Without entering the details of the differ-
ences between these models, let us mention one specific example which will be of great impor-
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Figure 5 – Phase diagram of the Vicsek model. (a) Isotropic gas (reproduced from [215]). (b) Heteroge-
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signature of first-order transitions and echoes, e.g., the nucleation of a gas bub le in a metastable
liquid. It sug ests that the emergence of polar states may result from the nucleation of polar pat-
terns from a stable isotropic gas.
Homogeneous polar phase: giant density fluctuations At lower noise amplitudes, far from the
transition, the population forms a highly-polarized phase. A typical snapshot is hown in Fig. 5(c).
In contrast with the band phase observed close to the transition, here the system is spatially ho-
mogeneous on average. This econd type of polar states displays two remarkable features. (i) The
polar order is truly long-ranged, in 2D. This result contrasts with equilibrium systems, inwhich the
Mermin-Wagner theorem forbids long-range orderwhen a continuous ymmetry is pontaneously
broken due to short-range interactions. (ii) Although this polar phase is globally homogeneous, it
exhibits anomalously large density fluctuations. We count the number n of particles lying in an
arbitrary domain. Figure 5(d) shows the standard deviation ¢n plotted versus the mean particle
number in the domain, hni. The number fluctuations scale as ¢n / hnia , where a º 0.8 in the
limit of large domain sizes [49]. This scaling shows that density correlations are long-ranged: in
any system with short-ranged correlations, the central limit theorem imposes the exponent a = 12 .
Density fluctuations are enhanced in the polar phase.
2.2 The hallmarks of polar activematter
A number of variants of the Vicsek model have be n proposed. They rely on slightly different
implementations of the thre fundamental ingredients identified above: self-propulsion, align-
ment interactions and rotational noise. These “Vicsek-like”models include .g. various definitions
of the noise [1, 9, 49, 92], metric-fre interaction rules (each individual interacts with its nearest-
neighbors, irrespective of the distance) [83, 160], continuous-time equations of motion [79, 156],
and 1D implementations on periodic lattices [147, 197]. Without entering the details of the differ-
ences betwe n these models, let us mention one specific example which will be of great impor-
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signature of first-order transitions and echoes, e.g., the nucleation of a gas bubble in a metastable
liquid. It suggests that the emergence of polar states may result from the nucleation of polar pat-
terns from a stable isotropic gas.
Homogeneous polar phase: giant density fluctuations At lower noise amplitudes, far from the
transition, the population forms a highly-polarized phase. A typical snapshot is shown in Fig. 5(c).
In cont ast with the band phase observed close to the transition, here the system is spatially ho-
m gen ous on average. This second type of polar states displays two remarkable features. (i) The
polar order is truly long-ranged, in 2D. This result contrasts with equilibrium systems, inwhich the
Mermin-Wagner theorem forbids long-range orderwhen a continuous symmetry is spontaneously
broken due to short-range interactions. (ii) Although this polar phase is globally homogeneous, it
exhibits anomalously large density fluctuations. We count the number n of particles lying in an
arbitrary domain. Figure 5(d) shows the standard deviation ¢n plotted versus the mean particle
number in the domain, hni. The number fluctuations scale as ¢n / hnia , where a º 0.8 in the
limit of larg do ain sizes [49]. This scaling shows that density correlations are long-ranged: in
any system with short-ranged correlations, the central limit theorem imposes the exponent a = 12 .
Density fluc uation are enh nced in the polar phase.
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ment interactions and rotational ois . These “Vicsek-like”models include e.g. various definitions
of the noise [1, 9, 49, 92], metric-free interaction rules (each individual interacts with its nearest-
neighbors, irrespective of the distance) [83, 160], continuous-time equations of motion [79, 156],
and 1D implementations on periodic lattices [147, 197]. Without entering the details of the differ-
ences between these models, let us mention one specific example which will be of great impor-
d)
Figure 1.7 | La transition de flocking simulée à partir du modèle de Vicsek. a. Phase gaz [2].
b. Bandes polaires propagatives. [34] c. Phase polaire [2]. d. Evolution de la polarisation moyenne
en fonction de D. Mise en évidence d’un hystérésis [34].
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La caractérisation de cette transition passe par l’étude d’un paramètre d’ordre, ici le module de
l’orientation moyenne des particules : πo = | 1N
∑
i pi|. π0 est nulle dans la phase gaz (D élevé et/ou ρ
faible), où les directions des particules sont aléatoires et donc nulles en moyenne (Fig 1.7). Lorsque D
est assez petit (ou ρ assez grand), les particules s’auto-organisent pour former des phases polaires et
π0 prend une valeur non nulle.
La nature de la transition de flocking a été clarifiée par Chaté et ses collaborateurs [34] qui ont
établit le diagramme de phase complet pour le modèle de Vicsek et tracé cette courbe de bifurcation. Ils
ont notamment montré que la courbe π0(D) présente un saut abrupt à la transition et une discontinuité
marquée pour des systèmes de grande taille. La transition de flocking est donc une transition du premier
ordre [35], ce qui explique également l’existence de phase polaires stables qui se propagent au sein du
gaz. Le modèle de Vicsek, comme les équations hydrodynamiques de Toner et Tu prévoit l’existence
de fluctuations géantes de densité (voir section suivante).
1.3.2 La description hydrodynamique de Toner et Tu
Théorie hydrodynamique et modèle des milieux continus.
Une autre approche visant à mettre en équation le caractère générique de la transition de flocking
a été développée en parallèle de celle de T. Vicsek par J. Toner et Y. Tu. Ils ont souhaité décrire les
phases polaires de la matière active comme un fluide actif qui coule spontanément. En développant
une théorie des milieux continus, par une approche phénoménologique, ils établissent les équations
hydrodynamiques qui régissent l’évolution des champs de densité ρ(r, t) et de vitesse v(r, t) à grande
échelle.
Leur idée est de développer des équations hydrodynamiques pour la matière active analogues à celles
de Navier-Stokes pour les fluides newtoniens. Plutôt que de considérer chaque particule du fluide, les
équations de Navier-Stokes décrivent l’évolution des champs continus de densité et de vitesse. Notre
ignorance des interactions microscopiques entre les particules est alors codée, à grande échelle, dans un
nombre fini de paramètres phénoménologiques. Pour les fluides newtoniens incompressibles, il s’agit
par exemple de la densité moyenne : ρ0 et de la viscosité η. Une fois que ces paramètres sont mesurés
expérimentalement, nous pouvons prédire le comportement de ces fluides. Mais comment obtenir
l’équivalent des équations de Navier-Stokes pour la matière active ?
Équations hydrodynamiques de la matière active.
Toner et Tu ont abordé ce problème par une approche phénoménologique. La première étape est
d’identifier les symétries et lois de conservation qui régissent le système considéré. Ici, les seules
symétries spatiales supposées sont la translation et la rotation. Toner et Tu supposent que la symétrie
de rotation des particules est brisée spontanément. La seule quantité conservée est le nombre de
particules. La quantité du mouvement n’est quant à elle pas conservée puisque les particules échangent
constamment avec le substrat sur lequel elles se déplacent ou perdent de la quantité de mouvement en
contact avec le fluide qui les entoure. Il n’y a donc pas d’invariance galiléenne.
Il s’agit alors d’écrire les équations continues du mouvement les plus générales possibles pour
l’évolution de la densité et de la vitesse et qui sont consistantes avec ces symétries et lois de conserva-
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tions, ce qui réduit drastiquement le nombre de termes autorisés. Ensuite, ils se concentrent sur une
théorie effective pour les grandes échelles spatio-temporelles, seuls les terme d’ordre les plus bas en
gradients et dérivés temporelles sont donc conservés. Il vient alors, directement de la conservation des
particules que :
∂tρ(r, t) +∇ · [ρ(r, t)v(r, t)] = 0, (1.2)
et l’équation d’évolution du champ de vitesse est donnée par :
∂tv+ λ1(v ·∇)v+ λ2(∇ · v)v+ λ3∇(|v|2) =(αv− β|v|2v)−∇P +DB∇(∇ · v)
+DT∇2v+D2(v ·∇)2v+ f , (1.3)
avec
P = P (ρ) =
∞∑
n=1
σn(ρ− ρ0)n. (1.4)
Dans l’équation 1.3, les termes à gauche de l’égalité sont similaires à la dérivée convective. Ils
prennent en compte l’advection des particules fluides considérées. Ces termes sont au nombre de trois
contrairement à l’équation de Navier-Stokes du fait de la non invariance galiléenne.
Le premier terme de droite est un terme à la "Ginzburg-Landau" qui gouverne l’apparition du
mouvement collectif et la transition de flocking. En effet, si on ne considère pas les dérivées spatiales,
l’équation 1.3 se réduit à : ∂tv = (α − β|v|2)v. Si α < 0, la vitesse relaxe vers zéro. Cela correspond
à une phase isotrope où le champ moyen des vitesses est nul car les particules se déplacent dans des
directions aléatoires. En revanche, si α > 0, la solution est : v =
√
α
β . Ce terme justifie donc l’existence
d’une phase polaire homogène où toutes les particules se déplacent dans la même direction.
Les termes en DB, DT et D2 > 0 sont des termes de diffusion analogue à la viscosité dans Navier-
Stokes. Ils traduisent la tendance qu’ont les fluctuations locales à se propager à cause du couplage
orientationel entre les particules. Un autre point de vue est qu’ils quantifient l’élasticité du matériau
actif.
P est le terme de pression qui tend à homogénéiser la densité. Enfin, f est une force aléatoire
représentant le bruit des fluctuations hydrodynamiques.
Ces équations phénoménologiques prévoient la transition de flocking et permettent d’établir un
grand nombre de prédictions théoriques sur les phases polaires homogènes et hétérogènes. Dans la
suite de cette partie, nous mettons en lumière ces prédictions en dressant un état de l’art des études
expérimentales qui se sont attachées à les vérifier.
Une phase polaire homogène : le liquide polaire.
Les équations hydrodynamiques de Toner et Tu prévoient, à haute densité, l’existence d’une phase
polaire homogène stable appelée liquide polaire où l’ensemble des particules actives s’auto-organisent
en un liquide capable de s’écouler spontanément. Un mouvement collectif dirigé dans une direction
privilégiée émerge. Il y a brisure spontanée de la symétrie de rotation des particules.
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Cette prédiction soulève a priori un paradoxe. En effet, le théorème de Mermin-Wagner prévoit
qu’à l’équilibre thermique, il est impossible pour un système à deux dimensions de subir une brisure
spontanée de symétrie continue. Pour les systèmes actifs, qui évoluent loin de l’équilibre, ce théorème
ne s’applique pas. Si les systèmes actifs échappent à ce théorème, c’est principalement grâce aux
termes convectifs non linéaires dans les équations 1.3 qui puisent leur origine dans l’auto-propulsion.
Ces termes génèrent des interactions longue portée et permettent la brisure spontanée de symétrie.
Contrairement à leurs homologues passifs, les systèmes actifs peuvent donc présenter un paramètre
d’ordre, ici par exemple le module de la vitesse moyenne ou la moyenne de la polarisation, qui pos-
sède une valeur nulle dans la phase gaz et une valeur non nulle à haute densité. L’évolution d’un
tel paramètre d’ordre a été mesurée expérimentalement dans le système de grains vibrés [10] et des
rouleurs de Quincke [14] (Fig 1.8). Dans le système des rouleurs de Quincke la polarisation qui est nulle
à basse densité dans la phase gaz homogène isotrope augmente continuement à partir d’une densité
critique où la transition de flocking a lieu (Fig 1.8a). Dans le système de grains vibrés, pour une
densité donnée, la polarisation moyenne est positive pour des faibles valeurs d’accélération du plateau
et donc de bruit orientationnel, puis elle diminue lorsque l’accélération verticale augmente (Fig 1.8b).12 INTRODUCTON
(a) (b) (c)
Figure 9 – Vibrated polar grains. (a) Polar disks moving on a vibrating surface. Red colors denote polar
clusters of aligned disks (reproduced from [68]). (b) Average polarization plotted versus the amplitude of
the surface vibration (adapted from [68]). (c) Polar rods (white color) surrounded by passive beads (grey
color) (reproduced from [122]).
Vibrated polar grains Another class of systems consists is grains shaken on a vibrating surface.
When the grains are polar, more precisely when the friction with the surface is asymmetric, the
repeated collisions with the vibrating plane results in a net motion of the particles [120]. Using
polar disks, J. Deseigne and O. Dauchot demonstrated the existence of a transition to polarized
phases, as shown in Figs. 9(a) and 9(b) [68]. Reducing the amplitude of vibrationmakes it possible
to decrease the rotational diffusivity of the disks, and to trigger a transition akin to that observed
in Vicsek-like models. In this system, the alignment results from contact interactions between the
motile disks. Another possibility was recently proposed by Kumar et al.: the interactions between
pointy rods are mediated by non-motile, isotropic beads [122]. The motion of the active rods in-
duces a flow of passive beads, as would an active swimmer in a fluid: the polar rods interact at a
distance via the displacement of the beads. At high enough density, the rods coherently circulate
in the confining box as shown in Fig. 9(c).
The experimental systems mentioned above partially validate the theoretical framework of
polar active matter: a transition to collective motion is observed, it is associated with heteroge-
neous spatial structures, and giant density fluctuations have been measured. However, they do
not significantly increase our knowledge of the origin of directed motion. Indeed, the interac-
tions between the motile bodies are very difficult to describe. They mostly arise from short-range
collisions and remain challenging to describe from first physical principles. In the actin motility
assays, the emergence of polar order from contact interactions between elongated filament is far
from obvious. At a first glance, excluded-volume interactions between hard rods have rather a ne-
matic symmetry, as sketched in Fig. 10 [11, 13]. It is not much easier to understand how alignment
arises from collisions between circular grains. Up to now, the theoretical descriptions have been
restricted to phenomenological approaches, based on numerical simulations of simplifiedmicro-
scopic models [94, 122, 219]. They showed that polar states emerge from very subtle mechanisms,
which do not reduce to effective alignment torques as assumed in all Vicsek-like models. As a re-
sult, it is difficult to unambiguously identify andmodel the physical ingredients which rule, at the
Figure 10 – At a first glance, the repulsion between slender motile bodies seems to promote nematic
ordering. When the initial angle between the rods is closer to π2 , this naive picture does not hold and polar
collisions are actually favored.
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1.6 Organization of this thesis
As exemplified by the disorder-induced suppression of long-ranged order, dramatic changes can arise
in flocks’ behavior when they evolve in complex environments. In this thesis, I build on the realization
of synthetic flocks from self-propelled colloids [13, 12] to explore the thrilling physics of flocking. I
experimentally investigate how flocking occurs in challenging environments. This thesis is organized as
follows.
Chapter 2: A model experiment for flocking
In Chapter 2, I introduce synthetic flocks assembled from motile coll ids. I first show how to m ke
colloidal rollers out of bare plastic microbeads. Then, I discuss the pair interactions b tween these
colloidal rollers. Alignment interactions are evid nced and i creasing the roller density yields the same
phenomenology as in the Vicsek model, see Figs. 1.8 and 1.15. Finally, the homogeneous flocks that
form at high densities is shown to be an actual representative of Toner and Tu polar liquids.
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Figure 1.15 | A model experiment for flocking.
Chapter 3: Collective stubbornness resisting opposing flows
In Chapter 3, I investigate the response of colloidal flocks to longitudinal perturbations. I show
how to take advantage of the microfluidic device where the synthetic flocks are manipulated to apply
external drives. Second, I probe the response of colloidal polar liquids to longitudinal fields. Remark-
ably, colloidal flocks can sustain opposing fields. This robustness is made possible by the presence of
boundaries that confine the flock laterally. A detail examination of the flock dynamics reveals a buckled
pattern that leans on these walls, see Fig. 1.16. A minimal hydrodynamic theory correctly accounts for
these observations. Over a finite range of field amplitude, buckled flocks that resist opposing fields are
shown to be stable. Finally, the non-linear response of flocks to external fields is exploited to realize
autonomous oscillators. Most of this work has been published in the article “Flowing active liquids
24
a
Figure 1.8 | Brisure spontanée de symétrie. a. Evolution de la polarisation moyenne en fonction
de la densité pour les rouleurs de Quincke : transition de flocking. [14]. b. Grains vibrés : Evolution
de la polarisation moyenne en fonction de l’accélération Γ du plateau vibrant [10].
Une étude pprofondie des équations de T ner et Tu dans le liquide pol ire permet de caractériser
cette phase et d’effectuer des prédictions théoriques sur sa structure et sa dynamique. Nous abordons
ici ce point en détaillant ces prédicti ns et en listant les études expérimentales menées sur ce sujet
avant ma thèse.
Fluctuations géantes de densité A partir des équations linéarisées de Toner et Tu, on peut
montrer que les liquides polaires actifs présentent des fluctuations géantes de densité. En effet, une
première analyse de la théorie hydrodynamique de Toner et Tu [3, 1, 31] prévoit que la variance du
nombre de particule ∆N2 augmente avec le nombre moyen de particules N via la relation ∆N2 ∼ ⟨N⟩2ζ
avec ζ = 12 +
1
d , où d est la dimension du système. À deux dimensions, il vient donc ∆N2 ∼ ⟨N⟩2 et
les fluctuations de densité sont donc anormales. Une étude plus détaillée prenant en compte les non
16
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linéarités faisant intervenir un groupe de renormalisation prévoit un exposant plus faible : ∆N2 ∼
⟨N⟩1.6 [36]. Flocking physics
propagate according to the Toner and Tu theory. More generally, all the measurements in [48] show
an excellent agreement with the linear theory by Toner and Tu. This agreement actually questions the
possibility to experimentally demonstrate the true long-range order within flocks, or, from a dual point
of view, the relevance of Toner and Tu fluctuating hydrodynamics to describe real flocks.
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velocity field is here defined on a grid with a square mesh of size 1
! 1. At each time step the local Eulerian velocity is the average of
the instantaneous velocity of the particles, the center of which is
inside one element of this mesh. For small-enough G values,
correlations in space remain strong up to scales where the
correlation function is cut-off by the system size, signaling that
order is established on scales as large as possible (Fig. 9(a)).
Similarly, the temporal autocorrelation function decays very
slowly (logarithmically?) for small G values and is only cut-off at
very large timescales (Fig. 9(b)).
D. Giant number fluctuations
The orientationally-ordered phases of active matter systems are
endowed with specific yet universal properties such as long-range
correlations, superdiffusion, and strong density fluctuations.1,18
The latter, also called ‘‘giant number fluctuations’’, are the better
known, probably because they are rather easy to measure: one
simply records, in subsystems containing on average n particles,
the variance Dn2 of the fluctuations in time of this number. For
normal, equilibrium, systems, and/or for non-interacting parti-
cles Dn2 scales like n at large n (as long as, of course, n" N, the
total number of particles in the system). But for orientationally-
ordered active systems, one expects Dn2 #ng with g > 1.
A generic simple argument by Ramaswamy et al.,48 links a q$2
divergence in the structure factor, calculated in some linear,
mean-field approximation, to g¼1/2 + 1/dwhere dis the space
dimension. This is expected to hold for so-called ‘‘active
nematics’’, and was indeed measured there,21 but not for collec-
tions of polar particles as considered here. In this case, fluctua-
tions must be taken into account, which has been done in the RG
calculation by Toner and Tu.27 This calculation, which relies on
assumptions,28 predicts g ¼8/5 for d¼2, a number consistent
with numerical results obtained on the Vicsek model.22
We measured number fluctuations in both experiments Ea and
Eb for G ¼ 2.8. Given the variations of local average packing
fraction described above, we used for n the mean number of
particles actually recorded in each box in which particles were
counted. This actually allowed us to use boxes slightly outside
the ROI for better statistics without any detectable problems. As
expected, Dn2 varies algebraically with n until it levels off at large
n due to finite-size effects (Fig. 9(c)). The effective scaling
exponent, measured over two decades, is g ¼ 1.40 & 0.01 for
experiment Ea and g ¼1.44 &0.01 for experiment Eb. This is
close and below the expected theoretical value 1.6, in agreement
with the observation that the asymptotic value is approached
from below as the system size increases.21
E. Intermittent confinement-induced milling
Experiment Ec illustrates some of the consequences of increasing
the density of particles. With a nominal packing fraction f ¼
0.58, the ROI being fixed as previously to a diameter of 20, we
observe an effective packing fraction inside the ROI fROI¼0.19
suggesting a stronger concentration of the particles along the
boundaries, which cannot be ‘‘ignored’’ anymore: the time series
ofJ in the ordered state observed at G¼3 show an intermittent
behavior between values of the order of 0.6 and values in the
range [0,0.3] (Fig. 10(a–b)). These low values do not indicate
a disordered state. Rather, they are the trace of a milling
configuration, i.e. a system-wide vortex obviously resulting from
the domain shape (Fig. 10(c–e) and ESI†49). This can be quan-
tified by calculating the macroscopic angular momentum
P ðtÞ ¼h~ni ðtÞ _~eqi ðtÞii;where ~eqi(t) is the azimuthal unit vector
associated with qi, the angular position of particle i in polar
coordinates. Time series of J and P reveal that the system
switches intermittently between clockwise and counterclockwise
milling: P changes sign from time to time, but never dwells long
around zero. The usual order parameter J, in fact, takes large
values mostly during these reversal events (Fig. 10(a–b)).
The transition scenario we have observed in experiments Ea
and Eb and described in the previous section is thus strongly
modified. Here when G is decreased, one first observes the onset
of collective motion, as in the previous case, but soon they
organize into system size vortices and the transition towards
polar order is interrupted. Further investigations are required to
Fig. 9 Finite-size effects. (a) Spatial correlationCv(r) of the Eulerian velocity field~v(~r,t) for G¼2.8 for the small (black curves) and the large (red curves)
systems at three different vibration amplitudes G as indicated in the legend. (b) Temporal correlationCv(t) of~v(~r,t) for G¼2.8 for the small (black curves)
and large (red curves) systems at three different vibration amplitude G as indicated in the legend. (c) Fluctuations DN2 of the number of particles as
a function of the average number of particles N in boxes of increasing size for the small (blackB) and large (red +) systems.
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M vie S1). To enable th quantitativ c mparison with existing
theories of collective motion, it is mandatory to observe the local
density ﬂuctuations in such a phase where the overall density can
still be considered to be homogenous (Fig. S3), yet still coherently
moving ﬁlaments are observable. In these homogenous ordered
phases, the ﬂuctuations of the ﬂuor scenc intensity ΔI grow far
more rapidly than expected for systems in thermal equilibrium and
are found to be proportional to I0.8. The observed scaling expo-
nent of 0.8 is a generic feature of the system and highly conserved
upon variati ns of the ﬁlament density and the ﬁlament lengths
(Fig. 1D).
The occurrence of these anomalously large ﬂuctuations in the
ordered phase is intimately related to the lifetime of local density
ﬂuctuations δI that can be quantiﬁed by their autocorrelation
function C(t) = <δI(T + t) δI(T)>r. In the homogenous ordered
phase, C(t) decays according C(t) ∼ t−1 on short timescales. For
longer timescales, however, C(t) shows a pronounced exponen-
tial cont ibution (Fig. 1E). It is t is exponential contribution that
discriminates the ordered state from the disordered state, where
C(t) decays according to C(t) ∼ t−1 for all times. Thus, the
ﬂuctuations in the ordered phase are not only anomalously large
in magnitude, they are also very persistent. Although the exact
functional dependence is different, the occurrence of long time
tails is in agreement with the theoretic predictions (30).
However, what exactly is responsible for these intriguing sta-
tistical properties that sharply discriminate the ordered from the
disordered phase? Plai ly, the main difference between the two
phases is the emergence of coherent currents of collectively
moving ﬁlaments (Fig. 2A). To investigate this coupling between
order and density, we calculate the coarse-grained velocity ﬁeld
v(r,t) of the collectively moving particles with a particle image
velocimetry scheme (6, 12). Indeed, the dynamic properties of
the velocity ﬁeld and the density ﬁeld are closely related: qual-
itatively, at points where the velocity ﬁeld converges and has
a sink, material is accumulated and the density increases—and at
points where the velocity ﬁeld has a source, material is trans-
ported away and the density locally decreases (Fig. 2 B and C and
Movie S1).
The change in density as a response to local defects is only one
part of the coupling between the density and the velocity ﬁeld.
The sinks and sources in the velocity ﬁeld are not stationary ei-
ther. They not only constantly dissolve and emerge, but generically
Fig. 1. Collectively moving ﬁlaments show anomalously huge ﬂuctuations in the particle density. A schematically shows the motility assay experiments where
highly concentrated actin ﬁlaments are propelled by HMMmotor proteins. At low F-actin concentrations, the ﬁlaments move independently from one another
and no collective motion develops (B). Above a critical density, a phase of collectively moving ﬁlaments emerges (C) that is characterized by anomalously high
ﬂuctuations in the particle density. These ﬂuctuations an be qu n ﬁed by recording the temporal ﬂuctuations of the ﬂuorescence intensity ΔI (for details, see
Materials and Methods). D shows ΔI as a function of the ean intensity <I>. For systems obeying the central limit theorem, these ﬂuctuations should scale
according toΔI α I0.5—and in the absence of collectivemotion, this is the case (D, gray data points). In the presence of phase boundaries between dense and dilute
regions, like it is the case in the density wave regime, theﬂuctuations scale likeΔI α I1.0 (D, black data points). Already slightly above the critical density, where the
individual ﬁlaments move collectively, but the overall density is still homogeneous, the ﬂuctuations are anomalously large with theﬂuctuations scaling according
to ΔI α I0.8 (D, blue, red, and green data points). These ﬂuctuations are long-lived, as can be seen from the autocorrelation C(t) = <δI(T), δI (T + t)> of the local
densityﬂuctuations δI (E). In the absence of collectivemotion, densityﬂuctuations decorrelate diffusively according to C(t)∼ t−1 (E, red data points); in the ordered
phase, an additional exponential contribution for long times is found (E, blue data points). Parameters: gray: ﬁlament density: ρ = 3 ± 1 μm−2; ﬁlament length: l =
6.8 μm; red: ρ = 12 ± 2 μm−2; l = 6.8 μm; blue: ρ = 16 ± 2 μm−2; l = 6.8 μm; green: ρ = 30 ± 2 μm−2; l = 1.1 μm; black: ρ = 24 ± 2 μm−2; l = 6.8 μm. (Scale bars: 50 μm.)
div(v)density fluctuations δI
B
T = 34 sec
CA
mean
high
low
0
sink
source
Fig. 2. Fluctuations in the particle density arise from the coupling between density and velocityﬁeld. Local densityﬂuctuations of collectivelymovingﬁlaments
(A) are quantiﬁed by the local deviation δI from themean ﬂuorescence intensity (B). At sources, wherematerial moves away from [div(v) < 0], the local density is
reduced; at sinks [div(v) > 0] the local density is increased (C). The ﬁlament density was adjusted to ρ = 12 ± 2 μm−2, and the average ﬁlament length was 6.8 μm.
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alignment is controlled by set screws. The vibration is
produced with an electromagnetic servo-controlled shaker
(V455/6-PA1000L,LDS), the accelerometer for the control
being fixed at the bottom of the top vibrating disk, em-
bedded in the expanded polystyren. A 400 mm long brass
rod couples the air-bearing slider and the shaker. It is
flexibl e o gh to compensate for the alignment mismatch,
but stiff enough to ensure mechanical coupling. The shaker
rests on a thick wooden plate ballasted with 460 kg of lead
bricks and isolated from the ground by rubber mats
(MUSTshock 100! 100! EP5, Musthane). We have
measured the mechanical resp se of the whole setup
and found no resonances in the window 70–130 Hz.
Here, we use a sinusoidal vibration of frequency f ¼
115 Hz and vary the relative acceleration to gravity ! ¼
!af2=g. The vibration a plitude a at a peak acceleration
of 1 g at this frequency is 25 "m. Using a triaxial accel-
erometer (356B18,PCB Electronics), we checked that the
horizontal to vertical ratio is lower than 10#2 and that the
spatial homogeneity of the vibration is better than 1%.
Our polar particles are micro-machined copper-
beryllium disk (diameter d¼ 4 mm) with an off-cen er
tip d a glued rubber skate located at di metrically oppo-
site positions [Fig. 1]. These two ‘‘legs,’’ which have
d fferent mechanical r sponse under vibration, endow th
particles with a polar axis which can be determined from
above thanks to a black spot located on their top. Under
proper vibration, they can be set in directed motion (see
b low). Of total height h ¼ 2:0 mm, they are sandwiched
between two thick glass plates separated by a g p of H ¼
2:4 mm. We also used, to perform ‘‘null case experi-
ments,’’ plain rotationally invariant disks (same metal,
diameter, and height), hereafter called the ‘‘symmetric’’
particles. We laterally confined the particles in a flower-
shaped arena of internal diameter D ¼ 160 mm [Fig. 1].
The petals avoid the stagnation and accumulation of par-
ticles along the boundaries as reported, for instance, in [11]
by ‘‘reinjecting’’ them into the bulk. A CCD camera with a
spatial resolution of 1728! 1728 pixels and standard
tracking software is used to capture the motion of the
particles at a frame rate of 20 Hz. In the following, the
unit of time is set to be the period of vibration and the unit
length is the particle diameter. Within these units, the
resolution on the position ~r of the particles is better than
0.1, that on the orientation ~n is of the order of 0.05 rad and
the lag separating two images is #0 ¼ 5:75. Measuring the
long-time averaged spatial density map (for various num-
bers of particles), we find that this density field slightly
increases near the boundaries, but is constant to a few
percent in a region of interest (ROI) of diameter 20d.
This provides an additional check of the spatial homoge-
neity of our setup.
We first performed experiments with 50 particles, i.e., at
a surface fraction small enough so that collisions are rare
and the individual dynamics can be investigated. For large
acceleration, the polar particles describe random-walk-like
trajectories with short persistence length. Decreasing !,
they show more and more directed motion, and the persis-
tence length quickly exceeds the system size. This is in
contrast with the symmetric particles which retain the same
shortly correlated individual walk dynamics for all ! val-
ues [Figs. 2(a) and 2(b)].
More precisely, individual velocities ~viðtÞ &
½~riðt þ #0Þ# ~riðtÞ)=#0 measured within the ROI have a
well-defined most probable or mean value vtyp ’ 0:025
(b)(a)
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FIG. 2 (color online). Individual dynamics for ! ¼ 2:7.
(a) Typical portions of polar particles trajectories inside the
ROI. Black and grey (red) arrows indicate ~vti and ~n
t
i at selected
times. The domain area is about 15! 15d. (b) The same for
symmetric particles. (c) Probability distribution function (PDF)
with counterpropagating waves with a common linear polariza-
tion (lin-lin) of $, the angle between ~vti and ~n
t
i. (d) Variation of
angular diffusion coefficient D% with !.
FIG. 1 (color online). Collective motion of self-propelled
disks. Bottom left panel: a sketch of our polar particles. Main
panel: a snapshot of an ordered regime observed in our flower-
shape domain. The dark gray reveals the local alignment be-
tween particles {both perfect alignment [light grey (red)] and
pergect antialignment [dark grey (blue)]}. The intrinsic polarity
of the particles is indicated by the black arrows.
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on a single master curve solely parameterized by the particle fraction,
w‘, away from the band: P s,tð Þ~1{w?=w s,tð Þ. As it turns out, this
relation corresponds to particle-number conservation in a system
where density and polarization waves propagate steadily at a velocity
v0 (ref. 22 and Supplementary Methods). This observation unambigu
ously demonstrates that the band state corresponds to a genuine sta-
tionary flocking phase of colloidal active matter.
On further increasing the area fraction to more than w0< 23 1022,
transient bands eventually catch upwith themselves along the periodic
direction and form a homogeneous polar phase (Fig. 2d and Supp-
lementary Video 4) in which the velocity distribution condenses on a
single orientation ofmotion (Fig. 4a, to be contrastedwith the perfectly
isotropic distribution for fractions less than wc in Fig. 1b). Conversely,
the roller positions are weakly correlated, as evidenced by the shape of
the pair-distribution function, which is similar to that found in low-
density molecular liquids (Fig. 4b).We also emphasize that the density
fluctuations are normal at all scales (Fig. 4c). This is experimental
observation of a polar-liquid phase of active matter. The existence of
a polar-liquid phase was theoretically established yet had not been
observed in any prior experiment involving active materials. Until
now, collective motion has been found to occur in the form of patterns
with marked density, orientational heterogeneities or both7,10,13,14,16.
Furthermore, in contrast with the present observations, giant density
fluctuations are considered to be a generic feature of the uniaxially
ordered states of liquids comprising self-propelled particles2,3,17. We
resolve this apparent contradiction below and quantitatively explain
our experimental observations.
From a theoretical perspective, the main advantage offered by the
rollers is that their interactions are clearly identified. We show in
Supplementary Methods how to establish the equations of motion of
Quincke rollers interacting through electrostatic and far-field hydro-
dynamic interactions. They take a compact form both for the position
ri and the orientation p^i of the ith particle:
_ri~v0p^i
_hi~
1
t
X
i=j
L
Lhi
Heff ri{rj,p^i,p^j
! "
Here p^i makes an angle hi with the x axis, and a dot denotes a time
derivative. In dilute systems, the particle interactions do not affect their
propulsion speed, yet the electric field and flow field compete to align
the p^i with them.This competition results in an effective potential,Heff,
for the p^i. At leading order in a/r
Heff r,pi,pj
! "
~A rð Þp^i.p^jzB rð Þp^i .^r
zC rð Þp^i. 2r^r^{Ið Þ.p^j
where A(r) is a positive function and thus promotes the alignment of
the neighbouring rollers, I is the identitymatrix, r^r^ is the outer product
of r^ with itself, and a dot denotes tensor contraction. Importantly, A is
dominated by a hydrodynamic interaction, which arises from a hydro-
dynamic-rotlet singularity screened over distances of the order of the
chamber height23. The function B(r) is also short ranged and accounts
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Figure 2 | Transition to directed collectivemotion. a, Dark-field pictures of a
roller population that spontaneously forms a macroscopic band propagating
along the racetrack. E0/EQ5 1.39, w05 10
22. Scale bar, 5mm. b–d Close-up
views. The arrows correspond to the roller displacement between two
subsequent video frames (180 frames s21). b, Isotropic gas. w05 63 10
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21. Scale bar, 500mm. e, Modulus of the average polarization,P0,
plotted versus the area fraction, w0. Collective motion occurs as w0 exceeds
wc5 33 10
23. wc is independent of E0. Error bars, 1 s.d. e | | (or eH) is the unit
vector oriented along the tangent (or the normal) of the racetrack confinement.
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Figure 1 | Single-roller dynamics. a, Sketch of theQuincke rotation and of the
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rollers. Time interval, 5.6ms; scale bar, 50mm. b, Probability distribution of the
velocity vector (v | | , vH) for isolated rollers: v | | corresponds to the projection of
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distribution. Error bars, 1 s.d.
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Fig. S1. C mparison between ﬂuctuations in the ﬂuorescence intensity and in the number of particles. The image in A shows the ﬂuorescence intensity I as
a function of the number of labeled ﬁlaments N in the ﬁeld of view for coherently moving struct res in the motility assay. In the investigated parameter
regime, th ﬂuor scence intensity is directly proportional to the number of particles. Likewise, the temporal ﬂuctuations of both quantities are similar in
magnitude and duration (B). As a consequence, also the ﬂuctuations scale with roughly the same exponent as shown in C and D. The ﬁlament density was
adjusted to ρ = 12 ± 2 μm−2 and the average ﬁlament length was 1.1 μm.
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Fig. S2. Density ﬂuctuations for different parameter sets. A shows the normalized ﬂuctuations of the ﬂuorescence intensity ΔI as a function of the corre-
sponding mean intensity <I>. B–D show the same data rescaled by <I>0.8 and <I>0.5, respectively. In the disordered phase where no collective motion is
observed, th ﬂuctuations scale according to ΔI ∼ <I>0.5 (gray data points). The phase boundaries between the dilute and disordered background and the
collectively moving ﬁlaments that occur in the density waves regime trivially lead to large density ﬂuctuations of the order of ΔI ∼ <I>1 (black data points).
However, already when the overall ﬁlament density is still homogeneous, the collective motion is characterized by anomalously large ﬂuctuations that scale
according to ΔI ∼ <I>0.8. The scaling exponent is highly robust upon parameter variations: The red data points correspond to a ﬁlament density of ρ = 12 ±
2 μm−2 and an average ﬁlament length of 6.8 μm; the blue data points correspond to a ﬁlament density of ρ = 16 ± 2 μm−2 and an average ﬁlament length of
6.8 μm; and the green data points correspond to a ﬁlament density ρ = 30 ± 2 μm−2 and an average ﬁlament length of 1.1 μm.
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Fig. S1. Comparison between ﬂuctuations in the ﬂuorescence intensity and in the number of particles. The image in A shows the ﬂuorescence intensity I as
a function of the number of labeled ﬁlaments N in the ﬁeld of view for coherently moving structures in the motility assay. In the investigated parameter
regime, the ﬂuorescence intensity is directly proportional to the number of particles. Likewise, the temporal ﬂuctuations of both quantities are similar in
magnitude and duration (B). As a consequence, also the ﬂuctuations scale with roughly the same exponent as shown in C and D. The ﬁlament density was
adjusted to ρ = 12 ± 2 μm−2 and the average ﬁlament length was 1.1 μm.
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Fig. S2. Density ﬂuctuations for different parameter sets. A shows the normalized ﬂuctuations of the ﬂuorescence intensity ΔI as a function of the corre-
sponding mean intensity <I>. B–D show the same data rescaled by <I>0.8 and <I>0.5, respectively. In the disordered phase where no collective motion is
observed, the ﬂuctuations scale according to ΔI ∼ <I>0.5 (gray data points). The phase boundaries between the dilute and disordered background and the
collectively moving ﬁlaments that occur in the density waves regime trivially lead to large density ﬂuctuations of the order of ΔI ∼ <I>1 (black data points).
However, already when the overall ﬁlament density is still homogeneous, the collective motion is characterized by anomalously large ﬂuctuations that scale
according to ΔI ∼ <I>0.8. The scaling exponent is highly robust upon parameter variations: The red data points correspond to a ﬁlament density of ρ = 12 ±
2 μm−2 and an average ﬁlament length of 6.8 μm; the blue data points correspond to a ﬁlament density of ρ = 16 ± 2 μm−2 and an average ﬁlament length of
6.8 μm; and the green data points correspond to a ﬁlament density ρ = 30 ± 2 μm−2 and an average ﬁlament length of 1.1 μm.
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Fig. S8. Cluster size distributions as a function of the ﬁlament density. In A, the cumulative cluster size distribution P(a) is plotted as a function of the cluster
area a for three different ﬁlament densities. For low den ities (c an), the cluster sizes are approximately xponentially distributed. For higher overall ﬁlament
de sities, the probability for ﬁnding large clusters incre ses compared with th exponential distribution (light and dark blue). In A, the area a of the identiﬁed
cluster is chosen a easure for the cluster size. Noteworthy in the case of the quasi-2D motility assay, the area a of the cluster is equivalent to the sum of the
ﬂuorescence i tensity of he cluster I (Fig. S4). Conseque tly, plottin the area a as function of the ﬂuoresc ce intensity I yields a linear relationship (B).
Physically, this means that the ﬁlament packing inside a cluster is independent of its size. Th average ﬁlament length was 6.8 μm.
Movie S1. Collective motion at homogeneous ﬁlament densities. The left panel shows collectively moving ﬁlaments in high-density motility assay experi-
ments. The right panel shows the corresponding velocity ﬁeld and its color-coded divergence div(v). The dark colors correspond to sources in the velocity ﬁeld
where material is transported away from. The ﬁlament density was adjusted to ρ = 12 ± 2 μm−2, and the average ﬁlament length was 6.8 μm.
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Movie S1). To enable the quantitative comparison with existing
theories of collective motion, it is mandatory to observe the local
density ﬂuctuations in such a phase where the overall density can
still be considered to be homogenous (Fig. S3), yet still coherently
moving ﬁlaments are observable. In these homogenous ordered
phases, the ﬂuctuations of the ﬂuorescence intensity ΔI grow far
more rapidly than expected for systems in thermal equilibrium and
are found to be proportional to I0.8. The observed scaling expo-
nent of 0.8 is a generic feature of the system and highly conserved
upon variations of the ﬁlament density and the ﬁlament lengths
(Fig. 1D).
The occurrence of these anomalously large ﬂuctuations in the
ordered phase is intimately related to the lifetime of local density
ﬂuctuations δI that can be quantiﬁed by their autocorrelation
function C(t) = <δI(T + t) δI(T)>r. In the homogenous ordered
phase, C(t) decays according C(t) ∼ t−1 on short timescales. For
longer timescales, however, C(t) shows a pronounced exponen-
tial contribution (Fig. 1E). It is this exponential contribution that
discriminates the ordered state from the disordered state, where
C(t) decays according to C(t) ∼ t−1 for all times. Thus, the
ﬂuctuations in the ordered phase are not only anomalously large
in magnitude, they are also very persistent. Although the exact
functional dependence is different, the occurrence of long time
tails is in agreement with the theoretic predictions (30).
However, what exactly is responsible for these intriguing sta-
tistical properties that sharply discriminate the ordered from the
disordered phase? Plainly, the main difference between the two
phases is the emergence of coherent currents of collectively
moving ﬁlaments (Fig. 2A). To investigate this coupling between
ord r and density, we calculate the coarse-grain d velocity ﬁeld
v(r,t) of the collectively moving particles with a particle image
velocimetry scheme (6, 12). Indeed, the dynamic properties of
the velocity ﬁeld and the density ﬁeld are closely related: qual-
itatively, at points where the velocity ﬁeld converges and has
a sink, material is accumulated and the density increases—and at
points where the velocity ﬁeld has a source, material is trans-
ported away and the density locally decreases (Fig. 2 B and C and
Movie S1).
The change in density as a response to local defects is only one
part of the coupling between the density and the velocity ﬁeld.
The sinks and sources in the velocity ﬁeld are not stationary ei-
ther. They not only constantly dissolve and emerge, but generically
Fig. 1. Collectively moving ﬁlaments show anomalously huge ﬂuctuations in the particle density. A schematically shows the motil ty assay experiments wher
highly concentrated actin ﬁlaments are propelled by HMMmotor proteins. At low F-actin concentrations, the ﬁlaments move independently from one another
and no collective motion develops (B). Above a critical density, a phase of collectively moving ﬁlaments emerges (C) th t is characterized by anomalously high
ﬂuctuations in the particle density. These ﬂuctuations can be quantiﬁed by recording the temporal ﬂuctuations of the ﬂuorescence intensity ΔI (for details, see
Materials and Methods). D shows ΔI as a function of the mean intensity <I>. For systems obeying the central limit theorem, these ﬂuctuations should scale
according toΔI α I0.5—and in the bse ce of collectivemotion, this is the case (D, gray data points). In the presence of phase bou daries between dense and dilute
regions, like it is the case in the density wave regime, theﬂuctuations scale likeΔI α I1.0 (D, black data points). Already slightly above the critical density, where the
individual ﬁlaments move collectively, but the overall density is still homogeneous, the ﬂuctuations are anomalously large with theﬂuctuations scaling according
to ΔI α I0.8 (D, blue, red, and green data points). These ﬂuctuations are long-lived, as can be seen from the autocorrelation C(t) = <δI(T), δI (T + t)> of the local
densityﬂuctuations δI (E). In the absence of collectivemotion, densityﬂuctuations decorrelate diffusively according to C(t)∼ t−1 (E, red data points); in the ordered
phase, an additional exponential contribution for long times is found (E, blue data points). Parameters: gray: ﬁlament density: ρ = 3 ± 1 μm−2; ﬁlament length: l =
6.8 μm; red: ρ = 12 ± 2 μm−2; l = 6.8 μm; blue: ρ = 16 ± 2 μm−2; l = 6.8 μm; green: ρ = 30 ± 2 μm−2; l = 1.1 μm; black: ρ = 24 ± 2 μm−2; l = 6.8 μm. (Scale bars: 50 μm.)
div(v)density fluctuations δI
B
T = 34 sec
CA
mean
high
low
0
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source
Fig. 2. Fluctuations in the particle density arise from the coupling between density and velocityﬁeld. Local densityﬂuctuations of collectivelymovingﬁlaments
(A) are quantiﬁed by the local deviation δI from themean ﬂuorescence intensity (B). At sources, wherematerial moves away from [div(v) < 0], the local density is
reduced; at sinks [div(v) > 0] the local density is increased (C). The ﬁlament density was adjusted to ρ = 12 ± 2 μm−2, and the average ﬁlament length was 6.8 μm.
Schaller and Bausch PNAS | March 19, 2013 | vol. 110 | no. 12 | 4489
A
PP
LI
ED
PH
YS
IC
A
L
SC
IE
N
CE
S
investigate the interplay between these two transitions. But one
can already conclude that confined active flows are like any
confined flows: boundaries cannot be ignor d, and it is hard to
disentangle the intrinsic ‘‘bulk’’ properties of active fluids from
those resulting from the inevitable presence of boundaries.
VI. Summary and discussion
Our results constitute, to our knowledge, the first study of a well-
controlled xperimental system in which ‘‘self-propelled’’ objects
are able to move collectively over scales as large as the system
size. The dynamics of our particles, although nominally three-
dimensional and complicated, are well accounted for by a two-
dimensional description in terms of persistent random walks.
Their binary collisions are not simple inelastic aligning ones, but
are spatio-temporally extended events during which multiple
actual collisions happen, leading eventually to a weak but clear
effective alignment.
At the collective level, we showed how to avoid the accumu-
lation of particles near the boundary walls by adopting flower-
shaped arenas whose petals help reinject particles in the bulk.
This trick is of course not perfect, and we do observe higher
average densities near the walls, so that care must be taken in
defining a region of interest in which the density is nearly
constant although different from the nominal packing fraction.
We presented the results of three sets of experiments conducted
near ‘‘optimal’’ densities such that well-developed collective
motion is observed, in which orientational order is established on
scales comparable to the system size. In these most ordered
regimes, we recorded clear, unambiguous evidence of ‘‘giant
number fluctuations’’, a signature feature of orientationally-
ordered phases in active matter. Note that in the case of a clear
phase separation between dense clusters and a gaseous state—e.g
the inelastic collapse of dissipative grains—one would also
record ‘‘anomalous’’ density fluctuations; but these are essen-
tially tied to the presence of well defined interfaces between th
two phases, at odd with the present observations.
From the wealth of numerical studies of models of active
matter, where periodic boundary conditions are often adopted, it
is easy to forget about the inevitable role played by walls when
investigating collective motion. Here, in addition to the subtle
effects ab ut the effective packing fraction recorded in the region
of interest, we showed that at densities slightly larger than those
used in the regimes where giant number fluctuations w re
recorded, the boundaries ‘‘come back’’ in the problem by driving
macroscopic vortical flows.
The experiments we conducted have also shown some clear
limitations of our setup: even though we used two domain sizes,
finite-size effects remain strong and difficult to estimat , which
rules out any statement about the (asymptotic) nature of the
Fig. 10 Emergence of confinement-induced milling and its relation to polar order. (a) Temporal evolution of the ortho-radial ordering parameter P(t)
and the polar ordering parameterJ(t). (b) Zoom on a time window during which two inversion processes occur (vertical dashed lines). (c,d,e) Successive
snapshots o the system with, from left to right, the inversion process from a clockwise (hPi < 0) to an anti-clockwise hPi > 0 large scale vortex. The
packing fraction f ¼ 0.58.
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alignment is controlled by set screws. The vibration is
produced with an electromagnetic servo-controlled shaker
(V455/6-PA1000L,LDS), the acceleromete for the control
being fixed at the bottom of t e top vibrat ng disk, em-
bedded in th expanded polystyren. A 400 mm long brass
rod couples the air-bearing slider and the shaker. It is
flexible enough to compensate f r the alignment mismatch,
but stiff enough to ensure mechanical coupling. The shaker
rests on a thick wooden plate ballasted with 460 kg of lead
bricks and isolated from the ground by rubber mats
(MUSTshock 100! 100! EP5, Musthane). We have
measured the mechanical response of the whole setup
and found no resonances in the window 70–130 Hz.
Here, we use a sinusoidal vibration of frequency f ¼
115 Hz and vary the relative acceleration to gravity ! ¼
2!af2=g. The vibration amplitude a at a peak acceleration
of 1 g at this frequency is 25 "m. Using a triaxial accel-
erometer (356B18,PCB Electronics), we checked that the
horizontal to vertical ratio is lower than 10#2 and that the
spatial homogeneity of the vibration is better than 1%.
Our polar particles are micro-machined copper-
beryllium disks (diameter d¼ 4 mm) with an off-center
tip and a glued rubber skate located at diam trically oppo-
site positions [Fig. 1]. These two ‘‘legs,’’ which have
different mechanical response under vibration, endow the
particles with a polar axis which can be determined from
above thanks to a black spot located on their top. Under
proper vibration, they can be set in directed motion (see
below). Of total height h ¼ 2:0 mm, they are sandwiched
between two thick glass plates separated by a gap of H ¼
2:4 mm. We also used, to perform ‘‘null case experi-
ments,’’ plain rotationally invariant disks (same metal,
diameter, and height), hereafter called the ‘‘symmetric’’
particles. We laterally confined the particles in a flower-
shaped arena of internal diameter D ¼ 160 mm [Fig. 1].
The petals a oid the st gnation and accumulation of par-
ticles along the boundaries as reported, for instance, in [11]
by ‘‘reinjecting’’ them into the bulk. A CCD camera with a
spatial resolution of 1728! 1728 pixels and standard
tracking oftware is used to capture the motion of the
particles at a fra e rate of 20 Hz. In the following, the
unit of time is set to be the p riod of vib atio and the unit
length is the particle diameter. Within these units, the
resolution on the position ~r of the particles is better than
0.1, that o the orientation ~n is of the order of 0.05 rad and
the lag separating two images is #0 ¼ 5:75. Measuring the
long-time averaged spati l density map (for various num-
bers of particles), we find that this density field slightly
increases near the boundaries, but is constant to a few
percent in a r gion of interest (ROI) of diameter 20d.
This provides an additional check of the spatial homoge-
neity f our setup.
We first perfo med experiments with 50 particl s, i.e., a
a surface fraction s all enough so th t colli ions are rare
and the individual dynam cs can be investigat d. For large
accel ration, the polar particles describe random-walk-like
trajectori s with sh rt persi tence length. D creasing !,
they s w more and m re di t d mot on, nd the persis-
tenc length quickly exceeds th system siz . This is in
contrast wi h the symmetric particles which retain the same
shortly correlated individual walk dyna ics for all ! val-
ues [F gs. 2(a) nd 2(b)].
More precisely, individual velocities ~viðtÞ &
½~riðt þ #0Þ# ~riðtÞ)=#0 measured withi the ROI have a
well-defined most probable or mean value vtyp ’ 0:025
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FIG. 2 (color online). Individual d namics for ! ¼ 2:7.
(a) Typical portions of polar par icles trajectories inside the
ROI. Black and grey (red) arrows indicate ~vti and ~n
t
i at selected
times. The domain area is about 15! 15d. (b) The same for
symmetric particles. (c) Probability distribution function (PDF)
with counterpropagating waves with a common linear polariza-
tion (lin-lin) of $, the angle between ~vti and ~n
t
i. (d) Variation of
angular diffusi n coefficie t D% with !.
FI . 1 (colo online). Collective motion of self-propelled
disks. Bottom left panel: a sketch of our polar particles. Main
panel: a snapshot of an ordered regime observ d in our flower-
shape domain. The dark gray reveals the local alignment be-
tween particles {both perfect alignment [light grey (red)] and
pergect antialignment [dark gr y (blue)]}. The intrinsic polarity
of the particles is indicated by the black arrows.
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on a single master curve solely parameterized by the particle fraction,
w‘, away from the band: P s,tð Þ~1{w?=w s,tð Þ. As it turns out, this
relation corresponds to particle-number conservation in a system
where density and polarization waves propagate steadily at a velocity
v0 (ref. 22 and Supplementary Methods). This observation unambigu-
ously demonstrates hat the band state corresponds to a genuine sta-
tionary flocking phase of colloidal active matter.
On further increasing the area fraction to more than w0< 23 1022,
transient bands eventually catch upwith themselves along the periodic
direction and form a homogeneous polar phase (Fig. 2d and Supp-
lementary Video 4) in which the velocity distribution condenses on a
single orientation ofmotion (Fig. 4a, to be contrastedwith the perfectly
isotropic distribution for fractions less than wc in Fig. 1b). Conversely,
the roller positions are weakly correlated, as evidenced by the shape of
the pair-distribution function, which is similar to that found in low-
density molecular liquids (Fig. 4b).We also emphasize that the density
fluctuations are normal at all scales (Fig. 4c). This is experimental
observation of a polar-liquid phase of active matter. The existence of
a polar-liquid phase was theoretically established yet had not been
observed n any prior experiment involving active materials. Until
now, collective motion has been found to occur in the form of patterns
with marked density, orientational heterogeneities or both7,10,13,14,16.
Furthermore, in contrast with the present observations, giant density
fluctuations are considered to be a generic feature of the uniaxially
ordered states of liquids comprising self-propelled particles2,3,17. We
resolve this apparent contradiction below and quantitatively explain
our experimental observations.
From a theoretical perspective, the main advantage offered by the
rollers is that their interactions are clearly identified. We show in
Supplementary Methods how to stablish the equations of motion of
Quincke rollers interacting through electrostatic and far-field hydro-
dynamic interactions. They take a compact form both for the position
ri nd the orientation p^i of the ith particle:
_ri~v0p^i
_hi~
1
t
X
i=j
L
Lhi
Heff ri{rj,p^i,p^j
! "
Here p^i makes an angle hi with the x axis, and a dot denotes a time
derivative. In dilute systems, the particle interactions do not affect their
propulsion speed, yet the electric field and flow field compete to align
the p^i with them.This competition results in an effective potential,Heff,
for the p^i. At leading order in a/r
Heff r,pi,pj
! "
~A rð Þp^i.p^jzB rð Þp^i .^r
zC rð Þp^i. 2r^r^{Ið Þ.p^j
where A(r) is a positive function and thus promotes the alignment of
the neighbouring rollers, I is the identitymatrix, r^r^ is the outer product
of r^ with itself, and a dot denotes tensor contraction. Importantly, A is
dominated by a hydrodynamic interaction, which arises from a hydro-
dynamic-rotlet singularity screened over distances of the order of the
chamber height23. The function B(r) is also short ranged and accounts
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Figure 2 | Transition to directed collectivemotion. a, Dark-field pictures of a
roller population that spontaneously forms a macroscopic band propagating
along the racetrack. E0/EQ5 1.39, w05 10
22. Scale bar, 5mm. b–d Close-up
views. The arrows correspond to the roller displacement between two
subsequent video frames (180 frames s21). b, Isotropic gas. w05 63 10
24.
c, Propagating band. w05 10
22. d, Homogeneous polar liquid.
w05 1.83 10
21. Scale bar, 500mm. e, Modulus of the average polarization,P0,
plotted versus the area fraction, w0. Collective motion occurs as w0 exceeds
wc5 33 10
23. wc is independent of E0. Error bars, 1 s.d. e | | (or eH) is the unit
vector oriented along the tangent (or the normal) of the racetrack confinement.
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Figure 1 | Single-roller dynamics. a, Sketch of theQuinck rotatio and of the
self-propulsion mechanis s of a colloidal roller characterized by its electric
polarization, P , and superposition of ten successive snapshots of colloidal
rollers. Time interval, 5.6ms; scale bar, 50mm. b, Probability distribution of the
velocity vector (v | | , vH) for isolated rollers: v | | corresponds to the projection of
the velocity on the direction tangent to the racetrack (Fig. 2); vH is normal to
v | | . The probability distribution involvesmore than 1.43 105measurements of
instantaneous speed. c, Roller velocity, v0, plotted versus the field amplitude,E0.
Inset, v20 versus E
2
0. The black dots represent the maximum of the probability
distribution. Error bars, 1 s.d.
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Figur 1.10 | Giant density fluc uati ns in synthetic fl cks. (a) Gia density fluctuations re
measured in flocks ass m led from self-propelled polar disks. Red crosses and black circles are data
from difere t experiments. Figures fro [35] and [36]. (b) Giant density are measured in polar clusters
of actin filaments (green, red and blue data points) Conversely, normal fluctuation are measured in
the gas phase (grey data points). Figures from [101]. (c) Giant density are measur d in polar liquids
of self-propelled colloids. Figur from [48].
1.5 Flocks in ch llengi g environments
All the works mentioned so far have intended to describe flocks in their essence: the focus was on
their intrinsic structure and dynamics. In order to complement our understanding of flocking, need is
to go beyond such a primary characterization and address how flocks interacts with their surroundings.
To this regards, two settings immediately come in mind:
(i) the response of flocks to external fields.
(ii) the propagation of flocks through quenched disorder.
Indeed, describing the response of a material to external perturbations and the changes of its
properties in the presence of disorder are crucial interrogations of condensed matter. As well, the
physics of flocking through such challenging environments is worth being investigating. It would allow
to further testing how theoretical developments accurately describe real flocks. From a more practical
perspective, the robustness of flocks to external perturbations and disorder is of major importance
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Les r uleurs d Quincke : un système modèle.
La fig re 2.10.a montre les trajec oires de particul s rec nstruite à partir d’une acquisition. nous
sommes en mesure de suivre la particule sur l’ensemble de la fenêtre d’acquisition. Sur la figure 2.10.b
nous confirmon qu’ave un jeu de pa amètres adéquat, nous sommes capable de di érencier deux
particules qui entrent en collision et de les suivre indépendamment.
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Figure 2.10 | Rec struction r ject ires. F: a. Image au microscope d’un liquide polaire
coula t e la gauche ve s la droite. 6 trajectoires de particul s sont représentées en bleu. La couleur
code pour le temps. Les flè h s représ ntent l’ rientation des particules à la fin de la traj ctoire. b.
Exemples d deux trajectoires de particules qui entrent en collision. L’algo ithm u ilisé st capable
de continuer à suivre les particules après le ch .
F L’é ude des phas s d nse de la matière ac ive dre se un nouveau challenge concernant la
reconstr ction des trajectoires. La distance moyenne entr les rticules étant rès faible, il n’est plus
possible de satisfaire le critère énoncé précédemme t avec notre caméra. Pour surmonter ce problème,
nous mesurons dans un premier temps le champ de déplacement moyen des particules à l’aide d’une PIV
(voir section suivante) et nous retirons ce déplacement moyen aux positions des rouleurs de Quincke
avant d’e ectuer la reconstruction des trajectoires. Nous parvenons ainsi à reconstruire fidèlement les
trajectoires de populations très denses de rouleurs de Quincke (jusqu’à ﬂ0 = 0.86).
C PIV et champ de vitesse
Jusqu’ici nous nous sommes attachés à détecter et reconstruire les trajectoires de chaque partic-
ule, ce qui nous permet de faire une analyse de la dynamique locale des populations de rouleurs de
Quincke. Certains de nos problèmes nécessitent cepe dant une a proche plus eulérienne. A lieu de
suivre chaque particule, n us souhaitons plutôt avoi accès au champ de vitesse des articules. Pour
mesurer ce champ, nous utilisons la technique de élocimétrie par Images de Particules (PIV) (Fig.
2.11). Nous utilisons l’implémentation MPIVlab de Matlab pour réaliser ces PIV.
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els [147]. It might be promoted by the high aspect ratio of the confinement. The local area fraction
¡(s, t ), at curvilinear coordinate s, and time t , increases sharply and then decays exponentially
to a constant value ¡1, which is very close to the critical volume fraction ¡c (Fig. 1.18b). This
shape is similar to the one found in numerical simulations of the celebrated 2D Vicsek model [25,
51]. Remarkably, the bands have no intrinsic scale and their length, Lband, is set by the particle-
number conservation only. This result is readily inferred from Fig. 1.18c, which shows that the
bands span a fraction of the racetrack which merely increases with ¡0 regardless of the overall
curvilinear length L.
Looking now at the local polarization, we observe tha e colloid l flock loses its internal co-
herence away from the band front as ¶(s, t ) decays continuously to zero along the band. Quan-
titatively ¡(s, t ) and ¶(s, t ) are related in a universal manner irrespective of the particle velocity,
and of the mean volume fraction (Fig. 1.18d). All our data collapse on a single master curve solely
parametrized by the particle fraction ¡1 away from the band: ¶(s, t )=
≥
1° ¡1¡(s,t )
¥
. As it turns out,
this relation corresponds to particle-number conservation in a systemwhere density and polariza-
tion waves propagate steadily at a vel city v0 (see [25] and Supplementary Methods). This robust
observation u ambiguously demo strates that the band state corresponds to a genuine stationary
flocking phase of c lloid l active matter.
Furth r increasing th are fraction above ¡0 ª 2£10°2, transient bands eventually catch-up
with themselves along the periodic direction and form a homogeneous polar phase (Fig. 1.17d)
where the velocity distribution cond nses on a single orientation of motion (Fig. 1.19a, to be con-
trasted with the perf ctl isotropic dist ibution below ¡c in Fig. 1.16b). Conversely the roller po-
sitions ar weakly c rr l ted s evidenc d by th s ap f the pair-distribution fun tion, which is
similar to that found i low-d nsitym l cular liquids (Fig. .19b). We also emphasize that the den-
sity fluctuations are nor al at all scales (Fig. 1.19c). This is the first experimental observation of a
pol r-liquid phase of ac ive atter. The existence of a polar-liquid phase was theoretically estab-
lis e yet d nev r been observe in any prio experim n involving active materials. Until now,
collectivemotion has been found to occur in the form of patterns withmarked density and/or ori-
entational heterogeneities [68, 73, 188, 190, 227]. Furthermore, in contr st with the resent obser-
vations, gi nt density fluctuatio s are considered to be a generic feature of the uniaxi lly-ordered
states of s lf-pr pelled-p rticl liquids [136, 194, 212]. We solv is appa t con adicti n belo
and explain quantitatively our xperimental observatio s.
Fr a th or ical per pective, e main advantage offered by he rollers is that their interac-
tions are cle rly dentifi d. We how in the Suppl mentaryMethods how to establish the eq ations
f motion of Qui c e r ller interacti g via l rost tic and f r-field hydrodynamic interactions.
slop
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Figure 1.19 – Polar-liquid state. a– Probability istribution of the vel ci y ctor (v//, v?) n the the
polar-liquid state, where v“ corresponds to the projection of th velocity on he direction tangent to the
racetr k shown in Fig.2. v? is ormal t v// The p obabilit distribution inv lves more than 3.2£ 107
ins antaneous-spe dmeasurem nts. b– Pai correlation function of the particle position in the polar liquid
state. c– Vari nce f the numb r f olloids ¢N2 scales line rly with the verage number of colloids N
counted inside boxes of increasing size. E0/EQ = 1.39 and ¡0 = 9.5£10°2.
Grains vibrés R ul urs de  Quincke
Filaments 
d’act ea b c
Figure 1.9 | Fluctua i n géa tes de ensité. a. Grains vibrés. Figures de [10, 11]. b.
Biopolymères de filaments d’actine ctifs. Figures [8, 26]. c. Rouleurs de Quincke. Figures de
[14].
Expérimentalement, l’étude des fluctuations géantes de densité représente un challenge : les sys-
tèmes de grains vibrés et de biopo ymère d’act ne ont déjà démontré l’existence de fluctuations anor-
males de densité, mais la précision des mesures et les faibles statistiques nous poussent à la prudence.
Dans le cas des grains vibrés [11], les mesures des fluctuations de densité sont en très bon accord avec
la prédiction héorique et on etrouve un exposant 1.6 (Fig 1.9.a). Des précautions oivent cepen-
dant être prises car le système est proche de la transition ce qui influe sur les fluctuations de densité.
Dans le cas des biopolymères d’actine, le système ne présente pas de phase polaire homogène. Des
mesures de fluctuations de densité ont été réalisées dans un sous-système : un cluster polaire d’environ
1mm (Fig 1.9.b) [26]. On retrouve pou ces mesures un coefficient 1.6 en acco d avec les prédictions
de Toner et Tu. Mais, nous ne pouvons pas conclure que ce système est un modèle de fluide actif
à la Toner et Tu car cet exposant pourrait avoir une autre origine. En effet, des interactions cohé-
sives pourraient expliquer la stabilité de ces clusters et l’origine de cet exposant. Pour le système des
rouleurs de Quincke, une première étude menée par A. Bricard et ses collaborateurs établit l’absence
de fluctuations anormales de densité dans les liquides polaires colloïdaux (Fig 1.9.c) [14]. Cette étude
a été menée sur un faible échantillon statistique. Pendant ma thèse, avec A. Morin, nous avons mené
des analyses quantitatives poussées sur un grand échantillon statistique de rouleurs de Quincke (voir
chapitre 3) et nous rectifions cette conclusion. Nous établissons que les fluctuations de densité sont
anormales. Malheureusement la précision des mesures ne permet pas de trancher entre la prédiction
du modèle linéarisé ∆N2 ∼ ⟨N⟩2 et celle du groupe de renormalisation ∆N2 ∼ ⟨N⟩1.6
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Chapitre 1
Ordre à longue portée Une seconde propriété remarquable des liquides polaires est d’admettre un
paramètre d’ordre continu, même à deux dimensions et qui présente de l’ordre à longue portée. Ce
résultat puise à nouveau son origine dans les non linéarités de l’équation 1.3. Il est le fruit de longues
dérivations techniques qui sont présentées dans [1, 31, 37, 38, 36]. Il a été montré pour les fluides actifs
à la Toner et Tu, que les corrélations des fluctuations de l’orientation sont algébriques et présentent
alors un ordre à longue portée. La brisure spontanée de symétrie est donc à l’origine de l’existence de
modes de Goldstone, aussi appelés "modes mous" pour les fluctuations orientationnelles.
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FIG. 9. (color online) Finite-size e↵ects. (a) Spatial correlation Cv(r) of the Eulerian velocity field ~v(~r, t) for   = 2.8 for the
small (black curves) and the large (red curves) systems at three di↵erent vibration amplitudes   as indicated in the legend. (b)
Temporal correlation Cv(t) of ~v(~r, t) for   = 2.8 for the small (black curves) and large (red curves) systems at three di↵erent
vibration amplitude   as indicated in the legend. (c) Fluctuations  N2 of the number of particles as a function of the average
number of particles N in boxes of increasing size for the small (black  ) and large (red +) systems.
remain strong up to scales where the correlation function
is cut-o↵ by the system size, signaling that order is estab-
lished on scales as large as possible (Fig. 9a). Similarly,
the temporal autocorrelation function decays very slowly
(logarithmically?) for small   values and is only cut-o↵
at very large timescales (Fig. 9b).
D. Giant number fluctuations
The orientationally-ordered phases of active matter
systems are endowed with specific yet universal proper-
ties such as long-range correlations, superdi↵usion, and
strong density fluctuations [1, 18]. The latter, which go
under the vocable “giant number fluctuations”, are the
better known, probably because they are rather easy to
measure: one simply records, in subsystems containing
on average n particles, the variance  n2 of the fluc-
tuations in time of this number. For normal, equilib-
rium, systems, and/or for non-interacting particles  n2
scales like n at large n (as long as, of course, n ⌧
N , the total number of particles in the system). But
for orientationally-ordered active systems, one expects
 n2 ⇠ n  with   > 1.
A generic simple argument by Ramaswamy et al. [47],
links a q 2 divergence in the structure factor, calcu-
lated in some linear, mean-field approximation, to   =
1/2 + 1/d where d is the space dimension. This is ex-
pected to hold for so-called “active nematics”, and was
indeed measured there [21], but not for collections of po-
lar particles as considered here. In this case, fluctuations
must be taken into account, which has been done in the
RG calculation by Toner and Tu [27]. This calculation,
which relies on assumptions [28], predicts   = 8/5 for
d = 2, a number consistent with numerical results ob-
tained on the Vicsek model [22].
We measured number fluctuations in both experiments
Ea and Eb for   = 2.8. Given the variations of local aver-
age packing fraction described above, we used for n the
mean number of particles actually recorded in each box
in which particles were counted. This actually allowed
us to use boxes slightly outside the ROI for better statis-
tics without any detectable problem. As expected,  n2
varies algebraically with n until it levels o↵ at large n due
to finite-size e↵ects (Fig. 9c). The e↵ective scaling expo-
nent, measured over two decades, is   = 1.40 ± 0.01 for
experiment Ea and   = 1.44 ± 0.01 for experiment Eb.
This is close and below the expected theoretical value
1.6, in agreement with the observation that the asymp-
totic value is approached from below as the system size
increases[21].
E. Intermittent confinement-induced milling
Experiment Ec illustrates some of the consequences
of increasing the density of particles. With a nominal
packing fraction   = 0.58, the ROI being fixed as previ-
ously to a diameter of 20, we observe an e↵ective pack-
ing fraction inside the ROI  ROI = 0.19 suggesting a
stronger concentration of the particles along the bound-
aries, which cannot be “ignored” anymore: the time se-
ries of  in the ordered state observed at   = 3 show an
intermittent behavior between values of the order of 0.6
and values in the range [0, 0.3] (Fig. 10a-b). These low
values do not indicate a disordered state. Rather, they
are the trace of a milling configuration, i.e. a system-
wide vortex obviously resulting from the domain shape
(Fig. 10c-e and Supplementary movie [48]). This can be
quantified by calculating the macroscopic angular mo-
mentum ⇧(t) = h~ni(t)˙~e✓i(t)ii, where ~e✓i(t) is the az-
imuthal unit vector associated to ✓i, the angular position
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Figure 1.10 | Ordre orientationnel. a et b Système de grai s vibrés [11]. Corrélatio s temporelles
(a) et spatiales (b) des fluctuations de vitesse pour deux géométries différentes EA et EB et différentes
valeurs d’accélérations verticales du plateau Γ. c et d. Filaments d’actines actifs [26]. c. Corrélations
sp tiales des fluctuations de vitesse. d. Haut : Coup s des corrélations spatiales d s fluctuations de
vitesse selon les directions longitudinales et transverses à l’écoulement moyen. Bas : Longueur de
corrélations pour différentes long eurs de filaments d’actines.
L’ordre orientationnel des fluides ac ifs a été le sujet de nombreuses études théoriques et numériques
depuis les débuts de la matière active [1, 31, 37, 38, 39, 40]. Mais leur étude expérimentale st un
chall nge qui n’a pas encor été totalement surpassé. Le groupe d’O. Dauchot a montré que dans le
cas d s grains vibrés, dans les phases les plus pol ires, les corrélations spatiales des fluctuations de
vitesses restent élevées sur de grandes échelles puis retombent de manière abrupte pour une longueur
de l’ordre de la taille du système (Fig 1.10 a et b) [11]. Les corrélations temporelles des fluctuations
de vitesses dans la direction orthogonale décroissent elles aussi très lentement. Cependant, il n’est pas
possible d’établir que ces décroissances sont algébriques, ce qui serait le marqueur d’un véritable ordre
à longue portée. Le g oupe d’A. Bausch montre que dans les clusters polaires de filaments d’actin les
correlations des fluctuatio s de vitesses sont anisotropes (Fig 1.10 c et d) [26]. Elles décroi sen plus
lentement dans la direction orthogonale au mouvement. Une fois de plus, la décroissance algébrique
de ces corrélations fait défaut puisqu la décorrélation semble suivre une l i exponentielle étirée.
Nous abordo s l’étud des fluctuations orientationnelles pour le système des rouleurs de Quincke
dans le chapitre 3.
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We call these peaks ‘‘sharp’’ precisely because their widths, for qfi 0, are much
smaller than their displacement from the origin (of x). Indeed, as qfi 0, they be-
come infinitely sharp in this sense.
All of the above results persist in the full, nonlinear theory we will describe later
except the scaling of the widths, which becomes anisotropic and ‘‘anomalous,’’ as
Fig. 2. Polar plot of the direction-dependent sound speeds c!ðh~qÞ, with the horizontal axis along the
direction of mean flock motion.
Fig. 3. Plot of the spatio-temporally Fourier-transformed density correlation function Cqð~q;xÞ versus x
for fixed~q. It shows two sharp asymmetrical peaks at x ¼ c!ðh~qÞq associated with the sound modes of the
flock, where c!ðh~qÞ are the sound mode speeds. The widths of those peaks are the second mode dampings
Imx!ðh~qÞ / qz?f! qk‘0ðq?‘0Þf
! "
.
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Figure 1.11 | Propagation d’ondes
sonores. Représentation de la vitesse du
son en fonction de la direction en coordon-
nées polaires.
Ondes sonores Les modes mous orientationnels sont
couplés aux fluctuations géantes de densité via les mé-
canismes d’autopropulsion de la matière active. Toner et
Tu ont montré que ce couplage est aussi à l’origine de la
propagation d’ondes sonores couplant les fluctuations de la
vitesse transverse à l’écoulement et les fluctuations de den-
sité. Ces ondes sonores peuvent se propager dans toutes
les directions du liquide actif bien que la dynamique indi-
viduelle des particules actives soit suramortie. Ce résultat
fondamental est développé dans [1, 32, 3]. En dérivant une
théorie des équations linéarisées de Toner et Tu, on peut en
effet montrer que les fluctuations longitudinales de vitesse
sont un mode rapide, esclave aux gradients de densité et
que deux modes sonores peuvent se propager dans toutes
les directions θ selon la relation de dispersion :
ω± = qc±(θ)− iq2K±(θ) +O(q3),
avec ω± la fréquence des deux modes sonores, c±(θ) et K±(θ) la vitesse et l’amortissement des ondes
dans la direction θ. Les expressions de ces grandeurs sont détaillées dans [32]. La dépendance angu-
laire de la vitesse du son est représentée figure 1.11. Les deux modes sonores se propagent dans toutes
les directions et peuvent même remonter le sens de l’écoulement. Aucune étude expérimentale menée
avant ma thèse n’a prouvé l’existence de ces modes sonores. Dans le chapitre 3, nous rectifions cette
situation et détaillons l’étude de la propagation du son dans les liquides polaires de rouleurs de Quincke.
Les fluides actifs à la Toner et Tu présentent donc des propriétés structurelles et dynamiques très
spécifiques. Les fluctuations de densité au sein de cett phas sont géantes et les fluctuations de
l’orientation sont des modes mous : le liquide polaire présente de l’ordre orientationnel à longue
portée. Les fluctuations de vitesse et de densité sont couplé via la conservation de la masse et il en
résulte la propagation de deux modes sonores dans toutes les directions du liquide polaire actif.
Une phase polaire hétérogène : les bandes propagatives.
En plus de l’existence des phases polaires homogènes, on peut prouver à partir des équations de
Toner et Tu l’existence de phases polaires hétérogènes stationnaires proche de la transition de flocking.
Des bandes propagatives ont déjà été observées expérimentalement, que ce soit dans les biopolymères
actifs formés de filaments d’actine (Fig 1.4.d [8]), dans les systèmes colloïdaux tels que les rouleurs de
Quincke (Fig 1.5.a [14]) ou dans les Janus du groupe de S. Granick (Fig 1.5.e [29]). La coexistence
entre une bande polaire qui a séparé de phase avec le gaz isotrope prouve bien que la transition de
flocking est du premier ordre.
Pour comprendre l’origine de ce phénomène, J.-B. Caussin, A. Solon et leurs collaborateurs se
sont appuyés sur les équations hydrodynamiques de Toner et Tu [41]. Ils ont cherché l’existence de
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solutions propagatives et ont réduit ce problème à l’étude d’un système dynamique. En cherchant
des trajectoires solutions de ce système et présentant donc au moins un point fixe, ils ont montré que
trois types de solutions émergent. Les profils de la composante longitudinale du courant W = ρv de
ces solutions sont représentés sur la figure 1.12. Ils prennent la forme : (a) d’une phase smectique
composée de plusieurs bandes ordonnées, comme nous avons pu le voir dans le simulations numériques
du modèle de Vicsek [2] ou alors (b) d’une onde solitaire localisée [42] ou encore (c) d’une goutte
de liquide polaire qui a séparé de phase du gaz isotrope comme dans les simulations du modèle actif
d’Ising [35]. Ces trois états hétérogènes sont stables pour une certaine plage de densité. La sélection
de l’état et donc du motif macroscopique dépend des paramètres microscopiques du système. Plusieurs
de ces motifs pourraient alors même coexister.
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noise with zero mean and correlations:
hfi(r, t)fj(r0, t0)i = ⌘ ij (r  r0) (t  t0), (1.6)
where i and j denote Cartesian components and ⌘ is a constant.
The crucial term in Eq. (1.5) is U(⇢, |v|)v which governs the existence of collective motion. For
a collective moving state with velocity v0 to be favored, U(⇢, |v|) has to change sign from positive to
negative values at |v| = v0. A Landau-like force meets this requirement:
U(⇢, |v|)v = (a2   a4|v|2)v, (1.7)
where a2 and a4 may depend on ⇢. When a2 > 0 and a4 > 0, a non-zero local velocity is promoted.
This contribution thus accounts at the hydrodynamic level for microscopic alignment interactions. The
transition to collective motion upon increasing density is captured by keeping a4(⇢) > 0 while taking
a2(⇢) / ⇢ ⇢?. As ⇢ approaches ⇢? from above, a2(⇢) / ⇢ ⇢? vanishes and v0 =
p
a2/a4 continuously
goes to 0: a homogeneous polar liquid with arbitrarily small velocity can form. Below the critical
density ⇢?, the sole homogeneous stationary state is a gas with v = 0.
Heterogeneous polar phases: theoretical predictions
The continuous nature of the flocking transition suggested by the previous analysis is somewhat
misleading. Indeed, Eqs. (1.4) and (1.5) may also admit stationary but heterogeneous solutions. The
coexistence between a flock and a gas in the Vicsek model suggests that such solutions do exist.
Occuring at the onset of collective motion, this coexistence greatly impacts the nature of the transition.
Motivated by such considerations, Caussin, Solon and co-workers have looked for propagative solutions
of Toner and Tu equations [19, 109]. More precisely, they have looked for constant-speed (cF) waves
with a homogeneous structure transverse to their pro agatio dir c io . By reducing the problem to
he s u y of a dynamical system, they have videnced th t only three heterogeneous states exist. The
profiles in the propagating direction of the currentW = ⇢v of these three states are shown in Fig. 1.9.
_Z ¼ − dH
dW
: (6)
This change of variable greatly simplifies the investigation
of the fixed points of the dynamical system now defined
by Eqs (5)–(6) [20]. It has at least two fixed points: (0,0)
and ðWH;FðWHÞÞ. A conventional linear stability analysis
shows that (0,0) is always a saddle point. Conversely, the
second fixed point ðWH;FðWHÞÞ calls for a more careful
discussion. It undergoes a Hopf bifurcation as WH −WF
changes sign, as can be seen on the eigenvalues of the
Jacobian matrices (see the Supplemental Material [16]).
This bifurcation, which we will thoroughly characterize
elsewhere [21], is supercritical (subcritical) if c < c$
(c > c$), where the critical velocity c$ is defined implicitly
by H000ðWHÞ ¼ 0. Both the bifurcation line and c$ can be
computed analytically and are shown in Fig. 2(b). More
importantly, regardless of its sub- or supercritical nature the
Hopf bifurcation results in an unstable spiral trajectory
which can lead the system toward a cyclic attractor. We now
describe how these limit cycles are explored in the (W, Z)
plane, and relate these nonlinear trajectories to the mor-
phologies of the band patterns.
Polar smectic phase or periodic orbits.— To gain more
quantitative insight, we consider large-amplitude cycles in
the limit of small D [22]. For small W, Eq. (5) implies that
the system quickly relaxes toward the curve Z ¼ FðWÞ in a
time ∼D−1. Close to the origin, the dynamics is controlled
by the linear properties of the saddle point (0,0), which
defines two well-separated scales. It can be easily shown
that the stable direction is nearly horizontal, it is associated
with a fast relaxation at the rate τ−1− ∼D−1ðc − λ=cÞ.
Conversely, the unstable direction is nearly tangent to
the curve Z ¼ FðWÞ, and corresponds, again in the
small-D limit, to a much slower growth at the rate
τ−1þ ∼ ðρc − ρ⋆Þ=ðc − λ=cÞ. The shape of large-amplitude
cycles immediately follows from this discussion and from
the parabolic shape of FðWÞ. Let us start from the left of the
cycle, point A in Fig. 3(a), close to the origin. We callWmin
the abscissa of this point, which is the minimum value ofW
in the cycle. As noted above, the trajectory first remains
near the parabola Z ¼ FðWÞ. If A is close enough to the
origin, this part of the cycle is explored slowly, in a time
∼τþ. Then the trajectory approaches the unstable point
ðWH;FðWHÞÞ. It therefore leaves the parabola and starts
spiraling, at a point labeled B in Fig. 3(a) [B is here defined
as the point where the trajectory deviates from the Z ¼
FðWÞ curve by 5%]. It finally crosses the parabola again, at
point C, and _W changes sign; see Eq. (5).W then decreases
and the system quickly goes back to point A in a time
typically set by ∼τ−. To further check this picture we have
numerically computed the phase portraits of Eqs. (5) and
(6), Fig. 3(a) (dotted lines). The typical periodic orbit
shown in Fig. 3(a) (solid line) is in excellent agreement
with the scenario described above. From this analysis, we
infer the shape of the steadily propagating band pattern
Wðx − ctÞ. As anticipated, periodic orbits correspond to a
polar smectic phase composed of equally spaced bands, in
qualitative agreement with the experimental pictures
reported in [6], and Fig. 1(a). The numerical shape of a
smectic pattern is shown in Fig. 3(b). It is composed of
strongly asymmetric excitations, which reflects the time-
scale separation in the underlying dynamical system close
to the origin; the large-amplitude bands are composed of a
(a) (c) (e)
(f)(b) (d)
FIG. 3 (color online). (a) Dashed lines: dynamical system trajectories, for P0 ¼ 1, ρc ¼ 0.1, λ ¼ 0.5, ξ ¼ 4,D ¼ 0.1, c ¼ 0.9. ρ⋆ was
chosen such thatWH ≳WF. Thick line: stable limit cycle. Thin line: Z ¼ FðWÞ curve. (b) Polar smectic corresponding to the limit cycle
shown in (a). (c) Homoclinic orbit; same parameters as in (a) but for a lower value of ρ⋆. (d) Solitonic band corresponding to the limit
cycle shown in (c). (e)HðWÞ, solid line, plotted for P0 ¼ 1, ρc ¼ 1, λ ¼ 1, ξ ¼ 10, and D ¼ 50. The dashed lines show the positions of
WF and WH. The values of c and ρ⋆ give rise to a heteroclinic cycle [16]. (f) Polar-liquid droplet for the same values of the parameters
as in (e); see also the Supplemental Material [16].
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(c)(a) (b)
Figu e 1.9 | Heterogeneous polar flocks predi ted fr m hydrodynamics. (a) Peridodic travelling
waves. Figure from [19]. (b) Solitonic band propagating through a gas. Figure from [19]. (c) A polar
liquid droplet. Figure from [19].
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Figure 1.12 | Bandes propagatives. a. Phase smectique comportant plusieurs bandes polaires
propagatives périodiques. b. Propagation d’une onde solitaire localisée c. Goutte de liquide polaire
ayant séparé de phase avec le gaz isotrope. Figures de [41].
1.4 Étude des phases denses de la matière active et épar t on d
phase induite par la motilité (MIPS).
Que ce soit via des simulations numériques [43, 44, 45, 2, 3] ou xpérimentalement au laboratoir
[6, 7, 8, 9, 10, 12, 13, 14, 15, 16, 17, 18, 19], les particules ac ives montrent une grande propension à
séparer de phase pour former différents motifs : bandes, clusters ... (voir section 1.2.1). Nous venons
de montrer que lorsque les interactions d’alignement dominent entre les particules, le système actif
subit une transition de flocking d’un gaz désordonné vers un liquide polaire. A la coexistence, des
bandes propagatives peuvent se former. Cette physique du flocking est très bien décrite par le modèle
de Vicsek, mais des questions restent en suspens.
Que se passe-t-il dans les phases très denses de la matière active ? Comment la dynamique du
système est-elle modifiée lorsque l’on tient compte des interactions de contact et de la gène stérique
qui entre en jeu dans ces phases très denses ? Ces questions relèvent d’une importance fondamentale
pour de nombreux systèmes tels que la formation de tissus cellulaires [46, 47] ou la propagation de trou-
peaux denses. Mais le modèle de Vicsek qui décrit les agents actifs comme des particules ponctuelles
ne permet pas de répondre à cette question.
Depuis dix ans une attention particulière est portée à ces questions et les théoriciens et numériciens
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de la matière active ont montré que lorsque les interactions de contact (interactions de coeur dur
par exemple avec un volume exclu) dominent et que la vitesse de propulsion des particules chute
drastiquement à cause de l’augmentation locale de densité, un mécanisme hors-équilibre génère une
nouvelle classe de transition de phases : les séparations de phases induites par la motilité des particules
(Motility Induced Phase Separation en anglais, que l’on mentionnera comme "MIPS" dans la suite du
manuscrit) [48]. Si la vitesse diminue assez rapidement lorsque la densité (ou l’activité) augmente, une
suspension uniforme devient instable. Une dynamique de murissement donne lieu à la formation d’une
goutte de liquide dense qui sépare de phase et coexiste avec le gaz isotrope.
La réduction de la vitesse peut avoir plusieurs origines selon les systèmes considérés. Elle peut être
due, comme mentionné ci-dessus à l’encombrement local et à la gêne stérique produite par les particules
voisines à haute densité. Elle peut aussi provenir de signaux biochimiques comme les mécanismes
régulateurs de détection du quorum qui contrôlent l’expression génétique dans les colonies bactériennes
[43].
1.4.1 MIPS : Une description simplifiée.
Nous essayons ici de comprendre intuitivement l’origine des MIPS à travers deux arguments simples
qui permettent d’appréhender l’essentiel du mécanisme responsable de leur émergence. Pour une étude
plus détaillée de cette transition, nous nous tournerons vers la revue [48].
Le premier argument est que les particules actives s’accumulent en général dans les régions où elles se
déplacent plus lentement. Cette accumulation a été observée très tôt par Schnitzer et ses collaborateurs
qui ont étudié des bactéries se déplaçant via un mécanisme de "run et tumble" [49]. Physiquement, ce
phénomène provient directement du couplage entre la densité et la vitesse via l’équation de conservation
de la masse. En effet, pour des processus isotropes où la vitesse des particules est donnée par v = v(r)p,
ρstat(r,p) ∝ 1v(r) est toujours une solution stationnaire au problème. La densité est donc inversement
proportionnelle à la vitesse locale.
Le second élément commun à tous les systèmes présentant des MIPS est que la vitesse de propulsion
des particules dépend de la densité locale. Comme mentionné précédemment, la chute de la vitesse en
cas d’encombrement local peut être due soit à la gêne stérique, soit à des signaux biochimiques.
Finalement il y a un effet de rétroaction positive : les régions où les particules vont moins vite se
concentrent en particules et cette accumulation tend elle-même à ralentir les particules. C’est ainsi que
les MIPS émergent et une phase dense stationnaire où les particules sont moins mobiles peut émerger
au sein du gaz isotrope.
Pour mieux le comprendre, considérons par exemple une petite perturbation δρ(r) autour d’un
profil uniforme : ρ = cv(ρ0) avec c une constante. Cette petite perturbation en densité va avoir une
influence sur la vitesse de la particule : v(ρ0 + δρ(r)) = v(ρ0) + v′(ρ0)δρ(r). Si l’on considère que la
vitesse diminue avec l’accroissement de densité, alors δρ(r) et δv(r) sont de signes opposés. La solution
stationnaire pour la densité correspondant à cette nouvelle vitesse serait :
ρ0 + δρ′ =
c
v(ρ0) + v′(ρ0)δρ
= c
v(ρ0)
(
1− v
′(ρ0)
v(ρ0)
δρ
)
= ρ0 − ρ0 v
′(ρ0)
v(ρ0)
δρ. (1.5)
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Une instabilité linéaire émerge si δρ′ > δρ c’est à dire dès que :
v′(ρ0)
v(ρ0)
> − 1
ρ0
. (1.6)
Cette analyse de stabilité linéaire donne donc un critère sur la condition de séparation de phase.
Nous sommes parti ici d’un cas très simplifié, mais l’émergence de MIPS peut être prouvée de manière
convaincante pour tous les systèmes présentant une chute de vitesse corrélée à l’augmentation de la
densité [48].
1.4.2 Quelques modèles numériques
De nombreuses études numériques ont été développées pour tester l’hypothèse que la prise en compte
de la gène stérique peut bien être à l’origine de séparations de phase suivant des scénarios à la MIPS
[45, 43, 50, 44, 51]. Ces études sont trop nombreuses pour pouvoir les présenter ici de manière exhaus-
tive. Nous choisissons donc de détailler une étude menée par Redner, Hagan et Baskaran en 2013 [89].
Ces derniers modélisent des particules browniennes actives sous la forme de sphères molles im-
mergées dans un solvant et confinées dans un plan, évoluant donc dans un espace à deux dimensions.
Ce système modèle se rapproche donc des systèmes expérimentaux de colloïdes auto-propulsés qui ont
sédimenté sur une interface. Chaque particule est auto-propulsée par le biais d’une force constante et
les seules interactions prises en compte dans ce modèle sont les interactions répulsives locales dues au
volume exclu de chaque particule. Aucun mécanisme d’alignement n’est pris en compte. En faisant des
simulations de dynamique brownienne, Redner et ses collaborateurs étudient le diagramme de phase de
ce système hors équilibre et montrent qu’une transition de phase se produit. Pour des hautes densités
ou des fortes valeurs d’activité, le système sépare en effet de phase et une phase plus dense qui prend
la forme d’un solide actif à l’arrêt émerge au sein du gaz actif isotrope (Fig 1.13 a et b).
Malgré l’absence d’interactions d’alignement, ce système se comporte comme un fluide actif et
les sphères forment des agrégats comme dans d’autres systèmes modèles de la matière active [16,
17]. La densité locale dans chaque phase dépend uniquement de l’activité. En effet, sur la figure
1.13.c les courbes représentant la densité locale dans chaque phase collapsent pour différentes densités
initiales lorsque le système sépare de phase et sont uniquement fonction de l’activité (et donc du
nombre de Péclet). La transition est alors comparable à une séparation de phase pour les systèmes à
l’équilibre. Cependant, on observe deux scénarios bien différents pour la dynamique de la séparation
de phase. Lorsque les paramètres des simulations numériques sont choisis pour être proche de la
binodale du système, la nucléation est retardée et la séparation de phase se fait sur un site unique avec
nucléation et croissance d’une unique phase dense. (Fig 1.13.d). Lorsque les paramètres s’en éloignent,
le système présente une décomposition spinodale. De multiples agrégats nucléent et ensuite un régime
de murissement a lieu où la taille des agrégats augmente jusqu’à la séparation de phase complète (Fig
1.13.e).
Cette étude numérique prouve donc bien que la prise en compte des interactions locales de contact
(via des volumes exclus) dans les systèmes actifs aboutit à une séparation de phase et dans ce cas
particulier à la formation d’un solide actif.
22
Introduction
A compelling way to view the motion produced by this
athermal process is a process is a simulated fluorescence
recovery after photobleaching (FRAP) experiment [38], in
which particles within a contiguous region are tagged,
making subsequent mingling of tagged and untagged par-
ticles visible (see S3 in the Supplemental Material [34]).
To quantify this behavior, we measured the mean square
displacement (MSD) of particles in the cluster interior. As
shown in Fig. 1, we observe subdiffusive motion on short
time scales, followed by a superdiffusive regime, returning
to diffusive motion on long time scales. The exponents of
the subdiffusive and superdiffusive motion ( 12 and
3
2 ,
respectively) are well-conserved across a wide range of
propulsion strengths. Note that an isolated self-propelled
particle will exhibit diffusive, ballistic, and diffusive
behavior on time scales t < 4D
v2p
, 4D
v2p
< t < 1Dr and t >
1
Dr
,
respectively (see Fig. S5 in [34]). These dynamical regimes
are modified by the active solid environment; in particular,
the ballistic regime is modulated by ‘‘sticking’’ events as
the particle is localized in crystal domains, resulting in the
observed Le´vy-flight-like behavior [39,40].
Kinetics of phase separation.—Despite the athermal
origins of phase separation in this system, simulations
quenched to parameters within the binodal curve experi-
ence familiar phase separation kinetics (Fig. 5). Systems
quenched close to the binodal exhibit a nucleation delay
which can be long enough that artificial seeding is neces-
sary for phase separation to be computationally accessible.
Systems quenched more deeply undergo spinodal decom-
position, leading to a coarsening regime in which the mean
cluster size scales surprisingly as tð1=2Þ, with a correspond-
ing length scaleLðtÞ # tð1=4Þ (Fig. 5 inset, also see S8 in the
Supplemental Material [34]). This differs from the stan-
dard 2D coarsening exponents, but matches recent simula-
tion results for the Vicsek model and related active systems
[41]. This result should be viewed as preliminary due to the
limited range of our data, but nevertheless this unexpected
similarity between the coarsening of point-particles with
polar alignment and that of spheres with no alignment
suggests a deep relationship between these very different
types of systems. Future work is needed to uncover the
origins of these scaling exponents and their implications
for universality in active fluids.
Summary.—A fluid of self-propelled colloidal spheres
exhibits the athermal phase separation that is intrinsic to
active fluids and is a primary mechanism leading to emer-
gent structures in diverse systems [2,25]. We have shown
that the physics underlying this phase behavior can be
understood in terms of microscopic parameters. From a
practical perspective, our simulations show that the active
solid dense phase exhibits a combination of structural and
transport properties not achievable in a traditional passive
material. Further development of experimental realizations
of this system (e.g., Ref. [23])will advance the development
of materials whose phase behavior, rheology, and transport
properties can be precisely controlled by activity level.
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FIG. 5 (color online). Examples of phase separation kinetics. Left: a system with Pe ¼ 100,! ¼ 0:45 in which a delayed nucleation
event leads quickly to steady state. For shallowly quenched systems, the nucleation time can be long enough that artificial seeding is
needed to make nucleation computationally accessible. Right: a system with Pe ¼ 80,! ¼ 0:6 where spinodal decomposition leads to
a coarsening regime which slowly evolves toward steady state. Inset shows mean cluster size scaling approximately as tð1=2Þ (see S1
and S8 in the Supplemental Material [34]).
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and joins the gas. This rate can be calculated by sol ng th
diffusion equation in angular space with absorbing bounda-
ries (for clusters large enough to treat the interface as
flat, at ! !2 ) and initial condition given by the distributi n
of incident particles: @tPð"; tÞ ¼ Dr@2"Pð"; tÞ, with
Pð! !2 ; tÞ ¼ 0, and Pð"; 0Þ ¼ 12 cos". Further, the depar-
ture of a surface particle creates a hole through which
subsurface particles (whose !^i may point outwards) can
escape. With # we denote the average total number of
particles lost per escape event, which we treat as a fitting
parameter. The total outgoing rate is then kout ¼ #Dr$ .
Equating kin and kout yields a steady-state condition for
the gas density: %g ¼ !#Dr$vp . %g can be eliminated in favor
of fc, yielding (in terms of our dimensionless parameters),
fc ¼ 4&Pe% 3!
2#
4&Pe% 6 ﬃﬃﬃ3p !#& : (3)
This function is plotted in Fig. 3 with # ¼ 4:5, in good
accord with our simulation results. Further, the condition
fc ¼ 0 allows us to deduce a criterion for the onset of
clustering. Restoring dimensional quantities, this conditio
gives &$vp &Dr. Note that &$vp is a collision fre-
quency; thus, the system begins to cluster at parameters
for which the collision time becomes shorter than the
rotational diffusion time.
The mechanism we have presented here is purely kinetic
and requires only an intuitive picture of local dynamics at
the interface. An alternative view has been described by
Tailleur and Cates [32,33] who subsume all interactions
into a density-dependent propulsion velocity vð%Þ which
decreases with density as collisions become more frequent.
From this they construct an effective free energy which
shows an instability in the homogeneous phase if vð%Þ falls
quickly enough. In a sense our kinetic model represents an
extreme case of this picture in which vð%Þ contains a step
function such that free particles are noninteracting, and
particles in a cluster are completely trapped (see Fig. S7 in
the Supplemental Material [34]).
Structure of the dense phase.—Since the system is com-
posed of monodisperse spheres, the dense phase is suscep-
tible to crystallization [35]. As shown in Fig. 1 the static
structure factor of the cluster interior shows a liquidlike
isotropy at low Pe, but develops strong sixfold symmetry as
activity is increased. Further, the radial distribution func-
tion shows clear peaks at the sites of a hexagonal lattice
(see Fig. S6 in the Supplemental Material [34]) which
sharpen and increase in number as Pe is raised. We also
measured the bond-orientational order parameter q6ðiÞ ¼
1
jN ðiÞj
P
j2 N ðiÞei6"ij , whereN ðiÞ runs over the neighbors of
particle i (defined as being closer than a threshold dis-
tance), and "ij is the angle between the i-j bond an an
arbitrary axis (Fig. 4). We find a structure characterized by
large regions of high order with embedded defects that are
predominantly 5–7 pairs [Fig. 4(a) ins t and S4 in [34]].
Next, we examined the correlation function hq'6ðrÞq6ðr0Þi
(Fig. 4) which exhibits a liquidlike exponential decay for
syst ms o low activity, while at higher activity the decay
slows to a power law which is indicative of a hexatic [36].
A further transition to a crystal-like plat au is observable in
larg systems (s e Fig. 4 and S9 and S10 in the
Supplemental Material [34]). In all cases, this material is
unique in that it is held together by active forces alone, a d
that the arrest of motion is due to frustration. In this sense it
is similar t a orphous materials such as granular packs as
reflecte by the highly heter gen ou str ss distribution
(Fig. 1) [37].
Dynamics in th dense phase.—Within the active solid
material, self-propulsion forces continuously evolve by
rotational diffusion, breaking local force balance and lead-
ing to defect formation and migration (see S4 in [34]).
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FIG. 3 (color online). Left: contour map of cluster fraction
fcðPe;&Þ measured from simulations. The dashed curve arks
the approximate location of the binodal. Right: cluster fraction as
predicted by our analytic theory [Eq. (3)]. These plots have been
restricted to packing fractions that are low enough for the
assumptions of our kinetic model to be valid, and for cluster
identification to be unambiguous.
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FIG. 4 (color online). (a) Defect structures in a large cluster.
Regions of high crystalline order (white) coexist with isolated
and linear defects (dark). The color of each particle indicates its
jq6j. Inset shows pairs of 5=7 defects. (b) Log-log plot of the
correlation function hq'6ðrÞq6ðr0Þi for clusters at various Pe´clet
numbers in systems with N ¼ 128 000, showing a transition
from liquidlike exponential to hexaticlike power-law decay as
activity is increased. For systems with N ¼ 512 000 (black
dashed line), a crystal-like plateau is also observed.
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plane, similar to experimental systems of self-propelled
colloids sedimented at an interface [23]. Each particle is
self-propelled with a constant force, and interactions
between particles result from isotropic excluded-volume
repulsion only. We include no mechanism for explicit
alignment or transmission of torques between particles.
The state of the system is represented by the positions
and self-propulsion directions fri; !igNi¼1 of all particles.
Their evolution is governed by the coupled overdamped
Langevin equations,
_r i ¼ D"½Fex ðfrigÞ þ Fp !^i& þ
ﬃﬃﬃﬃﬃﬃﬃ
2D
p
"Ti ; (1)
_! i ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
2Dr
p
#Ri : (2)
Here, Fex is an excluded-volume repulsive force given
by the WCA potential Vex ¼ 4$½ð%rÞ12 ' ð%rÞ6& þ $ if
r < 2ð1=6Þ, and zero otherwise [28], w th % the o inal
particle diameter. We use $ ¼ kBT, but our results should
be insensitive to the exact strength and form of the poten-
tial. Fp is the magnitude of the self-propulsion force which,
in the absence of interactions, will move a particle with
speed vp ¼ D"Fp , !^i ¼ ðcos!i; sin !iÞ, and " ¼ 1kBT . D
and Dr are translational and rotational diffusion constants,
which in the low-Reynolds-number regime are related by
Dr ¼ 3D%2 . The # are Gaussian white noise variables withh#iðtÞi ¼ 0 and h#iðtÞ#jðt0Þi ¼ &ij&ðt' t0Þ.
We nondimensionalized the equations of motion using
% and kBT as basic units of length and energy, and ' ¼ %2D
as the unit of time. Simulations employed the stochastic
Runge-Kutta method [29] with maximum time step
2 ( 10'5'. Simulations mapping the phase di gram wer
run with 15 000 particles un il time 100', while larger
systems (up to 512 000 particles) were used to explore
kinetics and material properties. The simulation box was
square with periodic boundaries, with its size chosen to
achieve the desired density. The system is parametrized by
two dimensionless values, the packing fraction ( and the
Pe´clet number, which in our units is identical to the non-
dimensionalized velocity (Pe ¼ vp '% ). In this work, we
varied ( from near zero to the hard-sphere close-packing
value (cp ¼ )2 ﬃﬃ3p , and Pe from zero to 150.
Phase separation.—We first show that our results are
consistent with prior simulations [22] and confirm that this
system, despite the absence of aligning interactions, shows
the signature behaviors of an active fluid. In particular, the
active spheres undergo nonequilibrium clustering (Fig. 1)
similar to other model active systems [3,20,21,30].
We establish that this clustering is indeed athermal
phase separation by measuring the density in each ph se
at different parameter values [Fig. 2( )]. We observe a
binodal envelope beyond which the system separates into
two phases whose densities collapse onto a single coexis-
tence curve which is a function of activity alone. The phase
diagram is thus analogous to that of an equili rium system
of mutually attracting particles undergoing phase separa-
tion, with Pe (playing the role of an attraction strength) as
the control parameter. This surprisin result contradicts the
expectation that increased activity will destabilize aggre-
gates and suppress phase separation (as seen in Ref. [31])
and indicates that the effects of activity cannot be
described by an ‘‘effective temperature’’ in this system.
Additionally, we identify a critical point at the apex of
the bimodal (ne Pe ¼ 50,( ¼ 0:7). In the vicini y of this
point, t system exhibits equilibriumlike critical p e-
nomena which will be detailed in a future publication.
The phase-separated steady state.—To characterize e
steady state, we measured the fraction of particles in the
dense phase at time 100' (Fig. 3). In contrast with recent
work [22] which placed the phase transition boundary at a
constant density, we observe that this cluster fraction is a
nontrivial function of the system parameters fcðPe;(Þ. To
understand this relationship we developed a minimal
model in which this function can be found analytically.
Let us assume the steady state contains a macr copic
cluster which we take to be close packed. Particles in the
cluster are stationary in space but their !i continue to
evol e diffusively. We treat the gas as homogeneous and
iso ropic, and assume that a particle colliding with the
cluster surface is immediat ly absorbed.
Within this model, we can write the rate of absorption of
particles of orientation ! from the gas phase as kin ð!Þ ¼
1
2) *g vp cos!, where *g is the gas number density.
Integr ting yields the total incoming flux per unit length:
kin ¼ *g vp) . To estimate he rate of evaporation, note that a
particle on the cluster surface will remain there so long as
its elf-propulsi n directio remains ‘‘below the horizon’’,
i. ., n^ ) !^ < 0, where n^ is normal to the surface. When its
direction moves above the horizon, it immediately escapes
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FIG. 2 (col r onlin ). (a) Phase densities as a function of
Pe´clet number (P ) for a range of overall (. At low P the
system s sing e-phase, while at increased Pe it phase-separates.
The coexistence boundary is analogous to the binodal curve of
an equilibrium fluid, with Pe acting as an attraction strength.
(b) Observed density distributions for various Pe´clet numbers. In
the single-phase region below Pe * 50, Pð(Þ is peaked about the
overall system density (here ( ¼ 0:65). It broadens and flattens
as the critical point is approached, and becomes bimodal as the
system phase separates.
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Structure and Dynamics of a Phase-Separating Active Colloidal Fluid
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We examine a minimal model for an active colloidal fluid in the form of self-propelled Brownian
spheres that interact purely through excluded volume with no aligning interaction. Using simulations and
analytic modeling, we quantify the phase diagram and separation kinetics. We show that this nonequi-
librium active system undergoes an analog of an equilibrium continuous phase transition, with a binodal
curve beneath which the system separates into dense and dilute phases whose concentrations depend only
on activity. The dense phase is a unique material that we call an active solid, which exhibits the structural
signatures of a crystalline solid near the crystal-hexatic transition point, and anomalous dynamics
including superdiffusive motion on intermediate time scales.
DOI: 10.1103/PhysRevLett.110.055701 PACS numbers: 64.75.Xc, 47.63.Gd, 87.18.Hf
Active fluids composed of self-propelled units occur in
nature on many scales ranging from cytoskeletal filaments
and bacterial suspensions to macroscopic entities such as
insects, fish, and birds [1]. These systems exhibit strange
and exciting phenomena such as dynamical self-regulation
[2], clustering [3], anomalous density fluctuations [4],
unusual rheological behavior [5– 7], and activity-dependent
phase boundary changes [8]. Motivated by these findings,
recent experiments have focused on realizing active fluids
in nonliving systems, using chemically propelled particles
undergoing self-diffusophoresis [9– 11], Janus particles
undergoing thermophoresis [12,13], as well as vibrated
monolayers of granular particles [14– 16].
In this Letter we explore a minimal active fluid model: a
system of self-propelled smooth spheres interacting by
excluded volume alone and confined to two dimensions.
Unlike self-propelled rods [17– 21], these particles cannot
interchange angular momentum and thus lack a mutual
alignment mechanism. Recent simulation and experimen-
tal studies have shown that this system exhibits giant
number fluctuations [22] and athermal phase separation
[22,23] that are characteristic of active fluids [4,24,25].
Here we employ extensive Brownian dynamics simulations
to characterize the phase diagram of this system and we
develop an analytic model that captures its essential fea-
tures. We show that this nonequilibrium system undergoes
a continuous phase transition, analogous to that of equilib-
rium systems with attractive interactions, and that the
phase separation kinetics demonstrate equilibriumlike
coarsening. These structural and dynamic signatures of
phase separation and coexistence enable an unequivocal
definition of phases in this nonequilibrium, active system.
Finally, we find that the dense phase is a dynamic new form
of material that we call an ‘‘active solid.’’ This material
exhibits structural properties consistent with a 2D colloidal
crystal near the crystal-hexatic transition point [26,27],
but is characterized by such anomalous features as
superdiffusive transport at intermediate time scales and a
heterogeneous and dynamic stress distribution (see Fig. 1).
Model and simulation method.—Our system consists of
smooth spheres immersed in a solvent and confined to a
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FIG. 1 (color online). A visual summary of our results. Top
left: beyond critical density and activity levels the active colloi-
dal fluid separates into dense and dilute phases. The clusters
coarsen over time (see S1 in the Supplemental Material in [34]).
Top right: the static structure factor SðkÞ ¼ 1N h
P
ije
ik$rij i, re-
stricted to the interiors of large clusters. These signatures resemble
those of a high temperature colloidal crystal near the crystal-
hexatic phase transition. Bottom left: a heat map of the pressure in
the active solid material. It i heterogeneous and highly dynamic,
indicating that external stresses would produce a complex re-
sponse. Bottom right: log-log plot of the mean square displace-
ment of a tagged particle in the active solid. At intermediate time
scales, it exhi it anomalous superdiffusive transport.
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Figure 1.13 | Séparation de phase de colloïdes ac ifs au o-propulsées. a. Agrégats denses de
particules actives au sein d’un gaz isotrope. b. Diagramm de phase. La couleur code pour la fraction
de particules qui se sont agrégées dans des clusters. c. Évolution de l d nsité locale dans chaque phase
pour différentes densité globales en fonction du nombre de Péclet q i quantifie l’activité du système.
d et e. Exemples de la cinétique d l sépara ion de phase pour d ux jeux de paramètres différents.
d. Scé ario de nucléation retardée et croiss nce rapide d’u a régat vers un état stationnaire. e.
Décomposition spinodal : uclé ti n de plusieurs agrégats et dynamique de mûrissement évoluant
lentem n vers un é t st tionnaire. Figur s de [89].
1.4.3 Observation ex érimentale e séparations de h se induite par motilité in-
complètes
Expérimen alemen , plus eurs groupes travailla sur d s colloïdes ctifs ont observé la formation de
clusters. Certaines de ces réalisations correspo dent à s sépara ons de phase qui uivent un scénari
à la MIPS aboutissant à la formation d’agrégats. E ffet, les tr vaux de Buttinoni [52] par exemple
ou ceux de Van der Linden [54] et leurs collaborateurs étudient les par icules d Janus à haute densité
ou forte activité et détaillent les différentes phases et mécanisme de formation d’agrégats. Cependant,
dans ces systèmes, la séparation de phas n’est jamais c mplète. L dynamique de mûrissement des
agrégats est stoppée, et, bien que l’on observe des agrégats de grande taille ces derniers ne coalescent
jamais pour former une seule phase dense.
Si les travaux de Buttinoni sont pioniers dans l’obs rvation expérimentale de MIPS, nous choisis-
sons de détailler ici l’étude la plus récente produite par M. Van der Linden au sein du groupe d’O.
Dauchot [54]. Ces derniers tirent antage du mé anisme de pro ulsion de particules de Janus en
silice recouvertes de titane décrites en section 1.2.2. Ils distingue t pour ce système 3 étapes dans la
dyn mique ’agrégation (Fig 1.14):
(i) À temps courts, la taille des agrégats augmente rapidement (Fig 1.14.A). La figure 1.14.B montre
l’évolution de la taille moyenne des agrégats < s > dans le temps et la figure 1.14.C représente la
fraction de particules dans des agrégats de tailles différentes. Pour t<2s, la d namique est dominée
par l’agrégation de particules isolées au sein de petits agrégats (< s >< 10, smax = 250). Ce régime
prend fin lorsque la majorité des particules se sont agrégées. Cette transition est marquée par un
plateau dans la dynamique de < s > (t).
(ii) L’agrégation reprend alors sous une forme différente. Elle fait place à une dynamique de mûrisse-
ment où les agrégats formés coalescent. À l’intérieur des agrégats, les particules actives ont aligné
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Chapitre 1
Interrupted Motility Induced Phase Separation in Aligning Active Colloids
Marjolein N. van der Linden,1, 2 Lachlan C. Alexander,2 Dirk G.A.L. Aarts,2 and Olivier Dauchot1
1Gulliver UMR CNRS 7083, ESPCI Paris, PSL Research University, 10 rue Vauquelin, 75005 Paris, France
2Physical and Theoretical Chemistry Laboratory, Department of Chemistry -
University of Oxford, South Parks Road, Oxford OX1 3QZ, United Kingdom.
(Dated: February 22, 2019)
Switching on high activity in a relatively dense system of active Janus colloids, we observe fast
clustering, followed by cluster aggregation towards full phase separation. The phase separation
process is however interrupted when large enough clusters start breaking apart. Following the cluster
size distribution as a function of time, we identify three successive dynamical regimes. Tracking both
the particle positions and orientations, we characterize the structural ordering and alignment in the
growing clusters and thereby unveil themechanisms at play in these regimes. In particularwe identify
how alignment between the neighboring particles is responsible for the interruption of the full phase
separation. This experimental study, which provides the first large scale observation of the phase
separation kinetics in active colloids, combined with single particle analysis of the local mechanisms,
points towards the newphysics observedwhen both alignment and short-range repulsions are present.
It has been widely reported, both experimentally [1–
9] and numerically [10–30], that self-propelled particles
show a strong tendency to phase separate or form clus-
ters with various structural and dynamical properties.
Two limiting scenarios have been identified. When align-
ment dominates the interactions, a transition to polar
or nematic order takes place following a phase separa-
tion between a disordered gas and an orientationally
ordered liquid. At coexistence, polar bands or nematic
lanes dominate the dynamics. This physics is captured
in Vicsek-like models, where constant-speed point parti-
cles align their velocities according to e↵ective rules [31–
34]. When excluded volume interactions dominate and
crowding e↵ects slow down the propulsion speed, a
motility-induced phase separation (MIPS) takes place:
coarsening leads to the formation of one large droplet
surrounded by a disordered gas phase [13, 16, 18]. Both
scenarios are well understood at the level of large-scale
hydrodynamic equations [35–37].
In experimental situations, clustering results from the
interplay of several factors such as self-propulsion, ex-
cluded volume, alignment and noise, in addition to
usual attractive, repulsive and hydrodynamic interac-
tions. Disentangling these e↵ects is a truly challeng-
ing task [38], which has motivated a large number of
numerical studies [19, 24–29]. Of particular interest, is
the case where alignment and excluded volume are si-
multaneously present. These are the minimal ingredi-
ents at play in the population dynamics of elongated
micro-organisms[2, 8, 39–42]. On one hand, it was
argued that alignment reduces the rotational di↵usion
and therefore favors MIPS [28, 29]. On the other hand,
recent simulations of self-propelled rods suggest that
steric alignment reduces MIPS to a minor part of the
phase diagram [30], in agreement with earlier simula-
FIG. 1. Aggregation kinetics in a system of induced-charge
electrophoretic self-propelled Janus colloids: From (a) to (f) :
successive time steps (t = 0.02; 0.4; 2; 5; 20; 68 s) following the
onset of activity. Scale bar is 100µm. See also Movie-1 in Supp.
Mat.
tions, which had reported the existence of complex dy-
namical phases [12, 23].
In this letter, we take advantage of a 2D experimental
system of induced-charge electrophoretic self-propelled
Janus colloids [43, 44] to study the clustering and coars-
ening processes (Fig. 1). We specifically focus on the
aggregation kinetics and demonstrate that (i) initially
the cluster size rapidly increases, with alignment play-
ing no role; (ii) a second regime of aggregation takes
place, duringwhich cluster dynamics, composed of rigid
body translation and rotation, is dominated by orienta-
tional ordering of colloids inside the clusters; (iii) the
coarsening is slowed down by fragmentation events un-
til the average cluster size eventually stops growing and
a steady state is reached. The structural and polar order-
ing within the clusters reveals that the largest clusters
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break up along grain boundaries, which were formed
during their aggregation. These regions populated with
defects cannot resist the active stresses resulting from
the alignment within the grains.
The experimental system, following [44], is composed of
tens of thousands of Janus colloids (silica particles with
a diameter d of 4.28 µm half-coated in 35 nm of titanium
followed by 15 nm of silica) in an aqueous solution of
0.1mM NaCl, sandwiched between two ITO coverslips
(Diamond Coatings) that were coated with 25 nm of sil-
ica, separated by ⇠ 95µm thick spacers. The particles
form a monolayer, with a surface fraction   ' 0.25, on
the bottom electrode. When a square wave with a fre-
quency of 10 kHz and an amplitude of 10 V is applied,
the particles self-propel with their silica side facing for-
ward, as prescribed by induced-charge electrophoresis
(ICEP) [45]. We record the dynamics at 50 fps using an
Olympus PlanN 20x/0.40 objective and 2048x2048 pixels
camera. This allows us to capture the large scale dynam-
ics, while simultaneously tracking the particles positions
rk(t) and orientations nk(t). The nominal velocity of an
individual particle is v0 ' 20d/s. For such large particles,
with negligible rotational di↵usion, this leads to very
persistent trajectories. At the working frequency the
dielectric dipole-dipole interactions are weak [44]. We
however notice a short-range repulsion, together with a
small head-to-tail attraction. The latter does not resist
multiple collisions and does not lead to the formation of
l ng chains as reported in [44], atmuch high r requency.
The total number of particles M inside the field of view
remains approximately constant (M ' 5500).
Fig. 2-(a,b) display the av rage cluster size and the frac-
tion of particles inside clusters of increasing size. The
average cluster size is hsi = 1N(t)
P
i si, with N(t) the num-
ber of clusters at time t and si the number of colloids
inside cluster i. One readily distinguishes three regimes.
At short time t < 2s, the dynamics are dominated by the
aggregation of is ate particles in small cluster of aver-
age size hsi < 10 and maximal size smax ' 250 (regime I).
This first regime ends when most of the individual parti-
cles have aggregated. It is marked by an abrupt slowing
down of the aggregation: hs(t)i remains flat for another
2s, before aggregation restarts in the form of the coars-
ening of the previously formed clusters (regime II). This
coarsening process is itself interrupted at longer times
(t = 20s) leading to a final regime dominated by strong
fluctuations of the average cluster size around hsi = 30,
with smax ' 2000 (regime III).
When the clusters form, they rapidly develop hexago-
nal order, and polar alignment of the particles. Fig 2-(c)
reveals how structural and polar order develops. For
each cluster of size s, the structural order is characterized
using the hexagonal, respectively hexatic, order param-
FIG. 2. Cluster size and order parameters: (a) Average cluster
size versus time; the arrows point at the times of the snap-
shots shown on Fig. 1; the vertical dashed lines separate the
three dynamical regimes described in this Letter. (b) Fraction
of particles inside clusters of size ( ) s = 1, (+) s 2 [2, 19], (⇧) s 2
[20, 99], (⇤) s 2 [100, 499], (⇤) s 2 [500, 4999]. (c) Weighted aver-
age of the hexagonal  |6|, hexatic
    6   , aligning ⇡, and polar |⇧|,
order parameters (see text for definitions).
eter  |6| = 1s
Ps
k=1
    6,k   , resp.     6    =     1s Psk=1  6,k   , where
 6,k =
1
Nk
PNk
j=1 exp(6i✓ jk), with ✓ jk the orientation of the
link connecting two neighboring particles, and the sum
runs over the Nk nearest neighbors of particle k, using a
cut-o↵ distance of 1.2d. The alignment is defined at the
particle level as ⇡k = 1Nk
PNk
j=1 n j·nk and at the cluster level
as⇡ = 1s
Ps
k=1 ⇡k. Thepolarity of a cluster of size s is given
by |⇧| =
    1s Psk=1 nk   . Fig 2-(c) is obtained by averaging
over clusters with s   7 present at time t, weighting the
average with the cluster size. One readily sees that the
di↵erent orders develop at di↵erent pace. In the follow-
ing we shall describe the three growth regimes, focusing
on the interplay between structure, polar ordering and
growth. In the first regime, we base our analysis on the
statistics of the cluster size. At longer times we concen-
trate on the structure and orientational organization of
the clusters to identify the reasons for the interruption
of the coarsening process.
— Short-time dynamics — The initial aggregation fol-
A B
C
Fig re 1.14 | Agrégation de colloïdes actifs.. A. Six images illustrant la dynamique d’agrégation
prise à différents temps : t= .002 ; 0.4 ; 2 ; 5 ; 20 ; 68 s. Echelle : 100µm. B. Evolution de la taille
moyenne des agrég ts < s > avec le temps. C. Fraction des particules dans des agrégats de tailles
différentes. Du plus clair au plus sombre : s=1 ; s ∈ [2, 19] ; s ∈ [20, 99]; s ∈ [100, 499] ; s ∈ [500, 4999].
Figure de [54].
leurs vitesses loca ement a ec leurs voisin s. Les agrégats se déplacent alors d’un bloc, comme un
corps rigide et sont animés de mouvement de translation et de rotation à grande échelle.
(iii) A temps long, la séparation de phase est interrompue. Certains agrégats se fragmentent et la
taille moyenne des agrégats atteint une valeur stationnaire. Les plus gros agrégats sont divisés en sous-
régions à l’intérieur desquelles l’ordre hexagonal est élevé. Les frontières entre ces domaines présentent
de nombreux défauts et ne peuvent pas résister à la force d’alignement entre les particules. L’agrégat
se fragmente alor .
Pour comprendre l’origine de l’interruption de la séparati de phase, il faut comprendre la dy-
namique d’agrégation. Expérimental ment, de nombreux paramètres entrent en jeu : l’auto-propulsion
des particules et les interactions de volume exclu occasionnées par la gêne stérique d’une part, mais
aussi l’ lignem nt, le bruit et les in e ctions att active, répulsives et hydrodynamiques. Il est très
compliqué de dissocier le rôle de chacun. Le rôle de l’alignement notamment est ambiguë. D’une part,
on peut pe ser que l’alignement, en cont ant le bruit orientationnel end à aider la MIPS. D’autre
part, ici il semble stopper la séparation de phase et interrompre la transition.
1.5 Objectifs et organisation de la thèse
Les sections précédentes présentent des enjeux majeurs de la matière active et plus précisément de
la problématiq e de l’émerg nce de mouvement ollectif dirigé. Nous avons dressé un état de l’art des
24
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systèmes expérimentaux présentant des mouvements ordonnés à grande échelle et nous avons décrit les
différentes théories expliquant la transition de flocking. Nous avons ensuite complété le diagramme de
phase de la matière active à plus haute densité et nous avons étudié la solidification active et l’émergence
d’une séparation de phase induite par motilité. Les prochains chapitres se concentrent sur un système
expérimental en particulier : les rouleurs de Quincke. La thèse est organisée selon la structure suivante :
Chapitre 2 : Les rouleurs de Quincke, un système modèle.
Dans le chapitre 2, nous présentons de manière détaillée le système expérimental sur lequel porte
l’ensemble de ma thèse : les rouleurs de Quincke.
• Nous détaillons dans un premier temps le mécanisme qui permet leur motorisation et décrivons
leur dynamique individuelle.
• Nous dressons ensuite le diagramme de phase de ce système et rappelons qu’il subit une transition
de flocking lorsque la densité augmente [14].
• Enfin, nous décrivons le protocole mis en place pour manipuler, observer et analyser les rouleurs
de Quincke au sein de dispositifs microfluidiques, technique que j’ai utilisée pour l’ensemble des
expériences réalisées au cours de ma thèse.
A model experiment for flocking
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Figure 2.6 | Colloidal flocks. (a) Colloidal flocks formed into a racetrack. Scale bar: 5mm. (b)
Snapshots of the three phases displayed by assemblies of colloidal rollers. As the roller density is
increased, colloidal flocks from. Scale bar: 200µm. (c) Polarization of the system with respect to the
roller area fraction.
Vicsek model introduced in Chapter 1, the interactions compete with the rotational diﬀusion. Thus,
we can expect that ordered phases emerge when the interactions overcome rotational diﬀusion. As we
have no control over rotational diﬀusion, it is most easily achieved increasing the roller density. To
do so, we confine the colloidal rollers to racetracks by patterning the bottom electrode, see Fig. 2.6a.
Typically, we use either Scotch tape (Fig. 2.6) or photo-lithography techniques with 2µm-thick S1818
photoresist to make this patterning, see section 2.4. As this layer is electrically insulating, only the
colloids inside the racetrack are made active.
Increasing the density of rollers within such racetracks, flocks form [13]. Two diﬀerent polar ordered
phases are found. Typical snapshots of this phases are shown in Fig. 2.6b. At intermediate densities
the flock has a finite extent and propagates through an homogeneous and isotropic gas of rollers. The
flock itself is heterogeneous, as both the density and the polar order decrease from its head to its tail.
At high densities, ⇢ > 1.8%, polar order spans the entire racetrack. The colloidal flock is homogeneous
and is highly polarized: it forms an active polar liquid. More quantitatively, Fig. 2.6c shows that the
polarization of the system increases with the roller density and that the polarization of the polar liquid
is always ⇧ > 0.85.
2.3 Colloidal flocks as prototypical Toner-Tu fluids
Assemblies of colloidal rollers display the same qualitative phenomenology as the Vicsek model pre-
sented in Chapter 1. At the macroscopic level, the colloidal-roller polar liquid is akin to the sponta-
neously flowing liquids described by Toner and Tu hydrodynamics. Some specific features of the roller
polar liquid, however, are not accounted for within these theoretical frameworks. First, among the
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Figure 1.15 | Un système modèle pour étudier la transition vers le mouvement collectif.
Chapitre 3 : Propagation d’ondes sonores dans les liquides polaires actifs.
Dans le chapitre 3 nous menons une étude extensive du liquide polaire. Nous tentons de tester
les prédictions théoriques de Toner et Tu restées principalement sans preuves expérimentales sur le
système des rouleurs de Quincke. Les principales questions que nous développons dans ce manuscrit
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sont les suivantes :
• Le liquide polaire composé de rouleurs de Quincke répond-il à la description des fluides de Toner
et Tu (fluctuations géantes de densité, corrélation des vitesses à longue portée) ?
• Des ondes sonores couplant les fluctuations de densité et de vitesse se propagent-elles dans ce
milieu ?
• Et enfin, comment tirer avantage de la propagation des ondes pour inférer la mesure des con-
stantes hydrodynamiques de ce nouveau matériau ?
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Figure 1.16 | Propagation d’ondes sonores dans les liquides polaires actifs.
Chapitre 4 : Explorer les phases denses... la formation d’un solide actif.
Dans le chapitre 4, nous souhaitons explorer l’ensemble du diagramme de phase des rouleurs de
Quincke, incomplet jusqu’ici. Nous étudions en effet les phases denses de la matière active polaire.
Si jusqu’ici le modèle de Vicsek a été efficace et a permis la description de la transition de flocking,
il ne permet pas de décrire ces phases très denses où les interactions de contact entre les particules
entrent en jeu. Comment le diagramme de phase est modifié pour les hautes densités? Quelles sont
les conséquences de la présence des interactions de contact qui tendent à ralentir les particules et qui
avaient été ignorées dans les modèles précédemment développés?
a. b.
Figure 1.17 | La formation d’un solide actif
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• Nous montrons dans un premier temps qu’à très haute densité un solide actif se forme et coexiste
avec le liquide polaire dans lequel il se propage.
• Nous établissons ensuite que la solidification active ainsi décrite est une transition de phase du
premier ordre.
• Grâce à une collaboration avec D. Martin et J. Tailleur du laboratoire MSC (Paris Diderot),
nous avons élaboré un modèle hydrodynamique qui permet d’expliquer toutes nos observations
expérimentales et finalement nous prouvons que l’émergence du solide actif est une première
réalisation expérimentale d’une transition de type MIPS complète.
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Les rouleurs de Quincke : un système
modèle.
Aujourd’hui tous les ingrédients de la matière molle tels que les émulsions, les polymères, les col-
loïdes... ont été motorisés [10, 8, 14, 9, 6, 16]. Cependant, il n’existe que très peu de systèmes
expérimentaux synthétiques qui ont démontré que l’émergence de mouvement collectif peut se faire
en l’absence de toute propriété cognitive [10, 8, 14, 23, 56]. Dans ce chapitre, je me concentre sur la
description d’un de ces systèmes : les rouleurs de Quincke. Dans un premier temps, je présente le
mécanisme d’électro-rotation de Quincke et comment il permet de motoriser des colloïdes. J’explicite
ensuite la transition de flocking et l’émergence de mouvement collectif au sein de populations de
rouleurs de Quincke. Enfin, dans une dernière partie, je détaille les différentes techniques et méthodes
mises en oeuvre pour manipuler et observer ces colloïdes. .
Ce système expérimental a été successivement développé par A. Bricard, N. Desreumaux et A.
Morin [57, 58, 59] tandis que J.-B. Caussin a en parallèle mené une étude théorique aboutissant a une
description détaillée des interactions microscopiques et de l’hydrodynamique de ce système [33]. Dans
ce chapitre, les nouveaux résultats ainsi que les figures issues de mes expériences personnelles sont
annotés d’un symbole ⋆.
2.1 Motoriser des colloïdes
2.1.1 Design de robots colloïdaux : l’effet Quincke
Le but de cette partie est d’expliquer comment motoriser des populations de quelques milliers à
quelques millions de particules colloïdales. Cette motorisation s’appuie sur la mise en rotation de
colloïdes sous l’effet d’une instabilité électro-hydrodynamique découverte au 19ème siècle mais restée
principalement sous exploitée : l’effet Quincke [60, 61, 14, 58, 57]. Ce mouvement de rotation est
ensuite converti en translation après sédimentation des particules sur une surface plane solide.
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Rotation de Quincke Lorsqu’un champ électrique constantE0 est appliqué à une particule sphérique
isolante dans un liquide conducteur, l’accumulation des charges de conduction en surface entraîne
l’apparition d’une distribution dipolaire de charges dans la direction opposée à celle du champ élec-
trique (Fig.2.1.a). Cette distribution est stable pour des faibles valeur du champ E0 (Fig.2.1.a).
Au-dessus d’une valeur critique du champ électrique EQ, appelée seuil de Quincke, la distribution des
charges de surface brise spontanément la symétrie de rotation. Cette distribution reste dipolaire mais
sa direction forme un angle fini avec le champ électrique (Fig.2.1.b). En conséquence, la particule est
soumise à un couple électrostatique ΓE ≃ P×E. Ce couple électrostatique est exactement compensé
par le couple frictionnel induit par la rotation de la particule dans le liquide visqueux : Γη ≃ −ηa3Ω.
La stationnarité de la distribution de charges surfaciques induit celle du moment dipolaire P, et par
conséquent celle du vecteur rotation Ω. Cette stationarité est rendue possible par l’équilibre entre
le flux des charges électriques de surfaces advectées par rotation et le flux de charges imposé par les
électrodes.
Les deux propriétés clés du mécanisme de mise en rotation sont donc : (i) la rotation à vitesse
constante de sphères physiquement et chimiquement homogènes, (ii) le choix arbitraire de la direction
du vecteur rotation dans le plan orthogonal au champ E0 comme conséquence de la brisure spontanée
de symétrie des charges.a
c3
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Figure 2.1 | Electro-rotation de Quincke. Sous l’effet du champ électrique E0, la particule isolante
dans un liquide conducteur acquiert une distribution de charges dipolaire P. (a) Pour E < EQ, le dipôle
est stabilisé dans la direction opposée au champ. (b) Pour E > EQ, l’équilibre entre la convection des
charges par rotation et par conductivité conduit à un état stationnaire où P a un angle fini avec E0.
(c) Rouleur de Quincke sur une surface plane : mouvement de translation.
Conversion de la rotation en translation Lorsque les sphères colloïdales sédimentent sous l’effet
de la gravité et se déposent sur l’une des électrodes solides, le mouvement de rotation est simplement
converti en mouvement de translation selon une direction orthogonale au vecteur rotation : pˆ, et donc
aléatoire dans le plan orthogonal à E0 (Fig 2.1.c). La vitesse de la particule est alors : v0 = αa|Ω| où
a est le rayon de la particule et α un coefficient de friction qui vaut 1 dans le cas du roulement sans
glissement.
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Échelles caractéristiques La physique de ce problème ne fait intervenir qu’un seul temps carac-
téristique : le temps de relaxation des charges électriques appelé temps de Maxwell et noté τ . En effet,
l’équation de la conservation de la charge : ∂tρ+∇j = 0 peut se réécrire, dans un milieu ohmique où
j = σE sous la forme ∂tρ = τ−1ρ. Pour notre système, dans la géométrie sphérique, il vient [33]:
τ = ϵp + 2ϵl
σl
≃ 0.3ms (2.1)
où ϵi est la permittivité (i=p pour la particule, l pour le liquide) et σ représente la conductivité.
Pour une description quantitative du problème, il faut combiner l’équation de conservation de la
charge, les équations de Maxwell, l’équation d’équilibre mécanique et la loi ohmique du système. La
valeur du champ de Quincke se met alors sous la forme suivante (voir [33]) :
EQ =
[
ϵl
(
ϵp − ϵl
ϵp + 2ϵl
+ 1/2
)
1
2η τ
]−1/2
(2.2)
avec η la viscosité du liquide.
La vitesse de translation des particules est alors donnée par :
v0 = α
a
τ
√
E0
EQ
2
− 1 (2.3)
où α est un coefficient de friction proche de 1. Enfin, pour donner un ordre de grandeur, dans les
conditions usuelles pour une expérience sur le rouleurs de Quincke : EQ ∼ 106V/m, nous obtenons
alors une vitesse angulaire Ω ∼ 1000Hz et v0 ∼ 1mm/s.
2.1.2 Dynamique individuelle des rouleurs de Quincke
Après avoir décrit la physique du mécanisme de Quincke à l’origine de l’auto-propulsion des colloïdes,
nous pouvons nous concentrer sur la caractérisation expérimentale de ce système. Il s’agit dans un
premier temps de caractériser la dynamique individuelle des rouleurs de Quincke et la nature de leur
mouvement : allure des trajectoires, vitesse individuelle, longueur de persistance...
Pour réaliser cette étude, nous observons une population très diluée de rouleurs de Quincke (fraction
surfacique ρ0 de l’ordre de 0,005) qui se déplacent dans un dispositif microfluidique au sein de disques
de 5 mm de diamètre (voir section 2.3 pour les détails techniques).
A Vitesse et trajectoire
Isotropie La figure 2.2.a représente la densité de probabilité P(vx, vy) des vitesses individuelles des
colloïdes. Cette distribution est piquée sur un cercle de rayon v0 = 1300µm/s. La forme de cette
distribution illustre deux caractéristiques du mouvement dont l’origine est dûe à la motorisation par
effet Quincke. Tout d’abord la forme axisymétrique de la distribution montre que la distribution est
isotrope et confirme le caractère aléatoire de la direction prise par chaque particule. Enfin le fait que
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cette distribution soit étroite et très piquée montre que toutes les particules se déplacent en moyenne
à la même vitesse v0 et les fluctuations autour de cette dernière sont très faibles. Ces résultats sont
donc parfaitement consistants avec la motorisation des robots via l’effet Quincke.
-2 0 2
v
x
(mm/s)
-2
-1
0
1
2
v y
(m
m/
s)
0
1
2
3
4
5
×10-3
0 1000 2000
v0 (µm/s)
0
0.1
0.2
0.3
Pr
ob
ab
ilit
é
0 5 10
U² (V²) ×104
-1
0
1
2
3
4
v 0
² 
(µ
m
/s
)²
×106
a b c
Figure 2.2 | Vitesse des rouleurs de Quincke⋆. a Distribution de probabilité des vitesses des
rouleurs de Quincke (U=220V). b. Distribution de la vitesse moyenne de l’ensemble des particules
pour des valeurs de potentiels électriques croissants. La couleur code pour la valeur de la tension
imposée aux bornes du dispositif (U=140, 160, 190, 220, 240, 260, 290 V du plus clair au plus foncé).
c. Représentation de la vitesse moyenne des rouleurs de Quincke v0 en fonction de la tension U imposée
aux bornes du système. Ligne rouge : meilleur ajustement à la formule théorique 2.4.
Profils de distribution des vitesses La figure 2.2.b représente les profils de la distribution des
vitesses moyennes des particules v0 pour différentes valeurs de tension U et donc de champ E0 imposées
aux bornes du dispositif. Pour des faibles valeurs de tension, proches du seuil de Quincke (UQ = 120V ),
la distribution présente deux pics. L’un piqué autour de 0 mm/s, l’autre piqué autour d’une valeur
positive de la vitesse. Les colloïdes sont scindés en deux populations. Une partie n’a pas encore été
mise en mouvement par effet Quincke et reste immobile, à l’arrêt, l’autre se déplace à vitesse constante.
De même pour des valeurs de tension élevées (U=290V), la distribution présente deux pics dont
un localisé vers des faibles valeurs de vitesse de déplacement. Pour cette tension, une partie de la
population de rouleurs de Quincke se déplace à vitesse constante (v0 ≃ 1800µm/s), l’autre gigote sur
place. L’apparition de ce phénomène se fait à des tensions plus élevées si l’on augmente la température
du dispositif. Nous ignorons pour le moment son origine physique.
Sur une large plage de tension qui s’étend de 180 V à 260 V, la distribution reflète bien l’image
décrite sur la figure 2.2a. La distribution ne présente qu’un seul pic très étroit. Pour une valeur
de champ donnée, les particules se déplacent donc en moyenne toutes à la même vitesse v0 et les
fluctuations autour de cette vitesse sont de moins de 15%. Dans la suite du manuscrit, nous exploiterons
essentiellement cette plage de vitesse.
Variation de la vitesse avec le champ électrique E0 Sur la figure 2.2.b, nous constatons égale-
ment que la valeur de la vitesse moyenne des particules augmente avec la valeur de la tension imposée
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aux bornes du dispositif et donc du champ électrique dans le dispositif. Le pic principal se décale en
effet vers la droite à mesure que la valeur de la tension imposée augmente. La figure 2.2.c montre que
la relation de dépendance entre la vitesse moyenne des particules v0 et la tension imposée aux bornes
du dispositif U suit une loi de la forme :
v20 =
(
α
a
τ
)2 ⎡⎣( U
UQ
)2
− 1
⎤⎦ . (2.4)
Cette mesure confirme donc que les particules sont bien motorisées par effet Quincke. Grâce à
l’ajustement de nos mesures expérimentales selon l’équation 2.4 , nous pouvons estimer la valeur de la
tension imposée pour atteindre le seuil de Quincke : UQ = 121V dans ces conditions expérimentales,
ce qui correspond à un champ de Quincke de l’ordre de 1.1V/µm. Nous en déduisons également une
estimation de αaτ = 0.9 mm/s. Cette grandeur est une échelle caractéristique de vitesse et correspond
parfaitement avec l’estimation faite à partir de la théorie sur le mécanisme de Quincke : v0 ≃ 1mm/s.
B Diffusion orientationnelle
L’analyse de la vitesse des robots colloïdaux donne donc des résultats très cohérents avec les prédic-
tions théoriques liées à la motorisation par effet Quincke. Cependant sur la figure 2.3a représentant
les trajectoires des rouleurs de Quincke, nous remarquons que les robots ne se déplacent pas en ligne
droite. La motorisation par effet Quincke ne permet pas de prédire ces changements de direction.
Les trajectoires restent plutôt lisses puisque ces changements d’orientation ont lieu sur une distance
typique de l’ordre du millimètre, très grande devant la taille des particules. Dans cette partie nous
caractérisons le phénomène de diffusion orientationnelle qui s’ajoute à la motorisation par effet Quincke
et permet d’expliquer cette phénoménologie, puis nous essayons de comprendre son origine.
Caractérisation de la dynamique orientationnelle Le module de la vitesse étant constante,
nous pouvons écrire la vitesse individuelle de particules sous la forme :
vi = v0pˆi (2.5)
où pˆi est le vecteur orientation de la particule i. Nous introduisons également la variable θi telle que :
pi = (cos θi, sin θi). θi représente donc l’angle entre le vecteur vitesse de la particule i et une direction
fixée. Pour quantifier la diffusion orientationnelle des particules, nous mesurons l’autocorrélation de
cette orientation pˆi : < pˆi(t)pˆi(t+ T ) >t,i moyennée sur l’ensemble des temps t et sur l’ensemble des
particules i. La figure 2.3.b représente cette autocorrélation, l’insert correspond à la même figure en
échelle semi-logarithmique. Nous remarquons que la décorrélation des orientations est exponentielle.
Cette décorrélation est donc décrite par un unique temps caractéristique que nous notons τp. Ce temps
est souvent appelé temps de persistance et il correspond au temps au bout duquel le système n’a plus
de mémoire de son orientation initiale.
La présence d’un unique temps caractéristique implique que l’orientation de la particule diffuse
sur le cercle unité. Les robots colloïdaux peuvent donc être décrits comme des marcheurs aléatoires
persistants. Nous savons déjà que :
∂tr = v0p. (2.6)
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Figure 2.3 |Diffusion orientationnelle⋆. a Images de microscopie successives superposées représen-
tant les trajectoires des particules. b) Corrélation des orientations des rouleurs de Quincke moyennée
sur l’ensemble des temps t et sur l’ensemble des particules i :< p(t)p(t + T ) >t,i. c Evolution du
coefficient de diffusion orientationnelle D en fonction de la vitesse moyenne des particules v0.
Il nous manque seulement une équation sur l’orientation pour décrire complètement la dynamique
individuelle des rouleurs de Quincke. Supposons, comme pour des marcheurs aléatoires :
∂tθ = ξ(t) (2.7)
où ξ(t) est un bruit gaussien tel que < ξ(t)ξ(t′) >= 2Dδ(t− t′).
Notons ∆θ = θ(t) − θ(0). Nous pouvons alors calculer explicitement la fonction d’autocorrélation
de l’orientation qui prend la forme: ⟨p(0) · p(t)⟩ >=< cos(∆θ) > et qui correspond à la partie réelle
de <ei∆θ >= ei<∆θ>−1/2<∆θ2>, car ∆θ est gaussien. Nous en déduisons assez simplement que :
⟨pˆ(0) · pˆ(t)⟩ = e−Dt. (2.8)
Cette description est parfaitement en accord avec nos résultats expérimentaux. Nous définissons alors
le coefficient de diffusion D des rouleurs de Quincke comme étant l’inverse du temps caractéristique
décrivant la décorrélation des orientations : D = 1τp .
Pour une valeur de tension imposée de 220V, nous mesurons D ≃ 2 s−1, ce qui correspond à une
longueur de persistance : lp = v0D ≃ 600µm, soit un peu plus du quart de la fenêtre d’observation
représentée sur la figure 2.3.a.
Origine de la diffusion orientationnelle Il convient maintenant de se demander quelle est l’origine
de cette diffusion qui n’est pas prévue par le modèle de motorisation des robots colloïdaux par effet
Quincke.
Hypothèse 1 : diffusion Brownienne La première intuition serait que la diffusion orientationnelle
est uniquement causée par les fluctuations thermiques. L’hypothèse d’une diffusion brownienne peut
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être testée par le calcul du coefficient de diffusion angulaire donné par la relation d’Einstein :
DBrownien =
kBT
fr
= kBT8πηa3 (2.9)
où kB est la constante de Boltzmann, T la température, fr le coefficient de frottement par rotation,
η la viscosité du liquide et a le rayon des colloïdes. Pour les rouleurs de Quincke, à température
ambiante : DBrownien ≈ 3.10−3s−1. Trois ordres de grandeur séparent DBrownien du coefficient de
diffusion expérimental D : l’hypothèse d’une diffusion brownienne est donc écartée.
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Défauts
Figure 2.4 | Diffusion sur
des impuretés .
Hypothèse 2 : diffusion sur des défauts⋆ La diffusion des par-
ticules peut également être due à la présence de défauts ou d’impuretés
placés de manière aléatoire à la surface de l’électrode ou à des défauts
inhérents aux colloïdes (sphéricité non parfaite, rugosité...). Notons Φi
la fraction surfacique d’impuretés. Notons ψ(θ, t) la probabilité que
l’orientation du robot forme un angle θ avec l’horizontale à un temps
t. Nous pouvons alors montrer que si la particule diffuse d’un angle
δθ sur chaque impureté, l’équation d’évolution de la probabilité ψ(θ, t)
est une équation de diffusion de la forme :
∂tψ(θ, t) = D∂2θψ(θ, t) (2.10)
où D = ℓ2 v0 Φi(δθ)2 avec ℓ la section efficace de collision entre une particule et une impureté. Pour
vérifier l’hypothèse de diffusion sur des impuretés, il faut donc s’assurer que le coefficient de diffusion
varie de manière linéaire avec la vitesse moyenne des particules v0.
La figure 2.3c représente la variation du coefficient de diffusion avec la vitesse des particules. Nous
contrôlons la vitesse des particules à l’aide de la valeur du champ électrique E0 imposé aux bornes
du dispositif. Cette variation est bien linéaire. L’hypothèse privilégiée pour expliquer la diffusion
orientationnelle des particules est donc le fait qu’elles se réorientent à cause de défauts présents à la
surface de l’électrode ou à la surface des colloïdes.
Dans cette partie, nous avons donc compris et décrit le mécanisme d’autopropulsion de Quincke qui
motorise les colloïdes dans une direction aléatoire dans le plan parallèle à l’électrode et leur procure
une vitesse constante. Nous avons également caractérisé la diffusion orientationnelle des colloïdes et
mesuré le coefficient de diffusion associé.
2.2 De la dynamique individuelle à la dynamique collective : la tran-
sition de flocking vers le mouvement collectif.
Nous avons précédemment caractérisé la dynamique individuelle d’un rouleur de Quincke isolé et nous
montrerons dans la partie 2.3 que nous sommes capable de concevoir et de manipuler des populations
de milliers voire de millions de colloïdes auto-propulsés. Mais que se passe-t-il lorsque nous faisons
interagir ces colloïdes en augmentant leur densité? Quelle est l’influence de ces interactions sur la
dynamique collective d’une population entière de rouleurs de Quincke ?
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2.2.1 Diagramme de phase des rouleurs de Quincke
En augmentant progressivement la densité de rouleurs de Quincke dans des pistes microfluidiques,
des motifs macroscopiques apparaissent au sein de la population de rouleurs (Fig 2.5). Nous pouvons
alors distinguer trois phases différentes en fonction de la densité en colloïdes où les rouleurs de Quincke
présentent des comportements différents à grande échelle. Nous nous attachons ici à la description
de ces trois phases et ensuite nous tâcherons de comprendre quelle est l’origine de l’émergence de tels
mouvements collectifs à l’échelle de la population.
A model experiment for flocking
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Figure 2.6 | Colloidal flocks. (a) Colloidal flocks formed into a racetrack. Scale bar: 5mm. (b)
Snapshots of the three phases displayed by assemblies of colloidal rollers. As the roller density is
increased, colloidal flocks from. Scale bar: 200µm. (c) Polarization of the system with respect to the
roller area fraction.
Vicsek model introduced in Chapter 1, the interactions compete with the rotational diﬀusion. Thus,
we can expect that ordered phases emerge when the interactions overcome rotational diﬀusion. As we
have no control over rotational diﬀusion, it is most easily achieved increasing the roller density. To
do so, we confine the colloidal rollers to racetracks by patterning the bottom electrode, see Fig. 2.6a.
Typically, we use either Scotch tape (Fig. 2.6) or photo-lithography techniques with 2µm-thick S1818
photoresist to make this patterning, see section 2.4. As this layer is electrically insulating, only the
colloids inside the racetrack are made active.
Increasing the density of rollers within such racetracks, flocks form [13]. Two diﬀerent polar ordered
phases are found. Typical snapshots of this phases are shown in Fig. 2.6b. At intermediate densities
the flock has a finite extent and propagates through an homogeneous and isotropic gas of rollers. The
flock itself is heterogeneous, as both the density and the polar order decrease from its head to its tail.
At high densities, ⇢ > 1.8%, polar order spans the entire racetrack. The colloidal flock is homogeneous
and is highly polarized: it forms an active polar liquid. More quantitatively, Fig. 2.6c shows that the
polarization of the system increases with the roller density and that the polarization of the polar liquid
is always ⇧ > 0.85.
2.3 Colloidal flocks as prototypical Toner-Tu fluids
Assemblies of colloidal rollers display the same qualitative phenomenology as the Vicsek model pre-
sented in Chapter 1. At the macroscopic level, the colloidal-roller polar liquid is akin to the sponta-
neously flowing liquids described by Toner and Tu hydrodynamics. Some specific features of the roller
polar liquid, however, are not accounted for within these theoretical frameworks. First, among the
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Figure 2.5 | Transition ver le mouvement collectif.: a. Image d’une bande se prop g ant dans
une piste. Echelle : 5 mm. b. Images zoomées de populations de colloïdes à différentes densités
formant respectivement : un gaz, une bande puis un liquide polaire. Les flèches bleues représentent
l’orientation de quelques particules. c. Représentation de la valeur du module de la polarisation
moyenne Π en fonction de la densité. Figure tirée de [14].
La phase gaz Pour es faibles valeurs de la fraction surfacique en colloïdes : ρ < 0, 003, les roule rs
de Quincke forment un gaz isotrope (Fig 2.5b). Ils interagissent alors très peu les uns avec les autres
comme la distance moyenne entre chaque colloïde est grande. Nous avons déjà caractérisé la dynamique
individuelle des rouleurs de Quincke qui suffit à décrire cette phase [14].
Les bandes propagatives. En augmentant la densité de la population de rouleurs de Quincke au
dessus de ρc = 0, 003, le système subit une transition vers le mouvement collectif appelée transition de
flocking. Des phases polaires où les rouleurs s’auto-organisent et interagissent pour s’aligner et rouler
dans la même direction apparaissent (Fig 2.5a et b). Pour des valeurs de densité proche de la densité
itique, une partie de la popu ation des rouleurs de Quincke s’auto-organise en une bande propagative.
Cette bande prend la forme d’un troupeau qui nuclée et se propage dans la piste à travers un gaz de
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colloïdes auto-propulsés. Une fraction macroscopique de rouleurs forme cette bande dont le profil est
asymétrique (Fig 2.6) avec un front très abrupt et une queue beaucoup plus lisse.
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lated rollers propel along random directions (Fig. 1.16b). Their velocity v0 is set by E0 and scales
as
[
(E0/EQ)2−1
] 1
2 (Fig. 1.16c and Supplementary Materials).
In view of questioning the emergence of collective unidirectional motion, we electrically con-
fine the roller populations in racetracks periodic in the curvilinear coordinate s. Their width is
500µm <W < 5mm (Fig. 1.17a and Methods). During a typical 10-minute-long experiment, mil-
lions of rollers travel over distances as large as 105−106 particle radii, whichmakes it possible to in-
vestigate exceptionally large-scale dynamics. At low area fraction,φ0, the rollers form an isotropic
gaseous phase. They all move at the same velocity along random directions as would an isolated
particle (Fig. 1.17b). Increasing φ0 above a critical value φc , we observe a clear transition to col-
lective motion. A macroscopic fraction of the rollers self-organizes and cruises coherently along
the same direction (Figs. 1.17c and 1.17d). More quantitatively, we define a polarization order pa-
rameter Π0 as the modulus of the time and ensemble average of the particle-velocity orientation.
Π0 increases sharply withφ0 and displays a clear slope discontinuity atφc = 3×10−3, revealing the
strongly collective nature of the transition (Fig. 1.17e). Remarkably, φc is a material constant: it is
independent of the electric-field amplitude.
For area fractions higher than but close to φc , small density excitations nucleate from an un-
stable isotropic state and propagate along random directions. After complex collisions and coa-
lescence events, the system phase separates to form a single macroscopic band that propagates
at a constant velocity cband through an isotropic gaseous phase (Figs. 1.17a, 1.17c and 1.18a). No
stationary state involvingmore than a single bandwas observed even in the largest systems (10 cm
long). The velocity cband is found to be very close to the single particle velocity v0 at the front of the
band. The bands are coupled to a net particle flux: they are colloidal flocks traveling through an
isotropic phase. Their density profile is strongly asymmetric, unlike the slender bands observed in
densemotility assays [190]. This marked asymmetry is akin to that found in 1D agent-basedmod-
Figure 1.18 – Propagating-band state. a– Left: spatiotemporal diagram of the area fraction recorded
along the curvilinear coordinate s. Right: temporal variations of the area fraction measured at the curvilin-
ear coordinate s = 0.8L (white dotted line on left panel), where L is the overall length of the racetrack. b–
Shape of the band for four different area fractions Φ0 = 5.310−3,7.810−3,1.010−2, and 1.510−2. The local
area fraction is plotted as a function of s/L. Inside the band φ(s) decreases exponentially towardsΦ∞ ≃Φc .
c– The band length rescaled by the stadium length Lband/L increases with the area fraction Φ0 and is inde-
pendent of the racetrack length (L = 28 mm, (white dots): L = 50 mm (grey dots), L = 73mm (black dots).
The error bars represent the estimated error associated with the measurements Lband from the plots shown
in b. d– Modulus of the local polarization Π(s) plotted versus 1−Φ(s)/Φ∞. The black dots correspond to
averages over 5000 local measurements (grey dots). The error bars correspond to the standard deviations.
The red curve is the theoretical prediction.
a b
Figure 2.6 | Bandes et liquides polaires : a. Gauche : Spatio-temporel représentant la densité en
fonction de la position dans la piste (s : abscisse curviligne). Droite : Variation de la fraction surfacique
en colloïde en fonction du temps pour s/L=0.8. [14] b.⋆ Distribution de la densité de probabilité des
vitesses individuelles des colloïdes. Tous les colloïdes roulent en moyenne dans la même direction.
Le liquide polaire Lorsque la densité continue d’augmenter et dépasse la valeur de ρ = 0.2, les
rouleurs de Quincke s’auto-organisent en une phase homogène appelée liquide polaire, où toutes les
particules coulent en moyenne dans la même direction le long de la piste (Fig 2.5). Cela est clair si
nous analysons la distribution de probabilité des vitesses de la figure 2.6.b qui se condense alors autour
d’un point v = v0xˆ.
Natur de la transition Nous tenons à mettre en évidence que ce diagramme de phase es très
simil ire au diagramme de phas pour le modèle de Vicsek (voir Chapitre 1) qui présente également
des bande propagatives très proches de la ransition et des phases polaires hom gènes à lus haute
densité.
Pour quantifie l’émerg nce du mouvement collectif, il est intéressant de mesurer la polarisation
moyenne de la population de colloïdes : Π = |⟨pˆi⟩i| (Fig 2.5.c). Ce paramètre d’ordre caractérise la
transition de flocking entre le gaz isotrope et les phases polarisées. Nous constatons que pour ρ > ρc,
cette quantité augmente de manière abrupte et passe de zéro vers des valeurs strictement positives.
Ensuite pour des densités où les liquides polaires apparaissent, cette valeur sature et tend vers 1.
L’ensemble de la population est alors polarisée et l’ordre a envahi l’ensemble de la piste.
La nucléation de bandes sous la forme de gouttes de liquide polaire qui ont séparé de phase avec le
reste de la population de rouleurs de Quincke ainsi que la croissance très abrupte du paramètre d’ordre
avec la densité permettent d’affirmer que la transition de flocking est bien une transition de phase du
premier ordre.
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2.2.2 Origine de la transition de flocking : éléments de théorie.
Après avoir décrit la transition de flocking comme une transition du premier ordre, nous apportons
dans cette partie quelques éléments théoriques pour comprendre l’origine physique de cette transition.
Un des avantages du système des rouleurs de Quincke est la compréhension quantitative des mécanismes
microscopiques qui ont lieu à l’échelle des rouleurs. En effet, grâce à un travail théorique, J.-B. Caussin
et D. Bartolo [33] ont pu décrire précisément les interactions microscopiques d’origine électrostatique
et hydrodynamique entre les rouleurs. Ils ont ensuite pu dériver grâce à une théorie cinétique des
prédictions théoriques concernant la dynamique collective d’une population de rouleurs. Nous nous
servons ici de ces résultats pour comprendre l’origine de la transition de flocking.
Pour mieux appréhender cette transition, nous repartons de la description des rouleurs de Quincke
à l’échelle microscopique. Dans la section 2.1.2, nous avons déjà explicité les équations du mouvement
d’un colloïde isolé auto-propulsé via le mécanisme de Quincke et subissant de la diffusion orienta-
tionnelle. A plus haute densité, ils interagissent de plus les uns avec les autres via des couples qui
dérivent d’un potentiel angulaire effectif noté H(r; pˆi, pˆj). Nous pouvons donc modifier les équations
du mouvement qui prennent la forme :
∂tri(t) = v0pˆ, (2.11)
∂tθi(t) = −∂θi
∑
j ̸=i
H(ri − rj ; pˆi, pˆj) +
√
2Dξi(t), (2.12)
où ri(t) et pˆi(t) = (cos θi(t), sin θi(t)) sont respectivement la position et l’orientation du ième rouleur.
Les ξi(t) représentent de bruits gaussiens de variance unité et le potentiel effectif s’écrit :
H(r; pˆi, pˆj) = A(r)pˆi · pˆj +B(r)pˆi · r+ C(r)pˆj · (2rr− I) · pˆi. (2.13)
Les trois termes de ce potentiel ont des origines différentes et jouent des rôles très différents. A, B
et C sont des fonctions décroissantes de r dont tous les coefficients sont connus. Le premier terme est
un terme d’alignement similaire à celui que l’on peut trouver dans le cas du couplage ferromagnétique.
Le potentiel est en effet minimisé lorsque les pˆi pointent dans la même direction. Son origine est à la
fois due à des interactions hydrodynamiques et électrostatiques et est dominé par des interactions hy-
drodynamiques de courte portée. Le terme B est un couple répulsif dû aux interactions électrostatiques
entre les charges des rouleurs. Il est dominé par la répulsion dipolaire de courte portée également. Ce
terme est sans doute à l’origine de la stabilisation du liquide polaire. Enfin le dernier terme est un
terme d’alignement dans le champ dipolaire créé par un rouleur. Sa portée est beaucoup plus longue
puisque C(r) décroit en r−2 et est dominé par les interactions hydrodynamiques à longue portée.
A la vue de ces équations, nous pouvons déjà essayer de comprendre pourquoi un mouvement
collectif peut apparaître. En effet, il y a une compétition entre le terme d’alignement qui tend à
instaurer un ordre orientationnel dans le système et donc à générer du mouvement collectif organisé
et la diffusion orientationnelle qui est un frein à l’établissement de ce mouvement collectif. Si nous
faisons abstraction des deux derniers termes de l’Hamiltonien, nous obtenons un modèle similaire au
modèle "flying xy" [45, 43, 1]. Tout se passe comme dans le cas du ferromagnétisme où la compétition
a lieu entre l’alignement et le bruit thermique. Mais dans ce cas, il s’agit d’une transition continue
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entre deux phases homogènes : la phase ferromagnétique et paramagnétique, c’est une transition du
second ordre. Ce modèle ne suffit donc pas pour expliquer complètement notre transition de flocking
qui est du premier ordre. En effet il ne permet pas d’expliquer pourquoi nous observons une séparation
de phase.
La compréhension de l’apparition des bandes propagatives nécessite une approche plus globale.
J-B Caussin et D. Bartolo ont également développé une description hydrodynamique à grande échelle
de la physique de ce problème. En utilisant des méthodes de théorie cinétique ils ont pu dériver
des équations hydrodynamiques à partir des équations du mouvement. C’est à dire qu’en choisis-
sant judicieusement une relation de fermeture pour les phases faiblement polarisées [3] nous pouvons
explicitement écrire l’équation d’évolution du champ de densité Φ(r, t) et du champ de polarisation
Π(r, t). Soit ψ(r,θ,t) la probabilité de trouver une particule à r, θ et t , avec Φ(r, t) =
∫
dθψ(r, θ, t) et
Π(r, t) = 1ϕ
∫
dθpψ(r, θ, t). Nous obtenons donc l’équation d’évolution du champ de polarisation qui
se met sous la forme :
τ
∂J
∂t
+ 3v0α8D (J.∇)J =
(
αϕ− τD − α
2
2τDr
J2
)
J+ κϕMJ− 12(τv0 + aβϕ)∇ϕ (2.14)
− 5v0α8D (∇ · J)J+
5v0α
16D∇(J
2) + αβ2τDr
a(∇ϕ · J)J
+ ka2∆J+ γa2∆˜J
où J=ΦΠ, et ∆˜ =
(
∂xx−∂yy 2∂xy
2∂xy ∂yy−∂xx
)
. Les nouveaux coefficients introduits ici dépendent de manière
simple des paramètres géométriques et électrostatiques du système [33]. Le coefficient α > 0 traduit
les effets de l’interaction qui pousse les dipoles à s’aligner. β > 0 émerge du couplage électrostatique
répulsif. Le terme en κ qui donne la force des interactions hydrodynamiques dipolaires à longue portée
sera négligé par la suite. Cette équation est l’analogue de l’équation de Navier-Stokes pour les fluides
actifs polaires et décrit de manière exhaustive l’évolution du champ de polarisation. Nous retrouvons
ici la forme exacte de l’équation qui avait été construite phénoménologiquement par Toner et Tu (voir
chapitre 1 et [1]).
Le membre de gauche de l’équation (2.14) correspond au terme d’advection du courant. Le pre-
mier terme du membre de droite est un terme de la forme de ceux que l’on retrouve dans l’équation de
Ginzburg-Landau. Il prévoit une transition de phase du second ordre, mais il ne prévoit que l’existence
de phases homogènes. Le terme en∇ϕ est analogue au terme de pression de l’équation de Navier-Stokes.
Enfin tous les autres termes faisant intervenir des dérivées spatiales du champ de J autorisent la co-
existence entre une phase isotrope et une excitation non linéaire polaire comme les bandes propagatives.
L’origine physique de l’apparition du mouvement collectif est donc la compétition entre l’alignement
et la diffusion. L’existence des bandes propagatives est permise par les termes faisant intervenir des
gradients dans l’équation hydrodynamique régissant l’évolution de la polarisation [14, 62].
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2.3 Manipuler, observer et analyser des rouleurs de Quincke
Nous détaillons ici le dispositif expérimental utilisé pour manipuler les rouleurs de Quincke et nous
décrivons les différentes techniques mises en oeuvre pour observer ces derniers et analyser leur dy-
namique.
2.3.1 Un dispositif micro-fluidique pour manipuler les colloïdes
Préparation des colloïdes Nous utilisons des colloïdes fluorescents en polystyrène (Thermo scien-
tifique G0500) de 2.4µm de rayon. Les colloïdes étant stockés dans l’eau, il faut les transférer dans
un liquide de conduction et de viscosité adaptées pour pouvoir les motoriser par effet Quincke. Nous
utilisons à cet effet un mélange d’un sel peu soluble : l’AOT dans l’hexadecane entre 0.10 et 0.15mol/L.
Cette étape passe par une série d’une dizaine de lavages comportant trois étapes : dispersion de la
suspension colloïdale aux ultrasons, centrifugation, extraction de l’eau par pipetages successifs.
Puce microfluidique Pour manipuler et étudier les rouleurs de Quincke, nous utilisons des dis-
positifs microfluidiques. Le cadre de la microfluidique offre ici plusieurs avantages. Il rend possible
l’étude d’un très grand nombre de rouleurs (jusqu’à plusieurs millions) ainsi que leur suivi grâce à des
techniques de microscopie usuelle. De plus, il permet de répondre à une contrainte forte imposée par
l’effet Quincke. En effet, le seuil de Quincke étant de l’ordre du millier de volts par millimètre, la faible
épaisseur des puces microfluidiques de l’ordre de 1µm permet d’imposer une tension d’une centaine
de volts seulement aux bornes du dispositif pour motoriser les rouleurs de Quincke. Ceci est réalisable
avec n’importe quel générateur basse fréquence accompagné d’un amplificateur de puissance.
cube
Injection
Figure 2.7 | Dispositif microfluidique : (a) Vue éclatée d’un dispositif microfluidique : (1) Deux
lames recouvertes d’une couche d’ITO servent d’électrodes. (2) Une chambre en scotch de 110 µm
d’épaisseur rend le dispositif étanche. (3) On imprime dans une résine isolante les motifs souhaités
par photolithographie (résolution 1 µm) (4) Connexions électriques et microfluidiques qui servent à
alimenter le dispositif en tension et en solution. (b) Vue en coupe du dispositif. Une couche d’environ 2
µm de résine isolante recouvre la lame du bas. Au dessus, une couche de ruban adhésif sert à délimiter
la cellule. Des colloïdes de 2.4 µm de rayon se déplacent au sein du motif. [57]
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La Figure 2.7 décrit les différents éléments de la puce microfluidique au coeur du dispositif expéri-
mental. Nous mettons ici l’accent sur la description de ses constituants sans entrer dans le détail de
sa fabrication. Les sphères de polystyrène sont confinées entre deux lames de verre espacées d’une
centaine de microns à l’aide d’un adhésif double-face. Cet adhésif joue à la fois le rôle d’espaceur et
celui d’enceinte imperméable. L’ensemble formé par les deux lames de verre et l’adhésif délimite un
canal microfluidique. Nous y injectons les colloïdes en solution dans le mélange hexadécane+AOT par
l’intermédiaire de connectiques liées aux trous percés dans la lame supérieure. Les lames de verre sont
recouvertes d’oxyde d’indium-étain (ITO) : une couche moléculaire conductrice et transparente. Nous
appliquons une différence de tension de l’ordre de 100 à 300 V aux bornes des deux lames de verre
jouant le rôle d’électrodes. Un champ électrique s’établit au sein du liquide, selon l’axe z.
Pour contrôler la géométrie des zones dans lesquelles les robots seront motorisés, nous effectuons un
dépôt de résine isolante dont la géométrie est fixée par une méthode de photo-lithographie standard.
Les colloïdes ne sont donc motorisés que dans les zones non recouvertes de résine. Pour les différents
travaux présentés dans cette thèse (chapitres 3 et 4), nous confinons les rouleurs de Quincke dans des
géométries en forme de piste (Fig 2.8). Ces pistes mesurent 2 mm de large. Leur ligne centrale mesure
L0 = 9, 77 cm, les sections droites sont longues de 3 cm et le rayon de courbure du virage interne est
de 5 cm.
x
y
Vue du dessus
E0 Résine isolante
Lames de verre recouvertes d’ITO
Film adhésif
Entrée Sortie
Figure 2.8 | Piste microfluidique : a. Schéma du dispositif microfluidique représentant la piste dans
laquelle les colloïdes sont confinés. b. Image au microscope d’un liquide polaire formé à partir de
rouleurs de Quincke. Echelle : 100µm. Figure adaptée à partir de [63] et [64]
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2.3.2 Observer et caractériser des rouleurs de Quincke : Acquisition et traitement
des données.
A Observation et enregistrement des images
L’étude des mouvements à l’échelle micrométrique des particules nécessite l’utilisation d’un mi-
croscope et d’un système d’enregistrement des images adaptés. Nous utilisons un microscope Nikon
AZ100 Multizoom. Ce microscope permet d’acquérir des images en champ clair (Fig. 2.8) mais aussi
en microscopie à fluorescence. De plus, la grande vitesse des particules (jusqu’à plusieurs centaines de
diamètres par seconde), impose de sérieuses contraintes sur l’enregistrement à haut débit des images.
Nous utilisons donc à cet effet une caméra rapide 8 bits (Basler Ace acA2040-180km) qui a une ré-
solution maximale de 4 Mpx (2048x2048 avec des pixels de 5,5 µm de côté) à un taux d’acquisition
maximal de 190 images par seconde. Cette aqcuisition génère un grand nombre de données (environ
800Mo/s) que nous enregistrons en utilisant 4 disques durs SSD montés en RAID0, permettant de
répondre à ces contraintes d’acquisition avec une capacité de stockage totale de 2 To.
B Détection de particules et reconstruction de trajectoires
Détection des rouleurs de Quincke Pour analyser la dynamique des particules il est nécessaire
d’obtenir la position de chaque rouleur sur chaque image, à partir des films réalisés lors des expériences.
Pour effectuer cette détection, nous utilisons un algorithme implémenté par Peter Lu en langage C++
[65] (Fig 2.9).
a b
Figure 2.9 | Détection des particules ⋆ : a. Image de rouleurs de Quincke au microscope. b.
Même image, les cercles rouges correspondent aux particules détectées par l’algorithme [65] .
Reconstruction des trajectoires Une fois la détection effectuée, il faut reconstruire les trajectoires
des particules. C’est à dire qu’il faut numéroter les particules et les suivre dans le temps. Nous utilisons
la version Matlab de l’algorithme de tracking très répandu de J.C. Crooker et D.G. Grier [66]. Pour
que la reconstruction de trajectoires soit efficace, il est nécessaire que le déplacement maximal d’une
particule entre deux images soit plus faible que la distance moyenne entre les particules. Afin de
s’assurer que ce critère soit respecté, nous imposons une haute fréquence d’acquisition (190fps). Le
déplacement d’une particule entre deux images est alors inférieur ou de l’ordre du rayon d’une particule.
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La figure 2.10.a montre les trajectoires de particules reconstruites à partir d’une acquisition. nous
sommes en mesure de suivre la particule sur l’ensemble de la fenêtre d’acquisition. Sur la figure 2.10.b
nous confirmons qu’avec un jeu de paramètres adéquat, nous sommes capable de différencier deux
particules qui entrent en collision et de les suivre indépendamment.
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Figure 2.10 | Reconstruction des trajectoires. ⋆: a. Image au microscope d’un liquide polaire
coulant de la gauche vers la droite. 6 trajectoires de particules sont représentées en bleu. La couleur
code pour le temps. Les flèches représentent l’orientation des particules à la fin de la trajectoire. b.
Exemples de deux trajectoires de particules qui entrent en collision. L’algorithme utilisé est capable
de continuer à suivre les particules après le choc.
⋆ L’étude des phases denses de la matière active adresse un nouveau challenge concernant la
reconstruction des trajectoires. La distance moyenne entre les particules étant très faible, il n’est plus
possible de satisfaire le critère énoncé précédemment avec notre caméra. Pour surmonter ce problème,
nous mesurons dans un premier temps le champ de déplacement moyen des particules à l’aide d’une PIV
(voir section suivante) et nous retirons ce déplacement moyen aux positions des rouleurs de Quincke
avant d’effectuer la reconstruction des trajectoires. Nous parvenons ainsi à reconstruire fidèlement les
trajectoires de populations très denses de rouleurs de Quincke (jusqu’à ρ0 = 0.86).
C PIV et champ de vitesse
Jusqu’ici nous nous sommes attachés à détecter et reconstruire les trajectoires de chaque partic-
ule, ce qui nous permet de faire une analyse de la dynamique locale des populations de rouleurs de
Quincke. Certains de nos problèmes nécessitent cependant une approche plus eulérienne. Au lieu de
suivre chaque particule, nous souhaitons plutôt avoir accès au champ de vitesse des particules. Pour
mesurer ce champ, nous utilisons la technique de Vélocimétrie par Images de Particules (PIV) (Fig.
2.11). Nous utilisons l’implémentation MPIVlab de Matlab pour réaliser ces PIV.
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Figure 2.11 | PIV ⋆: Reconstruction du champ de vitesse (flèches rouges) d’un liquide polaire qui
coule de gauche à droite.
D Observer l’ensemble de la piste microfluidique ⋆
Observation et acquisition d’images Dans le chapitre 4, nous caractérisons des motifs qui ap-
paraissent dans la piste microfluidique et dont l’extension est macroscopique (de 1 à 9 cm). Plutôt
que d’imager les colloïdes individuellement grâce à des techniques de microscopie, il s’agit cette fois de
pouvoir imager l’ensemble de la piste microfluidique (Fig 2.12a). A cet effet, nous utilisons un montage
différent composé d’un objectif macro 60mm (Nikkon f/2.8G, Nikon) monté sur une caméra CCD 14
bit dont la résolution est de 8Mpxls (Prosilica GX3300).
Figure 2.12 | Reconstruction du spatio-temporel : a. Passage des coordonnées curvilignes aux
coordonnées cartésiennes. Ligne rouge : ligne centrale de la piste. b. Spatio-temporel.
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Reconstruction d’un spatio-temporel Le motif que nous souhaitons décrire dans le chapitre 4
est un embouteillage (Fig 2.12.a), composé d’une phase solide (sombre) qui se déplace à contre-courant
dans un liquide polaire (clair). Pour décrire sa dynamique (mesurer sa longueur, sa vitesse...) il est
intéressant de construire un spatio-temporel qui représente l’évolution du bouchon dans la piste en
fonction du temps. Dans un premier temps, j’ai donc implémenté un code Matlab qui, à partir de la
donnée de la position de la ligne centrale de la piste sur une image, transforme les coordonnées curviligne
de chaque point de la piste calculée à partir de cette ligne centrale en coordonnées cartésiennes (Fig
2.12.a). J’ai ainsi "déplié" la piste et nous pouvons accéder simplement à la position et à la longueur
du bouchon. Ensuite, chaque ligne du spatio-temporel (Fig 2.12.b) représente l’intensité moyennée sur
la largeur de la piste à un temps donné.
2.4 Conclusions et problématiques
Le système des rouleurs de Quincke est donc un système expérimental modèle pour l’étude des
mouvements collectifs de la matière active polaire. La dynamique individuelle des rouleurs de Quincke
a été largement caractérisée [14]. S’ils se comportent comme des particules browniennes actives dans
des systèmes dilués, lorsque la densité augmente, ce système subit une transition de phase du premier
ordre vers le mouvement collectif appelée transition de flocking. D’abord, des bandes propagatives
apparaissent, puis elles laissent place à l’établissement d’une phase homogène, le liquide polaire. Ce
scénario de transition de flocking à la Vicsek a été largement étudié [14, 62]. L’origine physique de
cette transition ainsi que la description microscopique et hydrodynamique du système a été menée
par J.-B. Caussin [33]. L’étude du système de Quincke s’est ensuite essentiellement concentrée sur
l’étude des bandes propagatives, que ce soit de manière théorique et numérique [41, 67] avec J.-B.
Caussin et ses collaborateurs qui ont taché d’expliciter l’origine et la forme de ces dernières, mais aussi
expérimentalement grâce aux travaux de A. Morin et N. Desreumaux qui ont décrit la propagation
de ces bandes dans les milieux désordonnés ainsi que leur réponse face à des perturbations extérieures
[59, 63, 68]. Dans les chapitres suivants, nous étudierons les phases plus denses formées par les rouleurs
de Quincke : le liquide polaire et le solide actif.
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Propagation d’ondes sonores dans les
liquides polaires actifs
Dans le chapitre précédent, nous avons montré que le système des rouleurs de Quincke subit une tran-
sition de flocking entre une phase gaz, isotrope et le liquide polaire où les particules s’auto-organisent et
un mouvement collectif apparaît. Nous avons compris l’origine de l’émergence du mouvement collectif
mais nous ne savons presque rien sur la phase du liquide polaire de Quincke à proprement parlé. Quelle
est sa structure ? Quelle description hydrodynamique permet de comprendre ce fluide actif ? Pourtant,
grâce à leur travaux en 1995, Toner et Tu en plus d’établir les fondements de la matière active, ont
aussi démontré de nombreux résultats théoriques sur l’hydrodynamique des fluides actifs. Pendant les
deux dernières décennies, l’étude de l’ordre orientationnel des fluides actifs a été le sujet de nombreuses
études théoriques et numériques [1, 31, 37, 38, 39, 40]. Cependant, leur étude expérimentale est restée
élusive. Grâce aux travaux illustrés dans ce chapitre, nous souhaitons confirmer expérimentalement
les prédictions théoriques de Toner et Tu et visons donc à réduire l’écart rémanent entre le domaine
théorique et expérimental.
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Figure 3.1 | Zoom dans un canal microfluidique. La couleur code pour la valeur de l’angle θi entre
la vitesse instantanée des colloïdes et la direction xˆ dans laquelle coule le liquide polaire. 5 trajectoires
illustrent le mouvement des rouleurs colloïdaux. ρ0 = 0, 11. Echelle : 100µm.
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Dans ce but, nous exploitons le système des rouleurs de Quincke. Nous motorisons des colloïdes
que nous confinons dans une géométrie en forme de piste, aux conditions aux limites périodiques
[64]. Comme décrit dans le chapitre 1, lorsque la fraction surfacique moyenne en colloïdes ρ dépasse
ρg ∼ 0.02, un liquide polaire se forme, les particules coulent en moyenne dans une direction privilégiée
(Fig 3.1) et leur trajectoire subit de petites fluctuations angulaires par rapport à cette direction.
Nous établissons ici dans un premier temps que les liquides polaires de Quincke répondent à tous
les critères pour être un modèle de fluide actif à la Toner et Tu. Nous démontrons ensuite que,
conformément aux prédictions théoriques, deux modes sonores couplant les fluctuations de densité et
de vitesse se propagent dans toutes les directions du liquide polaire. Forts de ces observations, nous
exploitons les spectres sonores pour développer une méthode de spectroscopie active qui permet de
mesurer les constantes hydrodynamiques du liquide polaire. Cette méthode n’est pas spécifique aux
colloïdes actifs, mais générique et permettrait d’obtenir une description et une caractérisation complète
de la dynamique de tout système de matière active polaire.
Pour plus de détails sur le contexte du projet ou son développement (méthodes expérimentales,
calculs...) nous incluons l’article : "Sounds and hydrodynamics of polar active fluids" [64] à la suite de
ce chapitre.
3.1 Le liquide polaire actif : un modèle de fluide à la Toner et Tu
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Figure 3.2 | Description du liquide polaire. a–c. ρ0 = 0, 24. a. Distributions de la densité de
probabilité des vitesses individuelles des colloïdes νi(t). Tous les colloïdes roulent en moyenne dans
la même direction. b. Fonction de distribution radiale dans le liquide polaire g(x,y). c. Coupe le
long de la direction du flux de la fonction de distribution radiale dans le liquide polaire g(x,0), et des
corrélations des fluctuations de la vitesse longitudinale : C∥(r) ≡ ⟨ν∥i (t)ν∥j (t)⟩(ri−rj)=r,t/⟨(ν∥i )2(t)⟩i,t.
Description du liquide polaire Lorsque la densité en colloïdes est suffisamment élevée, le système
passe la transition de flocking et s’auto-organise en un liquide polaire actif 3.1. Au sein de cette phase
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dense et homogène, les particules interagissent et roulent de façon cohérente. Comme nous pouvons le
constater sur la figure 3.2.a qui représente la distribution de la densité de probabilité des vitesses, les
particules se déplacent le long de la piste dans une même direction (notée xˆ) et leur vitesse moyenne
est constante : ⟨νi⟩ = ν0xˆ. L’émergence de ce mouvement collectif résultant d’une brisure spontanée
de symétrie, le sens d’écoulement du liquide polaire dans la piste est alors aléatoire. Bien que toutes les
particules se dirigent en moyenne dans la même direction, le troupeau ne bouge pas comme un seul bloc
rigide. Au contraire, les trajectoires de chaque particule fluctuent autour de cette direction moyenne
comme le montre la figure 3.1. De plus, cette phase présente la structure d’un liquide : sa fonction
de distribution radiale (Fig 3.2b et c) présente quelques pics sur une courte distance (environ 5 di-
amètres de particules). Dans cette phase l’ordre translationnel est donc faible et s’évanouit rapidement.
Corrélation des fluctuations des vitesses Qu’en est-il de l’ordre orientationnel ? Notons ν∥i et ν⊥i
les composantes longitudinales et transverses des fluctuations de vitesse : νi = (ν0 + ν∥i )xˆ+ ν⊥i yˆ. Les
corrélations des fluctuations de la vitesse longitudinale C∥(r) ≡ ⟨ν∥i (t)ν∥j (t)⟩(ri−rj)=r,t/⟨(ν∥i )2(t)⟩i,t sont
de très courte portée et s’évanouissent sur une distance de l’ordre de quelques diamètres de particule,
comme la fonction de distribution radiale (Fig 3.2c et 3.3a). Ces corrélations ne présentent qu’une très
faible anisotropie.
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Figure 3.3 | Fluctuations de vitesse et de densité. a. Corrélations des fluctuations de la
vitesse longitudinale : C∥(r) ≡ ⟨ν∥i (t)ν∥j (t)⟩(ri−rj)=r,t/⟨(ν∥i )2(t)⟩i,t. Les corrélations sont anisotropes
et de courte portée. b. Corrélations des fluctuations de la vitesse transverse : C⊥(r) ≡
⟨ν⊥i (t)ν⊥j (t)⟩(ri−rj)=r,t/⟨(ν⊥i )2(t)⟩i,t. Les fluctuations transverses sont de longues portées et fortement
anisotropes. c. Projection des corrélations des fluctuations de la vitesse transverse , C⊥(r). Dans
les deux directions, la décroissance est algébrique. Les lignes correspondent au meilleur ajustement
: C⊥(x, 0) ∼ x−0.84, et C⊥(0, y) ∼ y−0.76. d. Fluctuations géantes de densité. La variance ∆N2 du
nombre de particules N(ℓ) mesurée dans une boîte de taille ℓ est représentée en fonction de N pour
différentes densités ρ0 allant de 0,18 (clair) à 0,39 (foncé).
En revanche, comme évoqué en introduction, la brisure spontanée de symétrie à l’origine de
l’émergence du mouvement collectif a pour conséquence l’existence de modes de Goldstone pour les
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fluctuations de la vitesse transverse [1]. Sur les figures 3.3b et c, nous remarquons que les corrélations
des modes de la vitesse transverse C⊥(r) sont fortement anisotropes et elles présentent une décrois-
sance lente et algébrique à la fois dans la direction longitudinale et transverse au flux moyen. Cette
décroissance algébrique, en accord avec la prédiction théorique, démontre bien que les fluctuations de
la vitesse transverse sont associées à des modes mous, aussi appelés modes de Goldstone.
Fluctuations géantes de densité De plus, l’auto-propulsion qui rend les particules actives cou-
ple ces modes mous orientationnels aux fluctuations de densité entraînant l’existence de fluctuations
géantes de densité dans les fluides actifs. Comme illustré en introduction, on retrouve de telles fluc-
tuations anormales dans de nombreux fluides actifs [32, 3, 69]. Pourtant, une première analyse des
liquides polaires de Quincke en 2013 [14] semblait indiquer des fluctuations normales pour ce système.
Avec l’aide d’Alexandre Morin, nous avons mené des analyses quantitatives sur un grand échantillon
statistique de colloïdes actifs et nous rectifions cette conclusion. En effet, la figure ??d établit sans
ambiguïté que les fluctuations de densité sont anormales dans les liquides polaires que nous étudions
dans ce projet. Nous retrouvons bien ∆N ∝ ⟨N⟩α, avec 1, 5 < α < 2 pour toutes les densités étudiées.
Malheureusement, ces mesures ne nous permettent pas de faire la distinction entre les prédictions du
modèle linéarisé de Toner et Tu (α = 2) et la prédiction du groupe de renormalisation (α = 1, 6 [55]).
Pour appuyer ces mesures, nous avons également analysé les données publiées dans [14] (voir le
matériel en supplément de l’article joint à la suite du manuscrit) et nous montrons que pour ces films
réalisés en 2012 les fluctuations de densité étaient déjà anormales.
Finalement, de la forme de l’écoulement à la présence de modes de Goldstone orientationnels en
passant par les fluctuations géantes de densité, le liquide polaire formé par les rouleurs de Quincke
présente tous les marqueurs d’un système modèle de fluide actif à la Toner et Tu.
3.2 Propagation d’ondes sonores dans le liquide polaire actif
Une des propriétés importantes des fluides actifs est leur capacité à supporter la propagation de
modes sonores non amortis et ce, bien que la dynamique individuelle des particules soit suramortie.
Nous apportons ici la première preuve expérimentale de cette prédiction théorique établie il y a plus
de deux décennies.
Espace de Fourrier et auto-corrélations Pour étudier la propagation d’ondes au sein du liquide
polaire actif, il est intéressant de passer dans le domaine de Fourrier. Nous considérons alors ρq(t) et
vq(t), les composantes de la transformée de Fourier spatiale du champ de densité et du champ de la
vitesse transverse :
ρq(t) =
∑
i
eiq[xi(t) cos θ+yi(t) sin θ], (3.1)
vq(t) =
∑
i
νi(t)eiq[xi(t) cos θ+yi(t) sin θ], (3.2)
où q = q(cos θ, sin θ) est un vecteur d’onde qui fait un angle θ avec la direction du flux moyen et les
xi, yi et νi sont les positions et vitesses individuelles des N particules du liquide polaire. Les figures
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3.4 a et b représentent les corrélations temporelles de ρq(t) et de vq(t) pour q = 0, 52µm−1. Nous
notons que ces deux quantités oscillent sur plusieurs périodes avant de s’évanouir. Ce comportement
est observé pour plusieurs directions de q (θ = 0 et π/8). Ces oscillations sont un premier indice
prouvant la propagation d’ondes de densité et de vitesses dans les liquides polaires actifs. Il s’agit
maintenant de caractériser ces ondes : dans quelle direction se propagent-elles ? Leur propagation
est-elle dispersive ? A quelle vitesse se déplacent-elles ?
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Figure 3.4 | Propagation d’ondes sonores. a et b. Auto-corrélations des fluctuations de densité
de vitesse transverse pour un vecteur d’onde q = 0, 52µm−1 dans deux directions θ = 0 et π/8. c.
Spectres de puissance des fluctuations de densité et de vitesse (q = 0, 39µm−1 et θ = π/4). Ils sont
piqués autour des fréquences ω+ et ω−. d. Spectre de puissance complet des fluctuations de la vitesse
transverse ⟨|vq,ω|2⟩/⟨|vq=0,ω=0|2⟩.
Spectres sonores et propagation dispersive Pour répondre à ces questions, nous traçons les
spectres de puissance des champs de densité et de vitesse transverse : |vq(ω)|2 et |ρq(ω)|2. La figure
3.4c représente ces spectres évalués en q = 0, 39µm−1 et θ = π/4. Ils présentent tous les deux, deux
pics localisés autour des mêmes fréquences : ω+ et ω−. Des ondes couplées de vitesse et de densité se
propagent donc à ces fréquences ω± pour ces valeurs spécifiques de q et de θ. L’origine du couplage
entre ces deux excitations réside dans le couplage entre la densité et la vitesse transverse via l’équation
de conservation de la masse :
∂tρ(r, t) +∇ · [ρ(r, t)v(r, t)] = 0. (3.3)
En traçant les spectres de puissance pour d’autres valeurs du vecteur d’onde q, nous pouvons
reconstruire le spectre de puissance complet ω(q) pour une direction donnée (θ = π/4 sur la figure
3.4d). Le spectre de puissance est piqué selon deux lignes ω = ω±(q) qui représentent les relations
de dispersion des ondes sonores pour la direction θ = π/4. Deux modes sonores couplant densité et
vitesse transverse se propagent donc dans cette direction de manière dispersive.
En répétant ces analyses pour différentes directions θ, nous établissons que deux modes sonores se
propagent dans toutes les directions. Nous soulignons que de manière remarquable, ces deux modes
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sonores sont capables de se propager dans des directions où π/2 < θ < 3π/2 à contre courant dans le
liquide polaire. La forme de la relation de dispersion dépend fortement de la direction considérée.
Vitesse du son Bien que la propagation soit dispersive, les courbes ω(q) sont linéaires dans la limite
des grandes longueurs d’ondes (petits q). Nous pouvons donc définir les vitesses de propagation de ces
deux modes sonores c±(θ) comme : ω± = c±q. Sur la figure 3.5a qui représente la variation de la vitesse
du son en fonction de la direction θ dans un système de coordonnées polaires, nous établissons que la
vitesse du son varie de manière non monotone avec la direction de propagation. Nous reproduisons ces
mesures pour des liquides polaires de densités croissantes (3.5a–c) et nous notons que la forme de la
courbe c±(θ) est conservée et plus le liquide est dense, plus les ondes sonores se propagent rapidement.
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Figure 3.5 | Vitesse du son. a–c. Représentation de la vitesse du son en coordonnées polaires,
c±(θ) = limq→0[ω ± (θ)/q] mesurée à partir de la pente à q = 0 des relations de dispersion. Mesures
expérimentales : points bleus (resp. rouges) c+(θ) (resp. c−(θ)). Lignes : meilleur ajustement à partir
de la théorie. a. ρ0 = 0, 11. b. ρ0 = 0, 18. c. ρ0 = 0, 24.
3.3 Les spectres sonores : un outil pour la détermination des con-
stantes hydrodynamiques du liquide polaire
Dans cette partie, notre but est double : nous souhaitons à la fois vérifier que la forme de c(θ)
correspond aux prédictions théoriques estimées par la théorie de Toner et Tu, mais nous souhaitons
aussi exploiter les courbes de c(θ) et les spectres sonores pour mesurer les constantes hydrodynamiques
du matériau formé par le liquide polaire actif.
Théorie et spectroscopie active Contrairement aux équations de Navier-Stokes qui décrivent
l’évolution des fluides newtoniens isotropes et qui ne font intervenir que deux constantes du matériau
: sa densité ρ et sa viscosité η ; la description hydrodynamique des liquides polaires actifs est bien
plus complexe. En effet, en raison de l’absence de conservation de la quantité de mouvement et
de l’anisotropie intrinsèque du matériau, les équations hydrodynamiques qui régissent l’évolution des
liquides polaires actifs font intervenir 14 constantes hydrodynamiques. Nous développons ici une théorie
linéarisée de la dynamique des champs de densité et de vitesse autour du flux moyen. Notons ρ(r, t)
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les fluctuations de densité autour de leur valeur moyenne ρ0 et v(r, t) = [u0 + u(r, t)] xˆ + v(r, t)yˆ le
champ de vitesse locale. En linéarisant les équations de Toner et Tu à deux dimensions, nous obtenons
les équations qui régissent l’évolution de ces champs, dans la limite des temps longs et des grandes
longueurs d’ondes :
∂tρ+ ρ0∂yv + u0∂xρ = D′∂2xρ, (3.4)
∂tv + λ1u0∂xv = −σ∂yρ+D⊥∂2yv +D∥∂2xv + u0Dρ∂2xyρ (3.5)
u = −D
′
ρ0
∂xρ. (3.6)
L’équation 3.6 montre que les fluctuations de la vitesse longitudinale correspondent à un mode
rapide qui est esclave du gradient longitudinal de la densité : ∂xρ(r, t). Nous reportons donc notre
attention sur les deux premières équations : la conservation de la masse (3.4) et l’évolution des fluc-
tuations de la vitesse transverse (3.5). La dynamique linéarisée du fluide actif est alors entièrement
déterminée par la donnée de la vitesse moyenne du fluide u0(ρ0) et de 6 constantes hydrodynamiques.
σ représente le coefficient de compressibilité lié au terme de "pression" dans les équations hydrody-
namiques. λ1 est le coefficient d’advection et quantifie la vitesse à laquelle les ondes sont advectées
par le flux. D⊥, D∥ et D′ sont liés à la réponse élastique du matériau et peuvent être vus comme des
viscosités. Enfin Dρ puise son origine dans le couplage entre les fluctuations de densité et de la vitesse
transverse.
Mesure de la compressibilité et de l’advection grâce à c(θ) Comme l’avaient montré Toner et
Tu [1, 31], nous pouvons prédire la forme de la relation de dispersion des modes sonores en cherchant des
solutions à ce système d’équations sous la forme d’ondes planes. Dans la limite des grandes longueurs
d’onde, il vient :
ω =
[
c±(θ)q +O(q2)
]
+ i∆ω±(θ),
avec c± la vitesse de propagation des ondes sonores et ∆ω±(θ) = O(q2) la partie imaginaire qui est
reliée au temps d’amortissement des ondes sonores et correspond à la largeur des relations de dispersion
sur les spectres de puissance. Nous pouvons ainsi remonter à une prédiction théorique pour la valeur
des variations angulaires de la vitesse du son :
2c±(θ) = (1 + λ1)u0 cos θ ±
√
(λ1 − 1)2 u20 cos2 θ + 4σρ0 sin2 θ. (3.7)
Nous réalisons un ajustement de nos données expérimentales pour c(θ) (Fig 3.5) avec la forme
obtenue par cette prédiction théorique en laissant seulement deux paramètres varier librement : λ1
et σ. En effet u0(ρ0) a pu être mesuré de manière indépendante, directement en analysant les films
expérimentaux (Fig 3.6a). L’accord entre la forme des prédictions théoriques et nos données expéri-
mentales pour c(θ) (Figs 3.5) est excellent. Grâce à ces ajustements, nous avons donc pu mesurer deux
constantes hydrodynamiques : λ1 et σ à partir des variations de la vitesse du son.
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Figure 3.6 | Spectroscopie active. Points rouges : données expérimentales. Ligne bleu : meilleur
ajustement. Pointillés bleus : prédiction théorique (Voir Supplementary Note 2 de l’article joint) a.
Evolution de la vitesse du flux moyen avec la densité. b. Courbe paramétrée des fluctuations de
vitesse longitudinale |uq|2 augmentant linéairement avec (qx|ρq|2) pour trois angles de propagation.
La pente donne la valeur de D′ = 4 × 10−6mm2/s. c,d, Evolution du coefficient de compressibilité
σ et d’advection, λ1, en fonction de ρ0. Valeurs estimées à partir des ajustement de la vitesse du
son.(Figs. 3.5).
Pour confirmer ces mesures, nous souhaitons comparer les valeurs de λ1 et σ ainsi mesurées aux
valeurs estimées de ces coefficients dans le cas spécifique des rouleurs de Quincke et présentées dans
[14]. En effet, J.-B. Caussin a pu estimer les valeurs de l’ensemble des constantes du matériau à partir
de grandeurs physiques connues liées au système des rouleurs de Quincke en dérivant les équations
hydrodynamiques de ces colloïdes actifs via le développement d’une théorie cinétique à partir de leur
modèle microscopique. Sur la figure 3.6 c, nous établissons que la prédiction issue de la théorie cinétique
pour la valeur du coefficient de compressibilité σ (tracée en bleu) est très proche de nos valeurs mesurées
à partir de l’ajustement de c(θ) pour toutes les densités étudiées. L’accord entre prédiction théorique
et mesures expérimentales n’est pas aussi précis pour le coefficient d’advection λ1 (Fig 3.6d), mais
l’absence de variation de λ1 avec ρ0 est fidèle aux prédictions et l’ordre de grandeur mesuré est le bon.
Mesure des constantes élastiques à partir des spectres sonores Les coefficients élastiques
D⊥, D∥, D′ et Dρ sont intimement liés au temps d’amortissement des ondes sonores et fixent la largeur
spectrale ∆ω±(θ). La dépendance angulaire de cette dernière est donnée par :
∆ω±(q, θ) =
q2
4
[
−(D′ +D⊥ +D∥)− (D′ +D∥ −D⊥) cos(2θ)±Dρu0
√
ρ0
σ
sin(2θ)
]
+O(q3) (3.8)
La figure 3.7 qui représente l’évolution de ∆ω±(π/2) dans le liquide polaire le moins dense confirme
bien la dépendance quadratique en q de la largeur spectrale. Pour cette même densité, nous avons
tracé ∆ω±(θ) et ses variations angulaires sont fidèlement décrites par 3.8. Expérimentalement, il est
très compliqué de mesurer ∆ω±(θ) pour des petites valeurs de θ lorsque le liquide polaire est trop
dense. Plutôt que de déduire les valeurs des coefficients élastiques de l’ajustement de ces courbes, nous
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préférons donc nous concentrer sur la mesure de ∆ω±(θ) pour deux angles particuliers : θ = π/2 et
θ = π/4. La formule 3.8 se simplifie alors en :
∆ω±(π/2) = q2D⊥/2
∆ω±(π/4) = q2
[1
4(D⊥ +D∥ +D
′)± (ρ0Dρu0)/
√
4σρ0
]
,
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Figure 3.7 | Mesure des coefficients élastiques. a. Largeur spectrale ∆ω±(π/2) des modes se
propageant à θ = π/2 en fonction de q (log-log). b. Représentation polaire de la largeur spectrale
renormalisée par q2 et moyennée sur l’ensemble des vecteurs d’ondes : ∆± =
⟨
∆ω±(θ)/q2
⟩
q. Points
rouges (resp. bleus) : Données expérimentales pour ∆+ (resp ∆− ). Lignes : Meilleur ajustement à
partir de la théorie . c. Variations de la constante élastique D⊥ avec ρ0. D⊥ est mesuré à partir de
l’ajustement quadratique de ∆ω±(π/2) en e. d. Variations deD⊥ +D∥ avec ρ0 mesurées à partir de
l’ajustement de ∆ω+(π/4) + ∆ω−(π/4).
La pente de l’ajustement quadratique de ∆ω±(π/2) (Fig 3.7a) nous renseigne donc directement sur
la valeur de D⊥. De même, en traçant [∆ω+(π/4)+∆ω−(π/4)] = 12(D⊥+D∥+D′)q2 nous remontons
directement à la valeur de D⊥+D∥ comme D′ (estimé grâce à Fig3.6b) est quatre ordres de grandeurs
plus petit. Nous pouvons donc mesurer D⊥ et D∥ (Figs 3.7 c et d) pour différentes densités de liquides
polaires. Leurs ordres de grandeurs et leurs variations linéaires avec la densité sont bien capturés par
les estimations fournies via la théorie cinétique. Pour mesurer Dρ, en principe il suffit de mesurer :
∆ω+(π/4) −∆ω−(π/4) ∼ Dρq2. Malheureusement, les mesures expérimentales de largeurs spectrales
ne sont pas suffisamment précises pour le réaliser. Dans le cas spécifique des rouleurs de Quincke, Dρ
est entièrement déterminé par la donnée de σ, λ1 et u0 déjà mesurés. Cette sixième constante n’est pas
indépendante des autres constantes du matériau.
3.4 Conclusion et perspectives
Finalement, grâce à ces travaux, nous avons pu vérifier une prédiction fondamentale, sur laquelle
se base une grande partie des théories de la matière active et laissée sans preuve pendant plus de
deux décennies. En effet, nous avons montré que dans les fluides actifs de Toner et Tu, comme les
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liquides polaires de rouleurs de Quincke, le couplage entre les modes mous orientationnels et la densité
résulte en la propagation de deux modes sonores. Ces deux modes sonores sont capables de se propager
dans toutes les directions du liquide polaire. Nous avons ensuite tiré avantage de notre compréhension
de l’étude des spectres sonores pour développer une méthode de spectroscopie active permettant la
mesure de l’ensemble des constantes hydrodynamique du matériau composé du liquide polaire actif.
Cette méthode étant développée à partir des équations modèles de Toner et Tu n’est pas spécifique
aux rouleurs de Quincke mais permettrait de mesurer les constantes hydrodynamiques de n’importe
quel fluide actif s’écoulant spontanément. La spectroscopie active pourrait ainsi être appliquée au
delà du domaine des matériaux actifs synthétiques et pourrait permettre d’accéder à une description
quantitative à grande échelle de troupeaux d’animaux, de bancs de poissons ou d’essaims.
Une extension naturelle de ce projet serait d’étudier la propagation d’ondes sonores dans des mi-
lieux plus complexes tels que des métamatériaux de fluides actifs comme par exemple des réseaux
microfluidiques de rouleurs de Quincke.
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Sounds and hydrodynamics of polar
active fluids
Spontaneously flowing liquids have been successfully engineered from a vari-
ety of biological and synthetic self-propelled units [8, 9, 70, 71, 69, 72, 10,
14, 56, 23, 19]. Together with their orientational order, wave propagation
in such active fluids have remained a subject of intense theoretical studies
[1, 31, 37, 38, 39, 40]. However, the experimental observation of this phe-
nomenon has remained elusive. Here, we establish and exploit the propagation
of sound waves in colloidal active materials with broken rotational symmetry.
We demonstrate that two mixed modes coupling density and velocity fluctua-
tions propagate along all directions in colloidal-roller fluids. We then show how
the six materials constants defining the linear hydrodynamics of these active
liquids can be measured from their spontaneous fluctuation spectrum, while
being out of reach of conventional rheological methods. This active-sound
spectroscopy is not specific to synthetic active materials and could provide
a quantitative hydrodynamic description of herds, flocks and swarms from
inspection of their large-scale fluctuations [5, 73, 74, 75].
We exploit the so-called Quincke mechanism to motorize inert colloidal particles and turn them
into self-propelled rollers [60, 61, 76, 14]. When rolling on a solid surface they interact via velocity-
alignment interactions triggering a flocking transition as their area fraction exceeds ρ0 = 0.02 [14].
As illustrated in Fig. 3.8a and Supplementary Video 1, millions of rollers interacting in a microfluidic
channel self-organize to move coherently along the same direction, all propelling with the same average
velocity ⟨νi⟩ = ν0xˆ, Figs. 3.8a and 3.8b. However, the flock does not move as a rigid body. Instead, it
forms a homogeneous active liquid with strong orientational and little positional order, Figs. 3.8b, 3.8c.
Let us note ν∥i and ν⊥i the longitudinal and transverse components of the velocity fluctuations: νi =
(ν0 + ν∥i )xˆ + ν⊥i yˆ. The correlations of the longitudinal component, C∥(r), and of the liquid structure,
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Figure 3.8 | Colloidal rollers self-assemble into a spontaneously-flowing liquid. a, Close up
on a microfluidic channel including ∼ 3 × 106 colloidal rollers forming a homogeneous polar liquid.
The color of the particles indicates the value of the angle, θi, between their instantaneous velocity and
the direction of the mean flow. Five trajectories illustrate the typical motion of the rollers. ρ0 = 0.11.
Scale bar: 100µm. b, Probability density function of the roller velocities, νi(t), (ensemble and time
integration). All the rollers propel along the same average direction. ρ0 = 0.24 as in all following
panels. c, The color indicates the value of the density pair correlation function g(x, y) evaluated
at positions (x, y). Structural correlations are short ranged and display only weak anisotropy. d,
Cuts along the flow direction of the pair distribution functions, g(x, 0) [?], and of the longitudinal
velocity correlations C∥(x, 0), where C∥(r) ≡ ⟨ν∥i (t)ν∥j (t)⟩(ri−rj)=r,t/⟨(ν∥i )2(t)⟩i,t. Both structural, and
longitudinal- velocity correlations decay over few particle radii. e, Correlations of the transverse
velocity fluctuations (ensemble and time average): C⊥(r) ≡ ⟨ν⊥i (t)ν⊥j (t)⟩(ri−rj)=r,t/⟨(ν⊥i )2(t)⟩i,t. The
transverse fluctuations are long ranged and strongly anisotropic. f, The correlations of the transverse
velocity fluctuations, C⊥(r), decay algebraically in both directions. The solid lines correspond to best
algebraic fits: C⊥(x, 0) ∼ x−0.84, and C⊥(0, y) ∼ y−0.76. g, Giant number fluctuations. Variance,
∆N2(ℓ), of the number of particles measured in square regions of size ℓ. ∆N2(ℓ) is plotted as a
function of the average number of particle N(ℓ) for five different polar active liquids of average area
fractions ρ0 = 0.12, 0.18, 0.18, 0.24, 0.30, 0.39 labeled by colors of increasing darkness. Solid lines:
scaling ∆N2(ℓ) ∼ N(ℓ) corresponding to normal density fluctuations as in equilibrium fluids, and
∆N2(ℓ) ∼ N2(ℓ) scaling law predicted from linear hydrodynamic theory, see e.g. [3]. Details about
number fluctuation measurements and power-law fit values are provided in Supplementary Note 1.58
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are both short ranged and decay over few particle radii, Figs. 3.8c, 3.8d. In stark contrast, the
correlations of the transverse velocity modes, C⊥(r), are anisotropic and decay algebraically, Figs. 3.8e
and 3.8f. This algebraic decay demonstrates that the transverse velocity fluctuations are soft modes
associated with the spontaneous symmetry breaking of the roller orientations [32, 3]. In addition,
self-propulsion couples these soft orientational modes to density fluctuations, thereby causing the
giant number fluctuations illustrated in Fig. 3.8g. Such anomalous fluctuations are common to all
orientationally ordered active fluids, see e.g. [32, 3, 69] and references therein. The density-fluctuation
measurements, and the discrepancy with [14] are thoroughly discussed in Supplementary Note 1.
Altogether these results establish that colloidal rollers self-assemble into a prototypical polar active
fluid. Their ability to support underdamped sound modes, regardless whether the dynamics of their
microscopic units is overdamped, is one of the most remarkable, yet unconfirmed, theoretical prediction
for active fluids with broken rotational symmetry [1, 37, 32, 3]. We provide below an experimental
demonstration of this counterintuitive prediction, and establish a generic method to measure the
material constants of active fluids from their sound spectrum.
Let us consider the spatial Fourier components, ρq(t) and vq(t), of the density and transverse
velocity fields, where q = q(cos θ, sin θ) is a wave vector making an angle θ with the mean flow direction,
see Methods. We show in Figs. 3.9a and 3.9b that the time correlations of ρq and vq oscillate over
several periods before being damped, thereby demonstrating that both density and velocity waves
propagate in the active liquid, see also Supplementary Videos 2 and 3. We emphasize, that we here
consider the propagation of linear waves as opposed to the density fronts, or bands, seen at the onset of
collective motion [3, 8, 77, 14]. In Fig. 3.9c the power spectra |ρq,ω|2 and |vq,ω|2 evalutaed at θ = π/4
both display two peaks located at identical oscillation frequencies ω±. They define the frequencies
of two mixed modes involving both density and velocity fluctuations intimately coupled by the mass-
conservation relation: ∂tρ(r, t)+∇·[ρ(r, t)v(r, t)] = 0. Repeating the same analysis for all wave lengths,
we readily infer the dispersion relations ω = ω±(q) of the two sound modes as illustrated in Fig. 3.9d.
They both propagate in a dispersive fashion. Two speeds of sound can however be unambiguously
defined at long wave lengths where: ω = c±q. Remarkably, both modes propagate in all directions and
their dispersion relation strongly depends on θ, Figs. 3.9d, 3.9e and 3.9f. In particular, we find that the
speed of sound c±(θ) varies non-monotonically as shown in the polar plot of Fig. 3.9g. Measuring the
angular variations of the speed-of-sound in active liquids with different area fractions, ρ0, we find that
the shape of the c±(θ) curves is preserved, Figs. 3.9g, 3.9h, 3.9i and does not depend on the channel
geometry, see Supplementary Note 2. Sound propagates faster in denser liquids.
We now exploit these wave spectra to infer the hydrodynamics of the active-roller liquids from their
spontaneous fluctuations. The Navier-Stokes equations describing the flows of isotropic Newtonian
liquids merely involve two material constants: density and viscosity. In contrast, in the absence
of momentum conservation, and given their intrinsic anisotropy, the hydrodynamics of polar active
liquids involve at least fourteen material constants, see e. g. [32, 78] and Supplementary Note 3.
We here focus on the linear dynamics of the density and velocity fields around a homogeneous and
steady flow along the xˆ direction. We note ρ(r, t) the fluctuations of the density field around ρ0, and
v(r, t) = [u0 + u(r, t)] xˆ + v(r, t)yˆ the local velocity field. As detailed in Supplementary Note 3, they
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Figure 3.9 | Sound modes in polar active fluids. a, Two-time autocorrelations of the density
fluctuations of wave vector q, with q = 0.52µm−1, for two different directions of propagations, θ = 0
and θ = π/8. ρ0 = 0.11. b, Two-time autocorrelations of the transverse velocity fluctuations for the
same wave vectors as in a. ρ0 = 0.11. c, Density (red) and velocity (blue) power spectra for q = 0.39
and θ = π/4. The two spectra have two peaks located at the same frequency ω± and have identical
width ∆ω±. Both spectra reflect the propagation of the same mixed modes combining velocity and
density excitations. ρ0 = 0.11. d, e and f, Full power spectra of the transverse velocity fluctuations
⟨|vq,ω|2⟩/⟨|vq=0,ω=0|2⟩. They clearly show the dispersion relations of the mixed sound modes along
three different directions θ = π/4, θ = π/2 and θ = π/8. The dashed line in panel d corresponds to
the cut showed in c. Sound modes propagate in a non dispersive fashion only at small qs. ρ0 = 0.11.
g, h and i, Polar plots of the speed of sound, c±(θ) = limq→0[ω ± (θ)/q] measured from the slope at
q = 0 of the dispersion relations. Experimental data: Red dots (resp. blue dots) correspond to c+(θ)
(resp. c−(θ)). Solid lines: theoretical fits from Eq. (3.12). The roller area fractions are ρ0 = 0.11 in g,
ρ0 = 0.18 in h, and ρ0 = 0.24 in i.
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evolve according to:
∂tρ+ ρ0∂yv + u0∂xρ = D′∂2xρ, (3.9)
∂tv + λ1u0∂xv = −σ∂yρ+D⊥∂2yv +D∥∂2xv
+ u0Dρ∂2xyρ, (3.10)
u = −D
′
ρ0
∂xρ. (3.11)
Eq. (3.15) corresponds to mass conservation, and Eq. (3.16) describes the slow dynamics of the soft
transverse-velocity mode. Eq. (3.11) indicates that u(r, t) is a fast mode. Longitudinal fluctuations
quickly relax at all scales and are slaved to ∂xρ(r, t), see Supplementary Note 3 and [1, 3, 79]. The
linear hydrodynamics of the active fluid is therefore fully prescribed by the emergent flow speed u0(ρ0),
Fig. 3.10a, and six material constants all having a clear physical meaning. D′ is a diffusion constant
readily measured from the linear relation between longitudinal velocity fluctuations and density gra-
dients defined by Eq. (3.11) and confirmed by Fig 3.10b. λ1 measures how fast velocity waves are
convected by the mean flow and would be equal to one if momentum were conserved [31]. σ is the
active-liquid compressibility. D⊥ and D∥ can either be thought as viscosities, or orientational elastic
constants. Finally Dρ stems for the couplings between orientational and positional degrees of freedom
between the active units. Looking for plane-wave solutions of Eqs. (3.15) and (3.16), we readily infer
the dispersion relations of mixed density and velocity waves. In the long-wave-length limit, they take
the compact form predicted in [31]: ω =
[
c±(θ)q +O(q2)
]
+ i∆ω±(θ), where c± is the speed of sound
and the imaginary part ∆ω±(θ) = O(q2) corresponds to the widths of the power spectra exemplified
in Fig. 3.9c. The angular variations of the speed of sound are given by:
2c±(θ) = (1 + λ1)u0 cos θ (3.12)
±
√
(λ1 − 1)2 u20 cos2 θ + 4σρ0 sin2 θ.
This prediction is in excellent agreement with the speed of sound measurements showed in Figs. 3.9g,
3.9h, and 3.9i for three different densities. As the mean-flow speed u0(ρ0) is measured independently,
fitting our data requires only two unknown functional parameters σ(ρ0) and λ1(ρ0). The variations of
c±(θ) therefore provide a direct measurement of the active-fluid compressibility and advection coeffi-
cients, Figs. 3.10c and 3.10d. The consistency of this method is further established by repeating the
same measurements in two different channel geometries, and comparing the density dependence of the
hydrodynamic coefficients with the kinetic-theory predictions of [14, 62, 63], see Supplementary Note 3.
Figure 3.10c shows a good agreement for the variations of σ(ρ0) over a range of densities. As in standard
liquids, the compressibility increases with ρ0. In the case of λ1 the agreement is also satisfactory but not
as accurate, see Fig.3.10d. Nonetheless theory predicts the correct order of magnitude, and more impor-
tantly the absence of variations of λ1 with ρ0. We now measure the elastic constants of the active fluid
from the damping of the sound waves. Their damping time is set by the inverse of the spectral widths
∆ω± = q2∆±(θ), where the expression of the angular functions ∆±(θ) is given in Supplementary Note
3. Fig. 3.10e agrees with the q2 scaling behavior, and we show in Fig. 3.10f that the angular variations
of ∆±(θ) are correctly fitted by the linear hydrodynamic theory. Given the shape of the power spectra,
Fig. 3.9f, measuring ∆± at small θ is out of reach of our experiments at high packing fractions. We
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Figure 3.10 | Active-fluid spectroscopy. Red dots: experimental data. Blue line: best linear
fit. Dashed line theoretical prediction with no free fitting parameter deduced from kinetic theory,
see Supplementary Note 3. The hydrodynamic description of the active fluid is inferred from: a,
Variations of the mean-flow speed with the mean area fraction. Error bar: 100µm/s, 1std. Denser
fluids flow faster. b, Parametric plot of the longitudinal velocity fluctuations |uq|2 varrying linearly
with (qx|ρq|2) for three propagation angles. The slope gives a measure of D′ = 4 × 10−6mm2/s.
The offset at qx = 0 comes from the noise acting on the u mode, see Supplementary Note 3. c,d, The
compressibility coefficient, σ and advection coefficient, λ1, are plotted versus the mean area fraction ρ0.
Both quantities are measured from the best fit of the speed of sound (Figs. 3.9g, 3.9h, 3.9). The error
bars defined applying the uncertainty-propagation formula on σ = c±(π/2)2/ρ0 and λ1 = c+(0)/c−(0).
The uncertainties on c and ρ0 are respectively 100µm/s and 0.02. e, Spectral width ∆ω±(π/2) of
the modes propagating at θ = π/2 plotted versus q (log-log plot). ∆ω±(π/2) grows quadratically
with q. Error bars: 10Hz estimated comparing several Lorentzian fits. Solid line: best quadratic
fit. The bare prediction from the simplified kinetic theory overestimates ∆ω±(π/2) by a factor of 3.
The possible origins of this overestimate are discussed in Supplementary Note 3. f, Polar plot of the
spectral width normalized by q2 and averaged over all wave vectors ∆± = ⟨∆ω±(θ)/q2⟩q. Red (resp.
Blue) dots: experimental data corresponding to ∆+ (resp. ∆−). Solid lines: best fits using the relation
∆± = 14 [−(D′ +D⊥ +D∥)− (D′ +D∥ −D⊥) cos(2θ)±Dρu0
√
ρ0/σ sin(2θ)], see Supplementary Note
3. g, Variations of the elastic constant D⊥ with ρ0. D⊥ is measured from the quadratic fit shown
in e, see main text. Error bars defined as the 0.95 confidence interval of the quadratic fit in e. The
elastic constant increases linearly with the particle density. h, Variations of the average elastic constant
D∥+D⊥ with ρ0. D⊥+D⊥ measured from the quadratic fit of ∆ω+(π/4)+∆ω−(π/4), see main text.
Error bars defined as in g.
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therefore focus on two high angle values. For θ = π/2 and θ = π/4, the spectral widths take the simple
forms: ∆ω±(π/2) = q2D⊥/2 and ∆ω±(π/4) = q2
[
1
4(D⊥ +D∥ +D′)± (ρ0Dρu0)/
√
4σρ0
]
, as detailed
in Supplementary Note 3. A quadratic fit of ∆ω±(π/2) therefore provides a direct measure of D⊥,
Fig. 3.10e. Similarly, a quadratic fit of [∆ω+(π/4)+∆ω−(π/4)] = 12(D⊥+D∥+D′)q2 gives the value of
(D⊥+D∥) as D′ = 4× 10−6mm2/s is four orders of magnitude smaller than D⊥ ∼ D∥ ∼ 10−2mm2/s,
see Fig 3.10b. The measured values of the elastic constants D⊥ and D∥ are shown in Figs. 3.10g
and 3.10h for different packing fractions. Their order of magnitude, Fig. 3.10e, and more importantly
their linear increase with ρ0, Figs. 3.10g and 3.10h, are consistent with kinetic theory which also pre-
dicts that D′ should be vanishingly small. In principle, Dρ could be measured for any polar active
liquid from the value of ∆ω+(θ)−∆ω−(θ) ∼ Dρq2. In the specific case of the colloidal rollers, kinetic
theory predicts that Dρ should be independent of ρ. The precision of our measurements is however not
sufficient for an accurate estimate of the variations of ∆ω± with the roller fraction. For all fractions
below ρ0 = 0.24 we find Dρ = 1±0.5 10−2mm2/s. Analysing the spontaneous fluctuations of the polar
active fluids, we have measured all its six materials constants, thereby providing a full description of
its linear hydrodynamics.
Before closing this letter, two comments are in order. Firstly, the q2 damping of the sound modes
implies a ∆N2 ∼ N2 scaling for the number fluctuations [3]. While giant number fluctuations are
consistently found in all our experiments, linear theory overestimates their amplitude, see Fig. 3.8g.
This last observation might suggest that the largest scales accessible in our experiments are smaller but
not too far from the onset of hydrodynamic breakdown predicted in [1, 31]. Secondly, we here focus on
homogeneous active materials. A natural extension to this work concerns sound propagation in more
complex active media such as microfluidic lattices [40], or curved surfaces [39] where topologically-
protected chiral sound modes are theoretically predicted.
In conclusion, two decades after the seminal predictions of Toner and Tu, we have experimentally
demonstrated that the interplay between motility and soft orientational modes results in sound-wave
propagation in colloidal active liquids. We have exploited this counterintuitive phenomenon to lay
out a generic spectroscopic method, which could give access to the material constants of all active
materials undergoing spontaneous flows. Active-sound spectroscopy applies beyond synthetic active
materials [80, 81], and could be used to quantitatively describe large-scale flocks, schools, and swarms
as continuous media [5, 73, 74, 75].
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Methods
We use Polystyrene colloids of diameter 2a = 4.8µm dispersed in a 0.15 mol.L−1 AOT-hexadecane
solution (Thermo scientific G0500). The suspension is injected in a wide microfluidic channel made of
two parallel glass slides coated by a conducting layer of Indium Tin Oxyde (ITO) (Solems, ITOSOL30,
thickness: 80 nm) [14]. The two electrodes are assembled with double-sided scotch tape of homogeneous
thickness (H = 110µm). More details about the design of the microfluidic device are provided in the
Supplementary Figure 5.
The colloids are confined in a 2mm×30mm race track. The walls are made of a positive photoresist
resin (Microposit S1818, thickness: 2 µm). This geometry is achieved by means of conventional UV
lithography. After injection the colloids are let to sediment onto the positive electrode. Once a mono-
layer forms, Quincke electro-rotation is achieved by applying a homogeneous electric field transverse
to the two electrodes E = E0zˆ. The field is applied with a voltage amplifier (TREK 609E-6). All
reported results correspond to an electric field E0 = 2EQ, where EQ is the Quincke electro-rotation
threshold EQ = 1V/µm. The colloids are electrostatically repelled from the regions covered by the
resin film thereby confining the active liquid in the racetrack. Upon applying E0 the rollers propel
instantly and quickly self-organize into a spontaneously flowing colloidal liquid. All measurements are
performed after the initial density heterogeneities have relaxed and a steady state is reached for all the
observables. The waiting time is typically of the order of 10 minutes.
The colloids are observed with a 9.6x magnification with a fluorescent Nikon AZ100 microscope.
The movies are recorded with a 4Mpix CMOS camera (Basler ACE) at frame rates of 500 fps.
The particles are detected with a one pixel accuracy, and the particle trajectories and velocities
are reconstructed using the Crocker and Grier algorithm [66]. Measurements are performed in a
1146µm × 286µm observation window. The individual particle velocities are averaged over 4 subse-
quent frames.
The spatial Fourier transform of the density and transverse velocity fields are respectively defined
as:
ρq(t) =
∑
i
eiq[xi(t) cos θ+yi(t) sin θ], (3.13)
vq(t) =
∑
i
νi(t)eiq[xi(t) cos θ+yi(t) sin θ], (3.14)
where xi(t) and yi(t) are the instantaneous particle coordinates. The sum is performed over all de-
tected particles. Time Fourier transforms are then performed using the MATLAB implementation
of the FFT algorithm. The positions of the maxima, ω±, and the width ∆ω± of the velocity power
spectra are determined by fitting the |vq(ω)|2 curve by the sum of two Lorentzian functions.
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Supplementary Materials:
Sounds and hydrodynamics of polar
active liquids
Supplementary videos legends
Supplementary video 1. An active polar liquid composed of ∼ 3× 106 colloidal rollers flows in a
microfluidic racetrack. We show the trajectories of five particles, and the instantaneous orientation of
their velocity (black arrows). They fluctuate around the average direction of the emergent flow. The
polar liquid does not move like a rigid body, the particles rearrange. The area fraction of the colloids
is ρ0 = 0.11. Colloid diameter: 4,8 µm. Field amplitude: E0 = 2V/µm. Movie recorded at 500 fps,
played at 30 fps.
Supplementary video 2. An active polar liquid composed of ∼ 3× 106 colloids flows in a microflu-
idic racetrack. The color indicates the magnitude of the velocity-component transverse to the mean
flow. Blue particles are moving up, red particles are moving down. Transverse velocity fluctuations
propagate through the polar liquid. The area fraction of the colloids is ρ0=0,11. Colloid diameter: 4,8
µm. Field amplitude: E0=2 V/µm. Movie recorded at 500 fps, played at 20 fps.
Supplementary video 3. Density field of a polar liquid flowing in a microfluidic racetrack. The
density field is defined in the Voronoi cells centred on the particles. The color of the cells indicates
the inverse of the cell area, and therefore corresponds to the local colloid density. The density fluctua-
tions propagate in different directions when the polar liquid flows. The area fraction of the colloids is
ρ0=0,11. Colloid diameter: 4,8 µm. Field amplitude: E0=2 V/µm. Movie recorded at 500 fps, played
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at 20 fps.
Supplementary Note 1 : Giant density fluctuations
1 Colloidal roller liquids display giant density fluctuations
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Supplementary Figure 3.11 | Giant number fluctuations. a, Time averaged density field of a polar
liquid with an average area fraction of ρ0 = 0.12. The color on the heat map indicates the local value of
the time averaged area fraction. Dashed line: region where the number fluctuations are computed.The
corresponding x and y averaged density profiles are plotted respectively below and on the right hand
side of the density plot. b-g, Number fluctuations ∆N2 plotted versus the average number of particles
N for average area fractions of ρ0 = 0.119, ρ0 = 0.182, ρ0 = 0.183, ρ0 = 0.236, ρ0 = 0.300 and ,
ρ0 = 0.397. Solid line bets power law fit and value of the fitted power law.
Giant number fluctuations are one of the most remarkable features of active liquids with uniaxial
orientational order [3, 32]. This phenomenon has been consistently reported for a variety of experi-
mental systems ranging from shaken grains, to bacteria suspensions and motility assays, see [69] for
a comprehensive list and a critical assessment of the available measurements and simulations. Even
though there is no doubt about the existence of giant number fluctuations in ordered liquids assem-
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bled from motile particles, their measurement is extremely delicate as subject to a number of possible
artefacts. The determination of the exact scaling law relating the fluctuations, ∆N2(ℓ), of the number
of particles in a box of size ℓ to the average number N(ℓ) goes beyond the scope of this letter. We
however unambiguously establish that the number fluctuations in polar active liquids assembled from
colloidal rollers are giant. Performing measurements on six different polar liquids of average packing
fractions comprised between ρ = 0.12 and ρ = 0.39, we find ∆N2 ∼ Nα with 1.46 < α < 2.04, as
detailed below.
Number fluctuations are all measured in steady state, and in the most homogeneous region of
our device. The homogeneity of the polar liquid was checked by measuring the time average density
field in the entire observation window as illustrated in Fig. 3.11a. Number fluctuations are computed
only in regions of space where the static spatial heterogeneities are less than 10%. The statistics is
accumulated over 5,000 frames. The number of particules is counted in square boxes of increasing
length. The results of the number statistics are shown separately for each experiment in Figs. 3.11b
to 3.11g. A power law fit of the data is performed for values of N larger than 10. The values of the
α exponent are systematically found to be larger than 1 establishing the existence of giant number
fluctuations in all roller fluids. Importantly, we stress that this anomalous scaling does not originate
from the static heterogeneities of the density field. The static fluctuations of ∆N2 are found to be
between one and two orders of magnitude smaller than the dynamical fluctuations.
The unambiguous existence of giant number fluctuations calls for a critical discussion of the con-
flicting measurement reported in [14].
2 Critical discussion of the results published in [14]
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Supplementary Figure 3.12 | Giant number fluctuations, comparison with the results
from [14]. a, Number fluctuations ∆N2 plotted versus the average number of particles N . Aver-
age area fractions of ρ0 = 0.095. These data correspond to that of Fig. 4c in [14]. Dashed line:
normal fluctuations ∆N2 ∼ N . Solid line: best power law fit giving ∆N2 ∼ Nα with α = 1.15. b
and c Number fluctuations ∆N2 plotted versus the average number of particles N measured from two
different movies including Supplementary Video 4 from [14] (average area fractions of ρ0 = 0.18). The
number fluctuations are found to be giant with exponents α = 1.29 and α = 1.42.
In [14] using the same experimental system (aside from minor technical differences: slightly different
AOT salt concentration, different gap between the electrodes and use of another insulating layer to
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confine the colloids), polar liquids assembled from colloidal rollers were reported to display normal
density fluctuations. This conclusion was erroneous and certainly due to a poorer statistics. The
results reported in Fig. 4c from [14] are reproduced in Fig. 3.12a below. The quality of the data does
not make it possible to distinguish between any value of α comprised between 1 (dashed line) and 1.2
(Solid line and best power-law fit).
We have also analysed two additional experiments published in [14], including the polar-liquid
movie presented in Supplementary Video 4 from [14] and corresponding to ρ0 = 0.18. The number
fluctuations computed over the entire ensemble of available frames using the same algorithm as in
the present study are plotted in Figs. 3.11b and 3.11c. Again the number fluctuations significantly
deviates from a normal behavior. The values of the α exponents are consistent with that found in the
present study. From this complementary analysis, we rectify the conclusion drawn in [14] and conclude
that colloidal roller fluids display the giant number fluctuations typical to all uniaxial active liquids.
We conclude this critical discussion, by addressing the theoretical explanation put forward in [14]
to justify the apparent lack of anomalous number fluctuations. The microscopic theory of roller inter-
actions includes long range hydrodynamic interactions that were predicted to damp splay and density
fluctuations at long wave lengths. Our speed of sound measurements indicate that these long-range
interactions do not have any impact on the roller dynamics at the scale of our experiments. As a
matter of fact, this damping term would result in a dispersion relation scaling as ω ∼ const as q → 0.
This prediction is not supported by our experimental measurements, Fig. 2 in the main text. The
reason for this discrepancy is very likely to be due to the very small magnitude of the long-range hy-
drodynamic interactions having a strength set by the ratio a/H = 2× 10−2 between the colloid radius
a and the distance between the two electrodes H. Probing the potential impact of these hydrodynamic
interactions would require performing experiments at much larger scales out of reach of our current
setup.
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Supplementary Note 2 : Independence of the material parameters on
the channel geometry
In order to ascertain that the material parameters measured by active-sound spectroscopy correspond
to bulk properties. We conducted a series of two experiments in microfluidc channels of width 1 mm
and 2 mm. Figs. 3.13a and 3.13a indicates that the velocity fluctuation spectra are not altered by
confinement. Accordingly, the angular variations of the speed of sound measured in the two channels
are indistinguishables within our experimental accuracy. Fitting the speed of sound with the Toner Tu
prediction gives λ1 = 0.75 ± 0.1 and σ = 1.1 ± 0.1 (mm/s)2. All measurements reported in the main
text correspond to experiments performed in 2 mm-wide channels and therefore correspond to bulk
properties.
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Supplementary Figure 3.13 | Impact of confinement on sound propagation a, Power spectrum
of the transverse velocity fluctuations ⟨|vq,ω|2⟩/⟨|vq=0,ω=0|2⟩, in a channel of width 1 mm. θ = π/4 and
ρ0 = 0.06. b, Power spectrum of the transverse velocity fluctuations ⟨|vq,ω|2⟩/⟨|vq=0,ω=0|2⟩, in a channel
of width 2 mm. θ = π/4 and ρ0 = 0.07. c, Polar plots of the speed of sound, c±(θ) = limq→0[ω± (θ)/q]
measured from the slope at q = 0 of the dispersion relations. Experimental data: dots (1 mm wide
channel), triangles (2 mm wide channel). Solid lines: theoretical fits. Same experimental conditions
as in a and b.
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Supplementary Note 3: Hydrodynamic theory of polar active liquids
1 Toner and Tu hydrodynamics
We recall below the hydrodynamic description of polar flocks, also termed polar active liquids, as
first introduced by Toner and Tu in [1] and reviewed in [32, 3]. These active materials are associated
with two hydrodynamic fields: the liquid density ρ(r, t), and the local velocity field v(r, t). ρ(r, t)
is a slow variable because particle number is conserved, while v(r, t) is a slow variable only in the
polar-liquid phase where rotational symmetry is spontaneously broken. As a matter of fact, we are
dealing here with an instance of dry active matter where momentum is not conserved [3]. In the case
of active colloids propelling on a substrate, the solid surface acts as a momentum sink. Toner and
Tu constructed a set of phenomenological equations of motion using only symmetry and conservation
principles. Since then, these equations have been confirmed by kinetic theories constructed both from
minimalistic and realistic microscopic models [82, 43, 14]. For a 2D active liquid, in their most general
form, Toner and Tu equations read:
∂tρ+∇ · (vρ) = D∆ρ, (3.15)
and,
∂tv+ λ1(v · ∇)v+ λ2(∇ · v)v+ λ3∇(|v|2) = a2v− a4|v|2v− σ1∇ρ− σ2 (v · ∇ρ)v
+DB∇ (∇ · v) +DT∇2v+D2 (v · ∇)2 v
+Dρ1∆ρv+Dρ2
[
(v · ∇)2 ρ
]
v+Dρ3∇ (v · ∇ρ) .
(3.16)
Eqs. (3.15) and (3.16) include 14 unknown materials constants which a priori all depend on ρ. Before
recalling the physical meaning of these lengthy equations, we note that the last three terms were
neglected in [1]. We keep them here as they are allowed by symmetry and are of the same order in a
gradient expansion. The λis are all convective coefficients. λ2 = λ3 = 0 and λ1 = 1 is a normal, passive
fluid. The a2 and a4 terms are the usual Ginsburg Landau term allowing for spontaneous symmetry
breaking. Their ratio sets the magnitude of the mean flow speed in the ordered phase. The DB, DT
and D2 terms in Eq. (3.16) are the anisotropic elastic (Frank) constants of this broken symmetry fluid.
The Dρs couple density and elastic deformations. D is the translation diffusion of the active particles
which we neglect below.
2 Linear fluctuations
We are interested in describing the linear fluctuations of the density and velocity fields in a homogeneous
polar liquid of average density ρ = ρ0 + δρ and velocity v(r, t) = [u0 + u(r, t)] xˆ + v(r, t)yˆ. Once
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linearized around this steady state, the three equations of motion take the form:
∂tρ+ ρ0 (∂xu+ ∂yv) + u0∂xρ = 0, (3.17)
∂tu+ λ1u0∂xu+ λ2u0 (∂xu+ ∂yv) + 2λ3u0∂xu = −2a4u20u− σ∂xρ (3.18)
+ (DT +DB +D2u20)∂xxu+DB∂xyv +DT∂yyu
+ u0(Dρ1 +Dρ3 + u20Dρ2)∂xxρ+Dρ1u0∂yyv,
∂tv + λ1u0∂xv + 2λ3u0∂yu = −σ∂yρ+Dρ3u0∂xyρ (3.19)
+ (DT +DB)∂yyv +DB∂xyu+ (D2u20 +DT)∂xxv,
We have also ignored the anisotropy of the liquid compressibility by setting σ2 = 0 and noted σ1 = σ as
it will play no role in all that follows. Eq. (3.18) indicates that longitudinal velocity fluctuations relax in
a finite time of the order 1/(2a4u20). In the hydrodynamic limit the variations of u are therefore slaved
to ρ and v. Focusing on time scales larger than 1/(2a4u20), and length scales larger than λ1/(2a4u0),
Eq. (3.18) readily simplifies into:
u = − σ2a4u20
∂xρ+O(∇2). (3.20)
This relation is verified in our experiments, see Fig. 3b in the main text. Plugging Eq. (3.20) into
Eqs. (3.17) and (3.19), the linear dynamics of the only two slow modes take the much simpler form:
∂tρ+ ρ0 (∂yv) + u0∂xρ = D′∂2xρ (3.21)
∂tv + λ1u0∂xv = −σ∂yρ+D⊥∂2yv +D∥∂2xv + u0Dρ∂2xyρ (3.22)
where,
D⊥ = DT +DB (3.23)
D∥ = D2u20 +DT (3.24)
Dρ = Dρ3 −
λ3σ
a4u20
(3.25)
D′ = σρ02a4u20
(3.26)
While D′ is measured from the linear relation between density and longitudinal-velocity fluctuations,
Fig. 3b, a more careful analysis of the fluctuation spectra is required to measure the values of the five
other material constant characterizing the linear hydrodynamics of the polar fluid: λ1, σ, D⊥, D∥, and
Dρ.
3 Dispersion relations of the slow modes
Let us look for for plane-wave solutions of the two linear equations defined by Eqs. (3.54) and (3.55).
Writing the wave amplitudes ρ(q, ω) and v(q, ω), where ω is the frequency and q = q(cos θ, sin θ) is
the wave vector, we find that they obey the matrix equation:
iω
[
ρ(q, ω)
v(q, ω)
]
=M ·
[
ρ(q, ω)
v(q, ω)
]
. (3.27)
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The response matrix M is defined as M = iqC− q2D, where
C =
(
u0 cos(θ) ρ0 sin(θ)
σ sin(θ) λ1u0 cos(θ)
)
, (3.28)
and
D =
(
D′ cos2 θ 0
1
2u0Dρ sin(2θ) D∥ cos2(θ) +D⊥ sin2(θ)
)
. (3.29)
The eigenvectors of the linear system defined by Eq. (3.27) are mixed modes coupling density and
transverse velocity fluctuations. Their dispersion relations are defined by the eigenvalues ω±(q, θ) of
M(q) which take a simple form in the limit of small wavevectors:
ω±(q, θ) =
[
c±(θ)q +O(q3)
]
+ i∆ω±(q, θ). (3.30)
The associated eigenmodes correspond to non-dispersive plane waves propagating with a phase velocity
c± and attenuated over a time 2π/(∆ω±).
4 Speed of sound
Unlike sound waves in isotropic passive liquids, c± depends on the direction of propagation θ. As
predicted first by Toner and Tu [1], we find:
2c±(θ) = (1 + λ1)u0 cos θ ±
√
(λ1 − 1)2 u20 cos2 θ + 4σρ0 sin2 θ. (3.31)
The non-monotonic angular variations of the speed of sound are in excellent agreement with our
experimental findings, see Figure 2 g,h,i in the main text. Analysing the angular variations of the
speed of sound, we infer both the convective coefficient λ1 and the compressibility σ, see Fig. 3c. As
thoroughly explained below, measuring the orientational elasticity of the polar liquid requires inspecting
the damping dynamics, or equivalently the spectral width of the density and velocity fluctuations.
5 Sound-wave damping and measurement of the orientational-elasticity constants
Let us consider the linear response of the polar liquid to a random white noise ξ = (ξρ(r, t), ξv(r, t)).
ξρ is conserved while ξv is a non conserved random force field acting respectively on ρ and v. In Fourier
space the stochastic equations of motion are:
iω
[
ρ(q, ω)
v(q, ω)
]
=M ·
[
ρ(q, ω)
v(q, ω)
]
+ ξ(q, ω). (3.32)
The power spectra of both ρ and v are easily computed from Eq. (3.32) and take the same functional
form:
|v(q, ω)|2 = α+(ω − c+q)2 +∆ω2+
+ α−(ω − c−q)2 +∆ω2−
(3.33)
72
Sounds and hydrodynamics of polar active fluids
where the noise variance sets the values of the amplitude factors α± which are irrelevant to all that
follows. The velocity spectrum is the sum of two Lorentzian functions peaked along the dispersion
relations ω = c±(θ)q. This low-q theory accurately predicts the non-dispersive part of the dispersion
relation, but obviously fails in describing wave dispersion at short wave lengths, Figs. 2d,e,f. The
spectral width ∆ω± is computed from Eq. (3.27):
∆ω±(q, θ) =
q2
4
[
−(D′ +D⊥ +D∥)− (D′ +D∥ −D⊥) cos(2θ)±Dρu0
√
ρ0
σ
sin(2θ)
]
+O(q3) (3.34)
This expression is rather complex, yet it is clear that the spectral width of the sound modes is
set by the elastic constants of the broken symmetry fluid. Their values and their variations with the
average fluid density are easily computed when inspecting the two cases corresponding to θ = π/2 and
θ = π/4.
5.1 Transverse waves: θ = π/2
The case of sound waves propagating along the transverse direction θ = π/2 is straightforward. The two
dispersion relations are symmetric, see Fig. 2e, the two speeds of sound are opposite, c±(π/2) = ±√σρ0,
and their spectral width grows quadratically with q2 as expected:
∆ω±(π/2) =
1
2D⊥q
2. (3.35)
High-q distortions are more effectively suppressed by the alignment interactions between the active
particles, or equivalently by orientational elasticity. Fitting the variations of ∆ω±(π/2) by a quadratic
function provides a direct measurement of D⊥. Repeating the same procedure for all densities we find
that D⊥ increases lienarly with ρ0. The denser the polar liquid, the stiffer.
5.2 Oblique waves: θ = π/4
Repeating the same analysis at θ = π/4, we find that the two sound modes propagate at c±(π/4) =
1√
2
(
u0 ±√σρ0
)
. The spectral width of the two modes grows again as q2, and are related to the elastic
constants by
∆ω+
(
π
4
)
+∆ω−
(
π
4
)
=
(
D⊥ +D∥ +D′
)
q2, (3.36)
and
∆ω+
(
π
4
)
−∆ω−
(
π
4
)
= ρ0Dρu0√
σρ0
q2. (3.37)
Fitting ∆ω+
(
π
4
)
+∆ω−
(
π
4
)
by a quadratic function of the wave vector provides a direct measurement
of the average elastic constant
(
D⊥ +D∥ +D′
)
, see Eq. (3.36). As shown in the main text, we find a
value 4 orders of magitude larger than that ofD′ which can therefore be neglected. AsD⊥ is known from
the previous analysis at θ = π/2, D∥ is readily deduced from the quadratic fit of ∆ω+
(
π
4
)
+∆ω−
(
π
4
)
.
The last material constant to be determined is Dρ. In principle, it could be measured by fitting
∆ω+
(
π
4
)−∆ω− (π4 ) by a quadratic function of q, as both u0 and σ were already measured independently
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(from velocity and sound speed measurements, see Fig. 3.14 and Eq. (3.31)). In the specific case of our
colloidal-roller experiments, the precision of our measurements of ∆ω± prevents us from determining
D∥. Nonetheless, this last material constant can be estimated exploiting our quantitative understanding
of the colloidal-roller interactions as explained.
6 Colloidal-roller hydrodynamics
6.1 Microscopic dynamics
We briefly recall the kinetic-theory framework used to derive of the Toner and Tu equations for the
polar-liquid phase of colloidal rollers. In [14], starting from the Maxwell and Stokes equations, and
after lengthy algebra, we showed that the rollers propel at constant speed, ν0, and interact via their
orientational degree of freedom only. Noting ri the position of their center of mass, and θi the orien-
tation of their velocity νi(t) = ν0(cos θi, sin θi), their translational and angular dynamics can be recast
into the compact form:
∂tri(t) = ν0νˆi, (3.38)
and
∂tθi(t) = −∂θi
∑
j ̸=i
H(ri − rj ; θi, θj) +
√
2DRξi(t) (3.39)
where the ξi are uncorrelated Gaussian white noises of unit variance, and where the effective interaction
potential H is given by
H(ri − rj ; θi, θj) = A(r)νˆi · νˆj +B(r)νˆi · r+ C(r)νˆj · (2rˆrˆ− I) · νˆi. (3.40)
This functional form turns out to be very generic [?] and corresponds to the first three terms of a
systematic multipolar expansion of the angular interactions. In the specifc case of interacting rollers
the three kernerls A(r), B(r) and C(r) can be approximated within a far field approximation for the
hydrodynamic and electrostatic interactions:
A(r) = A1
(
a
r
)3
Θ(r) +A2
(
a
r
)5
Θ(r), (3.41)
B(r) = B1
(
a
r
)4
Θ(r), (3.42)
C(r) = C1
(
a
r
)3
Θ(r) + C2
(
a
r
)5
Θ(r) + C3
(
a
r
)2
. (3.43)
The A term in Eq. (3.40) is akin to a ferromagnetic coupling, and stems both from hydrodynamic
(A1) and electrostatic interactions (A2). The B term is a repelling torque that originates from the
electrostatic interactions between the electrostatic dipoles formed by the surface charges of the rollers.
Finally, the C term promotes alignment of the roller i along a dipolar field centered on roller j. This
term has three different origins. The C1 and C2 terms have the same microscopic origin as A1 and A2,
while C3 stems from the finite size of the rollers and vertical confinement which altogether result in
genuinely long-range interactions. All other interactions are indeed screened over a distance set by the
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Supplementary Figure 3.14 | Roller speed. Red dots: Variations of the roller speed with the roller
area fraction ρ0. Blue line: best linear fit.
channel height H. For the sake of simplicity, we approximate the screening function Θ(r) by a step
function Θ(r) = 1 if r ≤ H/π and Θ(r) = 0 otherwise.
All the scalar coefficients in Eqs. (3.41), (3.42) and (3.43) have units of inverse time scales, and are
all of the order of the so-called Maxwell relaxation rate τ−1 ∼ 3 kHz [?, 14]. Rotational diffusion was
measured from the exponential decay of the correlations of the roller orientation in the gas phase [14,
62, 63]. Within our experimental conditions, we find [63]:
A1 = A2 = B1 = C1 ∼ τ−1 (3.44)
C2 ∼ 1.7τ−1 (3.45)
C3 ∼ (4.5× 10−2)τ−1 (3.46)
DR ∼ 3 s−1 (3.47)
As C3 is a thousand times smaller that all the other interaction strengths, we henceforth neglect
this contribution to Eq. (3.43). This simplification is further supported by the very good agreement
between our measurements and our hydrodynamic theory described in the main text. The last two
parameters needed to fully specify the dynamics of the rollers are the screening distance H = 110µm,
and the roller speed ν0. Our simplified model predicts a constant roller speed at all densities. To go
beyond this approximation we measured the variations of ν0 with the average density ρ0 and use this
relation as a phenomenological law Fig. 3.14.
6.2 Kinetic theory of the polar-liquid phase
We now outline the construction of the hydrodynamic equations for the density and velocity fields in
the polar-liquid phase. We use here a conventional kinetic-theory framework reviewed e.g. in [3]. We
first write a conservation equation for the one-point distribution function ψ(r, θ, t), viz the probability
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to find a particle at position r with an orientation θ:
∂tψ(r, θ, t) + ν0νˆ · ∇ψ(r, θ, t)−DR∂2θψ(r, θ, t) = ∂θIint(r, θ, t) (3.48)
For interaction-free particles moving in a homogeneous media, the r.h.s of the above equation would
vanish. ψ would be merely advected due to self-propulsion, and would diffuse in the θ direction due to
angular noise. The angular current Jint accounts for the roller-roller interactions. Starting from the
microscopic equations of motion, Eqs. (3.38) and (3.39), we derived the functional form of Jint(r, θ, t)
in [14]. In brief, as the range of the effective potential H is of the order of 40 colloid radii, even at
the lowest colloid fraction, each particle interacts on average with ∼ 200 neighbors. This large number
suggests using a mean-field description to establish the functional form of Jint. We therefore assume
that the two-point function factorizes as: ψ(2)(r, θ; r′, θ′) = ψ(r, θ)ψ(r′, θ′) and vanishes for |r−r′| < 2a,
in order to account for the finite size of the rollers. Jint then takes the form:
Jint = −ψ(r, θ)
∫
|r−r′|>2a
dθ′dr′ψ(r′, θ′)∂θH(r− r′; θ, θ′) (3.49)
Integrating the above equation over θ, we recover the mass conservation relation:
∂tρ(r, t) +∇ · J(r, t) = 0, (3.50)
where the roller current J(r, t) and velocity fields are defined as J ≡ ν0
∫
dθ νˆψ(r, θ, t), and J ≡ ρv.
The dynamical evolution of J(r, t) is obtained by multiplying Eq. 3.48 by vˆ and integrating it over the
angular variable. At leading order in a systematic gradient expansion it takes the form:
∂tJ+ v20∇ ·
[
ρ
(
Q+ 12I
)]
=−DRJ+ α1ρ(I− 2Q) · J− β v02 (I− 2Q) · ρ∇ρ
+ α2ρ(I− 2Q) ·∆J+ γ2ρ(I− 2Q) · ∆˜J, (3.51)
where
∆˜ =
(
∂xx − ∂yy 2∂xy
2∂xy ∂yy − ∂xx
)
, (3.52)
and where α1 = 0.5 τ−1 and the elastic constant α2 = Ha7 τ−1 stem for the velocity-alignment in-
teractions at the microscopic level (A terms in Eq. (3.39)). β = a2 τ−1 originates from the repulsive
interactions (B terms in Eq. (3.39)). finally the anisotropic elasticity constant γ2 results from the C
terms in Eq. (3.39) which couple the roller orientations and relative positions.
At this stage, we do not have a closed set of hydrodynamic equations but only a relation between
ρ, J and the local nematic tensor Q, defined as: ρQ = ⟨νˆνˆ − 12I⟩. An additional closure relation is
required to establish the hydrodynamic theory of this active material.
6.3 Hydrodynamic theory
Deep in the polar-liquid phase we assume Gaussian fluctuations of the velocity field. This ansatz
imposes the relation
Q = 1
ν60
v4
(
vv− ν
2
0
2 I
)
. (3.53)
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Using this relation in Eq. (3.51) we find the hydrodynamic equation of the polar liquid formed by
interacting colloidal rollers. Once linearized around a homogeneous flow field v = (u0 + u)xˆ + vyˆ it
takes the very same form as the linearized Toner and Tu equations:
∂tρ+ ρ0∂yv + u0∂xρ = D′∂2xρ (3.54)
∂tv + λ1u0∂xv = −σ∂yρ+D⊥∂2yv +D∥∂2xv + u0Dρ∂2xyρ (3.55)
where all the hydrodynamic coefficients are now defined from the microscopic interaction parameters:
λ1 =
u20
ν20
(3.56)
σ = a
2
2τ u0(ρ0) (3.57)
D⊥ =
5Haρ0
14τ (3.58)
D∥ =
3Haρ0
14τ (3.59)
Dρ =
D⊥ −D∥
ρ0
(3.60)
D′ = 0 (3.61)
Eqs. (3.54) to (3.61) fully prescribe the linear hydrodynamic equations of colloidal-roller liquids.
Several comments are in order. All material constants depend on the liquid density. However deep in
the polar phase the polar liquid flows at a speed indistinguishable from the individual roller speed ν0
and λ1 ∼ constant. D′ is vanishingly small in agreement with our experimental measurements. D′ is
indeed measured to be 4 orders of magnitude smaller than all the other elastic constants, see Fig. 3.
D⊥, D∥ and Dρ are related by Eq. (3.60). The value of D∥, which we cannot measure directly, can
thus be inferred from D⊥ and Dρ
These predictions are confronted to our spectroscopy method in Figure 3 in the main document and
validate the relevance of active-sound spectroscopy to infer the material constants of broken-symmetry
active materials from their fluctuation spectra.
6.4 Critical discussion of the kinetic theory
We highlight in this section the numerous assumptions required to derive the hydrodynamic equations
for the colloidal-roller liquid starting from the microscopic description of the Quincke phenomenon, at
the single-colloid level [14]. Despite these numerous approximations the convective coefficient (λ1), and
the compressibility (σ) of the active fluid are correctly predicted. The elastic constants are however
overestimated. Kinetic theory only provides the correct orders of magnitude and more importantly
their variations with ρ0. A better theory should address the following issues:
1. Quincke rotation near a conducting wall. Our description of the Quincke mechanism is classically
performed in the limit of vanishingly small Debye length. This approximation might be too severe
when, as in our experiments, the colloids lie on a charged surface.
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2. Orientational interactions. When describing the interactions between Quincke rollers, we neglect
the interaction forces, and focus on the interactions torques. Simply put we assume the roller
velocity ν0 to be a constant, and the roller velocity to be slaved to their orientation. This
approximation is theoretically justified by the fact that the Quincke mechanism results from a
spontaneous symmetry breaking. Therefore, the single-colloid orientation is slaved to a soft-
mode. In practice, we do observe fluctuations of ν0 of the order of 10%. An improved theory
should take into account the interaction forces as well.
3. Far-field interactions. The disturbances to the electric and hydrodynamic fields induced by
the rollers were computed in the far-field limit. The resulting interactions are therefore an
approximate of the actual interactions which also include near-field contributions.
4. Interaction range. Both the hydrodynamic and electric field induced by the roller motion are
exponentially screened over a distance of the order of the channel height H. In our theory we
approximate this screening by a step function.
5. Mean-field approximation in the kinetic theory. Another severe approximation is the mean-field
assumption used to factorize the two-point function as ψ(2)(r, θ, t; r′, θ′, t) = ψ(r, θ, t)ψ(r′, θ′, t).
This approximation is especially questionable deep in the ordered phase where we do observe
local structural correlations.
6. Gaussian approximation. In order to close the hierarchy of equations for all the angular moments
of ψ, we had to resort to a Gaussian approximation for the angular fluctuations of the roller
orientation.
These approximations are numerous, and some are uncontrolled. The fair agreement with our
measurements points toward a remarkable robustness of this simplified model. Going beyond these
approximations is a significant challenge for active matte theorists.
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Supplementary Figure 3.15 | Sketch of the microfluidic device. Top view. A one-centimeter
wide channel is used to flow the PS colloids. A pattern in the shape of a racetrack confines the rollers.
The picture shows a snapshot of a polar liquid flowing along the racetrack. Scale bar: 100 µm. The
observation window shows only a small part of the colloidal liquid. Side view. The colloids roll on
the bottom electrode, the obstacles electrostatically repel the rollers. An adhesive film (double-sided
scotch tape) sets the gap between the electrodes.
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Explorer les phases denses ... la
formation d’un solide actif
L’image simplifiée à la Viscek développée en introduction de ce manuscrit, suffit à capturer les ingré-
dients nécessaires pour expliquer la transition de flocking. Mais de nouveaux enjeux ont été soulevés et
la communauté s’intéresse aussi à l’étude des phases très denses de la matière active. L’émergence de
ce domaine soulève de nouvelles questions auxquelles le modèle de Viscek ne permet pas de répondre
: Que se passe-t-il lorsque la densité augmente drastiquement au sein d’une population de particules
actives ? Quelles sont les conséquences de la présence des interactions de contacts qui tendent à ralentir
la foule et qui avaient été ignorées dans tous les modèles précédemment développés? Ces questions
relèvent d’une importance fondamentale pour une grande variété de systèmes biologiques et physiques
allant de la formation de tissus vivants aux propriétés mécaniques de systèmes physiques denses comme
une assemblée de grains vibrés [46, 47, 10]. Un début de réponse a commencé à être formulé grâce
à des premières études théoriques et numériques telles que [45, 43, 50, 44, 51], mais à part quelques
exceptions, elles restent des questions ouvertes et inexplorées d’un point de vue expérimental.
a. b.
Figure 4.1 | a. Embouteillage (zone sombre) dans une piste microfluidique. b. Image du front d’un
solide actif se propageant dans un liquide polaire. Les trajectoires roses ont été tracées sur 40 ms et
l’intensité de la couleur code pour le temps.
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Dans ce chapitre, nous abordons ces questions et y répondons en menant des expériences sur les
rouleurs de Quincke. Nous rappelons que ce système expérimental est un système modèle pour l’étude
de la transition de flocking dont les différentes phases connues à basse densité sont rappelées en fig-
ure 4.2 a–c et abondamment décrites dans [14]. A basse densité, le système forme un gaz homogène
(ρ est constant) et isotrope : la direction des particules est aléatoire et il n’y a pas de courant net
de particules (la composante longitudinale du courant W est nulle). En augmentant la densité, des
bandes propagatives apparaissent. Une fraction macroscopique du troupeau s’auto-organise et s’aligne
pour former une bande asymétrique. Ensuite ces bandes laissent place à une nouvelle phase homogène
de plus haute densité : le liquide polaire. Toutes les particules s’orientent et roulent dans la même
direction. Le courant W est alors strictement positif et il y a un flux net de particules transportées.
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Figure 4.2 | Diagramme de phase des rouleurs de Quincke. a–e. Ligne du haut : Image en
microscopie optique des rouleurs de Quincke dans les pistes. Echelle : 250µm. Ligne du bas : Profils
expérimentaux de la composante longitudinale du courant W et de la densité en fonction du temps
renormalisé. T0 représente le temps mis par un embouteillage actif à faire le tour de la piste. a.
Phase gaz. b. Coexistence entre le gaz actif et une bande polaire plus dense. c. Liquide polaire. d.
Coexistence entre un liquide polaire actif et un solide actif amorphe (embouteillage). e. Solide actif.
Nous avons ensuite choisi de compléter ce diagramme de phase et d’exploiter ce système à de plus
hautes densités en colloïdes dans un dispositif microfluidique où les particules sont confinées dans une
piste de longueur moyenne L0 = 9, 77 cm (voir chapitre 3 et Fig 4.1a). Nous montrons qu’à haute
densité un solide actif se forme et coexiste avec le liquide polaire jusqu’à envahir toute la piste (Fig 4.1
a et b). Nous établissons que la solidification active est une transition du premier ordre. Enfin, grâce
à un travail mené en collaboration avec J. Tailleur et D. Martin du laboratoire MSC de l’Université
de Paris Diderot, nous avons élaboré un modèle hydrodynamique théorique qui permet d’expliquer
et de confirmer par des simulations numériques toutes nos observations expérimentales. Finalement,
nous avons établi que l’émergence du solide actif de Quincke est une première réalisation expérimentale
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d’une transition de type MIPS complète. Nous illustrons dans ce chapitre ces principaux résultats.
Pour plus de détails, nous incluons l’article "Freezing a Flock: Motility-Induced Phase Separation in
Polar Active Liquids" dans le manuscrit directement à la suite de ce chapitre.
4.1 Structure et dynamique du solide actif
Nous utilisons donc ici le même système expérimental que celui du chapitre 3 qui nous a permis
d’étudier les liquides polaires. En imposant une densité moyenne en colloïdes dans la piste supérieure
à ρ0 = 0.55, nous notons la suppression locale du mouvement collectif (Figs 4.2 c et d et Fig 4.1b).
Certaines particules stoppent leur mouvement et s’arrêtent pour former un embouteillage. Le système
se trouve alors dans un état hétérogène où une phase solide coexiste avec le liquide polaire. La phase
solide est définie par une composante longitudinale du courant W qui chute à zéro et une densité
locale ρ plus élevée, alors que dans le liquide polaire de plus faible densité il existe un courant net de
particules transportées dans une direction privilégiée (W > 0) (Fig 4.2c et d). L’embouteillage grandit
continuellement au niveau de son extrémité appelée front et fond continuellement au niveau de son
autre extrémité : la queue. Ainsi, il se propage à contre-courant dans le liquide polaire, comme un
embouteillage routier qui se propage dans le sens inverse de la circulation automobile. Si l’on continue
à augmenter la densité jusqu’à dépasser la valeur seuil de ρ0 = 0, 78, l’embouteillage finit par recouvrir
toute la piste et forme une phase homogène que l’on nomme solide actif (Fig 4.2e).
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Figure 4.3 | Structure et dynamique du solide actif. a. Spatio-temporel représentant l’intensité
moyennée sur la largeur de la piste. L’embouteillage (sombre) se propage dans le liquide polaire (clair)
à vitesse et forme constante. b et c. Fonctions de distribution radiale dans le liquide polaire (bleu)
et le solide actif (rouge) représentées en fonction de la distance r⊥ dans la direction transverse à la
propagation du liquide polaire. d et e. Distributions de la densité de probabilité des vitesses. Dans
le liquide polaire (bleu) elle est très fortement piqué autour de ν0xˆ∥, où xˆ∥ est le vecteur tangent à la
ligne centrale de la piste. Dans le solide actif (rouge) les colloïdes sont majoritairement au repos.
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Nous caractérisons ici la structure et la dynamique de cette nouvelle phase. Comme illustré sur le
spatiotemporel représenté en figure 4.3a, dans son état stationnaire le solide actif se propage à forme
et donc longueur LS constante mais aussi à vitesse c constante. Le solide actif est une phase amorphe.
En effet, bien qu’étant spatialement plus structuré que son homologue le liquide polaire, sa fonction de
distribution radiale gS ne montre pas de signe d’ordre translationnel à longue portée (Figs 4.3 b et c).
D’un point de vue dynamique, dans le solide les particules passent la majorité de leur temps au repos
et subissent uniquement quelques réarrangements avec leurs voisines alors que dans le liquide polaire
elles se déplacent toutes à vitesse constante dans une direction privilégiée (Figs 4.3 d et e).
4.2 La solidification active : une transition du premier ordre
Après avoir décrit la structure et la dynamique de cette nouvelle phase solide, nous nous intéressons
ici à la transition entre le liquide polaire et le solide actif. Nous avançons quatre arguments qui prouvent
qu’il s’agit d’une transition de phase du premier ordre.
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Figure 4.4 | a. Bouchons de différentes tailles dans des pistes microfluidiques (ρ0 = 0.38, 0.58, 0.65).
b. Fraction solide occupée par le bouchon dans la piste microfluidique tracée en fonction de la densité
moyenne ρ0. c. Densité locale dans la phase liquide polaire (symboles bleus) et dans la phase solide
(symboles rouges) en fonction de ρ0. Dégradé de couleur : zone de coexistence entre la phase liquide
et solide.
Rayon de nucléation critique Lors de la réalisation d’expériences où nous contrôlons la densité
en colloïdes, nous réalisons des embouteillages de tailles différentes (Fig 4.4a). Nous constatons alors
qu’il est impossible de créer un embouteillage aussi petit que nous le souhaitons et qui survive à l’état
stationnaire. En effet, le plus petit embouteillage ainsi obtenu mesure 1,4 cm. Cet embouteillage
macroscopique occupe donc 14 % du dispositif expérimental. Nous confirmons cette observation en
traçant la courbe de la figure 4.4b qui représente la fraction solide occupée par l’embouteillage LS/L0
en fonction de la densité moyenne en colloïdes. Cette courbe présente une discontinuité à l’apparition
de la phase solide. Des embouteillages plus petits peuvent se former, notamment sur des défauts du
dispositif, mais ils disparaissent rapidement après avoir parcouru de très courtes distances. Ces obser-
vations prouvent donc l’existence d’un rayon de nucléation critique et forment un premier argument
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en faveur de la nature du premier ordre de la transition de solidification.
Taille de l’embouteillage et règle du levier La figure 4.4c montre que lorsqu’il y a coexistence
entre un liquide polaire et un solide actif, peu importe la densité moyenne de colloïdes ρ0 dans la piste,
la fraction surfacique locale de colloïdes au sein du liquide polaire est constante et vaut ρbL = 0.53.
La fraction surfacique locale au sein de la phase solide est également constante et vaut ρbS = 077.
Augmenter la densité moyenne en colloïdes ρ0 laisse donc la structure interne des phases inchangée.
Seule la longueur de l’embouteillage augmente. En effet, ces observations sont corroborées par la figure
4.4b où nous constatons que la fraction solide dans le dispositif augmente linéairement avec la densité
lorsqu’il y a coexistence des phases. Comme pour un scénario de transition du premier ordre d’un
système à l’équilibre, la fraction solide qui a séparé de phase pour former l’embouteillage peut être
prédite par une règle du levier :
LS
L0
= ρ0 − ρ
b
L
ρbS − ρbL
(4.1)
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Figure 4.5 | Dynamique de mûrisse-
ment. Gros embouteillage : symboles
pleins, petit embouteillage : symboles
évidés, fraction solide totale : ligne noire.
Dynamique de coarsening Comme évoqué précédem-
ment, il est possible que plusieurs embouteillages nucléent
dans la même piste pendant le régime transitoire. Les dif-
férents embouteillages se propagent à vitesse quasi sim-
ilaire, ils ne peuvent donc pas se rattraper et coalescer.
Pourtant à l’état stationnaire, un seul embouteillage est
présent dans la piste. Le système suit pendant le transi-
toire une dynamique de mûrissement. Dans l’expérience
relative à la figure 4.5 , un petit embouteillage (symboles
évidés) grossit au détriment d’un plus gros embouteillage
(symboles pleins) qui rétrécit jusqu’à disparaître. Il est
important de noter que la fraction solide totale reste con-
stante tout au long du régime transitoire. Pendant l’état
stationnaire la piste n’est donc occupée que par un seul em-
bouteillage dont la longueur est fixée par deux paramètres :
la densité moyenne en colloïdes dans la piste ρ0 et la valeur
du champ électrique appliqué aux bornes du dispositif E0
qui contrôle les interactions entre les particules.
Métastabilité et hystérésis Sur la figure 4.4b nous constatons qu’à l’apparition du mouvement
collectif, il existe une plage de densité où le système peut être soit dans l’état liquide polaire soit dans
l’état embouteillage. Pour une même densité ρ0, il existerait donc deux états stables possiblement
occupés par le système en fonction des conditions initiales (non contrôlées ici). Pour mettre cet argu-
ment en exergue, nous avons décidé d’exploiter cette bistabilité en prouvant que le système répond de
manière hystérétique s’il est soumis successivement à un champ E0 qui augmente continument de 1,4
à 2,7 V/µm puis qui diminue à la même vitesse entre ces deux valeurs. Il aurait aussi été intéressant
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d’étudier la réponse à une variation continue de densité mais cela n’est pas réalisable dans notre dis-
positif microfluidique. Lorsque la valeur du champ électrique augmente, le solide actif nuclée et grandit
très rapidement. En revanche lorsque la valeur du champ diminue, le solide se raccourcit continument
et disparait pour une valeur de E0 plus petite que la valeur du champ au moment de la nucléation
(Fig4.6a). Cette asymétrie est mise en valeur sur la figure 4.6b qui représente l’évolution de la fraction
solide en fonction du champ imposé aux bornes du dispositif et affiche une boucle d’hystérésis. Cette
réponse hystérétique est une image convaincante de l’existence de la plage de métastabilité et permet
de quantifier son étendue.
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Figure 4.6 | Métastabilité et hystérésis. a. Hystérésis : Fraction solide (ligne bleue) et amplitude
du champ électrique (ligne rouge) en fonction du temps. b. La fraction solide décrit une boucle
d’hystérésis lorsque l’on fait varier l’amplitude du champ électrique.
L’existence d’un rayon de nucléation critique, l’application possible de la règle du levier, la dy-
namique particulière de coarsening pendant le transitoire, et l’existence d’une plage de métastabilité
ainsi que le comportement hystérétique du système confirment notre conjecture. Nous pouvons donc
affirmer que la solidification active est une transition de phase du premier ordre.
4.3 Eléments d’explication théorique : La formation d’un solide de
Quincke, première démonstration expérimentale d’une MIPS
complète
Pour étayer notre compréhension du phénomène de solidification et comprendre la formation des
embouteillages et du solide actif, nous avons développé une collaboration avec le groupe de J. Tailleur.
Nous ne souhaitons pas élaborer de théorie microscopique qui serait trop spécifique au système des
rouleurs de Quincke. Nous préférons développer un modèle hydrodynamique à grande échelle, plus
général, qui s’appuie sur le modèle de Toner et Tu que nous modifions pour retrouver les phénoménolo-
gies observées expérimentalement. J’ai personnellement contribué à l’élaboration et à la compréhension
de ce modèle et D. Martin et J. Tailleur se sont attachés à le résoudre. Mais quels sont les éléments
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importants à prendre en compte et à modifier pour que ce modèle puisse décrire les phases très denses ?
Modèle hydrodynamique Nous partons d’une observation expérimentale décrite sur la figure 4.8a
: la vitesse moyenne locale des colloïdes ν0(r, t) varie peu pour des faibles densités puis pour ρ >
ρ¯ = 0, 35 elle chute drastiquement et s’annule. Forts de cette observation, nous modifions le modèle
hydrodynamique de Toner et Tu pour le prendre en considération. Nous négligeons les fluctuations
transverses à la direction de propagation et nous réécrivons les équations d’évolution de ρ et W à une
dimension :
∂tρ+ ∂xW = Dρ∂xxρ, (4.2)
∂tW + λW∂xW = DW∂xxW − ∂x [ϵ1(ρ)ρ] + [ρϵ2(ρ)− ϕ]W − a4W 3. (4.3)
Les seules modifications apportées par rapport au modèle standard sont donc la dépendance en ρ de
deux termes : ρϵ1(ρ) relatif à la "pression" et ρϵ2(ρ) responsable de l’émergence de l’ordre orientationnel
et du mouvement collectif. Le terme de pression étant en général proportionnel à la vitesse, nous nous
attendons à avoir ϵ1(ρ) qui diminue rapidement pour ρ > ρ¯. De même ϵ2(ρ) doit s’effondrer pour ρ > ρ¯
puisque l’on perd toute forme d’ordre orientationnel lorsque les particules stoppent leur mouvement.
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Figure 4.7 | Théorie et simulations numériques. a. Vitesse moyenne des colloïdes ν0(r, t) et
amplitude du courant longitudinalW (r, t) local en fonction de la densité locale ρ(r, t). b–d. Résultats
issus de simulations numériques du modèle théorique hydrodynamique. b. Profils de densité et de
vitesse pour différents ρ0 : de 1.85 (clair) à 2.25 (foncé). c. fraction solide de la piste occupée par
l’embouteillage en fonction de ρ0 (cercles) et règle du levier (ligne). d. La vitesse de l’embouteillage c
est indépendante de ρ0.
Résolution numérique Pour confirmer notre intuition et vérifier que ces modifications capturent
bien nos observations, nous choisissons de résoudre numériquement ces équations, en imposant :
ϵi = σi[1 − tanh((ρ − ρ¯)/ξ)], avec σ1 et σ2 des constantes. Les profils résultants des simulations
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numériques menées par D. Martin sont reportés sur la figure 4.7. Lorsque la densité varie, les simu-
lations permettent bien de retrouver fidèlement l’ensemble des phases qui correspondent à la fois à la
transition de flocking (gaz, bandes de Viscek et liquide polaire) puis à la solidification (embouteillage
et solide actif). De plus toutes nos observations expérimentales : forme des profils, application de la
règle du levier et propagation du embouteillage à vitesse constante dans le sens contraire au liquide
polaire sont confirmées par les résultats numériques (Figs 4.8b à d).
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Figure 4.8 | Résultats des simulations numériques. a–e. Résultats de la simulation numérique
du modèle hydrodynamique représentant la composante longitudinale du courant W et la densité ρ.
a. Phase gaz. b. Coexistence entre le gaz actif et une bande polaire plus dense. c. Liquide polaire. d.
Coexistence entre un liquide polaire actif et un solide actif amorphe (embouteillage). e. Solide actif.
Origine physique de la transition - MIPS Au delà des simulations numériques qui prouvent la
force de notre modèle, nous souhaitons nous en servir comme d’un outil pour comprendre l’origine
physique de la solidification. Pour l’étude théorique, nous nous plaçons dans le cas où l’effondrement
de la vitesse se produit pour une valeur de la densité ρ¯≫ ϕg, où ϕg est la densité à laquelle la transition
de flocking a lieu. Cette hypothèse correspond à la situation expérimentale des rouleurs de Quincke
puisque expérimentalement on trouve : ρ¯ ∼ 0, 4≫ ϕg ∼ 0, 01. Pour les basses densités, cela revient à
considérer ϵi constants et notre modèle se résume donc au modèle de Toner et Tu classique qui permet
de décrire la transition de flocking [41, 67, 79]. Pour comprendre la physique qui se cache derrière la
solidification, nous menons une analyse de stabilité linéaire autour de la solution homogène du liquide
polaire (voir l’article pour plus de détails). Cette analyse montre que le liquide polaire est stable si
ρ0 ≫ ϕ + ϵ2/(2λϵ2 + 4a4ϵ1). Mais une autre instabilité apparaît dès que la quantité ϵ′i(ρ0)ρ0 + ϵi(ρ0)
est suffisamment négative. Cette condition est vérifiée lorsque ρ0 → ρ¯ et donne lieu à l’apparition d’un
embouteillage.
Il est très important de noter que ce critère est analogue à celui menant à la décomposition spin-
odale dans le cas où le système subit une MIPS (Pour denis : mips aura été définit en intro). Nous
avons donc montré que la formation du solide actif est le résultat d’une séparation de phase de type
MIPS, dont l’origine est le ralentissement des particules dans les phases très denses. Contrairement
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aux systèmes expérimentaux où des MIPS ont été aperçues précédemment, comme par exemple la
formation de clusters [83], il s’agit du premier cas où une séparation de phase complète est observée
expérimentalement.
4.4 Conclusion et perspectives
Finalement, en alliant expériences quantitatives, théorie et simulations numériques, nous avons pu
décrire et comprendre les phases denses qui émergent dans le système actif des rouleurs de Quincke.
Nous avons démontré qu’en plus d’être un système modèle pour étudier la transition de flocking,
les rouleurs de Quincke présentent la première démonstration expérimentale de séparation de phase
complète qui suit un scénario à la MIPS. Nous avons entièrement élucidé la question de la solidification
active en montrant que l’émergence des embouteillages est une transition de phase du premier ordre
qui résulte du ralentissement des particules individuelles et de la perte d’ordre orientationnel à haute
densité. Après s’être intéressé à la transition de solidification, un prolongement naturel de ce projet
serait d’étudier en détail la structure et la dynamique interne de la phase solide.
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Freezing a Flock: Motility-Induced
Phase Separation in Polar Active
Liquids
Combining model experiments and theory, we investigate the dense phases
of polar active matter beyond the conventional flocking picture. We show
that above a critical density flocks assembled from self-propelled colloids ar-
rest their collective motion, lose their orientational order and form solids that
actively rearrange their local structure while continuously melting and freez-
ing at their boundaries. We establish that active solidification is a first-order
dynamical transition: active solids nucleate, grow, and slowly coarsen un-
til complete phase separation with the polar liquids they coexists with. We
then theoretically elucidate this phase behaviour by introducing a minimal hy-
drodynamic description of dense polar flocks and show that the active solids
originate from a Motility-Induced Phase Separation. We argue that the sup-
pression of collective motion in the form of solid jams is a generic feature of
flocks assembled from motile units that reduce their speed as density increases,
a feature common to a broad class of active bodies, from synthetic colloids to
living creatures.
I Introduction
The emergence of collective motion in groups of living creatures or synthetic motile units is now a
well established physical process [3, 32, 30, 5, 84, 56]: Self-propelled particles move coherently along the
same direction whenever velocity-alignment interactions overcome orientational perturbations favoring
isotropic random motion. This minimal picture goes back to Vicsek’s seminal work [2] and made it
possible to elucidate the flocking dynamics of systems as diverse as bird groups, polymers surfing on
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motility assays, shaken grains, active colloidal fluids and drone fleets [8, 85, 14, 29, 10, 23, 86]. From
a theoretical perspective, flocks are described as flying ferromagnets where point-wise spins move at
constant speed along their spin direction [2, 30, 3, 43, 42]. However, this simplified description is inapt
to capture the dynamics of dense populations where contact interactions interfere with self-propulsion
and ultimately arrest the particle dynamics. Until now, aside from rare theoretical exceptions [45, 43,
50, 44, 51], the consequences of motility reduction in dense flocks has remained virtually uncharted
despite its relevance to a spectrum of active bodies ranging from marching animals to robot fleets and
active colloids.
In this article, combining quantitative experiments and theory, we investigate the suppression of
collective motion in high-density flocks. We show and explain how polar assemblies of motile colloids
turn into lively solid phases that actively rearrange their amorphous structure, but do not support
any directed motion. We establish that active solidification of polar liquids is a first-order dynamical
transition: active solids nucleate, grow, and slowly coarsen until complete phase separation. Even
though they are mostly formed of particles at rest, we show that active solids steadily propagate through
the polar liquids they coexist with. Using numerical simulations and analytical theory, we elucidate
all our experimental findings and demonstrate that the solidification of colloidal flocks provides a
realization of the long sought-after complete Motility-Induced Phase Separation [48, 87, 88, 89, 90, 84,
91].
II Solidification of colloidal flocks
Our experiments are based on colloidal rollers. In brief, taking advantage of the so-called Quincke
instability [60, 14], we motorize inert colloidal beads and turn them into self-propelled rollers all moving
at the same constant speed ν0 = 1040µm/s when isolated, see also Appendix II. We observe 5µm
colloidal rollers propelling and interacting in microfluidic racetracks of length L0 = 9.8 cm and width
2mm, Fig. 4.9a. Both hydrodynamic and electrostatic interactions promote alignment of the roller
velocities. As a result, the low-density phase behavior of the Quincke rollers falls in the universality
class of the Vicsek model [2, 92, 82, 35]. At low packing fraction, Fig. 4.9b, they form an isotropic gas
where the density ρ(r, t) is homogeneous and the local particle current W (r, t) vanishes. Increasing
the average packing fraction ρ0 above ρF = 0.02, Fig. 4.9c, the rollers undergo a flocking transition.
The transition is first-order, and polar liquid bands, where all colloids propel on average along the
same direction, coexist with an isotropic gas [14, 63]. Further increasing ρ0, the ordered phase fills the
entire system and forms a homogeneous polar liquid which flows steadily and uniformly as illustrated
in Supplementary Movie 1. In polar liquids both W(r, t) and ρ(r, t) display small (yet anomalous)
fluctuations, and orientational order almost saturates, see Fig. 4.9d and [64]. This low-density behavior
provides a prototypical example of flocking physics.
However, when ρ0 exceeds ρS ≃ 0.55 collective motion is locally suppressed and flocking physics
fails in explaining our experimental observations. Particles stop their collective motion and jam as
exemplified in Supplementary Movies 2 and 3. The jams are active solids that continuously melt at
one end while growing at the other end. This lively dynamics hence preserves the shape and length
(LS) of the solid which propagates at constant speed upstream the polar-liquid flow, see the kymograph
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Figure 4.9 | The dynamical phases of Quincke rollers. a. Picture of a microfluidic racetrack where
∼ 3×106 Quincke rollers interact. An active solid (dark grey) propagates though a polar liquid (light
grey). Scale bar: 2mm. b–f. Top panel: close-up pictures of Quincke rollers in the racetrack. Scale
bars: 250µm. Bottom panel: longitudinal component of the particle current W and density plotted
as a function of a normalized time. Both W and ρ are averaged over an observation window of size
56µm× 1120µm. T0 is arbitrarily chosen to be the time taken by an active solid to circle around the
race track. b. Gas phase (ρ0 = 0.002). The density is homogeneous and the system does not support
any net particle current. c. Coexistence between an active gas and a denser polar band (ρ0 = 0.033). A
heterogeneous polar-liquid drop propagates at constant speed through a homogeneous isotropic gas in
the form of a so-called Vicsek band. d. Polar-liquid phase (ρ0 = 0.096). The homogeneous active fluid
supports a net flow. e. Coexistence between a polar liquid and an amorphous active solid (ρ0 = 0.49).
The high-density solid is homogeneous but, unlike the polar liquid, does not support any net particle
current. f. Homogeneous active solid phase (ρ0 = 0.70).
93
Article
of Fig. 4.10a. Further increasing ρ0, the solid region grows and eventually spans the entire system,
Fig. 4.9f.
Active solids form an amorphous phase. The pair correlation function shown in Figs. 4.10b and
4.10c indicate that active solids are more spatially ordered than the polar liquid they coexist with, but
do not display any sign of long-range translational order. As clearly seen in Supplementary Movie 2,
the colloid dynamics are however markedly different in the two phases. While they continuously move
at constant speed in the polar liquid, in the active solid, the rollers spend most of their time at rest
thereby suppressing any form of collective motion and orientational order, Figs. 4.10d and 4.10e.
We stress that the onset of active solidification corresponds to an area fraction ρS ≃ 0.5 which is
much smaller than the random close packing limit (ρ0 = 0.84) and than the crystalization point of
self-propelled hard disks reported by Briand and Dauchot (ρ0 ∼ 0.7) in [24]. This marked difference
hints towards different physics which we characterize and elucidate below.
III The emergence of amorphous active solids is a first-order phase
separation
We now establish that the formation of active solids occurs according to a first order phase-separation
scenario. Firstly, Figs. 4.11a and b indicate that, upon increasing ρ0, the extent of the solid phase has
a lower bound: starting from a homogeneous polar liquid, the solid length LS discontinuously jumps
to a finite value before increasing linearly with ρ0 − ρbL, where ρbL = 0.53, see Fig.4.11b. The smallest
solid observed in a stationary state is as large as LS ∼ 1.4cm. Smaller transient solid jams do form
at local heterogeneities, but they merely propagate over a finite distance before rapidly melting, see
Supplementary Movie 4. This observation suggests the existence of a critical nucleation radius for the
solid phase.
Secondly, while the packing fraction of a polar liquid obviously increases with ρ0, its value saturates
as it coexists with an active solid, Fig. 4.11c. At coexistence, the local densities in the bulk of the
liquid and solid phases are independent of the average density ρ0: ρbS = 0.77 and ρbL = 0.53, which
again supports a nucleation and growth scenario. Increasing ρ0 leaves the inner structure of both
phases unchanged and solely increases the fraction of solid LS/L0 in the racetrack. We find that, as in
equilibrium phase separation, the length of the solid region is accurately predicted using a lever rule
constructed from the stationary bulk densities ρbS and ρbL, see Fig. 4.11b.
Thirdly, we stress that when multiple jams nucleate in the device, they propagate nearly at the
same speed, see Supplementary Movie 4. Therefore, they cannot catch up and coalesce. The system
in fact reaches a stationary state thanks to a slow coarsening dynamics illustrated in Fig. 4.11d where
we show the temporal evolution of the length of two macroscopic active solids (red symbols) and of
the overall solid fraction (dark line). One solid jam grows at the expense of the other and coarsening
operates leaving the overall fraction of solid constant. All of our experiments end with complete phase
separation: a single macroscopic active solid coexists with a single active liquid phase. The final state
of the system is therefore uniquely determined by two macroscopic control parameters: the average
density ρ0 and the magnitude E0 of the electric field used to power the rollers.
Finally, the most compelling argument in favour of a genuine first-order phase separation is the
bistability of the two phases. Fig. 4.11b shows that at the onset of solidification, depending on the
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Figure 4.10 | Structure and dynamics of active jams. a. The kymograph of the measured light
intensity averaged over the racetrack width shows how an active solid (dark region) propagates at
constant speed through a homogeneous polar liquid (light region). b and c. Pair-correlation functions
measured in the polar liquid (gL) and in the coexisting active-solid phase (gS). ρ0 = 0.58. Both
pair-correlation functions are plotted versus the interparticle distance r⊥ in the direction transverse
to the mean polar-liquid flow. gS displays more peaks than gL revealing a more ordered structure, but
translational order merely persists over a few particle diameters. d. Probability density functions of
the roller velocities in the polar liquid region. The distribution is peaked around ν0xˆ∥, where xˆ∥ is the
vector tangent to the racetrack centerline. e. Probability density functions of the roller velocities in
the active jam region. The distribution is peaked around 0. The rollers remain mostly at rest. b, c,
d, and e: average area fraction ρ0 = 0.58.
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follows a hysteresis loop when cycling the field amplitude.
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(uncontrolled) initial conditions, the system is either observed in a homogeneous polar liquid or at
liquid-solid coexistence. The bistability of the active material is even better evidenced when cycling
the magnitude of E0 (cycling the average density is not experimentally feasible). Fig. 4.11e shows the
temporal variations of the active-solid fraction upon triangular modulation of E0, see also Supplemen-
tary Movie 5. When E0 increases an active-solid nucleates and quickly grows. When E0 decreases,
the solid continuously shrinks and eventually vanishes at a field value smaller than the nucleation
point. The asymmetric dynamics of LS/L0 demonstrates the existence of a metastable region in the
phase diagram. As shown in Fig. 4.11f, the metastability of the active solid results in the hysteretic
response of LS, the hallmark of a first-order phase transition. We also note that the continuous in-
terfacial melting observed when E0 smoothly decreases contrasts with the response to a rapid field
quench, see Supplementary Movie 6. Starting with a stationary active solid, a rapid quench results in
a destabilization of the solid bulk akin to a spinodal decomposition dynamics.
Altogether these measurements firmly establish that the emergence of active solids results from a
first-order phase separation, which we theoretically elucidate below.
IV Motility-Induced phase separation in high-density polar flocks
IV.1 Nonlinear hydrodynamic theory
As a last experimental result, we show in Fig. 4.12a how the roller speed ν0(ρ) varies with the local
density ρ(r, t) evaluated in square regions of size 12a ∼ 29µm. These measurements correspond to
an experiment where a solid jam coexists with a homogeneous polar liquid. ν0(ρ) hardly varies at
the smallest densities and sharply drops towards ν0(ρ) = 0 when ρ(r, t) exceeds ρ¯ ∼ 0.35. Although
we cannot positively identify the microscopic origin of this abrupt slowing down, we detail a possible
explanation in Appendix I. Simply put, the lubrication interactions between nearby colloids with
colinear polarizations result in the reduction of their rotation rate which ultimately vanishes at contact:
near-field hydrodynamic interactions frustrate self-propulsion. Instead of elaborating a microscopic
theory specific to colloidal rollers as in [14], we instead adopt a generic hydrodynamic description to
account for all our experimental findings.
We start with a minimal version of the Toner-Tu equations which proved to correctly capture the
coexistence of active gas and polar-liquid drops at the onset of collective motion [32, 41, 67]. For sake
of simplicity we ignore fluctuations transverse to the mean-flow direction and write the hydrodynamic
equations for the one-dimensional density ρ(x, t) and longitudinal current W (x, t):
∂tρ+ ∂xW = Dρ∂xxρ, (4.4)
∂tW + λW∂xW = DW∂xxW − ∂x [ϵ1(ρ)ρ]
+ [ρϵ2(ρ)− ϕ]W − a4W 3. (4.5)
We modify the Toner-Tu hydrodynamics to account for the slowing down of the rollers when ρ exceeds ρ¯,
Fig. 4.12a. Two terms must be modified to capture this additional physics: the so-called pressure term
ρϵ1(ρ), and the density-dependent alignment term ρϵ2(ρ) responsible for the emergence of orientational
order and collective motion.
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Coarse-graining microscopic flocking models typically leads to a pressure term proportional to the
particle speed [82, 3]. We therefore expect ϵ1(ρ) to sharply decrease when ρ(x, t) > ρ¯. At even
higher densities, we also expect the repulsion and contact interactions between the particles to result
in a pressure increase with the particle density [14, 93]. We henceforth disregard this second regime
which is not essential to the nucleation and propagation of active solids. The functional forms of
ϵ2(ρ) is phenomenologically deduced from the loss of orientational order in the solid phase reported in
Figs. 4.10e. This property is modelled by a function ϵ2(ρ) which decreases from a constant positive
value in the low-density phases to a vanishing value deep in the solid phase. In all that follows,
we conveniently assume ϵ2(ρ) and ϵ1(ρ) to be proportional. This assumption is supported by the
similar variations observed for the roller speed and local current in Fig. 4.12a. In practice, we take
ϵi = σi[1− tanh((ρ− ρ¯)/ξ)], where σ1 and σ2 are constant.
Numerical resolutions of Eqs. (4.4) and (4.5) at increasing densities faithfully account for the five
successive phases observed in our experiments, see Fig. 4.12 and Appendix II. At low densities, we
first observe the standard Vicsek transition: a disordered gas phase is separated from a homogeneous
polar liquid phase by a coexistence region where ordered bands propagate through a disordered back-
ground [42]. This phase transition occurs at very low area fraction (ρ0 ∼ ϕ ≪ ρ¯), in a regime where
the colloidal rollers experience no form of kinetic hindrance as they interact, therefore ϵi(ρ) ≃ σi. In
agreement with our experiments, a second transition leads to the coexistence between a polar liquid of
constant density ρbL and an apolar dense phase of constant density ρbS . This jammed phase propagates
backwards with respect to the flow of the polar liquid as does the active solids we observe in our ex-
periments. This second transition shares all the signatures of the first-order phase separation reported
in Fig. 4.11. Figs. 4.13a, 4.13b and 4.13c indicate that the jammed phase obeys a lever rule, its width
increases linearly with ρ0 − ρbL, while the velocity c and the shape of the fronts remains unchanged
upon increasing ρ0. The first order nature of the transition is further supported by Supplementary
Movie 7 which shows the existence of a hysteresis loop when ramping up and down the average density.
IV.2 Spinodal instability of polar liquids and domain wall propagation
Having established the predictive power of our hydrodynamic model, we now use it to gain physical
insight into the origin of active solidification. We focus on the experimentally relevant situation where
ρ¯≫ ϕg, i.e. where the slowing down of the particle occurs at area fractions much larger than the onset
of collective motion. Given this hierarchy, at low densities, when ρ0 ≪ ρ¯, the hydrodynamic equations
Eqs. (4.4)-(4.5) correspond to that thoroughly studied in [41, 67, 79]. They correctly predict a first
order transition from an isotropic gas to a polar-liquid phase, see also Appendix III.
The phase separation between a polar liquid and a jammed phase becomes also clear when per-
forming a linear stability analysis of the homogeneous solutions of Eqs. (4.4)-(4.5), see Appendix III
where the stability of the various phases is carefully discussed. At high density, the stability of polar
liquids where ρ = ρ0 and W = W0 ̸= 0 is limited by a phenomenon that is not captured by classical
flocking models. When ρ0 ≫ ϕ + ϵ2/(2λϵ2 + 4a4ϵ1), polar liquids are stable with respect to the spin-
odal decomposition into Vicsek bands, however another instability sets in whenever ϵ′i(ρ0)ρ0 + ϵi(ρ0)
is sufficiently large and negative, which occurs when ρ approaches ρ¯. This instability is responsible
for the formation of active-solid jams. We learn from the stability analysis that it ultimately relies
on the decrease of the effective pressure with density in Eq. (4.5) as a result of the slowing down of
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the colloids in dense environments. This criterion is exactly analogous to the spinodal decomposition
condition in MIPS physics: the formation of active-solid jams results from a complete motility induced
phase separation [48].
IV.3 Discussion
Two comments are in order. Firstly, our results provide a novel microscopic mechanism leading
to MIPS. In classical systems such as Active Brownian Particles, repulsive interactions and persistent
motion conspire to reduce the local current when active particles undergo head-on collisions [87, 89, 90].
Here we show that this microscopic dynamics is however not necessary to observe phase separation
and MIPS transitions solely rely on the reduction of the active particle current as density becomes
sufficiently high, irrespective of its microscopic origin. In the case of colloidal rollers, particle indeed
do not experience any frontal collision when an active solid nucleate in a polar liquid, phase separation
is however made possible by the slowing down of their rolling motion.
Secondly, another marked difference with the dense phases of conventional MIPS system is the
steady propagation of the active solids through the dilute polar liquid. This dynamics can be accounted
for by our model. The two boundaries of the active solid are two domain walls that propagate at the
same speed. The propagation of the domain wall at the front of the solid jam relies on a mechanisms
akin to actual traffic jam propagation: the directed motion of the particles incoming from the polar
liquid cause an accumulation at the boundary with the arrested phase, in the direction opposing the
spontaneous flow. By contrast, the propagation of the second domain wall, at the back of the solid
jam, requires arrested particles to resume their motion. The formation of this smooth front originates
from the mass diffusion terms in Eq. (4.4), which allows particles to escape the arrested solid phase
and progressively resume their collective motion when reaching a region of sufficiently low density
in the polar liquid. This diffusive spreading, however, does not rely on thermal diffusion. The roller
difusivity Dm ∼ 10−13m2/s is indeed negligible on the timescale of the experiments. Fortunately, other
microscopic mechanisms, and in particular anisotropic interactions, lead to diffusive contributions to
the density current [94].
A simple way to model this effect is to consider a velocity-density relation of the form ν0(ρ)[1−ru ·
∇ρ] where u is the orientation of the particle and r, which could be density dependent, quantifies the
anisotropic slowing down of particles ascending density gradients. This anisotropic form is consistent
with the polar symmetry of the flow and electric field induced by the Quincke rotation of the colloids.
Coarse-graining the dynamics of self-propelled particles interacting via such a nonlocal quorum sensing
rule was done in [94] and leads to an effective Fickian contribution ∼ −ρν0r∇ρ to the density current in
Eq. (4.4). The ratio between the magnitude of this effective Fickian flux and that of thermal diffusion
is readily estimated as (ρν0r)/Dm ∼ 105, assuming that r is of the order of the a colloid diameter.
Anisotropic interactions are therefore expected to strongly amplify the magnitude of Dρ. In order to
confirm the prominent role of this diffusion term in the active solid dynamics, we numerically measure
the propagation speed c of the jammed region as a function of Dρ. In agreement with the above
discussion c is found to vanish as Dρ → 0, Fig. 4.13d thereby confirming the requirement of a finite
diffusivity to observe stable active-solid jams. Simply put, the steady propagation of active solids relies
on the balance between two distinct macroscopic phenomena: motility reduction at high density which
results in the formation of sharp interfaces with the polar liquid, and the diffusive smoothing of the
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interfaces that enables particles trapped in the arrested solid phase to resume their motion by rejoining
the polar-liquid flock.
V Conclusion
In summary, combining expriments on Quincke rollers and active-matter theory, we have shown
that the phase behavior of polar active units is controled by a series of two dynamical transitions: a
Flocking transition that transforms active gases into spontaneously flowing liquids, and a Motility-
Induced Phase Separation that results in the freezing of these polar fluids and the formation of active
solids. Although most of their constituents are immobile, active solid jams steadily propagate through
the active liquid they coexist with due to their continuous melting and freezing at their boundaries.
Remarkably, Quincke rollers provide a rare example of an unhindered MIPS dynamics that is not
bound to form only finite-size clusters, see [83] and references therein. Beyond the specifics of active
rollers, we have shown that the freezing of flocking motion and the emergence of active solids is a
generic feature that solely relies on polar ordering and speed reduction in dense environements. A
natural question to ask is wether suitably tailored polar and quorum-sensing interactions could yield
ordered active solids. More generally understanding the inner structure and dynamic of active solids
is an open challenge to active matter phycisists.
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Supplementary Materials:
Freezing a Flock: Motility-Induced
Phase Separation in Polar Active
Liquids
I Appendix A: Quincke rollers.
1 Motorization
Our experiments are based on colloidal rollers [14]. We motorize inert polystyrene colloids of radius
a = 2.4µm by taking advantage of the so-called Quincke electro-rotation instability [60, 61]. Applying
a DC electric field to an insulating body immersed in a conducting fluid results in a surface-charge
dipole P. Increasing the magnitude of the electric field E0 above the Quincke threshold EQ destabilizes
the dipole orientation, which in turn makes a finite angle with the electric field. A net electric torque
TE ∼ P×E0 builds up and competes with a viscous frictional torque TV ∼ ηΩ where Ω is the colloid
rotation rate and η is the fluid shear viscosity. In steady state, the two torques balance and the colloids
rotate at constant angular velocity. As sketched in Fig. 4.14a and 4.14b, when the colloids are let to
sediment on a flat electrode, rotation is readily converted into translationnal motion at constant speed
v0 (in the direction opposite to the charge dipole). We stress that the direction of motion is randomly
chosen and freely diffuses as a result of the spontaneous symmetry breaking of the surface-charge
distribution.
2 Arresting Quincke rotation
We conjecture a possible microscopic mechanism to explain the arrest of the Quincke rotation at
high area fraction: the frustration of rolling motion by lubrication interactions, Fig. 4.14c. The viscous
torque TV acting on two nearby colloids rolling along the same direction is chiefly set by the lubricated
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Supplementary Figure 4.14 | Quincke rollers. a. When applying a DC electric field E0 to an
insulating sphere immersed in a conducting fluid, a charge dipole forms at the sphere surface. When
E0 > EQ, the electric dipole makes a finite angle with the electric field causing the steady rotation of
the sphere at constant angular speed Ω. b. The rotation is converted into translation by letting the
sphere to sediment on one electrode. When isolated, the resulting Quincke rotor rolls without sliding
at constant speed: ν0(0) = aΩ. c. When two colloids rolling in the same direction are close to each
other the lubrication toque acting on the two spheres separated by a distance d scales as ln d and
hinders their rolling motion.
flow in the contact region separating the two spheres. TV therefore increases logarithmically with d−2a
where d in the interparticle distance [95]. As there exists an upper bound to the magnitude of the
electric torque TE, torque balance requires the rolling motion to beco e vanishingly slow as d − 2a
goes to zero: lubricated contacts frustrate collective motion.
II Experimental and Numerical Methods
1 Experiments
The experimental setup is identical to that described in [64]. We disperse polystyrene colloids of
radius a = 2.4µm (Thermo Scientific G0500) in a solution of hexadecane including 0.055wt% of AOT
salt. We inject the solution in microfluidic chambers made of two electrodes spaced by a 110µm-
thick scotch tape. The electrodes are glass slides, coated with indium tin oxide (Solems, ITOSOL30,
thickness: 80 nm). We apply a DC electric field between the two electrodes ranging from 1.3V/µm
to 2.6V/µm using a voltage amplifier. If not specified otherwise, the data correspond to experiments
performed at 1.8V/µm, i.e. at E0/EQ = 2. We confine the rollers inside racetrack by coating the
bottom electrode with an insulating pattern preventing the electric current to flow outside of the
racetrack. To do so, we apply 2µm-thick layer of insulating photoresist resin (Microposit S1818) and
pattern it by means of conventional UV-Lithography as explained in [64].
In order to keep track of the individual-colloid position and velocity, we image the system with a
Nikon AZ100 microscope with a 4.8X magnification and record videos with a CMOS camera (Basler
Ace) at framerate up to 900Hz. We use conventional techniques to detect and track all particles [66,
96, 97]. When performing large-scale observations we use a different setup composed of a 60mm macro
lens (Nikkor f/2.8G, Nikon) mounted on a 8Mpxls, 14bit CCD camera (Prosilica GX3300).
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2 Numerics
The numerical resolution of the Toner-Tu equations Eqs. (4.4) and (4.5) were done using a semi-
spectral method with semi-implicit Euler scheme.
III Linear Stability of the generalized Toner-Tu equations
In this appendix we show how the succession of instabilities of the homogeneous solutions of Eqs. (4.4)
and (4.5) correctly predict the full phase behavior observed in our experiments and numerical simula-
tions.
1 Stability of the disordered gas
We start by considering a homogneous gas phase where ρ = ρ0, W = 0. The linearized dynamics of
a small perturbation δX ≡ (δρ, δW ) is given, in Fourier space, by δX˙k =MkδXk, where the dynamical
matrix Mk is given by
Mk =
(
−Dρk2 −ik
−(ϵ1 + ϵ′1ρ0)ik (ρ0ϵ2 − ϕ)−DWk2
)
(4.6)
The eigenvalues λ± of Mk determines the stability of the gas phase. We find:
λ± =
−(Dρk2 +DWk2 − ρ0ϵ2 + ϕ)±
√
(Dρk2 +DWk2 − ρ0ϵ2 + ϕ)2 − 4k2(ϵ1 + ϵ′1)− 4(DWk2 − ρϵ2 + ϕ)Dρk2
2
(4.7)
The gas is therefore unstable when either one of the following condition is satisfied:
ρ0ϵ2 − ϕ > 0 (4.8)
(ϵ1 + ρ0ϵ′1) < −(DWk2 − ρϵ2 + ϕ)Dρ (4.9)
The first condition is the standard spinodal instability leading to the emergence of collective motion
and local orientational order [3, 79]. Beyond this classical results, we find a second instability akin to
the MIPS criterion in the presence of translationnal diffusion [48]. This second condition arise from
the decrease of the pressure term in Eq. (4.5) when ρ increases. This condition is not met in our
experiments where we find that the emergence of polar order occurs before the onset of solidification.
2 Stability of polar liquids
Let us now consider a polar liquid where ρ = ρ0, and W = W0 with a4W 20 = (ρ0ϵ2 − ϕ). Following
the same procedure as in the previous section, the linearized dynamics of a small perturbation δX =
(δρ, δW ) is defined by the dynamical matrix:
Mk =
(
Mρρ MρW
MWρ MWW
)
(4.10)
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where
Mρρ = −Dρk2, (4.11)
MρW = −ik, (4.12)
MWρ = −(ϵ1 + ϵ′1ρ0)ik + (ϵ2 + ϵ′2ρ0)W0 (4.13)
MWW = (ρ0ϵ2 − ϕ)−DWk2 − λikW0 − 3a4W 20 (4.14)
Looking for the condition under which an eigenvalue admits a positive real part, so that the
homogeneous solution becomes unstable, leads to:
−α6k6 − α4k4 − α2k2 − α0 > 0 (4.15)
with
α6 = DWDρ(Dρ +DW )/W 20 (4.16)
α4 = λ2DρDW + 2DρDW (Dρ +DW )2a4W 20
+ (Dρ +DW )2
[
Dρ2a4 + (ϵ1 + ϵ′1ρ0)/W 20
]
(4.17)
α2 =
[
Dρ2a4 + [(Dρ +DW )
(
ρ0ϵ
′
2 + ϵ2
)]
+ 2 (Dρ +DW ) 2a4
(
Dρ2a4W 20 +
(
ρ0ϵ
′
1 + ϵ1
))
+DρDW (2a4W0) 2 − 2λDρ
(
ρ0ϵ
′
2 + ϵ2
)
(4.18)
α0 = (2a4) 2
[
Dρ2a4W 20 +
(
ρ0ϵ
′
1 + ϵ1
)]
+
(
ρ0ϵ
′
2 + ϵ2
)
2a4W 20 −
(
ρ0ϵ
′
2 +W0ϵ2
)2 (4.19)
The analysis of the polynomial equation Eq.(4.15) leads to a cumbersome instability criterion, that
however simplifies in the context of our experiments where ϕ≪ ρ¯.
At low density, ρ0 ≪ ρ¯, so that ρ0ϵ′1 + ϵ1 = σ1 and ρ0ϵ′2 + ϵ2 = σ2, and only the constant term α0
can be positive, which yields a simplified instability criterion:
σ2/(σ2ρ0 − ϕ) > 8a4Dρ(σ2ρ0 − ϕ) + 4a4σ1 + 2λσ2 (4.20)
In the limit of small Dρ, relevant for our experiments [64], one recovers the spinodal instability criterion
of a homogeneous polar liquid [67]
ϕ+ σ22λσ2 + 4a4σ1
≳ σ2ρ0 (4.21)
For larger densities, deep in the polar-liquid phase when ρ0 ∼ ρ¯, the instability criterion (4.21)
cannot be satisfied. However, ϵ′i(ρ0) is not negligible anymore, and a novel instability dictates the
dynamics. All the α0, α2 and α4 terms can be negative when ϵ′iρ0+ ϵi is sufficiently large and negative
(provided that DW > Dρ, which holds in our experimental conditions [64]). Again, one recovers a
standard MIPS instability, which occurs in the vicinity of ρ¯ provided that the decrease of ϵi(ρ) is
sharp enough. We note that α0 could also change and become negative for ϵ′iρ0 + ϵi sufficiently large
and positive. This situation is however not relevant for our experimental system but hints towards a
possible additional instability of the ordered polar liquid, which will be discussed elsewhere.
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IV Description of the Movies
Movie 1. Movie 1 shows a polar liquid flowing along a microfluidic racetrack. Dimensions of the
observation window: 1.3mm× 1.3mm. The movie is slowed down by a factor 3.8.
Movie 2. Movie 2 Close-up in the microfluidic racetrack. We first see the polar liquid phase and
then the compact active solid forming at one end and melting at the other end. Dimensions of the
observation window: 1.3mm× 1.3mm. wide. The movie is slowed down by a factor 3.8.
Movie 3. Movie 3 shows a typical experiment in a racetrack where an active solid steadily propagate
through the homogenous polar liquid it coexists with. The movie is sped up by a factor 30.
Movie 4. Movie 4 shows the coarsening dynamics of multiple active solids. The movie is sped up by
a factor 30.
Movie 5. Hysteresis dynamics upon cycling the magnitude of the electric-field. This movie corre-
spond to the experiments of Figs. 3e and 3f in the main document. The movie is sped up by a factor
30.
Movie 6. Response to an electric-field quench The bulk of the active solid is destabilized at all
scales. This phenomenon is reminiscent to a spinodal decomposition scenario. The movie is sped up
by a factor 30.
Movie 7. Numerical simulations of Eqs (1-2) with the same parameters as in Fig 5a-c, but with
dx = 0.1 and dt = 0.01 to access longer time scales. Cycling the density ρ0 up and down shows a clear
hysteresis loop. The polar liquid is stable up to a spinodal density ρsL. After an initial instability, the
coarsening process leads the system towards phase separation between a polar liquid at ρbL and a solid
phase, which is propagating backward. When decreasing the density, the solid jam is seen down to
ρ0 ≃ ρbL ≪ ρsL highlighting the hysteresis loop.
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Résumé
Des mouvements collectifs dirigés émergent dans des systèmes très variés, depuis les assemblées syn-
thétiques de grains vibrés jusqu’aux nuées d’oiseaux dans la nature. En essayant de comprendre le car-
actère générique de ces comportements dynamiques collectifs, les physiciens ont décrit les populations
d’individus motiles comme des matériaux ordonnés. Dans cette thèse, nous réalisons expérimentale-
ment des troupeaux synthétiques en laboratoire et nous explorons leurs propriétés hydrodynamiques.
Nous tirons avantage du mécanisme d’électrorotation de Quincke pour motoriser des millions de col-
loïdes. Ces rouleurs de Quincke sont capables de s’auto-organiser pour former un troupeau appelé
liquide polaire où toutes les particules se déplacent en moyenne dans la même direction.
Nous montrons que la dynamique de ce liquide polaire est très bien décrite par des prédictions
théoriques laissées sans preuves expérimentales depuis vingt-cinq ans. En particulier, nous démontrons
que deux modes sonores s’y propagent et nous montrons que l’étude de leur spectre fournit une méthode
non invasive pour mesurer ses constantes hydrodynamiques.
Finalement, nous montrons que le mouvement dirigé peut être supprimé collectivement dans un
troupeau dense. Un solide actif peut nucléer et se propager à contre-courant dans le liquide polaire.
Nous établissons que cette solidification est une transition du premier ordre et qu’il s’agit de la première
démonstration expérimentale complète d’une séparation de phase induite par la motilité des particules
actives (aussi appelée MIPS).
