Given a (possibly infinite) family S of oriented stars, an S-packing in a digraph D is a collection of vertex disjoint subgraphs of D, each isomorphic to a member of S. The S-PACKING problem asks for the maximum number of vertices, of a host digraph D, that can be covered by an S-packing of D. We prove a dichotomy for the decision version of the S-packing problem, giving an exact classification of which problems are polynomial time solvable and which are NP-complete. For the polynomial problems, we provide Hall type min-max theorems, including versions for (locally) degree-constrained variants of the problems. An oriented star can be specified by a pair of (k, ) ∈ N 2 \ (0, 0) denoting the number of outand in-neighbours of the centre vertex. For p, q, d ∈ N ∪ {∞}, we denote by S p,q,d the family of stars (k, ) such that k p, and q, and 0 < k + d. We prove the S-PACKING problem is polynomial if S = S p,q,d for some p, q, d ∈ Z + ∪ {∞}, and NP-complete otherwise.
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a G-packing of a graph H is a collection of vertex disjoint subgraphs of H , each isomorphic to some member of G. In this paper we study packings in digraphs. For a fixed family of digraphs, G, we analogously define a G-packing in a digraph H to be a collection of vertex disjoint subgraphs of H , each of which is isomorphic to a member of G. Given such a packing P, a vertex of H is called covered by P if it belongs to one of the subgraphs in P (and exposed otherwise). A formal description of the main decision problem is as follows.
Problem 1.
Let G be a fixed nonempty family of digraphs.
G-PACKING

INSTANCE:
A digraph H and an integer k. QUESTION: Does H admit a G-packing covering at least k vertices?
Clearly, we can also view this problem as an optimization problem. Given a host graph H , a G-packing is maximum if it covers the maximum number of vertices in H taken over all Gpackings of H . A packing is perfect if it covers all the vertices of H . We are also interested in the existence of perfect packings.
Problem 2. Let G be a fixed nonempty family of digraphs. PERFECT G-PACKING
INSTANCE: A digraph H . QUESTION: Does H admit a perfect G-packing?
Both G-PACKING and PERFECT G-PACKING have received much attention [4, 8, 9, 13] in the case of undirected graphs. In particular, [4] and [9] identified the role of hypomatchable graphs G in the family G. In [13] the authors obtained such a dichotomy classification of the computational complexity of G-PACKING for any family of the form G = {K 2 , G}: G-PACKING is polynomial time solvable when G has a perfect matching, is hypomatchable, or is a so-called propeller (defined in [13] ); and is NP-complete otherwise. Of particular relevance to this paper is a similar classification from [10] , for the case when G is a set of complete bipartite graphs. Specifically, G-PACKING is polynomial time solvable when G is a sequential set of stars, i.e., when G = {K 1,i | i = 1, 2, 3, . . .}, or G = {K 1,i | i = 1, 2, 3, . . . , d} for a fixed integer d > 0; and is NP-complete otherwise. In all of these cases, the same classification also applies to the PERFECT G-PACKING problem.
The study of G-packings (and perfect G-packings) in directed graphs was initiated in [14] . A dichotomy classification of the computational complexity of G-PACKING when G is a collection of directed paths is obtained in [1] .
(Surprisingly, such a dichotomy is not known when G is a family of undirected paths, cf. [7] .) A similar dichotomy classification for families G = { P 1 , G} is given in [3] : the problem is polynomial when G has a perfect matching or is hypomatchable; and is NP-complete otherwise. (Here P 1 denotes the directed path of length one.) In this paper we focus on the case of oriented stars. Despite the simplicity of the family, we have found this a rich topic, with interesting relations to matching problems.
We consider finite digraphs without loops. We allow anti-parallel arcs (a pair of arcs with the head of one equal to the tail of the other, and vice versa). The underlying graph of a digraph is the graph obtained by replacing each arc with an undirected edge. A digraph in which each pair of vertices u and v is joined by at most one arc is an oriented graph.
Given a vertex v in a digraph, the vertices u such that vu is an arc are called the out-neighbours of v. The set of out-neighbours is denoted N + (v) and the number of out-neighbours is called the out-degree and is denoted d + (v). Analogously, the in-neighbours of v are the vertices u such that uv is an arc. The set of in-neighbours is denoted N − (v) and the number of in-neighbours is the in-degree,
A star is a graph isomorphic to the complete bipartite graph K 1,s for s 1. An oriented star is an oriented graph whose underlying graph is a star. (Note we require that a star contain at least one arc.) Thus an oriented star has a centre vertex c, corresponding to the vertex of degree s in K 1,s . No vertex is both an in-neighbour and an out-neighbour of the centre. We shall refer to oriented stars simply as stars in the remainder of the paper. Note that a star can be uniquely represented by a pair (k, ) ∈ N 2 \ (0, 0), where k is the number of out-neighbours and is the number of in-neighbours of the centre vertex. Thus a family of stars corresponds to a subset of N 2 \ (0, 0). In this paper, we obtain a dichotomy classification of the computational complexity of S-PACKING and PERFECT S-PACKING in the case when S is a fixed, possibly infinite, family of oriented stars (identified with the corresponding subset of N 2 \ (0, 0)). 
Consider a family S p,q,d . The total degree of any centre is at most p + q. Hence, without loss of generality 0 < d p + q and p, q d. Note, S 0,0,0 = S 0,0,1 = ∅ as we require all stars to contain at least one arc. In this case the packing problem is trivial as no vertices can be covered. Hence, for the remainder of the paper we require all packing families S to be nonempty. When d = 1, the unique (nonempty) family is
and the S p,q,d -PACKING problem naturally corresponds to the ordinary matching problem solved in [5] . We shall include this case in our classification, but mostly focus on d 2 in the remainder of the paper.
Our dichotomy classification is as follows. As noted above, we focus on the case when d 2. In Section 2, we prove the following theorem.
The proof uses a nontrivial reduction to the MAXIMUM BIPARTITE MATCHING problem. We also obtain a Hall type min-max characterization for the minimum number of vertices left exposed in an instance of S p,q,d -PACKING. 
As a matter of fact, the above results will be proven in a more general form. A degree- 
We conclude the paper with a study of T -packing problems, where T is a family of trees. We restrict our attention to families that are closed under an operation called pruning. In fact, we show each of these problems naturally reduces to an S-packing problem where S is a family of stars. Thus the complexity of each such tree packing problem is determined in Theorem 1.1. A characteristic of our reduction is a nontrivial post-processing phase, similar to one used in [1] . First we introduce some technical lemmata which play a fundamental role in the postprocessing phase. 
Positive results
In
The following result is our required analogue of the Dulmage-Mendelsohn theorem (see Theorem 2.3 below) used in our post-processing phase.
Lemma 2.2. Let
W = (D; p, q, d) be a degree-constrained digraph. Assume p v , q v 1 and d v 2 for all v ∈ V . Further, assume D = (V , A) = (V ; R, B) is a red-blue digraph such that d + R (v) p v , d − R (v) 1, d + B (v) 1, d − B (v) q v , and d − B (v) + d + R (v) d v for every vertex v ∈ V . Then W
admits a degree-constrained star packing which covers all vertices in R H ∪ B T .
(We remark the assumption d 2 is required here to ensure the transitive triple with two red arcs forming a directed path of length two and the remaining arc blue admits a perfect packing. We have previously observed, when d = 1 the star packing problem is simply the general matching problem-a reduction of this problem to bipartite matching as described below would be surprising!)
Proof. By induction on the number of arcs. Hence, we can assume D contains no anti-parallel arcs of opposite colour. Denote by V B the set of vertices which are incident with some blue arc. 
Case 2. There exists a vertex
Let (u, v) ∈ R be a red arc. Consider W := W \ {u, v}. Let R H (respectively B T ) be the set of those vertices of D := D \ {u, v} which are heads of red arcs (respectively tails of blue arcs).
By induction, W admits a degree-constrained packing P covering all vertices in R H ∪ B T . In the following, we show how to extend P to a packing P in W covering all vertices in R H ∪ B T .
We propose to obtain P from P by adding a single star S u with centre at u consisting of all those red arcs exiting from u and all those blue arcs entering u whose other endpoint is not covered by P . Observe the red arc (u, v) belongs to S u . Note that S u is a (p u , q u , d u )-star by the assumed conditions on the degrees in D.
Case 2.2.
There is a vertex x = u such that (v, x) ∈ R, where x is not covered by P ; moreover, for all y / ∈ {v, x}, such that (y, u) ∈ B or (u, y) ∈ R, y is covered by P . We propose to obtain P from P by adding a single star S v with centre vertex v consisting of all those red arcs exiting from v and the red arc (u, v) . 
Case 2.3.
There is a vertex x = u such that either (v, x) ∈ R, where x is not covered by P ; and there is a vertex y / ∈ {v, x}, such that (y, u) ∈ B or (u, y) ∈ R, and y is not covered by P . We propose to obtain P from P by adding two stars S u and S v centred at u and at v respectively. Star S v is made of all those red arcs exiting v whose other endpoint is not covered by P . (There is at least one such arc.) Similarly, star S u is made of all those red arcs, except (u, v), exiting from u whose other endpoint is not covered by P , and all those blue arcs entering u whose other endpoint is not covered by
The special case of Lemma 2.2 when p = q = 1, d = 2 can be readily seen to imply the following classical result. Therefore, with the above proof of Lemma 2.2, we are implicitly offering a local minded proof of Dulmage-Mendelsohn theorem which does not involve alternating paths arguments, much in the spirit of the proofs in [15, 16] .
A reduction to bipartite matching
In this section, we show how the DEGREE-CONSTRAINED STAR PACKING problem can be reduced to the BIPARTITE MATCHING problem under the assumption for all v ∈ V , p v , q v 1 and
From W we will construct a bipartite graph. The reader may wish to consult the example in Fig. 1 
, and v * ∈ V * . Thus, V * is a copy of V , and each of V
We now define a bipartite graph G associated with W , having V * ∪ V and V + ∪ V − as its colour classes. (We write [n] = {1, 2, . . . , n}.) The edges are organized as follows:
• For each vertex v ∈ V (D) put an edge between each copy of v in V + and between each copy of v in V . Thus, let E + = {v
Similarly, put an edge between each copy of v in V − and between each copy of v in V . Thus, let E − = {v
• For each arc (u, v) ∈ A(D) put an edge between each copy of u in V + and v * . Thus, let
Similarly, put an edge between u * and each copy of 
An example of the construction is given in Fig. 1 Finally, the thick arcs in D are a star packing with the stars centred at u 1 and u 5 . The corresponding matching in G is denoted by the thick edges. This matching has the property that all of V is covered plus v * ∈ V * is covered if and only if v ∈ V (D) is covered by the star packing.
Observation 2.4. The graph G admits a maximum matching which covers all vertices in V .
Proof. Clearly, graph G admits a matching which covers all vertices in V . Since G is bipartite and V is contained in one of the two colour classes of G our claim easily follows from, for example, Theorem 2.3. 2 A matching of G which covers all vertices in V is called a V -matching of G. We shall describe a correspondence between sets of vertices in D that can be covered by degree-constrained packings in D, and sets of vertices in V * that can be covered by V -matchings of G.
The essence of the reduction is captured by examining u 5 in Fig. 1 . Since p u 5 = 2, there is a copy of u 5 in both V , and u − 5 1 . Fig. 1 . The bipartite graph G associated with W .
Since we restrict our attention to V -matchings, one of u
, and u − 5 1 must be matched to u 5 1 . Hence, at most two of u
, and u
can be matched to a vertex in V * , i.e. at most two arcs in D can be incident with u 5 in a degree-constrained star packing. As previously mentioned, our reduction requires a post processing phase. Given a V -matching in G, a direct translation of the matching back to a packing may not produce a degree-constrained star packing. For example, consider a matching in the graph G in Fig. 1 . It is possible that the edges u . The result is a matching covering the same vertices of V * ; moreover, the corresponding star (in D) centred at u 1 with out-neighbours u 4 and u 3 covering each of u 1 , u 3 , u 4 in D does satisfy the degree constraints. As a second example, consider three matching edges in G: u
u * 5 , and u + 5 1 u * 6 . The corresponding arcs form an oriented path of length three in D. Removing the middle arc of this path, produces a star packing covering the same vertices. Note this middle arc is nonessential as defined in the proof of Lemma 2.1. The post processing is formally described in the following lemma.
Lemma 2.6. Let G be the bipartite graph associated with a degree-constrained digraph W = (D; p, q, d). For every V -matching M of G, there exists a degree-constrained packing P of D
such that u ∈ V is covered by P whenever u * is covered by M. We note that the necessity of this post-processing phase is captured in [2] where we examine the special case of { P 1 , P 2 }-packings. Clearly, if we place weights on the vertices on D and ask for an optimal vertex-weight star packing, we can simply solve the corresponding vertexweighted problem on the bipartite graph G. However, if we place weights on the arcs of D and ask for an optimal arc-weight packing, the situation is much different. Due to the post-processing an optimal edge-weight packing in G does not correspond to an optimal arc-weight packing in D. Indeed the former problem is polynomial time solvable, whereas, we establish in [2] that the latter is NP-complete.
We conclude this section with an outline of the algorithm and a brief analysis of its complexity.
Algorithm 1. Maximum Packing Input: A degree-constrained digraph W = (D; p, q, d).
Output: A maximum packing P in W .
(1) Construct G, the bipartite graph associated with W , as defined in Section 2.1.
(2) Find a maximum matching in G. [11, 17] ).
The min-max theorem
Let W = (D; p, q, d) be a degree-constrained digraph and let P be a packing in D. Then exp(P) denotes the number of vertices of D left exposed by P. For any set S of vertices from D, the deficiency of S is defined as
The reduction to BIPARTITE MATCHING yields the following min-max characterization.
Theorem 2.7. Let W = (D; p, q, d) be a degree-constrained digraph. Then min exp(P) = max def (S)
where the minimum is taken over all degree-constrained packings P of W and the maximum is taken over all sets S of vertices of D.
Proof. Suppose S ⊆ V (D)
and let P be a degree-constrained packing. We begin by noting that def (S) can be rewritten as follows:
Thus, the number of exposed vertices in D is at least the number of exposed vertices in S which is at least def (S), i.e.
exp(P) def (S).
To prove the equality of the optimal values, consider some packing P which minimizes the number of exposed vertices, say k, over all packings. Consider the associated matching in the bipartite graph G ( Hence,
NP-completeness results
In this section, we prove the NP-completeness claims in Theorem 1.1.
Lemma 3.1. Let S be a nonempty subset of N 2 \ (0, 0) such that the following three properties hold for p, q 1:
Proof. First suppose there exists a d such that for all (i, j ) ∈ S, we have i + j d. Then we take d to be minimum with this property and define
It is straightforward to check that S = S p,q,d . Thus suppose for all integers d, there is (i, j ) ∈ S such that i + j > d. Then we consider three cases.
Claim 3.4.1. There exists (k, ) ∈ S with k < p such that (A) = q and for all i, k < i < p, (i, q) / ∈ S; or (B) < q and for all (i, j ), k i p, < j q, such that (i, j ) = (p, q), we have (i, j ) / ∈ S.
Indeed, we can take to be the largest integer q for which (i, ) ∈ S for some i < p. If = q, we let k be the largest integer k < p with (k, ) ∈ S, establishing (A). If < q we let k be the largest integer k < p with (k, ) ∈ S. This choice of (k, ) together with the minimality of q establishes (B). This completes the proof of Claim 3.4.1.
We now construct a gadget C that is a copy of S p,q . Let t = (p + q − 1) − (k + ) 1. We label the leaves of the star x, y 1 , . . . , y t , z 1 , z 2 , . . . , z k+ , and we label the centre c. Orient the edges so that the subgraph induced by {c, z 1 , . . . , z k+ } is a copy of S k, . In case (A) orient the edge cx from c to x. In case (B) orient the edge cx from x to c. Finally, orient the edges cy 1 , cy 2 , . . . , cy t so that C is a copy of S p,q . x j , y j,1 , . . . , y j,t , z j,1 , . . . , z j,k+ so that the substar induced by the centre and z j,1 , . . . , z j,k+ is a copy of S k, , and the substar induced by the centre and  y j,1 , . . . , y j,t , z j,1 , . . . , z j,k+ is a copy of S p−1,q . Identify the leaves y j,1 , . . . , y j,t with r 1,j , r 2,j , . . . , r t,j respectively. Finally identify x j with a j . Examples of G are in Figs. 2 and 3 .
Perform this construction for each M-tuple. Call the resulting oriented graph H .
Claim 3.4.4. The graph H has a perfect S-packing if and only if T admits an M-dimensional matching.
Suppose there is an M-dimensional matching of T . For each M-tuple (a 1 , . . . , a M ) in the matching, cover the corresponding copy of G as illustrated in Fig. 2. For each M-tuple  (a 1 , . . . , a M ) not in the matching, cover the copy as in Fig. 3 . This is a perfect S-packing of H . Suppose H admits a perfect S-packing. Consider the copy of G that corresponds to some M-tuple, say (a 1 , . . . , a M ) . Recall there is one copy of C and p + q copies of C in G. In C each edge cz 1 , . . . , cz k+ must be a packing edge as each z i has degree one in H . Similarly, each c j z j,i for j = 1, . . . , p + q and for i = 1, . . . , k + must be a packing edge. That is, all edges in the copies of S k, identified in the construction of C, C 1 , . . . , C p+q are packing edges.
Next we consider the edge ca M (in C). If ca M is a packing edge, then by Claim 3.4.2 all of cy 1 , . . . , cy t are also packing edges. Hence none of the edges in the t copies of S p,q are packing edges. Thus all edges of the form c j y j,i are packing edges (to cover the vertices y j,i = r i,j ). At this point we have argued that in each copy of C j all the edges with the possible exception of c j x j are packing edges. However, C j \ {x j } is a copy of S p−1,q which is not in S. Hence, c j x j is a packing edge for each j = 1, . . . , p + q. That is, if the vertex a M is covered using the edge ca M in G, then each of a 1 , . . . , a p+q is also covered using an edge in G. In this case we add the M-tuple (a 1 , . . . , a M ) to the matching. By the pigeonhole principle and the assumption that Proof. The case that p = q = 1 requires a slightly modified argument which we present below. Hence assume p + q 3. Using Lemma 3.4, we obtain the following implications on membership in S: We may assume every clause has at least two literals, for a clause with one literal uniquely determines the value of that variable in any satisfying truth assignment and allows for a natural reduction where restrictions (A) and (B) are both maintained.
Moreover, if all occurrences of a variable are positive, then we can set that variable to true and drop that variable and all clauses containing it. By inverting a variable, we can also assume that for each variable:
(C) either the variable has one positive occurrence and one negated occurrence; (D) or the variable has two positive occurrences and one negated occurrence.
For the variable x i we label the corresponding literals with x i , x i in case (C), and with
. Thus, let E be a boolean expression with the restrictions (A), (B), (C) and (D) described above. We construct an oriented graph H = H(E) from truth-setting components and testing components. There is one testing component for each clause in E and one truth-setting compo- To construct H , we begin with a vertex for each literal appearing in E. These vertices, called literal vertices, play a special role in that all components are connected only by means of these vertices. More precisely, a literal vertex belongs to the truth setting component of the associated variable, and to the testing component of the clause in which the literal appears.
Let d be a clause in E. We construct a testing component, i.e. an oriented graph, which we call 
This completes the construction of H(E). That is, H(E)
consists of the literal vertices upon which we have constructed testing components and truth-setting components. 
Consider a perfect packing of H(E)
. By Claim 3.5.1, in each testing component, there is at least one literal vertex not covered by an arc in the testing component. However, the packing is perfect, hence the literal is covered by an arc belonging to some truth-setting component. In this case, we assign the literal the value true. In particular, each testing component, and thus each clause, has at least one true literal. Moreover, by Claim 3.5.2 no variable is assigned both true and false. Finally, any variable not yet assigned a value can arbitrarily be assigned true or false. Conversely, any satisfying truth assignment can easily be translated into a perfect packing of H(E).
To complete the proof we need to revisit the case p = q = 1. In this case the testing components have the property that B 1 and B 2 (if present) are empty sets. In this case it is possible that an S-packing of H has stars with centres located at literal vertices. Such a packing may not correspond to a satisfying truth assignment.
If S 0,2 ∈ S, then add k −1, k = 2 or 3 as above, directed four cycles to each testing component, identifying one of the vertices in the four cycle with c i , i = 1, . . . , k − 1. Thus, B i ∪ {c i } is a directed four cycle. It is straightforward to verify that Claim 3.5.1 holds.
On the other hand suppose S contains only outward oriented stars. If S ,0 ∈ S and S +1,0 / ∈ S for some , then construct a new testing component using k − 1 copies of the star S +1,0 . (Note 2.) If k = 2, then identify l 1 and l 2 with two leaves of S +1,0 . If k = 3, then we identify l 1 and l 2 with two leaves in one copy of S +1,0 and identify l 2 and l 3 with two leaves in the other copy of S +1,0 .
Again, it is straightforward to verify Claim 3.5.1 holds with these modified testing components. Thus, S-PACKING is NP-complete.
Finally, we consider the case where S consists of precisely all outward oriented stars S ,0 for 1. In this final case, our reduction from 3-SAT no longer works. We instead construct a reduction from SET COVER. Assume we are given an instance of SET COVER, that is, a ground set V of size n and a family S 1 , S 2 , . . . , S m of subsets of V . Assume we are also given a natural k and are asked whether there exists at most k subsets out from the given family which cover the whole ground set V .
Then we propose to construct an oriented graph D as follows. To prove the claim assume S 1 , S 2 , . . . , S k cover V . Thus we can find stars with centres S 1 , S 2 , . . . , S k covering the whole V . Clearly, we can assume the cover is minimal, and thus each star covers at least one vertex not covered by any other star. Moreover, each vertex in V needs only be covered once, and thus we can take the stars to be vertex disjoint. Next we add all the stars (S i , S i ), for i = k + 1, k + 2, . . . , m. Finally we add all the stars (S i , i), for i = 1, 2, . . . , k.
For the converse, assume we are given a perfect packing of outwards rooted stars in D. Notice that vertices in {1, 2, . . . , k} are sinks, and thus can be assumed to be leaves of stars in the packing. Hence, at most k vertices of {S 1 , S 2 , . . . , S m } are centres of stars which cover vertices in {1, 2, . . . , k}. Let X the set of those i such that the vertex S i is a centre of a star which covers at least one vertex in {1, 2, . . . , k}. Notice that for each i / ∈ X, the vertices S i and S i are necessarily matched. Since |X| k, there must be at least m − k such pairs matched vertices. Hence, no arc of the form (S i , v) with i / ∈ X belongs to given packing. Thus there are at most k stars in {S 1 , S 2 , . . . , S m } which are centres of stars having as leaves a subset of the vertices in the ground set V . These stars form a set cover of V of size at most k. 2 We conclude by observing the special cases of packing with only sources or only sinks are NP-complete. These results (for k = 2) have already been shown in [3] .
Packing trees
A family T of (directed) trees is closed under pruning if the following holds.
If T ∈ T and T is obtained from T by removing one leaf, then T ∈ T .
Again to avoid trivialities, we require trees in such a family to have at least two vertices. Given a (directed or undirected) tree T , we denote by [T ] the minimal family of trees containing T which is closed under pruning. In this section, we underline that directed packing problems are more difficult than undirected packing problems by exhibiting the following two further results of our investigations. The proof of both theorems follows from the lemma below. The key concept is that of the kernel of a family. Specifically, suppose G is a family of (di)graphs and G ∈ G. Further suppose that there exists a perfect G \ {G}-packing of G. Then for any (di)graph H and any G-packing of H , say P, there exists a G \ {G}-packing of H covering the same vertices as P, since the use of G can be avoided. Such a family G containing a redundant element G is called reducible. A family which is not reducible is called irreducible. Each family G contains a unique irreducible subset called the kernel of G, denoted ker(G). 
Proof. First observe that no star in [T ] is redundant. Hence, S ⊆ ker(T ).
To complete the proof we show that any tree in [T ] that is not a star is redundant. Thus, let T ∈ T be a tree that is not a star. Let v be a vertex in T that is not a leaf, but is adjacent to a leaf. Let L be the set of leaves to which v is adjacent. Then the subgraph induced by L ∪ {v} is a star belonging to [T ] . We cover this star, and remove L ∪ {v} from T . The result is a strictly smaller tree with at least two vertices. In this way we can cover all of T with stars from [T ]. 2
