Abstract Significant changes in the instance distribution or associated cost function of a learning problem require one to reoptimize a previously-learned classifier to work under new conditions. We study the problem of reoptimizing a multi-class classifier based on its ROC hypersurface and a matrix describing the costs of each type of prediction error. For a binary classifier, it is straightforward to find an optimal operating point based on its ROC curve and the relative cost of true positive to false positive error. However, the corresponding multiclass problem (finding an optimal operating point based on a ROC hypersurface and cost matrix) is more challenging and until now, it was unknown whether an efficient algorithm existed that found an optimal solution. We answer this question by first proving that the decision version of this problem is NP-complete. As a complementary positive result, we give an algorithm that finds an optimal solution in polynomial time if the number of classes n is a constant. We also present several heuristics for this problem, including linear, nonlinear, and quadratic programming formulations, genetic algorithms, and a customized algorithm. Empirical results suggest that under both uniform and non-uniform cost models, simple greedy methods outperform more sophisticated methods.
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Introduction
We study the problem of re-weighting classifiers to optimize them for new cost models. For example, given a classifier optimized to minimize classification error on its training set, one may attempt to tune it to improve performance in light of a new cost model. Equivalently, a change in the class distribution (the probability of seeing examples from each particular class) can be handled by modeling such a change as a change in cost model. More formally, we are concerned with finding a nonnegative weight vector (w 1 , . . . , w n ) to minimize 
given labeled examples {(x 1 , y 1 ), . . . , (x m , y m )} ⊂ X × {1, . . . , n} for instance space X , a family of confidence functions f j : X → R + for 1 ≤ j ≤ n, and a cost function c : {1, . . . , n} 2 → R + . This models the problem of reoptimizing a multi-class classifier in machine learning. A machine learning algorithm takes a set S = {(x 1 , y 1 ), . . . , (x m , y m )} ⊂ X × {1, . . . , n} of labeled training examples and selects a function F : X → {1, . . . , n} that minimizes misclassification cost on S, which is
(y i , F (x i )), where cost c(y i , F (x i )) is a nonnegative function measuring the cost of predicting class F (x i )
on example x i whose true label is y i . For convenience, we will assume that the classifier F is represented by a set of nonnegative functions f j : X → R + for j ∈ {1, . . . , n}, where f j (x) is the classifier's confidence that x belongs in class j , and F (x) = argmax 1≤j ≤n {f j (x)}. Each confidence function f j can be seen as a "base learner" (as in a one-versus-rest strategy).
An obvious solution would be to simply rerun the base learning algorithm to reoptimize each confidence function f j for the new cost function. However, this process may be very expensive or even impossible. Thus, the task before us is to reoptimize F without discarding the family of base learners. As an example, consider the machine learning application of predicting where a company should drill for oil. In this example the set of instances X consists of candidate drilling locations, each described by a set of attributes (e.g. fossil history of the site, geographic features that quantify how well oil is trapped in an area, etc.). The set of classes could be a discrete scale from 1 to n, where 1 indicates no oil would be found, and n indicates a highly abundant supply. To learn its classifier F , the learning algorithm was given a set S ⊂ X × {1, . . . , n} of instance-label pairs as well as a nonnegative, asymmetric cost function c, where c(j, k) measures the cost of money and resources of thinking that an area of class j really was class k. (This function not only indicates the cost of committing excessive resources to an area with too little oil, but also of committing too few resources to an area with abundant oil.) Once the function F is learned and put into practice, it may become the case that the cost function changes from c to c , e.g. if new technologies in drilling and shipping of oil emerge. If this happens, then the function F is no longer appropriate to use. One option to remedy this is to discard F and train a new classifier F on S under cost function c . However this may not be an option if the original data S is unavailable, say due to proprietary restrictions. In this case the best (or perhaps only) choice is to reoptimize F based on a new (possibly smaller) data set. Such problems have been studied extensively (Fieldsend and Everson 2005; Ferri et al. 2003; Hand and Till 2001; Lachiche and Flach 2003; Mossman 1999; O'Brien and Gray 2005; Srinivasan 1999 ).
For learning tasks with only n = 2 classes, this problem is equivalent to that of finding the optimal operating point of a classifier given a ratio of true positive cost to false positive cost and has a straightforward solution via Receiver Operating Characteristic (ROC) analysis (Provost and Fawcett 1997 , 1998 , 2001 Lachiche and Flach 2003) . ROC analysis takes a classifier F that outputs confidences in its predictions (i.e. a ranking classifier), and precisely describes the tradeoffs between true positive and false positive errors. By ranking all examples x ∈ S by their confidences f (x) from largest to smallest (denoted S = {x 1 , . . . , x m }), one achieves a set of m + 1 binary classifiers by setting thresholds {θ i = (h(x i ) + h(x i+1 ))/2, 1 ≤ i < m} ∪ {h(x 1 ) − , h(x m ) + } for some constant > 0. Given a relative cost c of true positive error to false positive error and a validation set S of labeled examples, one can easily find the optimal threshold θ based on S and c (Lachiche and Flach 2003) . To do so, simply rank the examples in S, try every threshold θ i as described above, and select the θ i minimizing the total cost of all errors on S.
Though the binary case lends itself to straightforward optimization, working with multiclass problems makes things more difficult. A natural idea is to think of an n-class ROC space having dimension n(n − 1). A point in this space corresponds to a classifier, with each coordinate representing the misclassification rate of one class into some other class. According to Srinivasan (1999) , the optimal classifier lies on the convex hull of these points. Given this ROC polytope, a validation set, and an n × n cost matrix M with entries c(y,ŷ) (the cost associated with misclassifying a class y example as classŷ), Lachiche and Flach (2003) define the optimization problem as finding a weight vector w ≥ 0 to minimize (1).
No efficient algorithm is known to optimally solve this problem for n > 2, and Lachiche and Flach (2003) speculate that the problem is computationally hard. We present a proof that the decision version of this problem is in fact NP-complete. As a complementary positive result, we give an algorithm that finds an optimal solution in polynomial time (w.r.t. the number of examples m) when the number of classes n is constant. We also present several new heuristics for this problem, including an integer linear programming relaxation, a sum-of-linear fractional functions (SOLFF) formulation, and a quadratic programming formulation as well as a direct optimization of (1) with a genetic algorithm. Finally, we present a new custom algorithm based on partitioning the set of all classes into two metaclasses. This algorithm is similar to that of Lachiche and Flach (2003) , but is more flexible in how a hypothesis is formed.
We compared all methods on a substantial number of data sets in four settings: optimization and generalization (performance on a training set and an independent testing set) in both uniform and non-uniform cost settings. Though most algorithms were able to show an improvement over the base learner, in every setting, our MetaClass algorithm, an offthe-shelf genetic algorithm, and the algorithm of Lachiche and Flach (2003) consistently outperformed other methods. Among these three leaders, there are instances in which our MetaClass algorithm significantly outperforms the other two. However, overall, all three methods are equally good at improving the base classifier while generalizing well.
The rest of this paper is as follows. In Sect. 2 we discuss related work. In Sect. 3 we prove the decision version of this problem (which we call REWEIGHT) is NP-complete and in Sect. 4 we present an algorithm for producing an optimal solution that is efficient for a constant number of classes. Next, in Sect. 5 we discuss our heuristic approaches to this problem. We then experimentally evaluate our algorithms in Sect. 6 and conclude in Sect. 7.
Related work
The success of binary ROC analysis gives hope that it may be possible to adapt similar ideas to multi-class scenarios. However, research efforts (Srinivasan 1999; Hand and Till 2001; Ferri et al. 2003; Lachiche and Flach 2003; Fieldsend and Everson 2005) have shown that extending current techniques to multi-class problems is not a trivial task. One key aspect to binary ROC analysis is that it is highly efficient to represent trade-offs of misclassifying one class into the other via binary ROC curves. In addition, the "area under the curve" (AUC) nicely characterizes the classifier's ability to produce correct rankings without committing to any particular operating point. Decisions can be postponed until a desired trade-off is required (e.g. finding the lowest expected cost). Now consider the problem of classification in an n-class scenario. A natural extension from the binary case is to consider a multi-class ROC space as having dimension n(n − 1). A point in this space corresponds to a classifier with each coordinate representing the misclassification rate of one class into some other class. Following from Srinivasan (1999) , the optimal classifier lies on the convex hull of these points.
Previous investigations have all shared this basic framework (Mossman 1999; Srinivasan 1999; Hand and Till 2001; Ferri et al. 2003; Lachiche and Flach 2003; Fieldsend and Everson 2005; O'Brien and Gray 2005) . They differ, however, in the metrics they manipulate and in the approach they use to solve multi-class optimization problems. Mossman (1999) addressed the special case of three-class problems, focusing on the statistical properties of the volume under the ROC surface. This motivated the later work of Ferri et al. (2003) , Flach (2003), and O'Brien and Gray (2005) . Hand and Till (2001) extended the definition of two-class AUC by averaging pairwise comparisons. They used this new metric in simple, artificial data sets and achieved some success. Ferri et al. (2003) took a different approach in which they strictly followed the definition of two-class AUC by using "volume under surface" (VUS). They were able to compute the bounds of this measure in a three-class problem by using Monte Carlo methods. However, it is not known how well this measure performs on more complex problems. Fieldsend and Everson (2005) , Lachiche and Flach (2003) and O'Brien and Gray (2005) developed algorithms to minimize the overall multi-class prediction accuracy and cost given some knowledge of a multi-class classifier. In particular, Fieldsend and Everson approximate the ROC Convex Hull (ROCCH) (Provost and Fawcett 1997 , 1998 , 2001 ) using the idea of Pareto front. Consider the following formulation: let R j,k (θ ) be the misclassification rate of predicting examples from class j as class k. This is a function of some generalized parameter θ that depends on the particular classifiers. For example, θ may be a combination of a weight vector w and hypothetical cost matrix M. The goal is to find θ that minimizes R j,k (θ ) for all j, k with j = k. Consider two classifiers θ and φ. Fieldsend and Everson say θ strictly dominates φ if all misclassification rates for θ are no worse than φ and at least one rate is strictly better. The set of all feasible classifiers such that no one is dominated by the other forms the Pareto front. Fieldsend and Everson present an evolutionary search algorithm to locate the Pareto front. This method is particularly useful when misclassification costs are not necessarily known.
More closely related to our work are the results of Lachiche and Flach (2003) and O'Brien and Gray (2005) . Lachiche and Flach considered the case when the misclassification cost is known, and the goal is to find the optimal decision criterion that fits the training set. Recall that this can be solved optimally for the binary case. In particular, only one threshold θ is needed to make the decision for two-class problems. Since there are only m + 1 possible thresholds for m examples, it is efficient enough to simply test all possibilities and select the one that gives the minimum average error (or cost). However, the situation is more complicated for multi-class problems. Lachiche and Flach (2003) formulated the multi-class problem as follows. Suppose the multi-class learning algorithm will output a positive, real-valued function f : {x 1 , . . . , x m } × {C 1 , . . . , C n } → R + . For convenience, we will use the notation f j (x i ) = f (i, j) to mean the confidence that example x i belongs to class j . The decision criterion simply assigns example x i to the class with maximum score. Reweighting the classes involves defining a nonnegative weight vector w = (w 1 , w 2 , . . . , w n ), and predicting the class for an example x as
Since w has only n − 1 degrees of freedom, we can fix w 1 = 1. Lachiche and Flach (2003) used a hill-climbing heuristic to find a good weight vector w. In particular, they took advantage of the fact that the optimal threshold for the two-class problem can be found efficiently. For each coordinate in the weight vector, they mapped the problem to a binary problem. The algorithm starts by assigning w 1 = 1 and all other weights 0. It then tries to decide the weight for one class at a time as follows. Let S be the set of labeled examples and let j be the current class for which we want to assign a "good" weight w j . Then the set of possible weights for w j is
It is not difficult to see that at any stage there are at most O(|S|) possible weights that can influence the prediction. Thus choosing the optimal weight in this setting can be easily achieved by checking all possibilities. Overall, their algorithm runs in time (nm log m). Though there is no guarantee that this approach can find an optimal solution, they gave empirical results suggesting that it works well for optimizing 1BC, a logic-based Bayes classifier (Lachiche and Flach 1999) . Although only briefly mentioned by Lachiche and Flach (2003) , this ROC thresholding technique is extensible to cost-sensitive scenarios. O'Brien and Gray (2005) investigated the role of a cost matrix in partitioning the estimated class probability space and as a replacement for the weights. Assuming that M is a misclassification cost matrix, an optimal decision criterion would be
Ifp k (x) is a good probability estimate of example x belonging to class k, this prediction results in the lowest expected cost. However, ifp k (x) is not an accurate probability estimate, then to ensure optimality, the cost matrix M has to be altered accordingly. Thus the cost matrix M plays a similar role as the weight vector of Lachiche and Flach (2003) in defining the decision boundary in estimated probability space. O'Brien and Gray (2005) defined several standard operations to manipulate the cost matrix M and proposed the use of a greedy algorithm to find the altered cost matrix (called a boundary matrix). While the multi-class problem has been studied via heuristics, no one has yet answered the question as to whether this problem is hard, and no one has found efficient algorithms to solve restricted cases of the multi-class problem. Below we provide answers to both of these open questions as well as extend the current literature of heuristics.
Hardness
We now prove our hardness result of this problem. For convenience, in this section we use f ij to denote f i (x j ) and identify true/false with 1/0. We will show hardness for the uniform cost case, i.e. c(j, k) = 1 when j = k and 0 otherwise. This of course implies hardness for the general case.
Definition 1 (Problem REWEIGHT)
Given: nonnegative real numbers f ij (i = 1, . . . , m, j = 1, . . . , n), integers y i ∈ {1, . . . , n}, and an integer K. Question: does there exist a vector of nonnegative real numbers (w 1 , . . . , w n ) such that
In other words, the problem is to find a vector w = (w 1 , . . . , w n ) that maximizes how often w j f ij is maximized (over j ) by the correct label y i .
To prove the hardness of REWEIGHT, we will reduce from the minimum satisfiability problem MINSAT, shown to be NP-complete by Kohli et al. (1994) .
Definition 2 (Problem MINSAT (Kohli et al. 1994) ) Given: a set of disjunctions of pairs of literals
where each ij is a boolean variable x i or its negation ¬x i . We are also given an integer K. Question: does there exist a setting of x 1 , . . . , x n such that the number of satisfied clauses (disjuncts) is at most K?
Proof First, it is easy to see that REWEIGHT is in NP. The certificate is simply the weight vector w. This certificate is sized polynomially in the size of the input since its required precision is polynomially proportional to the precision of the input (the number of bits to represent each f ij ). We now reduce from MINSAT. Note that a special case of the constraint (2) is an inequality of the form
for one particular j 0 = y i . This can be seen simply by setting all of the other f ij 's to zero, which gives max{0,
Since in our construction the w j 's and f ij 's are nonnegative, these are equivalent. So, in what follows, we give constraints of the form of (3), but these really are of the form of (4). Thus while for the sake of clarity we map instances of MINSAT to inequalities, it is straightforward to convert these to a collection of f ij and y i values in REWEIGHT.
Given an instance of MINSAT as above, we create an instance of REWEIGHT. The new instance has n = 2n + 1 weights: v 0 ; w 1 , . . . , w n ; and w 1 , . . . , w n . The weight v 0 is forced to be strictly positive, and is used as a reference for all other weights. Roughly speaking, w i will correspond to boolean variable x i and w i will correspond to its negation. More specifically, we will force w i to have a value close to 2v 0 if x i is true, and a value close to v 0 otherwise; w i will be forced to take just the opposite values (close to v 0 if x i is true, close to 2v 0 if x i is false). We will also construct constraints corresponding to the MINSAT clauses that are satisfied if and only if the MINSAT clauses are satisfied.
To be more specific, we construct four classes of constraints. Each of these constraints actually gets repeated several times in the construction of the reduced instance, meaning that if the constraint holds, then it holds several times. In this way, the constraints can be assigned varying importance weights.
A. First, we force v 0 to be strictly positive. To do so, we include the constraint:
(Recall that the goal is to minimize how many of these constraints are satisfied, which effectively means that it will be forced to fail so that v 0 > 0.) This constraint gets repeated r A times, as specified below. B. Next, we force each w i and w i to have a value roughly between v 0 and 2v 0 . To do so, we simply include constraints:
for each i. Each of these is repeated r B times. C. Next, we add constraints that will effectively force (for each i) exactly one of w i and w i to be close to v 0 , and the other to be close to 2v 0 . These are the constraints:
In the optimal solution, we will see that exactly one of these two constraints will hold. These constraints each get repeated r C times. D. Finally, we encode the actual clauses of the MINSAT instance. A MINSAT clause of the form x i ∨ x j becomes the constraint
A MINSAT clause of the form ¬x i ∨ x j becomes the constraint
A MINSAT clause of the form x i ∨ ¬x j becomes the constraint
Finally, a MINSAT clause of the form ¬x i ∨ ¬x j becomes the constraint
Each of these is repeated once.
The value K for the instance of REWEIGHT that we constructed is denoted K (reserving K for the corresponding value of the original MINSAT instance). We let:
This completes the construction, which is clearly polynomial in all respects. We now need to argue that the MINSAT instance is "yes" if and only if the reduced REWEIGHT instance is also "yes".
Suppose that x 1 , . . . , x n satisfies at most K of the MINSAT clauses. In this case, we can easily construct settings of the weights so that at most K of the constructed constraints are satisfied.
Let v 0 = 1 and let
and let
Then none of the constraints of types A and B is satisfied. Exactly half of the constraints of type C are satisfied, which means n r C constraints of type C are satisfied.
What about the constraints of type D? We claim that for each satisfied clause of the MINSAT solution, the corresponding type-D constraint is satisfied. If a clause of the form x i ∨ x j is satisfied, then x i = 1 or x j = 1, which means that w i = 2 or w j = 2, which means w i = 1 or w j = 2, which means that 0.8w i ≤ w j . Conversely, if x i ∨ x j is not satisfied, then x i = 0 and x j = 0, which means that w i = 1 and w j = 1, which means w i = 2 and w j = 1, which means that 0.8w i ≤ w j . (The arguments are the same when some of the variables appear negated in the clause.)
Thus, because at most K of the clauses are satisfied, it follows that at most K of the type-D constraints are satisfied. Therefore, the total number of satisfied constraints is at most K + n r C = K .
We now argue the other direction. Suppose that v 0 , w 1 , . . . , w n , w 1 , . . . , w n satisfy at most K of the constructed constraints.
First of all, this means that
and 0.99v 0 < w i < 2.01v 0 .
Next, we claim that either
or
Otherwise, if neither of these was true, then we would have
which implies that w i < 0. However, we have already established that w i > 0.99v 0 > 0. Further, we claim that at most one of (7) and (8) can be satisfied. We already have established that at least one constraint of each pair must be satisfied. If, in addition, both held for some pair, then the number of satisfied type-C constraints would be at least
So exactly one of each pair of type-C constraints is satisfied.
We next claim that for each i, exactly one of w i and w i is in the interval (0.99v 0 , 1.1v 0 ) and the other is in (1.9v 0 , 2.01v 0 ). We know that either (7) and (8) We have established that exactly n r C type-C constraints are satisfied, and none of the type-A and type-B constraints is satisfied. Since at most K constraints are satisfied altogether, this means that at most K type-D constraints are satisfied. We complete the reduction by showing that a type-D constraint is satisfied if and only if the corresponding MINSAT clause is satisfied (according to the assignment constructed above), which will mean that at most K of these are satisfied.
Suppose x i ∨ x j is satisfied. Then x i = 1 or x j = 1, which means either w i > 1.9 v 0 or w j > 1.9 v 0 , which means either w i < 1.1 v 0 or w j > 1.9 v 0 . We claim, in either case, that the constraint 0.8 w i ≤ w j is satisfied. For if w i < 1.1 v 0 , then because w j > 0.99 v 0 , we have
And if w j > 1.9 v 0 then because w i < 2.01 v 0 , we have 0.8 w i < 0.8 · 2.01 v 0 = 1.608 v 0 < 1.9 v 0 < w j .
Conversely, if x i ∨ x j is not satisfied then x i = 0 and x j = 0, which means that w i < 1.1 v 0 and w j < 1.1 v 0 , which means that w i > 1.9 v 0 and w j < 1.1 v 0 , which means that
so the constraint 0.8 w i ≤ w j is not satisfied.
Constant-class algorithm
We now present an algorithm that finds an optimal solution for a non-uniform cost function in polynomial time when the number of classes n is constant. Our algorithm takes as input a set of nonnegative real numbers f ij for i = 1, . . . , m and j = 1, . . . , n, integers (labels) y i ∈ {1, . . . , n}, and a nonnegative cost function c : {1, . . . , n} 2 → R + . Assuming n is a constant, in time polynomial in m it will output a vector of weights (w 1 , . . . , w n ) that minimizes (1).
Our algorithm is based on the observation that class j will be predicted for instance i if and only if w j /w k > f ik /f ij for all k = j . Thus for a fixed (j, k) pair, there are only m values of f ik /f ij that can affect the value of (1). We will call these values breakpoints. For each (j, k) pair, one can easily compute all breakpoints, add in −∞ and +∞, sort them, and place them in an ordered set . We now define a configuration C as a set of pairs of breakpoints across all (j, k) pairs:
for jk ∈ {1, . . . , m + 1}. We say that C is realizable if there exists a set of nonnegative weights that satisfies all of its constraints. If no such set of weights exists, we say C is unrealizable.
The idea of our algorithm is simple. It enumerates each configuration C and then uses linear programming to test if C is realizable.
2 If it is not, then we test the next configuration. If instead C is realizable, then the weight vector returned by the linear programming algorithm is one of our candidate solutions to minimize (1). Our algorithm stores this weight vector with its cost and then checks the remaining configurations. Once all configurations have been checked, the algorithm returns the one with minimum cost.
Consider an optimal solution w * . Let C * be the configuration it satisfies. Any other positive weight vector w that also satisfies C * must also be optimal since it induces the same collection of predictions and hence has the same value of (1). Since our algorithm tries all configurations, it also tries C * . Since C * is realizable, the algorithm finds a weight vector w satisfying it. Since w must be optimal, our algorithm returns an optimal weight vector.
Each (j, k) pair has at most m + 2 breakpoints, which means that the number of (B jk , B jk +1 ) pairs for class pair (j, k) is at most m + 1. So the number of configurations is at most
which is polynomial for constant n. (We can also combine B jk with B kj before sorting, which would reduce the number of configurations to (2m + 1) ( n 2 ) .) Further, it takes polynomial time to test each configuration for realizability via linear programming and it takes polynomial time to compute the cost of each candidate solution. Therefore this algorithm takes polynomial time.
Theorem 2 There exists an algorithm to produce an optimal solution to (1) that runs in polynomial time when the number of classes n is constant.
Heuristics
For even modest values of n the time complexity of the constant-class algorithm in the previous section is not practical. For this reason, we present several alternative heuristics to solve the reoptimization problem, including several new mathematical programming formulations. First, we reformulate the objective function (1) as a relaxed integer linear program. We also give formulations as a sum of linear fractional functions (SOLFF) as well as a quadratic program. Besides these formulations, we describe a tree-based heuristic algorithm approach, MetaClass. Finally (in Sect. 6) we present experimental results from these formulations. We give evidence that, under non-uniform costs, the objective function landscape for this problem is highly discontinuous and thus more amenable to global optimization methods such as genetic algorithms and margin maximization methods.
Mathematical programming formulations

Relaxed integer linear program
We start by reformulating (1) as follows:
where C j ⊆ S is the set of instances of class j , c(j, k) is the cost of misclassifying an example from class j as k, and
Recall that f k (x i ) is the base learner's confidence that example x i belongs to class k. Also, we assume c(j, j ) = 0 for all classes j . Formalizing this as a constrained optimization problem, we make I a free variable in (9) and minimize it subject to
where each constraint holds for all i ∈ {1, . . . , n} and j ∈ {1, . . . , m}. Equation (10) allows only the class that has the max value of w k f k (x i ) to be indicated by I to be the predicted class of example x i and (11) forces exactly one class to be predicted per example x i . We can change the optimization problem in two ways to get an equivalent problem. First, we change the "=" in (10) to "≥". Second, we can relax (12) to be I i,j ∈ [0, 1]. Note that (10) (even when amended with "≥") will only be satisfied if I i,j = 0 for all C j that don't maximize the RHS of (10). Thus, so long as we never have w k f k (x i ) = w k f k (x i ) for some k = k , the relaxation is equivalent to the original problem. Further, even if there is such a tie for classes k and k , it will not be an issue if the corresponding entries in the cost matrix are different, since an optimal solution will set I i,k = 1 and
is fixed by (after optimizing) checking for any I i,k ∈ {0, 1} and arbitrarily choosing one to be 1 and the rest 0. Note that since there is a tie in this case, the prediction can go either way and the weight vector w returned is still valid.
Everything except (10) is linear. We now reformulate it. First, for each i ∈ {1, . . . , n}, we substitute γ i for max 1≤k≤m {w k f k (x i )}:
for all i ∈ {1, . . . , n} and j, k ∈ {1, . . . , m} where each γ i is a new variable. Obviously (15) is a linear constraint, but (14) is not even quasiconvex (Boyd and Vandenberghe 2004) . The complexity of this optimization problem motivates us to reformulate it a bit further. Let us assume that f k (x i ) ∈ (0, 1] (e.g. if f k (·) are probability estimates from naïve Bayes or logistic regression). Now we can optimize (9) (again with I as a free variable) subject to:
for all i ∈ {1, . . . , n} and j ∈ {1, . . . , m}. So long 3 as w j f j (x i ) ∈ (0, 1] and I i,j ∈ {0, 1} for all i ∈ {1, . . . , n} and j ∈ {1, . . . , m}, this is another equivalent optimization problem, this time a {0, 1} integer linear program. Unfortunately, we cannot relax (19) to I i,j ∈ [0, 1] as we did before to get an equivalent problem. But we still use the relaxation as a linear programming heuristic. To help avoid overfitting, we also add a linear regularization term to (9):
where · 1 is the 1-norm, 1 is the all-1s vector, and η is a parameter. This regularizer penalizes large deviations from the original classifier.
Sum of linear fractional functions formulation
Another formulation comes from changing how predictions are made from deterministic to probabilistic. In this prediction model, given a new example x to predict on, first compute w j f j (x) for each j ∈ {1, . . . , n}. Then predict class j for example x with probability
Assuming that an instance x is uniformly drawn at random from the training set, the expected cost of this predictor is
where
w f (x i ) subject to w j ≥ 0 for all j ∈ {1, . . . , n}. We now have eliminated the variables I i,j and their integer constraints. However, we now have a nonlinear objective function in (22). Each individual term of the summation of (22) is a linear fractional function, which is quasiconvex and quasiconcave, and thus it is efficiently solvable optimally. However, the sum of linear fractional functions (SOLFF) problem is known to be hard (Matsui 1996) and existing algorithms for this problem are inappropriate in solving (22) (they either restrict to few terms in the summation or to low-dimensional vectors). Instead, we apply a genetic algorithm to directly optimize (22).
Quadratic programming formulation
Convex programming is a special case of nonlinear programming in which the objective function and the inequality constraint functions are convex and the equality constraint functions are affine. The theory of convex programming is well-established (Rockafellar 1970; Stoer and Witzgall 1996) . For a convex program, a local optimum is the global optimum and there are well-studied efficient algorithms to find such a global optimum.
We tried several quadratic programming methods based on the idea of margin maximization in support vector machines. We found from our experiments that the ν-SVM-like formulation similar to that of Schölkopf and Smola (2001) gave the strongest result of the SVM-like formulations we tested: In our experiments, ν was fixed to be 0.1. The lower and upper bounds on w, l w , u w , were set to 0 and 1 respectively. We also tried several parameters for the offset, but little difference was observed. Thus, our experimental results use no offset (the lower and upper bounds on b were set to 0).
The MetaClass heuristic algorithm
We now present a new algorithm that we call MetaClass (Algorithm 1). This algorithm is similar to that of Lachiche and Flach (2003) in that we reduce the multi-class problem to a series of two-class problems. However, we take what can be considered a top-down approach while the algorithm of Lachiche and Flach (2003) can be considered bottom-up. Moreover, MetaClass has a lower time complexity. The output of the algorithm is a decision tree with each internal node labeled by two metaclasses and a threshold value. Each leaf node is labeled by one of the classes in the original problem. At the root, the set of all classes is divided into two metaclasses, C 1 and C 2 . The criterion for this split may be based on any statistical measure. For simplicity, experiments were performed by splitting classes so that each metaclass would have roughly the same number of training examples by simply sorting classes according to the number of examples and alternately partitioning them into each metaclass. For each metaclass, our algorithm defines confidence functions g 1 (x i ) and g 2 (x i ) for each instance x i , which are simply the sum of the confidences of the classes in C 1 and C 2 , respectively. The ratio G(x i ) = g 1 (x i )/g 2 (x i ) is used to find a threshold θ . We find θ by sorting the instances according to G(x i ) and choosing a threshold that minimizes the error rate (or cost). The threshold will be the average of G(x i ) and G(x i+1 ) for some instance x i . Among equivalent thresholds (thresholds that induce the same error rate) we choose the median. We recursively perform this procedure on the two metaclasses until there is only a single class, at which point a leaf is formed.
The situation for non-uniform costs is slightly more complicated since it is not clear which class among those in metaclass an example is misclassified as. Recall that our cost function c(y,ŷ) represents the cost of misclassifying an instance x of class y as classŷ. However, in this case we need a cost function to quantify the cost of misclassifying an otherwise. The MetaClass algorithm is presented as Algorithm 1. Figure 1 gives an example of a tree built by the MetaClass algorithm on the UCI (Blake and Merz 2005) data set Nursery, a 5-class data set. At the root, the classes are divided into two metaclasses, each with about the same number of training examples represented in their respective classes. In this case, the threshold θ = 0.8169 favors the sum of confidences in metaclass C 1 = {4, 3} as an optimal weight.
Predictions for a new example x are made as follows. Starting at the root node, we traverse the tree towards a leaf. At each node T we compute the sum of confidences of x with respect to each associated metaclass. We traverse left or right down the tree depending on whether g 1 (x)/g 2 (x) ≥ θ . When a leaf is reached, a final class prediction is made.
The number of nodes created by MetaClass is (n), where n is the number of classes. Since the split into two metaclasses ensures each has an equal number of classes, MetaClass results in a log (n)-depth tree. At each level, the most complex step is sorting at most m instances according to the confidence ratio. Thus, the overall time complexity is bounded by O(m log (m) log (n)). This represents a speedup to the algorithm of Lachiche and Flach (2003) , which requires (nm log (m)) time. Classification is also efficient. At each node we compute a sum over an exponentially shrinking number of classes. The overall number of 
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Algorithm 1: MetaClass operations is thus
which is linear in the number of classes: (n). This matches the time complexity of Lachiche and Flach's with respect to classification.
Experimental results
The following experiments were performed on 24 UCI data sets (Blake and Merz 2005) , using Weka's naïve Bayes (Witten et al. 2005) as the baseline classifier and Matlab's optimization functions for reoptimization. We ran experiments evaluating improvements both in classification accuracy and under non-uniform costs. We used 10-fold cross validation for the error rate experiments. For the cost experiments, 10-fold cross validations were performed on 10 different cost matrices for each data set. Costs were integer values between 1 and 10, assigned uniformly at random. Costs on the diagonal were set to zero. We evaluated the performance of each heuristic both in how well it was able to optimize the given cost function as well as how well the resultant classifier was able to generalize. To this end, we present performance on the training set as well as the testing set. Results for the optimization performance can be found in Table 1 while results for generalization can be found in Table 2 . In each table, results for the uniform (error rate) and non-uniform cost models can be found in subtables (a) and (b) respectively. For uniform cost, the average over the 10 folds is reported while for non-uniform costs, the average over all folds and cost matrices is reported. Thus, the values for non-uniform costs represent the average cost over all 100 experiments per data set, per algorithm.
In all tables, for each data set, n denotes the number of classes while m denotes the total number of instances in each data set. The first column is the performance of our baseline classifier. For comparison, we have included results of our implementation for the algorithm of Lachiche and Flach (2003) on this baseline classifier (labeled "LF" in the tables). The results of the experiments on our heuristics can be found in the last five columns of each table.
Here, "MC" is the MetaClass algorithm (Algorithm 1). "LP" is a linear programming solver (MOSEK ApS 2005) on (21) with η = 10 −6 . "GA1" is the sum of linear fractional functions formulation (22) using a genetic algorithm. "GA2" is a genetic algorithm optimization of (1). Both experiments used the GA implementation from Abramson (2005) . Parameters for both used the default Matlab settings with a population size of 20, a maximum of 200 generations and a crossover fraction of 0.8. The algorithm terminates if no change is observed in 100 continuous rounds. In addition, the mutation function of Abramson (2005) is guaranteed to only generate feasible solutions (in our case, all weights must be nonnegative). Upon termination, a direct pattern search is performed using the best solution from the GA. The final column is the quadratic program (QP) from Sect. 5.1.3 using the CVX software package (Grant et al. 2006) .
For all columns, values in italics indicate a worse performance than the baseline. Entries in bold indicate a significant difference from the baseline with at least a 95% confidence according to a Student's t method. The overall best classifier(s) for each data set are underlined. Finally, the number of wins/losses (i.e. better/worse than the baseline) and those that are significant are summarized in each column. A win indicates that the heuristic improved upon the baseline while a loss indicates that the heuristic performed worse than the baseline.
To measure how well each algorithm is able to optimize, it would be ideal to compare it against an optimal solution. To do this, we could compute the optimal reweighting function either by solving the integer linear program of (9) or by running the constant-class algorithm presented in Sect. 4. Unfortunately, neither of these options is feasible. Even for n = 3 class data sets, the large number of instances forces an unmanageable number of variables in the ILP formulation (likewise for the constant-class algorithm). Even the best ILP packages cannot handle such large numbers of variables. In lieu of such comparisons, we instead report the performance of each heuristic on the training set (Table 1) . That is, we report how well the heuristic was able to optimize the given problem. For data sets with n = 2, the algorithm of Lachiche and Flach (2003) and MetaClass are optimal since they simplify to the two-class ROC threshold problem. However, in some instances, their performances differ slightly. This is due to rounding errors and how each implementation deals with borderline examples, thus the differences are negligible (in particular, the largest discrepancies correspond to at most 11 instances over all 10 folds being classified differently by the two algorithms). Another measure of learning algorithms is how well they generalize beyond the training set. Unfortunately, none of the heuristics has any generalization guarantees other than what can be derived via standard PAC analysis. All algorithms could be adapted to use a validation set as yet another heuristic to improve generalization and prevent over-fitting. However, none of these techniques has any provable guarantees. In general, proving such guarantees is quite difficult. Results for error rates (uniform costs) and non-uniform costs are reported in Tables 2a and 2b , respectively.
Comparison and analysis
The significant wins and loses presented in Tables 1 and 2 provide a good reference to how well each algorithm performs individually with respect to the baseline as well as how much of an improvement each algorithm was able to achieve. As far as the optimization task (performance on the training set) is concerned, LF, MC and GA2 all showed statistically significant improvement over the baseline classifier in all or almost all data sets for both classification error and under non-uniform costs. These three methods also had superior performance in both settings with respect to the generalization task (performance on the test set). For a more rigorous analysis, we performed a Friedman rank test as suggested by Demšar (2006) to compare the relative performances of multiple algorithms across multiple data sets. The Friedman test is a non-parametric statistical test similar to the parametric repeated measures ANOVA. It is especially applicable in this case since we cannot make any normality assumptions over dissimilar data sets from dissimilar domains. In each table (uniform/nonuniform cost on the train/test sets) for each data set, algorithms are ranked 1-7 based on their performance. A mean rank is taken for each algorithm and used to determine if some subset of algorithms is statistically significantly better than others. With a 95% confidence level, we can reject the hypothesis that all algorithms are equivalent for all four scenarios. That is, we can conclude that some set of algorithms outperform other methods with a high degree of certainty. Specific rankings can be found in Table 3 . We also performed a post-hoc analysis using a Tukey-Kramer pairwise test (Hochberg and Tamhane 1987) . The results of this analysis can be found in Fig. 2 . For each table, the pairwise Tukey-Kramer test induces a partial order among the heuristics such that a relation from algorithm A to algorithm B (indicated by a directed edge A → B) implies that A statistically significantly outperforms B. Transitive relations are implicit so that if A outperforms B and B outperforms C, then A also outperforms C. If no relation exists between two heuristics, then there is no statistically significant difference between them.
Following the post-hoc analysis, we can conclude that both greedy methods (MetaClass and the algorithm of Lachiche and Flach 2003) and the second genetic algorithm formulation (GA2) are consistently the top three performers. Only in the case of uniform cost in the generalization setting does the first genetic algorithm outperform GA2. However they are not statistically significantly different. Moreover, with respect to the optimization task in both cost settings (as well as the non-uniform cost generalization), all three algorithms are statistically significantly better than all other methods.
A case can now be made for preferring the simple greedy methods over the genetic algorithm. First, in all instances, one of the greedy methods either outperforms or is not statistically significantly worse than GA2. In fact, it is never the case that GA2 statistically signifi- cantly outperforms either of the two greedy methods. Second, MetaClass and the algorithm of Lachiche and Flach were both light on computational resources. Each fold required only a few seconds to execute for both algorithms. In contrast, the genetic algorithm (as well as all other methods) were extremely computation-intensive, requiring several minutes of execution time. In addition, the genetic algorithm required a large number of generations; terminating the GA early resulted in poor performance. Thus, the greedy methods that used local decisions were just as good, and in most cases performed better, than the more sophisticated methods. We can also make a similar, though less strong, case for preferring MetaClass over the algorithm of Lachiche and Flach. Though both performed very well, in most cases their performance was statistically equivalent. However, for the non-uniform cost optimization task, MetaClass statistically significantly outperformed LF. Though the time complexity of MetaClass is faster than the algorithm of Lachiche and Flach, the data sets we used did not contain a large enough number of classes for the speed to become a significant advantage. However, in applications where the number of classes is large, this might become a significant issue. In addition, while both have similar resource requirements, the design of MetaClass is arguably more flexible. First, MetaClass learns what is essentially a decision tree, which is a provably more expressive hypothesis than a linear reweighting function. Any linear function can always be realized by a decision tree, but the converse is not true. Second, the choice of how we divide into separate metaclasses also gives us greater control over the learning process. In particular, since we can constrain the structure of the decision tree, we can customize to fit a specific learning domain using prior information. For instance, such an approach may fit well with hierarchical-class problems where we are given say, a taxonomy (i.e. an existing tree structure), and simply have to learn MetaClass's parameters.
Conclusions
Reoptimizing an already-learned classifier f is an important problem in machine learning, particularly in applications where the cost model or class distribution of a learning problem deviates from the conditions under which a classifier f was trained and the original training data for f is unavailable. We answered the open problem concerning the hardness of this reoptimization problem by showing that the decision version is NP-complete. Though impractical, we also presented an algorithm that produces an optimal solution in polynomial time when the number of classes is constant. We also presented multiple algorithms for the multi-class version of this problem. Our experimental results showed that the greedy algorithms (our MetaClass algorithm and the algorithm of Lachiche and Flach 2003) and one of our genetic algorithm approaches were roughly equally successful in reoptimizing under both uniform and non-uniform cost models. We found that, despite MetaClass's faster time complexity, in our experiments the number of classes was not large enough to give it a significant speed advantage. However, we also argued that MetaClass has several advantages over the algorithm of Lachiche and Flach in terms of its more expressive hypothesis class (trees) and its flexibility in partitioning the classes into metaclasses (e.g. in hierarchical classification settings). Future work is to precisely identify contexts in which these advantages can be exploited.
There are several other avenues for future research. In the non-uniform cost setting, our methodology omitted extreme skews in costs between classes. It may be of interest to examine such settings to see if the poor performing algorithms are able show improvement and to see if the better, greedy approaches continue to perform well. It would also be of interest to see if the greedy algorithms' relative performance holds when we change the base classifier. Do the greedy approaches still dominate if the base classifier is a more sophisticated learning algorithm like an SVM? Finally, it is entirely possible that a better and more practical algorithm exists for the constant class setting. If so, how does its performance compare to the other methods?
