Abstract-Automatic document interpretation and retrieval is an important task to access handwritten digitized document repositories. In documents, the date is an important field and it has various applications such as date-wise document index ing/retrieval. In this paper a framework has been proposed for automatic date field extraction from handwritten documents. In order to design the system, sliding window-wise Local Gradient 
I. INTRODUCTION
Automatic handwritten document indexing has been an active research area in recent years. The date is a use ful piece of information and it can be used as a key in various applications such as date-based document searching and indexing of document repositories such as administrative documents, historical archives, postal mails, etc. Automatic spotting/extraction of date infonnation involves a number of challenges due to different date patterns (Numeric and Semi numeric dates consisting of different lengths), writing styles of different individuals, touching characters and classifier confu sion between numerals, punctuation and text. Fig. 1 shows four handwritten lines containing date patterns. Significant work has been undertaken [1] , [2] in the area of word spotting to make handwritten text available for searching and browsing. Hidden Markov Model (HMM)-based methods [1] are extensively used for modeling handwritten text, word spotting, etc. A Recurrent Neural Network-based approach has been proposed in [2] for word-based searching and indexing. Field-based infonnation retrieval has also become more popular because of poor performance and the computationally expensive OCR engines I available in transcribing handwritten documents. Few I http://code.google. com/p/ocropus/ research publications have also been available for automatic form field extraction from handwritten English documents [3] , [4] , [5] . Thomas et al. [3] proposed an HMM-based classification model for alpha-numerical sequence recognition. Koch et al. [4] also proposed a method for numerical field extraction based on HMMs. To localize the desired numerical fields, a syntactic analyser was applied over the handwritten text lines. Segmentation-driven recognition has been proposed by Chatelain et al. [5] to find numerical sequences. Most of the papers mentioned above deal with alpha-numeric string extrac tion. Handwritten date information processing from scanned documents still remains a very challenging task. Date pattern detection and interpretation in handwritten documents is chal lenging due to the unconstrained nature of the handwriting of different individuals, touching numerals, different patterns of a single date etc. It can be noted that, the date patterns appear in different formats in documents. Some of the formats of these English dates are used as follows 12/O3/20l2; 12th March, 2012; March 12, 2012 etc. Va rious formats of such date patterns make automatic searching more challenging. There is very limited published research available on automatic segmentation and recognition of dates from bank cheques. The existing methods work for specific formats of date and also work on specific documents such as bank cheques. Suen et al. [6] proposed an approach for automatic cheque pro cessing i.e. the segmentation and recognition of dates written on bank cheques. First, the method segments a date image by using the separator infonnation. Two separators are then used to detect the Year, Day and Month zones based on shape and spatial features. Next, numeric and non-numeric month fields are recognised by a connected digit recogniser and a cursive word recognizer. The recognition results are finally sent to a parser, which is used to interpret acceptable results and to reject invalid ones. Xu et al. [7] described a knowledge-based segmentation system for handwritten dates on bank cheques. The knowledge derived from writing style information is utilised, as well as syntactic and semantic constraints and different knowledge sources are adopted at different stages. Roy et al. [8] recently proposed a Deep belief Networks (DBNs)-based word hypotheses rescoring scheme for handwritten word recognition. In an early work by the present authors, a two-staged classification-based approach for date field extraction from handwritten documents [9] was proposed. A word-level and component-level classification was performed to locate the date components. In another work [LO] , date field extraction from multi-lingual (i.e. English (Roman), Devnagari and Bangia) handwritten documents was proposed.
In this paper, we present a two-step approach for date field extraction from handwritten documents using two classifiers, namely HMMs and SVMs. This approach performs better than the previously proposed approach [9] . We observed that the present system works better due to the performance of the HMM on handwritten text. Unlike the previous method, here automatic segmentation of words into characters the avoids the problem of pre-segmentation of date-fields. The approach we have adopted inspired by the method proposed by Roy et al. [11] for word recognition. The HMM is used for character level segmentation and recognition of date components such as numerals, alpha-numeric characters, punctuation, etc. to locate the date field in handwritten documents. HMM-based systems perform well for the automatic segmentation of characters in handwritten words, but due to generative properties of HMMs, character recognition may fail occasionally. An SVM-based discriminative classifier trained with numerals and punctuation has been applied to improve the recognition results of labelled date fields obtained from the HMM-based system. A flow diagram of date field recognition system is shown in Fig. 2 .
Handwritten Documents The organization of the rest of this paper is as follows: In Section II, the proposed methodology of date field extraction is detailed. Section III discusses the process of searching date patterns. The experimental results have been described and analysed in Section IV. Finally, conclusions are drawn in Section V.
II. PROPOSED ApPRO ACH
As an initial step, Otsu's binarization method has been applied to convert the grey-scale images into binary images. Our date retrieval approach searches the date patterns in text line images. Hence, the binary document is segmented into individual text lines using a line segmentation algorithm [12] and the segmented lines are used for experimentation. Character-based HMMs [13] have been successfully used for recognition of arbitrary sets of words in English (Roman)lLatin scripts. An advantage of these systems is that they allow the recognition of unknown characters from the training data once the character models are trained. HMMs avoid the problem of pre-segmentation of words into characters so the errors of pre-segmentation can be eliminated. In our problem, as we consider all possible date patterns, date information can consist of numerals, punctuation and month-words (month written in word form i.e. textual month). To handle all situations, our HMM-based recogniser has been trained with numerals strings, alpha-numeric strings and punctuation. Next, an SVM-based recognizer, especially trained with numerals and punctuation has been applied to refine the results obtained from the HMM based recognition system. The alpha-numeric strings are not recognised by the SVM-based system and the results obtained from the HMM-based system are used in the final combination stage. The SVM-based numeral classifier initially takes the character alignment information produced by the HMM-based recogniser. The recognition errors generated by the HMM based system due to segmentation problems have been handled by the SVM-based isolated numeral and punctuation classifier. The detailed descriptions of the feature extraction and classi fication techniques using HMMs and SVM-based approaches have been presented below in Section II-A and Section II-B respectively.
A. Hidden Markov Model-based recognition system Hidden Markov Model (HMM): The feature vector sequence is processed using left-to-right continuous density HMMs [15] . One of the important features of HMMs is the capability to model sequential dependencies. An HMM can be defined by initial state probabilities 'IT, a state transition matrix 1,2, . .. ,N ,where aij denotes the transition probability from state i to state j and output probability b j (Ok) modelled with a continuous output probability density function. The density function is written as b j (x), where x represents a k-dimensional feature vector. A separate Gaussian Mixture Model (GMM) is defined for each state of the model. Formally, the output probability density of state j is defined as
where, M j is the number of Gaussians assigned to j, and N(x, fLj k, 2:] denotes a Gaussian with mean fL and covariance matrix L where C j k is the weight coefficient of the Gaussian component k of state j. For a model )" if 0 is an observation sequence 0 = (01 , O2, ... , OT) which is assumed to have been generated by a state sequence Q = ( Q l, Q 2, ... , Q T), of length T, we calculate the observation probability or likelihood as follows:
where fL ql is the initial probability of state 1. The sliding window-based feature vectors along with the line-wise tran scriptions of the handwritten line images have been used in order to train the character-level HMMs. The HTK toolkit [16] implementation model of the HMM developed for speech signal modelling has been used in our experiments where recognition is based on the Viterbi algorithm.
Computation of character boundaries:
A Viterbi forced alignment (FA) algorithm has been applied to calculate the character boundaries in handwritten lines. The algorithm finds the optimal alignment of a set of Hidden Markov Models. An iterative alignment and retraining process called embed ded training has been used to refine character segmentation boundaries. The character segments (51 , 52, ... , 5n) of a given hypothesis have been obtained using the alignment algorithm. An N-best Viterbi list composed of N hypotheses are gener ated. Among all, the best hypothesis has been chosen based on the addition of a maximum likelihood (ML) segmentation at the character level. Qualitative performance of character level segmentation of this algorithm on sample handwritten lines is shown in Fig. 3 . 
B. SVM-based classifier
An SVM-based classification system has been used here as an isolated character classifier. The alignment information produced by the Viterbi-forced alignment of characters has been used for this system also. The feature extraction technique and classifier details are described below.
Histogram of Oriented Gradients (HoG): HoG [17] is a robust feature descriptor which is very popular in computer vision and image processing for object detection. Dalal and Triggs [17] first described the HoG descriptors and primarily focused on pedestrian detection in static images. The basic idea behind the HoG descriptor is that the shape and ap pearance of the object within an image can be described by the intensity gradient distribution or the edge directions. The HoG descriptors are typically computed by dividing an image into small spatial regions called 'cells'. A histogram of the gradient direction of the pixels within the cells is computed.
The histogram bins/channels are evenly spaced over 0° to 180° or 0° to 360° based on the usage of signed or unsigned gradient values. The features are produced by combining the histogram of all the cells. HoG features suit the problem well because it operates on the localized cells and it is capable of describing the shape and appearance of the handwritten numerals in the present context. Here, 8 bin/orientations have been considered over 7 x 7 blocks for feature extraction, which resulted in a 392-dimensional feature vector.
SVMs: SVMs are a popular classification technique which can successfully be applied to a wide range of applications [18] . So, in our experiments, we have used an SVM-based numeral and punctuation classifier. In our experiments, the Gaussian kernel SVM outperformed other non-linear SVM kernels, hence we are reporting our recognition results based on the Gaussian kernel only. The hyper parameters of the SVM were set using a validation process as follows; kernel type = RBF, "( = 0.04 and C = 3. The best results have been achieved by setting the above values for these parameters.
C. Combination of recognition scores
In this procedure, the inputs are the N-best list score from the individual classifiers and the score of both classifiers are usually normalized before fusion. The resultant score has been calculated by a combination of scores obtained from the classifiers as follows. Let D1, D2, " " DL be the set of L classifiers [19] . The output of the it h classifier is denoted as
is the degree of support given by classifier Di to the hypothesis that test where class x � omes from and c refers to the crisp class label. We construct D, the fused output of the L level classifier as where F is the aggregation rule of the maximum average and product operator. The top three likelihoods along with the confidence scores have been estimated for particular segmented components from the HMM-based system. The SVM-based system estimates the confidence measure of the top three labels obtained from the HMM's output. Finally, the label of a segmented part which receives a combined maximum score has been considered as the final class label. Fig. 4 shows an example of how the combination has been performed using the top three scores obtained from the classifiers. 
III. SE ARCHING OF DATE PATTERNS
Text lines with their four different types of recognized components (month-word, numeral, punctuation and text) are considered here for date pattern detection.
A. Date pattern matching
The labelled components in each candidate text line such as punctuation, numeral and months-word (ex. Jan, Feb) are noted. Next, the date regular expressions are searched for using the sequence of labelled components. In our approach, we consider two different date patterns for searching, namely: numeric and semi-numeric patterns.
Numeric and semi-numeric date matching: A date field consisting of only numerals and punctuations is considered as a numeric date field in our approach, e.g. (15/08/2012, 12-01-12 etc.). Other date fields that consist of month-word, numerals and contractions (st, nd, rd, th) are considered as semi-numeric dates e.g. 31st March, 2011. For numeric date extraction we search a sub-sequence of components with the following date regular expression:
A complete numeric date field consists of at least one or at most two numerals for day information, at most two numerals of month information and a maximum of four numerals for year information. The following date regular expressions have been used to search for semi-numeric dates.
(md-mdd)(.,-)(dd-dddd) and (d-dd) ( contraction)(m)(.,-)( dd-dddd) where, d represents numerals, m represents a month-word and we consider three types of punctuation in the date syntax. Two types of regular expression for semi-numeric date fields have been considered. In a semi-numeric date pattern, month-word may be in the front or in the middle of the sequence. Contrac tions can be found before alpha-numeric month information. The 'grep' command-line utility, which is available in Unix like systems for pattern searching, has been used to search all the above-mentioned date patterns from the transcribed lines.
IV. RESULTS AND DISCUSSION
Two different sets of data have been used to train the HMM-based and SVM-based recognisers. The HMM-based system used handwritten text lines and handwritten numeral strings as training data. The lAM English sentence dataset [20] and 1500 samples of 6 digit Indian PIN code strings were used to train the HMM-based system. Whereas to train the SVM-based numerals and punctuation recogniser, English digits from the MNIST 2 dataset and 904 handwritten punctu ations were used. The test dataset used for the experiments included 1240 handwritten text lines collected from English documents which are written by different individuals from various professions. The dataset contains a date sequence of different valid patterns.
A 5-fold cross validation technique has been employed to compute the recognition accuracy. A validation dataset was used to vary the HMM parameters such as the number of states, the number of Gaussian distributions and width of the sliding window. 6 states for each character model and 8 GMMs for each state were selected on the basis of analysing the performance. In LGH feature extraction, a sliding window width of 10 pixels with a 50% overlapping ratio provides the best result in our experiments. Table I shows the performance of month-word recognition accuracy by HMMs only. Table  II shows the results produced in these experiments solely by the HMM-based system. Table III shows the improved results obtained by the HMM-SVM hybrid rescoring system. A few sample images in Table IV show the qualitative results obtained from the experiments. Comparative analysis: The proposed approach performs better than our previous approach [9] . Table V and VI show the comparison on month-word and date field recognition using the precision-recall measure.
Error analysis: We have found that some errors occurred due to segmentation problems generated by the HMM on some low quality images. SVMs also failed to recognise those characters if there are improper character alignment. Table  VII shows some samples of erroneous results produced in the experiments.
V. CONCLUSIONS
An automated system for date field extraction from hand written documents has been presented here. Sliding window wise LGH-based features with HMMs have been used for 2http://yann.lecun.com/exdb/mnist/ segmentation and recognItIOn of date components such as numerals, punctuation, month-word, etc. Next an SVM-based recognition technique with HoG-based features was applied and combined with HMM results to improve the recognition performance. Finally, different date patterns were searched from the sub-sequence of labelled components. Overall, the results of the proposed approach are encouraging. However, although the proposed date field extraction method works well on English handwritten documents, in future, we aim to focus on alternative segmentation-free approaches to enhance the results. Moreover, the system can be extended for date field extraction from multi-script documents.
