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Abstract
Using proof techniques involving L∞ covering numbers, we show generalisation error bounds
for deep learning with two main improvements over the state of the art. First, our bounds have no
explicit dependence on the number of classes except for logarithmic factors. This holds even when
formulating the bounds in terms of the L2 norm of the weight matrices, while previous bounds
exhibit at least a square-root dependence on the number of classes in this case. Second, we adapt
the Rademacher analysis of DNNs to incorporate weight sharing—a task of fundamental theoretical
importance which was previously attempted only under very restrictive assumptions. In our results,
each convolutional filter contributes only once to the bound, regardless of how many times it is
applied. Finally we provide a few further technical improvements, including improving the width
dependence from before to after pooling. We also examine our bound’s behaviour on artificial data.
1 Introduction
Deep learning has enjoyed an enormous amount of success in a variety of engineering applications in
the last decade [1, 2, 3, 4]. However, providing a satisfying explanation to its sometimes surprising
generalisation capabilities remains an elusive goal [5, 6, 7, 8]. Previous research splits into several
directions depending on a trade-off between abstraction and precise understanding. The more applied
branch of the literature focuses on providing new intuitive insights into architectures, resulting in new
practical results and better performance. On the other hand, the statistical theory of deep learning
provides theoretical bounds on the generalisation performance of deep neural networks (DNNs) by
estimating the complexity of the function class corresponding to a given architecture.
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The statistical theory of deep learning has enjoyed a revival since 2017 with the advent of learning
guarantees for deep neural networks expressed in terms of various norms of the weight matrices
and classification margins [9, 10, 11, 12]. Many improvements have surfaced to make bounds non-
vacuous at realistic scales, including better depth dependence, bounds that apply to ResNets [13] and
PAC-Bayesian bounds using network compression.
Yet, several questions of fundamental theoretical importance remain unsolved. (1) How can
we account for weight sharing in convolutional neural networks (CNNs)? So far, the best bound
accounting for weight sharing is valid only if, in each layer, the convolutional filters are orthonormal
and their number is equal to their dimension [12]. This assumption is not met for the commonly
used architectures (e.g., Inception, GoogLeNet, AlexNet, ResNet, etc.). (2) How can we remove or
decrease the dependence of bounds on the number of classes? This question is of central importance
in extreme classification, where we deal with an extremely high number of classes (e.g., hundreds of
thousands) [14]. In [10], the authors show a bound that has no explicit class dependence (except for log
terms). However, this bound is formulated in terms of the L2,1 norms of the network’s weight matrices.
If we convert the occurring L2,1 norms into L2 norms, in order to make them applicable in practical
scenarios, we obtain a square-root dependence on the number of classes.
In this paper, we provide, up to only logarithmic terms, a complete solution to both of the above
questions. Our bound relies only on L2 norms. Although, in the hidden layers, it scales as the square
root of the maximum network width (as other L2 bounds for DNNs), it has no explicit (non-logarithmic)
dependence on the width of the output layer, that is, the number of classes. Furthermore, our bound
accounts for weight sharing: the Frobenius norm of the weight matrix of each convolutional filter
contributes only once to the bound, regardless of how many times it is applied, and regardless of any
orthogonality conditions and how many filters a layer contains.
The rest of this article is organised as follows. In Section 2, we explain in more detail the recent
related literature and, in Section 3, summarise our main results in simple terms. In Section 4, we
introduce more notation and present our main result in a rigorous mathematical setting. Next, we
explain some ideas of the proof in Section 5. Section 6 contains an illustrative example and empirical
study on artificial data. We conclude in Section 7. Finally, the appendix contains proofs and some
classic results we make use of.
2 Related Work
Historically, the early complexity analysis of deep neural networks in the 1990s was mostly based on
VC theory [15]. From 2002 [16], more papers focused on analysing the generalisation capabilities of
neural networks through Rademacher analysis.
In [17], building on earlier work [18], the authors provide bounds on the Rademacher complexity of
the function class consisting of fully connected neural networks of a given fixed width and length, with
fixed constraints on the Frobenius norms of the weight matrices, which scale as the product
∏L
l=1Ml
of the Frobenius norms Ml of the weight matrices of each layer.
The now often cited paper [10], on the other hand, provides the following bound:
Theorem 2.1 (Bartlett et al., 2017). Assume that (x, y), (x1, y1), . . . , (xn, yn) are drawn iid from
any probability distribution over Rd × {1, 2, . . . ,K}. Denote by FA the function represented by the
network with weights A = {A1, A2, . . . , AL} and involving the nonlinearities σi : Rdi−1 → Rdi
(where d0 = d is the input dimension and dL = K is the number of classes) so that FA(x) =
σL
(
ALσL−1
(
AL−1 . . . σ1
(
A1x
)))
.
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The final layer of the network is translated into a class prediction by taking the argmax over
components, with an arbitrary rule for breaking ties. For any classifier f : Rd → Rh and any real
number γ > 0, write also
R̂γ(f) =
∑n
i=1 1 [f(xi)yi ≤ γ + maxj 6=yi f(xi)j ]
n
,
‖X‖Fr for the Frobenius norm of the data matrix X ∈ Rn×d, as well as ‖X‖22,2 for the quantity
1
n
∑n
i=1(
∑d
j=1X
2
ij) =
‖X‖2Fr
n .
For (x, y), (x1, y1), (x2, y2), . . . , (xn, yn) drawn iid from any probability distribution over Rd ×
{1, 2, . . . ,K}, with probability at least 1 − δ, every network FA with weight matrices A and every
margin γ > 0 satisfy:
P(arg max
j
(FA(x)j) 6= y) ≤ R̂γ(FA) + O˜
(
‖X‖2,2MA
γ
√
n
log(W ) +
√
log(1/δ)
n
)
, (1)
where W = maxLi=1 di is the maximum width of the network, and
MA =
(
L∏
i=1
ρi‖Ai‖σ
) L∑
i=1
‖(Ai)>‖
2
3
2,1
‖Ai‖
2
3
σ

3
2
. (2)
Here ‖ .‖σ denotes the spectral norm, and for any matrix A ∈ Ra×b, ‖A‖2,1 =
∑b
j=1
√∑a
i=1A
2
i,j .
Around the same time as the above result appeared, the authors in [9] used a PAC Bayesian approach
to prove an analogous result with MA replaced by the quantity below1:
MA,2 := L
√
W
(
L∏
i=1
ρi‖Ai‖σ
)(
L∑
i=1
‖Ai‖22
‖Ai‖2σ
) 1
2
. (3)
Note how the above bounds are fully post hoc, scale-sensitive and have the further satisfying
property of taking the classification margins into account. Therefore they represent a breakthrough in
the learning theory of neural networks.
However, they apply generally to fully connected networks and take very little architectural
information into account. In particular, if the above bounds are applied to a convolutional neural
network, when calculating the squared Frobenius norms ‖Ai‖22, the matrix Ai is the matrix representing
the linear operation performed by the convolution, which implies that the weights of each filter will be
summed as many times as it is applied. This effectively adds a dependence on the square root of the
size of the corresponding activation map at each term of the sum. Furthermore, the L2 version of the
above includes a dependence on the square root of the number of classes through the maximum width
W of the network.
In late 2017 and 2018, there was a spur of research effort on the question of fine-tuning the analyses
that provided the above bounds, with improved dependence on depth [17], and some bounds for
recurrent neural networks [19, 11]. Notably, in [12], the authors provided an analogue of Theorem 2.1
1Note that the result using formula 3 can also be derived from expressing 1 in terms of L2 norms and using Jensen’s
inequality
3
for convolutional networks, but only under some very specific assumptions: orthogonal filters each of
unit norm, with the number of filters being equal to the dimension of the filters at each layer. Those
conditions are not satisfied by the typical convolutional architectures (GoogLeNet, VGG, Inception,
etc.).
Since then, other lines of research (especially the PAC Bayesian school building on [9]) have
focused on obtaining more meaningful bounds at realistic scales using various techniques including
model compression, as well as understanding any implicit restriction on the function class imposed by
the optimisation procedure [20, 21, 22, 23, 6].
Still, the fundamental questions of taking weight sharing into account in the Rademacher analysis
of DNNs and reducing the dependence on the number of classes in the L2 theory have so far been left
unsolved, and bringing an answer to those questions is the main aim of this paper.
3 Informal Outline of Contributions
In the fully connected case, we have the following bound, which involves only L2-norms of the
parameter matrices, but presents no dependence on the number of classes (aside from log terms).
Theorem 3.1 (Multi-class, fully connected). Assume that (x, y), (x1, y1), . . . , (xn, yn) are drawn iid
from any probability distribution over Rd × {1, 2, . . . ,K}, and let us use the notation of [10]. Write
W1,W2, . . . ,WL for the width of each layer. With probability at least 1− δ, every network FA with
weight matrices A and every margin γ > 0 satisfy:
P(arg max
j
(FA(x)j) 6= y) ≤ R̂γ(FA) + O˜
(
maxni=1 ‖xi‖2RA
γ
√
n
log(W ) +
√
log(1/δ)
n
)
, (4)
where W = maxLi=1Wi is the maximum width of the network, and
RA := LρL max
i
‖ALi, .‖2
(
L−1∏
i=1
ρi‖Ai‖σ
)(
L−1∑
i=1
(
√
Wi‖Ai‖2)2
‖Ai‖2σ
+
‖AL‖22
maxi ‖ALi, .‖22
) 1
2
,
and R̂γ(FA) is defined as in Theorem 2.1.
Proof. The result follows directly from Theorem 4.1, which is presented in Section 4.
Remark 3.1. Note that the last term of the sum does not explicitly contain architectural information,
and the bound only depends on Wi for i ≤ L− 1, but not on WL (the number of classes). This means
the above is a class-size free generalisation bound (up to a logarithmic factor). Furthermore, the
dependence on the spectral norm of AL in the other terms of the sum is reduced to a dependence on
maxi ‖ALi, .‖2. Both improvements are based on using the L∞ continuity of margin-based losses.
Finally, let us informally state the simplest version of our result on convolutional networks. More
precise notation as well as technical improvements on the results will be provided in the next section.
Suppose we have a convolutional architecture where we collect the weights in matrices A1, A2,. . .,
and AL, with Al ∈ Rml×dl (here ml is the number of filters at layer l, and dl is the size of the filters
in that layer) each row being a filter (represented only once), so that the ith row of Al represents
the ith convolutional filter of layer l. For l ≤ L and a weight matrix Al, we will also write A˜l for
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the matrix representing the linear operation that consists in applying each of the filters over each
of the patches of the previous layer 2. Thus the full network can be represented in matrix form as
FA(x) = σL
(
A˜LσL−1
(
A˜L−1 . . . σ1
(
A˜1x
)))
. We have the following result, which follows directly
from our general Theorem 4.1 below.
Theorem 3.2. For training and testing points (x, y), (x1, y1), (x2, y2), . . . , (xn, yn) as usual drawn
iid from any probability distribution over Rd × {1, 2, . . . ,K}, with probability at least 1− δ, every
network FA with weight matrices A = {A1, A2, . . . , AL} and every margin γ > 0 satisfy:
P
(
arg max
j
(FA(x)j) 6= y
)
≤ R̂γ(FA) + O˜
(
maxni=1 ‖xi‖2RA
γ
√
n
log(W ) +
√
log(1/δ)
n
)
, (5)
where W is the maximum number of neurons in a single layer and
RA := L
(
ρL max
i
‖ALi, .‖2
L−1∏
l=1
ρl‖A˜l‖σ
)(
L−1∑
l=1
(
√
Wl‖Al‖2)2
‖A˜l‖2σ
+
‖AL‖22
maxi ‖ALi, .‖22
) 1
2
,
ALi, . denotes the i’th row of A, and for all ‖ .‖σ and ‖ .‖2 denote the standard spectral and Frobenius
norms respectively.
Remark 3.2. While (unsurprisingly) we still have to use the spectral norm of the complete convolution
operation represented by A˜l in the first factor, a notable property of the above bound is that the
Frobenius norm involved is that of the matrix Al (not A˜l), which means we are only summing the
square norms of each filter once. This means we remove a factor of
√
Ol−1 in the lth term of the sum
compared to a standard application Theorem 2.1.
4 Precise Notation and Results
We use the following notation to represent linear layers with weight sharing such as convolution. Let
x ∈ RU×w, A ∈ Rm×d and S1, S2, . . . , SO be O ordered subsets of ({1, 2, . . . , w} × {1, 2, . . . , U})
each of cardinality d3, where we will denote by Soi the i
th element of So. We will denote by ΛA(x) the
element of Rm×O such that ΛA(x)j,o =
∑d
i=1XSoiAj,i. In a typical example the sets S
1, S2, . . . , SO
represent the image patches where the convolutional filters are applied, and Λ would be represented via
the "tf.nn.conf2d" function in Tensorflow. See Section 6 for a simple and concrete example which may
help in making the definitions clear. We will also write A˜l for the matrix in R(Ul−1wl−1)×(Ol−1Ul) that
represents the convolution operation ΛAl .
To represent a full network, we suppose that we are given a number L ∈ N of layers, 7L + 2
numbers m1,m2, . . . ,mL, d1, d2, . . . , dL, ρ1, ρ2, . . . , ρL, w0, w1, . . . , wL, U0, U1, . . . , UL, O1, O2, . . . , OL,
and k1, k2, . . . , kL, as well as
∑L
l=0Ol ordered sets S
l,o ⊂ {1, 2, . . . , Ul} × {1, 2, . . . , wl} (for l ≤ L,
o ≤ Ol), and L− 1 functions Gl : Rml×Ol−1 → RUl×wl (for l = 1, 2, . . . , L) satisfying the following
conditions.
1. For all l ∈ {1, 2, . . . , L− 1}, Gl is ρl Lipschitz (component-wise) with respect to the L∞ norm.
2The dimensions of this matrix depend on the stride and on the size of the previous layer
3We suppose for notational simplicity that all convolutional filters at a given layer are of the same size. It is clear that the
proof applies to the general case as well.
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Figure 1 – Illustration of architecture for one layer
2. For all l ∈ {1, 2, . . . , L− 1}, and for each o ≤ Ol, Sl,o has cardinality dl.
3. For all l ≤ L− 1, any o ≤ Ol and for any x ∈ RUl×Ol−1 ,
#
(
δ ∈ Sl,o : G(x)δ 6= 0
)
≤ kl.
kl is the maximum number of non-zero entries in a convolutional patch of the next layer left after
the activations and pooling are applied.
4. By convention, we define kL = 1, and SL,k = {k} for each k ∈ {1, 2, . . . ,K}.
The architecture above can help us represent a feedforward neural network involving possible
(intra-layer) weight sharing as
FA1,A2,...,AL : RU0×w0 → RUL×wl : x 7→ (GL ◦ ΛAL ◦GL−1 ◦ ΛAL−1 ◦ . . . G1 ◦ ΛA1)(x),
where for each l ≤ L, the weight Al is a matrix in Rml×dl . Note that as usual, offset terms can be
accounted for by adding a dummy dimension of constants at each layer (this dimension must belong to
Sl,o for each o).
Throughout the text, we also fix some norms | .|L0 ,| .|L1 ,. . ., and | .|LL on the spaces RU0×w0 ,
RU1×w1 , . . ., and RUL×wL , as well as some functions | .|L∗l on Rml×dl for 1 ≤ l ≤ L such that the
following three properties are satisfied:
1. For all l ≤ L and all ξ ∈ RUl×wl , if |ξ|Ll ≤ 1, then ∀o ≤ Ol,
∑
δ∈Sl,o(xδ)
2 ≤ 1.
2. For all l ∈ {1, . . . , L}, all a > 0 and all ξ1, ξ2 ∈ RUl−1×wl−1 , if |ξ1 − ξ2|Ll−1 ≤ a, then
|(Gl ◦ ΛAl)(ξ1)− (Gl ◦ ΛAl)(ξ2)|Ll−1 ≤ a|A|L∗l .
3. For all l, there exist real numbers Dl and El such ∀A ∈ Rml×dl ,
‖A‖2L∗l
Dl ≤ ‖A‖
2
2 ≤ El‖A‖2L∗l .
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The two main examples of suitable such norms are the following.
The standard L2 and spectral norms. We can set |A|Ll = |A|Fr for all l, |A|L∗l = ρl|A˜|σ for
all l ≤ L− 1 and |A|L∗L = ρL maxi ‖Ai, .‖2, where | .|σ denotes the usual spectral norm for matrices,
and A˜ is the circulant matrix that represents the convolution operation performed by ΛA. This choice
satisfies the conditions (4) with Dl = wl and El = ml
Through Lipschitz constants. First, for all l ≤ L and all x ∈ RUl×wl , define ‖x‖2Ll =
maxo≤Ol
∑
δ∈Sl,o(xδ)
2. For each Al ∈ Rml×dl , we can then simply define ‖Al‖L∗l as the Lipschitz
constant ofG◦ΛA : RUl−1×wl−1 → RUl×wl with respect to the distances induced by the norms ‖ .‖Ll−1
and ‖ .‖Ll .
We can now formulate our main Theorems. We always assume that we are given a classification
problem with i.i.d. data-points (x, y), (x1, y1), . . . , (xn, yn) with y, y1, . . . , yn ∈ {1, 2, . . . ,K}.
Theorem 4.1 (Post-hoc asymptotic result). Assume we are given an architecture and classification
problem as described in section 4. For all δ > 0, with probability > 1− δ over the draw of the training
set it holds that every network as described in section 4, and every margins γ, ν > 0 satisfy:
P
(
arg max
j
(FA(x)j) 6= y
)
≤ R̂γ(FA) + O˜
(
‖X‖(L0,∞)>RA
γ
√
n
log(W ) +
√
log(1/δ)
n
)
, (6)
where ‖X‖(L0,∞)> = maxi≤n ‖xi‖L0 , W = maxLl=0Ol−1ml, and
RA = L2
L∑
l=1
klρ
2
l ‖Al‖22
∏
i 6=l
‖Ai‖2L∗i .
The more precise non-asymptotic result from which Theorem 4.1 can be deduced is the following.
Theorem 4.2 (Post-hoc result). Assume we are given an architecture and classification problem as
described in Section 4. For all δ > 0, with probability > 1− δ over the draw of the training set it holds
that every network as described in section 4, and every margins γ > 0 satisfy:
P(x,y)
(
arg max
j
(FA(x)j) 6= y
)
≤ R̂n + 8
n
+
160(‖X‖(L0,∞)> + 1)
γ
√
n
√
R¯
[
log(8nΓ¯/γ)
] 1
2 log(n)
+ 3
√√√√√ log
(
4n
δγ
)
2n
+
1
n
(
log(2 + ‖X‖(L0,∞)>) +
L∑
l=1
log
[
(2 + L‖Al‖2)(2 + L‖A˜l‖L∗l )
])
, (7)
where
R̂n = 1
n
n∑
i=1
I
[
(FL(xi))yi − max
j≤K,j 6=yi
(FL(xi))j ≤ γ
]
,
R¯ = L2
L∑
l=1
klρ
2
l
(
1
L
+ ‖Al‖2
)2∏
i 6=l
(
1
L
+ ‖A˜i‖L∗i
)2
,
and
Γ¯ =
L
max
l=0
[(
‖X‖(L0,∞)> + 1
)
e
(
‖Al‖2 + 1
L
)
Ol−1ml
l−1∏
i=1
(
1
L
+ ‖A˜i‖L∗i
)]
.
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5 Main Ideas of the Proof
Let us first recall the following definitions:
Definition 5.1 (Covering number). Let F be a class of real-valued functions defined over a space Z , let
S = {z1, . . . , zn} ⊂ Z , and let ‖ .‖ be a norm on Rn. For any  > 0, the empirical ‖ .‖-norm covering
numberN (F , , S) is defined as the minimal cardinality m of a collection of vectors v1, . . . ,vm ∈ Rn
such that supf∈F minj=1,...,m ‖f(z)− vj‖ ≤ . In this case, we call {v1, . . . ,vm} an (, ‖ .‖)-cover
of F w.r.t. S. We denote N (F , , ‖ · ‖) = supS N (F , , S).
Definition 5.2 (Fat-Shattering Dimension). Let F be a class of real-valued functions defined over
a space Z . We define the Fat-shattering dimension fat(F) at scale  > 0 as the largest D ∈ N
such that there exist D points z1, . . . , zD ∈ Z and witnesses s1, . . . , sD ∈ R satisfying: for any
δ1, . . . , δD ∈ {±1} there exists f ∈ F with
δi(f(zi)− si) ≥ /2, ∀i = 1, . . . , D. (8)
The key to handling both class dependence and weight-sharing in the proof of our results is to
work with L∞ covering numbers instead of L2 covering numbers, as well as using the L∞ continuity
of margin based loss functions. Indeed, suppose we can control the L∞ covering number of {vX :
‖v‖2 ≤ a} where a > 0 and X ∈ Rd×n with logarithmic dependence on n, d, it then becomes easy to
control the L∞ covering number of {(viXj)i≤I,j≤J :
∑
i≤I ‖vi‖22 ≤ a2} (where Xj ∈ Rd×n for all
j) with only logarithmic dependence on n, I, J , by applying the first result on the dI ×NIJ matrix
constructed as follows:

X1 0 . . . 0 X2 0 . . . 0 X3 . . . . . . . . . XJ . . . . . . 0
0 X1 . . . 0 0 X2 0 . . . 0 X3 . . . . . . 0 XJ . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . X1 0 0 . . . X2 0 . . . . . . X3 0 . . . . . . XJ
 ,
with the corresponding vectors being constructed as (v1, v2, . . . , vI) ∈ RdI . This idea is partially
inspired from [24], where J = 1 and only the multi-class aspect was treated (in the context of SVMs).
If we compose the linear map on Rn×d represented by (v1, v2, . . . , vI)> with k real-valued functions
with L∞ Lipschitz constant 1, the above argument yields comparable bounds on the ‖ .‖∞,2 covering
number of the composition, loosing a factor of
√
k only (for the last layer, k = 1, and for convolutional
layers, k is the number of neurons left after pooling).
The main technical step in the proof of our results is therefore to obtain bounds on the L∞ covering
number of linear classifiers, which requires a more careful and technical treatment than the L2 based
approaches of [10, 12]. Once this is taken care of, the rest of the proof follows classic chaining
arguments and a union bound on probabilities of events, as in much of the literature [10, 12, 13].
Proposition 5.3. For any a, b > 0, let Ua,b =
{
x 7→ x>α : ‖α‖2 ≤ a, ‖x‖2 ≤ b
}
be a class of linear
functions. For any a, b,  > 0, we have
logN (Ua,b, , ‖ .‖∞) ≤ 2.7a
2b2
2
log
(
2eban

)
.
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Drawing inspiration from the work in [24] on SVMs, we begin by bounding the Fat-shattering
dimension, and then use this to bound some mixed L∞,2 covering numbers. However, our proof differs
in that instead of going through the worst case Rademacher complexity, we prove the bound on the
shattering dimension directly, using the key Lemma below. A analogous result on the complexity
of linear classifiers appeared in [25], though both the proof and the constant are different. To prove
Proposition 5.3, we rely on both the Lemma below, and the classic lemma D.1 (cf. appendix) relating
covering numbers and Fat-shattering dimensions. The proof of the Lemma below can be found in the
appendix together with the complete proof of our results, and relies mostly on geometric arguments
and Stirling’s formula.
Lemma 5.4. For any a, b,  > 0, we have fat(Ua,b) ≤ 2.7a2b22 .
6 Illustrative Example and Experiments
For our experiments, we consider simple synthetic data constructed as follows. Each data point is a
sequence of length L (L = 200, 1000, 2000, 3000, 4000 for different experiments) of digits from the
set {0, 1, 2, 3}. We fix 20 "signature" sequences s1, s2, . . . , s20 of length 15, the first 10 of which (i.e.
{s1, s2, . . . , s10}) are associated with label 0, and the last 10 (i.e. {s11, s12, . . . , s20}) of which are
associated with label 1. Each data point is created by inserting 5 of the signatures into an originally
uniformly random sequence of length L at a uniformly random position. Optionally, we repeat each
inserted subsequence a total of iter times, where iter is a parameter (duplicate signatures need not
all appear consecutively). The label is determined by the majority vote of the signatures present. For
instance, if signatures s1, s2 and s11 are present, the label is 0.
We use one-hot encoding (so that each data point is of size (4, L)) and employ a two-layer neural
network without offset terms composed of one convolutional layer without any padding and one fully
connected layer. The filters of the convolutional layer are of size (4, 15) and the stride is 1. We use 50
filters, and pooling is over the whole spacial region, so that the number of hidden neurons is also 50.
In this case, we have U0 = 4, w0 = L, m1 = U1 = 50, w1 = O1 = 1, d = 15,O2 = 2, O0 =
L− 15 + 1, m2 = 2. Also, S0,1 = {(0, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), . . . , (14, 2), (14, 3)}, and
S0,k4u+i = (k − 1 + u, i). Finally, S1,k = {k} for k ≤ 50, and S2,k = {k} for k = 1, 2.
To calculate the normalising factor MA from formula 1 as in [10], we use the standard ‖ .‖2,1
and spectral norms applied to the matrices representing the linear transformations. In particular,
‖X‖2,2 = supi ‖xi‖2 =
√
L. When applying Theorem 4.1 we use ‖x‖2L0 = maxo≤O0
∑
δ∈S0o (xδ)
2,
so that ∀i, ‖xi‖L0 =
√
15, ‖ .‖L2 = ‖ .‖∞, ‖ .‖L2 = ‖ .‖∞, ‖A2‖L∗2 = ‖A˜2‖σ, and interestingly,‖A1‖L∗1 = ‖A1‖2.
We run the model for both N = 350 and N = 20000, in both cases for L taking the values
200, 1000, 2000, 3000 and 4000. The parameter iter, which we vary proportionately to the total length
(so that iter = 2, 10, 20, 30, 40), appears required for optimisation purposes. Of course, it also has
some influence on generalisation, but bridging the data dependency gap is beyond the scope of this
work, where we focus on non-local generalisation bounds valid on the whole of weight space.
We illustrate experimental results in Figures 2 and 3 for L = 1000 and 4000. The R-normalised
margins are orders of magnitude larger than the M -normalised ones. Furthermore, in both cases
N = 350 and N = 20000, the value of L has a strong influence on the classically normalised margins,
but a milder influence on both our normalised margins and two subjective measures of data insufficiency:
the test accuracy and the distribution of the margins. For N = 20000 and all values of L, the margins
are clearly divided into three sets depending on how many inserted signatures in the datapoint are
9
0.0 1.0 2.0 3.0
102  Margin normalised with R
N=350
L=1000, acc=94.29%
L=4000, acc=97.43%
0.0 2.0 4.0 6.0
105  Margin normalised with M
N=350
L=1000, acc=94.29%
L=4000, acc=97.43%
0.0 1.0 2.0 3.0 4.0
102 Margin normalised with R
N=20000
L=1000, acc=99.94%
L=4000, acc=99.95%
0.0 2.0 4.0 6.0 8.0
105 Margin normalised with M
N=20000
L=1000, acc=99.94%
L=4000, acc=99.95%
Figure 2 – Distribution of normalised margins for different values of N and L
associated with the same label 4. For N = 350 (all values of L), the three groups are still identifiable,
but are less well separated, which shows the problem is in a similarly borderline insufficient data
regime. In conclusion, classification problems of similar difficulty but different data size lead to similar
normalised margins when using R from Theorem 4.1, but very different normalised margins when
using M from theorem 2.1.
200 1000 2000 3000 40000.0
0.2
0.4
0.6
0.8
1.0
1.2
N=350, 104  average M
200 1000 2000 3000 40000.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
N=350, 102  average R
200 1000 2000 3000 40000.0
0.2
0.4
0.6
0.8
1.0
N=350, test accuracy
Figure 3 – Average margins for different values of L
7 Conclusion
In this paper, we have proved spectrally normalised generalisation bounds for deep neural networks
with significantly reduced dependence on certain parameters and architectural choices. On the issue
of generalisation bounds for extreme multi-class classification, we have completely bridged the gap
between the states of the art in shallow methods and in deep learning. Furthermore, we have provided
the first satisfactory answer to the weight sharing problem in the Rademacher analysis of deep neural
networks. Synthetic data experiments show that our bounds are indeed substantially less affected by
increases in the size of the problem under the assumption of translation invariance.
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4{3, 2} is frequent and difficult to classify, {4, 1} is easier and rarer, {5, 0} is even easier and very rare.
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A Proofs
Let us first make the following important points about one of our notational choices.
Important remarks :
1. Throughout the proofs, we will be using mixed Lp,q,r norms. Importantly, any sample/batch
dimension will always be averaged instead of summed! This convention helps reduce the number
of unnecessary factors of n to drag along. Thus if X ∈ Rn, n is the sample dimension and p ≥ 1
‖X‖p :=
(
1
n
n∑
i=1
|Xi|p
) 1
p
.
Similarly, if X ∈ RI×n×J , n is the sample dimension and 1 ≤ p, q, r ≤ ∞
‖X‖rp,q,r =
J∑
k=1
 1
n
n∑
j=1
(
I∑
i=1
|Xi,j,k|p
) q
p

r
q
(9)
This notation involving mixed norms will also (in fact, mostly) be used when some or all of
p, q, r are infinite, in which case the factor of 1/n is irrelevant. For instance, if X ∈ RI×n×J
and n is the sample dimension, we will write
‖X‖(∞,∞,2)> = ‖X>‖(∞,∞,2) = max
j2≤n
max
j3≤J
√√√√ I∑
j1=1
(Xj1.j2,j3)
2.
2. We interpret ’tensor multiplication’ for tensors as contracting the dimension in common between
the tensors. For instance, if A ∈ Ra×b×c and B ∈ Rc×d, AB ∈ Ra×b×d is defined by
(AB)i,j,k =
∑c
l=1Ai,j,lBlk.
A.1 Proof of key technical Lemmas 5.4 and 5.3
For any a > 0, let Aa = {α ∈ Rd : ‖α‖2 ≤ a} be the ball of radius a in Rd.
Proof of Lemma 5.4. Let D be the Fat shattering dimension. According to the definition of the Fat
Shattering dimension and definition of Ua,b, we know the existence of z1, . . . , zD ∈ Ab such that for
any δ ∈ {±1}D we can find aδ ∈ Aa satisfying
[(V αδ)i − si]δi ≥ , (10)
where V ∈ RD×d is the matrix with the i-th row being z>i .
By abuse of notation, we will write V for the linear map from Rd to RD represented by the matrix
V. Let us also write B for Aa ∩ (ker(V ))⊥ = Aa ∩ span(V1, . , V2, . , . . . , VD, . ). Let RD ⊃ S := {ασ :
δ ∈ {±1}D}. We have S ⊂ Aa. Let S¯ be the projection of S on ker(V )⊥. Note that V (S) = V (S¯),
and S¯ ∈ B.
Let us write C = V (Ba). Note that since V is a linear map, C is convex. Furthermore, it is clear
that V (S¯) ∈ C, therefore we can conclude that
Conv(V (S¯)) ⊂ C,
11
where Conv denotes the convex hull.
Note that by the inequalities (10), [s1 − , s1 + ] × [s2 − , s2 + ] × . . . × [sD − , sD + ] ⊂
Conv(V (S¯)). Therefore, we have
[s1 − , s1 + ]× [s2 − , s2 + ]× . . .× [sD − , sD + ] ⊂ Conv(V (S¯)) ⊂ C = V (B). (11)
Note that we have
Vol ([s1 − , s1 + ]× [s2 − , s2 + ]× . . .× [sD − , sD + ]) = (2)D,
and therefore
Vol(V (B)) ≥ (2)D. (12)
Note also that B is just a ball inside the space span(V1, . , V2, . , . . . , VD, . ), and we have∣∣∣det(V |ker(V )⊥)∣∣∣ ≤ bD. (13)
Indeed, let us fix an arbitrary orthonormal basis of ker(V )⊥ and let W be the matrix representing the
operator V |ker(V )⊥ in this basis, by the fact zi ∈ Ab and the Cauchy-Scharz inequality, we have
Tr
(
W>W
)
≤ Tr
(
V >V
)
= Tr
(
V V >
)
≤ Db2,
which implies
∣∣det (W>W )∣∣ ≤ b2D, from which equation (13) follows.
Putting those facts together, we obtain that
Vol (V (B)) ≤ b
DaD(pi2 )
D/2
Γ(D2 + 1)
. (14)
Putting inequalities (12) and (14) together, we obtain
(2)n ≤ b
DaD(pi2 )
D/2
Γ(D2 + 1)
. (15)
We will use the following version of Sterling’s identity, which can be found in [26] :
Γ(x) ≥
√
2pixx−
1
2 e−x.
Plugging this into the (D/2)th root of equation (15), we obtain
a2b2
42
pi/2 ≥ (2pi) 1D
(
D
2
+ 1
)1+ 1
D
e−1−
2
D ≥ D(2pi)
1
D e−1−
2
D
2
. (16)
Finally, rearranging equation (16) yields,
D ≤ a
2b2epi
(
e2/2pi
)1/D
42
≤ 9(6/5)a
2b2
42
=
2.7a2b2
2
,
as expected.
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We can now proceed with the
Proof of Proposition 5.3. Using this and proposition D.1, we can prove Lemma 5.3 in two cases.
If n ≤ 2.7a2b2
2
, consider the  cover S of [−ab, ab]n defined by
S = {−N,−(N − 1), . . . ,−, 0, , . . . , (N − 1),N}n,
where N =
⌊
ab

⌋
. For each element s ∈ S, we can define an element α(s) ∈ Aa such that ‖V α(s)−
s‖∞ = min(‖V α− s‖∞ : α ∈ Aa). Note that the set α(S) is an  cover of {V α : α ∈ Aa}. Indeed if
α ∈ Aa, let s be the closest element of S to V α in terms of the ‖ .‖∞ norm. We have ‖s−V α‖∞ ≤ /2,
and therefore ‖V α(s)− s‖∞ ≤ /2, from which it follows that ‖V α(s)− V α‖∞ ≤ . Therefore we
have
logN (Ua,b, , ‖ .‖) ≤ n log
(
2
ab

)
≤ 2.7a
2b2
2
log
(
2
ab

)
≤ 2.7a
2b2
2
log
(
2eban

)
,
as expected.
If n > 2.7a
2b2
2
, note that by Lemma 5.4, we have that fat < n, and we can apply proposition D.1
to obtain:
logN (U, , ‖ .‖∞) ≤ fat(Ua,b) log
(
2e(ab)n

)
≤ 2.7a
2b2
2
log
(
2eban

)
,
as expected.
Note first the following immediate consequence of Lemma 5.3:
Proposition A.1. Let positive reals (a, b, ) and positive integer m be given. Let the matrices Xu ∈
Rn×d for u ∈ {1, 2, . . . , U} be given with ∀u ∈ {1, 2, . . . , U}, ‖Xu‖(2,∞)> ≤ b. We will also write
X ∈ RU×n×d. We have
logN
(
{XA : A ∈ Rd×m, ‖A‖2,2 ≤ a}, , ‖ .‖∞,∞,∞
)
≤ 2.7a
2b2
2
log
(
2eabmnU

)
, (17)
where the norm ‖ .‖∞ is over the space RU×n×m and XA is defined by (XA)u,i,j =
∑d
o=1Xu,i,oAo,j .
Proof. This follows immediately from Lemma 5.3 applied to the nmU data points inRd×m (considered
as a simple vector space with the Hadamard product used as the scalar product) defined by, for all
δ ∈ {1, 2, . . . ,m} × {1, 2, . . . , d}, (xu,i,j)δ = (Xuj )δ2 for δ1 = i and (xu,i,j)δ = 0 otherwise, and the
function class
{FA : Rd×m → R : x 7→ xA; ‖A‖2 ≤ a},
where  denotes the Hadamard product.
Definition A.2. Let ρ > 0, and G˜ : Rm → Rm be such that for all i ∈ {1, 2, . . . ,m}, G˜i is ρ Lipschitz
with respect to the L∞ norm. Next, define G as a truncation of G˜ where only the top k values are
retained, with an arbitrary tie-breaking strategy, so that
∀i ∈ {1, 2, . . . ,m},
13
Gi = G˜i if #
({
j ∈ {1, 2, . . . ,m} : G˜j > G˜i ∨ (G˜j = G˜i ∧ j > i)
})
< k
Gi = 0 otherwise. (18)
We will call any function G that can be represented in this way a k-sparse ρ-Lipschitz function (with
respect to the L∞ norm).
Next, we have the following key steps in our analysis.
Corollary A.3. Let G be a k-sparse, ρ-Lipschitz function. Then for any X ∈ RU×n×d such that
‖X‖2
(2,∞,∞)> ≤ b2,
logN
({
G(XA) : A ∈ Rd×m, ‖A‖2 ≤ a
}
, , ‖ .‖(2,∞,∞)>
)
≤ 2.7ka
2b2
2ρ2
log
(
2eabnmU
ρ
√
k
)
. (19)
Note that G need not be continuous. Possible choices of G include component-wise Relu followed be
replacing the m− k smallest activations by zero, or explicitly defining k entries of G(x) as maxima or
averages of given subsets of the entries of x. Here for a tensor B ∈ Ra×b×c,
‖B‖(2,∞,∞)> = ‖B>‖(2,∞,∞) =
a
max
i=1
b
max
j=1
√√√√ c∑
k=1
(B>)2k,j,i =
a
max
i=1
b
max
j=1
√√√√ c∑
k=1
(B)2i,j,k.
Proof. This follows immediately from Proposition A.1 the fact that if A ⊂ Rd×m is such that XA is
an (, ‖ .‖∞,∞,∞)-cover of {
XA : A ∈ Rd×m, ‖A‖2 ≤ a
}
,
then G(XA) is a (√kρ, ‖ .‖(2,∞,∞)>)-cover of{
G(XA) : A ∈ Rd×m, ‖A‖2 ≤ a
}
.
A.2 Covering number bound for networks with fixed norm constraints
With this result in our toolkit, we can prove a first covering number result about neural networks.
We have the following result.
Theorem A.1. Suppose we are given an architecture as described in section 4, a design matrix
X ∈ Rn×U0×w05, and numbers 0 < a1, a2, . . . , al, s1, s2, . . . , sl. Define the family of tensors obtained
by applying the network FA1,A2,...,AL for values of A
1, A2, . . . , AL satisfying norm constraints as
follows
HX :=
{
FA1,A2,...,AL (Xi, . , . ) : ‖A˜l‖σ ≤ si ∧ ‖Al‖2 ≤ al
}
.
Suppose also that ∀i, ‖xi‖2L0 ≤ b2 for some b > 0. We have
logN
(
H, , ‖ .‖(∞,L0)>
)
≤ L2b2
L∏
i=1
s2i ρ
2
i
L∑
l=1
2.7kla
2
l
s2l 
2
log
2
(
b
∏l−1
i=1 ρisi
)
enalOl−1ml


5From here on, we put the sample dimension first.
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Proof. Note that for any x ∈ RU0×w0 with ‖x‖2 ≤ b and any A1, A2, . . . , Al satisfying the conditions,
we have ‖FA1,A2,...,Al(x)‖2 ≤
∏l−1
i=1 ρisi. Hence, by proposition B.1, it suffices to prove the result for
L = 1.
The case L = 1 follows from Corollary A.3 applied to U¯ , d¯, m¯ and X¯ ∈ RU¯×n×d¯ where U¯ = O0,
d¯ = d1, m¯ = m1 and for u ≤ U¯ = O0, i ≤ n and j ≤ d, X¯u,i,j = Xi,S
1,u
j . Note here that
S1,uj ∈ {1, 2, . . . , U0} × {1, 2, . . . , w0}.
A.3 Joint generalisation bound for fixed norm constraints
The next step is to use the above, together with the classic Rademacher theorem E.1 and Dudley’s
Entropy integral, to obtain a result about large margin multi-class classifiers.
Theorem A.2. Suppose we have a K class classification problem and are given n i.i.d. observations
(x1, y1), (x2, y2), . . . , (xn, yn) ∈ RU0×w0 ⊗ {1, 2, . . . ,K} drawn from our ground truth distribution
(X,Y ), as well as a fixed architecture as described in Section 4, where we assume the last layer is
fully connected and has width K and corresponds to scores for each class. Suppose also that with
probability one ‖x‖Lo ≤ b. Suppose we are given 2L numbers a1, a2, . . . , aL and s1, s2, . . . , sL. For
any δ > 0 and any margin γ > 0, with probability > 1− δ over the draw of the training set, for any
network A = (A1, A2, . . . , AL) satisfying ∀l : ‖Al‖2 ≤ al ∧ ‖A˜l‖σ ≤ si, we have
P
(
arg max
j∈{1,2,...,K}
(FL(x))j 6= y
)
≤ R̂γ + 8
n
+
80
γ
√
n
√
R
[
log(Γn2/γ)
] 1
2 log(n) + 3
√
log(2δ )
2n
, (20)
where
R̂γ ≤ 1
n
n∑
i=1
I
(
(FA1,A2,...,AL(xi))yi −max
j 6=yi
(FA1,A2,...,AL(xi))j ≤ γ
)
,
R := L2b2
L∏
i=1
s2i ρ
2
i
L∑
l=1
kla
2
l
s2l
, and
Γ :=
L
max
l=1
(
b
l−1∏
i=1
ρisiealOl−1ml
)
. (21)
Proof. We will apply the classic Rademacher theorem to the function lγ(−M(x, y)), where
M(x, y) = (FA1,A2,...,AL(x))y −max
j 6=y
(FA1,A2,...,AL(x))j ,
and for any θ > 0 the ramp loss λθ is defined by
λθ(x) :=

0 x ≤ −θ
1 + x/θ x ∈ [−θ, 0]
1 otherwise.
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Let us define
R̂γ =
1
n
n∑
i=1
lγ(−M(xi, yi)).
Using this, note that we have immediately for any δ > 0, that with probability greater than 1− δ over
the training set:
P
(
arg max
j∈{1,2,...,K}
(FL(x))j 6= y
)
≤ E (lγ(−M(x, y)))
≤ R̂γ + 3
√
log(2δ )
2n
+ 2Rˆn(lγ(−M(x, y))). (22)
Applying Theorem A.1 (with SLj = {j} for each j ∈ {1, 2, . . . ,K} so that ‖ .‖LL = ‖ .‖∞) to F
and noting that any (, ‖ .‖∞)-covering of F (X) (where X is the design matrix) is a (2/γ, ‖ .‖∞)
-covering of lγ(−M(xi, yi)) (i = 1, 2, . . . , n), we obtain that
logN (Hk, | .|, ) ≤ L2b2
L∏
i=1
s2i ρ
2
i
L∑
i=1
2.7kla
2
l 4
γ2s2l 
2
log
2
(
b
∏l
i=1 ρisi
)
enalOl−1ml
γ/2
 , (23)
where Hk is the function class of networks of the form FL(x) with weight matrices satisfying ∀l :
‖Al‖2 ≤ al ∧ ‖A˜l‖σ ≤ si, and kL = 1. Applying Dudley’s entropy formula (38) with α = 1n , we then
obtain, for all k:
Rˆn(lγ(−M(x, y))) ≤ 4α+ 12√
n
∫ 1
α
√
logN (F|S, , ‖ .‖p)
≤ 4
n
+ 2
√
2.7
12√
nγ
√
R
∫ 1
1
n
√
log(4Γn/(γ))
γ
d
≤ 4
n
+
40
γ
√
n
√
R
∫ 1
1
n
√
log(4Γn2/γ)

d
=
4
n
+
40
γ
√
n
√
R
√
log(4Γn2/γ) log(n)
(24)
Plugging this back into equation (22), we obtain that for every δ > 0 and every k (with kL = 1 as
usual) we have with probability > 1− δ over the training set:
P
(
arg max
j∈{1,2,...,K}
(FL(x))j 6= y
)
≤ R̂γ + 8
n
+
80
γ
√
n
√
Rκ
[
log(4Γn2/γ)
] 1
2 log(n) + 3
√
log(2δ )
2n
,
(25)
as expected.
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A.4 Proof of main Theorems 4.2 and 4.1
All the pieces are now in place to present the
Proof of Theorem 4.2. The general proof technique is similar to the proof of the main theorem in [10]
and further references, the main differences being that we must use our stronger Theorem A.2 to take
width reduction and weight sharing into account.
For each choice of positive integers G,B1, B2, . . . , BL, S1, S2, . . . , SL, b, define
δ(G,B, S, b) =
δ
2G
∏L
l=1BlSl(Bl + 1)(Sl + 1)b(b+ 1)
. (26)
Let also
S(G,B, S, b) =
{
(X, γ,A) : 1
γ
≤ 2
G
n
, ∀l ≤ L, ‖Al‖2 ≤ Bl
L
∧ ‖A˜l‖L∗l ≤
Sl
L
, ‖X‖(∞,L0)> ≤ b
}
.
Apply Theorem A.2 for γ−1 = 2
G
n , al = Bl, sl = Sl, b = b, we see that with probability
> 1 − δ(G,B, S, b) over the draw of the training set, every (data,network, margin) combination
(X, γ,A) ∈ S(G,B, S, b) satisfies
P(x,y) (EL(x, y))
≤ 1
n
n∑
i=1
I
(
ML(xi, yi) ≤ n
2G
)
+
8
n
+ 3
√√√√ log ( 2δ(G,B,S,b))
2n
+
80× 2G
n
√
n
√√√√L2b2 L∏
i=1
S2i
L2
ρ2i
L∑
i=1
klB
2
l
S2l
(
log
(
4nΓ2G
)) 1
2 log(n)
≤ 1
n
n∑
i=1
I
(
ML(xi, yi) ≤ n
2G
)
+
8
n
+ 3
√√√√ log (2δ )
2n
+
1
2n
L∑
l=1
log(Bl(Bl + 1)) + log(Sl(Sl + 1)) +
1
2n
log(b(b+ 1)) +
1
2n
log(2G)
+
80× 2G
n
√
n
√√√√L2b2 L∏
i=1
S2i
L2
ρ2i
L∑
i=1
klB
2
l
S2l
(
log
(
4nΓ2G
)) 1
2 log(n)
(27)
where Γ = maxLl=1
(
beS
l
L Ol−1ml
∏l−1
i=1 ρi
Bi
L
)
,
ML(x, y) := (FA1,A2,...,AL(x))y −max
j 6=y
(FA1,A2,...,AL(x))j ,
and EL(x, y) := {ML(x, y) ≤ 0}. Since
∑
(G,B,S,b) δ(G,B, S, b) = δ, we have that with probability
> 1− δ over draw of the training set, the above inequality holds where (G,B, S, b) are the smallest
integers such that (X, γ,A) ∈ (G,B, S, b). In this case, note that we have
Bl
L
≤ ‖Al‖2 + 1
L
∀l ≤ L
17
Sl
L
≤ ‖A˜l‖L∗l +
1
L
∀l ≤ L
2G−1
n
<
1
γ
≤ 2
G
n
‖X‖(∞,L0)> ≤ b ≤ ‖X‖(∞,L0)> + 1 (28)
This allows us to conclude, plugging equation (28) into equation (27) that w.p. > 1− δ, we have:
P(x,y) (EL(x, y)))
≤ 1
n
n∑
i=1
I
(
ML(xi, yi) ≤ n
2G
)
+
8
n
+ 3
√√√√ log (2δ )
2n
+
1
2n
L∑
l=1
log(Bl(Bl + 1)) + log(Sl(Sl + 1)) +
1
2n
log(b(b+ 1)) +
1
2n
log(2G)
+
2G80
n
√
n
√√√√L2b2 L∏
i=1
S2i
L2
ρ2i
L∑
i=1
klB
2
l
S2l
[
log
(
4n2G
L
max
l=1
(
be
Sl
L
Ol−1ml
l−1∏
i=1
ρi
Bi
L
))] 1
2
log(n)
≤ 1
n
n∑
i=1
I (ML(xi, yi) ≤ γ) + 8
n
+ 3
√√√√√ log
(
4n
δγ
)
2n
+
1
n
(
(2 + ‖X‖(∞,L0)>) +
L∑
l=1
log
[
(2 + L‖Al‖2)(2 + L‖A˜l‖L∗l )
])
+
160
γ
√
n
√√√√L2(‖X‖(∞,L0)> + 1)2 L∏
i=1
ρ2i
L∑
i=1
kl(‖Al‖2 + 1/L)2
∏
i 6=l
(
‖A˜l‖L∗l + 1/L
)2
[
log
(
8en
γ
L
max
l=0
(
(1 + ‖X‖(∞,L0)>)
l−1∏
i=1
ρi(‖A˜i‖L∗l + 1/L)(‖Al‖2 + 1/L)Ol−1ml
))] 1
2
log(n),
(29)
as expected.
Armed with this, the proof of Theorem 4.1 is just a matter of simplifying into O˜ notation:
Proof of Theorem 4.1. The proof is a matter of simplifying theorem 4.2 into the O˜ notation. Recall that
if f, g : Rm → R, f = O˜(x) iff limn→∞ f(xn)gPolylog(g(xn)) < C for any choice of sequence x1, x2, . . .
such that limn→∞ xn =∞ for some absolute constant C. Let f0, f1, f2 be the three excess risk terms
in Theorem 4.2, it is clear that f0 = 8n = O˜
( √
R
γ
√
n
log (maxl≤LOl−1ml)
)
. As for f1, note that log(n)
and log(γ) are both O
( √
R
γ
√
n
)
, and be
∏l−1
i=1 ρi
(
1
L + ‖Ai‖Li
)
( 1L + ‖Al‖2) is o(R). Finally, since
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‖A‖2L∗
l
Dl ≤ ‖A‖22 ≤ El‖A‖2L∗l , we have for large enough ‖A
l‖2, ‖A˜l‖L∗l :
2
L∑
l=1
log
[
(2 + L‖Al‖2)(2 + L‖A˜l‖L∗l )
]
≤ 5
[
L log(L) + max
l≤L
log(El) + log
(
L∏
i=1
‖A˜i‖L∗i
)]
≤ 5L
(
log(L) + max
l≤L
log(El)
)
+ 5 max
l¯
log
‖Al˜‖2√Dl˜
∏
i 6=l˜
‖A˜i‖L∗i

≤ 5L
(
log(L) + max
l≤L
log(El)
)
− 5 max
l¯
log
(√
Dl˜
)
+ 5 log
(√
R
)
= O
(
log
(
γ
√
n
√
R
γ
√
n
))
= O˜
( √
R
γ
√
n
)
,
where l˜ = arg min(ki : i ≤ L), and at the last step, we used again the fact that log(n) and log(γ) are
both O
( √
R
γ
√
n
)
, as well as the fact that L log(L) is O˜(
√
R).
B Chaining covering number bounds.
In this section, we state and prove a general result about the covering numbers of functions obtained
through function composition. This result is mostly a combination of lemma A.7 in [10] and the
beginning of the proof of Theorem 3.3 in the same reference.
Proposition B.1. Let L be a natural number and a1, . . . , aL > 0 be real numbers. Let V0,V1, . . . ,VL
be L + 1 vector spaces, with arbitrary norms | .|0, | .|1, . . . , | .|L, let B1, B2, . . . , BL be L vector
spaces with norms ‖ .‖1, ‖ .‖2, . . . , ‖ .‖L and B1,B2, . . . ,BL be the balls of radii a1, a2, . . . , aL in the
spaces B1, B2, . . . , BL with the norms ‖ .‖1, ‖ .‖2, . . . , ‖ .‖L respectively6. Suppose also that for each
l ∈ {1, 2, . . . , L} we are given an operator F l : Vl−1 × Bl → Vl : (x,A) → F lA(x). Suppose also
that there exist real numbers ρ1, ρ2, . . . , ρL > 0 such that the following properties are satisfied.
1. For all l ∈ {1, 2, . . . , L} and for all A ∈ Bl, the Lipschitz constant of the operator F lA with
respect to the norms | .|l−1 and | .|l is less than ρl.
2. For all l ∈ {1, 2, . . . , L}, all b > 0, and all  > 0, there exists a subset Cl(b, ) ⊂ Bl such that
log(# (Cl(b, ))) ≤ Cl,a
2
l b
2
2
, (30)
where Cl, is some function of l,  and, and, for all A ∈ Bl and all X ∈ Vl−1 such that
|X|i−1 ≤ b, there exists an A¯ ∈ Cl(b, ) such that∣∣∣F lA(X)− F lA¯(X)∣∣∣l ≤ . (31)
6The proof works with B1,B2, . . . ,BL being arbitrary sets, but we formulate the problem as above to aid the intuitive
comparison with the areas of application of the Proposition.
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For each l and each Al = (A1, A2, . . . , Al) in Bl := B1 × B2 × . . . ,Bl, let us define
F lAl : V0 → VL : x→ F lAl(x) = F lAl ◦ . . . ◦ F 2A2 ◦ F 1A1 ,
and FA = FLAL . For each  > 0, there exists a subset C of BL such that for all A = (A1, A2, . . . , AL)
in B := BL, there exists an A¯ ∈ C such that the following two conditions are satisfied.
∣∣∣F lAl(X)− F lA¯l(X)∣∣∣l ≤ ∏L
j=l+1 ρj
(∀l ≤ L), and (32)
log #(C) ≤ |X|
2
1
2
L∏
i=1
ρ2i
 L∑
l=1
C 12l,al
ρl

2
3

3
≤ L2 |X|
2
1
2
L∏
i=1
ρ2i
L∑
l=1
C 12l,al
ρl
2 .
In particular, for any X ∈ V0 and any  > 0, the following bound on the (, | .|L)-covering number of
{FA(X) : A ∈ BL} holds.
logN ({FA(X) : A ∈ B}, , | .|L) ≤ L2 |X|
2
0
2
L∏
i=1
ρ2i
L∑
i=1
C 12l,al
ρi
2 . (33)
Proof. The proof draws inspiration from the ideas in [10]. However, we must keep the generality of
the norms | .|0, | .|1, . . . , | .|L until further into the proof, and we also keep track of the errors at the
intermediary layers, yielding a stronger result.
For l = 1, . . . , L, let l = αl∏L
i=l+1 ρi
, where the αl > 0 will be determined later satisfying∑L
l=1 αl = 1.
Using the second assumption, let us pick for each l the subset Cl = Cl
(
|X|0
∏l−1
i=1 ρi, l
)
satisfying
the assumption. Let us define also the set C := C1 × C2 × . . .× CL ⊂ B.
Claim 1
For all A ∈ B, there exists a A¯ ∈ C such that for all l ≤ L,∣∣∣F lA(X)− F lA¯(X)∣∣∣l ≤ ∏L
j=l+1 ρj
. (34)
Proof of Claim 1
To show this, observe first that for any 1 ≤ l ≤ L and for any A1, A2, . . . , Al,
∣∣∣F l−1 ◦ . . . ◦ F 2 ◦ F 1(X)∣∣∣
l
≤ |X|0
l−1∏
i=1
ρi, (35)
and therefore, by definition of Cl, we have that for any A1, A2, . . . , Al−1, {FA1,A2,...,Al−1,Al(X) : Al ∈
Cl} is an (l, | .|l) cover of {FA1,A2,...,Al−1,Al(X) : Al ∈ Bl}.
Let us now fix A1, A2, . . . , AL and define A¯l ∈ Cl inductively so that F lA¯l(FA¯1,A¯2,...,A¯l−1(X)) is
an element of {F lA(FA¯1,A¯2,...,A¯l−1(X)) : A ∈ Cl} minimising the distance to FA¯1,A¯2,...,A¯l−1,Al(X) in
terms of the | .|l norm.
20
We now have for all l ≤ L:
|FA(X)− FA¯(X)|l ≤
l∑
i=1
∣∣∣F(A¯1,A¯2,...,A¯i−1,Ai,...,Al)(X)− F(A¯1,A¯2,...,A¯i,Ai+1,...,Al)(X)∣∣∣l
≤
l∑
i=1
l∏
j=i+1
ρj
∣∣∣F(A¯1,A¯2,...,A¯i−1,Ai)(X)− F(A¯1,A¯2,...,A¯i)(X)∣∣∣l
≤
l∑
i=1
l∏
j=i+1
ρji =
1∏L
j=l+1 ρj
l∑
i=1
αi ≤ ∏L
j=l+1 ρj
, (36)
as expected.
This concludes the proof of the claim.
To prove the proposition, we now simply need to calculate the cardinality of C:
logN ({FA(X) : A ∈ B}, , | .|L) ≤ log(#(C)) ≤
L∑
l=1
log(#(Cl))
=
L∑
l=1
Cl,a
2
l
(
|X|0
∏l−1
i=1 ρi
)2
2l
≤ 1
2
L∑
l=1
Cl,a
2
l
(
|X|0
∏l−1
i=1 ρi
)2 (∏L
i=l+1 ρi
)2
α2l
=
|X|20
∏L
i=1 ρ
2
i
2
L∑
l=1
Cl,a
2
l
ρ2l α
2
l
. (37)
Optimizing over the αl’s subject to
∑L
l=1 αl = 1, we find the Lagrangian condition(
−2Cl,a
2
l /ρ
2
l
α3l
)L
l=1
∝ (1)Ll=1,
yielding
αl =
(
√
Cl,al/ρl)
2
3∑L
i=1(
√
Ciai/ρi)
2
3
.
Substituting back into equation (37), we obtain
logN ({FA(X) : A ∈ B}, , | .|L) ≤ |X|
2
0
∏L
i=1 ρ
2
i
2
[
L∑
i=1
(√
Ciai
ρi
) 2
3
]2 L∑
l=1
(√
Cl,al
ρl
)2−4/3
≤ |X|
2
0
∏L
i=1 ρ
2
i
2
 L∑
l=1
(√
Cl,al
ρl
)2/33 ,
as expected. The second inequality follows by Jensen’s inequality.
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C Dudley’s entropy formula
For completeness, we include a proof of (a variant of) the classic Dudley’s entropy formula. To enable a
comparison with the results used in [10], we write the result with arbitrary Lp norms. We will, however,
only use the L∞ version, as in [24].
Proposition C.1. Let F be a real-valued function class taking values in [0, 1], and assume that 0 ∈ F .
Let S be a finite sample of size n. For any 2 ≤ p ≤ ∞, we have the following relationship between the
Rademacher complexity R(F|S) and the covering number N (F|S, , ‖ .‖p).
R(F|S) ≤ inf
α>0
(
4α+
12√
n
∫ 1
α
√
logN (F|S, , ‖ .‖p)
)
,
where the norm ‖ .‖p on Rm is defined by ‖x‖pp = 1n(
∑m
i=1 |xi|p).
Proof. Let N ∈ N be arbitrary and let i = 2−(i−1) for i = 1, 2, . . . , N . For each i, let Vi denote the
cover achieving N (F|S, i, ‖ .‖p), so that
∀f ∈ F ∃v ∈ Vi
(
1
n
n∑
t=1
(f(xt)− vt)p
) 1
p
≤ i, (38)
and #(Vi) = N (F|S, i, ‖ .‖p). For each f ∈ F ,let vi[f ] denote the nearest element to k in Vi. Then
we have, where σ1, σ2, . . . , σn are n i.i.d. Rademacher random variables,
Eσ sup
f∈F
1
n
n∑
t=1
σtf(xt)
= Eσ sup
f∈F
[
1
n
n∑
t=1
σt
(
ft(xt)− vNt [f ]
)− N−1∑
i=1
1
n
n∑
t=1
σt
(
vit[f ]− vi+1t [f ]
)
+
1
n
n∑
t=1
σtv
1
t [f ]
]
≤ Eσ sup
f∈F
[
1
n
n∑
t=1
σt
(
ft(xt)− vNt [f ]
)]
+
N−1∑
i=1
Eσ sup
f∈F
[
1
n
n∑
t=1
σt
(
vit[f ]− vi+1t [f ]
)]
+ Eσ sup
f∈F
[
1
n
n∑
t=1
σtv
1
t [f ]
]
.
For the third term, pick V1 = {0}, so that
Eσ sup
f∈F
[
1
n
n∑
t=1
σtv
1
t [f ]
]
= 0.
For the first term, we use Hölder’s inequality to obtain, where q is the conjugate of p,
N−1∑
i=1
Eσ sup
f∈F
[
1
n
n∑
t=1
σt
(
ft(xt)− vNt [f ]
)] ≤ Eσ ( 1
n
n∑
t=1
|σt|q
) 1
q
(
1
n
n∑
t=1
∣∣ft(xt)− vNt [f ]∣∣p
) 1
p
≤ N .
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Next, for the remaining terms, we define Wi = {vi[f ]− vi+1[f ]|f ∈ F}. Then note that we have
|Wi| ≤ |Vi||Vi+1| ≤ |Vi+1|2, and then
Eσ sup
f∈F
[
1
n
n∑
t=1
σt
(
vit[f ]− vi+1t [f ]
)] ≤ Eσ sup
w∈Wi
[
1
n
n∑
t=1
σtwt
]
.
Next,
sup
w∈Wi
√√√√ 1
n
n∑
t=1
w2t = sup
f∈F
∥∥vi[f ]− vi+1[f ]∥∥
2
≤ sup
f∈F
∥∥vi[f ]− (f(x1), . . . , f(xn))∥∥2 + sup
f∈F
∥∥(f(x1), . . . , f(xn))− vi+1[f ]∥∥2
≤ sup
f∈F
∥∥vi[f ]− (f(x1), . . . , f(xn))∥∥p + sup
f∈F
∥∥(f(x1), . . . , f(xn))− vi+1[f ]∥∥p
≤ i + i+1 = 3i+1,
where at the third line, we have used the fact that p ≥ 2. Using this, as well as Massart’s lemma, we
obtain
Eσ sup
w∈Wi
[
1
n
n∑
t=1
σtwt
]
≤ 1√
n
√√√√2 sup
w∈Wi
1
n
n∑
t=1
w2t log |Wi| ≤
3i+1√
n
√
2 log |Wi| ≤ 6√
n
i+1
√
log |Vi+1|.
Collecting all the terms, we have
Eσ sup
f∈F
1
n
n∑
t=1
σtf(xt) ≤ N + 6√
n
N−1∑
i=1
i+1
√
logN (FS , i+1, ‖ .‖p)
≤ N + 12√
n
N∑
i=1
(i − i+1)
√
logN (FS , i, ‖ .‖p)
≤ N + 12√
n
∫ 1
N+1
√
logN (FS , , ‖ .‖p)d.
Finally, select any α > 0 and take N to be the largest integer such that N+1 > α. Then N =
4N+2 ≤ 4α, and therefore
N +
12√
n
∫ 1
N+1
√
logN (FS , , ‖ .‖p)d ≤ 4α+ 12√
n
∫ 1
α
√
logN (F|S , , ‖ .‖p)d,
as expected.
D Relationship between covering number and fat shattering dimension
To proceed with the proof of Lemma 5.3, we will need the following classic result (see [24, 27, 28]
and [29]).
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Proposition D.1 (Control of the covering number by the Fat-shattering dimension). Let F be a class of
real-valued functions defined over a space S and S = {x1, x2, . . . , xn} ∈ Sn a sample of cardinality
n. If F takes values in [−B,B], and fat(F ) < n we have
logN (F, , S) ≤ fat(F ) log
(
2eBn

)
. (39)
E Rademacher Theorem
Recall the definition of the Rademacher complexity of a function class F :
Definition E.1. Let F be a class of real-valued functions with rangeX . Let S = (x1, x2, . . . , xn) ∈ X
be n samples from the domain of the functions in F . The empirical Rademacher complexity RS(F) of
F with respect to x1, x2, . . . , xn is defined by
RS(F) := Eδ sup
f∈F
1
n
n∑
i=1
δif(xi), (40)
where δ = (δ1, δ2, . . . , δn) ∈ {±1}n is a set of n iid Rademacher random variables (which take values
1 or −1 with probability 0.5 each).
Recall the following classic theorem( [30]):
Theorem E.1. Let Z,Z1, . . . , Zn be iid random variables taking values in a set Z . Consider a set of
functions F ∈ [0, 1]Z . ∀δ > 0, we have with probability ≥ 1− δ over the draw of the sample S that
∀f ∈ F , E(f(Z)) ≤ 1
n
n∑
i=1
f(zi) + 2RS(F) + 3
√
log(2/δ)
2n
.
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