Abstract. Respondent-driven sampling (RDS) is a recently introduced, and now widely used, technique for estimating disease prevalence in hidden populations. The sample is collected through a form of snowball sampling where current sample members recruit future sample members. In this paper we observe that respondent-driven sampling can be viewed as Markov chain Monte Carlo (MCMC) importance sampling. By establishing this connection, we are able to draw on the MCMC literature to address key RDS implementation and analysis issues. It was believed that the social network structure of the hidden population affected both the bias and variance of RDS estimates, but the precise nature of the relationship was unknown. Here we clarify that intuition by relating both to the second largest eigenvalue of the network transition matrix. In particular, we show segregation within the population effectively reduces sample size. We also show that sample size is effectively reduced by a sample design feature which allows sample members to recruit multiple future sample members. The paper concludes with suggestions for implementing and evaluating results from respondent-driven sampling studies.
Introduction
Researchers in the social and biological sciences often wish to estimate the prevalence of some behavior or characteristics in a particular social group. When a sampling frame for that community exists, well-established methods can be used. For many populations of interest, however, no such sampling frame exists. Examples of these so-called "hidden" or hard-to-reach populations include injection drug users, men who have sex with men, and commercial sex workers; three groups that are of particular interest to public health researchers working to understand and control the spread of HIV (Magnani et al., 2005) .
In studying hidden populations, researchers have been forced to apply problematic sampling methods that in many situations lead to estimates of unknown bias and variance (for a review see Semaan et al. (2002) or Magnani et al. (2005) ). Respondent-driven sampling (RDS) (Heckathorn, 1997 (Heckathorn, , 2002 Salganik & Heckathorn, 2004 ) is a new technique that addresses many of the shortcomings of previous methodologies. Despite being introduced quite recently, respondent-driven sampling is attracting a great deal of interest in the public health community, mostly in the context of HIV research. Already scholars have field-tested respondent-driven sampling to assess its feasibility in a range of settings including injection drug users in North America McKnight et al., 2006; Frost et al., 2006; Robinson et al., 2006) , Asia (Yeka et al., 2006) , Eastern Europe (Simic et al., 2006) , and the former Soviet Union ; sex workers in Asia Yeka et al., 2006) and Eastern Europe (Simic et al., 2006) ; men who have sex with men in North America (Ramirez-Valles et al., 2005) ; as well as several other populations (Heckathorn & Jeffri, 2003; Wang et al., 2005 Wang et al., , 2006 . In addition, other studies have compared the results of respondent-driven sampling to other more established sampling methods (Ramirez-Valles et al., 2005; Robinson et al., 2006; Platt et al., 2006) . The results of these studies have generally-but not always-been positive, leading the Center for Disease Control and Prevention (CDC) to use respondent-driven sampling for the National HIV Behavioral Surveillance (NHBS) studies of injection drug users Lansky et al., 2007) . This multi-site, multi-year program will generate additional RDS data, and will likely further stimulate the use of RDS among academics and governmental organizations.
A respondent-driven sample is selected using a chain-referral method in which current sample members recruit future sample members. This type of sampling is also called snowball, random-walk, or link-tracing (Coleman, 1958; Goodman, 1961; Erickson, 1979; Klovdahl, 1989; Spreen, 1992; Snijders, 1992; Frank & Snijders, 1994 ; Thompson & Frank, 2000) , and can be considered a form of adaptive sampling (Thompson & Seber, 1996; Thompson & Collins, 2002) . To collect a respondent-driven sample, one begins by selecting a set of seeds in the target population. After participating, the seeds are asked-and provided financial incentiveto recruit other people that they know in the target population. The sampling continues in this way with current sample members recruiting the next wave of sample members until the desired sample size is reached. A more detailed description of the sampling method, and its relation to other methods is available elsewhere (Heckathorn, 1997; Salganik & Heckathorn, 2004; Magnani et al., 2005; McKnight et al., 2006) . The sample process leads to recruitment networks like the one in Figure 1 that resulted from a study of drug users in New York City (AbdulQuader et al., 2006) . The sample began with eight seeds and grew to include 618 drug users within 13 weeks.
Early RDS estimation was based on an indirect procedure that used the sample to make inferences about the target population's social network (Heckathorn, 2002; Salganik & Heckathorn, 2004) , which in turn was used to make prevalence estimates. A new estimator proposed by Volz & Heckathorn (2007) allows for direct estimation from sample to population without the intermediate network step. Their estimator allows for estimating both prevalence (What proportion of drug injectors in Atlanta have HIV?) as well as means of real valued functions (What is the average injection frequency of drug injectors in Atlanta?).
This paper connects respondent-driven sampling to Markov chain Monte Carlo, and analyzes how RDS estimates are affected by both the community structure of a hidden population and the recruitment procedure. We find that sample size is effectively reduced by: 1) social network segregation within the hidden population, and 2) a study design in which participants recruit multiple individuals. In Section 2 we show that RDS sampling and estimation can be viewed as Markov chain Monte Carlo (MCMC) importance sampling. While MCMC algorithms are typically computer-driven, a novel feature of RDS is that state transitions consist of individuals physically recruiting others in the hidden popultion. In Section 3 we Figure 1 . Recruitment networks from a study of drug users in New York City. The eight seeds are larger than the others nodes and all nodes are color coded by race as follows: Non-Hispanic black = white, Non-Hispanic White = light gray, Hispanic = black, Other = Dark gray. This figure was originally published in AbdulQuader et al. (2006) . draw on the established body of MCMC research to analyze a particular, illustrative example in detail. We show the hidden population's social network structure affects both the bias and variance of RDS estimates. Importantly, as that example shows, segregation in any part of the network may affect RDS estimates of quantities that are not directly related to the source of segregation. For example, racial segregation may degrade RDS estimates of gender composition because segregation anywhere increases the correlation between RDS samples, effectively decreasing sample size-an observation that was previously overlooked in the RDS literature. We furthermore explore the effect of multiple recruitments on bias and variance, an issue that is important for RDS, but has not been considered previously and does not typically arise in traditional MCMC applications. We show that "thick," as opposed to "thin," recruitment chains increase the statistical dependence between samples, and consequently worsen RDS estimates. Section 4 shows that results derived for the particular example of Section 3 are qualitatively quite general. Section 5 concludes with recommendations for users of respondent-driven sampling and suggestions for future research. We have relegated most proofs and technical details to appendices.
Respondent-Driven Sampling as MCMC
Respondent-driven sampling (Heckathorn, 1997 (Heckathorn, , 2002 Salganik & Heckathorn, 2004 ) is a form of snowball sampling used to estimate the proportion of a population with a specific characteristic. Although in this paper we talk about estimating the proportion p of infected individuals, we could more generally be estimating the occurrence of any characteristic or behavior. Here we review Markov chain Monte Carlo importance sampling, and make the connection to RDS precise.
Markov Chain Monte Carlo. Markov chain Monte Carlo was popularized by the introduction of the Metropolis algorithm (Metropolis et al., 1953) , and has been extensively applied in a variety of fields, including physics, chemistry, biology and statistics. MCMC has also been the subject of several book-length treatments, e.g. Gilks et al. (1996) ; Kendall et al. (2005); Liu (2001) .
Behind all MCMC methods is a Markov chain on a state space V . In the context of RDS, V is the population from which we sample (e.g. drug-injectors in NYC). We confine ourselves to the case where V is a finite population of size N , and so identify the chain with a kernel K(v i , v j ) that gives the probability of transition from state v i to state v j :
In terms of RDS, K(v i , v j ) is the probability that any individual v i recruits another individual v j . The chain is irreducible if for every pair of points v i , v j there is positive probability of eventually reaching v j starting at v i . Under this assumption, there is a unique distribution π : V → R-called the stationary distributionsatisfying
That is, if X 0 , X 1 , X 2 , . . . is a realization of the chain with X 0 ∼ π, then X i ∼ π for i ≥ 0. Consequently, by starting the chain in equilibrium, the walk can be used to generate (dependent) samples from the distribution π.
Importance Sampling. As shown above, a chain-referral sampling method can be used to draw (dependent) samples from the population V with distribution π:
That is, on each draw individual v j has probability π(v j ) of being chosen. Then for any function f : V → R, the sample mean
gives an unbiased estimate not of the uniform mean, but of
. The insight behind importance sampling Marshall (1956) is that the weighted sample mean
produces an unbiased estimate of the uniform mean µ f of f since
In particular, if D ⊆ V is the subset of infected individuals, then importance sampling can be used to estimate the infected population proportion p = |D|/N = µ f by setting f (v i ) = 1 if v i ∈ D and f (v i ) = 0 otherwise. It is often convenient to replace (2.2) by the asymptotically unbiased importance sampling estimator (2.3)μ = 1
The considerable advantage of (2.3) over (2.2) is that the importance weights 1/π(X i ) only need to be evaluated up to a multiplicative constant. In many applications, including RDS, this simplification is essential.
Respondent-Driven Sampling. Importance sampling allows estimation of p given samples X 0 , X 1 , . . . from any fixed distribution π. RDS generates such samples via Markov chain Monte Carlo. The link between respondent-driven sampling and Markov chain Monte Carlo has been hinted at in the literature (Salganik & Heckathorn, 2004; Thompson, 2006; Volz & Heckathorn, 2007) . Here we make that connection explicit. Consider a social network G = (V, E) where nodes x ∈ V represent individuals in the population, and are either infected or healthy. We assume symmetric weighted edges e ∈ E in the graph connect friends, and we write W (x, y) = W (y, x) for the weight of the edge between nodes x and y. It is imperative that the network be connected: There must exist a path of mutual friends connecting every two individuals in the population. For some populations (e.g. drug users) this is reasonable, for others (e.g. people who cheat on their taxes) this may not hold.
For a subset of individuals A ⊆ V we use the notation
to denote the weight of A. For singleton sets, we write W x instead of W {x} . Random walk on the weighted graph G is defined by the kernel K(x, y) = W (x, y)/W x . In the setting of RDS, K(x, y) is the probability that individual x recruits individual y. Assuming the network is connected, the walk has a unique stationary distribution
Consequently, for X 0 , X 1 , X 2 , . . . a realization of the chain with X 0 ∼ π, and f : V → R any function, the importance sampling estimator (2.3) of the uniform mean µ f reduces to (2.4)μ f = 1
(W V in the numerator and denominator cancel). The RDS estimator (2.4) was recently introduced in Volz & Heckathorn (2007) , and will likely supplant the original RDS estimator introduced in Salganik & Heckathorn (2004) . In the particular case of estimating disease prevlance, by setting f (v i ) = 1 if v i is infected and f (v i ) = 0 otherwise, (2.4) simplifies to (2.5)p = 1
To evaluate the RDS estimators (2.4) and (2.5) one still needs to know the weights W Xi . Typically, researchers set uniform edge weights, W (x, y) = 1, corresponding to the assumption that participants recruit their friends uniformly at random. In this case, W x equals the degree, i.e. number of friends, of node x. Ascertaining the size of an individual's social network is itself a challenging problem (see e.g. Marsden (1990) (2006)), and is a potential source of non-sampling error.
In contrast to estimates from classical snowball sampling (see e.g. Erickson (1979); Spreen (1992) ), which are based on the sample mean (2.1), RDS estimates weight samples proportional to their assumed probability of selection. In the case where all nodes have the same degree, this snowball estimate is equivalent to the RDS estimate (2.4) together with the uniform recruitment assumption.
In the above, we start the walk in stationarity: X 0 ∼ π. Assuming the network has at least one triangle, the RDS estimatorμ is asymptotically unbiased regardless of the starting distribution. Moreover, there is a central limit theorem forμ:
f depends on the variance of f and the autocorrelation structure of the chain, and can be difficult to estimate in practice (see e.g. Liu (2001) ).
2.1. Estimating Distributions. Respondent-driven sampling is generally applied to study incidence rates of specific diseases or behavior. The sampling process, however, also gives information about the distributions of individual characteristics, e.g. the distribution of age in the hidden population. Suppose each node is classified into exactly one of k categories {1, 2 . . . , k}, and denote the category of node v by
Then the uniform mean of f i satisfies µ fi = p i where p i is the proportion of nodes in category i. By (2.4),
In the case of estimating degree distribution, i.e. C(v) = deg(v), under the uniform recruitment assumption W Xj = deg(X j ), we have the simplified expression
Effects of Segregation on RDS estimates: An Example
Social network ties tend to form between similar people, a tendency that sociologists call homophily (McPherson et al., 2001) . One consequence of homophily is that social networks generally have "community structure," that is, they often can be partitioned into relatively homogenous groups where there are frequent ties within groups, but few ties between groups (Newman, 2006) . We show this network structure can increase the bias and variance of RDS estimates by effectively reducing the sample size. Before establishing general results, we develop results for a particularly simple network that allows us to isolate this network effect clearly. Our example, while motivated by the qualitative features of real social networks, is not intended to be an "accurate" model of any particular network. Rather, it is intended to provide insight by allowing for exact and interpretable results. In Section 4 we generalize these results beyond this specific example.
Consider a population V consisting of two groups, A and B, of equal size N/2. Edges exist between every pair of individuals, however within-group edges have weight 1 − c while between-group edges have weight c where 0 < c < 1/2. That is, within-group associations are stronger than between-group associations. We parameterize homophily, by c-as c decreases the tendency for within-groups ties becomes stronger. Note that this definition of homophily is not entirely consistent with other definitions (for example, Abdul-Quader et al. (2006); Heckathorn (2002) ), but it links naturally to the general notion of conductance which is more fully described in Section 4.
A B Figure 2 . The population is divided into two equally sized groups, A and B. There is an edge between every pair of nodes in the network, but within-group edges have higher weight than betweengroup edges. White indicates infected nodes.
Let p A and p B denote the proportion of infected individuals within the two groups, and let D ⊆ V be the subset of infected people. Since we are assuming |A| = |B|, the proportion of infected individuals in the entire population is p = (p A + p B )/2. If the two groups have different infection rates, p A = p B , then the network segregation affects the RDS estimatep of the infected population proportion p. We can imagine this by considering the case of street-based and agency-based sex workers in Belgrade, two groups that have been found to have little contact (Simic et al., 2006) . If these two groups had different rates of HIV infection, then the weak connections between the groups could lead to both bias and high variance for the RDS estimated HIV prevalence for sex-workers as a whole.
In our example situation, RDS is based on the following Markov chain:
Written as a matrix,
where the matrix is partitioned into blocks of size N/2 × N/2. K has stationary distribution π(x) = W x /W V = 1/N that is uniform over V since
independent of x, i.e. each unit has equal probability of selection. Furthermore, since the weight of each node is the same, the RDS estimator (2.5) simplifies tô
which is the usual estimator for simple random samples. Unlike simple random samples, the samples X i are not independent, and the social network structure of the population affects RDS estimates. To analyzep, we derive an explicit expression for the distribution K l of the chain after l steps.
Lemma 3.1. For 0 < c < 1/2, the l-step distribution of the walk defined at (3.1) is
where β 1 is the second largest eigenvalue of the transition matrix K, which in this case is equal to 1 − 2c.
Although the equilibrium distribution π(x) = 1/N is uniform over V , after any finite number of steps the chain is more likely to be in the group from which the initial sample was chosen due to preferential in-group recruitment. For example, if the initial seed is chosen from A, then for c = .1, after 5 steps the chain is still about twice as likely to be in A than in B.
Here, β 1 , the second largest eigenvalue of the transition matrix K, is seen to control the rate of convergence of the chain to its equilibrium distribution. This phenomenon is true for general chains (see Section 4), and as we show below, β 1 also affects both the bias and variance of the population proportion estimate.
3.1. Bias and Variance. In our example, the RDS estimatorp is unbiased if the initial sample, X 0 , is chosen from the stationary distribution π. If instead X 0 is chosen uniformly from group A, thenp is biased (although still asymptotically unbiased), and moreover, the bias depends on the degree of network segregation that is induced by the homophily parameter c and the length of the recruitment chains. This illustrates the fact that the initial seed becomes important in segregated populations.
Lemma 3.2. Consider the walk defined at (3.1). For an initial sample X 0 chosen uniformly from group A, and a referral chain of size n
From Lemma 3.2 we know that the estimatorp has bias
that depends on the homophily c, the length of the chain n, and the difference in infection proportions between the two groups. The spectral gap 1−β 1 = 2c captures the effect of segregation.
In a population with c = 0.1, a referral chain of length 10 that has initial seed chosen uniformly from group A has bias approximately (p A − p B )/5. As c → 0, i.e. as the two populations become completed segregated, bias(p) → (p A − p B )/2. This makes sense because in this extreme case, RDS erroneously estimates only
In the above we estimated the bias ofp given that the initial seed was chosen uniformly from group A. Now we assume that the seed is chosen uniformly from the entire population (so thatp is unbiased) and analyze its variance.
A key point is that unlike simple random samples, the samples in an RDS study are dependent. In a segregated population, it is more likely that individuals refer people who are in their same social subgroup. Intuitively, in this situation, we gain less information than if that recruit were chosen from the entire population. The result of this dependence is an effective reduction in the sample size which increases the variance of the estimates no matter how the initial seeds are chosen. The dependence between samples is quantified by their covariance. 
where β 1 = 1 − 2c and
Corollary 3.1. Consider the walk X 0 , X 1 , . . . defined at (3.1). If X 0 ∼ π, then the variance ofp satisfies
where β 1 = 1 − 2c and n is the sample size.
Again we see the spectral gap 1 − β 1 affects RDS estimates. A naive estimate of the variance assumes samples are uncorrelated, yielding only the first term (p − p 2 )/n. In particular, it does not take into account possible segregation in the hidden population. The simple variance estimate V (p) = (p − p 2 )/n is related to the true variance by the design effect (Lohr, 1999) 
For example, for c = .1, p A = .3 and p B = .1, Var(p) ≈ 1.5 × V (p). Accordingly, confidence intervals determined by the true variance are √ 1.5 ≈ 1.2 times wider. Put another way, segregation in this example effectively reduces sample size by a third: A sample size of 500 collected via RDS corresponds to a sample size of 335 collected via simple random sampling.
3.2. Multiple Recruitment. Above, we have been assuming that RDS estimates are based on a single, long run of the chain. In practice, this approach is difficult to implement since some sample members do not recruit others causing the chains to terminate. Instead, in order to ensure that the chains continue, each respondent is allowed to recruits multiple individuals, as seen in recruitment chains from the New York City study of drug injectors (Figure 1 ). With multiple recruitment, chain lengths are shortened, even if total sample size is large. Consequently, there is significant dependence between all samples, increasing the variance of RDS estimates-a finding that was previously overlooked in the RDS literature. 
We assume, again, the initial sample X 0 is drawn from the stationary distribution. To compute the covariance between f D (X 1 ) and f D (X 2 ) in Figure 3 , observe that A x1x2 is the most recent common ancestor of X 1 and X 2 . Consequently, X 1 and X 2 result from independent runs of the chain started at A x1x2 , and so we are in the situation of Lemma 3.3. That is,
In general, for two samples X i and X j , this argument shows that
where l(i, j) is the length of the unique path between X i and X j in the recruitment tree.
Number of recruits 0 1 2 3
Probability 1/3 1/6 1/6 1/3 Table 1 . Multiple recruitment offspring distribution based on a study of injection drug users in Tijuana and Ciudad Juarez (Frost et al., 2006) .
Lemma 3.4. Consider the walk defined in (3.1). Suppose a recruitment tree is chosen according to a probability distribution ν on the set of n-node trees, and RDS samples are correspondingly collected. Then the variance ofp satisfies
where L k is the set of pairs of samples distance k apart.
Lemma 3.4 shows that, for a given social network structure, the further apart the samples the lower the variance. That is, "thin," as opposed to "thick," recruitment chains lead to improved estimates. For example, consider a recruitment graph that is generated as a branching process with offspring distribution based on data from the Frost et al. (2006) study of injection drug users in Tijuana and Ciudad Juarez. In that study, three coupons were provided to each participant and approximately one-third of the participants recruited no other participants, one-sixth recruited one other, another sixth recruited two others, and the remaining third recruited three other participants (table 1) . In this case, it seems difficult to find an analytic expression for E|L k |, but simulation reveals that for our common parameter values (c = 0.1, p A = 0.1, and p B = 0.3), and a sample size of n = 500, we have Var(p) ≈ 3.7 × V (p). In other words, segregation and multiple recruitment substantially reduce the effective RDS sample size. In this example a sample size of 500 collected via RDS with multiple recruitment corresponds to a sample size of just 136 people collected via simple random sampling.
3.3. Summary. The examples discussed in this section shows the effect of both the social network and the recruitment network on RDS estimates in a simplified setting which reasonably maps onto many settings in which RDS may be used. To summarize our findings, for this hypothetical population we compare three sampling situations: simple random sampling, RDS with single recruitment, and RDS with multiple recruitment. We use parameters p A = 0.1, p B = 0.3, c = 0.1 and n = 500.
Simple random sampling. Since p = 0.2, the variance ofp is (p − p 2 )/500 = .00032 and its standard deviation is approximately .0179. Consequently, the 95% confidence interval for the estimate is approximatelyp ± 3.5%. The variance, in this case, was independent of the network structure.
RDS -Single Recruitment. For c = 0.1 the second largest eigenvalue satisfies β 1 = 1 − 2c = .8. If the samples are the result of a single, long chain (without multiple recruitment) in which X 0 ∼ π, then Var(p) is given by Corollary 3.1, which yields a standard deviation of approximately .0219. The 95% confidence
95% CI Effective Sample Size
Simple random samplingp ± 3.5% 500 RDS -Single Recruitmentp ± 4.3% 335 RDS -Multiple Recruitmentp ± 6.7% 136 Table 2 . Results for p A = .1, p B = .3, c = 0.1 and n = 500.
interval is thenp ± 4.3%, the same interval one would get from drawing 335 simple random samples. RDS -Multiple Recruitment. Assume multiple recruitment that follows a branching process with offspring distribution based on the recruitment data from the 
General Bounds on Variance
Now we move beyond the specific example of Section 3, and consider the general case. For computer-based applications, there are several methods for estimating the variance of Markov chain Monte Carlo estimators (see e.g. Geyer (1992); Kendall et al. (2005) ), which are in turn used to construct confidence intervals. For example, window estimators of the lagged autocovariance, and the method of batch means. It is, however, unclear to what extent those estimators can be adapted to RDS, where sample sizes are small (≈ 500) and chain lengths short (≈ 10). A method of inference that relies on simulating multiple MCMC sequences is developed in Gelman & Rubin (1992) ; Brooks & Gelman (1998) , and seems to be a particularly fruitful direction to explore given the multiple seed design aspect of RDS. Also, a bootstrapping technique specifically designed for RDS is discussed in Salganik (2006) . In this section we take another approach: We apply results that relate variance to the geometry of the underlying social network. In general, this tack facilitates only crude bounds, but offers insight into what features of the social network structure affect RDS estimates.
In Section 4.1, we review the relationship between variance and the spectral gap 1 − β 1 . In Section 4.2, we connect the variance of RDS estimates to conductance, a measure of network segregation that is estimable from RDS data. See the beginning of Appendix A for definitions of the terms used in this section.
Eigenvalue Bounds.
Here we apply an analytic result of Diaconis & Basseti (2007) to express the variance of RDS estimators for general walks on networks with symmetric edge weights in terms of the eigenvalues and eigenfunctions of the transition matrix. where a k = g, ψ k π . In particular,
Var π g. For our recurring example defined at (3.1), there are only two non-zero eigenvalues, i.e. β k = 0 for k ≥ 2. Since ψ 1 = 1 A − 1 B (see the proof of Lemma 3.1), for f D indicating infected individuals we have a 1 = (p A − p B )/2. Consequently,
as was also shown by the probabilistic argument of Lemma 3.3. The covariance bound of Theorem 4.1 and the covariance of our example network given in (4.2) are quite similar in that the second largest eigenvalue is the dominant term.
In general, as the spectral gap decreases, i.e. as β 1 approaches 1, the covariance between samples increases. In this sense, the network structure as characterized by the spectral gap is crucial for determining the quality of RDS estimates. Furthermore, when recruitment chains are thick, as opposed to thin, samples are typically connected via short paths in the recruitment tree, resulting in a smaller exponent i + j in (4.1), and accordingly larger covariance between samples.
4.2.
Bounding Eigenvalues by Conductance. The bounds of Theorem 4.1 were in terms of the eigenvalues and eigenfunctions of the Markov chain derived from the underlying social network. These bounds can be hard to interpret, and require detailed knowledge of the network which is usually not available in applications. Here we recall the Cheeger inequality (Cheeger, 1970) , a classical result in differential geometry that relates bounds on the second largest eigenvalue β 1 to the geometry of the Markov chain as quantified by conductance. One of the early applications of this technique to finite Markov chains was in the analysis of an MCMC algorithm for approximating the permanent of a 0-1 matrix (Jerrum & Sinclair, 1989) .
As shown in Simic et al. (2006) , in Belgrade there is segregation between streetbased and agency-based sex workers. Roughly, we quantify segregation between these groups as the probability of between-group recruitment-high probability corresponds to low segregation. Although an exact answer depends on knowledge of the entire social network, in Section 4.3 we discuss an estimation procedure based on data readily available in RDS studies. The following definitions make precise this notion of segregation; uniform recruitment corresponds to W (x, y) = 1. Definition 4.1. Given a weighted graph with nodes V and edge weights W , the transition probability P S→S c from a subset S ⊂ V to S c = V \ S is
The definition of P S→S c is not symmetric, e.g. the probability of transition from street-based sex workers to agency based sex-workers is not necessarily the same as that from agency based sex-workers to street-based sex workers. For any partition of the population into sets S and S c , the conductance of that partition is defined to be I(S, S c ) = max{P S→S c , P S c →S }.
By definition, the conductance of a partition is symmetric: I(S, S c ) = I(S c , S). Finally, the conductance I of the entire social network is the conductance of the most segregated partition. In other words, conductance is a measure of how hard it is, in the worst case, to leave a set of nodes.
Definition 4.2. The conductance of a weighted graph is
Returning to the example of Section 3, consider the network defined at (3.1) with within-group edge weights 1 − c and between-group weights c. For any subset S the denominator in the definition of P S→S c equals |S|N/2. Since W (x, y) ≥ c we have
and consequently,
Since either |S| ≤ N/2 or |S c | ≤ N/2, this shows that I(S, S c ) ≥ c, and hence I ≥ c. Now, for S = A (or S = B), we see I(S, S c ) = c. Consequently, in this example, the conductance I equals the homophily c.
Notably, assuming no more than half the population is infected, a straightforward calculation shows that for the set of diseased individuals D
For p A = .3, p B = .1 and c = .1, I(D, D c ) = .76. In particular, the conductance of the diseased set is large regardless of the extent of segregation between the two groups A and B. Although there is no direct segregation between infected and healthy individuals, a bottleneck elsewhere in the population (namely, between A and B) significantly impacts RDS estimates of the disease prevalence. Previous work on RDS has overlooked this observation. 4.3. Estimating Conductance. Although calculating conductance exactly requires detailed knowledge of the social network structure, it can nonetheless be estimated from data readily available in RDS studies. Instead of sampling individuals, one can view the RDS procedure as sampling network ties, i.e. edges. Consider the random directed edges E i = (X i , X i+1 ), 0 ≤ i ≤ n − 2 where X 0 , . . . , X n−1 are samples derived from the Markov chain started in equilibrium. For any given edge e = (v a , v b )
That is, each directed edge is chosen with probability proportional to its weight. Under the uniform recruitment assumption, each edge is equally likely to be chosen.
This process of selecting edges is itself a Markov chain on the set of edges, with stationary distribution proportional to edge weight. To estimate conductance, first consider the sample statistics e S→S c = #{E i : X i ∈ S, X i+1 ∈ S}, e S c →S = #{E i : X i ∈ S, X i+1 ∈ S}, and m = #{X i ∈ S}. Now, (e S→S c )/(n − 1) estimates the probability of sampling a node in S who then recruits a node in S c . That is,
By symmetry of edge weights, e S c →S /(n − 1) estimates that same probability, i.e.
Averaging these two estimates for efficiency, we have
Furthermore, m/n estimates the probability of sampling a node in S, i.e.
Since P S→S c is the conditional probability of recruiting a node in S c starting from a node in S, we take the ratio of (4.3) to (4.4), defining the estimator
Note thatP S→S c is a consistent estimator by the law of large numbers for Markov chains (see e.g. Liu (2001) ). Finally, since I(S, S c ) = max{P S→S c , P S c →S }, we have the estimator (4.5)Î(S, S c ) = e S→S c + e S c →S 2 min{m, n − m} .
While (4.5) only estimates the conductance for a given partition (S, S c ), the complete network conductance is the minimum of I(S, S c ) taken over all partitions. Although it is difficult to directly approximate this minimum, it seems reasonable to focus on partitions tied to demographic characteristics known to create bottlenecks, e.g. race, gender, religion, class, occupation, neighborhood, etc.
Intuitively, it is clear that bottlenecks increases the variance of RDS estimates. The connection to eigenvalues is given by Cheeger's inequality. 
(For a proof, see e.g. Saloff-Coste (1996) .) Hence, the spectral gap 1−β 1 satisfies
Conductance is related to segregation, and hence reasonable that it would affect RDS estimates. Cheeger's inequality makes precise this relationship by linking conductance to the spectral gap. In RDS studies, it would be valuable to include estimates of conductance as a means of quantifying social network segregation.
Conclusion
In this paper we connect RDS to MCMC, and show that the geometry of both the social network and the recruitment network affects RDS estimates. We conclude by describing some of the implications of these findings for the practice of RDS.
Segregation. When undertaking a study using RDS, it is necessary to consider whether the procedure allows for sufficiently accurate estimates given the network structure of the population and the proposed study budget. In particular, past work focussed on segregation between infected and healthy individuals. Segregation anywhere in the network, however, impacts the quality of RDS estimates. Thus, conductance, as discussed in Section 4.2, is a useful measure for quantifying the extent of segregation in a hidden population. We hope future theoretical and empirical work continues to explore the design effect of RDS as a function of network structure, particularly taking care to develop procedures which require only limited information about the network.
Multiple recruitment. The multiple recruitment feature of RDS was developed to help ensure that sampling chains not die out even when some subjects did not recruit. However, this design feature may greatly diminish the accuracy of RDS estimates by increasing the correlation between sample units, an observation previously overlooked in the literature. Since the specific structure of recruitment chains impacts RDS estimates, by themselves larger sample sizes are not always more accurate than smaller samples sizes, contrary to intuition from simple random sampling. While it is currently common practice to provide subjects with 3 recruitment coupons each, RDS would benefit from techniques that make it practical to reduce that number. It would be useful to continue investigating the trade-off between allocating resources to produce thin (as opposed to thick) chains, and larger samples.
Monitoring convergence. As with computer-based MCMC, it would be useful to monitor the convergence of RDS estimates during the data collection phase, something that is not currently done. The use of multiple seeds, a common design feature, creates parallel chains that should make it possible to monitor convergence by adapting existing MCMC procedures such as Gelman & Rubin (1992) ; Brooks & Gelman (1998) . If estimates do not seem to be converging, researchers could attempt to collect a larger sample than originally planned.
Burn in. During the data analysis phase, researchers should consider discarding data from early sample waves, just as researchers using computer-driven MCMC often discard the first half of their draws during the so called "burn-in" phase (Gelman et al., 2004) . Given the expense of collecting RDS data this may be an extreme suggestion, but, at a minimum, researchers could check the stability of the estimates with varying degrees of discarded data.
Uniform recruitment. Past RDS work has assumed that participants recruit randomly from their friends, even though in practice this is probably not the case. Our results, however, are entirely in terms of edges weights, as opposed to degree, and so lend themselves to relaxing the uniform recruitment assumption. With a better understand of the nature of non-random recruitment, non-uniform edge weights could yield improved RDS estimates.
where {ψ i } is an L 2 (π) orthonormal basis of eigenfunctions for K with corresponding eigenvalues β i .
In our case, since there are only 2 non-zero eigenvalues (and their corresponding eigenfunctions as we have written them down are orthonormal), we have
The result follows since ψ 1 (x)ψ 1 (y) is 1 if x and y are in the same group, and ψ 1 (x)ψ 1 (y) is -1 if x and y are in different groups.
Proof. The result follows from the distribution calculation of Lemma 3.
Then,
Lemma 3.3. Consider the walk defined at (3.1). Suppose X 
Proof. Since the walks begin in stationarity,
and X 2 j are conditionally independent given X 1 0 . So,
By symmetry, for
The result now follows because,
where the last equality follows from Lemma 3.3 since X i ∼ π. So, (1 − x) 2 .
Proof. First observe that (A.1) shows that 
where the last equality follows from orthonormality since X 0 ∼ π. Furthermore, since ψ 0 ≡ 1, a 0 = Ef = Ef (X Since ψ 0 ≡ 1, a 0 = E π g. Consequently,
Recall the importance sampling RDS estimator
where we assume X 0 , X 1 , . . . starts in stationarity. Furthermore, for
As a heuristic, if W x ≥ W V for x such that f (x) is relatively large, then Var π (g) ≤ Var u (f ) where u is the uniform distribution. For example, in the case of estimating disease prevalence (i.e. f D (v) = 1 if v is infected and f D (v) = 0 otherwise), the variance of the estimate is affected by the typical degree of infected individuals. In fact, if infected people tend to have higher than average degree, independent sampling from the stationary distribution π leads to lower variance than sampling from the uniform distribution u, i.e. simple random sampling.
