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A function f analytic in / z 1 < 1 is said to be spiral-like if f(0) = 0, 
f’(0) = 1, and 
Re[e%zf’(x)if(z)] > 0 (1) 
for some fixed LX, -~-12 < 01 < 7~12. Let S, denote the class of such functions. 
It was shown by Spafek [3] that spiral-like functions are univalent. 
The second author [4] considered the class of functions f, f (0) = 0, 
f ‘(0) = 1, for which 
Re[l + i tan mf ‘(x)/j(z) + zf “(z)/f’(z)] > 0 (4 
for some fixed 01, -7r/2 < a! < n/2. The class of such functions, called spiral- 
convex, is denoted by SC,. The second author gives the mapping properties 
off E SC, and also shows that SC, C S, . This latter fact is also proved in [l]. 
It is the purpose of this note to find the radius of a-spiral-convexity for the 
class S, . Denoting this number by p(a). The second author found a lower 
bound for p(a) and also showed that the expression (2) is zero at some point 
on the circle of radius 
R(a) = [l + 3 COG 01]1/2 - $0 cos 01 
for the spiral-like function z( 1 - ,z)-2exn(-iu)cosol. 
(3) 
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We now show that p(a) = Z?(a). 0 ur method uses a technique of Zmorovic 
[5] in dealing with a certain extremal problem over the class of functions 
with positive real part. 
Let f E S,; then there exists a function p E P (the class of functions with 
positive real part, p(0) = I) such that 
ei%f’(x)/f(z) = p(z) cos a + i sin a. (4) 
It follows that 
1 + zf”(x) + i tan caf’(z)/f (a) = p(z) + i tan 01 + zp’(z)/(p(z) + i tan a). 
(5) 
Define Y(w, W) = w + W/(w + i tan a). The result p(a) = &or) will 
follow if we show 
Re Y(p(4, ~~‘(4) 2 0, for / z [ < R(a), p E P. (6) 
According to Robertson [2], it suffices to consider p E P of the form 
where h, +h, = 1, /\r 20, ha 30. 
We now state the theorem of ZmoroviE [5]. 
THEOREM. Let Y(w, W) = M(w) + N(w) W, where M(w) and N(w) are 
dejined and finite in the half plane Re(w) > 0. Put 
where z, and x2 are arbitrary points on 1 z 1 = r < 1, m is a positive integer, 
A, >, 0, A2 3 0, A, + A, = 1. Then the function Y(w, W) has the form 
Y(w, W) = M(w) + 3 (w2 - 1) N(w) + 1 (p2 - po2) N(w) ezillr, 
where 
1 + ZkW 
~ = a + P exp(i$& 1 - .zkl)I 
w = a + f. exp(i4fo), 
(k = 1,2), 
(0 G PO G PI, 
131 = Iz2 I = y7 
1 + r2m 2P 
a=jz-pP fJ = 1 -r2m ' 
and 
eilL = i exp((i/2) ($1 + #2)). 
ZMOROVI& METHOD FOR GEOMETRIC FUNCTIONS 685 
Mm for @fixed w (I w - a 1 d p) the angle 24 can be chosen in [0,27r]; thus 
min Re Y(w, W) = ul,(w) 
= Re{M(w) + (m/2) (w” - 1) N(w)} 
- (42> I w4l (P2 - Po2)* 
Putting our problem (6) in terms of this theorem, we find that m = 1, 
M(w) = w + i tan 01, and N(w) = l/M(w). Thus, (6) is equivalent to 
showing that yrP(w) 3 0 in the circle 1 w - a / < p, where 
W4 set a 
’ = 1 - [R(a)12 = 3 ’ 
(7) 
and 
w=afr+is, 
PO2 = r2 + s2 < p2. 
Replacing w and po2 by a + r + is and r2 + 9, respectively, in (7), and 
denoting the resulting expression by g(r, s), we now must show that g(r, S) > 0 
for rs + ss < pa, where 
g(y, s) = + (a + r) - $ (a + z2sec2 OL _ ; p2 - ; - s2 , 63) 
and R2 = (a + Y)~ + (s + tan a)“. Without loss of generality, we assume 
0 < Q < r/2 henceforth. Let L denote the function 
L(Yt s) = $ + 2(r2 + S2) COS2 01 + 4 COS2 a(,[: sec2 c1 + 1]li2 + s tan a). (9) 
Then define A, , A,, and B as follows: 
A,(Y, s) = [& sec2 (Y + 1]112 + r, 
A,@, s> = 8 - WY, 4, 
(10) 
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Use of (7) (9), and (10) to simplify (8) yields 
&, s) = Al@, s) A,(r, s) - B(r, s). (11) 
LEMMA 1. g(r, s) 3 0 on the boundary y2 + s2 = p2. 
Proof. Observe that B(r, s) = 0 on the boundary and that g(r*, s*) = 0, 
where 
y* = - &[& sec2 a + 1]lj2, s* = - 4 tan 01. (12) 
Since the gradient of L at (r*, s*) is parallel to the vector (-r*, -s*), the 
minimum value of L(r, s) on the circle r2 + s2 = p2 occurs at (Y*, s*). The 
same is therefore true of A,(r, s). Furthermore, -p < r < p implies 
A,(r, s) > 0. Thus, the proof is complete. 
LEMMA 2. g(r, s) > 0 for r2 + s2 < p2. 
Proof. Fix t, 0 < t < 1. By consideration of the gradient of L, the 
maximum of B on the circle of radius t, occurs at (tr*, ts*). Nicely enough, 
the minimum of A, on this circle occurs also at (tr*, ts*). Unfortunately, 
the minimum of A, on this circle occurs at (-tp, 0). It is clear, however, that 
the minimum of g on the circle r2 + 2 - t s ( P)~ is attained at some point in 
the sector swept out by a vector rotating clockwise from (r*, s*) to (-p, 0). 
Let 0 denote the angle this vector makes with (r*, s*). Then 0 < 0 < 
tan-l(s*/r*) and tar?(s*/r*) is an increasing function of 01 which tends to 
rrr/3 as (11+n/2. 
Expressing A, , A, , and B in terms of 0 and t, we have from (10) that 
A, = (1 - it cos 0) [Q sec2 a + 1]1/2 - +t sin B tan 01, 
A ,33 +t2-4tcosB 
2 2 4 + - 4t cos e t2 3 (13) 
set 0l(l - t2) 
BE---.-.-.- 
2%q4+t2-4t~G. 
Now, g > 0 is equivalent to the inequality B < A&l, , by (11). Dividing the 
inequality by set 01 and then letting 013 n/2 (which reduces A,A,/sec iy. 
and does not affect Blsec 01), it suffices to show that, for 0 < t < 1, 
0 G e G n/3, 
1 - t2 < 3j(t, e) k(t, e), (14) 
where 
j(t, 0) = 1 - t/2( cos e + 43 sin 0) 
ZMOROVIE)S METHOD FOR GEOMETRIC FUNCTIONS 687 
and 
When 0 < t < 1 and 0 < 0 < r/3, j(t, 0) is decreasing with respect to t 
and decreasing with respect to 8, while k(t, 6) is decreasing with respect to t 
and increasing with respect to 0. Let e1 = rr/3 - cos-l(g) + 1 l”49’ and 
es = cos-l((17 - [10]1/2)/18) + 39”45’. For 0 < 0 < 0,) 
3j(t, 4 44 4 3 3j(t, 4) 4~ 0) 
= 3(1 - St) (1 - t) (3 - Q/(2 - t) 
3 1 - P, 
and for 0, < 0 < ~~13, 
3j(t, 0) w, 0) 3 3j(t, T/3) 41, 0,) 
= 2(1 - t) 
> 1 - P. 
Finally we prove (14) for 11” < 8 < 40”. We divide the region 0 < t < 1, 
11’ ,< 8 < 40” into forty subregions as shown in Scheme 1. 
1 
0.975 
0.95 
0.925 
0.9 
0.875 
0.85 
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In each subregion t’ t ‘:’ t”, 8’ _ 0 i: H”, it can be shown numerically 
that 
3j(t”, 19’) k(t”, fl’) >- I -- t’“, 
hence we have, by the monotonicity properties ofj and k, 
3j(t, 0) k(t, 0) > 1 - P 
in this subregion. Thus (14) has been verified completely, and the proof of 
Lemma 2 is complete. The result p(a) = R(U) follows. 
We remark that the grid defining the forty subregions was obtained by use 
of a computer. 
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