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Most quantities of interest in discounted and undiscounted (semi-) Markov 
decision processes can be obtained by solving a system of functional equations. This 
paper derives bounds and variational characterizations for the solutions of such 
systems. These are useful for at least three reasons: (1) in any solution procedure 
the upper and lower bounds can be used to measure the deviation of the current 
solution from optimality; (2) this in turn may permit elimination of suboptimal 
actions; and (3) the variational characterizations uggest numerical algorithms 
(linear programming, policy iteration algorithms, successive approximation 
schemes). 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
In discounted semi-Markov decision processes (with finite state and 
action sets) the optimal return vector is the unique solution to a system of 
functional equations. Upper and lower bounds for this optimal return vec- 
tor can easily be computed using arbitrary guesses. Since these bounds 
become sharp as the guesses converge to the true values, a variational 
characterization is obtained, describing each component of the optimal 
return vector as the unconstrained optimum of a nonlinear function. 
The purpose of the present paper is to extend these variational charac- 
terizations for various quantities of interest in undiscounted Markov and 
semi-Markov decision processes. 
Variational characterizations, often employed in mathematical physics 
(see, e.g., [6, 18]), are useful in Markov decision processes for at least 
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three reasons. First, they provide upper and lower bounds on the quantities 
of interest, hence can be used in any solution procedure (linear program- 
ming, policy iteration, successive approximations) to measure the deviation 
of the current solution from optimality. This in turn may permit 
elimination of suboptimal actions (cf. [7, 9, 10, 16, 21, 30, 3 11) and suggest 
numerical algorithms. 
Our main objective is a variational characterization of a vector x* which 
is defined by a pair of coupled functional (vector) equations of the form 
~~=~ytx, 
i 
a:+ f Psxj 
j= 1 I 
9 i= l,..., N (1.1) 
yj= max , i = l,..., N. (1.2) k E K(i,x) 
bf- -f H;xj+ f P;.y, 
J=l j-l 
52 = { l,..., N) denotes the finite state space of the decision problem. For all 
io Q, K(i) is a given finite set of alternatives in state i, and K(i, x) = 
{kEK(i)lk h’ ac teves the maximum to the right of (1.1 )}. The given numbers 
Pi, Hi (i, j l Q, k E K(i)) are assumed to be nonnegative: Pt. k 0; Hi 2 0 
(i, j E Q, k E K(i)), where, in addition, 
j= 1 
T;=c H$>O, iE.Q,kEK(i) (1.3) 
J 
and where the numbers { H$} satisfy condition (A) to be stated below 
(uf, bf, i E D and k E K(i), are given constants). 
The maximal gain rate vector can be characterized by a pair of equations 
of type (1.1) with uf = 0, i E Q, k E K(i). The optimal bias vector and higher- 
order terms in the Laurent series expansion of the maximal total discoun- 
ted return vector, cf. Denardo [2], Miller and Veinott [17], and Veinott 
[29], can also be characterized by a pair of equations of this type, however 
with nonzero af’s. The latter quantities are important when considering 
selective discounted or average overtaking optimality criteria, cf. [2, 17, 291, 
and a companion paper, Federgruen and Schweitzer [S], develops a suc- 
cessive approximation method for their simultaneous determination. The 
variational characterizations in this paper provide the theoretical foun- 
dation for the methods in [S] and the bounds are essential for the deter- 
mination of stopping rules, cf. Section 6. 
The main results of the paper are obtained in Section 4 and are sum- 
marized here. 
First, Theorem 4.1 establishes the necessary and sufficient condition for 
the existence of a pair (x, y) satisfying (1.1) and (1.2). The x-part of the 
solution is uniquely characterized (under this condition) as XT = maxfE.,, 
(x~)~, i= l,..., N, where (x~)~, i= l,..., N, is a function defined on SiCIG, a 
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subset of the set of pure policies. (The y-part of the solution is never uni- 
que; note that if (x, y) solves (1.1) and (1.2) a new solution can be 
obtained by augmenting the components of y with the same constant.) 
Theorem 4.3 establishes variational bounds on x*. As in the discounted 
model, we characterize the set of points on which the bounding functions 
are tight. For any initial guess vector, the bounds improve by the 
application of a value-iteration operator; in addition, the bounds identify a 
policy f for which xr is bounded by the lower bound vector and x*. Sec- 
tion 5 discusses three computational methods readily suggested by the 
variational characterization. First, a policy iteration method is presented. A 
successive approximation scheme has been developed in [S], using the 
above characterization of x* ; as pointed out before, a sequence of such 
schemes is used when determining selective discounted or average over- 
taking optimal policies. Finally, we derive a linear programming method on 
the basis of a pair of “modified” bounds. Section 6 explains how the 
variational bounds can be used in iterative procedures. A detailed 
numerical example is included. We start with some notation and 
preliminaries (Section 2) and a short review of the bounds and variational 
characterizations in the discounted model (Section 3). 
2. PRELIMINARIES 
The following notation will be employed. 0 and 1 represent vectors all of 
whose components are zero or unity. For any finite set A, let IAl denote its 
cardinality. Let 6, represent he Kronecker function, i.e., 6, = 1 if i = j and 
6, = 0 otherwise. EN is the N-dimensional Euclidean space. For x, y E EN, 
x > y implies x 2 y and xi > yi for some i E Q. For any N-component row 
vector 71 and XEE~, (7~; x) = Cf’= 1 nixi. For any policy 
f=(f(l),...,f(N))EX~‘=l K(‘) I we define N-vectors a, = [@)I, b,= [b{@)], 
and Tf = [ Tfti)], and N x N matrices P,- = [PiCi)] and H, = [H$‘)]. We 
assume that the numbers Hi satisfy assumption (A): 
H;=O if Pt=O, all i#j,kEK(i). (A) 
Assumption (A) is satisfied in all Markov Renewal Programs (Tf 
represents the expected holding time in state i when using alternative 
k E K(i); either Hi = 6, Tt or Hi = Pizi with r; 2 0 denoting the expected 
conditional holding time in state i, when choosing alternative k E K(i) and 
given state j is the next state to be observed). 
For any f E Xr= I K(i), define the stochastic matrix IIf as the Cesaro limit 
of the sequence {P;} ,“= r and the fundamental matrix Z, = [Z - Pf + Z7,] - ‘. 
These matrices always exist, and have the properties 
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nr=p*n,=17,p,=n:.=n,z,=z,n* (2.1) 
[z-Pf]zf=z,[I-Pf]=z-z7,. (2.2) 
Denote by n,-2 1 the number of subchains for Pr. We require the 
representation (cf. [23]) 
(n/Jv = fJ Q/“(i) $W; i, jEf2 (2.3) 
m=l 
where the row vector rry is the unique equilibrium distribution of Pr on the 
mth subchain C/m and Q/“(i) is the probability of absorption in Cfm, starting 
from state i (cf. [14, 231). R, is the set of recurrent states for Pf. The 
columns of Z, corresponding to nonrecurrent states are either zero or non- 
negative: 
(Z,),=O for ie Rf, jEQ\Rf 
(2.4) 
(Zf)ijbO for i# R,r, jEQ\&. 
3. THE DISCOUNTED MODEL 
In discounted semi-Markov decision processes (SMDPs), cf. [3, 131, one 
attempts to solve for the unique solution u* of the single vector equation 
(3.1) 
where q:, ~4; (i, j E Q; k E K(i)) are given numbers satisfying 
M+Oo; pf L+pf;< 1; i, jEl2, ke K(i). (3.2) 
For any SE Xi”= I K(i), let qf= [q{(i)] be the one-step reward vector, 
M,= [M$(‘)] the transition matrix, and ur the total (infinite horizon) dis- 
counted return under policy f: u* represents the maximal expected discoun- 
ted return vector, i.e., uj+’ =max,- (u,)~, i E 52. The following data-transfor- 
mation transforms our SMDP into an equivalent discrete-time discounted 
Markov decision process (MDP), with the same state and action sets, and 
identical discounted return vector for every stationary policy (cf. 
Federgruen and Schweitzer [4]): 
ijf = Aqf/( 1 - pf); Jl;=s,+n all i, j, k (3.3) 
469/117/2-3 
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O<ns~~n~(l-~:)/(l-M~))dl. (3.4) 
Note from (3.4) that for all i, j, k & > 0 and xj i@$. = 1 - A, constant for 
all i and k (( 1 - A) may be interpreted as the discount factor). In particular, 
v* is the unique solution of 
(3.5) 
The operator UI,: EN + EN defined by 
is a monotone contraction operator with v* as its unique fixed point (cf. 
Denardo [ 11). This observation enables the derivation of lower and upper 
bounds for any x E EN given by (cf. MacQueen [ 151, Porteus [20]) 
L’2’(X)if L”‘(X)j< (II/)<< V* 
< R(‘)(x), < R2(X)j, ieQ, xeEN (3.7) 
for any policy f satisfying Udx, = @‘) + 1, fi$(i)xj, i E Q, where 
R(2)(x)i=xj+/Zp1 max [Udx--lj 
J 
= xi + max max 
[ 
q;+ctA4,:x,-x, 
j k E KU) 1 -/l; I 
R”)(x)~= U,x,+A-‘(l-A)max [s!I~x-x]~ 
i 
=xi+I max 
qf + Cf M$X, - Xi 
kaK(i) 1-p: 1 
+(l-11)max max 
q,k+~*Mj:X(-Xj 
i k E K(i) 1 
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JC(‘)(X)~= UdXi+A-‘(1 -I)min [UdX-X]i 
j 
=xj+A max 
q: + c, M;x,-x; 
ks K(i) 1-p; 1 
+(1-l)min max 
qf+CtMiX,-Xj 
i k E K(j) 1-p; 1 
= xi + min max 
4; + C, hf;Xl- Xj 
i k E K(j) 1 1-p; . 
In addition to (3.7), the bounds have the following properties (cf. [lS, 
20, 41): 
The bounds Lo and R(*)(x)~ are tight for all i if and 
only if x = u* + cl for some scalar c. The bounds Lo 
and R(‘)(x), are tight for all i if (but in general not only if) 
x = u* + cl for some scalar c. 
(shif invariance) L”)(x + cl), = L”‘(x),; R”‘(x + cl), = 
R(~)(x)~, in Q, j= 1, 2; x E EN and any scalar c. 
(monotonicity under the value-iteration operator U,) 
L@‘(x) <L”‘(X) < L@‘( U,x) < L”‘( U,x) < u* < R”‘( U,x) 
d P’( U,x) < R”‘(X) < P’(X). 
(3.8) 
(3.9) 
(3.10) 
Property (3.8) allows for the following variational characterizations of u*: 
0; = xtir& R(‘yx)i= $ZN P’(x),, ies2 (3.11) 
u* = max Lo = max L’*‘(x). I I? iE52. 
XEEN XEEN 
(3.12) 
These characterizations readily suggest all three of the standard algorithms: 
Linear Programming. Since u* achieves the N minima in (3.11). we 
have 
u:’ = min{ R(*)(x), 1 x E EN, 0 = yey [ U,x - xlj} 
=min{xi(xEEN,O>mey [17,x-XL}, iE52. (3.13) 
332 FEDERGRUEN AND SCHWEITZER 
(One verifies the second equality as follows: the right-hand side represents 
a relaxation of the optimization program to the left. Fix in 52. Suppose 
there exists a vector X’E EN minimizing the relaxed program with 
O>max,,, [V, x0 - x0$. Then x0 > Udxo, and by iterating this inequality 
x0 > u*, thus contradicting the optimality of x0 in the relaxed program.) 
Note that u* simultaneously achieves the N minima in the relaxed 
programs to the right of (3.13). The polytope {x E ENI x > U,x} thus has a 
minimal element and u* is the optimal solution of the linear program: 
min xi flixi s.t. xi > 4: + cj Mixj; ic 8, k E K(i), where every j-Ii > 0. 
Successive Approximation. In view of the continuity of the bounding 
functions L(‘), L(*), R(l), R(*) they become increasingly tight and ultimately 
sharp when evaluated in the classical successive approximation scheme 
x(n + 1) = U,x(n) = U;+ ‘x(O), n 2 0 and x(0) E EN. 
Policy Iteration. For any policy f, let x = vf. If x # Udx then 
U,x = kjh + P,x > x for some h #f, hence (3.7) implies uY = x < L”‘(x) < uh. 
The Policy Iteration Algorithm (cf. [12]) thus generates a strictly 
improving sequence of policies with finite convergence to optimality. 
The bounds provide a convenient termination criterion for any one of 
these iterative procedures. They also provide a test for eliminating sub- 
optimal actions, thereby simplifying the remaining computations (cf. [7, 9, 
10, 16, 21, 30, 311). 
4. A PAIR OF COUPLED FUNCTIONAL EQUATIONS 
In this section we obtain variational characterizations for a vector x* 
defined by a pair of functional equations (1.1) and (1.2). First, Theorem 4.1 
below establishes the necessary and suflicient conditions for the existence of 
a solution pair. Under this condition a unique characterization is given for 
the x-part of the solution: 
THEOREM 4.1. (a) The 2N equations (1.1) and (1.2) have a solution 
{x, y } if and only if 
max (lZ,a,), = 0, iEQ. (4.1) 
f~ X,WI’) 
Under (4.1), SMMG = {SE x,K(J’) 1 n/a,= 0} # @ and x is unique and giuen 
by 
XT =p;axG (xf)iv i-=sZ (4.2) 
E ’ 
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where xf is defined by 
tx/)i= tzfa/)i+ f 
m=l 
(b) ForfeSS,,, xr is uniquely characterized by the system of linear 
equations 
x=a,+ P/x; y=br-Hfx+Pfy (4.3) 
((x, y)l(x; y) solves (4.3)) = ((xr, Z,[bf-H,xr] +I~,~)I~EE~}. (4.4) 
(c) Suppose (4.1) holds, and let {x*, y*> be any solution to (1.1) and 
(1.2). If policy f E SMo (simultaneou 1 ) s y ac teves all N maxima in (4.2) for h 
all i, then f( i) achieves the maximum in (1.1) for all i E a, and in (1.2) for all 
i E Rr. Conversely, tf for a policy f E X,K( j), f(i) achieves the maximum in 
(l.l)for all iESZandin (1.2)forall iERJ-, thenfES,,,,,andx*=xr. 
Proof. Part (a). Schweitzer and Federgruen [27], Romanovskii [22], 
or Schweitzer [26] show the necessity of (4.1) for the existence of a 
solution pair. Next, assume (4.1) holds. S MG # @ follows since the left side 
of (4.1) may be interpreted as the maximal gain rate vector in an MDP 
with policy space X,K(i) and one-step expected reward a: when choosing 
action k in state i; Howard [ 121 showed the existence of policies achieving 
all N maxima in (4.1) simultaneously. We next show (4.2). Consider the 
extended triple of equations 
gi= max C P$ gj, 
keK(r) j 
iE!J (4.5) 
a:-xHffgj+CPix, , 1 iE1;2 (4.6) J i 
bf-1 H$x,+C P;yj 1 , iEf2 (4.7) i i 
where 
, iE52, 
Denardo [2, Lemma 1, p. 488 and following] shows that (4.5)-(4.7) have 
solutions (g, x, y) with g = g* and x = x* where 
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+ f ” Q,“(i) ($Y bf- Hfzfbf- fQirfl> <q’; T,) ’ ifzQ (4.8) In=, 
In view of (4.1), g* = 0; S,, = S,,; K(i, g*) = K(i), ie Q; X(i, g*, x) = 
K(i, x), icl2. Equations (4.6) and (4.7) simplify to (1.1) and (1.2). Hence, 
(1.1) and (1.2) have solution pairs (x, y) with x uniquely characterized by 
x=x* and x* specified by (4.8). Finally, (4.8) reduces to (4.2) since gr= 0 
forfESMG=SMG. 
Part (b). Part (a) applied to an MDP with {f} as its policy space 
shows that (4.3) has solutions (x, y) and every such solution has x = xr and 
y = b,/ - ZZrxr + Pf y. Multiplying both sides of the latter equality by Zi’,, 
one concludes 
Rr(b.,- HfXf) = 0 (4.9) 
whereas multiplication by Z, verifies that (cf. (2.2)) y = zJbf-- Hlx,.] + 
ZZ, y. This shows that the set to the left of (4.4) is included in the set to the 
right. To show the reverse inclusion verify that [Z-P/] y = b,-- Hfxr if 
y=Zf[bf-Hfxf] + ZZJu, UE EN, using (2.1) (2.2), and (4.9). 
Part (c). If f~ SMG satisfies x.~=x*, then in view of part (b), 
x*=xf=uf+Pfxf=uf+Pfx*, sof(i) achieves all Nmaxima in (1.1) and 
y* > b, - ZZrx* + Pf y*. Premultiply this inequality by ZZ, B 0 to obtain 
0 = ZZ,(Z- Pf) y* > IZf(b, - ZZ,x,) = 0, whence f(i) achieves the maximum 
in (1.2) for all iE R,. To verify the last assertion, note that x* = uj + Pfx* 
and y,+ = (b,)i- (Hfx*)i+ (P/y*);, in R,. 
Premultiply these equations by ZZ, to conclude f~ SMG and 0 = ZZ, b, - 
ZZ, Hf x*. Hence, apply Lemma 1, part (ii) in Denardo [2] to conclude 
x*=x. f I 
Remarks. (1) While the x-part of the solution to (1.1) and (1.2) is uni- 
que, the y-part never is. Note that if (x*, y*) satisfies (1.1) and (1.2) then 
so does (x*, y* + cl) for any scalar c. y* can be uniquely determined by 
appending a third functional equation to (1.1) and (1.2) of the form 
zi= max Cf-C Hi.yj+C P$zj ) ies2 
kc Sf(i,y) 
i i 
(4.10) 
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where 
fi(i, y)= {k~K(i, x*)lk achieves the maximum in (1.2)). 
(Apply the above theorem to (1.2) and (4.10.) 
(2) In particular, for any f E S,, , the y-part of the solution to (4.4) 
is unique only up to nr constants, cf. part (b) of the above theorem. 
Reference [S, Theorem 3.3) exhibits a perturbation theorem providing 
error bounds for the case where a pair (x(&j, y’“‘) comes within E (E > 0) of 
equating left and right sides of Eqs. (1.1) and (1.2) in which the parameters 
{a;, bf/i~Q, keK(i)} and th e action sets K( i, x), i E Q, may themselves be 
replaced by s-approximations {U:(E), b:(s), K(i, x, E) 1 i E Q, k E K(i)} with 
la;(&)-a;l <&, for all i G Q, k E K(i) 
lb)(E)-bfl GE, for all i E Q, k E K(i), 
We are now ready to derive bounds and variational characterizations for 
x*. First, however, we need the sets 
and the sets of states 
Note that X+ is a polytope, 
X+= xeEN xi~a:+CP~.xj,iESZ,kEK(i) 
{ I 
(4.12) 
i 
while X-, in general, is not. Since x* + rl E X+ n X- for every scalar r, X+ 
and X- are nonempty and unbounded. The following lemma exhibits a few 
properties of these two sets: 
336 FEDERGRUEN AND SCHWEITZER 
LEMMA 4.2. Assume (4.1) holds. 
(a) Zf XEX+ and feS,,, then R,- E Y(x) and f(i) achieves the 
maximum in the definition of Y(x) for all iE R-,. 
(b) Zfx E X- andf E X,N= 1K(j, x) then f E S,,; in addition R, E Y(x) 
and f (i) achieves the maximum in the definition of Y(x) for all i E R.,. 
Proof: (a) Since f c S,, , IIr a,, = 0. Since x E X + 
x2a,+Pfx. (4.13) 
Multiplying both sides of (4.13) by IZY 2 0 leads to 0 2 ITray = 0, so every 
component of (4.13) in R, must be an equality. 
(b) Note that 
x6af+</x. (4.14) 
Multiplying both sides of (4.14) by ZZ, 2 0 leads to 0 < nraf < 0, so f E S,, 
and every component of (4.14) in R, must be an equality. 1 
In addition, the bounds in Theorem 4.3 below require the evaluation of a 
function y: EN x EN -+ EN defined by 
Y(X, y)i= max 
k E K(i,x) 
bf-CHzxj+C Pt,y,-yi (4.15) 
.I j 
THEOREM 4.3. MAIN RESULT: VARIATIONAL BOUNDS ON x*. Assume 
(4.1) holds. 
(a) Fix XEX- andyEEN: 
ux, Y)i e (Xf)i d x,*, 
where 
ies2 (4.16) 
L(x9 Y)izxi +,+& Ytx9 Y)jf iEQ (4.17) 
and for any policy f E X,K(i, x) which achieves the maxima to the right of 
(4.15). 
(b) Fix XE X+ and ye EN: 
xi* 6 R(x, Y),, iEQ, (4.18) 
where 
R(x, Y)i=“i+j~~~) Y(X, Y)j, iESZ. (4.19) 
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(c) (tightness) The bound in (4.18) [(4.16)] is tight for all i if and 
only if 
and 
x=x*--r-l for some scalar r, (4.20) 
b”-CHix,*+CPsy, , 1 iEl2. (4.21) j i 
(d) (shift invariance) For all scalars r, s: 
R(x + rl, y + sl), = R(x, y),, iEQ,xEX+, yeEN 
15(x + rl, y + sl), = L(x, y),, ieQ,xET, BEEP. 
Proof Part (a). It follows from Lemma 4.2, part (b), that f E SMG, 
hence x* a.xr and x G uf+ P,-x. Let (xf, yr) be a solution to (4.3). Sub- 
tract xf = cf + Prxf from x 6 af + P, x to conclude 
“-xfdpf(x-~f)~<f(x-~f), (4.22) 
hence (x - x/); = (~7; x - xr) for i E Cfm, m = l,..., n/ by premultiplication 
with nfm( .) > 0. Fix m, 1 < m d n,-, and premultiply (4.3) with 71;” to obtain 
o=($?(~-Pf)yf)=(~;P;bf-Hfxf) 
= hF;bf-Hfx)+ (q’; Hf(x-xf)) 
= (71fm;bf-Hfx+pfY-Y)+(71/m; Tf)(7c,“;x-xf). 
Thus 
(nr”;xf-x)=(71fm;qf-Hf~+Pfy-y)/(71;-”;Tf) 
the last inequality following from part (b) of Lemma 4.2. Equation (4.22) 
then yields for all i E Q, 
n 
(Xf)j 2 Xi + i @y(i)(nf”; xf-x) > L(x, y)i. 
m=l 
Part (b). Choose a policy h with x* = xh( =a,, + P,x,). Since 
xaa,+P,x, 
x-x,, 2 p,(x - xh) 2 17,(x - xh). (4.24) 
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Moreover, as in (4.23), for every m = I,..., n,,, 
7t;;X*-x)=(n;; b,,-H,,x+P,,y-y)l(G’; T,) 
GE nr(i)(T,)i~(x, Y)JC~~; T/t) ~i~~~, Y(X, Y)j. 
i 
Equation (4.24) then yields for all iEQ, x*<xi+CzsI@$Yi) 
(n;:;x,-x)<R(x, Y)i. 
Parr (c). Assume first that (x, y) satisfy (4.20) and (4.21), the latter 
with a > sign. Note that 
02 max 
ks K(j,.x*) 
b;-1 H;,x: + xPf,y,-.Yj]/TF]y jEQ. (4.25) 
, f 
Hence XT 3 R(x*, Y)~ = R(x, y), which proves the tightness of the bound 
(4.18). Conversely, let x* = [R(x, Y)~]. It is immediate from the definition 
of the R(., a) function that (4.20) holds with r = max,, y(l-j maxkEK(,,XF 
{[bik--c,H~x,+C,P:,y,-YjllT:}. 1 nsert x=x* -rl, and note that 
Q = Y(x) and K(j, x) = K(j, x*), Jo 52, to conclude 
O=max max 
jsQ k.s K(./,x*) 
br-1 Hf,X:+C PTrY,-Yj 
I I 
and hence 
O=max max 
jcC2 ks K(j,x*) 
b,k-C Hf,XF +C Pf,Y,-Yj 
I I 
which implies (4.21). The necessary and sufficient condition for the 
tightness of the lower bound (4.16) is proven in complete analogy. 
Part (d). The proof is immediate. 1 
The variational bounds for x* thus possess the same properties as the 
variational bounds in the discounted model, cf. (3.7)-(3.12) (Appendix 1 
shows that as in (3.7) the bounds improve by applying a value-iteration 
operator to the initial guess vectors). As in (3.11)-( 3.12), the bounds lead 
to the variational characterizations 
x: = xy$+ -b~$N R(x, yh, iEf2 (4.26) 
x7 = max max L(x, y)i, ie8. (4.27) 
xex- ysEN 
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Furthermore for any solution pair (x*, y*) of (1.1) and (1.2) and any 
scalars r, s, the choice x = x* + rl and y = y* + sl achieves all 2N optima 
in (4.26) and (4.27) simultaneously. 
To overcome the objection that 15(x, JJ)~ and R(x, JJ)~ need different 
choices of the trial vector x, one may employ a symmetric version in which 
x E X where X= X+ n X- = (x E EN 1 xi = maxke KCi) [af + 1, P$.xj], iE Q}. 
X is nonempty and unbounded since x* + rl E X for every scalar r. Since 
for x E A’, Y(x) = Q, the bounds reduce to 
Qx, Y), 6 (Xf)jG x* 6 ti(x, Y)i, iEQ, xeX, and yEEN (4.28) 
where 
R(x, Y)izxi + TEy Ytx3 Y), 
2(x, Y)izxi+ $f Ytx, Y), 
and where 
f E X,K(i, x) achieves the maxima in (4.15). 
The upper bound in (4.28), however, is less convenient than (4.18) 
because finding a member of X is, in general, more difficult than finding a 
member of X+ (sometimes X= X+, e.g., if every state is recurrent under 
some policy y E SMMG, cf. Lemma 4.2). 
We conclude this section by considering the special case where all ur = 0, 
i E 0, k E K(i). In this case, x,, f E X,K(1’), may be interpreted as the gain 
rate vector under policy f, and x* as the maximal gain rate vector, cf. 
Theorem 4.1. When x* has identical components, i.e., x* = t*l (which 
occurs, e.g., when all policies have a single subchain), the variational 
characterization in Theorem 4.1 reduces to the well-known results (Odoni 
[19], Hastings [8], Schweitzer [24], Federgruen and Schweitzer [4]) 
L’yy)i d (xf); d 5* d R’3’(Y)i, YE EN, iE.Q, (4.29) 
where 
Lf3’( r)i = min max b,k+CP;Yt-yj iCB 
jci2 keK(j) , 
(4.30) 
Rc3’( Y)~ = max max b~+CP~Yt-Yj iEf2 
jsQ ksK(j) I 
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and where f is a policy achieving all maxima in (4.30). Also, 
5* = $I$ ze3’( y)i = pas L’3’( y),, iESZ. (4.31) 
Equation (4.29) follows from (4.16), (4.18), (4.26), (4.27) with the choice 
x=O~X,since Y(O)=QandK(i,O)=K(i)foralli~SZ; (4.31)followsfrom 
part (c) of Theorem 4.3 which shows the bounds in (4.16) and (4.18) are 
tight with the choice x = 0 since x* = <*l. 
5. ALGORITHMIC IMPLICATIONS 
In this section we exhibit how the variational bounds for x* may be used 
to devise computational procedures for solving ( 1.1 )-( 1.2) analogous to 
the three standard methods in discounted models (policy iteration, suc- 
cessive approximations, and linear programming). A policy iteration 
algorithm was suggested by Denardo [2], cf. also Miller and Veinott [17] 
and Veinott [29]: 
Step 0. (Initialization) Select an initial policy f e SMUG. 
Step 1. (Policy Evaluation) For policy f, find a solution (xfr yr) to 
(4.3). To avoid ambiguities, choose yf = Zf[bf - Hrxr], i.e., choose u = 0, 
cf. part (b) of Theorem 1. 
Step 2. (Policy Improvement) Generate a policy h, chosen such that 
h(i) achieves the maximum on the right side of (1.1) with x=x,, with ties 
broken by maximizing the right side of (1.2) with x = xr and y = y/. Any 
remaining ties are broken arbitrarily except to keep h(i) = f (i) if f(i) 
achieves the maximum in both (1.1) and (1.2). If h = f, stop. Otherwise 
replace f by h and return to Step 1. 
This policy iteration algorithm has the properties 
(i) all policies generated lie in S,,, 
(ii) if h # f is the successor to policy j; x,, > x/-. Moreover, either 
x,,>xf or xh=xf and y,> yr. 
The algorithm thus converges to an optimal policy in a finite number of 
iterations. 
Similarly, Theorem 4.1 has been used in [ 51 to develop a successive 
approximation method resulting in a solution to (1.1) and (1.2). It consists 
of a sequence of four simultaneously generated recursive schemes to obtain 
the uniquely determined x*-vector, and a fifth scheme to obtain an 
arbitrary solution vector y to (1.2). All schemes exhibit geometric con- 
vergence, i.e., the deviations from the limit vectors ultimately drop off by a 
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factor which is bounded away from one. (We caution that the iterative 
scheme (x, y) + (xnew, y”“‘) exhibited in Appendix l-after subtracting 
constants from xnew, y”“” to ensure boundedness-is in general not guaran- 
teed to have the bounds R or L converge to a solution of ( 1.1) and (1.2). 
That is, the bounds are monotone inward but may converge to limits 
having a gap.) 
The remainder of this section is devoted to the derivation of a linear 
programming method. The main observation is that the variational charac- 
terization (4.26) would take the form of a linear program if for all i 
K(i, x) = k(i) and Y(x) = Y+, independent of x E X+ : note, since any 
solution (x*, y*) of (1.1) (1.2) achieves the minima in (4.26) that in this 
case 
x*=min{R(x, ,v)~(xEX+, yeEN, O=,ma,x y(x, y),> 
=min(xilx~X+, ~EE~,OB,T;~Y(X, y)j}, iEQ. (5.1) 
(One verifies the second equality as follows: the right-hand side represents 
a relaxation of the optimization program to the left. Fix ie Q. Suppose 
there exists a vector (x0, y”) minimizing the relaxed program with y” E EN, 
XOE X+, and O>max. ,E ,,+ y(x”, Y”)~. Then there exists a scalar r > 0, with 
x0-rl EX+ such that 0= max- ,E Y+ 7(x0- rl, y”),, cf. (4.15), thus con- 
tradicting the optimality of (x0, y”) in the relaxed program.) 
Note that any solution (x*, y*) of (1.1) (1.2) simultaneously achieves the 
N minima in the relaxed program to the right of (5.1). In other words the 
projection of the polytope {(x, y) E E2N (x E X+, 0 2 max,, ,,+ y(x, Y)~} on 
the x-space has a minimal element and all components of x* may be com- 
puted via the single LP: 
min C Bix, (5.2) 
S.t. Xi 2 at + C Pt’Xj, iEQ, kEK(i) (5.3) 
O,‘:-~jH~xj+cPf;yi-yi , Tf 9 iE Y+, ICE&i) (5.4) 
where /Ii > 0, iE Q, are arbitrarily chosen. Note that (5.4) may be rewritten 
as 
Yibbf-CH$Xj+CPiYj, ie Y+, ICE@(i). (5.5) 
i i 
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Although in general K(i, x), i E 52, and Y(x) are dependent on x E X+, 
Appendix 2 shows that (4.26) may be replaced by a characterization 
where 
f(x, Y)~ = max +LH,h+CrP;y,-y, 
kef?(j) T; 
jE Y+ 
for some easily constructed sets Y+ E Q and I?(i) E K(i), i E Yf , indepen- 
dent of x E X+. In other words, x* may be obtained from a single linear 
program ((5.2), (5.3) (5.5)) after constructing the sets Yf and {i(i), 
iE Y’}. 
The latter are obtained by finding an arbitrary element in X+, i.e., com- 
puting a feasible solution to an auxiliary linear program, followed by a 
single-pass search process over the state and action sets, Procedure P in 
Appendix 2. Our method involves two linear programs and thus compares 
favorably with the procedure in Denardo [2] where three linear programs 
must be solved. In addition, our method avoids the numerical difficulties 
associated with existing procedures. (For a discussion of the latter, see [S]. 
Our auxiliary linear program is used only to identify the sets Y+ and R(i).) 
In the special case where all af = 0, i E 52, k E K(i), x* may be interpreted 
as the maximal gain rate vector in an SMDP with 6; as the one-step 
reward and Tf as the expected holding time in state i when choosing action 
k E K(i). For this special case, our linear programming method reduces to 
solving the single linear program, cf. [3, 1 l] (note that 0 E X+, Y(0) = Q, 
K( i, 0) = K(i), i E 52, and hence the choices Y+ = Q, k(i) = K(i), i E 52 apply, 
cf. Appendix 2): 
s.t. xi 3 c p;xj, iEsZ, ktzK(i) 
Y, 2 b; - 1 H;x, + C Pf yj, i E Q, k E K(i). (5.7) 
i i 
An optimal solution (X, j) has X=x *. The determination of an optimal 
policy requires an additional search procedure, cf. [ 111. 
In the general case, the following theorem shows how to obtain x* from 
a single LP with a penalty term (this may be more convenient han the LP 
(5.2), (5.3), (5.5) which requires an auxiliary LP to compute a member of 
x+ ): 
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s.t. a” + 1 P$xj - xi < 0, iESZ,kEK(i) 
I + b:-~jH~‘xj+C,P~.yj-yi,O T; . , 
i~i-2, k~K(i) (5.8) 
where 1, pi, and f f are strictly positive given numbers. 
THEOREM 5.1. (a) The LP (5.8) is always feasible. Any feasible solution 
(2, j} has 2 2 x*. 
(b) Zf i is chosen large enough, the optimal solution has 2 =x*. 
Proof: (a) For any x E X+, j E EN, {X = x + rl, j} is feasible provided 
r is taken large enough. If (2, y} is feasible for (5.8), XE X+ and 
a~+~jP&7j-2i=0 for iE Y(X), kEK(i,%). Therefore y(.W, j$<O for 
iE Y(x) by (4.15). Hence XT <R(,i?, j$dXi for all iE52. 
(b) Fix a solution {x*, y*} to (1.1) and (1.2). This solution is 
feasible for the LP (5.8) provided i is sufficiently large. 1 
Remarks. (1) To ensure that 2 has been chosen sufficiently large, check 
that for the optimal solution {X, j}, the MDP with action spaces K(i, X), 
i E Q, and one-step rewards 6: - cj H$xj has 0 as its gain rate vector. (The 
latter can, e.g., be tested via the standard LP (5.7).) 
(2) In the special case where every a; = 0, ie 52, k E K(i), the choice 
f y = (Tf)-’ and the change of variables y’ = Ax + y eliminates 2 and trans- 
forms the LP into the standard program (5.7). 
We conclude by observing that the lower bound variational charac- 
terization (4.27) cannot be interpreted as a simple optimization program. A 
similar distinction between the upper and lower bound characterizations 
was observed Cl] for the discounted model, cf. (3.11) and (3.12). 
6. USING THE BOUNDS IN ITERATIVE PROCEDURES 
As pointed out in the Introduction, the variational bounds can be used 
in any solution procedure (linear programming, policy iteration, successive 
approximations) to measure the deviation of the current solution from 
optimality. The bounds are especially important for successive 
approximation methods since they allow for termination of the process in a 
finite number of iterations, with a solution of any required precision. 
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In this section we illustrate how the bounds can be used in a successive 
approximation method for the determination of the optimal bias vector 
and an optimal bias policy. We consider the special case of discrete-time 
MDPs in which every policy has a single subchain. The problem reduces to 
solving the following pair of functional equations: 
where g* is the maximal gain rate scalar. Note that this pair of equations is 
of the type (1.1) and (1.2) with &=qf--g *; bf=O and Hi=Pi for all 
i, j E Q and k E K(i). Since condition (4.1) is satisfied, it follows from 
Theorem 4.1 that solutions (x, JJ) of (6.1) and (6.2) exist. Moreover, the 
x-part of the solution is uniquely determined, and, in view of Denardo and 
Fox [3] (cf. also Federgruen and Schweitzer [S]), x = x*, the optimal bias 
vector. 
The following pair of successive approximation schemes has been shown 
[S, Sect. 61 to generate the optimal bias vector and an optimal bias policy. 
Let {E,};= , be such that E; l is a positive polynomial in n, e.g., E, = n -’ : 
x(n + l), = ky;i) 
i 
qf -t 1 Pox(n), - max , k ) k~K(~I{q:+$p~jx(~)~), 
iel2 (6.3) 
y(n+ l),= max 
ke d(i,n,E.) ic Sz, (6.4) 
where 
d(n+ 1)= max 
k t A(N,n,cn) -pk,,x(n)j + C '%j Y(‘), i 
d(i, n, E,) = 
and x(O), y(O) are arbitrary N-vectors. It follows from [S] that 
{x(4 + d(n) 1, ml,“_ 1 converges to a solution (x*, y) of (6.1) and (6.2) 
where the rate of convergence is geometric. (In addition, after a finite num- 
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ber of iterations, any policy achieving the maxima to the right of (6.4) is 
bias-optimal.) Also, {x(n)};= 1 converges to a solution X’E X with 
x0=x* - (xg) 1 (and hence x”, = 0). 
To enable termination of the schemes (6.3) and (6.4) with any given 
precision, we wish to invoke the bounds in Theorem 4.3, evaluated for 
x=x0 and an arbitrary vector YE E ‘v. The difftculty in evaluating these 
bounds is that x0 is known imperfectly and the approximation 
x(n) + d(n) 1 to x0 is in general neither in X- nor in X+. Also, we would 
like to generate a sequence of bounds which are ultimately tight. 
The iterative bounding scheme for x* which follows is based upon 
L(x’, y(n)), d x7 < U(x”, y(n)), and approximates the outermost terms via 
a recursive scheme (cf. Schweitzer [25]) which generates upper and lower 
bounds for x0 under Condition C below. 
Condition C. There exists a state, say, state N, which can be reached 
from every state in 52 under every policy. (This condition is slightly 
stronger than the assumption that every policy has a single subchain.) 
We are now ready to state our proposed bounds. Define 
g(n)- = 2; Cx(n + 11, - x(nLl 
g(n)+ =F,a,X [x(n+ l)i-X(n)j] 
L(n + 1); = max 
i 
L(n),, k~;;j 
[ 
qf - g(n)+ + C P;L.(FI)~ 
i I 
U(n+ l)i=hl 
i 
U(n)j,kT;mj 
[ 
qf-g(n)- +CPffU(n)j , 
.I I 
with L(0) <x0 Q U(0) and L(O),,, = x% = 0 = U(O), (cf. Schweitzer [25] for 
possible choices of L(0) and U(0) satisfying these inequalities and proof 
that L(n), t x7, U(n), J xp, these limits being approached geometrically). 
Finally, let 
T(n), = L(n), + min max 
J kt d(j.n,c,) 
X 
[ 
-1 P$Wn),+ 7 f$ Y(n),-- Y(n)j 
I 1 
O(n), = U(n), + max max 
j ked(j,n.s.) 
X 
[ 
-1 f$Un),+C pi: Y(n),- Y(n)j 
I / I 
409/l 1712-4 
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TABLE I 
Results after Iteration 10 
g( 10) = -162.828 g(lO)+ = -136.794 d( 10) = -225.288 
State x(n) ACT An) ACT 
1 1380.0 
2 1260.0 
3 1150.0 
4 980.8 
5 905.0 
6 830.1 
7 760.1 
8 698.4 
9 646.2 
10 594.5 
I1 544.0 
12 499.1 
13 459.4 
14 425.6 
15 392.8 
16 360.0 
17 328.1 
18 296.2 
19 264.2 
20 231.8 
21 199.3 
22 165.5 
23 133.2 
24 120.0 
25 110.0 
26 100.0 
27 90.0 
28 80.0 
29 70.0 
30 65.0 
31 60.0 
32 55.0 
33 50.0 
34 40.0 
35 35.0 
36 30.0 
37 25.0 
38 15.0 
39 7.0 
40 0.0 
(1) (2) 
16 0.0 16 
16 0.0 16 
16 0.0 16 
4 - 1242.8 4 
5 -599.7 5 
6 -527.9 6 
1 -1873.1 7 
8 -1528.1 8 
9 -1252.1 9 
10 -987.9 10 
11 -736.9 11 
12 -528.9 12 
13 -359.9 13 
14 -236.1 14 
15 -118.5 15 
16 0.0 16 
17 120.7 17 
18 242.4 18 
19 362.7 19 
20 482.0 20 
21 597.1 21 
22 713.5 22 
23 116.1 23 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
16 0.0 16 
(3) (4) (5) 
1221.8 2000.0 - 2088.6 2053.6 
1101.8 2000.0 ~ 2208.6 2053.6 
991.8 2000.0 -2318.6 2053.6 
813.5 2000.0 - 2496.8 2053.6 
741.8 2000.0 - 2568.6 2053.6 
671.8 200Q.o - 2638.6 2053.6 
601.8 2000.0 - 2708.6 2053.6 
471.8 2000.0 - 2838.6 2053.6 
414.4 2000.0 - 2896.0 2053.6 
361.8 2000.0 - 2948.6 2053.6 
311.8 20Q0.0 - 2998.6 2053.6 
270.3 1979.4 - 3040.1 2033.0 
236.6 1896.4 ~ 3073.8 1950.0 
204.2 1810.0 - 3106.2 1863.7 
173.1 1739.4 -3137.2 1793.0 
143.3 1709.4 -3167.0 1763.0 
118.8 1689.4 -3191.5 1743.0 
94.9 1669.4 -3215.5 1723.0 
72.5 1649.4 ~ 3237.9 1703.0 
50.8 1634.4 - 3259.5 1688.0 
29.6 1619.4 - 3280.7 1673.0 
10.0 1604.4 - 3300.4 1658.0 
-8.8 1589.4 -3319.2 1643.0 
- 26.6 1579.4 - 3337.0 1633.0 
-41.5 1569.4 -3351.9 1623.0 
- 54.2 1559.4 - 3364.5 1613.0 
-64.8 1549.4 - 3375.2 1603.0 
- 73.8 1539.4 -3384.2 1593.0 
- 79.2 1529.4 -3389.6 1583.0 
- 84.2 1524.4 - 3394.6 1578.0 
- 88.2 1519.4 - 3398.5 1573.0 
-90.8 1514.4 - 3401.2 1568.0 
-92.3 1509.4 ~ 3402.4 1563.0 
-93.9 1499.4 - 3404.2 1553.0 
- 94.2 1494.4 - 3404.5 1548.0 
- 95.9 1489.4 - 3406.2 1543.0 
-99.1 1484.4 - 3409.5 1538.0 
- 102.9 1474.4 -3413.2 1528.0 
-98.2 1466.4 - 3408.6 1520.0 
0.0 0.0 -3310.4 53.6 
(6) (7) (8) (9) 
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TABLE II 
Results after Iteration 100 
347 
g(lOO- = -150.965 g(iOO)+ = -150.893 d( 100) = -261.785 
State x, ACT Y, ACT L(n) u(n) I.(n) @I 
1 1380.0 12 0.0 12 1376.7 1391.1 
2 1260.0 12 0.0 12 1256.1 1272.2 
3 1160.6 3 -4442.2 3 1155.4 1178.3 
4 1071.9 4 -3645.9 4 1067.0 1088.5 
5 986.9 5 -2940.8 5 982.3 1002.6 
6 906.4 6 -2327.7 6 902.0 921.2 
7 831.0 7 -1777.3 7 826.8 844.9 
8 760.2 8 -1303.7 8 756.2 773.4 
9 694.6 9 -894.3 9 690.9 707.2 
10 632.4 10 -541.8 10 628.9 644.4 
11 574.0 11 -245.2 11 570.6 585.5 
12 520.0 12 0.0 12 516.7 531.1 
13 470.1 13 200.6 13 467.0 480.8 
14 424.0 14 361.1 14 421.0 434.3 
15 381.3 15 484.2 15 378.3 391.3 
16 341.7 16 573.7 16 338.8 351.5 
17 306.1 17 627.9 17 303.2 315.7 
18 273.2 18 660.3 18 270.3 282.7 
19 242.9 19 663.7 19 240.0 252.3 
20 214.9 20 636.8 20 212.0 224.3 
21 189.2 21 596.1 21 186.3 198.7 
22 165.7 22 527.3 22 162.8 175.3 
23 144.5 23 433.9 23 141.5 154.2 
24 125.8 24 316.7 24 122.8 135.9 
25 111.0 25 172.8 25 107.9 121.5 
26 100.0 12 0.0 12 96.7 111.1 
27 90.0 12 0.0 12 86.7 101.1 
28 80.0 12 0.0 12 76.7 91.1 
29 70.0 12 0.0 12 66.7 81.1 
30 65.0 12 0.0 12 61.7 76.1 
31 60.0 12 0.0 12 56.7 71.1 
32 55.0 12 0.0 12 51.7 66.1 
33 50.0 12 0.0 12 46.1 61.1 
34 40.0 12 0.0 12 36.7 51.1 
35 35.0 12 0.0 12 31.7 46.1 
36 30.0 12 0.0 12 26.7 41.1 
37 25.0 12 0.0 12 21.7 36.1 
38 15.0 12 0.0 12 11.7 26.1 
39 7.0 12 0.0 12 3.7 18.1 
40 0.0 12 0.0 12 0.0 0.0 
1088.1 
968.1 
866.8 
778.4 
693.7 
613.4 
538.2 
467.6 
402.3 
340.3 
282.0 
228.1 
178.4 
132.4 
89.7 
50.2 
14.6 
-. 18.3 
- 48.6 
-. 76.6 
- 102.3 
- 125.8 
- 147.1 
- 165.8 
- 180.8 
- 191.9 
-201.9 
-211.9 
- 221.9 
- 226.9 
-231.9 
- 236.9 
-241.9 
-251.9 
- 256.9 
-261.9 
- 266.9 
- 276.9 
- 284.9 
- 288.6 
1138.0 
1019.1 
925.3 
835.4 
749.5 
668.2 
591.9 
520.4 
454.2 
391.4 
332.4 
278.0 
221.8 
181.3 
138.3 
98.5 
62.7 
29.6 
-0.8 
-28.7 
-54.3 
- 77.8 
-98.8 
-117.2 
-131.6 
- 142.0 
- 152.0 
- 162.0 
- 172.0 
- 177.0 
- 182.0 
- 187.0 
- 192.0 
- 202.0 
- 207.0 
-212.0 
-217.0 
- 227.0 
- 235.0 
- 253.0 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 
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TABLE III 
Results after Iteration 200 
g(200- = -150.946 G(200)+ = -150.946 d(200) = -262.756 
State x(n) ACT y(n) ACT 
1 1380.0 
2 1260.0 
3 1160.7 
4 1071.9 
5 986.9 
6 906.4 
1 831.0 
8 760.1 
9 694.6 
10 632.4 
11 573.9 
12 520.0 
13 410.2 
14 424.1 
15 381.4 
16 341.8 
17 306.2 
18 273.2 
19 242.9 
20 214.9 
21 189.2 
22 165.7 
23 144.4 
24 125.8 
25 110.9 
26 100.0 
21 90.0 
28 80.0 
29 70.0 
30 65.0 
31 60.0 
32 55.0 
33 50.0 
34 40.0 
35 35.0 
36 30.0 
31 25.0 
38 15.0 
39 7.0 
40 0.0 
(1) (2) 
12 0.0 12 
12 0.0 12 
3 -4442.3 3 
4 -3647.3 4 
5 -2938.8 5 
6 -2314.4 6 
I - 1769.6 1 
8 - 1296.9 8 
9 -888.8 9 
10 -539.1 10 
11 -244.2 11 
12 0.0 12 
13 199.3 13 
14 358.3 14 
15 480.8 15 
16 570.2 16 
17 629.1 17 
18 661.6 18 
19 667.2 19 
20 647.4 20 
21 602.8 21 
22 533.3 22 
23 438.8 23 
24 319.3 24 
25 173.8 25 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
12 0.0 12 
(3) (4) (5) 
L(n) 
1380.0 1380.0 1117.2 1117.3 
1260.0 1260.0 997.2 997.3 
1160.6 1160.7 897.8 898.0 
1071.9 1072.0 809.1 809.3 
986.9 987.0 724.1 724.3 
906.4 906.5 643.6 643.7 
830.9 831.0 568.1 568.3 
760.1 760.2 497.3 491.4 
694.6 694.6 431.8 431.9 
632.4 632.4 369.6 369.7 
573.9 514.0 311.1 311.3 
520.0 520.0 257.2 251.3 
470.1 470.2 207.3 207.5 
424.0 424.1 161.2 161.4 
381.4 381.4 118.5 118.7 
341.8 341.8 79.0 79.1 
306.1 306.2 43.3 43.5 
273.2 213.3 10.4 10.6 
242.9 242.9 - 19.9 - 19.8 
214.9 214.9 -41.9 -47.8 
189.2 189.2 -73.6 -73.5 
165.7 165.7 -97.1 -97.0 
144.4 144.4 - 118.4 -118.3 
125.8 125.8 - 137.0 - 136.9 
110.9 111.0 - 151.9 - 151.7 
100.0 100.0 - 162.8 - 162.7 
90.0 90.0 - 172.8 - 172.7 
80.0 80.0 - 182.8 - 182.7 
70.0 70.0 - 192.8 - 192.7 
65.0 65.0 - 197.8 - 197.7 
60.0 60.0 - 202.8 - 202.7 
55.0 55.0 - 207.8 - 207.7 
50.0 50.0 -212.8 -212.1 
40.0 40.0 - 222.8 - 222.7 
35.0 35.0 - 227.8 - 227.7 
30.0 30.0 - 232.8 - 232.1 
25.0 25.0 - 237.8 - 231.1 
15.0 15.0 - 247.8 - 247.7 
7.0 7.0 - 255.8 - 255.7 
0.0 0.0 - 262.8 - 262.7 
(6) (7) (8) (9) 
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THEOREM 6.1. Assume condition C holds. After finitely many iterations 
Z(n) < x* < o(n). Moreover, lim, _ o. z(n) = lim, _ co D(n) = x* where the 
rate of convergence is geometric. 
Proof. In view of Theorem 4.3, after finitely many iterations, 
A(i, n, E,) = K(i, x0) and Z(n), < xP + min, maxkG K(j,x~) [--XI P$xy + 
& P$ Y(n)1 - Y(n),] = L(X”, Y(n)), 6 X* 6 U(X”, y(n)), = Xp + 
maXi maxk E K(j,xO) [--CIP$x~+&P~y(n),-y(n),] 6 D(n),, iE52. This 
proves Z(n) <x* < 8(n), for large n. Next, observe that 
lim Z(n), = x7 + min max -Cpi:xY+Cp$YY,-Yj n-m J k E K( j.x") I I 1 
=xp+min max 
i k 6 KC/.x*) 
-~PJ/x:+CP;y,-yj +x; 
I 1 =xp+xz=x*. 
A similar argument shows lim, _ m O(n), = xp + x7, i E EN. The rate of 
convergence follows from the geometric rate of convergence of {L(n)}, 
Wn% and {YW. I 
In Tables I, II, and III we report the numerical results obtained from 
applying the above schemes and bounds to the automobile replacement 
problem in Howard [12, p. 54 and following]. Column 1 enumerates the 
forty states where state i represents a car of age i- 1 quarters; columns 3 
and 5 identify an action which attains the maximum in (6.3) and (6.4), 
respectively. The bias-optimal policy prescribes a trade-in of a new and a 
one-quarter-old car for an 11-quarter-old car. A car should be kept if its 
age is below 25 quarters and replaced by an 11-quarter-old car thereafter. 
In the example below L(0)i= -2000, i < 40, and U(0)i = +200, i< 40, 
while L(O),, = U(O),, = 0. Also, x(0) = y(0) = 0 and E, = n-l, n 2 1. 
APPENDIX 1: MONOTONICITY OF THE VARIATIONAL &OUNDS 
UNDER A VALUE-ITERATION OPERATOR 
In this appendix we show that the variational bounds for x* can be 
improved monotonically by applying a value-iteration operator to the 
initial guess vector (cf. (1.7)). Fix a parameter t such that 0 < r < ri where 
ri 2’ min { TF/( I- Pi) 1 (i, k) with Pi < 1 } (Al) 
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and define an operator W,: (x, y) E EN x EN -+ (xnew, ynew)c EN x EN: 
xyw = x; + TDXi, iEf2 
K 
(AZ) 
yl"" = y,+ z max b;-x H&x,+x P;yi-yi , iEQ 
kcA(i,.x) 
i i 
where 
Dx,= max 
kE K(i) 
and 
LEMMA A.1 Let (4.1) hold. 
(a) For any x E X+ and y E EN: xnew E X+ and 
x,+ < R(x”=“, ~“~‘“1; < Nx, Y),, iEQ. 
(b) For any XE: X-, YE EN: xnew E Xp and 
XT 3 L(XneW, ynewli 3 L(x, Y),, iEO. 
Proof. We confine ourselves to part (a), the proof of part (b) being 
analogous. Fix x E X’. We first show xnew E X+. The assertion is that 
a” + xi Pi[xj + tDxi] - [xi + rDxi] d 0, all i E 0, k E K(i). The left side 
divided by Tf is 
[ 
af+~,P~x,--xi -L 
Tf I ,[ 
Tk DXi-CPtDXj <DX; 1-+(1-P:) 
/ 1 1 I 1 
+$ f Pfs(DXj). (A3) 
1 ,=I 
i#l 
Since O<Z<T,, the coefficient of Dx, on the right side of (A3) is non- 
negative. Since x E X + implies every Dx,<O, the right side and therefore 
left side of (A3) is 60, confirming the assertion. 
Similarly, to show x E X- implies xnew E X-, the assertion is that 
max a: + 1 PsXj- xi + z c P$(Dx), - (OX), 2 0, ie0 
k E I i I 
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or equivalently, that 
max af+cjpixj-xi-~ 
ks K(i) Tf Tf 
Dx,-~p+,(Dxj) 
’ j rl 
>o. (A4) 
Note x E X- implies Dxj > 0 for all j. Fix i and choose an alternative k 
which achieves the maximum in the definition of (Dx),. Then the left of 
(A4)is ~(D~,)[l-z/T~(l-P~)]+(z/T~)~,~~P$(Dx)~BO,becausez~~, 
and because (Ox), 2 0, j E Sz. This proves xnew E X- . 
Next, we specify for each a > 0, a discounted SMDP with the same state 
and action spaces, and qf = af + ab) and M$ = Pf - aHE, all i, j E Sz and 
k E K(i), cf. (3.1). Assumption A ensures (3.2) for small CC. Let Ud be the 
value-iteration operator of this SMDP (cf. (3.6)) specifying 1=&z. Then 
(3.4) holds for all sufficiently small CI > 0 because 
-= aTf 
1 -M; 1 -P;.+aH$ 
and the right side is >CU, + 0(cr2) if Pz.< 1, and is 1 if P$= 1 (since Pf.= 0 
for j # i implies H$ = 0 by Assumption A and Hz = Tf ). Finally, let R(“(. ) 
be the upper bound function in the discounted model, cf. (3.7). We first 
show the following relationship: 
R’*‘(X + Cry + O(OZ’))j= R(X, y)j+ O(a), 
~~10, for all XEX+, yEEN, ief2. (A5) 
The left side of (A5) can be written as 
xi + ayi + max max 
a,” + C, Pik,x, - x, 
I k E K(i) aTf 
+b~-~~H:;Xj~~~,p,~,-Yi 
J I 
+ O(a) 
= xi + max max 
a; + C, P:x, - xj 
i ks K(j) i ar: 
+ b,k-Et Hixf;tFdt pftYr-Yj 
+ O(a) 
J I 
=xj+ max max b,k-ZiItH;Xj+CzPik,yr-yj 
je Y(x) kc A(j,x) 
+ O(a) 
= R(x, y) + O(a). 
(The first equality follows from the continuity of the maximum operator; 
for a > 0 sufficiently small, the maximum of j and k attempts to first 
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maximize the first term within { }-namely, k E A(j, x) and Jo Y(x) with 
the first term vanishing, cf. Lemma 4.2-and break ties by maximizing the 
second term. But A(j, x) = K(j, x) for je Y(x).) 
Next, we note that the W, operator was defined such that 
U,(x + ay) = xnew + ay”“” + O(d), a JO. (‘46) 
Using (3.10) and (A5k(A6) we thus conclude 
R(x-, ynew)i = R(*)(xnew +~ly”~‘“)~ + O(a) 
= R’*‘( Ud(x + cry)), + O(a) < R’*‘(x + cry), + O(u) 
= W, Y); + O(a), alO 
which proves part (a). 1 
The successive approximation scheme { x(n + 1 ), y(n + 1) } = W,(x(n), 
y(n)) with x(0) E X+ has x(n) E X’ and x(n) +x( co) E X where the rate of 
convergence is geometric (cf. [28]). Unfortunately, x( co) may be different 
from x*, e.g., if x* #x(O) E X then x(n) =x(O), all n > 1. In such cases even 
{&W, ~(4% 1 may fail to converge to x*, cf. Theorem 4.3, part (c). 
Only if XE X is unique up to a multiple of 1 can x* be obtained from a 
single pair of successive approximation schemes, cf. (6.9) in [IS]. In this 
special case, the scheme 
Yb + 1 )i = Y(n); + T ke2f;n)) 
’ [ 
bf -cj H$X(n)j+ cj P$ y(n)j- y(n), 
Tf 1 
with 
--z max bkN-CjHkNjX(n),+CjPkNjY(n)j-Y(n)N 
keA(N.x(n)) Tk N 
iel.2 (A7) 
x(n + l)i = x(n), + z max 
Ug + cj PbX(tZ)j- X(n), 
T;” 1 
, iEsZ 
k E K(i) 
converges for every starting point x(0) E X+, y E EN at a geometric rate and 
has {W(n), v(n))},“,, lx*. 
APPENDIX 2: A SIMPLIFIED VARIATIONAL CHARACTERIZATION 
In this appendix we show that sets Yf E Sz and R(i) E K(i), for i E Y+, 
may be constructed such that the simplified characterization (5.6) holds. 
We first need the following lemma. 
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LEMMA A.2. Let (4.1) hold. Consider nonempty sets Y+ ~62 and 
g(i) G K(i), ie Y+, with the property 
fEShfG and i E R, implies i E Y+ and f (i) E I?(i). 
Then the set of inequalities 
(‘48) 
xEX+; bf-1 Htxj+c Pt.yj- y,<O, ie Y+, kc@.(i) (A9) 
i j 
has a feasible solution (2, jj} and furthermore X 2 x* for every feasible 
solution. 
ProoJ For any x E X+, y E EN, {X = x + rl, y } is a feasible solution to 
(A9) provided 
rar,=max max b~-ZctH~xt+CtP$Yt-Yj 
jc Y+ kc K(j) q (A101 
To demonstrate X > x* for every feasible solution (X, j), take f E SIGIG with 
xf=x*. Since ?EX+, 
X>a,+ PrX. (All) 
Since (All) holds with strict equality for components ie R/, cf. 
Lemma 4.2, and in view of (2.4), the inequality in (Al 1) is preserved when 
multiplying both sides by Zr, with strict equality again holding for com- 
ponents in R/. 
Fix m, 1 d m < nr. In view of (A8) and (A9), 
[bf- H/X+ P,y-yjidO, iE CF. 
Multiplication by n;(i) 2 0 and summation over ie C/m leads to 
(71fm; bf- H/X) ~0. (A13) 
In view of assumption (A), xi rcfm( j)(H/),, = 0 unless 1~ CF, and for 1 E CJ?’ 
we may replace Xl in (A13) by (Z,$),+ (71/m; X) to conclude 
(n/m; X> 2 (rc?; b/- HfZfa~)/(n/m; Ts). (AI4) 
Insertion of (A14) in (A12) leads to %>xr =x*, cf. (4.3). 1 
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Remarks. (1) One way to find Y+ and I?(j), je Y+, satisfying (A8) is 
by choosing XE X+ and letting Y+ = Y(x) and g(ci) = K(i, x), ie Y+, cf. 
Lemma 4.2, part (a). 
(2) The following (simplified) upper bound for x* is immediate from 
the lemma and (AlO): 
x* d xi + max max bf -Cl f$Xt + Ct Pi or ~ Yj 
js Y+ kE&(j) T; 1 3 XEX+, yeEN 
provided Y+ and R(j), je Y+, satisfy (A8). Unfortunately, the tightness 
property does not hold unless Y+ and R(j) are chosen with more care. 
The following search procedure will generate sets Y+, I?(j), jE Y+, 
satisfying (A8) such that the bound in (A15) is tight. 
(P) Procedure to Construct Y+ and Z?(j), je Y’ 
Step 1. Compute i E X+ 
Step 2. (Initialization) Set Y+ = Y(J), g(j) = K( j, a), je Y+. 
Step 3. (Iteration Step) For any pair (i, k) with iE Y+, kE&(i) and 
Z$>O for some j# Y+, remove k from the set Z?(i). For any i E Y+ with 
K(i) = 0, remove i from Y+. Repeat these iterative steps until no further 
removals are possible. 
LEMMA A.3. Let (4.1) hold. 
(a) The above procedure has finite convergence to sets Y+, g(j), 
jE Y+ satisfying (A8). 
(b) Zf iE Y+, k E k(i) then 
O=P”,=H; if j$Y+ l-416) 
.?;=a:+ 1 Psi,. 
,E Y+ 
(A17) 
(c) There exists a vector [jjiliG y+ such that 
Yi>b;- 1 H;xT$ 1 Pf:j$, iE Y+, keg(i). (‘418) 
JE Y+ je Y+ 
Proof (a) The procedure converges in a finite number of steps since 
each iteration reduces the cardinality of either Y+ or at least one g(i), 
i E Y+ . Equation (A8) holds initially, see Remark 1. Now assume j E Yt 
andf(j)E@j) for aflf ES,,,o and jtz R, at the beginning of some iteration. 
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Then for any h E SMG, iE R,: 1 = xjE Rh PtJi) = xjE Y+ Pici) so i E Y+ and 
h(i) E R(i) at the end of the iteration as well. 
(b) The first equality in (A16) must hold upon convergence of the 
procedure and the second equality follows from assumption (A). In view of 
Lemma 4.2, and the second equality in (A16), 
ii=af+CP$fi=aF+ C P$fi for all ie Y+ E Y(a) 
i je Y+ 
and k E k(i) c K(i, a), thus proving (A17). 
(c) Y+ is closed under policies in X,@i), cf. (A16). Hence, consider 
the MDP with state space Y +, K i) as the action set in state ie Y+, and “( 
[bf - cj Hsx,*] as one-step expected reward when choosing action k E g(i) 
in state iE Y+. Let g* be the maximal gain rate vector in this MDP 
[22, 261. There exists a relative value vector [jilic *+ such that 
ji= max 
k E F?(i) 
b;- 1 H;xT-g,f++ C p$ji, , iE Y+. 
j6 Y+ jt Y+ 1 
We now show g* 6 0, so [Y,],, y+ satisfies (Alg). Fixf” E Xi, y l?(i), and a 
subchain Cy E Y+ (1 d m < nf). Multiply (A17) with z;(i) > 0 and sum 
over iE C;n to conclude (~7; af ) = 0 he rice x* = a{(‘) + cj P$‘)x,*, or 
f(i) E K(i, x*), iE CF. Let (x*, y*) be a solution to (1.1) and (1.2). Then 
JJ,? 2 bf(“- 1 Hf”x,? + c pf” y,?, iECfM. 
jE Y+ je Y+ 
Multiply these inequalities by n/“(i) > 0, sum over iE C;, and conclude that 
the “gain rate” of policy f on C/m 6 0. Hence g* < 0. 1 
We are now ready to prove the validity of the variational charac- 
terization (5.6). 
THEOREM A.4. Let (4.1) hold. Let Y+ and I?(i), ie Y+, be constructed 
via procedure (P). Then (5.6) holds. 
Proof: Y+ and k(i), ie Y+, satisfy (A8), cf. Lemma A.3, part (a). 
Hence 
where 
R(x, Y)~ = xi + max max b,k-EctH~Xt+Ctf’jktYr-Yj 
js Y+ k.sF?(j) T; 1 (A19) 
in view of (A15). Moreover, the bounds (A19) are tight with the choice 
x=x* and y = j described in (AlS). This establishes (5.6). 1 
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