We consider fermions in one-dimensional superlattices ͑SL's͒, modeled by site-dependent Hubbard-U couplings arranged in a repeated pattern of repulsive ͑i.e., UϾ0) and free (Uϭ0) sites. Lanczos diagonalization is used to investigate magnetic properties. For each SL configuration, we found that local moments are displaced from repulsive to free sites as the density is reduced and we were able to establish three distinct regions in a ''phase diagram.'' We also determined that spin density waves can be frustrated or restored upon doping with either electrons or holes. A connection between the spacer thickness dependence of the maxima in the magnetic structure factor and the oscillation of the exchange coupling in magnetic multilayers was also established.
I. INTRODUCTION
The study of magnetic metallic multilayers has attracted a great deal of interest over the past ten years; see, e.g., Ref. 1 for a survey of experimental data. One of the many interesting findings was the oscillatory behavior ͑with spacer thickness͒ of the effective exchange coupling between magnetic layers. The first theories devised to explain this feature, namely, the full confinement quantum-well theory 2 and the so-called Ruderman-Kittel-Kasuya-Yosida ͑RKKY͒ theory, 3 were later realized 4 to correspond to extreme and opposite limiting cases. Indeed, while the former corresponds essentially to an infinite on-site ͑i.e., Hubbard-U) repulsion on the magnetic layers, the latter is equivalent to a small U on the same layers. 4 In order to interpolate between these two limits, one usually starts off with a band theory obtained within a spin-density functional theory, 4 which incorporates the effects of electronic correlations in a simplified fashion. Being a one-particle approach, it yields results resembling those obtained through a Hartree-Fock approximation ͑HFA͒; in effect, the appearance of a ferromagnetic ground state for two-dimensional layers at moderate U has long been known to be an artifact of the HFA. 5, 6 Although many of the features related to exchange oscillation in magnetic multilayers can be accounted for by those theories, a search for a deeper understanding of the true many-body effects brought about by electronic correlations is clearly in order.
Considerable insight into the problems of magnetic multilayers and superlattices ͑SL's͒ should therefore be gained by considering microscopic models from the outset. We have recently studied a one-dimensional superlattice model in which electronic correlations are incorporated and treated nonperturbatively. 7 The model consists of a periodic arrangement of L U sites ͑''layers''͒ in which the on-site coupling is repulsive, followed by L 0 free ͑i.e., Uϭ0) sites. In dealing with one-dimensional superlattices, one probes the influence of electronic correlations along the direction of superlattice growth, thus capturing the role played by relative layer thicknesses on the magnetic properties of higher dimensional systems. One should also keep in mind that the ground state of the half-filled homogeneous Hubbard chain corresponds to an insulating spin-density-wave ͑SDW͒ state, which resembles the Néel state, but with power-law decay of correlations; 8 its strong-coupling limit describes localized spins coupled antiferromagnetically through a Heisenberg exchange interaction. Away from half filling the ground state is metallic, with weak, though persistent, SDW correlations. 8, 9 The SL structure gives rise to several remarkable features, in marked contrast with the otherwise homogeneous system. 7 Local moment can be transferred from repulsive to free sites and SDW quasiorder can be wiped out as a result of frustration; it also induces a shift in the critical density I at which the metal-insulator transition occurs. 10 In Ref. 7 we were mainly concerned with establishing the overall influence of both the band filling and the SL configuration on magnetic properties such as local moment profile and spin-spin correlation functions, while the magnitude of U was kept fixed. Here we expand on that study, by performing a systematic analysis of these and other properties-the spin gap and magnetic structure factor-as one goes from weak to strong coupling; we also consider system sizes larger than before, as well as many different electron densities. With these data at hand, our purpose here is threefold: ͑i͒ To establish a ''phase diagram'' for the behavior of the local moment profile as one goes from weak to strong coupling; ͑ii͒ to identify a simple picture according to which both frustration and enhancement of SDW's can be predicted; ͑iii͒ to test the use of the magnetic structure factor as a reliable probe of the exchange oscillation period.
The layout of the paper is as follows. In Sec. II we introduce the one-dimensional superlattice model, and comment on its behavior with respect to particle-hole symmetry; our calculational procedure is also outlined. In Sec. III we discuss the local moment profile and the ensuing phase diagram. In Sec. IV we analyze spin-spin correlations and the spin gap, while the magnetic structure factor is discussed separately in Sec. V. Section VI summarizes our findings. The boundary conditions are discussed in the Appendix.
II. MODEL AND CALCULATIONAL PROCEDURE
Following the above discussion, we define the Hamiltonian as 11 electrons with a given polarization are changed into holes with the same polarization. Accordingly, the grand-canonical version of Eq. ͑1͒ is transformed, apart from a constant term, into one with the same form but with a space-dependent chemical potential i ϵU i Ϫ; is the original chemical potential. For a homogeneous system, i.e., U i ϭU ᭙i, the behavior of holes at densities 2Ϫ is obtained from that of particles at density through the correspondence → ϭUϪ; in particular, the system is half filled when ϭϭU/2. In the case of a SL, on the other hand, the above transformation maps a system with a uniform chemical potential onto one in which is site dependent, thus losing particle-hole symmetry.
We consider the Hamiltonian ͑1͒ on lattices with N s sites and N e electrons; as discussed in the Appendix, in order to avoid ''open shell'' effects, the boundary conditions are chosen as those that minimize the ground-state energy. The appropriate finite-size scaling ͑FSS͒ parameter, however, is the number of periodic cells N c ϭN s /N b , for a basis with N b ϭL U ϩL 0 sites. The ground state ͉ 0 ͘ and energy are obtained with the aid of the Lanczos algorithm: [12] [13] [14] Starting with a trial state, the Hamiltonian is used to generate a second state, orthogonal to the first, so one ends up with a 2ϫ2 representation for the Hamiltonian. 13 The diagonalization is trivial, leading to an estimate for the ground state and energy, which are used as the inputs for the subsequent iteration. This process is repeated until numerical convergence for the ground-state energy has been achieved. We have performed a systematic study of the system behavior with different values of the Coulomb repulsion U, different occupation ϭN e /N s , and different configurations ͕U i ͖. Not all configurations ͕U i ͖ fit into all sizes and occupations considered. Nevertheless, we were able to perform a systematic check of our results by comparing them with those obtained from brute-force diagonalization for N s ϭ4, 6, or, in some cases, 8; then, a consistent trend of the Lanczos results was established as N s increased. Depending on the SL configuration and filling factor, we were able to reach lattices as large as N s ϭ24.
III. LOCAL MOMENT PROFILE
The local moment at site i is defined as ͗S i 2 ͘ϭ
where m i ϵn i↑ Ϫn i↓ ; recall that, at zero temperature, ensemble averages should be understood as ground-state aver-
It is a measure of both the magnetism and the degree of itinerancy of the system. In the case of a homogeneous lattice, for a fixed value of the on-site repulsion U, the local moment increases with electron density, up to half filling, where it reaches its maximum value; this maximum varies between 3/8 ͑for Uϭ0, the completely itinerant limit͒ and 3/4 (Uϭϱ, the completely localized limit͒. Above half filling-the high density region-͗S i 2 ͘ decreases due to an increase in the double occupancy of the sites. Unlike the magnetization ͑or even the sublattice magnetization͒ ͗m i ͘, which vanishes identically on a finite system due to the lack of spontaneous symmetry breaking, the local moment is always nonzero on a homogeneous lattice, except for ϭ0 and 2. For a SL the site-dependent Coulomb repulsion leads to a nonuniform distribution of local moments throughout the lattice, and one is interested in determining its profile. As discussed previously, 7 it is not generally true that the local moment maxima always lie on the repulsive sites, but they are shifted toward the free sites for low densities, contrary to naive expectations. The systematic study of the behavior with U reported here actually reveals the existence of three distinct regimes in the parameter space (,L U /L 0 ). It should be stressed that the analysis below is free from finite-size effects, since the profiles hardly change as one varies the number of cells, keeping both the number of electrons and the SL configuration fixed.
Let us start by considering a specific SL configuration, such as L U ϭ1, L 0 ϭ3. For fixed U, as the density is decreased from the fully occupied lattice, the electrons are first removed from the repulsive sites, leaving the free ones doubly occupied. Since double occupancy implies ͗n i↑ 2 ͘Ӎ͗n i↓ 2 ͘ Ӎ͗n i↑ n i↓ ͘, and
one has ͗S i 2 ͘Ӎ0 on free sites. By contrast, the likelihood of double occupancy on repulsive sites is quite small, so only the first two terms in Eq. ͑2͒ contribute to the local moment. Thus, the profile maxima should occur on the repulsive sites, and the data shown in Fig. 1͑a͒ , for ϭ5/3, indeed confirm this picture; one can also see that this profile is quite robust as U is varied. As the number of electrons decreases further, one reaches a density corresponding, in strong coupling, to all repulsive sites being empty and all free sites being doubly occupied. Below ↑↓ , the profile shows an important U dependence, as illustrated in Fig. 1͑b͒ for the case of a half-filled band: as U increases, the moment maxima move from the repulsive to the free layer, due to the higher cost of double occupancy on repulsive sites.
Upon decreasing the density below half filling, one enters the third region, in which the local moment maxima are on the free sites irrespective of the value of U; Fig. 1͑c͒ shows the results for a quarter-filled band (ϭ1/2). The reason for this behavior lies in the fact that the occupation is slightly larger on free sites than on repulsive ones, although always less than one fermion per site; and, as mentioned before in relation to the homogeneous lattice, below half filling the local moment increases with site occupation. In this ''low density'' region the behavior is again robust, in the sense that the moment becomes more concentrated on the free sites as U is increased.
This influence of U can be analyzed on a more quantitative basis by defining a bias of the local moment maxima as
where ͗S U 2 ͘ and ͗S 0 2 ͘ denote ͗S i 2 ͘ calculated at a central site of the repulsive and free layers, respectively. Figure 2 relates to the SL configuration discussed in connection with Fig. 1 , for which ↑↓ ϭ3/2. It shows ␦ as a function of U for different occupations. When у ↑↓ , ␦ increases monotonically with U, while for 1рϽ ↑↓ the behavior is nonmonotonic: the bias initially increases with U and then decreases-for ϭ4/3 the decrease in the large U region is apparent only on a smaller vertical scale. Below half filling ␦ is always negative and decreases monotonically with U. Similar trends were observed for other SL configurations with L U ϽL 0 , and we have found that the classification into three different regions depends only on the ratio L U /L 0 . When L U ϾL 0 the trend is similar, but with different boundaries. Once again, let us consider a specific configuration, namely, L U ϭ2, L 0 ϭ1. As the density decreases from 2, fermions are again removed predominantly from the repulsive sites, and the local moment is maximum on the repulsive sites for the same reason as before. At half filling, the ground state corresponds to almost evenly occupied sites but, as before, the density on the free sites increases with U in order to avoid double occupancies on the repulsive sites. The presence of these ''floppy'' biases continues as the density is decreased further, until one goes below ↑↓ ; the ground state now corresponds to one electron on each free site, the remaining ones being shared among the repulsive sites, thus leading to larger local moments on the free sites. The phase diagram shown in Fig. 3 summarizes these results.
We have previously established 10 that the local moment ͑at the center of a repulsive layer͒ as a function of electronic density displays a maximum at the metal-insulator transition for this model, located at
In strong coupling, this corresponds to having two electrons on each free site and one on each repulsive site. For comparison, in Fig. 3 we also plot I and see that the insulating system always lies in region C. Consistently, it is in this region that one finds the largest values of local moment maxima, as can be seen from Fig. 1 . For у I , in particular, ͗S 0 2 ͘ϭ0 and the bias ͓Eq. ͑4͔͒ is maximum, as shown in Fig.   2 for L U ϭ1, L 0 ϭ3 ( I ϭ7/4).
IV. SPIN-DENSITY WAVES
We now discuss the formation of SDW's in the ground state.
To this end, we analyze the behavior of both the spinspin correlation functions and the spin gap. The former is defined as the difference between the lowest energies in each of the S z ϭ1 and S z ϭ0 sectors, for systems with the same number of cells and electrons:
Following the standard analysis for homogeneous systems, the spin gap is calculated for different system sizes ͑keeping fixed other parameters such as SL configuration, occupation, and U) and the data are extrapolated to the thermodynamic limit. A limiting gapless behavior then corresponds to a SDW state, and hence to power-law decay of magnetic correlations with distance; 8,9 for finite-sized systems, power-law decay appears as persistent correlations, as mentioned above.
In what follows, we first discuss our results for the insulating filling I , and then consider Ͼ I and Ͻ I . As mentioned in Sec. III, I corresponds to placing one fermion on each repulsive site and two on each free site. The net spin on each free layer is therefore zero, and on the repulsive layer it was found to be either zero or 1/2, depending on whether L U is even or odd, respectively; see Fig. 4 . In the latter case, although the free layers are magnetically inert, they mediate an effective antiferromagnetic coupling between the net spins on repulsive layers, which gives rise to a SDW on the repulsive sites, as shown in Fig. 5͑a͒ ; also, the spin gap extrapolates to zero in this case. A strong-coupling expansion leads to a Heisenberg model with an effective antiferromagnetic interaction between spins on repulsive sites. 10 When L U is even, on the other hand, spins on the repulsive layers couple to form singlets, so there is no interaction between these layers ͓see Fig. 4͑c͔͒ ; this precludes a strong-coupling expansion. The SDW is therefore ''frustrated,'' as evidenced by both the rapid decay of correlations, shown in Fig. 5͑b͒ , and a finite spin gap in this case. This crucial difference between the behavior of layers with even and odd numbers of sites is similar to that of spin ladders. 17 As one dopes above I , electrons will necessarily occupy the repulsive layers. Provided the occupation leads to a nonvanishing net spin on each repulsive layer, one should expect a SDW and a vanishing spin gap; otherwise frustration wipes out the SDW. Consider, for instance, the configuration L U ϭ3, L 0 ϭ1: when ϭ3/2, the net spin on the repulsive layer is zero, and the SDW is frustrated ͓Fig. 6͑a͔͒. Above ϭ3/2 the SDW is restored, as illustrated in Fig. 6͑b͒ . By the same token, doping restores SDW's for SL configurations that are frustrated when ϭ I ; examples for L U ϭL 0 ϭ2 are given in Figs. 5͑b͒ and 7.
When the system is doped below I , charge is necessarily rearranged throughout the unit cell. The effect is more readily appreciated for SL's with L 0 Ͼ1 and densities *, corresponding to occupations with one fewer electron per unit cell than when ϭ I . When * is such that an even number of electrons is accommodated in one unit cell, the total spin of the cell is zero, thus suppressing SDW correla-FIG. 5. Spin-spin correlation functions vs intersite distance at the insulating densities for ͑a͒ I ϭ5/4, when L U ϭ3, L 0 ϭ1, on an 8-site chain; ͑b͒ I ϭ3/2, when L U ϭL 0 ϭ2, on a 12-site chain. Squares ͑circles͒ refer to the origin on a repulsive ͑free͒ site, and Uϭ12 in both cases. tions; see Fig. 8 . Likewise, SDW's that are frustrated when ϭ I are restored when * corresponds to an odd number of spins, as shown in Fig. 9 .
Let us now illustrate the details of our analysis of spin gap behavior by considering the two cases depicted in Fig. 8 . In spite of our limited set of data (N c ϭ2 and 4, corresponding to 8 and 16 sites, respectively͒ our ''extrapolations'' to N c →ϱ can detect whether or not the system displays a spin gap. Indeed, for fixed U the intersect of a straight line with the vertical axis yields a spin gap smaller than 10 Ϫ5 for ϭ I ϭ7/4; this should be contrasted with intersects larger than 0.8 for ϭ*ϭ3/2. As U is varied, the extrapolated spin gap behaves in a similar fashion, as shown in Fig. 10 . The inescapable conclusion, which is supported by the analysis of correlation functions, is that the frustrated system ( ϭ3/2) exhibits a significant spin gap ͑absence of a SDW͒, while the insulating system ( I ϭ7/4) has a vanishing gap.
As more electrons are removed from the system we achieve densities in region A ͑see Fig. 3͒ . In this region the magnetic moment is preferentially formed on free layers, but the difference between local moments on free and repulsive sites is small when compared to region C. This leads to spin correlations that set in between sites on both free and repulsive layers, and the system becomes more similar to a homogeneous one: SDW's on free and repulsive sites have roughly the same amplitudes, periods, and decay rates.
We close this section with a comment in relation to doping below I when L 0 ϭ1. In this case, removing one electron per unit cell brings the system to a half-filled-band situation ͑i.e., *ϭ1), irrespective of whether or not frustration occurs for I . Accordingly, the system behaves as if it were homogeneous and at half filling.
V. MAGNETIC STRUCTURE FACTOR
As mentioned in the Introduction, one of the interesting aspects of magnetic multilayers is the oscillation of the exchange coupling as a function of the spacer thickness. In order to examine this issue in the present context, we calculate the magnetic structure factor, defined as
͑8͒
Since q is related to the repeating units, S(q) probes the relative arrangement of the cells. Recall 9 that the homogeneous system displays a cusp in the magnetic structure factor at q max ϭ2k F ϭ for р1, or q max ϭ2k F ϭ(2Ϫ) for у1. For the SL, we first discuss the case Ͼ I , for which the free layer is fully occupied. The relevant magnetic ordering should involve only the active fermions, namely, those on the repulsive sites; these correspond to an effective cell density ͑i.e., number of active electrons per unit cell͒,
where is the overall density. The maxima in S(q) should then change from (2Ϫ) to
This idea is more readily tested by considering a lattice as large as possible, so that more values of L 0 can be assessed for a given L U . In this respect, we have managed to study a 24-site lattice, with electron density ϭ11/6. We calculated S(q) for L 0 ϭ1, 2, 4, and 6, when L U ϭ2, and L 0 ϭ1, 3, and 5, when L U ϭ3. In Fig. 11 we show q max as predicted by Eq. ͑10͒ ͑continuous full lines͒, together with the outcome from calculations of S(q): the calculated points follow Eq. ͑10͒ exactly. One should note that both plots in Fig. 11 go past   FIG. 8 . Same as Fig. 6 , but for the SL with L U ϭ1, L 0 ϭ3. ͑a͒ shows data for a 16-site chain at ϭ7/4 and ͑b͒ for a 12-site chain at ϭ3/2. PRB 62q max ϭ0: this point should not be interpreted as indicating a ferromagnetic arrangement of the repulsive layers; instead, it merely locates the point where frustration sets in, in the context discussed in Sec. IV.
The oscillatory behavior of q max with spacer thickness is therefore reminiscent of the exchange coupling oscillation in magnetic metallic multilayers. In the latter case, within the Hartree-Fock-like approach, 2,4 the periods of oscillation are determined by extrema of the Fermi surface; amplitudes of oscillation are likewise governed by both the curvature and the band mismatch at Fermi surface extrema. In the present case, the period of oscillation ⌬L 0 is obtained from Eq. ͑10͒ by imposing the condition q max (L 0 )ϭq max (L 0 ϩ⌬L 0 ); with the replacement 2k F ϭ(2Ϫ e f f ), we have
which is exactly the same result as for the three-dimensional system treated within the Hartree-Fock approximation. 4, 18 Thus, at least in this high density regime, correlations do not seem to modify the quantum interference effects that determine the period of oscillations, since k F is related to the spacer material. However, spiral solutions (q max Ͻ) arise here quite naturally, as a result of electronic correlations. For densities below I , the arguments leading to Eq. ͑10͒ do not apply, and we have only numerical data at our disposal. Although we have established that q max changes with L 0 in some cases, we were unable to probe a definite oscillatory regime, since we could not consider series of L 0 values as long as those of Fig. 11 .
We have also examined how S(q max ) evolves with L 0 , and found that it is maximum when q max ϭ; that is, successive layers are more strongly correlated whenever they are coupled antiferromagnetically. Whether or not this has any bearing to the amplitude of oscillation of the exchange coupling is still unclear.
VI. CONCLUSIONS
In summary, one-dimensional superlattices turned out to display a rich variety of interesting features. We have established a phase diagram showing that the local moment profile behaves in three distinct ways as the coupling intensity U increases: a high density region, in which the local moment maxima are generically large and located on the repulsive sites for any U; an intermediate region, in which the local moment maxima migrate to the free sites for sufficiently large U; and a low density region, in which the local moment maxima are always on the free sites. Also, at the insulating density I , spin-density waves are frustrated ͑unfrustrated͒ for a repulsive layer with an even ͑odd͒ number of sites. Similarly, near I frustration sets in whenever the free layer is fully occupied and the total spin on the repulsive layer is zero; by the same token, SDW's are enhanced whenever the free layer is fully occupied and the total spin on the repulsive layer is 1/2. And, finally, the magnetic structure factor presents maxima at q max , which depend on the SL configuration and electron densities, but nonetheless oscillate with spacer thickness. In one case we have established that the period of oscillation is exactly that predicted in trilayer systems through a Hartree-Fock-like analysis; this suggests that, at least in the high density regime, correlations do not modify the quantum interference effects determining the period of oscillations. This agreement is a strong indication that the magnetic structure factor can indeed be used as a probe of the period of exchange coupling oscillation in superlattices.
In view of these features, it is surely worth investigating quasi-one-dimensional systems that are potential candidates for mimicking SL's, such as Bechgaard salts and organic conductors. On the other hand, studies of this model in higher dimensions are in order, to test if these features are maintained; we are currently working along these lines.
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APPENDIX: BOUNDARY CONDITIONS
Let us now discuss the boundary conditions ͑BC's͒ used. We consider closed chains with a phase change imposed on the hopping term between sites N s and 1. In principle, different choices of are at our disposal: ͑i͒ ϭ0 yields the usual periodic boundary conditions ͑PBC's͒; ͑ii͒ ϭ yields antiperiodic boundary conditions ͑APBC's͒; ͑iii͒ ϭk F N c ͑modulo 2) guarantees that the Fermi momentum is always one of the allowed k values 15 ͑we refer to these as FIG. 11 . SDW wave vector vs free layer thickness, for a 24-site lattice, density ϭ11/6 and Uϭ12: ͑a͒ L U ϭ2, ͑b͒ L U ϭ3. Full lines correspond to Eq. ͑10͒ and squares to actual data from the behavior of S(q); points where q max ϭ0 ͑stars͒ correspond to frustrated magnetic arrangements.
k F BCЈs); and ͑iv͒ ϭ min , corresponding to the value of that minimizes the energy in the S z ϭ0 sector ͓S z ϵ ͚ i (n i↑ Ϫn i↓ )͔ of the Hamiltonian representation ͑we refer to these as min BCЈs). In order to decide which of these is the most suitable for our purposes, we turn to the homogeneous system for inspiration, since exact results are available in that case. We first keep the density and the on-site repulsion fixed, while considering all the above BC's (Јs); in each case, the Hamiltonian is diagonalized ͓either by brute force methods ͑i.e., using standard library routines͒ or by the Lanczos algorithm͔ for different system sizes. For each BC, we use the ground state thus obtained to examine the evolution with system size of the total spin S as given by S͑Sϩ1 ͒ϭ͗S Figure 12͑a͒ shows the ground-state energy per particle as a function of the phase angle , for lattice sizes N s ϭ4, 8, and 12, in the case of a quarter-filled homogeneous Hubbard model; in Fig. 12͑b͒ the corresponding values of ͗S 2 ͘ are displayed. For N s ϭ4 and 12, min ϭ0, which coincides with PBC's, and yields Sϭ0, while k F BC's correspond to ϭ, the same as APBC's, and yield Sϭ1; for N s ϭ8, min ϭ, which coincides with APBC's, and k F BC's correspond to ϭ0, which yields Sϭ1, while APBC's and BC's correspond to ϭ, which yields Sϭ0.
Thus, the only BC to display a singlet ground state for all system sizes, in accordance with the Lieb-Mattis theorem, 16 is the one that minimizes the energy; all others display an oscillation in S, which is clearly unsatisfactory. The origin of these spurious nonzero values of S can be traced back to the presence of open shells in the noninteracting limit. For ϭ1/2 and PBC's, one finds open shells ͑i.e., not all singleparticle states for a given ͉k͉ are occupied͒ in the S z ϭ0 sector for N s ϭ8,16, . . . ; that is, the ground state is degenerate, corresponding to Sϭ0 and 1. For N s ϭ4, 12, . . . , on the other hand, the shells are closed and the ground state in the S z ϭ0 sector is unique and is a singlet. Certainly there is no contradiction of the Lieb-Mattis theorem, in which case the shells are always closed due to an implicit assumption of the thermodynamic limit. Therefore, min BCЈs must be used in order to unambiguously discuss the total spin in finite-sized systems, without keeping track of whether or not the shells are closed.
With this analysis at hand, we turn to the superlattices. From the outset, it should be stressed that the preconditions for the Lieb-Mattis theorem ͑namely, nearest-neighbor hoppings only; see the Appendix of Ref. 16͒ remain valid for the present superlattice model; therefore, its ground state is also a singlet. We have performed several numerical tests, by considering a given superlattice configuration with fixed particle density, and calculating S for different BC's and system sizes. We found that, as for the case of the homogeneous system, open shells lead to spurious triplet states, which can be avoided by a judicious choice of BC's. Again, min BC's are the only ones to yield Sϭ0 independently of the system size.
Other findings from these tests are worth mentioning for completeness. First, for the largest lattices considered, the lowest energy is quite insensitive to the condition imposed. It varies by at most of the order of 1% in the S z ϭ0 sector and 8% in the sector with S z ϭ1; the lowest energy in the latter sector is needed in the calculation of the spin gap. Secondly, magnetic correlation functions involving the z component of spin operators, obtained using different BC's, are qualitatively the same even in the spurious case of a triplet ground state; that is, different BC's change at most, and only slightly, the peak heights. The shape of correlations involving transverse components, however, depends on whether S ϭ0 or S 0: isotropy is broken in the latter case. Overall, we have also observed that the effects due to different boundary conditions on quantities other than S get smaller as U is increased.
In summary, the nature of the ground state is determined by the outcome of calculations using min BC's. *Present address: Physics Department, University of California,
