Abstract-Recent innovations in Network Virtualization and Elastic Optical Networks (EONs) enable flexible deployment of optical networks as a service. However, one open challenge is how to embed Virtual Optical Network (VON) requests onto the physical substrate network to maximize the sharing of physical resources, which is the so called Virtual Network Embedding (VNE) problem. EONs are prone to the fragmentation of spectral resources during the process of routing and spectrum allocation. The fragmentation of spectral resources in the substrate fiber links may lead to the blocking of incoming virtual network requests. This degrades the utilization of the physical resources of the Infrastructure Providers and also, decreases the revenue of the Service Providers. In this paper, we propose a novel virtual network embedding algorithm called Alignment and Consecutiveness-aware Virtual Network Embedding (ACT-VNE), which takes into account the spectrum alignment and relative loss in spectrum consecutiveness when mapping virtual nodes/links onto the physical substrate nodes/links. We also propose a minmax reconfiguration scheme called Relative Consecutiveness Lossaware and Misalignment-aware Virtual Network Reconfiguration (RCLM-VNR) that minimizes relative consecutiveness loss and maximizes alignment with adjacent links when reconfiguring the virtual network. Simulation results show that ACT-VNE and RCLM-VNR yield a lower blocking probability and a higher link utilization ratio, which leads to better utilization of the physical resources and increased revenue.
I. INTRODUCTION
The recent developments in mobile technologies, data center networks and cloud computing have brought a huge amount of emerging applications and data traffic to Internet. To handle such fast applications deployment and dynamic data traffic with the current Internet, Network Virtualization has been proposed as a promising solution [1] - [3] . Network virtualization allows multiple users to simultaneously co-exist on the same physical network by sharing the physical resources. As one of the physical substrate network technologies, Elastic Optical Networks (EONs) or SLICE/FlexGrid networks are more spectrally efficient than Wavelength Division Multiplexing (WDM) networks that are traditionally used [4] . EONs employ the orthogonal frequency division multiplexing (OFDM) technology to distribute data on just enough subcarriers. The adjacent sub-carriers in EONs can overlap each other and EONs can support different bit rates using various modulation schemes [5] , [6] .
With network virtualization, Infrastructure Providers (InPs) and Service Providers (SPs) can be separate entities [1] .
SPs can lease physical resources from one or more InPs and provision a virtual optical network (VON). A typical VON is composed of several virtual nodes interconnected by virtual links. Each virtual node requires a certain amount of computing resources from the substrate node while each virtual link is a spectrum path consisting of one or multiple substrate fiber links (SFLs) . The process of mapping virtual nodes/links to substrate nodes/links is called Virtual Network Embedding (VNE). Recently, the VNE problem in EONs, SLICE or Flex-Grids networks has received attention from the research communities [7] - [10] . The authors in [7] propose an Integer Linear Programming (ILP) method and two heuristics for VNE in EONs where multiple virtual nodes can be mapped to the same substrate node. The authors in [11] propose a VNE algorithm to map the virtual nodes and links based on the Layered Auxiliary graph and local information of the substrate nodes. The authors in [10] propose an ILP model and heuristics for VNE in both transparent VON and opague VON. The transparent VON may not be practical as all virtual links should be assigned same set of sub-carriers in SFLs while the spectrum consecutiveness used to rank the substrate nodes in opague VON may not present the true picture of the network.
Given the dynamics in Internet, as the VON requests may come and leave randomly, the once efficient VNE mapping may not offer an optimal resource utilization due to the fragmentation of spectral resources [12] . Hence, the incoming VON requests may have to be blocked even though there are sufficient sub-carrier resources available in the SFLs. Fig. 1 shows one example of a substrate network consisting of three nodes A, B, C, each with 10 units of computational capacity and 10 sub-carriers at each SFLs (i.e., AB, BC, AC). Fig. 1(b) shows three VON requests (i), (ii) and (iii) that arrive in the order from top to bottom. Fig. 1(c) shows the mapping for VON (i) and (ii) given by VNE following the sub-carrier consecutiveness and spectrum-continuity constraints. Now, if VON request (iii) has to be mapped, it will be blocked as there are not enough sub-carriers in SFLs AB and AC. However, if we reconfigure the VONs that are already mapped and move the sub-carriers assigned to virtual links ac on SFL AC to the higher spectrum, then all of the VONs can be mapped as shown in Fig. 1(d) . Hence, the blocking probability could be reduced by reconfiguring some of the already established virtual links/nodes.
In the literature, some work has been done for VNE and VNR in WDM networks [13] - [16] . However, these schemes cannot be applied directly for VNE and VNR in EONs or FlexGrid networks because of the additional constraints such as the sub-carrier consecutiveness constraint [6] . In this paper, we, for the first time, investigate VNR in EONs. We propose a novel VNE algorithm that does node ranking based on spectrum alignment and spectrum consecutiveness, and link mapping that minimizes relative loss in spectrum consecutiveness. In addition, we also present an efficient VNR algorithm in EONs that can be invoked when the incoming VON requests are blocked due to the lack of sub-carriers in SFLs.
The remainder of this paper is organized as follows. Section II presents the network model and problem formulation for VNE in EONs while Section III presents a novel Alignment and ConsecuTiveness-aware VNE (ACT-VNE) in EONs. Section IV presents the virtual network reconfiguration scheme called Relative Consecutiveness Lossaware and Misalignment-aware Virtual Network Reconfiguration (RCLM-VNR). Section V shows the performance evaluation of the proposed schemes and Section VI concludes our work.
II. NETWORK MODEL AND PROBLEM FORMULATION
We model the VON as an undirected weighted graph
where N V represents the set of virtual nodes with some computing requirements, and L V represents the set of virtual links with some bandwidth demands (and/or QoS information such as the latency). The computing resource requirement of node v is denoted as c r (v). The bandwidth demand of a virtual link (say uv) reflects the bandwidth requirements between the two adjacent nodes (i.e., u and v) of the link, denoted by b r (uv). Similarly, the substrate node is modeled as an undirected weighted graph G S = {N S , L S }, where N S represents the set of substrate nodes, and L S represents the set of SFLs. The computing capacity of a substrate node V is denoted as C c (V ) while the bandwidth capacity of a substrate fiber link (say U V ) is denoted as B c (U V ). The VNE problem in EONs can be defined as follows -VNE Problem -Given the VON, G V = {N V , L V } and substrate network, G S = {N S , L S }, can the VON be mapped onto the substrate network while satisfying the following requirements: (i) node mapping requirement: a virtual node v must be mapped to only one substrate node V such that c r (v) ≤ C c (V ) (ii) link-mapping requirement: a virtual link uv is mapped to spectrum path between two substrate nodes U and V following the sub-carrier consecutiveness such that
III. ALIGNMENT AND CONSECUTIVENESS-AWARE VNE (ACT-VNE)
The VNE problem is NP-hard in WDM networks. In EONs, there are additional constraints to be satisfied when virtual links are mapped to SFLs, which makes VNE in EONs even more difficult. Hence, in this paper, we propose a heuristic called Alignment and ConsecuTiveness-aware VNE (ACT-VNE). ACT-VNE uses Consecutiveness and Alignment-aware node rank (CA-Rank) to map virtual nodes to substrate nodes and Relative Consecutiveness Loss-aware (RCL) link mapping to map virtual links to SFLs. The spectrum block with n sub-carriers in an SFL has q s possible accommodation states for all possible future subcarrier demands [17] , which is given by the following equation:
where r is the set of possible sub-carrier demand size and α r is the weight coefficient for the spectrum blocks that has a size of r sub-carriers. Eq. (1) can be used to measure the spectrum consecutiveness since it gives the number of accommodation states for all possible future sub-carrier demands. Hence, the spectrum consecutiveness of all the SFLs attached to a substrate node can be used to indicate the available consecutive sub-carriers connected to the node [11] . However, several issues could arise if the spectrum consecutiveness in Eq. (1) is used solely along with the computing capacity to rank the substrate node for virtual node mapping. The first one is that any node, say V with high computational capacity will have high rank even if q s = 1 in all of V 's adjoining links. Any virtual node that requires high bandwidth virtual links may be blocked as the adjoining links in this substrate node do not have sufficient consecutive sub-carriers.
The second issue is that more consecutive sub-carriers on SFLs do not mean more available spectrum paths in EONs when no spectrum conversion is present. This is because a spectrum path corresponding to the virtual link often travels multiple hops in the substrate network as shown in Fig. 2 . In specific, Fig. 2(a) shows the current spectrum assignment in a 5-node linear substrate network while Fig. 2(b) and 2(c) show two possible spectrum assignment for the request that requires 3 sub-carriers in link BC. Ranking node B or C on the basis of spectrum consecutiveness will give them equal ranks if these nodes also have the same computing capacity. However, the network in Fig. 2(b) cannot satisfy any demand with 3 or less sub-carriers between nodes A and C. This is because the adjacent links AB and BC of node B are not spectrally aligned with each other. In other words, the spectrum-continuity constraint can not be met when there is no spectrum conversion at node B. However, Fig. 2(c) can still satisfy a demand with 3 or less sub-carriers between any two nodes in the network. Hence, it is important to consider the alignment of the available consecutive sub-carriers along adjacent substrate links. Here, we define a node alignment factor to measure the sub-carrier alignment between two adjoining links. Specifically, for a node v between two adjacent links uv and vu , the spectrum alignment factor of node v is defined as (2) where N is the number of sub-carriers in the links; e uv si = 1 if the sub-carrier s i is occupied in link uv, otherwise e uv si = 0; and ⊕ is the XOR operation. The a v for node B in Fig. 2(b) is 0 meaning that no more traffic can pass through node B. However, a v for node B in Fig. 2(c) is 3 meaning that node B can allow any demand with 3 or less sub-carriers to pass through it. Moreover, a node with high spectrum alignment factor can assign the same set of sub-carriers to a VON along the incoming and the outgoing links, eliminating any need for spectrum conversion in the node. To take into account the spectrum consecutiveness and the spectrum alignment with adjacent links, we further define a Consecutiveness and Alignment-aware node rank, namely CARank, as follows:
where C c (v s ) is the computing capacity, a vs is the spectrum alignment factor and q(v s ) is the spectrum consecutiveness factor of a node v s ∈ V S . For an incoming VON request G V , q(v s ) is given as follows:
∀l=(vs,us)∈Es (4) where min{L V } is the minimum sub-carrier requirement for the incoming VON request, n s b l is the size of the block b in SFL l and α b l is the coefficient that indicates the importance to each spectrum block b in link l relative to the incoming VON request G V as shown below:
where 
B. Relative Consecutiveness Loss-aware Link Mapping (RCLlink mapping)
For the link mapping, k-shortest paths are considered and one that yields minimum loss in spectrum consecutiveness for the future requests is chosen for the spectrum assignment. To measure the consecutiveness of any path, we define the consecutiveness index for a path p, CI p , which summarizes the total accommodation states in each spectrum block b of link l along the path as:
where n b l is the number of spectrum blocks in link l and n s b l is the size of the spectrum block. The Relative Consecutiveness Loss for path p denoted by RCL p can then be calculated using the following equation:
where CI p is the consecutiveness index of the path p and CI lv p is the consecutiveness index of a path p if virtual link l v were mapped to p. As the objective function shown in Eq. (9), the basic idea of relative consecutiveness loss-aware (RCL) link mapping is to minimize the relative loss in spectrum consecutiveness while each of the virtual link requests l v ∈ L V are assigned with a spectrum path p.
We present the detailed steps of the proposed Alignment and ConsecuTiveness-aware Virtual Network Embedding (ACT-VNE) scheme in Algorithm 1. Specifically, Steps 1-10 rank the potential candidate substrate nodes according to Eq. (3) and find the highest possible substrate node to map the virtual node with the highest demand. Steps 11-21 then employ Eq. (9) to identify the link mapping with minimum Relative Consecutiveness Loss. If any of the node mapping or the link mapping fails, then the VON request is blocked.
IV. VIRTUAL NETWORK RECONFIGURATION (VNR)
The proposed ACT-VNE algorithm will be employed whenever there is a new incoming VON request. Since the VON requests arrive/leave dynamically, the spectrum resources may get fragmented [18] . Due to this fragmentation, the incoming VON requests may be blocked even though there Sort L V on the basis of bandwidth demand 13: for all e v ∈ L V do 14: Find k-shortest paths for e v in G S
15:
Choose the one with lowest RCL and apply the FirstFit scheme for spectrum assignment 16: if spectrum assignment fails then 17: Mark G V as blocked 18: break; end for 21: end if are sufficient physical resources available in the substrate nodes. Denying services to VON requests even though there are sufficient spectrum resources is a huge loss to the SPs. Hence, in this paper, we consider Virtual Network Reconfiguration (VNR) in EONs. The objective of the VNR is to reduce the rejection rate of the incoming VON requests through on-demand virtual network reconfiguration. Since the migration of virtual nodes may incur greater service disruption in comparison to the virtual link migration, and the blocking of the VON request is mostly due to the congested links (rather than exhausted nodes) [15] , we only reconfigure the link mapping while keeping the node mapping intact. In specific, we propose a reactive min-max VNR algorithm called Relative Consecutiveness Loss-aware and Misalignment-aware Virtual Network Reconfiguration (RCLM-VNR). RCLM-VNR starts by finding K-candidate First-fit spectrum blocks for the blocked virtual link along the shortest path. Among the candidate spectrum blocks, RCLM-VNR will choose the block with minimum RCL when the established spectrum paths in the block are reallocated. The First-fit spectrum assignment scheme is then used to reallocate the already established spectrum paths. If two or more candidate blocks have the same RCL, then the one with the maximum spectrum alignment factor is chosen. If SP b represents the set of spectrum paths that needs to be reallocated in candidate block b, then total RCL for block b can be calculated as follows: 
for each spectrum path in the block do Generate k-candidate slot assignment sets, C s
8:
if |C s | == 0 then Choose the one that yields maximum alignment factor.
22:
end if 23: end if An example of the VNR process is shown in Fig. 3(a) where a virtual link, say be, requires a spectrum path, SP 8 consisting of 3 sub-carriers from node B to node E. This virtual link request and the corresponding VON request have to be blocked since there are not enough free consecutive sub-carriers along the path from B to E. However, when the proposed RCLM-VNR is employed, it will identify the potential blocks for this virtual link request as indicated by the red dash block in the figure. In order to make this red block available for the virtual link be request, spectrum path SP 3 has to be relocated. For the relocation, spectrum path SP 3 has two candidate locations as indicated by the green dash block 1 and 2. RCLM-VNR will ensure that spectrum path SP 3 is relocated to block 2 to minimize the total RCL loss in links DE and EF . Certainly, RCLM-VNR can be used to together V. PERFORMANCE EVALUATION
In this section, we compare the performance of the proposed ACT-VNE, ACT-VNE with RCLM-VNR (denoted by ACT-VNR), and Consecutiveness-aware Local Resource Capacity K-Shortest Path First Fit VNE (denoted by CaLRC-KSP-FF) proposed in [11] . Table I shows the simulation parameters we adopted in a 14-node NSFNET and 20-node ARPANET. The value of k and K are 5 where the k-shortest path algorithm and K candidate blocks are applied. VON requests are generated with random number of nodes and the virtual link between nodes is randomly created with a probability 0.5. VON requests arrive according to a Poisson process with an average rate λ, and each one has an exponentially distributed lifetime. VON requests are served in a first-come first-served basis. Fig. 4(a) and Fig. 4(b) show the performance of ACT-VNE, ACT-VNR and CaLRC-KSP-FF in terms of blocking probability for a 14-node NSFNET and 20-node ARPANET, respectively. It can be seen from the figure that the blocking probability increases with the increase in the traffic load for all cases. In Fig. 4(a) , the blocking probability of ACT-VNE is marginally better than that of CaLRC-KSP-FF for lower traffic loads. When the traffic load increases, the performance gap between ACT-VNE and CaLRC-KSP-FF grows wider. This is because ACT-VNE uses the proposed CA-Rank scheme, which considers spectrum alignment along with spectrum consecutiveness to identify proper node mapping for the incoming VON request. On the other hand, CaLRC-KSP-FF only takes the spectrum consecutiveness into consideration. In addition, the link mapping process in ACT-VNE tries to minimize the relative consecutiveness loss, which can contribute in the VNE process to reduce the blocking probability, particularly when traffic load is high. ACT-VNR, which combines VNR with VNE outperforms both ACT-VNE and CaLRC-KSP-FF by a considerable margin. This is obvious since ACT-VNR additionally considers on-demand virtual network reconfiguration when the virtual links cannot find sufficient sub-carriers in the SFLs. The results from the 20-node ARPANET in Fig. 4(b) are similar to that in the 14-node NSFNET.
We also evaluate the performance of ACT-VNR, ACT-VNE and CaLRC-KSP-FF in terms of the average link utilization ratio as shown in Fig. 5(a) and Fig. 5(b) . The link utilization ratio is defined as the ratio of average number of sub-carriers used to the total number of sub-carriers in the link. From the figure, the average link utilization ratio increases with the increase in the traffic load in all cases. The average link utilization is larger in ACT-VNE than CaLRC-KSP-FF since the proposed ACT-VNE can identify better node/link mapping with less blocking probability. ACT-VNR outperforms both ACT-VNE and CaLRC-KSP-FF while taking advantages of the efficient node/link mapping process in ACT-VNE as well as the process of virtual network reconfiguration.
VI. CONCLUSION
In this paper, we have proposed a novel Virtual Node Embedding (VNE) algorithm for Elastic Optical Networks (EONs) called Alignment and Consecutiveness-aware Virtual Network Embedding (ACT-VNE). In addition to the calculation of the spectrum consectiveness factor relative to the incoming Virtual Optical Network (VON) requests, ACT-VNE also considers the spectrum alignment between adjacent links to calculate Consecutiveness and Alignment-aware Node Rank (CA-Rank) which facilitates the node mapping process. For the link mapping, we have developed the Relative Consecutiveness Loss-aware (RCL) link mapping which finds kshortest path and chooses the one with minimum loss in spectrum consecutiveness. Our simulations have shown that the proposed schemes can achieve lower blocking probability for the incoming VON requests and higher revenue for the Service Providers (SPs). To handle the fragmentation of spectral resources in EONs, we have also proposed the Relative Consecutiveness loss-aware and misalignment-aware Virtual Network Reconfiguration (RCLM-VNR) to further reduce the 
