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ABSTRACT

MEASUREMENTS OF GRAVITY DRIVEN GRANULAR
CHANNEL FLOWS
SEPTEMBER 2011
KEVIN FACTO
B.Sc., UNIVERSITY OF MASSACHUSETTS-AMHERST
M.Sc., UNIVERSITY OF MASSACHUSETTS-AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Donald Candela

This dissertation presents experiments that studied two gravity driven granular
channel flows. The first experiment used magnetic resonance imaging to measure
the density and displacement distributions of poppy seeds flowing in a rough walled
channel. Time-averaged measurements of normalized velocity and density showed
little flow speed dependence. Instantaneous measurements, however, showed marked
velocity dependence in the displacement distributions. There was evidence of aperiodic starting and stopping at lower flow speeds and the onset of density waves on a
continuous flow at higher speeds.
The second experiment measured forces in all three spatial directions at the boundary of a flow of steel balls. The relationship between the normal and the tangential
forces were examined statistically and compared to the Coulomb friction model. For
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both large and small forces, the tangential and normal forces are unrelated, as there
appears to be a strong tendency for the tangential force to maintain a value that will
bear the weight the weight of the particles in flow.
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CHAPTER 1
INTRODUCTION

At first glance it would be hard to imagine anything in nature simpler than a
granular system. The simplest version consists of nothing more than hard spheres that
that have no long range interaction and are too large to be influenced by temperature.
This is the ideal particle which is the subject of every freshman physics textbook, and
it is frequently used as a simple example to describe the behavior of more complicated
systems. It is very easy to picture molecular systems as a collection of grains. The
lattice structure of solids is usually represented by stacks of carefully arranged balls,
while liquids and gasses are depicted as collections of billiard balls whizzing about
the table.
Upon closer inspection, however, it is the molecular systems that are the easier to
describe. While solid state and statistical physics has provided robust theories of sufficient completeness to technologically transform society, granular physicists struggle
to describe an unmoving pile of sand. This apparently uniform collection of noninteracting particles has in its interior a complex structure of long range filamentary
force networks whose strength and shape are both history and load dependent [1][2].
In a flowing granular material force chains are not the only possible source of long
range interaction. Interstitial fluids, such as air or water, can create far reaching
hydrodynamic forces between particles. These interactions can result in density and
flow profiles that are system size and shear rate dependant. These system specific
dependencies make it very difficult for any single theory to describe them [3]. Additional interactions can result from liquid bridges formed from the humidity in the air
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or electrostatic charging as the particles rub with the boundary and each other [4]. In
short, granular flows can be almost arbitrarily complex, and unfortunately, granular
systems in nature often do combine many of these effects.
The understanding of granular systems is of more than just academic importance.
Despite how poorly understood granular materials are, they are second only to water
for use in industry [5]. Transportation of granular materials in agriculture, drug production, plastics, mining, and a whole host of other applications makes granular flow
a subject of practical interest throughout industry. While the flow may appear liquid
and uniform, it is subject to very un-liquid like phenomena, such as size segregation,
silo collapse, and spontaneous jamming. By some estimates, difficulties in handling
granular materials result in a forty percent reduction in the efficiency of industrial
processes [6][7].
Even a simple granular flow will dissipate its energy via frictional and inelastic
contact between particles. This dissipation is typically large enough to bring a flow
to a stop after just a few collisions. A continual replenishment of energy is therefore
required to maintain a flow. This energy input can take the form of a shear force or
impact with a moving boundary or, as is often the case in industry, the input can be
from the potential energy of gravity as the grains move down a channel. In a vertical
channel, gravity would normally produce an accelerating flow, but a small obstruction
of the channel outlet is sufficient to create a flow with a constant average velocity.
While a true equilibrium state is not possible, if the energy input and output are
balanced, a steady state flow can be achieved.
Fig. 1.1 shows the result of a simulation of a gravity driven channel flow from
Denniston and Li [8] that is typical of observed channel flows. The top plot of the
figure shows the velocity profile across the two-dimensional channel. This velocity
profile is very different from the parabolic profile that an ordinary fluid would produce.
It is the boundaries that tend to have the most notable impact on the flow profiles.
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Far from the boundaries the grains appear to move in a solid-like plug manner. Near
the walls this plug flow gives over to a shear zone that is typically five to ten particles
wide. In this zone both the density and the velocity of the flow develop gradients
whose shape and extent are still not adequately described by theory [9].

Figure 1.1. An example of a simulation of a gravity driven flow. The top plot is of
average velocity showing plug flow in the center and shear zones near the boundaries.
The bottom plot is the rms fluctuations which is often used in kinetic theory to
represent granular temperature. The higher values along the boundaries indicate
shear heating from the boundary. From Denniston and Li[8].

Theoretical descriptions of these flows can generally be grouped into either a kinetic or a visco-plastic model. The kinetic models represent a statistical approach
that has had good success in describing low density, high speed flows. These theories, in direct analogy with the kinetic theory of gasses, use the kinetic energy of
the grains as temperature. The interactions between grains comes in the form of
instantaneous binary collisions which serve to generate and transport temperature
differences throughout the flow [10][11][12]. The bottom plot in Fig. 1.1 is the gran-
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ular temperature across the channel. It shows a cooler center in the plug flow region
and a greater temperature at the sides due to shear heating caused by the boundaries.
One of the great weaknesses of the collisional models is that they do not include
the frictional forces that have been experimentally observed. In an attempt to fill
this gap, these collisional models have been extended to include the transmission of
force, and some simulations do produce filamentary force networks in the flow [13].
The force chains, which exist across a velocity gradient, are very transitory, as the
faster particles in the chain move past the slower. One of the leading proponents
of collisional models, Campbell, in 2005, proposed that these transitory force chains
were the one and only source of the apparent friction in granular flows [14]. Any
force, including the ones produced by the force network, can decomposed into its
component vectors. According to Campbell, the decomposition of the force in the
chains would produce a component in the frictional direction which would appear
similar to the ordinary sliding friction seen between two objects.

Figure 1.2. An example of force chains in shear flow. The photo-elastic disks
being sheared transmit light that depends on the forces on the disk. The brighter
lines indicate larger forces acting over long range screening the load from the larger
darker, low force areas. From Howell and Behringher[15].
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While this might be plausible for rough boundaries, where there are many nooks
and crannies to anchor a chain in, Campbell’s absolute insistence that there is no
sliding friction at all, fails for smooth wall frictional flows. If we were to travel in
the rest frame of the flow, we could lean with impunity against the vast upward
moving wall, since without friction there would be no mechanism to transfer the
wall’s momentum to us. What seems more likely is that the force chains, if they
exist, are conduits to transfer ordinary sliding friction at the wall to the interior.
The more frictional descriptions come from visco-plastic theories that tend to work
well in the opposite limit of slow, dense flows. These models dispense with the granularity of the material altogether and instead treat the substance as an elastic solid
for small forces. At some larger stress threshold the material undergoes irreversible
deformation and moves along slip lines subject to fully mobilized friction [16][17]. The
simplest model uses ordinary Coulomb friction where the frictional force is directly
proportional to the normal force, Ft = µFn . Although the value of the constant, µ, is
system dependant, within the system it is considered to be constant throughout and
independent of flow speed. These theories tend to have good success in describing
very slow quasi-static flows and in describing the initial failure of a static pile [18].
The lack of time and distance scales, however, make them unsuitable for describing
effects that rely on granularity or flow speed. Not only can visco-plastic theories not
describe the force chains shown above, they also are unable to explain the particle
size scaling of the shear zones near boundaries, or the existence of density waves that
appear in dense flows of rough particles, but not in flows of smooth particles [19][9].
Real flows tend to contain both limits at the same time [20]. An example of this
is shown in Fig. 1.3 from Rajchenbach [18]. The picture is of an avalanche of steel
beads being rotated in a cylinder. Even though the flow is only a half dozen particles
deep there is still a clear coexistence of the two regimes where a dense river-like flow
moves over the solid base and a low density collection of balls bounces along the top.
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Figure 1.3. An example of an avalanche flow. Photograph of steel spheres shows a
slow dense flow moving over a solid base. Along the top is a low density regime of
fast moving particles. From J. Rajchenbach[18].

Neither of the two classes of models seem well poised to describe the crossover from one
regime to the other. The kinetic model’s fundamental interaction of binary collisions
seems inappropriate in a dense regime where frictional contacts are multiple and long
enduring, while the visco-plastic models are completely incapable of describing low
density materials.
This dissertation will present the results of two experiments on dense gravity
driven channel flow that are in the two limits of these theories. The first experiment
uses magnetic resonance imaging (MRI) to measure flow profiles in a narrow, rough
walled tube. The diameter of the tube is only 20 particles wide and is therefore small
enough that almost all of the flow is within the expected shear boundary near the
wall. The packing fraction of the material runs between 0.4 and 0.5 which places it
at the upper limits of the dense collisional flow models.
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The opacity of granular systems of this density usually restricts experiments to
two-dimensional systems or to observations at the boundary of three-dimensional systems. MRI is an excellent technique for the examination of dense granular flows, because it allows for the measurement of the density and displacement profiles throughout the bulk of a three-dimensional flow. This advantage has been used by other
groups to measure time averaged density and velocity profiles that show the existence of shear zones in three-dimensions that scale with particle size and have no flow
speed dependence [21][22][23]. While these MRI experiments have produced some
excellent measurements of the mean profiles, they have not fully exploited the ability
of this technique to take statistical data directly. The MRI techniques that were
employed have also limited those studies to very slow flows. Our laboratory has previously done MRI studies of the kinetic limit of fluidized granular systems [24][25].
In that work, not only were the mean velocities and densities measured, but also the
displacement probability distributions and the granular temperature as function of
distance from the boundaries. In the experiment to be discussed in this thesis, these
techniques have been used and extended in order to gather data at a variety of time
and distance scales.
Using these techniques we have seen flow behaviors that, in contrast to viscoplastic models, are strongly flow speed dependant and require a model that will
account for the granularity of the material. In particular, we have observed two
regimes of flow that appear to transition smoothly from one to the other. The slowest
speeds measured show evidence of aperiodic stopping and starting that may be the
precursor to a jammed state. A simple simulation in which the flow jams locally at
high density shows excellent qualitative agreement with the experimentally measured
velocity probability distribution. As the flow speed increases this behavior seems to
smoothly give way to a continuous flow upon which exists a density wave. The velocity
distributions and the spatial-temporal correlations of the density are quantitatively
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identical to a simulation of a sinusoidal density wave whose magnitude increases with
flow speed.
It is not unusual in vertical flow through a thin tube to see intermittent flow at slow
velocities, nor the propagation of density waves at faster speeds. The mechanisms for
this motion, however, are uncertain. Some have theorized that extended structures,
such as force chains, can jam or slow a system [13][26]. Fig. 1.4, from To et al. in 2001,
is an example of just such an occurrence [27]. In this two-dimensional hopper flow,
an arch that has formed at the bottom has completely and permanently stopped
the flow. Although in three dimensions a total stoppage seems harder to obtain
since it would require a continuous dome of connected particles, it not impossible to
envision filamentary structures spanning a small diameter tube and slowing a flow
considerably.

Figure 1.4. An example of a jammed flow. Pictured is a two-dimensional hopper
flow taken from a 2001 paper by To et al. [27]. At the bottom of the hopper is a
system spanning arch which has completely stopped the flow.

Density waves that don’t require any organized structure have also been seen
in a variety of simulations [28][29][30]. The slowing mechanism here is the energy
dissipated by inelastic collisions of the grains with the walls and each other. When
a collision occurs, the grains involved lose some energy and slow down. These slower
particles are then more likely to be hit by the particles that trail them. This would
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lead to more energy dissipation and in turn more collisions until a high density region
of slow moving particles is formed. The original particles, which are now insulated
from further rear end collisions, would then accelerate into the void beneath them
until they collide with the particles below, and start the whole process again.
Another mechanism that is often proposed, especially for the faster density wave
regime, is the interactions of the grains with the interstitial air. If the packing fraction
and velocity are high enough, then the air will not have enough time and space to
permeate through the packing, and will instead be pushed ahead of the flow. As the
air is swept forward, the pressure builds until it is large enough to slow or stop the
flow. Once the flow has stopped, the air has sufficient time to move up through the
packing, and the pressure will fall, allowing the grains to accelerate down into the
void beneath the stoppage [31][32]. In a particularly nice experiment by Bertho et
al. in 2003 which studied the flow of 175 µm diameter glass beads flowing through 3
mm diameter glass pipe, a measurement of air pressure and flow was combined with a
measurement of flow speed and particle concentration [33]. They found that all four
of these quantities exhibited wave like behavior with frequencies and wavelengths that
were unmistakably correlated.
As convincing as the Bertho paper was in establishing the role of air in their
system, there is some question as to its applicability to the system to be described
in this thesis. If air pressure is the cause of density waves, then it is expected that
the frequency of the waves will have a flow speed dependence. Since the density
wave is created by a specific volume of air swept before the flow, as the average
flow speed increases the wavelength will remain unchanged, but the frequency will
increase as that volume is swept out in shorter amounts of time. As further proof of
the air pressure’s role in the Bertho experiment, they did indeed see this frequency
dependence. In our experiment, however, the frequency of the density waves did not
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change with flow speed. This would seem to indicate that something other than air
pressure is responsible for the density waves in our system.
The second experiment to be discussed is a force measurement at the boundary of
a thin rectangular channel. This experiment’s lack of flow speed dependence and its
dense packing fraction of 0.66 place it more in the regime of the friction dominated
models. Given the apparently large effect that walls have on the flow profile, knowledge of the forces at the boundary is essential to describing a granular flow [34][9].
Yet, while there have been attempts in simulations to create realistic boundary conditions for kinetic flow models, there has been little work on boundary conditions in the
dense frictional regime[10][35][36][37]. Typical measurements are of the force normal
to the wall. The friction then is assumed to be directly proportional to the normal
force, but no direct measurement is made. With a three axis transducer mounted
flush with the wall, we have been able to directly measure both the normal and the
frictional forces simultaneously.
The most significant effect that the boundary friction has on a granular pile is the
support of the material’ s weight. Unlike a column of ordinary fluid, whose pressure
increases with height, the pressure of a granular column quickly rises to a height
independent limit in which the walls bear all of the pile’s weight. In 1895, Janssen
proposed a model for a static pile which predicts that the force exerted on the walls
rises exponentially to the limiting value [38]. Typically, experiments that examine the
validity of the Janssen model have measured the weight at the bottom of the column
as a function of the column’s height. The need to have a scale at the bottom makes
it difficult to test the model for granular flows.
There has, nonetheless, been a couple of experiments that have made the attempt,
and each has come to a different conclusion. In a 2003 paper by Bertho et al., the
weight of a column was measured as they rapidly slid the side walls upwards. The
rapid upward movement of the walls was meant to mobilize the friction and create
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the kind of shear that a moving flow would experience at the boundary [39]. The
result of this experiment, of a static pile with moving walls, was good quantitative
agreement with the Janssen model for static piles.
In 1999, Vanel and Clement performed an experiment where they very slowly
(µm/s) moved the piston that supported the pile downwards and recorded the resulting weight. The results for this very glacial and supported flow were not exactly what
the Janssen model predicts. For smaller heights of the column, the resulting force on
the piston appeared not to be exponential, but to instead be linear, similar to what
would be found in an ordinary fluid [40]. This linear regime did not last long and
was followed by an Janssen-like exponential approach to the limiting value. A flow
simulation in 2003 by Landry et al. saw a hydrostatic regime which had the same
characteristics as the Vanel-Clement experiment [41].
While these experiments have tried to imitate flows by moving the container
boundaries, the experiment in this thesis has the advantage of being able to measure the frictional force directly for a true flow that has an open boundary at its
bottom. We have been able to determine the height dependence by measuring the
forces at the very end of the flow as the channel empties. We have, like Vanel and
Clement, found a linear regime at the smallest heights. While it has the same duration for both the normal and tangential forces, the deviation from the Janssen model
is much more pronounced in the previously unmeasured frictional force. The tangential force was seen to hold a higher value longer than the normal force, which in turn,
required a more rapid linear descent to zero.
While the Janssen model is only concerned with the mean force, the transducer
used in this experiment acquired data at frequency of 800 Hz. This has allowed us to
to examine the instantaneous fluctuations in the forces, and to create probability distributions for the forces in all three spatial dimensions. There are many theories that
try to extract information about the interior of the flow from the force distributions at
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the boundary. One notable example of this is the q model originally created by Coppersmith et al. and extended later by others [42] [43] [44]. This is a two dimensional
mean field model of the forces within a static packing that treats the transmission of
force from a particle to its neighbors below as a completely random process. They
were able to show that if the probability for transmitting a force, q, is proportional to
q r (r = 0 being the uniform distribution) then the PDF of force should be a Gamma
distribution with a power of N + r, where N is the number of contacts transmitting
force. In their two-dimensional lattice N was two, for a three-dimensional lattice (fcc)
N would be three.
Edwards and Grinev have proposed a micro-canonical approach to a jammed pile
that is similar to the statistical mechanics of ordinary fluids[45]. In this approach,
volume plays the role of energy, and the corresponding quantity for temperature is
the compactivity which is the derivative of the volume with respect to the entropy.
They presented the results of a very simple model of force transmission in which the
force experienced by a particle comes from its nearest neighbors, who all transmit the
exact same force to their common neighbor. This overly simple model resulted in a
distribution for the force on a single particle that is again a Gamma distribution, but
with a power that has the values of one in two-dimensions, and a half in three.
The probability distribution that we have measured of the force normal to the wall
appears to be fit very well by the Gamma distributions predicted by these models.
However, given the number of particles in contact with the transducer, the measured
power of the distribution is much smaller than the values predicted by these models.
The failure of the measured distribution to scale with the number of particles in
contact with the transducer implies that the forces exerted by neighboring particles
are not entirely uncorrelated.
The greatest advantage in having the instantaneous values of all of the forces is
that it gives us the opportunity to directly examine their relationship and test the
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assumption of fully maximized Coulomb friction. The ratio of the normal and tangential forces were used to create a probability distribution for the friction coefficient.
The distribution is approximately normal for small forces, but decays exponentially
for large values. An examination of the conditional probability distributions of the
tangential force for a given normal force shows that, for most forces, the frictional
forces are randomly distributed about the normal force in a manner consistent with
the Coulomb model. However, the small normal forces are typically accompanied by
larger than expected frictional forces. This result, from the infinite height limit, is
similar to the result from the Janssen examination that tangential force will try to
maintain its value even when the accompanying normal force is vanishing.
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CHAPTER 2
DESCRIPTION OF NUCLEAR MAGNETIC
RESONANCE TECHNIQUES

We will describe the general experimental techniques used in the first of the experiments to be described in this thesis, the MRI measurement of the flow through
a narrow pipe. This chapter will present a brief explanation of the theory of nuclear magnetic resonance which will be followed by a more detailed description of the
specific techniques and equipment used to carry out this experiment.

2.1

Classical description of nuclear magnetic resonance

Nuclear magnetic resonance (NMR) is an experimental technique that takes advantage of the fact that the nuclei of many atoms possess an intrinsic magnetic moment that can be manipulated by external fields. While the origin of the magnetic
moment is inherently quantum mechanical, only a classical description will be presented here. Both derivations yield the same results, but the classical description
provides a more intuitive understanding of the experimental techniques.
~ the intrinsic
The magnetic moment of a nucleus, µ
~ , is proportional to its spin, I,
angular momentum of the atom:
µ
~ = γ I~

(2.1)

where the constant of proportionality between the two, γ, is called the gyromagnetic
ratio, and is unique to each isotope. An applied magnetic field,B0 , which for definiteness, shall be placed in the ẑ direction, creates a torque on the magnetic moment:
dI~
=µ
~ × B~0
dt
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(2.2)

with the substitution of Eq. 2.1 this becomes
d~µ
= γ~µ × B~0
dt

(2.3)

The solution to this equation is the free precession of the magnetic moment around
the applied field at a frequency of ω = −γB0 .

µx = m · cosωt
µy = √
m · sinωt
µz = µ2 − m2

The applied field also has the effect of providing an energetically favored direction
for the magnetic moment. Although the energy of the interaction, −~µ · B~0 , favors the
alignment of the magnetic moment with the applied field, the free precession solution
above does not allow the field to bring about this alignment. Instead alignment
occurs as the energy is lost through interaction with the surrounding lattice. The
thermal equilibrium between the lattice and a collection of magnetic moments follows
~ , is the sum of all µ
Boltzmann statistics and the total magnetization, M
~ . If the
magnetization is out of equilibrium, the return to its equilibrium alignment along the
field occurs exponentially quickly with a time constant T1 .
The further analysis of the magnetization is greatly simplified by changing from
the laboratory reference frame to one that rotates about the ẑ axis at the precession
frequency, γB0 . In the change of frame, the time derivative in Eq. 2.3 produces a
coriolis term of µ × γB0 which cancels the right hand side of the equation. In this
rotating frame of reference the magnetization appears to be stationary without any
fields acting upon it.
We shall now consider the effect of a electromagnetic field with frequency γB0 ,
linearly polarized to have the magnetic field lie in the x-y plane. Any linearly polarized
field can be decomposed into two circularly polarized fields. One of the fields will
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rotate in the direction of the magnetization’s precession, the other will rotate in the
opposite direction. The latter field can be neglected since in the rotating frame this
field rotates at a frequency of 2γB0 which is too fast to effect the magnetization. The
other component of the field, which rotates in the direction of precession, is stationary
in the rotating frame.
z

z

z

y

y

x

y

x

x

Figure 2.1. Diagram of a spin echo sequence. a) The magnetization is rotated 900 by
a π/2 pulse. b) The magnetization begins a T2∗ de-phasing with the faster moments
rotating in positive z-direction and the slower moments rotating in the negative zdirection. c) After a π pulse the moments are still rotating in the same direction, but
instead of de-phasing they are now re-phasing along the negative x-axis and a spin
echo results.

We shall arbitrarily place the resulting stationary magnetic field along the y-axis.
The magnetization of the sample will, in accordance with Eq. 2.3, precess about the
field in the x-z plane. Typically the input field is pulsed with intention of rotating
the magnetization 900 , a π/2 pulse, or 1800 , a π pulse. After the field is removed the
magnetization will cease its precession, remaining in position until thermal equilibrium returns it to the z-axis. In the laboratory frame the magnetization is rotating
around the z-axis and can induce a voltage in a suitably placed wire loop. The resulting voltage signal, which decays exponentially with a time constant T1 , is called
a free induction decay.
The above description is somewhat ideal in that it describes the effects of a perfectly uniform external field. In practice magnets cannot produce perfectly uniform
16

fields. Other fields, including the magnetic moments of nearby nuclei, also contribute
to the inhomogeneity of the field. In the rotating frame this lack of uniformity results
in an incomplete cancelation by the coriolis term leaving a field of B0 − B, where B is
the actual field at the nucleus. The magnetic moments in the x-y plane will precess
about this field at a frequency of γ(B0 − B), which will be different for each magnetic
moment. When a π/2 pulse is applied, all of the magnetic moments, and therefore
the total magnetization, will lie along the x-axis. As the moments begin to precess
at their different frequencies the vector sum of these moments will be reduced, and
the total magnetization will decay exponentially with time constant T2∗ . The shape
of the free induction decay is unchanged, but now takes place in a time given by both
the T1 recovery and the T2∗ de-phasing.
In many situations the T2∗ time is too short to allow a good measurement of the
signal. In order to increase the signal time a spin echo sequence is often used. In this
sequence, sketched in Fig. 2.1, a π/2 pulse places the magnetization along the x-axis
where it de-phases as the faster moments rotate in positive z-direction and the slower
moments rotate in the negative z-direction. After a time greater than T2∗ , but less
than T1 , a π pulse is applied. The magnetic moments now continue their rotation,
but instead of moving away from the positive x-axis, they are moving toward the
negative x-axis. The resulting voltage in the receiver coil as the magnetic moments
re-phase and then de-phase again is called a spin echo and has the shape of back to
back free induction decays.

2.2

Description of magnetic resonance imaging

One technique of nuclear magnetic resonance (NMR) that has found widespread
applications, especially in medicine, is magnetic resonance imaging (MRI). In this
technique the magnetization is encoded with the positions of all of the magnetic
moments in the sample. This position encoding allows detailed pictures of a sample
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to be created. The precession frequency typically used in NMR is in the radio band of
the spectrum. Since most nonmetal items are transparent to radio waves, NMR can
encode and detect magnetization throughout the bulk of a sample that is otherwise
opaque.
This position encoding is done by applying a small position dependant magnetic
field on top of the much larger uniform field described above. This small applied
field is called a gradient field because it typically has a uniform spatial gradient. The
gradient field is aligned along the direction of the uniform field, but the strength may
vary in any direction. For example, B~g = g∗xẑ encodes position along the x-direction,
while B~g = g ∗ z ẑ encodes position along the z-direction. To see what effect this field
has, we will consider ρ magnetic moments in a small enough volume for the magnetic
field to be the same throughout. After a π/2 pulse, the gradient field is applied and
the moments precess at a frequency determined by the local, position dependant field
strength. For a gradient along the x-direction the magnetization of this small volume
is,
M (t) = ρeıγgxt .

(2.4)

The total magnetization of the entire sample is then the sum over the entire sample
volume,
M (t) =

Z

dzρ(x)eıγgxt .

(2.5)

Inverting this equation to obtain ρ(x) results in a natural fourier transform where the
frequency of the detected voltage is the position and its magnitude is the density of
material at that position [46]. A standard result of fourier transforms is that for n
evenly spaced time points, p, the resolution of the measurement is (γgnp)−1 over a
range of ±0.5 ∗ (γgp)−1 .
All of the magnetic moments precessesing at different frequencies will cause a very
rapid de-phasing reminiscent of the T2∗ decay discussed above. A remedy for this is to
use the gradient fields to create a spin echo. A sketch of the pulse sequence is shown
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in Fig. 2.2a. After the magnetization is rotated 900 , a large gradient field is applied
to quickly de-phase the magnetization. A smaller gradient field of opposite sign is
then applied to slowly re-phase the signal. It is this second re-phasing pulse that
actually encodes the position information. Since the re-phasing is controlled by the
gradient fields, the occurrence and duration of the signal can be controlled. This can
be used to separate the very weak return signal from the very large radio pulses used
to rotate the magnetization. The center of the signal occurs when the areas of the
re-phasing the de-phasing pulses are equal. The duration of the signal is controlled by
the strength of the re-phasing pulse. The phase of the magnetization is also capable
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Figure 2.2. A sketch of MRI sequences. The vertical arrows represent radio pulses,
the rectangles gradient field pulses, and the striped rectangles represent the multiple gradients used in phase encode sequences. a) shows a gradient echo sequence
that encodes position in one dimension. b) shows the gradient echo preceded by a
phase encode pulse to obtain position in two dimensions. c) shows a stimulated spin
echo sequence that adds another set of phase encode pulses to b) in order to obtain
displacement and the two dimensional position of the displacement.
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of storing information. This is very useful if two-dimensional information is desired.
The pulse sequence in Fig. 2.2b shows schematically how to encode the x-position of
a magnetic moment in the phase and the z-position in the frequency. After the π/2
pulse a gradient pulse of duration τ rotates the magnetic moment by an angle γgz zτ .
Following this pulse are the two frequency encode pulses described above.

µ = eıγ(gz zτ +gx xt)

(2.6)

Since the signal from the sample is the sum of all magnetic moments in the sample, a
single phase encode pulse will not actually resolve the positions. Several acquisitions
of the data with multiple values of tau would create a time series which would allow
another Fourier transform to resolve the positions in this second direction. In practice
we carry this out by repeating the sequence with pulses of the same length, and instead
vary the gradient by multiples of the smallest gradient (g, 2g, 3g , etc.) each time. In
Eq. 2.6 this is equivalent to multiples of tau and allows fourier transforms on a two
dimensional matrix of data.
A common method of detecting the motion of particles in a sample involves the
spin echo sequence, shown in Fig. 2.1, with the addition of a gradient pulses of equal
strength duration after each of the two radio pulses. This is, in effect, back to back
position encodes of the kind just described. The crucial difference comes from the
intervening π pulse. Instead of de-focusing, the second gradient pulse will refocus the
magnetic moments at a rate given by their new position. For gradients of strength g
and duration τ ,

µ = ρ(z1 , z2 )eıγgz1 τ ∗ e−ıγgz2 τ = ρ(∆z)e−ıγgτ (z2 −z1 ) .

(2.7)

Again, since this is a phase encoded signal, several acquisitions with different values
of the gradient are needed to create a fourier transform in displacement.
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While multiple acquisitions to resolve the displacement distribution is the typical
use of this sequence, it is also possible to gain some information from a single gradient
value. Since total magnetization is the sum over all magnetic moments, the return
signal from a one shot experiment will only be non-zero if the phasors in Eq. 2.7 add
coherently. This will only occur if all of the moments have a similar displacement.
How similar they have to be is entirely determined by the strength of the gradient.
The closer the differences in γgτ (z2 − z1 ) are to zero, the stronger a signal that
results. In principle it is also possible to extract the mean displacement from the
phase. In practice, however, this requires an accounting for all of the various machine
and software sources of phase that have nothing to do with the actual motion. In
this thesis we will take advantage of the ability to measure the coherence of motion
via return signal strength, but all measurements of displacement are made with the
Fourier transform over multiple gradients.
Fig. 2.2c shows a stimulated spin echo sequence which measures the displacement
distribution and creates a two dimensional map of the displacements’ locations [47].
The π pulse has been split into to π/2 pulses in order to extend the range of displacement times. The T1 recovery time can be a great deal longer than T2∗ , especially if
the magnet homogeneity is the limiting factor. The T1 of water is around 3.5 seconds,
while the T2∗ of the magnet in our lab is only 8 milliseconds. If we left the magnetization in the x-y plane, the encoded information would very quickly be lost to T2∗
effects. Instead, the second pulse returns the encoded magnetization to the z-axis,
where it is still subject to T1 recovery, but not to T2∗ de-phasing. After the desired
displacement time has elapsed, the third pulse returns the magnetization to the x-y
plane, completing the π pulse. Varying the time, ∆t, between the two pulses allows
measurement of the displacement over different lengths of time.
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2.3

Phase Cycling

In all of the preceding discussion the radio pulses were aligned along the ŷ-axis
of the rotating frame and therefore rotated the magnetization through the x-z plane.
If the phase of the radio signal is advanced by 900 , then in the same reference frame
the pulses will be aligned along the x̂-axis and the magnetization will rotate through
the y-z plane. Similarly, advancing the phase by 180 or 270 degrees will also cause
an equivalent rotation of the pulses. Changing the phase of the receiver will have a
similar effect by rotating the frame of reference. The process of combining the signals
from repeated sequences of different phase is called phase cycling.
Phase cycling is useful for removing unwanted artifacts from the data. If, for
example, the electronics introduce a DC offset to the signal, a phase of a 1800 of both
the receiver and the radio pulses combined with an un-rotated sequence will remove
it. Rotating the receiver by 1800 is the equivalent subtracting the two signals. The
signal, which has been reversed by the phasing of the radio pulse, will add, but the
DC offset, which has not been reversed, will be eliminated. Other, more complex, sets
of phase cycling can be used to remove other effects, including some that come from
the sample. In the stimulated echo sequence shown in Fig. 2.2c, the time between the
second and third pulse will allow the T1 recovery of some of the magnetization. The
third pulse will then return this recovered magnetization to x-y plane where it will add
an un-encoded, and therefore undesired, component to the data. Additional sources
of error can come from things like T2∗ effects, imperfect π/2 pulses, and unequal gain
in the receiver’s real and imaginary channels. All of these effects can be eliminated
with the proper choice of phase cycling.
Table 2.3 shows the phase cycling for the stimulated echo sequence used to collect
a large amount of data for this thesis. By convention the rotations of 00 , 900 , 1800 , 2700
are represented with the numbers 0 , 1, 2, and 3 respectively. Phase cycling does have
its costs. The table shows sixteen repetitions of the sequence, but the desired signal
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is only eight times as large as the signal from one run. Half of the signal strength is
lost in the same cancelations that removed the unwanted signals.
rec
pls 1
pls 2
pls 3

0
3
3
1

2
1
1
3

1
2
2
2

3
0
0
0

2
1
0
0

0
3
2
2

3
0
3
1

1
2
1
3

0
3
1
3

2
1
3
1

1
2
0
0

3
0
2
2

2
1
2
2

0
3
0
0

3
0
1
3

1
2
3
1

Table 2.1. Phase cycle for the stimulated echo sequence.

2.4

Hardware

The equipment that was used to actually carry out the MRI experiments discussed
consists of a collection of largely homemade electronics [25][48]. The external field,
B0 , is supplied by a seven Tesla super-conducting magnet manufactured by Cryomagnetics. This is a vertical bore magnet that we have set to produces a uniform 0.95
Tesla field aligned vertically. The room temperature bore is 3.5 inches in diameter
and approximately four feet tall.
Within the bore, approximately 16 in. from the bottom, sits the NMR probe
consisting of a radio coil and two gradient coils. The innermost coil is the radio
frequency birdcage resonator which is used to both transmit the radio pulses and
to receive the return signal from the sample. The input radio signal is provided by
a Hewlett Packard RF synthesizer via a 75 W power amplifier. The transmission
frequency is 40.44 MHz, which is the resonate frequency for hydrogen in a .95 Tesla
field. The coil transmits enough power to complete a π/2 pulse in 4.3 µs. The size
of the RF coil defines the sample region. This coil is two cm tall and the former it is
wrapped on has an inner diameter of 1.1 cm.
Surrounding the RF coil are the two gradient coils. The inner one creates a
field gradient in the transverse, henceforth the x, direction. The outer coil creates
a field in the vertical, or z, direction. These coils creates average field gradients of
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Figure 2.3. Diagram of the NMR apparatus.

6.4 Gauss/(cm Amp), for the x coil, and 9.7 Gauss/(cm Amp), for the z. Fig. 2.4
shows the measured value of the gradients as a function of vertical position from C.
Huan [25]. The longitudinal coil is reasonably uniform over the two centimeter sample
region. The transverse coil, on the other hand, has a large deviation in the center.
The method of correcting for this in the analysis will be presented in the next section.

The power for these coils is provided by two lab built supplies. The larger supply
is capable of putting out as much as ±50 Amps, and is computer controlled by a
GPIB interface through a CAMAC crate. The high amperage and computer control
allows this supply to create the multiple pulses required for displacement imaging.
The other power supply is only capable of providing currents between -1.5 and +3
Amps, and it must be set by hand. This power supply is, therefore, used strictly for
position encoding.

24

Figure 2.4. Plot of the gradient field strengths as a function of height. The longitudinal coil (filled circles) is reasonably uniform over the sample region. The transverse
coil (open circles) has a large deviation that must be corrected for.

The return signal from the coil is amplified by one Anzac AMC-181 amplifier and
three WJ CLA7 amplifiers. The amplified signal is then then received by a quadrature
detector that is composed of a MC ZFSC-2-1 splitter, two MC ZMY-1 mixers, and
a reference signal from the same RF synthesizer that produced the original pulse to
the coil. The output is two demodulated signals that are 900 apart in phase. This
complex data is then sent through a Wavetek 442 low pass filter whose 3dB point is
set to 20 kHz. The filtered signal is then sent to the controlling computer via the
CAMAC crate, where it is stored for later analysis.

2.5

Radial Transform

It is often the case in the spectroscopy of cylindrical samples that information
is acquired as a function of a cartesian horizontal coordinate (x) when the radial
coordinate (r) is more natural and desired. It is possible to change between these
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coordinates by using an Abel transform. Formally this is an integral transform defined
by,
g(x) =

Z

1

k(x, r) ∗ f (r)dr where k(x, r) = 2 ∗ r ∗ (r2 − x2 )− 2 .

(2.8)

In practice the kernel k(x,r) can be any function which accurately relates the cartesian
and radial coordinates. The idea behind the transform is sketched in Fig. 2.5. The
transform starts from the outermost edge where the cartesian data contains only the
outermost ring of radial information. Working inwards, the density of the next radial
ring can be can be determined by subtracting from the next cartesian point the value
of the outer ring’s density times the area of the second cartesian strip containing the
outer ring. This process is then repeated until the center is reached.

r1 = x1

a
c

a

r2 = x2 – 2a
b

r3 = x3 – 2b - 2c

b

c

Figure 2.5. Sketch of idealized Abel transform. The transform starts from the
outermost edge where the cartesian data, bound by the horizontal lines, contains
only the outermost ring of radial information. Working inwards, the density of the
next radial ring can be can be determined by subtracting from the next cartesian
point the value of the outer ring’s density times the area of the second cartesian strip
containing the outer ring. This process is then repeated until the center is reached.

In practice there are two problems that prevent carrying out the transform by
simple subtraction. The first is ordinary data noise. Any error in the measurement is
going to be carried throughout the entire transform. If, for instance, the outermost
cartesian point is too high, then too much will be subtracted from the second point
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giving an erroneous low value to the second ring. The third ring will then corrupted by
a too high first and a too low second, and on this will go to the very end. The tendency
for this transform is to produce solutions that are highly oscillatory, especially in the
center.
The second problem when carrying out the transform comes from practical considerations of equipment. It is extremely difficult, if not impossible, to build a coil
that will provide a perfectly uniform gradient everywhere within a sample. In our apparatus specifically, depending on the vertical location within the sample, the actual
value of the horizontal gradient changes by as much as fifteen percent of its average.
The effect of this deviation is to create a coordinate system that is not quite cartesian,
but instead has curved lines of equal gradient that define the coordinates.
To actually carry out the transform, we have chosen to create an appropriate
kernel from a known sample, specifically, a cylinder of water whose diameter is larger
than the channel to be used in the granular flow experiment. Since the water sample
is of constant density everywhere, in an ideal gradient field the density distribution
is a semi-ellipse in cartesian coordinates, and a step function in radial coordinates.
For every vertical slice, the x-coordinate defined by the gradients is assumed to be a
polynomial in the true x-coordinate. A non-linear least squares fit is done for every
slice to determine the polynomial, while simultaneously fitting a magnitude and phase
that is weighted by the area of intersection between the desired radial rings and the
cartesian strips defined by the polynomial. The result of these fits is a matrix that
directly connects the pixels measured by the gradient coil and the pixels of the radial
coordinate system.
Fig. 2.6 shows the results of the transform for a sample of water different from the
calibration sample. The plot on the left is the original data in the coordinates defined
by the gradient coil. The deviations from the ideal semi-ellipse that would be created
by a perfect coil are found in the asymmetry of the peak and in the two small feet on

27

Figure 2.6. Abel transform of a cylinder of water. The plot on the left is the original
data in the coordinates defined by the gradient coil. The plot on the right is the water
transformed to radial coordinates.

the sides. The transformed data, which, ideally, should be a perfect step function, is
shown on the right. The boundary at r = 5 mm goes to zero relatively quickly, but
not quite as fast as a true step. The transition to zero density is generally a problem
for transforms of this type. Attempts to create very sharp edges typically result in
a sharp spike at the boundary. The boundary at r = 0 mm shows the errors that
accumulate as the transform works in from the outer edge. The ideally flat profile
creeps steadily upwards with a slope that lies within error bars that are growing
steadily larger. The beginnings of oscillatory behavior are apparent for radial values
less than one.
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CHAPTER 3
MRI EXPERIMENT

3.1

Introduction

This chapter will present the results of an MRI experiment that has studied the
flow of a dense granular material through a vertical channel as a function of the
flow speed. In most observations of granular systems, including the experiment to
be presented here, the velocity profile is seen to scale quasi-statically with the mean
flow speed. This velocity scaling is typically seen as evidence that the speed is an
unimportant parameter in granular flows. However, this experiment has, by looking
beyond the mean velocity profiles, observed two velocity dependant regimes of flow
that appear to transition smoothly from one to the other.
Sec. 3.3 will present the velocity profiles and their collapse to a single curve when
normalized by their respective flow speeds. This section will also present the profiles
of the standard deviation and density, as well as the average packing fraction as a
function of flow speed. These profiles also seem to scale with flow speed in the faster
flows, but for slower speeds, the profiles show a definite flow speed dependence. This
change from flow speed dependance to flow speed scaling is the first evidence of a
transition between two flow regimes.
The existence of two separate flow types will also be evident in the probability
distributions for the velocity as a function of the radial position. These distributions,
shown in Sec. 3.4, show marked qualitative differences between the fast and slow flows.
The slower flows have distributions consistent with aperiodic stopping and starting,
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while the faster flows seem to have a density wave on top of an otherwise smooth and
continuous flow.
Section 3.5 will examine the slower regime in more detail. The velocity distributions had implied that the flow occasionally would come to a stop. A measurement of
the coherence of the motion has allowed us to determine the frequency and duration
of these stopping events. A one-dimensional lattice model was used in a simulation
of local jamming events driven by density fluctuations. The results of this simulation shows behavior that is very similar to both the coherence measurement and the
velocity distributions.
Section 3.6 will examine the faster flow regime. A spatial-temporal correlation will
present direct evidence of the existence of density waves in the flow. A simulation consisting of the spatial-temporal correlation of a sine wave will show good quantitative
agreement with the experimental data. By using the equation of mass conservation,
this simulation will be extended to create velocity probability distributions that are,
again, in good quantitative agreement with the experimental data.

3.2

Apparatus

The apparatus for the MRI study is sketched in Fig. 3.1. The granular material
for this experiment is Papaver rhoeas (corn poppy) seeds purchased from Wildseed
Farms. These kidney shaped seeds are about half a millimeter long, and are shown in
a highly magnified picture at the bottom left of the figure. These seeds were chosen
because they are hard shelled objects with a core that contains seed oil. The existence
of a liquid at the center of the seeds is important for a successful NMR experiment.
Compared to a solid, a liquid of the same composition will tend to have a longer T1
time. The hydrogen in the poppy seed oil produces a strong NMR signal with a fairly
lengthy T1 time of 140 ms.
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Figure 3.1. Sketch of the apparatus used in the NMR experiment. The inset at
bottom left is a magnified view of the seeds used as the granular material. The white
bar in this inset is a 500 µm scale bar. The seeds are drawn by gravity from a reservoir
at the top through a rough walled glass tube. The mass flow rate, which is measured
by a digital scale, is controlled by using cake decorating tips to vary the size of the
exit aperture.
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The seeds were mixed with number 2 flake graphite powder from the Southwestern
Graphite Co. The graphite was added because it is an electrical conductor that is
capable of carrying away any electrostatic charge that might build up in the flow.
Amorphous silica powder was also added to the seeds. This material is an excellent
absorber of moisture and is often added to spices to keep them free flowing. It is hard
to say how much of the graphite and silica actually stayed in the flow. Both of these
powders were observed to float away from the outlet and settle unrecovered on the
floor.
At the top, resting on the magnet, is a large hopper that serves as a reservoir for
the seeds. There were a total of five pounds worth of seeds used, which at a packing
fraction of 0.61, is an approximate volume of 3.5 liters. The seeds in the reservoir
are drawn by gravity through a 1.1 cm diameter glass tube that extends through the
entire length of the magnet and is a good sliding fit to the inner diameter of the NMR
probe. The portion of the tube that is in the active NMR region is 75 cm below the
reservoir and 50 cm above the outlet. These distances are large compared to both
the seed and tube diameters and, therefore, the measured region should be free from
any end boundary effects.
There are two temperature effects in the vicinity of the probe. While the bore
of the magnet is open to the room on both sides, the cryogenic fluids that keep the
super conducting magnet at 4 K do chill the region of the bore where the probe sits.
This creates the possibility that the humidity in the interstitial air of the flow might
condense and form liquid bridges between the seeds. In addition to this cooling from
the magnet, there is resistive heating from the large currents flowing through the
gradient coils. This heating changes the electrical properties of the circuit and has
a significant effect on the resulting NMR data. To deal with both of these issues,
two eighth inch diameter plastic tubes were inserted into the probe between the radio
and gradient coil. Compressed air was blown into the probe through these tubes at a
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rate sufficient to create a noticeable draft at the top of the magnet. A thermocouple,
inserted in the bore, indicated that the temperature stayed near 20 C for all applied
currents.
Originally, the glass tube that the seeds flowed through was smooth walled. However, the observed flows in this tube were un-reproducible. On some occasions the
seeds in the flow would be very mobile with clear evidence of a shear zone at the walls.
On other occasions the seeds would lock together with no relative motion, and just
slide through the tube. We were never able to determine what the factors were that
induced one flow or the other. In order to force the flow into consistently shearing at
the boundary, the inner surface of the tube was coated with a single layer of 420 µm
glass beads, which were held in place with a light coat of Stycast 1266 epoxy. This was
done by pouring enough Stycast into the tube to completely coat the inner surface.
The tube was then held vertically until the excess Stycast had poured out. Before it
sets, Stycast is a viscous liquid and it slowly flowed down the tube and accumulated
as a thicker layer at the bottom than the top. In order to maintain a uniform coat,
every time the Stycast started to drip from the bottom, the tube was rotated so that
the Stycast was forced to flow back down the tube. This rotation was repeated until
the Stycast set enough to stop flowing. One end of the tube was then temporarily
blocked and the glass beads were poured into the tube until it was entirely filled. The
excess beads were then allowed to pour out and the glass encrusted Stycast allowed
to dry. The resulting inner diameter of the tube is approximately 8.8 mm, which
makes for a fairly narrow channel that is only 18 particles wide.
At the bottom end of the tube is a cake decorating tip that acts as a funnel to
restrict the exit aperture’s size. This restriction maintains a high density of seeds
within the tube, and, by varying the size of the exit, allows the speed of the flow to
be changed. In all experimental runs, the exit was initially blocked until the tube was
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filled and all the grains were at rest. The grains were then allowed to flow without
measurement for half an hour to ensure that a steady flow had developed.
Below the tube a bucket sitting on a computer controlled digital scale captured
the exiting seeds. The scale takes data at a rate of 2.5 points per second and has
a resolution of 0.1 grams. Fig. 3.2 shows an example of the data from the scale.
This particular data run lasted almost 10,000 seconds and the mass flow rate is very
uniform over the entire interval. As there are not enough seeds for a three hour run,
periodically the capture bucket is swapped out with an empty one, and the seeds
dumped back into the reservoir at the top. The periodic jumps in the mass flow data
are from this procedure.

Figure 3.2. Example of a mass flow measurement made by the digital scale.

Table 3.2 shows the mass flow rates for all of the cones used to restrict the exit.
The first column is the size of the outlet diameter. In the same column, next to the
dimension, is the direction that the cone is pointed. For all but two of the flow rates,
the cones were pointed up into the flow, opposite to the direction shown in Fig. 3.1.
For the other two flows the cones were pointed downwards like a traditional funnel.
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This change in the geometry of the exit had a very significant effect on the flow rate.
When the flow is being funneled to the exit by the downward pointing cone, the flow
is almost twice as fast as when the flow exits through the simple disk of the upward
pointed tip.
exit size
flow rate
(cm) ±.03
(g/s)
0.47 up
1.11(1)
0.56 up
1.52(3)
0.61 up
1.91(2)
0.47 down 2.85(2)
0.61 down 3.54(3)
0.76 up
3.98(3)

flow speed
(cm/s)
3.9(2)
5.8(2)
7.6(3)
11.8(3)
15.0(3)
16.7(3)

Table 3.1. Mass flow rates. The first column is the size of the outlet of the cake
decorating tip. In the same column, next to the dimension, is the direction that
the cone is pointed. Up indicates that the cone is pointed up into the flow. Down
indicates that the cone points down like a ordinary funnel. The second column lists
the mass flow rates as measured by the digital scale, and the third column is the
average flow speed as measured by the NMR.

The flow speeds in the third column are not from the scale, but are determined by
the NMR data. Using a stimulated spin echo sequence, we have measured displacement in the vertical direction as a function of vertical and horizontal position. The
original resolution of the position data was 2.32 mm in the phase encoded vertical
direction and 177 µm in the frequency encoded horizontal direction. The data was
then radially transformed in the manner described in Sec. 2.5 and the vertical slices
averaged to produce a single radial measurement with a resolution of 200 µm. The
range and resolution of the displacement measurement was altered, depending on the
expected mean displacement, < ∆z >, in such a way as to capture all of the motion
with the highest resolution that 80 data points could produce. All flow speeds were
measured with same the same displacement dependant resolution of 0.075∗ < ∆z >
over a total range of ± 2.97∗ < ∆z >.
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Figure 3.3. Example of a measurement of displacement in the vertical direction for
all flow speeds. The displacement time in each experiment has been set to give an
approximately equal mean displacement of 320 µm.

It should be emphasized that this is an inherently time averaged measurement.
There are 80 displacement pulses and 18 additional pulses to encode vertical position,
which makes 1,140 combinations that must all be done. These 1,140 combinations
are each phase cycled 16 times and then these phase cycle sets are repeated a total
of 6 times to improve the signal to noise ratio. Depending on the displacement time,
each of these 138,240 pulse sequences can take anywhere from 52 to 94 ms each. The
total time needed to produce one probability distribution is, therefore, somewhere
between 2.0 and 3.6 hours.
Figure 3.3 shows an example of the resulting displacement distributions for all
flow speeds at a point near the center of the tube. The displacement times for all the
flow speeds have been adjusted to produce, in this figure, an average displacement
of .032(2) cm. The positive ∆z axis is the full range of the measurement. The
negative axis has been chopped short, because there is no statistically significant
probability at any flow rate for motion against the flow. In the next two sections
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we will discuss the probability distributions of the velocity. These distributions are
actually the displacement distributions with the ∆z axis divided by the experimental
displacement time.
Even just this one example is enough to show the existence of a rather marked
change in behavior as the flow gets faster. At very slow speeds there is a large peak
near zero followed by a relatively uniform distribution. This is consistent with a
stuttering flow of repeated jamming events that is followed by the acceleration of
particles falling into the void that would open up beneath the stoppage. At faster
flow speeds the distributions are well off of zero, indicating a complete absence of
jamming behavior. While it is not easy to directly infer the motion that would create
these double peaked distributions, we shall show, with a density wave model, that
these are exactly the distributions a sinusoidal density wave would produce.

3.3

Mean flow profiles

Before examining the shapes of the distributions in detail, we shall first look at
their statistical moments in order to create mean flow profiles. The moments were
acquired through numerical integration of the weighted displacement distributions.

< v >=

X

v ∗ P (v)∆v

(3.1)

v

σ2 =

X

v 2 ∗ P (v)∆v − (

X

v

v ∗ P (v)∆v)2

(3.2)

v

The left side of Fig. 3.4 shows the resulting average velocity as a function of radius
for all of the measured flow speeds. The slight up tick at the boundary is probably
an artifact of the radial transform. These types of transforms tend to produce spikes
at sharp changes of value, and in this case the velocity is taking a one step drop
to zero. On the right, the flow profiles have been normalized to have a value of
one at the center. This plot shows very clearly that the shape of the re-scaled flow
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profile is unchanged over a factor of four difference in flow speeds. Despite the very
different velocity distributions, the average velocity as a function of radius appears to
be entirely quasi-static in that the increased inertia of the faster flows do not effect
the flow profiles. It shows what appears to be a rather flat, plug-like flow in the center
with a shear zone at the boundary that is only three or four particles wide. This is
a surprisingly narrow shear zone. Most experimentally observed shear zones are 8-10
particles wide [17][9]. Since the tube radius in this experiment is only 10 diameters,
we would expect the shear zone to extend throughout the entire tube.

Figure 3.4. Average velocity profiles. At left is the velocity profile for all flow speeds.
At right are the profiles normalized to have a value of one at center. Despite the large
differences in the probability distributions, the average flow profiles are quasi-static.

The standard deviations of the distributions, shown in Fig. 3.5, tell a slightly
different story. If the flat region of the velocity profile really was the result of a solid,
plug-like flow, then the deviation in the velocity should be nearly zero. Instead, the
deviation is constantly increasing throughout the entire tube. The lines shown on the
data are linear fits, and the values of the fits as function of flow speed are shown to
the left of the data. The intercept is shown on the right axis of plot b with a linear fit
of its own, Intercept= 1.4 (3) + 0.80 (4)∗Flow Speed. The right axis of plot b shows
the slopes with its linear fit of −0.86 (6)∗Flow Speed. If the deviations in velocity
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scaled with flow speed, as the mean velocity did, then the slopes of these lines would
be one.
A more intuitive description of these slopes less than one is presented in plot c,
which shows the deviation normalized by the flow speed. Although the slower flows
do have the smallest absolute deviation, their relative deviation is actually much
larger than the faster flow speeds. Plot d shows a slice at the radius of one millimeter
as a function of flow speed on a loglog scale. The faster flow rates appear to scale
quasi-statically with the flow rate. In contradiction to most slow flow models, it is
only the slower flows that fail to collapse. The line on the data, 1.8/v 0.28 , is not a
fit to the three points in the slow regime, but is just a guide to the eye to show this
transition from a regime of steadily decreasing excess deviation to a flat regime where
the deviation scales with flow speed.
For the stimulated spin echo sequence, the density is proportional to the strength
of the signal in the limit that the displacement gradient is zero. The relative magnitudes have little meaning, since the different flow speeds and observation times give
rise to purely NMR effects of T1 and T2∗ decay of the signals. Therefore, Fig. 3.6a
shows the density normalized to have a value of one at the center. All of the flow
speeds have a very sharp decrease in density that is approximately the same width
as the shear zone in the velocity. While the profiles are similar, there is a small,
but definite, flow speed dependence in the width of the shear zone. Fig. 3.6b shows
the normalized mass flow rate, which is the density times the normalized velocity
shown on the right in Fig. 3.4. The lines on the mass flow profiles are best fits to
1 − Exp((x − x0 )/w). The exponential shape of the mass flow, which is not present
in the density, is shown in plot d, which is a log plot of one minus the density in open
circles and one minus the mass flow in closed circles. Plot c shows the exponential fit
constant, w, as a function of the flow speed. As with the plots of the deviation it is
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Figure 3.5. Standard deviations of the velocity distributions. Plot a) shows the
standard deviation of the velocity distributions as a function of radius. The lines on
the data are best linear fits. The results of the linear fits are shown in plot b). The
intercepts as a function of flow speed against the left axis and the slopes against the
right axis. Plot c) shows the deviations normalized by the mean flow velocity. Plot
d) is the values in plot c) at a radius of one millimeter. The line on the data, 1.8/v 0.28
is a guide to the eye to show the transition between flow regimes.
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only the faster flows that exhibit quasi-static behavior, while slower flows are speed
dependant.

Figure 3.6. Density profiles. Plot a) shows the normalized density as a function of
radius for all flows. Plot b) to the right shows the normalized mass flow rate fit to
an exponential. Plot c) shows the fit constant as a function of flow speed. Plot d) is
a log plot of the density (open circles) and mass flow (closed circles) demonstrating
exponential behavior of the mass flow that is not present for the density.

While it is not possible to measure the density directly, we can calculate the average packing fraction by combining the information from the mass flow as measured
by the scale and the mean velocity measured by the NMR. The mass flow rate is the
product of the packing fraction, solid density of the seeds, area of the tube, and the
flow speed. The solid density is the only item in this list, other than packing fraction,
that has not been reported above. To measure the density, a mass of seeds that has
already been weighed is added to graduated cylinder containing 12 ml of water. The
final level of the water minus the original 12 ml gives the solid volume of the seeds,
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which is then divided by the weight to give the solid density. This experiment was
repeated three times and yielded values of 1.08(4), 1.04(3), and 1.06(3) g/ml. Using
a value 1.06 g/ml the packing fraction as a function of flow speed can be calculated
and has been plotted in Fig. 3.7.

Figure 3.7. Calculated packing fraction as a function of flow speed.

The first thing that should be noticed is that when compared to random close
packing of spheres, which has a packing fraction of around 0.63, the values ranging
from 0.4 to 0.5 shown here are really quite low. It is not surprising that the values
are so low. As has been alluded to previously, and will be shown later, the flow at
low speeds is a stuttering stop and go flow that turns into a density wave on top of a
constant flow at higher speeds. Since there is an upper limit on compaction (probably
random close pack), these flow effects can only be achieved with a lessening of the
density. Again, here in the packing fraction data, we see a flow speed dependence at
low speeds that turns to quasi-static behavior at higher flow speeds. In all of these
cases, this is probably the time averaged signature of the transition between the two
flow regimes.
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3.4

Velocity distributions

The existence of two distinct flow regimes is very evident in the probability distributions for instantaneous velocity. Fig. 3.8 shows three examples of these distributions. On the left side of the figure are the full distributions as a function of radius
for flow speeds of 3.9, 7.6, and 16.7 cm/s. To the right of each plot are radial slices of
their respective distribution at one, two, three, and four millimeters from the sample
center. All of these distributions are for the same mean flow displacement of 320 µm.
The complete set of distributions for all flow speeds and displacement steps, measured
in this experiment, are shown in the appendix.
The top plots in Fig. 3.8 are of the slowest flow measured in this experiment.
The distribution shows a pronounced peak very close to zero, followed by an almost
uniform distribution of velocities. This is the type of distribution that one would
expect to get from particles that are stopping and then freely accelerating into the
void that would open up beneath such a stoppage.
The plots at the bottom of the figure are of the fastest flow measured. It is hard to
immediately say what kind of flow would create such a distribution, although we will
show later that it is consistent with an organzed density wave. It is clear, however,
that compared to the slow flow, this is a very different distribution. Discounting the
boundary slice, the velocities are well separated from zero. And instead of a uniform
distribution, it is two peaked with its largest peak the one farthest from zero.
The center plots, which are of a speed between the two extremes, seem to contain
characteristics of both flows. Although it is not as pronounced as the one in slow
flow, there is definite sharp peak near zero. However, instead of turning to a uniform
distribution, the higher velocities show the formation of a second peak that looks very
similar to the one seen in the faster flow speed. This would seem to indicate that
there is a smooth transition between the two regimes.
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Figure 3.8. Examples of velocity distributions. The left three pictures are the
velocity probability distributions as a function of radius for the flow speeds, from
top to bottom, of 3.9, 7.6, and 16.7 cm/s. Beside each picture are slices of theses
distributions at 1, 2, 3, and 4 mm.
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The boundary of the flow is very different than the interior. All of the flows
shifts towards zero, and the second peak in the two faster flows reduces to a shoulder.
Even the slowest flow begins developing a shoulder as it shrinks away from the higher
velocities. While the three flows are not quantitatively identical, they are qualitatively
much more similar at the boundary than they are in the interior. We conclude that
the existence of two flow regimes is really a property of the bulk, not the boundary.

3.5

Intermittent flow regime

The peak near zero in the slow flows is a feature which endures for a surprisingly
long time. Fig. 3.9 shows the velocity distributions for the center of the slowest flow.
The four different curves are observation times that result in mean flow displacements
of 0.3, 1.3, 1.9, and 2.6 mm. The longest displacement, which is a little more than
five particle diameters, is beginning to take on a Gaussian appearance. This indicates
that that motion of the seeds is becoming uncorrelated over this length of flow. Even
though the distribution is nearly in the Gaussian central limit about its mean, there
is still a small peak near zero.
The peaks at zero indicate that the flow has either completely stopped or has come
very close to doing so. The duration of the stopping events allows us to measure them
by repeated executions of a spin echo sequence with only one value of the displacement
encoding gradient. As was mentioned in Sec. 2.2, a single execution measures the
coherence of the motion in the flow. If a strong signal is measured then all of the
particles are moving together. This method does not determine what that motion
is, but given the velocity distribution, it would not be unreasonable to suspect that
any coherent motion would be no motion at all. In order to make the most rigorous
determination of coherence that we can, we have used the largest gradient pulse we
are capable of reliably producing, 4.85 T/m for 400 µs. At this gradient a one pi
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Figure 3.9. Velocity distributions for flow speed of 3.9 cm/s. The distributions are
for mean flow displacements of 0.3, 1.3, 1.9, and 2.6 mm. The longest displacement
still has a small peak near zero even though the entire distribution is nearly in the
central limit about its mean.

relative phase difference between particles is created by a displacement difference of
40 µm.
The actual experiment involved one thousand repetitions of the single sequence.
Each repetition is 300 ms apart, which is enough time for the flow to move, on average,
1.2 cm. One hundred of these repetitions are shown in the plots in Fig. 3.10. The
peaks in the plots indicate an instance of coherent motion. In order to measure the
duration of the coherence, the experiment was performed with displacement times of
1, 2, 5, 7, 10, 20, and 50 ms. In order for a peak to be detected the coherence must last
at least as long as the observation time. The three plots shown demonstrate a very
noticeable decline in the frequency of peaks as the displacement time increases. The
plot in the lower left of the figure is the number of peaks observed per thousand versus
displacement time on a linear-log plot. The frequency of long duration coherence
decays logarithmically with a maximum duration, from the x-intercept, of 55 ms.
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Figure 3.10. Examples of the motion coherence measurements for the observation
times of 5, 10, and 50 ms. The plot at lower left is the number of peaks per thousand
on a linear-log plot. The line is a best fit of 0.32 − 0.08 ∗ Ln(∆t).
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In order to add more credence to the stop and start interpretation of the data,
we have performed a simulation of a flow subject to jamming. The simulation is
a one-dimensional lattice model with density and velocity assigned to every lattice
point. Counting up from the outlet, there are 400 points separated by a distance,
∆z, of a half millimeter. All of the points are updated in time steps, ∆t, of 100 µs.
The density, φ, is updated in accordance with mass conservation.

φnew [i] = φ[i] +

∆t
(v[i + 1] ∗ φ[i + 1] − v[i] ∗ φ[i])
∆z

vnew [i] = v[i] + ∆t ∗ g +

∆t
(v[i + 1] − v[i])
∆z

(3.3)

(3.4)

If the density should exceed a chosen threshold, the flow at that point has a probability
of being jammed. In this simulation the density threshold was set at 0.6 and the
jamming probability was set at 0.2. The point stays jammed until the density below
has dropped by 0.07. If the flow is jammed, the velocity at that point is set to zero,
otherwise the velocity flows from point to point under the influence of gravity.

Figure 3.11. The results of the jamming simulation. On the right is a plot of packing
fraction as a function of time, which looks similar to the coherence measurements.
On the left is the velocity distribution, which shows the peak near zero followed by a
uniform probability distribution.

The results of the simulation are shown in Fig. 3.11. Given that this model has no
side walls or specific mechanism for jamming and un-jamming, we don’t expect quan48

titative agreement between the simulation and the data. Instead, we are looking for
something qualitatively similar enough to support the jam and release interpretation
of the data. The left hand plot is the density as a function of position and time, which
looks similar to the coherence measurement. The average density of 0.47 obtained
from the simulation compares well with the experimentally measured density of 0.49.
The velocity distribution, shown on the right, shares the experimental features of a
peak near zero followed by a plateau of uniform probability.

3.6
3.6.1

Density wave regime
Correlations of the density

The density waves in the faster flow regime were detected by correlating multiple measurements of the density as a function of height. One thousand density
measurements, of the kind shown in Fig. 2.2a, with a resolution of 0.18 mm were
made at regular intervals. Every measurement was then spatially correlated with the
measurement that immediately followed, and these 999 correlations averaged.

ρ(∆z) =

999 X
X
i=1 z

(fi (z)− < fi (z) >) ∗ (fi+1 (z + ∆z)− < fi+1 (z) >)
N ∗ rms[fi − < fi >] ∗ rms[fi+1 − < fi+1 >]

(3.5)

The interval between measurements was varied and ranged between 49.5 to 344.5 ms
in steps of 5 ms.
Figure 3.12 shows the resulting correlations for a set of seeds that were used in
the beginning exploratory phase of the experiment. The shading in this plot is the
result of imitated lighting that is meant to guide the eye in the visualization of a
three dimensional surface which represents the degree of correlation by the height of
the surface. All of these correlations show a very distinctive ridge that runs from the
bottom center toward the upper left. In each of these plots, the slope of the ridge
matches its respective flow speed. This kind of ridge would be expected in a flow
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that is moving as an amorphous solid that has very little change in the arrangement
of the seeds as the flow moves through the channel. At faster flow speeds a new set
of ridges begin to form. These ridges run from the lower right toward the upper left
and repeat themselves with uniform spacing in time.
Figure 3.13 shows the same correlation plots for the set of seeds that have been
discussed throughout this thesis. In this set of seeds, the same characteristics that
were just described for the older seeds are still present, but they are generally much
fainter. It is difficult to say why the two batches of seeds should be so different,
since both are corn poppy seeds obtained from the same supplier. Unfortunately,
there were not enough seeds in the original batch to maintain a flow for the length
of time needed to produce a displacement distribution (hence the new batch), so it is
impossible to say whether there was a qualitative difference between the flows.
The source of the repeating right to left ridges that are present in both sets of
seeds is, as we shall see in a moment, density waves that have a wavelength longer
than the radio coil and a frequency that is faster than the shortest interval that we
can measure. What we are seeing in these ridges is a stroboscopic flash of density
correlation similar to the rotating wagon wheels seen in old westerns. As the interval
between density measurements is changed through multiples of the density waves frequency, the matching of density changes from upstream to downstream as subsequent
wave peeks have time to travel more or less than a full wavelength. The fact that
the ridges are moving from left to right indicates that these waves are propagating
upwards opposite to the flow direction.
For all of the flow speeds, each ∆z slice was Fourier transformed with respect to
∆t, and these slices were averaged to produce Fig. 3.14. The peak at approximately
15 hz is the density wave ridge and it is present for the three fastest flow speeds
only. These are the only flows whose velocity distributions had no peak at zero. It is
possible that slower flow speeds have periods of density wave behavior, but any stop
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Figure 3.12. Two-dimensional correlations of the density for a set of seeds used in
early exploratory phase of the experiment. These correlations show very distinctive
ridges reminiscent of an amorphous solid flowing through the tube. At faster flow
speeds there are additional ridges which indicate the existence of density waves within
the flow.
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Figure 3.13. Two-dimensional correlations of the density for the set of seeds discussed throughout this thesis. These correlations show faint traces of ridges reminiscent of an amorphous solid flowing through the tube. At faster flow speeds there are
additional ridges which indicate the existence of density waves within the flow.
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in the flow, no matter how short or localized, would eliminate the exact repetition
needed to show up in these correlation plots.
One mechanism that has been observed for the formation of density waves is the
interaction of the grains with the interstitial air. If the packing fraction and velocity
are high enough, then the air will not have enough time and space to permeate through
the packing, and will instead be pushed ahead of the flow. As the air is swept forward,
the pressure builds until it is large enough to slow or stop the flow. Once the flow has
stopped, the air has sufficient time to move up through the packing, and the pressure
will fall, allowing the grains to accelerate down into the void beneath the stoppage
[31][32].
The fact that the flow speed of the fastest three plots changes by a factor of
forty percent with no accompanying change in the frequency of the waves would seem
to indicate that the interstitial air is not the cause of these waves. If air pressure
is the cause of density waves, then the frequency of the waves should have a flow
speed dependence [33]. Since the density wave is created by a specific volume of air
swept before the flow, as the average flow speed increases the wavelength will remain
unchanged, but the frequency will increase as that volume is swept out in shorter
amounts of time. The lack of flow speed dependance in the correlation plots would
seem to indicate that something other than air pressure is responsible for the density
waves in this system.

3.6.2

Simulation of density wave

In the previous section we stated, without proof, that the ridges were the result
of a density wave. We will support this idea with a simulation of a density wave. The
simulation is carried out by sampling a sine wave repeatedly, using the same time
intervals at which the NMR measured the flow density. The fragments of the sine
wave within a two centimeter window are written to a file, and then later correlated
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Figure 3.14. Fourier transforms of the correlations. The transforms for the new
seeds are on the left, and the transforms for the old seeds are on the right. There is
a peak near 15 hz that corresponds to the frequency of the density waves.

in the same manner as the NMR data. The two input parameters for the simulation
are the frequency, f , and wavelength, k of the sine wave.

ρ = 1 + A sin[2πf t + 2πkz]

(3.6)

where A is the magnitude of the density wave as a fraction of the background density.
The correlation is insensitive to the value of A, and this parameter will, therefore,
have to be determined in another manner to be discussed momentarily.
The frequency of the wave determines the number of ridges that showed up in
the correlation plot, while the wavelength determines the angle at which the ridges
traveled from right to left. By repeated trial and error, with different values of
the frequency and wavelength, a visual match to the correlation data was found.
The simulation agreed with the Fourier transforms above that the best value for the
frequency is approximately 15 hz. The simulation wavelength that best matched the
angle of the ridges in the data was 16 m−1 , which corresponds to a length of 6.25 cm.
The resulting correlation plot is shown on the left of Fig. 3.15. The correlation
ridges matching those of the data are clearly present. If the sine wave was correlated
without any data noise, the correlation would always be perfect and periodic without
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decay. The correlation in the experimental data decays almost exponentially fast,
and, even at its best, only shows a correlation of 0.1 out of a perfect correlation value
of one. In order to try and imitate the decay in the correlation, we have added less
than one tenth of one percent of random noise to the frequency of the simulation wave.
The right side of the figure shows a slice of the simulation data (dashed line) and the
same slice from the experimental data (solid line) for the 16.7 cm/s flow speed. The
addition of this very small amount of random noise was sufficient to reduce the overall
size of the correlation and to reproduce the decay in the value of the correlation. The
simulation is extremely sensitive to the amount of data noise added to it. Varying
the frequency by even one half of one percent is sufficient to completely eliminate the
correlations. This may indicate that the density waves in the experimental data are
also very rigidly confined to their frequency of 15 hz.

Figure 3.15. Results of the correlation simulation. On the left is the correlation
plot from the simulation, which shows the same ridges as the experimental data. On
the right is a slice of the experimental (solid line) and the simulation data (dashed
line).

When describing a density wave, the last parameter of interest is the magnitude
of the wave, which the correlation is insensitive to. Under the assumption that there
is a density wave, conservation of mass allows us to predict the corresponding velocity
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distribution of the particles in the wave. The mass conservation law relates the density
and the velocity, v through the differential equation,
dρ
d(ρ(v0 + v[z, t]))
=−
dt
dz

(3.7)

where v0 is the mean flow speed and v[z, t] is the perturbation of the speed caused
by the density wave. This equation has the solution for v of,
v0 − fk A sin[2πf t + 2πkz]
v=
.
1 + A sin[2πf t + 2πkz]

(3.8)

The velocities given by the solution were sampled for two hundred seconds of simulation time in intervals of 0.2 seconds within a two centimeter window. A histogram
of the measured velocities was created and is shown in Fig. 3.16. The plot at the
top left of the figure shows the results if there is no data noise introduced into the
simulation. The plot on the top right shows the same simulation with one tenth of
one percent data noise added to take all of the sharp edges off of the simulated data.
The frequency and wavelength from the correlation plots were the input parameters
for the solution. The widths of the experimental velocity distributions were matched
entirely by trial and error guesses of the magnitude of the density wave, A. Matches
for A of 0.095, 0.1, and 0.115 were found for the flow speeds of 0.118, 0.15, and 0.167
m/s, respectively.
Models of density waves produce good quantitative agreement with both the experimental spatial-temporal correlations and the probability distributions of the three
fastest flow speeds. We, therefore, believe that these three flows contain density waves
with flow speed independent frequency and wavelength. One natural question that
arises is, why are there density waves in these three flows and not the slower three
flows? One possible explanation for this may lie in the common time that all flow
speeds recover from an event that slows the flow. All of the flow speeds have a peak
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Figure 3.16. Comparison of the correlation simulation with the velocity distributions. The dots are the velocity distributions for the three fastest flow speeds. The
lines on top of the data show the result of the conservation of mass simulation which
assumes the existence of density waves. The plot at the upper left is the simulation
without any data noise. The to its right is the same simulation with data noise.
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at a velocity slower than the mean flow speed. No matter what the mechanism that
is responsible for this slowing of the flow, the principle mechanism to accelerate the
seeds back up to flow speed is gravity.
If we re-scale the flow speed by the speed a seed would be accelerated to from a
√
complete stop after falling one diameter, ṽ = v/ dg, we find that all of the slower
intermittent flows have a value for ṽ ranging from 0.5 to 1.0, while the faster flow
speeds have values between 1.6 and 2.3. What this means in practice is that the slower
flow region can be accelerated back to the flow speed, and recover from a complete
stop in less than one seed diameter of flow displacement. On the other hand, for
faster flow speeds, gravity, at least initially, can not keep up with the flow speed.
Below the area where the seeds have slowed, a larger void would open up as the seeds
below move away faster than gravity could re-accelerate the slower seeds. Above the
slower region, the concentration would be higher, as the flow brought in seeds faster
than gravity could move them out. The expectation, which was seen in Fig. 3.16, is
for a density wave that would increase in magnitude as ṽ increased.
v (cm/s)
3.9
5.8
7.6
11.8
15.0
16.7

ṽ
0.56
0.83
1.09
1.69
2.14
2.38

√
Table 3.2. Re-scaled velocities ṽ = v/ dg for all flow speeds. The three fastest
flows, whose value of ṽ were greater than one, showed clear evidence of density waves
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CHAPTER 4
FORCE MEASUREMENTS

4.1

Introduction

In this chapter we present the results of the second experiment of this thesis, the
measurement of forces at the wall of a dense vertical channel flow. The bulk of the
discussion concerning this experiment will focus on friction, specifically, the Coulomb
model of friction, which is the simplest and most widely used friction model. This
model relates the normal and tangential forces by a proportionality constant, µ, such
that ft = µ ∗ fn . We have measured the frictional force directly with a transducer
capable of determining the forces in all three spatial directions simultaneously. In the
following sections we shall examine the validity of the Coulomb model while outlining
and comparing different methods of using the force measurements to determine the
friction coefficient.
Before examining how these forces are related, in Sec. 4.3 we shall examine the
normal force. Specifically, we will look at the probability distribution and compare it
to some of the statistical models that attempt to predict the forces in the bulk of a
static pile. The functional form of the distribution is found to be in agreement with
the functional forms of these models, but the experimentally determined parameters
are not in agreement with the predictions of the theoretical models.
In Sec. 4.4 the friction discussion will begin with two time averaged methods. The
first estimation of the friction coefficient will be the simplest method possible. We
will just take the ratio of the time averaged forces. The second method compares the
data with the Janssen model. While we will extract a friction coefficient from this
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analysis, the most interesting result is evidence of forces that are reminiscent more of
hydrostatic systems than frictional ones.
In Sec. 4.5 we begin the analysis of the instantaneous fluctuations of forces as a
function of time. In this section we first present the autocorrelations of the force and
show that the fluctuations are quasi-static in that that their duration can all be scaled
with the flow velocity. The cross correlation between the frictional and normal force
will show an asymmetry that is most likely the result of a un-Coulomb like inability
for the frictional force to maintain large values for as long as the normal force is able
to hold them.
In Sec. 4.6 the fluctuations in the instantaneous force values will be used to extract
friction coefficients as a statistical parameter of probability distributions. As with the
time averaged methods, we will start with a simple ratio of the forces. In this section,
however, we will take the ratio of the instantaneous forces to determine the value of
the friction coefficient as a function of time. A histogram of the time trace shows a
Normal distribution for small values of µ, and an exponential tail for large values.
The last way in which friction is considered will be the conditional probabilities of the
frictional force for a given normal force. While this will show a general agreement with
the Coulomb model for most forces, small values of the normal force are accompanied
by tangential forces in excess of the ones expected under the Coulomb model.

4.2

Apparatus

The apparatus for the force experiment, illustrated in Fig. 4.1, consists of a thin
rectangular channel which is 21 cm wide, 3.9 cm thick, and 76.2 cm in height. The
channel is held upright by an angle iron frame which is bolted to a platform on the
floor. The channel walls are constructed from a mix of quarter inch thick aluminum
and eighth inch thick abrasion resistant plexiglass. The wall opposite the transducer
is entirely plexiglass. The remainder is aluminum with the exception of two 4.25 cm
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tall windows that span the wall that the transducer is in. One window is located 30
cm from the top of the channel, and the other window 30 cm from the bottom.

Figure 4.1. Diagram of apparatus used in force experiment. Gravity draws a dense
flow of two millimeter diameter balls from the reservoir through a channel that is 380
ball diameters tall, 20 diameters deep, and 105 ball diameters wide. Set flush with
the wall is a transducer that measures forces in all three spatial directions.

A reservoir at the top, which is also mounted on the angle iron frame, contains
two millimeter diameter chrome steel burnishing balls whose weight is approximately
0.32 mN. Gravity pulls the balls through the channel to a bottom that has five
rectangular outlet apertures. These holes are 1.9 x 3.2 cm and are an equally spaced
1.9 cm apart. A thin piece of metal with holes of the same size and spacing is inserted
into the channel through a thin slit in the side wall. By varying the overlap between
the exits and the sliding bar, the widths of the outlets, and therefore the flow speed,
is controlled. The resulting flow is very dense and constant in speed. The flow speed,
which varies from 0.41 to 10.03 cm/s, was measured using a high speed camera to
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record the position of the top surface of the flowing balls in the channel after the
reservoir had emptied.
The material coefficient of friction between the steel balls and aluminum was
measured in an incline plane experiment. An aluminum ring that was three inches
in diameter and one inch tall was filled with the balls. The filled ring was placed on
an aluminum incline plane set at an angle of 26o , which was a steep enough angle
for the ring to accelerate down the slope. A high speed camera tracked the position
of the ring as a function of time as it slid down the plane. A quadratic fit of the
position data produced the acceleration, and the equation of force for a block sliding
on a frictional plane produced a value for µ of 0.36(1).

Figure 4.2. Sketch of the transducer mounting. At left is a top down view. At
bottom right is the view from the interior of the channel. Above this is the view from
behind the transducer.

Mounted flush in the plexiglass window, that is 30 cm above the channel bottom,
is a Nano17 silicon strain gauge manufactured by ATI Industrial Automation. This
transducer is cylindrical with a height of 15 mm and a diameter of 17 mm. It is
capable of measuring forces and torques in all three dimensions with a resolution of
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3.125 mN, up to a maximum of 17 N in the normal direction and 12 N in each of the
two tangential directions. Two aluminum plates were screwed into each flat side of
the transducer. The plate on the rear is for the purpose of mounting the transducer
to the equipment, and the one in the front is the sensor impact face. As sketched in
Fig. 4.2, the sensor plate steps in from a ring, where the screws attaching the plate
to the transducer are located, to a smaller flat 8 mm diameter circle that serves as
the area of contact with the flow. The transducer is held in place by a three sided
rectangular bracket which is screwed into the channel wall. A blind hole 2.5 cm
in diameter was drilled approximately half way through the plexiglass wall. At the
center of this hole is a 9 mm diameter through hole. The mounting bracket centered
the sensor face of the transducer in this through hole. The distance of the transducer
from the wall was set by a screw in the transducer’s mounting plate that went through
a hole in a rectangular bar at the rear of the bracket. When the proper distance was
set, two nuts on either side of the hole were tightened down to keep the transducer in
place. Further adjustments to the position was made by using paper shims between
the bracket and the wall. After mounting was complete, the sensor face was flush, to
the touch, with the interior of the channel wall.
The transducer contains semiconductors of strain sensitive resistance attached
to three symmetrically placed beams [49]. The six output voltages produced were
first sent to a signal conditioning box provided by ATI. There was a great deal of
electrical noise observed in the output signal. This noise was greatly reduced by
enforcing a common ground with good electrical connections between the transducer
mount and the input and output connectors of the conditioning box. The output of
the conditioning box was then read by a 16-bit National Instruments E-Series DAQ
card controlled by Labview. The voltages were subsequently converted to force and
torque values via the relation:
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The accuracy of the transducer was checked by measuring the force exerted by
brass washers whose weight had been previously determined with a balance scale.
There were twelve washers with a total weight of 0.045712 N, which is an average of
0.00381 N per washer. To check the tangential force along the flow direction, a small
foil cup was suspended from a wire that was taped to the vertical transducer face.
The washers were added one at a time, and the slope of the measured force versus
the number of washers was 0.00392(2) N per washer. This slope provides a level of
agreement with the balance that is better than the stated transducer force resolution
of 3.125 mN.
Voltages from the strain gauge were acquired at a rate of 40 kHz and then bin
averaged down to 800 hz to remove high frequency noise. One source of noise was
the conduction of ambient electromagnetic radiation from the large mass of metal
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balls to the transducer. Turning off fluorescent lights and air conditioners greatly
reduced this source of noise. Another significant source of noise was the vibration
of the channel walls. There was approximately 50 lbs. of steel flowing through the
channel at all times. This created a very audible noise that was conducted through
the walls to the wall mounted transducer. The bin averaging was set to be 800 Hz in
order to remove most of this noise. Examples of the resulting force vs. time data are
shown in Fig. 4.3, where the topmost trace is the force normal to the channel wall,
fn , the middle is the force tangential to the wall along the flow direction, ft , and the
bottommost trace is the force in the vorticity direction, fv .

Figure 4.3. Force versus time for a flow speed of 0.45 cm/s. The trace at top is the
force normal to the wall, the trace in the middle is the force tangential to the wall in
the flow direction, and the bottom trace is the force in the vorticity direction.

A hinged door that completely covered the outlet holes was attached to the bottom
of the channel. At the start of every run the channel is filled and allowed to settle
with the outlet holes blocked. The door is then opened and the balls flow through the
channel until the reservoir empties. In order to increase the statistics, several runs
were made at each flow speed and the data combined. For the slower flow speeds we
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amassed approximately a million force measurements over a half hour of combined
flow time. For the faster flow speeds as many as twenty seven runs resulted in about
fifty thousand force measurements during a few minutes of combined flow.

Figure 4.4. Average force during the flow versus flow speed for all force data. The
trace at top is the force normal to the wall, the trace in the middle is the force
tangential to the wall in the flow direction, and the bottom trace is the force in the
vorticity direction.

Figure 4.4 shows the average force, during the time that the flow was fully developed, versus flow speed. In order to avoid any possible disturbances from the start of
the flow, the averages were taken on the part of the flow well away from its beginning
and end. For the example flow data shown in Fig. 4.3, the interval that was averaged
was 98 to 220 seconds. The value of the mean force appears to have little to no
dependence on the flow speed. The is the first example of many that will illustrate
the quasi-static nature of the flow in which the increased inertia of the faster flows
do not effect the force measurements. The average force normal to the wall for all
flows was 0.198(16) N. The force tangential to the wall along the flow direction was
0.042(2) N. The physical symmetry in the vorticity direction requires and results in
zero mean force. The root mean square of the vorticity force ranges between 0.017
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to 0.02 N. Since the mean force is system dependant and unaltered by any of the
experimental parameters, we have normalized each flow by its mean force to create
q

the unitless quantities FN = fn / < fn >, FT = ft / < fT >, and FV = fv / < fv2 >.

4.3

Histograms of the forces

Figure 4.5 shows the probability distributions of the three forces in the part of the
flow far from the beginning and end. These were created by constructing histograms
with a bin width of 0.05 N. The histograms were then normalized to have an area of
one. The plots along the top are of the normal force. The left side shows all of the
flow speeds on a log-linear plot. The two plots at the bottom are log-linear plots of
the other two forces. Once again, the forces show no flow speed dependance over the
four decades of data taken. The plot of the normal force in the upper right is the
average of all the flow speeds on a linear scale with the error bars representing one
standard deviation in the average. The black line is a fit to the Gamma distribution,

P (FN ) = e−k∗FN ∗

FN

k−1

∗ kk
Γ(k)

(4.1)

where the best fit occurs when k is 4.76(4).
While this equation represents the Gamma distribution as a one parameter model,
in general, the power and the exponential constant do not have to be the same.
However, in all Gamma distributions the ratio of the two parameters is the mean.
Since we have normalized the mean to one, the two parameters must be the same.
The power is unchanged by the normalization, it is the exponent that is stretched.
Dividing by the mean of 0.198 N gives an un-normalized exponential constant of 24.0
N −1 .
This distribution was not only chosen because it fits well, but also because it is
a distribution that appears in many theories of granular forces. When creating a
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Figure 4.5. Histograms of the forces. Plots at top are histograms of the normal
force. At left is a log-linear plot of all of the flow speeds. At right is a linear plot of
the average of the flow speeds. The black line is a fit to a Gamma distribution. The
bottom plots are histograms of FT on the left and FV on the right.

statistical theory, it is not uncommon to sum over the product of the probabilities
of independent events. Since the product is easier to work with if the probabilities
are in an exponential form, this usually works out to be an integral over all space
of exponentials. The general result of the convolution of exponentials is the Gamma
distribution.
In principle the parameter, k, should then give some insight into a statistical property of the forces. One notable example of this is the q-model created by Coppersmith
et. al [42]. This is a two dimensional mean field model of the forces within a static
packing that treats the transmission of force from a particle to its neighbors below
as a completely random process. They were able to show that if the probability for
transmitting a force, q, is proportional to q r (r = 0 being the uniform distribution)
then the value of k is N + r, where N is the number of contacts transmitting force.
In their two-dimensional lattice N was two, for a three-dimensional lattice (fcc) N
would be three.
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Edwards and Grinev have proposed a microcanonical approach to a a jammed pile
that is similar to the statistical mechanics of ordinary fluids [45]. In this approach,
volume plays the role of energy, and the corresponding quantity for temperature is the
compactivity, which is the derivative of the volume with respect to the entropy. Like
all microcanonical models, there is a difficulty in finding models that are solvable. The
authors present one solution for the simplest possible force transmission, namely that
the force experienced by a particle comes from its nearest neighbors who all transmit
the exact same force to their common neighbor. With this overly simple model, the
distribution for the force on a single particle has the values for the parameter, k, of
one in two-dimensions, and a half in three.
In an experiment performed by Miller, O’Hern, and Behringer, a Gamma distribution was measured with a value for k of three [50]. This appears to be in good
agreement with q-model, however, they found that k was largely independent of the
number of particles in contact with their transducer. If the forces on the particles
are uncorrelated, as the q-model requires, then the parameter should scale with the
number of particles in contact. In our experiment, we have measured a value of 4.76
on a transducer that has approximately ten particles on it. It would appear from
both of these experiments that the q-model mean field requirement of uncorrelated
forces is probably incorrect.
Of course, the difference between the experiments and the theoretical predictions
could be the effect of the boundary. Baran and Kondic simulated an annular shear
geometry and found that k depended on boundary conditions [37]. On the top shearing surface the parameter was 1.2 if the surface consisted of glued particles and more
than doubled to 2.6 if the surface was smooth. The bottom non-shearing wall, in this
zero gravity simulation, was approximately 0.74 for rough and 0.7 for smooth. The
values at the bottom are similar enough to hold out the hope of a single value in the
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bulk, but that, unfortunately, is very far away from the shear zones in which most
measurements take place.

4.4

Mean forces

Unlike an ordinary fluid, which exerts a pressure on its walls that is proportional
to the height of the fluid column, the average pressure of a granular column reaches
a height independent limit. This saturation in pressure has been known to exist
for a long time in granular solids. In 1895, Janssen proposed a model for the force
exerted on the walls of a container by the grains as a function of the height of a static
column [38]. This model treats a slice of differential thickness as a solid and solves the
equation for force balance with the assumption that the friction at the wall and the
vertical pressures on the slice are proportionally related, σt = k ∗ σp . The resulting
solution for the force on the wall along the flow direction is:
ft = ρ ∗ g ∗ A ∗ l ∗ γ ∗ (1 − e −z∗k/l )

(4.2)

where ρ is the density of the material (7.85 g/cm3 ), γ the packing fraction, g the
acceleration due to gravity, and A the area of the transducer (0.5 cm2 ). The length
scale, l, in the solution is the ratio of the area to the perimeter of the slice, and is 1.6
cm for this channel.
If the additional assumption is made that a granular flow is isotropic in the pressure, then the vertical pressures on the slice and the horizontal pressure against the
wall would be equal. Under these conditions the underlying assumption of the model
could be rewritten as σt = k ∗ σn , and k would then be the Coulomb friction coefficient. Since we have measured both components of the force, a direct test of the
isotropic assumption can be made. The simplest estimate of k should just be the
ratio of the average tangential and normal force far from the end of the flow, here
0.21(2).
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Equation 4.2 makes the not unreasonable prediction that in the infinite height limit
the tangential force is equal to the weight of the material in the column, and that
each portion of the wall supports an equal, and presumably, local share of the load.
Unfortunately, there is no way to test this directly in this experiment. The opacity
of the material makes a direct determination of the density impossible. However,
assuming that the walls do evenly bear the weight of the material allows us to calculate
the density. Dividing the mean tangential force by the known values of g, A, and l
results in a value of 0.66(2) for the packing fraction.
This value for the packing fraction, between that of a random close pack and a
crystal, is qualitatively supported by our observations of the balls along the boundary.
Fig. 4.6 shows a frame from a high speed film of the flow in a region just to the right of
the transducer. The flow is of uniformly sized balls along a smooth wall, and although
the packing is largely random and there is no long range order, there is a tendency
for some of the balls along the wall to exhibit crystalline order over short ranges. It
should be noted that the fluctuations in the force shown in Fig. 4.3 are too large to
be direct measurements of these local density changes. There are rare, but definite
instances, of negative force, and for approximately 13 percent of the time the force in
the flow direction is greater than the 0.096 N weight of a solid block of the chrome
steel that the balls are made of.
What this experiment is capable of is a measurement of the predicted exponential
approach to the constant force regime. Past experiments that have tested the validity
of the Janssen solution have measured the weight at the bottom of the column as a
function of the column’s height. In 1999, Vanel and Clement performed an experiment
where they very slowly (µm/s) moved the piston that supported the flow downwards
to mobilize the wall friction, and recorded the resulting weight. For smaller heights of
the column, the resulting force on the piston appeared not to be exponential, but to
instead be linear, similar to what would be found in an ordinary fluid [40]. However,
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Figure 4.6. A frame from the high speed camera showing a 8 x 4.25 cm section
of the flow. The lighting has been set to illuminate only the center most point of
each ball. In normal room light all of the balls are clearly in contact with all of their
neighbors.

Bertho et al. in 2003 measured the weight of a column as they rapidly slid the side
walls upwards. In this experiment there was no sign of a linear region, and Eq. 4.2
was a good quantitative fit to all of the data that they reported [39]. While these
experiments have tried to imitate flows by moving the container boundaries, this
experiment has the advantage of being able to measure the frictional force directly
for a true flow that has an open boundary at its bottom.
This model was originally created to measure the mean force in a granular solid as
a function of increasing height, while the data in this experiment measures decreasing
height as a function of time. The data presented in Fig. 4.7 is of the last 50 cm of the
flow, and the bottom axis is the distance that the free surface at the top has moved.
Also, since we have normalized the forces by their infinite height value, the final force
values are now one. This leaves a one parameter model in the form of,

FT = (1 − e (z−z0 )∗k/l )
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(4.3)

where z is the flow speed multiplied by time and z0 is the 50 cm starting height.
The fluctuations in the force data are so large as to make a direct examination of
the mean forces difficult without further averaging. Therefore, the fluctuations were
reduced by first bin averaging the data down to five points per centimeter and then
by averaging nine separate flow runs.

Figure 4.7. Fits to Janssen prediction. Tangential (left) and normal (right) forces
versus height of the column above the transducer. The solid black line is a best fit of
the average of the data to the Janssen prediction for the force.

The solid line on the data in Fig. 4.7 is a best fit of the average of the data to
Eq. 4.3. The best fit of the normal force yields a value for k of 0.224(2), which is in
rough agreement with the value of k from the ratio of the forces. However, the fit to
the the tangential force results in a fourteen percent larger value for k of 0.260(3).
In terms of the screening length, l/k, this is a difference of eight millimeters or four
ball diameters in height. As the channel empties, the mean frictional force seems to
maintain its value even after the pressure has started to fall.
While the Janssen solution fit does reasonably well, a closer inspection shows that
the data actually falls slightly faster than the exponential. The solid lines in Fig. 4.8
show a fit to a linear regime that then turns to the exponential as suggested by Vanel
and Clement [40].
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F orz > a FT = s ∗ (zo − z)
F orz < a FT = s ∗ a + (1 − s ∗ a) ∗ (1 − e (z−(zo −a))∗k/l )
where zo is the end of the data (50 cm), a is a fit parameter that defines the end of
the linear region, and s is the slope of the line.

Figure 4.8. Fits to Vanel-Clement expression. Tangential (top) and normal (bottom) forces versus distance for all flow speeds. The dotted black line is a best fit of
the average of the data to the Janssen prediction for the force. The solid lines are a
best fit of the average of the data to the Vanel-Clement expression of Eq. 4.3.

Unsurprisingly, the addition of another parameter does improve the fit. What
is somewhat surprising is how well the fit parameters for the two forces, shown in
Table 4.4, agree with each other. Both sets of data agree that the linear region is
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fairly small, extending approximately 3.5 cm from the end of the flow. The now
matching values of k are much smaller than the values found in the Janssen only fit,
and result in a l/k screening length of 8.7 cm. In the interpretation of k as a friction
coefficient, the value of 0.19 is different than the value of 0.21 that was obtain from
the ratio of the mean forces. However, in Sec. 4.6 we shall determine the friction
coefficient in a completely different way, and this value will be in good agreement
with the value of 0.186 found here in the Vanel-Clement fit.
k
Eq. 4.3
ft
fn
Eq. 4.4
ft
fn

a (cm) s (cm−1 )

0.260(3)
0.224(2)
0.186(5)
0.191(4)

3.3(2)
3.7(2)

0.154(4)
0.123(3)

Table 4.1. Janssen and Vanel-Clement fit results. Values of fit parameters in Eq. 4.3
and Eq. 4.4 where k is the Janssen coefficient, a defines the height of the linear region,
and s is the slope in this region.

While there is good agreement between the two forces in the Janssen regime, the
slope of the linear regions are not as well matched. The sharper fall of the tangential
force noted in the fit to Eq. 4.3 is now present as a steeper decline in the linear section.
The tangential force appears to try and maintain a value in excess of the expected
Coulomb friction until the very end of the flow when the overly large force quickly
falls to zero. On the other hand, the slope of the normal force is entirely consistent
with a hydrostatic interpretation. In an ordinary fluid the pressure against the walls
is given by ρgh. In direct analogy the expected slope for the force in the linear regime
should be ρgγA/ < fn >, which for this experiment is 0.129(8) cm−1 compared to
the fit value of 0.123(3).
The Vanel-Clement fit shows a rather sharp transition in the behavior of the flow.
The linear portion of the fit indicates that the existence of the free surface at top of the
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flow allows enough freedom for the balls to act in a very fluid-like manner. However,
once the free surface is far enough away, the flow is then best modeled by the Janssen
equation which assumes solid-like behavior. At no point in the Vanel-Clement model
is there a region of crossover between these behaviors, and the data clearly indicates
that one is not needed. The change from solid-like to liquid-like behavior occurs over
a length comparable to a particle diameter.

4.5

Correlations of the fluctuations

We now move away from the discussion of the mean forces, and for the remainder
of the thesis focus on the large fluctuations in the forces that occur in the region
of the flow in which the mean is a constant. This examination will begin with the
correlations of the forces, both with themselves and cross correlations with each other.
The correlation function is defined by,
P

ρ(τ ) =

t (F1 (t)−

q

< F1 (t) >) ∗ (F2 (t + τ )− < F2 (t) >)
V ar[F1 ] ∗ V ar[F2 ] ∗ N1 ∗ N2

(4.4)

and has a value of one if F1 and F2 are perfectly correlated, and zero if they are
perfectly uncorrelated.
To determine the persistence of the fluctuations we start with the autocorrelation
functions. The plots on the left hand side of Fig. 4.9 show the correlation functions of
the forces for all of the flow speeds as a function of the correlation time. The plots on
the right show that the central peak of the autocorrelations for all three force directions collapse to a single curve if the correlation time is re-scaled by the flow speed.
The resulting correlations decay very quickly, and in the load bearing directions, go
to zero in less than a centimeter. It was shown in Fig. 3.9 that the flow used in the
MRI experiment also became uncorrelated after the flow had moved approximately
five particle diameters. Even though the force measurements do not show the same
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flow speed dependance that the MRI experiment showed, both experiments do seem
to share a similar length scale for which correlated behavior occurs.

Figure 4.9. Autocorrelations of the forces. Autocorrelations of the forces versus
correlation time (left) and correlation time re-scaled by the flow speed (right). The
diameter of a ball is shown by the black bars in the bottom right plot.

After the initial decay there is an oscillation in the correlation functions. The
re-scaling with velocity does not appear to collapse these oscillations, but Fig. 4.10
shows that the flow speed is in fact the correct scaling. The figure shows a loglog
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plot of the positions of the first two minimums and and maximums of the vorticity
oscillations as a function of flow speed. The lines in the plot are fits of the data to
a/f low speed. From the fit values of a, the period of the oscillations is found to be
0.66(2) cm.

Figure 4.10. Autocorrelation peak positions. Loglog plot of the positions of the
first two minimums and and maximums of the vorticity oscillations as a function of
flow speed. The lines in the plot are fits of the data to the inverse of flow speed.

Shown in Fig. 4.11 are the cross correlations of the tangential and normal force,
FT (t) ∗ FN (t + τ ), which also scale with the flow speed and also decay in less than a
centimeter. (The cross correlation between the vorticity direction and the other two
force directions are not shown since the physical symmetry in this direction requires
and results in zero correlation.) While the zero time correlation between the tangential
and the normal force is quite high, with a value of 0.81, one might wonder why the
correlation is not higher. If the force along the flow direction was perfect Coulomb
friction, then the tangential force would always change with the normal force, and
the cross correlation would be a perfect one at time zero.
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Figure 4.11. Cross correlations of FT and FN . a) The cross correlations for all flow
speeds with the correlation time scaled by flow speed. b) The rapid build up, and
slow decay, of the cross correlation compared to the autocorrelations for flow speed
1.0 cm/s. c) A section of the force data showing a tendency for large fluctuations
in both forces to build quickly and then for the fluctuations to persist longer for the
normal force.
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One source of this apparent deviation from Coulomb friction is seen in the cross
correlation’s unexpected lack of symmetry about zero, shown in Fig. 4.11b. The cross
correlation builds more quickly than the autocorrelations and decays more slowly.
Fig. 4.11c shows a segment of the data for a flow speed of 1.0 cm/s. As expected from
the high degree of correlation, the majority of the data for the two forces tracks each
other very well. The larger fluctuations, however, show a tendency to build quickly
and simultaneously in both force directions. The force along the flow then decays
relatively quickly, while the normal force persists for a longer time. This would lead
to a correlation of a tangential force with a normal force at later times.

Figure 4.12. Cross correlation of waves that decay at different rates. The plot on
the right is the auto and cross correlations of the waves shown in the plot on the left.

Figure 4.12 shows the correlation of two functions, FT and FN, that have these
properties of rising together and decaying separately. The actual functions themselves, shown in the figure on the left, are sine waves that have had their negative
halves set to zero. Both waves have the same frequency, and therefore rise together,
but they are multiplied by exponentials with different decay lengths to give them
different durations,
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e−a∗sin[ωt−b] ∗ sin[ωt], f or sin[ωt] > 0

(4.5)

where a and b are, respectively, 2 and 0.4 for FT, and 1.5 and 0.25 for FN. If only
FT had an exponential decay, then the cross correlation would be asymmetric about
zero, but the correlation would rise with the autocorrelation of FT and decay with the
autocorrelation of FN. By adding a different exponential decay to FN the correlation
within a wavelength is spoiled, and the resulting cross correlation rises faster than
FT and decays slower than FN.
This result is the opposite of what was just obtained in the previous section. The
mean force analysis showed that the tangential force maintained a larger value as the
normal force went to zero, but the correlations seem to indicate that the tangential
force does not maintain its value when the normal force gets large. While, in both
limits, the instantaneous tangential force seems unrestricted, there appears to be a
central range of values that it will maintain regardless of the value of the normal
force.

4.6
4.6.1

Probability distribution
Ratios of the forces

So far we have used correlations and the Janssen coefficient to examine friction
and the relationship between forces in a somewhat indirect manner. In this section
we will take a more direct look at these topics and attempt to predict an expected
value of the tangential force for a given normal force. We shall start by examining
the ratio of the forces as a function of time. In principle, this ratio is a direct measure
of the value of the friction coefficient from instant to instant.
Figure 4.13a shows an example of a time trace of the ratio of the tangential force to
the normal force. Despite the large degree of correlation seen in the previous section,
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there are still fluctuations as large as twice the mean value. This is the ratio of the
normalized forces,
µ=

< fn > ft
∗ .
< ft > fn

(4.6)

Since the average of the ratio need not be equal to the ratio of the averages, this
quantity does not necessarily have to have an average of one. As it turns out, however,
the average is one for all of the flows.

Figure 4.13. Ratios of the forces. a) An example, from a flow speed of 1 cm/s, of
the ratio of the tangential force to the normal force. b) The average of the histograms
of FT /FN for all flow speeds. The inset line is the best fit of a Gaussian to the first
half of the data. c) The average of the histograms of FV /FN for all flow speeds. The
inset line is the best fit of a Gaussian to the data.
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The histograms of FT /FN and FV /FN are shown in Fig. 4.13b and c respectively.
We have taken advantage of the lack of flow speed dependence to decrease the noise
by averaging together the histograms from each of the flow speeds. The lines shown
on the data are Gaussian fits. For the vorticity direction, a Gaussian with a width
(twice the variance) of 1.380(4) is a good fit everywhere. For the tangential direction,
on the other hand, a Gaussian with width 0.39(1) was fit to the first half of the data
only. Values of the ratio larger than one decay exponentially.
While there is no definite expectation for what the friction coefficient should be,
the idea that it is a random variable Normally distributed about some well defined
mean would not be unreasonable. The question that arises from Fig. 4.13 is the cause
of the exponential tail for the distribution of FT /FN . There is no way, from this
histogram alone, to determine if the larger values of the ratio are the result of small
values of the normal force or exceptionally large values of the tangential force.

4.6.2

Conditional Probabilities

Instead of examining the ratio of forces, Fig. 4.14 shows the measured frictional
forces for given normal forces. Fig. 4.14a shows an example of a scatter plot of the
force along the flow versus the normal force. The vertical lines in the figure are bins
that start at zero and are 0.1 N wide, resulting in bins at normal force values of 0.05,
0.15, 0.25, etc. The values of the tangential force within each of the normal force
bins was collected and a histogram of the FT values in each bin was created. A few
of these histograms are shown in Fig. 4.14b beneath the scatter plot. The values of
the tangential force for a given value of the normal force turn out to be Normally
distributed.
Figure 4.14d shows the center position of the Gaussian fits of FT versus FN for all
of the flow speeds. For Coulomb friction, this plot is expected to be linear with no
intercept and a slope that is the coefficient of friction, FT = µFN . Since the forces
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Figure 4.14. Conditional probabilities. a) Scatter plot of the tangential force against
the normal force for flow speed of 1 cm/s. The vertical lines are the bins used to create
the conditional probability plots. b) and c) Examples of conditional probabilities and
Gaussian fits for FT and FV respectively. d) Position of the Gaussian centers of FT
for all flow speeds vs. FN . The black line is a linear fit to the average. e) and f)
Widths of the Gaussians for FT and FV . e) The solid line is a fit to a power and the
dashed line is a linear fit to FT greater than one. The black line in f) is a linear fit to
the average.
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have been normalized by their means, the expected slope of this line is one. The
black line shown on the data is a linear fit to the average of the data from all the flow
speeds, FT = 0.081(3) + 0.888(3)FN .
Figure 4.14e and f show the widths of the Gaussian fits to the histograms. The
P

solid line in e is a fit of the width of FT to n + m ∗ FN , where the best fit occurs
when n is 0.04(1), m is 0.36(2), and p is 0.72(4). The dotted line is a linear fit to
region where FN is greater than one, 0.16(1) + 0.235(7) ∗ FN . The vorticity direction
was also separated into bins, and the resulting histograms, shown in plot c, are also
Gaussian. The physical symmetry in this direction results in distributions that are
all centered on zero. The solid line in plot f is the linear fit of the widths of the FV
histograms, 0.20(1) + 1.15(1)FN .
For the majority of the data, the relationship between the forces is described fairly
well by the Coulomb model. The fit to the positions of the FT distributions do show
that the frictional force does increase linearly with FN . If we consider all of the fits in
the vicinity of the normal force’s expectation value, FN = 1, the combined slope and
intercept give an expected value for FT of 0.969(4), which is only a few percent less
than the Coulomb predicted value. The widths, for FN = 1, are 0.40(2) and 1.35(1)
for FT and FV respectively. These values are in agreement with the Gaussian fits
to the force ratio histograms in Fig. 4.13. For smaller data sets, where by definition
most of the values will show up in the vicinity of the expectation value, the coefficient
of friction will appear to be a variable that is Normally distributed about one.
It has been demonstrated in previous sections that, in the two limits of large and
small normal forces, there are deviations from the Coulomb ideal. The fit to the
centers of the FT distributions also shows these same deviations in the two limits,
but does so with a simple and unchanging linear fit that extends throughout all of
the force values. For large normal forces, where the intercept can be neglected, the
tangential force is only 88.8% of the expected value. As was shown in the cross
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correlation analysis in Sec. 4.5, this is not a friction force tracking with the normal
force with some lower than expected friction coefficient, but is instead the result of
the tangential force not maintaining high values for as long a time as the normal
force.
In the Vanel-Clement fit in Sec. 4.4 of the mean forces as the channel emptied,
the Janssen model was used to fit data that excluded the smaller forces. The fit
constant of 0.186 that resulted might be interpreted as a friction coefficient. The
un-normalized coefficient of friction from the fit to the centers of the FT distributions
is found by simply multiplying the ratio of the average forces (0.21) by the slope of
0.888. This results in a value of 0.187. In the limit that the small forces are completely
excluded, both the Vanel-Clement and the conditional probability methods agree on
the coefficient of friction.
In the opposite limit of the data, as the normal force goes to zero, the Coulomb
expectation is that the tangential force will also go to zero. The fact that FT does not
go to zero, but instead has an intercept of 0.081, is another source of similarity between
the conditional probability and the mean force data. As the channel emptied in the
mean force analysis, the tangential force maintained a higher value as the normal
force went to zero. Here, in the fluctuations of the force far from the end of the
flow, the tangential force also has a higher than expected value as the normal force
goes to zero. Frictional forces that are larger than what would be expected from the
corresponding normal forces, would lead to an excess of values for the coefficient of
friction greater than one. While an excess of these values would not necessarily lead
to an exponential tail they would contribute to the thicker than Gaussian tail shown
in Fig. 4.13b.
And, finally, to tie the conditional probability data into the histograms of the
forces presented in Sec. 4.3, we note that elementary probability theory states that
P (FT ) is the integral over FN of P (FT |FN ) ∗ P (FN ). Numerical integration of these
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probabilities should, therefore, reproduce the probability distribution of the tangential
forces. The Gaussians just discussed provide the P (FT |FN ). For P (FN ) we use the
fit to the Gamma distribution that was presented in Sec. 4.3.

P (FT ) =

Z

−(

FT −(0.081+0.888∗FN ) 2
0.04+0.36∗FN 0.72

e
dFN (
0.04 + 0.36 ∗ FN

)
e−4.76∗FN ∗ FN 3.76 ∗ 4.764.76
√
∗
)
0.72 ∗
π
Γ(4.76)

(4.7)

2

P (FV ) =

Z

FV
−(
)
e 0.20+1.15∗FN
e−4.76∗FN ∗ FN 3.76 ∗ 4.764.76
√ ∗
dFN (
)
(0.20 + 1.15 ∗ FN ) ∗ π
Γ(4.76)

(4.8)

Fig. 4.15 shows the average of the histograms for all flow speeds for both FT and FV .
The error bars are one standard deviation in the average. The black lines lines on
the data are the results of the numerical integration.

Figure 4.15. Histograms of the tangential forces. The plots are the histograms of
FT (left) and FV (right). The black lines are the results of the numerical integration
of Eqs. 4.7 and 4.8.
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CHAPTER 5
CONCLUSION

This thesis has presented two experiments that have examined dense granular
flows in different limits of density and flow speed dependance. The MRI study of a
flow through a narrow pipe observed a marked change in the nature of the flow as
the average flow speed increased. The second experiment measuring the forces at the
boundary of a frictional flow had no observable flow speed dependance at all.
The MRI experiment has studied the flow of a dense granular material through
a vertical channel as a function of the flow speed. In most observations of granular
systems, including the experiment that was presented here, the velocity profiles are
seen to collapse to a single curve when the profiles are normalized by their respective
flow speeds. This velocity scaling is typically seen as evidence that the speed is an
unimportant parameter in granular flows. However, this experiment has, by looking
beyond the mean velocity profiles, showed two velocity dependant regimes of flow
that appear to transition smoothly from one to the other. The flows whose re-scaled
√
velocity, ṽ = v/ gd, were greater than one had time averaged profiles of the deviation
in velocity, the mass flow rate, and the average packing fraction that collapsed to a
single value when normalized by the their flow speeds. The collapse did not occur
for flows whose values of ṽ were less than one. These flows exhibited flow speed
dependance that smoothly approached the large ṽ limit.
The probability distributions for the velocity as a function of the radial position
showed marked qualitative differences between flows in which ṽ was less than one and
the flows where this velocity was greater than one. The slower flows had distributions
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with a large peak near zero and a nearly uniform distribution for higher velocities.
This kind of distribution is consistent with the aperiodic stopping and starting of the
flow. A measurement of the coherence of the motion allowed us to determine the
frequency and duration of these stopping events. For the slowest flow, some of the
jammed events were found to last as long as 55 ms, which is enough time for the flow
to move an average distance of 5 particle diameters. A one-dimensional lattice model
was used in a simulation of local jamming events driven by density fluctuations. The
results of this simulation showed behavior that is very similar to both the coherence
measurement and the velocity distributions.
The faster flow regime had a two peaked distribution that was well separated from
zero. A spatial-temporal correlation presented evidence of the existence of density
waves in the flow. A simulation consisting of the spatial-temporal correlation of
a sine wave with a frequency of 15 Hz and a wavelength of 6.25 cm was in good
quantitative agreement with the experimental correlation. By using the equation
of mass conservation, this simulation was extended to create velocity probability
distributions that showed that the two peaked distributions in the experimental data
was the result of the motion of the seeds in a density wave.
The second experiment discussed in this thesis was the measurement of forces at
the wall of a dense vertical channel flow. The bulk of the discussion concerning this
experiment focused on friction, specifically, the Coulomb model of friction, which is
the simplest and most widely used friction model. We have measured the frictional
force directly with a transducer capable of determining the forces in all three spatial
directions simultaneously, and have used this information to directly test the validity
of the Coulomb model, while outlining and comparing different methods of using the
force measurements to determine the friction coefficient.
The Coulomb model predicts a strict linear relationship between the frictional and
normal forces. An examination of the time averaged forces, as the channel emptied,
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showed a frictional force that maintained a high value even when the normal force
had begun to fall. The cross correlations of the force fluctuations far from the end
of the flow showed showed the opposite behavior. For large values the forces there
was a tendency for the tangential force to very quickly fall in value, even though the
value of the normal force remained high.
An examination of the conditional probability of the frictional force for a given
normal force did confirm that there is a linear relationship between the two forces.
The conditional probabilities also confirmed the previous results that for larger normal forces the tangential force was lower than what would be expected in the Coulomb
model, and that for smaller normal forces, the frictional force was higher than expected.
The friction coefficient that emerged from the experiment was 0.19, a value that
is far short of the material friction coefficient of 0.36. The individual particles in
a flow are free to roll, skip, and rearrange themselves in a variety of ways. These
degrees of freedom enable the flow to internally set virtually any friction angle up to
the material coefficient. We have seen that there is a preferred value for the fictional
force that the flow will try to maintain regardless of the value of the normal force. We
speculate that this value is probably the local weight of the material. Any frictional
force larger than the weight would act as a brake on the flow, while forces smaller
than the weight would allow the flow to accelerate. While these conditions could, and
did, exist for short time and distance scales, in a dense flow full of neighbors trying
to reach the bottom, these conditions can not last long, and the frictional force will
have to return to its mean value of the material weight. The internal friction angle is
then probably set by the interrelated needs to maintain the tangential weight and the
normal pressure against the walls caused by the dilation needed to allow the particles
to flow.
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This last paragraph has all the language of stopping and starting that the MRI
experiment had, so why was there no flow speed dependant behavior in the force
measurement experiment? One explanation may be that the flow just wasn’t fast
enough. In terms of the re-scaled velocity,ṽ, the fastest flow speed for the force
experiment was 0.72, which is well below the values that produced density waves in
the MRI experiment.
Further exploration of the differences between the two flows would probably best
be done with further MRI experiments in a larger channel. This would immediately
determine whether or not the effects observed are only to be found in narrow pipes
where the entire flow is near the shear boundary. A larger pipe would also produce
a slower flow for a given exit aperture. This would allow measurements to be made
at the same flow speeds that the force was measured in. And finally a larger channel
would allow the use of the much larger mustard seeds as the flow medium. These seeds
are much more spherical in shape and can be used to explore the effect of eccentricity
of the particles on the flow profile.
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APPENDIX
FIGURES OF VELOCITY PROBABILITY
DISTRIBUTIONS

Shown below are all of the velocity probability distributions measured in the MRI
experiment. There are six mean flow speeds shown. Many of the flow speeds have
distributions for different experimental observation times, which are presented as the
mean displacement of the flow, < v > ∗∆t. The left side of the figures is the full
three dimensional plot of the probability density as a function of radius and velocity.
The right side of the figures shows slices of the distribution at radial values of one,
two, three, and four millimeters.

Figure A.1. Velocity PDF for v = 3.9 cm/s and ∆z = 0.05 mm
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Figure A.2. Velocity PDF for v = 3.9 cm/s and ∆z = 0.3 mm

Figure A.3. Velocity PDF for v = 3.9 cm/s and ∆z = 1.3 mm

Figure A.4. Velocity PDF for v = 3.9 cm/s and ∆z = 1.9 mm
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Figure A.5. Velocity PDF for v = 3.9 cm/s and ∆z = 2.6 mm

Figure A.6. Velocity PDF for v = 5.8 cm/s and ∆z = 0.1 mm

Figure A.7. Velocity PDF for v = 5.8 cm/s and ∆z = 0.3 mm
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Figure A.8. Velocity PDF for v = 5.8 cm/s and ∆z = 1.3 mm

Figure A.9. Velocity PDF for v = 5.8 cm/s and ∆z = 1.9 mm

Figure A.10. Velocity PDF for v = 7.6 cm/s and ∆z = 0.15 mm
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Figure A.11. Velocity PDF for v = 7.6 cm/s and ∆z = 0.3 mm

Figure A.12. Velocity PDF for v = 7.6 cm/s and ∆z = 1.3 mm

Figure A.13. Velocity PDF for v = 7.6 cm/s and ∆z = 1.9 mm
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Figure A.14. Velocity PDF for v = 7.6 cm/s and ∆z = 2.6 mm

Figure A.15. Velocity PDF for v = 7.6 cm/s and ∆z = 3.2 mm

Figure A.16. Velocity PDF for v = 11.8 cm/s and ∆z = 0.3 mm

97

Figure A.17. Velocity PDF for v = 15.0 cm/s and ∆z = 0.3 mm

Figure A.18. Velocity PDF for v = 16.7 cm/s and ∆z = 0.3 mm

Figure A.19. Velocity PDF for v = 16.7 cm/s and ∆z = 1.3 mm
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