Introduction
This paper is a continuation of [ES1] and [EV2] .
In [EV2] , A.Varchenko and the first author considered weighted traces of products of intertwining operators for quantum groups U q (g), where g is a simple Lie algebra. They showed that the generating function F V1,...VN (λ, µ) of such traces (where λ, µ are complex weights for g) satisfies four commuting systems of difference equations -the Macdonald-Ruijsenaars (MR) system, the quantum Knizhnik-Zamolodchikov-Bernard (qKZB) system, the dual MR system, and the dual qKZB system. The first two systems are systems of difference equations with respect to λ, which involve Felder's trigonometric dynamical R-matrix depending of λ. The second two systems are systems of difference equations respect to µ, which are obtained from the first two by the transformation λ → µ, V i → V * N −i+1 . Such a symmetry is explained by the fact that the function F V1,...VN (λ, µ) is invariant under this transformation.
If the quantum group U q (g) is replaced with the Lie algebra g, these results are replaced with their classical analogs ([EV2] ). Namely, the MR and qKZB equations are replaced by the classical MR and KZB equations, which are differential equations involving Felder's classical trigonometric dynamical r-matrix. The dual MR and KZB equations retain roughly the same form, but involve the rational quantum dynamical R-matrix rather than the trigonometric one. Thus, the symmetry between λ and µ is destroyed.
In [ES1] , we generalized the classical MR and KZB equations to the case when the trace is twisted using a "generalized Belavin-Drinfeld triple", i.e. a pair of subdiagrams Γ 1 , Γ 2 of the Dynkin diagram of g together with an isomorphism T : Γ 1 → Γ 2 between them. It turned out that such twisted traces also satisfy differential equations which involve a dynamical r-matrix, namely the one attached to the triple (Γ 1 , Γ 2 , T ) by the second author in [S] .
After [ES1] was finished, we wanted to generalize its results to the quantum case. It was clear to us that to express the result we would need an explicit quantization of classical dynamical r-matrices from [S] . Therefore, we hoped that attempts to quantize the results of [ES1] using the approach of [EV2] could help us obtain such a quantization (which was unknown even for the usual Belavin-Drinfeld classical r-matrices). This program did, in fact, succeed, and the quantization of dynamical r-matrices from [S] was recently obtained in [ESS] .
In this paper, using the results of [ESS] and methods of [EV2] , we generalize the difference equations from [EV2] to the twisted case; this also provides a C[[ ]]-Hopf algebra with generators E α , F α , α ∈ Γ and q h , h ∈ h subject to the following set of relations :
where as usual
Comultiplication ∆, antipode S and counit ǫ in U q (g) are given by
ǫ(E αi ) = ǫ(F αi ) = 0, ǫ(q h ) = 1.
Let U q (n ± ) be the subalgebra generated by (E α ) α∈Γ and (F α ) α∈Γ respectively. It is known that U q (g) is quasitriangular, with R-matrix R ∈ q Ω h U q (n + )⊗U q (n − ). Here⊗ denotes the completion with respect to the principal grading of U q (n ± ).
Generalized Belavin-Drinfeld triples and classical dynamical r-matrices
Let l ⊂ h be a subalgebra on which ( , ) is nondegenerate. Let (x i ) i∈I be an orthonormal basis of l and let (x i ) i∈I be the dual basis of l * . The classical dynamical Yang-Baxter equation with respect to l is the following equation : where r(λ) : l * → (g ⊗ g) l is a meromorphic function. Solutions of (1.1) relevant to the theory of Poisson-Lie groupoids (see [EV1] , [ES2] , [Xu] ) are those satisfying the generalized unitarity condition, i.e r(λ) + r 21 (λ) = Ξ is constant and Ξ belongs to (S 2 g) g . In [S] the second author classified all such solutions r(λ) which are non skewsymmetric (that is, Ξ = 0). Up to isomorphism and gauge transformations, they are labeled by the following combinatorial data called generalized Belavin-Drinfeld triples.
Definition. A generalized Belavin-Drinfeld triple is a triple (Γ 1 , Γ 2 , T ) where Γ 1 , Γ 2 ⊂ Γ and T : Γ 1 ∼ → Γ 2 is an orthogonal isomorphism.
Let (Γ 1 , Γ 2 , T ) be a generalized Belavin-Drinfeld triple. Set
Note that l is spanned by real elements so that the restriction of ( , ) to l is nondegenerate. Let h 0 ⊂ h be the orthogonal complement to l in h and let Ω h0 ∈ h 0 ⊗ h 0 be the element inverse to the form ( , ). The following lemmas are proved in [ES1] .
Lemma 1.1. There exists a unique Lie algebra homomorphism B :
, and
Moreover the restriction of B to h is an orthogonal operator.
Remark. We use the symbol B −1 for notational convenience only. The operators B and B −1 are only inverse to each other when restricted to h.
Lemma 1.2 (Cayley transform).
For any x ∈ h 0 , there exists a unique ele-
The classical dynamical r-matrix associated to (Γ 1 , Γ 2 , T ) is
where r 0 = 1 2 Ω h + α e α ⊗ f α is the standard classical r-matrix.
Quantum dynamical R-matrices
In our joint work with Travis Schedler [ESS] we obtain an explicit quantization of the r-matrices r T (λ). Namely, we construct a trigonometric function R T (λ) :
2 ) which satisfies the quantum dynamical Yang-Baxter equation
(1.3)
In the above equation we used the usual notation for shifts in the dynamical variable: for instance, if S(λ) is any meromorphic function l Taylor expansion) , where y 1 , . . . , y r is a basis of l and y 1 , . . . y r is the dual basis of l * .
The construction is based on the following result. Let I ± ⊂ U q (b ± ) be the kernels of the projections
are defined in the same fashion as in the classical case (see Lemma 1.1).
To simplify notations we will write q A i for (q A ) i for any operator A (the operator q A acting on the i-th component of a tensor product).
Theorem 1.1 ( [ESS] ). There exists a unique trigonometric rational function
2. J T (λ) satisfies the modified ABRR equation :
Moreover J T (λ) satisfies the shifted 2-cocycle condition :
The quantum dynamical R-matrix R T (λ) is obtained by twisting R by
Note that the polarization we use here is the opposite to the polarization used in [ESS] , where the twist J T (λ) was an element of
One aim of this paper is to provide a representation-theoretic interpretation of the quantum dynamical R-matrix R T (λ). This is done in terms of twisted traces of quantum intertwiners and of the systems of difference equations satisfied by them.
2 Twisted traces of quantum intertwiners 2.1 Definition Let M µ be the Verma module over U q (g) with highest weight µ ∈ h * and let v µ be a highest weight vector. We will also consider the graded dual Verma module M * µ and let v * µ be its lowest weight vector satisfying v * µ , v µ = 1. Let V be a finite-dimensional U q (g)-module and let V = ν V [ν] be its weight space decomposition. The following result is well-known (see e.g [ES2] ) :
Conversely, for every weight ν and every homogeneous vector v ∈ V [ν] we will denote by Φ
It will be convenient to consider all the operators Φ v µ simultaneously by setting
where B is a homogeneous basis of V .
Let (Γ 1 , Γ 2 , T ) be a generalized Belavin-Drinfeld triple. Let l, h 0 , C T , . . . have the same meanings as in Section 1. Finally, let µ, µ ′ be weights satisfying the following relation :
We define a linear map B :
The set of pairs of weights (µ, µ ′ ) satisfying (2.1) and such that µ ′ − µ = µ is an l * -torsor l * . For any such pair (µ, µ ′ ) and for λ ∈ l * , we define the following formal power series in (
where B i is a homogeneous basis of
The main results
Our main result is that the functions Ψ T V1,... ,VN (λ, µ) satisfy some interesting difference equations. These difference equations are more conveniently expressed after some renormalizations. Set
). We will denote simply by Q(λ) the element corresponding to the trivial triple (Γ, Γ, Id).
be the twisted Weyl denominator. The explicit expression for δ T q (λ) is as follows. Let Γ 3 be the subset of Γ 1 ∩ Γ 2 consisting of roots which return to their original position after applying T several times, and let Γ 3 be the set of positive roots which are linear combinations of roots from Γ 3 . For each α ∈ Γ 3 let N α be the order of the action of B on α. Consider the Lie algebra g and define
Define the renormalized trace function by
Let W be a finite-dimensional U q (g)-module. Consider the following difference operator acting on functions l
where T ν f (λ) = f (λ + ν). In the above, we only consider the trace of the "diagonal block" of (
Theorem 2.1 (Twisted Macdonald-Ruijsenaars equations). This theorem is proved in Section 3.
For each j ∈ {1, . . . , N } consider the two following operators :
where C h = m 12 (Ω h ) ∈ U (h) is the quadratic Casimir element for h, and where 
This theorem is proved in Section 4. Now suppose that (Γ 1 , Γ 2 , T ) is a complete triple, i.e Γ 1 = Γ 2 = Γ and T is an automorphism. In this case, the functions F T V (λ, µ) satisfy in addition some dual difference equations, with respect to the variable µ.
In a complete triple the maps B : 
where
Remark. Any B-invariant finite-dimensional U q (g) module is a direct sum of modules V ν0 := ν∈ B ν0 V ν where V ν is the irreducible highest weight module of highest weight ν and where ν 0 is dominant integral. It is easy to see that both sides of (2.8) identically vanish when W = V ν0 and ν 0 ∈ l * (i.e when B(ν 0 ) = ν 0 ).
The twisted character Tr |W h 0 (q 2λ B) can be expressed explicitly when W = V ν with ν ∈ l * . Consider the quotient Dynkin diagram Γ = {α = α∈α α | α ∈ Γ/ T } which forms a set of simple roots in l * with respect to the restriction of ( , ) to l * . Namely, if Γ = {α 1 , . . . , α n } is of type A n and if T is the "flip"
and T is the rotation of order three around the trivalent root then Γ/ T = G 2 ; if Γ = D k and T is the symmetry of order two around the trivalent root then Γ = C k−1 ; and if Γ = E 6 and T is the symmetry around the trivalent root then Γ/ T = F 4 . Let ∆ be the root system of Γ. Let g be the simple complex Lie algebra associated to Γ. Note that any weight ν ∈ l * is naturally a weight for Γ. However, the scalar product on l * is not the usual one corresponding to the root system ∆. For instance we have (α, α) = 2N α if N α is the number of elements in the T -orbit α and if any two elements of that orbit are orthogonal.
* we have
where V ν is the irreducible g-module of highest weight ν.
Theorem 2.3 and Proposition 2.1 are proved in Section 5. Now, define for each j ∈ {1, . . . , N } the following operators
where C l = m 12 (Ω l ) ∈ U (l) and where Γ * 
10) This theorem is proved in Section 6.
Remark 2. We do not expect the dual equations to exist for non-complete triples. This can be explained in the following way. Suppose that g is an affine Lie algebra and that T = Id, so that r T (λ, z) is the Felder elliptic dynamical r-matrix. In that case it is known that the the dual trigonometric qKZB equations without spectral parameter can be interpreted as monodromy of the flat connection on the torus defined by the classical (elliptic) KZB equations (see [Ki] ). One can show that this is true for any elliptic dynamical r-matrix. On the other hand, it was proved in [ES1] Proposition 4.2 that the classical dynamical r-matrix with spectral parameter r T (λ, z) associated to an affine Lie algebra and a triple (Γ 1 , Γ 2 , T ) is elliptic only when T is an automorphism; for general triples, it is partially elliptic and partially trigonometric (for instance, it is purely trigonometric when T is nilpotent). This shows that the monodromy of these KZB equations should be defined only for complete triples, and hence the existence of the dual equations should be expected only for them.
Remark 3. The above theorems are also valid for the specialized quantum group U q (g), which is obtained from the formal quantum group when we take ∈ C * \ {iR} to be a complex number. In that case, it is more convenient to consider the twist J T (λ) as an endomorphism of the functor
which assigns to any two finite-dimensional U q (g)-modules V and W the vector space V ⊗ W . Here Rep(U q (g)) is the category of finite-dimensional U q (g)-modules and V ec is the category of finite-dimensional C-vector spaces. For instance, equation (1.5) means that for every three representations U, V, W and vectors u ∈ U , v ∈ V and w ∈ W with respective weights λ u , λ v and λ w we have
The twisted Macdonald-Ruijsenaars equations
The proof of Theorem 2.1 is an extension of the proof of Theorem 1.1 of [EV2] to the case of an arbitrary generalized Belavin-Drinfeld triple. From now on we fix such a triple (Γ 1 , Γ 2 , T ). We first note that the notion of radial part generalizes straightforwardly to the twisted setting :
* such that we have
The operator D T X is called the twisted radial part of X.
It is well-known (see [D] , [R] ) that the map W → C W defines a homomorphism from the Grothendieck ring of the category of finite-dimensional U q (g)-modules to the center of
Proposition 3.2. We have
Proof. See [EK] , [EV2] .
Let us now proceed to explicitly compute the operator M W .
Let V be a finite-dimensional U q (g)-module. Introduce the following function with values in V ⊗ V * ⊗ U q (g), with components labeled as 1, * 1 and 2 respectively :
Lemma 3.1. We have
Proof. First we note that, by pulling the R-matrix around the trace and using the intertwining property together with the fact that B −1
On the other hand, using the defining equation for J T (λ), the relation B −1
The lemma now follows from the fact both sides of (3.1) satisfy the relation 
Consider the following function with values in
) (with components labeled as 1, * 1, 2 and 3 respectively) :
Lemma 3.2. We have
Proof. Moving R 03 around the trace, using the quantum Yang-Baxter equation for R and the B-invariance property of R again, we get
On the other hand, using the modified ABRR equation (1.4) we have
T (λ). By the above and by Lemma 3.1, both X(λ) and Z V (λ − 1 2 h (3) ) satisfy the equation
and are both of the form Y = J 12
) and the lemma is proved.
Corollary 3.1. We have
Now let W be any finite-dimensional U q (g)-module. By Corollary 3.1, we get
where m :
(λ) and where we used Sweedler's notation for coproducts :
where u = i S(b i )a i is the Drinfeld element and
Proof. This is obtained by applying m 21 (S⊗1) to the relation (B 1 J T (λ))
21 , which itself follows from (1.4) and the B-invariance of J T (λ).
Substituting (3.4) in (3.3) yields
Proof. From the modified ABRR relation we get
Applying 1 ⊗ ∆ yields
which can be written as
Equation (3.6) is now obtained by applying m 13 (S −1 ⊗ 1 ⊗ 1).
We introduce the following notation. For any linear operator
in the i-th component. In other words, we replaceĥ (i) by the weight in the i-th component after the action of H.
Lemma 3.5. The following identities hold :
(1) ).
Proof. Equalities i) and iii) are proved in the same fashion as in [EV2] . Equality ii) follows from the relation R∆ = ∆ op R.
Corollary 3.2. We have
Proof. Use i),ii) and iii) successively, as in [EV2] , (2.32).
By Corollary 3.2 and using the relation B 1 J T (λ) = B −1 2 J T (λ), we can rewrite (3.5) as follows :
whereG(λ) = q −2ρ P (λ)S(Q T )(λ). We now proceed to computeG(λ).
The following lemma is proved as in [EV2] :
(see [M] for a detailed proof of this in the nondynamical case; the dynamical case is analogous). In particular, replacing λ by λ , we have
which can be rewritten as
Let us now expand R T ( λ ) and G( λ ) around = 0 :
Note that by (3.8) we have ∆ 0 (g 1 (λ)) = g 1 (λ) ⊗ 1 + 1 ⊗ g 1 (λ) (where ∆ 0 is the usual coproduct on U g), which implies that g 1 (λ) ∈ g. But since G(λ) is of l-weight zero, g 1 (λ) ∈ h. Now, by (3.9), we have
where (x i ) is a basis of l. In particular, [r(λ), g 1 (λ) ⊗ 1 + 1 ⊗ g 1 (λ)] ∈ Λ 2 h. But this implies that [r(λ), g 1 (λ) ⊗ 1 + 1 ⊗ g 1 (λ)] = 0. Thus g 1 : l * → l is a closed 1-form on l * and there exists functions f 1 (λ) and g 2 (λ) =
By the same argument, g 2 (λ) is a closed 1-form. Continuing in this process, we finally obtain a function f defined on
f (λ−h) . It remains to determine f (λ) explicitly. For this, apply (3.7) and Proposition 3.2 2. to the case of the trivial representation
and R V W = 1. We get
.
As in [EV2] , Corollary 2.16 we conclude that one can take f (λ) = δ T q (λ).
Theorem 2.1 now follows from (3.7), Proposition 3.2 ii), Proposition 3.3 and from the following easily checked fusion identity :
The twisted qKZB equations
We will first prove that the twisted qKZB equations hold for two finitedimensional U q (g)-modules V and W . As in the preceding section, we start with several preliminary lemmas.
, with components labeled as 1, 2, * 2, * 1 and 3 respectively :
Lemma 4.1. We have
Proof. Moving the R-matrix around the trace and using the cyclicity property, we get
On the other hand, 
Thus both sides of (4.1) satisfy the equation X = R 31 q 2λ 12 B −1 3 X and are of the form X = q
But it is easy to see that such an X is unique and the lemma follows.
Now set
Lemma 4.2. We havẽ
Proof. From (4.1) it follows that
To conclude the proof of the lemma we use the following relations : i S(a
This last equation is obtained by applying m 32 (1 ⊗ 1 ⊗ S −1 ) to the cocycle identity (1.5).
Consider the following function with values in
Lemma 4.3. We have
Proof. A computation similar to the one in Lemma 4.1 shows that both Y V (λ, µ) and q
2 X and are of the form X = q
It is easy to see that such an X is unique.
We will also need the following two-representations analogue of Y V (λ, µ) :
Lemma 4.4. We have
Proof. One checks that both sides of (4.4) are solutions of the equation
Finally, we introduce a function :
Lemma 4.5. We havẽ
Proof. By (4.4) we havẽ
Now we use the following relations:
Using the identity
which is obtained by applying m 12 (S ⊗ 1 ⊗ 1) to (1.5), we can further simplifỹ Y W V (λ, µ) :
which proves the Lemma.
We need one last technical result :
Lemma 4.6. We have
where (x i ) i is an orthonormal basis of h.
Proof. Let Z = u −1 q 2ρ . This is a ribbon element of U q (g) (see [D] ). Thus
But by (4.6) we have
On the other hand, it is easy to see that Z |Mν = q (2ρ+ν,ν) . The Lemma now follows by a direct computation.
We are now in position to prove Theorem 2.2. From (4.7), we have
In other words,
Using (4.2), (4.5), the relation uS(u −1 ) = q 4ρ , Proposition 3.3 and the definition of ϕ T W V (λ) we finally obtain (q
From this we derive the qKZB equation with N representations in the following way. We start with the easily checked fusion identities
Now, from (4.8) with 
On the other hand, by (4.9) with W = V 1 ⊗ · · · ⊗ V j−1 and V = V j ⊗ · · · ⊗ V N and using (4.10) we also have (q
Applying the operator Γ j to both sides of (4.13) we get (q
(4.14)
Comparing (4.12) with (4.14) and using the l-invariance of R we obtain (q
which can be rewritten as (q
Finally, taking into account identities (4.9) and (4.10), we obtain (q
The proof of Theorem 2.2 is now obtained by replacing µ by −µ − ρ and by rewriting (4.17) in terms of F T V1,... ,VN (λ, µ).
The twisted dual Macdonald-Ruijsenaars equation
In this section we let (Γ 1 , Γ 2 , T ) be a complete generalized Belavin-Drinfeld triple. Let W be a finite-dimensional U q (g)-module such that W ≃ W B and let us consider W as a B ⋉ U q (g)-module as in Section 2.
For generic values of µ, the tensor product M µ ⊗ W decomposes as a direct sum of Verma modules, and
is an isomorphism onto the isotypic component corresponding to M µ+ν . The following lemma is straightforward :
Now let V be any finite-dimensional U q (g)-module and consider the composition
By [EV2] , Proposition 3.1, we have
It follows from Lemma 5.1 that
where R(λ) = R Id (λ) is the quantum dynamical R-matrix corresponding to the trivial triple (Γ, Γ, Id) and where t 2 means transposition in the second component (so that R W V (B(µ + ν)) t2 acts on W ⊗ V * ). Now let us multiply both sides of (5.1) by q 2λ Mµ⊗W and sum over all values of ν. This yields
Let us take the trace in the Verma modules and in W . Using the fact that R ∈ q Ω h U q (n + ) ⊗ U q (n − ) and that ν − B(ν) is never a linear combination of negative roots, we obtain
It is clear that
Hence from (5.2) we get
which can be rewritten in terms of F T V (λ, µ) as
Finally, using the formula
(see [EV2] , (3.12)) and using the fact that Q is of weight zero, we simplify (5.3) to
The twisted dual Macdonald-Ruijsenaars equations for an arbitrary number of modules V 1 , . . . V N can now be deduced from (5.5) and from the fusion identity (3.10). Theorem 2.3 is proved.
Proof of Proposition 2.1. Let W and W be the Weyl groups of Γ and Γ respectively. By the Bernstein-Gelfand-Gelfand resolution, we have
Denote by s α the simple reflection corresponding to the simple root α ∈ Γ. The group generated by B acts on W by B(s α ) = s T α . It follows from the facts that W acts simply transitively on the sets of simple roots and that ν is dominant that B(w(ν + ρ) − ρ) = w(ν + ρ) − ρ if and only if B(w) = w. Moreover, W B is naturally isomorphic to W. Hence,
Let ω α be the fundamental weight corresponding to α ∈ Γ. It is easy to check that {ω α = (α,α) 2Nα
α∈α ω α , α ∈ Γ} is the set of fundamental weights of Γ. Thus (2λ, w(ν + ρ) − ρ) = (2λ, w(ν + ρ) − ρ) where ρ = α ω α . Hence, by the Weyl character formula for g we have
is the (usual) Weyl denominator for Γ. Setting ν = 0 we see that in fact
The Proposition follows.
The twisted dual qKZB equations
In this section we prove Theorem 2.4. As in the preceding section, let T be an automorphism of Γ and let V 1 , . . . V N be finite-dimensional U q (g)-modules. We will extensively use the following two identities which are proved in [EV3] :
for any two modules V, W .
and move the jth intertwiner to the right using (6.1). We get
Now, we have
where we note V
for simplicity. Finally, we move Φ V ′ j to the right back to its original position, thereby completing a cycle. By (6.1) we obtain
Combining (6.2), (6.3) and (6.4) yields the following relation
(6.5) Let us replace µ by −µ − ρ and let us rewrite this equation in terms of F T (λ, µ). We get
Inverting, we obtain
(6.7)
Using (5.4) and using the fact that µ = B(µ) − h ( * i) it is easy to check that
Finally, we have
The proof of this last equality is similar to the proof of [EV2] (4.10): it is enough to check (6.8) for N = 3, for which it follows from the modified ABRR equation (1.4) . This concludes the proof of Theorem 2.4.
The classical limits
Let us now examine the classical limits of Theorems 2.1-4, that is, the behavior of (a suitable renormalization of) the functions F T V1,... ,VN (λ, µ) when → 0. In that limit, the quantum group U q (g) becomes the usual enveloping algebra U (g). We will denote by Φ, Q 
(Be −λ )) −1 . We define the classical limit of the function
The following result is clear from the definitions.
Lemma 7.1. We have
The classical analogue of Proposition 3.1 is as follows.
Proposition 7.1. Let V be any finite-dimensional U (g)-module and let X ∈ U (g).
i) There exists a unique differential operator
Unfortunately, there is no convenient classical analogue of the DrinfeldReshetikhin construction of central elements in U q (g), and therefore no convenient explicit computation of the operator d T X in general. However, this can be done when X = m 12 (Ω) is the quadratic Casimir, which yields the following classical analogue of Theorem 2.1 (which is proved directly in [ES1] , Theorem 3.2). 
where (x i ) i∈I1 (resp. (x i ) i∈I2 ) is an orthonormal basis of l (resp. of h 0 ) and where
Theorem 7.1 can also be deduced from Theorem 2.1 by expanding powers of . 
This theorem is proved in [ES1] but can also be deduced from Theorem 2.2 by expanding in powers of .
Finally, when T is an automorphism of the Dynkin diagram Γ we consider classical limits of the dual Macdonald-Ruijsenaars and dual qKZB equations. Let W be a B-invariant finite-dimensional g-module and let D ∨,T,c W denote the difference operator given by formula (2.7) when U q (g) is replaced by U (g). Similarly, let K ∨,T,c j be the classical limit of K ∨,T j , i.e the difference operator given by formula (2.9) when q = 1 (and hence R(µ) is just the classical exchange matrix evaluated at −µ − ρ, see [EV3] ). 
Extension to Kac-Moody algebras
In this section we briefly explain how to adapt the construction of [ESS] to Kac-Moody algebras and how to generalize Theorems 2.1-2.4 to this setting.
Let A = (a ij ) be a symmetrizable generalized Cartan matrix of size n and rank l. Let (h, Γ,Γ) be a realization of A, i.e h is a complex vector space of dimension 2n − l, Γ = {α 1 , . . . α n } ⊂ h * andΓ = {h 1 , . . . h n } ⊂ h are linearly independent sets and α j , h i = a ij . Let g = n − ⊕ h ⊕ n + be the Kac-Moody algebra associated to A, i.e g is generated by elements e i , f i , i = 1, . . . n and h with relations
together with the Serre relations (see [K] ). Let ( , ) be a nondegenerate invariant bilinear form on g. Let Ω h be the inverse element to the restriction ( , ) to h. For every root α ∈ h * we set α
Let U q (g) be the quantum Kac-Moody algebra. It is defined by the same relations as in Section 1, where now (a ij ) is the generalized Cartan matrix A.
Construction of the twist. Let (Γ 1 , Γ 2 , T ) be a generalized Belavin-Drinfeld triple. As before we set l = α∈Γ1 C(α − T α) ⊥ and h 0 = l ⊥ ⊂ h. We will say that (Γ 1 , Γ 2 , T ) is nondegenerate if the restriction of ( , ) to l is, and we make this assumption from now on. Let h 1 ⊂ h (resp. h 2 ⊂ h) be the subspace spanned by simple roots α ∈ Γ 1 (resp. α ∈ Γ 2 ).
In [ESS] we obtained an explicit construction of a twist J T (λ) for simple complex Lie algebras. An important observation there was that h = h 1 + l, which makes it is possible to extend B to an orthogonal automorphism of h, and to define maps
However, in general we only have h 1 + l ⊂ h but h 1 + l = h, and thus it is necessary to modify the construction in [ESS] , which is done below.
The following lemma is obvious.
Lemma 8.1. There exist unique algebra morphism B :
Let α, β ∈ Γ. Write α → β if there exists l ≥ 0 such that T l (α) = β. We extend this relation to Z + Γ by setting α → β if there exists α 1 , . . . α r , β 1 , . . . β r ∈ Γ such that α i → β i for i = 1, . . . r and α = i α i , β = i β i . It is easy to see that this relation is transitive, i.e if α → β and β → γ then α → γ. Set Z + Γ →α = {σ ∈ Z + Γ, σ → α}, Z + Γ α→ = {σ ∈ Z + Γ, α → σ}. Note that the Cayley transform C T : h 0 → h 0 is still well-defined in the KacMoody setting. Set Z = 1 2 ((1 − C T ) ⊗ 1)Ω h0 . Let I T be the completion of I T with respect to the principal gradings in U q (b ± ) and let I * T be the subspace consisting of elements of strictly negative degree in the first component and strictly positive degree in the second component. Proof. The first statement is proved exactly as in [ESS] . We write J The second claim is proved as [ESS] , Section 4. We consider the three components versions of (8.1) are two solutions of (8.2) and (8.3) with the same degree zero terms (in component 1 or in component 3). This implies that they are equal (see [ESS] , Lemma 4.3). Now let V 1 , . . . , V N be U q (g)-modules from the category O. Define the renormalized twisted traces functions F T V1,... ,VN (λ, µ) in the same way as in Section 2. Note that all the operators J T (λ), R T (λ), Q T (λ),... are well-defined on any module from the category O when considered as formal powers series in q 2(λ,µ) C [[q −(λ,αi) , q −(µ,αi) ]], α i ∈ Γ. Operators D W for affine algebras g are defined in some particular situation in [E3] . The above two theorems are proved in the same way as Theorems 2.2 and 2.4 respectively. Similarly, let W be an integrable highest weight U q (g)-module (resp. a Binvariant integrable highest weight U q (g)-module) and let V 1 , . . . , V N be U q (g)-modules from the category O. W is defined by (2.7). The proof of the above two theorems is the same as in the finite-dimensional case.
Now let us consider the space
Remark. The integrability condition on the module W is not essential.
The classical limits of Theorems 8.2-8.5 are analogous to the the corresponding classical limits of Theorems 2.1-2.4 in Section 7.
