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Bacterial colonies are abundant on living and nonliving surfaces and are known to mediate a broad
range of processes in ecology, medicine and industry. Although extensively researched, from single
cells to demographic scales, a comprehensive biomechanical picture, highlighting the cell-to-colony
dynamics, is still lacking. Here, using molecular dynamics simulations and continuous modeling, we
investigate the geometrical and mechanical properties of a bacterial colony growing on a substrate
with a free boundary, and demonstrate that such an expanding colony self-organizes into a “mosaic”
of microdomains consisting of highly aligned cells. The emergence of microdomains is mediated by
two competing forces: the steric forces between neighboring cells, which favor cell alignment, and
the extensile stresses due to cell growth that tend to reduce the local orientational order and thereby
distort the system. This interplay results in an exponential distribution of the domain areas and
sets a characteristic length scale proportional to the square root of the ratio between the system
orientational stiffness and the magnitude of the extensile active stress. Our theoretical predictions
are finally compared with experiments with freely growing E. coli microcolonies, finding quantitative
agreement.
I. INTRODUCTION
Bacteria successfully colonize a plethora of surfaces by
producing hydrated extracellular polymeric matrix, gen-
erally composed of proteins, exopolysaccharides and
extracellular DNA [1]. Such surface-associated com-
munities play a crucial role in the pathogenesis of
many chronic infections–from benign dental caries in the
oral cavity [2, 3] to life-threatening cystic fibrosis and
catheter-related endocarditis [4]. In contrast to plank-
tonic populations of motile cells (freely swimming, glid-
ing, or swarming), cells in a sessile colony lack motility.
Since most bacteria found in nature exist predominantly
as surface-associated colonies [5], they are permanently
exposed to a range of surface-specific forces [6]: time-
varying internal stress due to growth, contact forces due
to interactions with the neighboring cells and substrate
they are growing on, or shear stresses due to ambient
flows in the system.
Our understanding of the mechanics of bacterial
growth is still in its infancy, specifically in light of the
wide range of mechanical cues that single cells overcome
to successfully colonize surfaces. Although it has been
long known that mechanical forces play a critical role in
the development and fitness of eukaryotic cells and, in
addition, can regulate key molecular pathways [7], the
cornerstones of major discoveries in bacterial communi-
ties have relied on biochemical pathways triggered ex-
clusively by chemical stimuli [8]. Only recently has the
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role of mechanics in the ecophysiology of prokaryotic cells
come to the forefront [6, 9–17], highlighting the governing
biophysical principles that drive colony formation.
A particularly interesting demonstration of the me-
chanical aspects of bacterial organization was illustrated
in Refs. [10, 11, 15], upon confining nonmotile dupli-
cating bacteria in a microchannel. Depending on the
channel size, the bacterial population was observed to
evolve either into a highly ordered colony [10], with all
the cells parallel to each other and to the channel wall,
or, for larger channels, into disordered structures consist-
ing of multiple domains of aligned cells with no global
order [11]. More recently, a strikingly similar behavior
was identified by Wioland et al. [18] in suspensions of
swimming bacteria. While the existence of an ordered
state has been ascribed, in both systems, to a coupling
between the bacteria orientation and their collective mo-
tion, further enhanced by the geometrical confinement,
the origin of the disorder state, as well as its mechanical
and statistical properties, is presently unknown.
In this article, we address this problem and explore the
spatial organization and mechanical properties of disor-
dered colonies of sessile bacteria. Our system consists of
a colony of nonmotile, rod-shaped bacteria freely grow-
ing on a substrate. Although nonmotile bacteria interact
typically via steric forces, pushing each other out of the
way as they grow in length, the combination of these
passive forces with the active bacterial growth results in
a complex internal dynamics as well as the emergence of
coherent structures [Figs. 1(a)–1(d)] reminiscent of those
observed in active liquid crystals [19–23]. Using molec-
ular dynamics simulations and continuous modeling, we
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FIG. 1. Growth of a bacterial colony. (a)–(d) Phase-contrast micrographs at different time points capture the growth
of a single cell of nonmotile strain of Escherichia coli (strain NCM 3722 delta-motA) to a two-dimensional colony under free
boundary conditions. The scale bar corresponds to 10 µm. The cell doubling time was 43.5±2.2 minutes. After 12 generations
(d), the colony was observed to escape into the third dimension and form a second bacterial layer. (e)–(h) Image analyzed
snapshots of (a)–(d), capturing the emergence of local orientational order within the growing bacterial colony, represented by
differently colored microdomains. Cells are color-coded by the orientation of the domains they belong to, as described in the
color wheel in panel (h). The inset in panel (e) plots the area of the growing bacterial colony over time, showing the exponential
growth of cells in the colony. (i)–(l) The corresponding time points during the growth of the bacterial colony obtained using
molecular dynamics simulations (Sec. II). Cells are color-coded with the same method as in panels (e)–(h). By varying the
aspect ratio of the cells (length/width) between 1.5 and 4, different physiological states were simulated.
show that an expanding colony self-organizes into a “mo-
saic” of nematic microdomains, whose typical size is set
by a competition between growth-induced active forces
that tend to disorder the system and passive steric forces
that tend to reorganize the bacteria into closely packed
nematic structures. This competition results in an ex-
ponential distribution of the domain areas, with a char-
acteristic length scale proportional to the square root of
the ratio between the system orientational stiffness and
the magnitude of the extensile active stress. Both ac-
tive and passive forces scale linearly with the cell density.
Therefore, despite the colony being denser in the center
than at the periphery, such an inherent length scale re-
mains uniform throughout the system. Finally, to assess
the significance of our theoretical model, we compare our
predictions with experiments on freely growing E. coli mi-
crocolonies (Fig. 1). Whereas the statistics of our exper-
iments are not sufficient to make conclusive statements,
we do not find obvious discrepancies with our theoretical
model. In contrast, the agreement between theory and
experiments justifies some degree of optimism and cre-
ates promising ground for future experimental research.
3This paper is organized as follows: In Sec. II, we intro-
duce a hard-rod model for growing bacteria (Sec. II A)
and describe the geometrical (Sec. II B) and mechani-
cal (Sec. II C) properties of the emergent microdomains.
Building on these results, in Sec. III, we construct a con-
tinuum theory for growing bacterial colonies grounded on
the hydrodynamics of active nematic liquid crystals. In
Sec. IV we present the experimental system and show
experimental results in support of our theory. Finally,
in Sec. V, we discuss our results and modeling approach
in the context of previously reported experiments and
draw conclusions emphasizing the role of geometry and
mechanics during the early stages of biofilm formation.
II. HARD-ROD MODEL
A. Description of the model
Each bacterium is modeled as a spherocylinder with a
fixed diameter d0 and a time-dependent length l (ex-
cluding the caps on both ends, Fig. 2), growing in a
two-dimensional space [16]. The position ri and the ori-
entation pi = (cos θi, sin θi) of ith cell (i = 1, 2, . . .), are
governed by the over-damped Newton equations for a
rigid body [24], namely,
dri
dt
=
1
ζli
∑
j
Fij , (1a)
dθi
dt
=
12
ζl3i
∑
j
(rij × Fij) · zˆ , (1b)
where the summation runs over all the cells in contact
with the ith cell. The points of contact have positions
rij with respect to the center of mass of the ith cell and
apply Hertzian forces of the form Fij = Y d
1/2
0 h
3/2
ij Nij ,
where Y is proportional to the Young’s modulus, hij is
the overlap distance between the ith and jth cells, and
Nij is their common normal unit vector. The constant ζ
is a drag per unit length originating from the substrate
adhesion and independent of the cell orientation. The
length li increases linearly in time, and after it reaches
the division length ld, the cell divides into two identical
daughter cells. In order to avoid synchronization of divi-
sions, the growth rate of each cell, defined as the length
increment per unit time, is randomly chosen from an in-
terval [g/2, 3g/2], where g is the average growth rate.
Immediately after duplication, the daughter cells have
the same orientation as the mother cell but independent
growth rates. The rate of cell division can vary over
time, with the increase of growth-induced local pressure
[25, 26]. In bacterial colonies, however, such an effect
takes place only at pressure values that are significantly
larger than those experienced by the cells in a micro-
colony [17, 27] and has, therefore, been neglected in our
simulations. This is further demonstrated by the expo-
nential increase of colony area with respect to time, as
shown in the inset of Fig. 1(e).
Equations (1) have been numerically integrated using
FIG. 2. Hard-rod model of bacterial growth. (a) Bac-
teria are modeled as spherocylinders with a fixed diameter d0
and time-dependent length. The cell length l grows linearly
in time, and after it reaches the division length ld, the cell
divides into two identical daughter cells. (b) Cell-cell interac-
tion is modeled via Hertzian forces acting along the normal
direction Nij .
the following set of parameter values: d0 = 1µm, Y = 4
MPa, and ζ = 200 Pa h [16]. The division length ld
varies from 2µm to 5µm, and the growth rate varies
from 1µm/h to 10µm/h. The integration is performed
with a time step ∆t = 0.5 × 10−6 h. Each simulation
starts with one randomly oriented cell and stops when the
total length of the cells in the colony, i.e., L = ∑Ni (li +
d0), reaches the value 37500 d0, such that colonies with
different ld values have approximately the same colony
area at the end of the simulation. A typical instance of
simulation can be found in Figs. 1(i)–1(l). Time-lapse
animations showing the growth dynamics of the colonies
are included in Ref. [28].
In the remainder of the paper, all results are presented
in terms of dimensionless quantities, unless otherwise
specified. The length is rescaled by the cell diameter d0
and the time by ζ/Y . In these units, our hard-rod model
has only two free parameters: ld/d0, which represents the
cell slenderness or aspect ratio, and the rescaled growth
rate gζ/(Y d0).
B. Stochastic geometry of bacterial colonies
Figure 1 shows the typical configurations observed at
the early stages of colonization both in vitro and in sil-
ico. The emergence of local nematic order is conspicuous
throughout the system; however, this does not propagate
across the colony but remains confined to a set of micro-
scopic domains. These nematic domains, or “patches,”
are separated from each other by fracture lines reminis-
cent of grain boundaries in crystals [29, 30]. As the
colony evolves, the domains grow, merge, buckle, and
break apart, in a complex sequence of morphological and
topological transformations.
Figure 3 shows three examples of proliferating colonies
of cells, each with different ld values and, hence, differ-
ent cell aspect ratios. The typical domain area, as we can
4FIG. 3. Emergence of nematic domains in proliferating bacterial colonies. (a)–(c) Examples of nematic microdomains
in simulated bacterial colonies for various division lengths (ld = 3, 4, 5, in units of the cell diameter d0). Cells are colored with
the same method as in Fig. 1. Upon increasing the division length, the typical area of the domains increases progressively.
Inside a domain, the cells are highly aligned, while there is no preferential orientation at the scale of the entire colony, as
confirmed by the probability distribution of cell orientations (corresponding panels in the lower row).
see, increases with the cell aspect ratio. Although the mi-
crodomains possess local orientational order, no prefer-
ential orientation was observed at the scale of the colony,
suggesting that the colony itself is globally isotropic. The
absence of the global orientational order can be ascribed
to the inherent instability of the domains, which contin-
uously deform and fracture under the effect of growth-
induced stress. The typical domain area then represents
not only the coherent length scale of orientational order
but also the length scale at which the internal stresses
compromise. Along the boundary, cells are predomi-
nantly tangentially aligned, as a consequence of torque
balance. As the forces experienced by the peripheral cells
are radial, these cells must orient either tangentially or
normally with respect to the boundary in order for the
torque acting on them to vanish. Normal alignment is,
however, unstable; therefore, most of the peripheral cells
are oriented tangentially.
To quantify the emergent geometry of microdomains
in a colony, we apply a customized domain segmenta-
tion algorithm. Two cells are considered to belong in the
same domain if they are in contact, and their relative
orientation differed by less than 3%. Although decompo-
sition of a colony depends on the chosen threshold, the
overall nature of the geometry and the emergent trends
identified through different quantifiable parameters are
generally robust and independent of the chosen thresh-
old. By using this algorithm, we can then identify do-
mains; measure their positions, orientations, areas et al.;
and get statistics of these quantities.
A central quantity to characterize the geometry of a
colony is the probability density of the area of these mi-
crodomains, P (A). This is shown in Fig. 4(a) for colonies
with different ld values. The frequency of domains with
area A decreases with A and, for sufficiently large A val-
ues, P (A) approaches the exponential distribution:
P (A) ∼ exp
(
− A
A∗
)
, (2)
where A∗ is a characteristic area scale proportional to the
average domain area. For small A values, the distribution
slightly deviates from the exponential form. This range
corresponds to the boundary of the colony where, because
of the sudden drop in packing fraction, domains are very
small or consist of single cells.
In order to quantify the spatial dependence of the do-
main, we calculate the average domain area restricted to
an annular strip, of width 5d0, and located at distance r
from the center of the colony, i.e., 〈A〉r [Fig. 4(b)]. The
local domain area is uniform in the bulk of the colony,
for a given aspect ratio of cells, before dropping to zero
at the boundary, where the colony is more disordered. In
5FIG. 4. Geometry of nematic microdomains in bacte-
rial colonies. (a) Probability distributions of domain area,
P (A), for various division length ld. The domain area fol-
lows the exponential distribution P (A) ∼ exp(−A/A∗), with
A∗ = 54.3, 148.2, and 338.8, respectively, which increases
with the division length ld. (b) The average domain area
at a distance r from the center of the colony, showing that
the area of the domains is found to be constant in the bulk
of the colony and drops to zero at the boundary. (c,d) The
bulk domain area 〈A〉 (c) increases with the division length ld
and (d) decreases with the growth rate g. Here, 〈A〉 is calcu-
lated by averaging the areas of all domains within the range
0 ≤ r ≤ R/2, with R the colony radius. All results shown in
panels (a)–(c) correspond to a fixed growth rate of g = 0.0002
(or 4µm/h in physical units), while panel (d) represents sim-
ulation results with a fixed division length ld = 4.
turn, the average domain area in the bulk 〈A〉 is strongly
affected by the division length ld. This is visibly con-
spicuous in Fig. 3. Increasing ld makes the cells, on av-
erage, more slender, resulting in larger and more stable
domains, as revealed by the plot in Fig. 4(c). More in-
terestingly, increasing the growth rate g has the opposite
effect and causes a drop in the domain area [Fig. 4(d)].
All data in Fig. 4, as well as those in Fig. 5, are obtained
by averaging over 480 runs. All results are obtained by
analyzing the configurations of the colonies at which the
simulations stop, unless otherwise specified. The error
bars in the two figures show the standard deviations of
the 480 samples with respect to the mean values.
The results reported in this section quantitatively
demonstrate that the spatial organization of the mi-
crodomains in expanding bacterial colonies is regulated
by the competing effects of the cell aspect ratio and the
growth rate. These effects can ultimately be ascribed to
the mechanical properties of the system, as we explain
in the next subsection. We stress here that our approach
does not aim to faithfully reproduce all the experimental
details but rather to provide a conceptual key for under-
standing certain geometrical and mechanical properties,
with the help of a minimal model comprising a single
fitting parameter: i.e., the timescale τ = ζ/Y . Other
properties, such as the roughness of the colony edge
and smoother variation in the orientation of neighbor-
ing domains, are not well captured by our simple model
and would require a more sophisticated construction, ac-
counting for the adhesive interaction between neighbor-
ing cells, the flexibility of the cell membrane, and more
specific cell-substrate interactions [31]. Unfortunately,
this would imply a cost in terms of free parameters and
reduced simplicity in the interpretation of the numerical
results.
C. Mechanical properties
The domain geometry in a proliferating bacterial colony
is determined by the interplay between two competing
forces: steric repulsion between neighboring cells and
the extensile stresses due to cell growth. While cell-cell
steric repulsion favors alignment, the emergent extensile
stresses due to the growth within a restricted environ-
ment (i.e., the space delimited by the neighboring do-
mains) tend to deform and eventually fracture a domain.
Both of these effects are due to contact forces and are,
therefore, enhanced by the local packing fraction φ. To
clarify this concept, we measure the local packing frac-
tion φ(r, t) =
∑
i ai(t)/Ar, where ai(t) is the area of the
ith cell, located at time t inside a thin annulus of radius
r, width 5d0, and area Ar, centered at the colony center.
We find that the colony has a radial symmetry; hence, the
local packing fraction depends exclusively on the distance
r from the center. Figure 5(a) shows that at any given
time, the packing fraction decreases monotonically with
r. As bacteria duplicate and progressively colonize the
surrounding space, the local packing fraction increases
with time throughout the system while maintaining a
characteristic spatial profile that smoothly interpolates
between a time-dependent maximum φ(0, t) = φmax(t),
at the center of the colony, and a time-independent min-
imum, φ(R, t) = φc, at the edge (R being the colony
radius). The quantity φc ≈ 1 is the critical packing frac-
tion at which the cells first start to compress each other.
In close proximity of the edge of the colony, φ < φc,
and the contact forces tend to reorient the cells with-
out compressing them, leading to an abrupt drop in the
packing fraction. Upon rescaling the packing fraction by
φ(0) − φ(R) and the distance r by the colony radius R,
the spatial dependence of the pacing fraction can be de-
scribed, at any time, by a simple quadratic law:
φ(r)− φ(R)
φ(0)− φ(R) = 1−
( r
R
)2
, (3)
as illustrated in the inset of Fig. 5(a). As we analytically
prove in Sec. III, such a density profile originates from
the balance between growth-induced pressure and drag
from the substrate.
The tendency of the cells to align with each other is
driven by the local steric interactions and can be concep-
tualized in the framework of Frank elasticity [32], starting
6●
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FIG. 5. Mechanical properties of microdomains in growing bacterial colonies. (a) Spatial dependence of the packing
fraction for different ages of colonies. The inset shows φ′ = [φ(r) − φ(R)]/[φ(0) − φ(R)] versus r′2 = (r/R)2. All the curves
collapse on the same line as demanded by Eq. (3). (b) Different components of the internal stress σ as functions of packing
fraction φ. The normal stress parallel to the director n, |σ‖|, is larger than that perpendicular to it, i.e., |σ⊥|. Both |σ‖|
and |σ⊥| are piecewise linear functions of φ, while the shear component τ vanishes. The normal components of stress can be
rearranged into a hydrostatic pressure p and an extensile active stress α, and both increase linearly with the packing fraction
(inset). In both panels (a) and (b), the growth rate and the division length are fixed, i.e., g = 0.0002 and ld = 4. Both φ and σ
are averaged over a thin annulus of radius r and width 5d0, centered at the colony center. (c) The pressure is independent of
growth rate g, while the active stress increases with it. Here, ld = 4 is fixed. (d) Difference of energy density(energy per unit
area) between the straight channel and a ring-shaped channel of radius R, as a function of R−2. An example of a ring-shaped
channel is shown in the inset, with radius R and width w. Cells are colored by their orientations according to the color wheel
in Fig. 1. (e) The orientational stiffness kF increases linearly with the packing fraction (inset), and the prefactor of the linear
fit, kF0, increases with the division length ld. (f) The average domain area 〈A〉 is approximately proportional to kF0/α0, for
various combinations of growth rate and division length. We choose three growth rates (identified by colors), and for each
growth rate, we gradually increase the division length from ld = 2 to ld = 5, corresponding to different data points with the
same color. In all results presented, the length is expressed in units of the cell width, d0, and time in units of the timescale
ζ/Y defined in Eqs. (1).
from the free-energy density:
fF =
1
2
kF |∇n|2 . (4)
Here, kF is an orientational stiffness penalizing, in equal
amounts, splay and bending deformations, and n is the
local nematic director corresponding to the average ori-
entation of the bacteria in a local region. Any departure
from the uniformly aligned configuration causes restor-
ing forces proportional to the field h = −δ/δn ∫ dAfF =
kF∇2n [32]. As a consequence of growth, each cell fur-
ther acts as an extensile force dipole that pushes away its
neighbors along the ±n direction. This collectively gives
rise to an internal stress of the form
σ = −pI + α
(
nn− 1
2
I
)
, (5)
where p is the pressure, I the identity matrix, and α
the deviatoric active stress [33, 34]. In the most general
case, the three quantities kF , p, and α, appearing in Eqs.
(4) and (5), are functions of the local packing fraction
and the nematic order parameter, in addition to the cell
aspect ratio and the growth rate.
Equations (4) and (5) identify a fundamental length
scale `a =
√
kF /|α|, proportional to the distance at
which the passive restoring forces arising in the system,
in response to a local distortion, balance the active forces
that cause the nematic director to rotate [19]. This length
scale plays a pivotal role in the mechanics of active ne-
matic liquid crystals [35–39] and, as we clarify later, de-
termines their collective behavior and mechanical proper-
ties. In the following, we demonstrate that, in a growing
colony of nonmotile cells, the inherent length scale `a de-
termines the geometrical properties of the microdomains
7in such a way that 〈A〉 ∼ `2a. For this purpose, we mea-
sure the orientational stiffness kF and the stresses σ ex-
erted inside the colony. The stress experienced by the
ith cell, σi, can be calculated from the virial expansion
[10]:
σi =
1
2a′i
∑
j
rij Fij , (6)
where a′i = ai/φ is the effective area occupied by the ith
cell. We express the tensor in the basis of the nematic
director and its normal n⊥ = (−ny, nx), namely,
σ = σ‖nn+ σ⊥n⊥n⊥ + τ(nn⊥ + n⊥n) . (7)
Figure 5(b) shows a plot of the various components of
the stress tensor versus the packing fraction, given by
Eq. (6). As expected, the normal stresses σ‖ and σ⊥ in-
crease with the packing fraction and, at any finite packing
fraction, are such that |σ‖| > |σ⊥|, as a consequence of
the anisotropic cell growth. The shear stress τ , on the
other hand, is always negligible because of the absence of
lateral friction between the cells. Note that both σ‖ and
σ⊥ are negative because of the extensile nature of the
growth-induced forces. The dependence of the normal
stresses on the packing fraction is piecewise linear: For
φ < φc, the contact forces can be relieved by rotations
and repositioning of the cells, and σ‖ ≈ σ⊥ ≈ 0; however,
for φ > φc, the cells in the bulk are tightly packed, and in-
ternal stresses build up as the packing fraction increases.
Setting τ = 0 in Eq. (7) and taking n⊥n⊥ = I − nn,
one can rearrange the stress tensor in the form
σ = −|σ‖ + σ⊥|
2
I + (σ‖ − σ⊥)
(
nn− 1
2
I
)
. (8)
Comparing this with Eq. (5) straightforwardly yields
p = (|σ‖ + σ⊥|)/2 and α = σ‖ − σ⊥. Together with
the numerical results summarized in Fig. 5, this implies
p = p0(φ− φc) , α = −α0|φ− φc| , (9)
as long as φ > φc. Not unexpectedly, the longitudinal
growth of the cells gives rise to an extensile (i.e., α <
0) active stress that decreases monotonically with the
distance from the center of the colony. The prefactors p0
and α0 are plotted in Fig. 5(c) as a function of the growth
rate g. The active stress α0 increases monotonically with
g, while p0 is essentially independent.
In order to estimate the orientational stiffness kF , we
place our in silico bacterial colony inside an annular
channel of width w = 10d0 and radius R [Fig. 5(d),
w  R], and calculate the energy associated with the
Hertzian contacts: E = (2/5)Y d
1/2
0
∑
〈ij〉 h
5/2
ij , where
the summation runs over all the pairs of cells in con-
tact with each other. By comparing how the energy
density changes with the curvature of the channel, we
can infer the orientational stiffness. Figure 5(d) shows
a plot of the difference ∆E = E(φ,R) − E(φ,∞) be-
tween the energy of a bent channel with radius R and a
straight channel (both have a length 2piR), normalized
by the area 2piwR of the channel, as a function of the
squared curvature κ2 = 1/R2. From Eq. (4), it follows
that kF = ∂κ2∆E/(2piwR)|κ=0. As shown in the inset of
Fig. 5(e), the orientational stiffness kF increases linearly
with the packing fraction, i.e., kF = kF0(φ − φc). Fur-
thermore, increasing the slenderness of the cells makes
the colony orientationally stiffer [Fig. 5(e)].
Combining the measurements of the extensile active
stress and the orientational stiffness, we are finally able
to formulate a scaling law for the area of the nematic mi-
crodomains comprising our simulated bacterial colonies.
Namely,
〈A〉 ∼ kF|α| , (10)
in agreement with our numerical data [Fig. 5(f)]. In
summary, bacterial colonies freely growing on a two-
dimensional frictional substrate spontaneously organize
into a “mosaic” of microdomains consisting of highly
aligned cells. The domains are randomly oriented so that
the colony is globally isotropic and circularly symmetric
at the global scale, while their areas are exponentially
distributed, as indicated in Eq. (2). Such a distribu-
tion results from the competition between passive steric
forces, which favor local alignment, and the extensile ac-
tive forces originating from the cell growth. These forces
balance at the length `a =
√
kF /|α|, resulting in a char-
acteristic domain area that scales as `2a. Remarkably,
both the orientational stiffness kF and the extensile ac-
tive stress α scale linearly with the packing fraction φ.
Consequently, kF /α = kF0/α0, so the average domain
area is uniform throughout the colony [Fig. 4(b)]. Such
a cancellation of the dependence is intriguing: It is pre-
sumably specific to the type of interactions chosen here,
which we do not expect to hold in general. Including the
bending elasticity of the cells could, for instance, change
the packing fraction dependence of kF and α, resulting
in a space-dependent active length scale. Yet, the mech-
anism described here and summarized by Eq. (10) is
general and does not depend on the details of the model.
III. CONTINUOUS MODEL
In this section, we demonstrate that much of the behav-
ior previously described can be quantitatively captured
in the realm of continuum mechanics by means of a suit-
able extension to the hydrodynamic equations of active
nematic liquid crystals. These have been successfully
used in the past decade to describe a variety of active
fluids, typically of biological origin, consisting of self-
propelled or mutually propelled apolar building blocks,
such as in vitro suspensions of microtubules and kinesin
[19, 40–47], microswimmers [48], and cellular monolayers
[49]. Recently, attempts have been made to describe ses-
sile bacteria, in the language of nematic liquid crystals
[10, 47]. Here, we introduce a comprehensive hydrody-
namic framework, incorporating the density effects de-
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FIG. 6. Continuous Model. (a) Snapshot of a typical con-
figuration obtained from a numerical integration of Eqs. (11).
Displayed here is the angle between the nematic director and
the x axis, colored using the same color scheme as in Fig. 1.
(b) Director field (lines) superimposed on a color map of the
nematic order parameter S. As for the hard-rod model, ne-
matic order is approximatively uniform except at the bound-
ary of the domains. (c) Radial and (d) tangent components of
the velocity field, vr and vϕ. Along the radial direction, the
flow is predominantly expansive because of the cell growth.
On the other hand, there is no net circulation along the tan-
gential direction.
scribed in the previous section as well as the deviatoric
active stresses in the colonization dynamics.
An expanding bacterial colony can be described in
terms of the material fields ρ, v, and Q, representing,
respectively, the cell density, velocity, and the nematic
order. The latter is represented via the two-dimensional
tensor field Q = S(nn−I/2) [50], where 0 ≤ S ≤ 1 is an
order parameter quantifying the local nematic order of
the cells. The dynamics of these fields is then governed
by the following hydrodynamic equations [39]:
Dρ
Dt
= kgρ+D∇2ρ , (11a)
D(ρv)
Dt
= ∇ · σ − ξρv , (11b)
DQ
Dt
= λSu+Q · ω − ω ·Q+ γ−1H , (11c)
where D/Dt = ∂t +v ·∇+ (∇·v) is the material deriva-
tive. Equation (11a) describes an exponential growth
of the colony total mass at rate kg (proportional to the
length extension rate g used in Sec. II). As the cells
duplicate, they are transported across the colony by con-
vective currents. An additional diffusive term, with D
a small diffusion coefficient, is introduced for regulariza-
tion. The cells’ momentum density ρv is subject to the
internal stresses σ as well as the frictional force −ξρv.
The former can, in turn, be expressed as
σ = −pI + αQ− λSH +Q ·H −H ·Q , (12)
where the first three terms represent, as in Eq. (5),
the isotropic pressure and extensile active stress intro-
duced by the cell growth. The remaining terms describe
the elastic stresses in the colony arising from the passive
aligning interactions between the cells. The tensor field
H in Eqs. (11c) and (12) can be defined starting from
the Landau–de Gennes free-energy density:
fLdG =
1
2
L1|∇Q|2 + 1
2
A2 trQ
2 +
1
4
A4
(
trQ2
)2
, (13)
as H = −δ/δQ ∫ dAfLdG. Here, L1 ∼ kF is an ori-
entational stiffness, while the functions A2 and A4 set
the boundary between the isotropic (S = 0) and ne-
matic (S > 0) phases. At equilibrium, H = 0 and
S =
√−2A2/A4. In our system of growing cells, ori-
entational order is driven uniquely by the steric repul-
sion, and the system transitions to a nematic phase for
large enough densities. We set A2 = A0(ρ
∗ − ρ)/2 and
A4 = A0ρ, so the system has an equilibrium order param-
eter S =
√
1− ρ∗/ρ, with a critical density ρ∗; hence,
the colony is disordered for densities ρ < ρ∗, and it is
nematic for ρ > ρ∗. Finally, consistently with Eq. (13),
the nematic tensor relaxes toward the minimum of the
Landau–de Gennes energy, with γ a rotational viscosity,
while rotating as a consequence of the internal motion of
the cells. This effect is embodied in the first two terms
of Eq. (11c), with uij = (∂ivj + ∂jvi − δij∇ · v)/2 and
ωij = (∂ivj − ∂jvi)/2 representing strain rate and the
vorticity tensor, respectively, and λ the flow-alignment
parameter [39].
Now, consistent with the results of our hard-rod model
presented in Sec. II C, we encode a specific density de-
pendence in the quantities p, α, and kF . We introduce
the packing fraction φ = ρ/ρc, where ρc is the density at
which cells become closely packed and start to transmit
stress. In the following, we assume ρc > ρ
∗ to reflect
the earlier observation that, at very low density (i.e., at
the boundary of the colony), the contact forces tend to
reorient cells rather than compress them. Based on these
considerations, we set
p = p0 (φ− 1) , α = −α0 (φ− 1) , kF = kF0 (φ− 1) ,
where p0, α0, and kF0 are positive constants. Further-
more, we take α0 ∼ kg and keep p0 constant, based on
the results summarized in Fig. 5(c). Equations (11) have
been numerically solved using a finite difference approach
on a 351 × 351 collocated grid. Figure 6 shows a typi-
cal configuration obtained for sufficiently large growth
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FIG. 7. Geometrical properties of continuous colonies.
(a) Spatial distribution of the packing fraction (φ = ρ/ρc) for
colonies of different ages, given by their generation. Simi-
lar to the hard-rod model, the inset shows that all curves
collapse to a single line when φ and r are rescaled by φ′ =
[φ(r) − φ(R)]/[φ(0) − φ(R)] and r′ = r/R. (b) Probability
density of the domain area, P (A), for various values of the
orientational stiffness kF0. (c) The average domain area at a
distance r from the center of the colony. As in the hard-rod
model, the typical domain area is uniform across the colony.
(d) The average domain area for a colony scales linearly with
the squared active length scale `2a = kF /|α|. The inset shows
that the radial distribution of domain areas can be rescaled
by the squared active length scale to the same value. In pre-
senting the results, we use l = 1/
√
ρc as our units of length.
We interpret the doubling time tg = log(2)/kg as the time
per generation. The simulations were run on a 351× 351 grid
with the spacing set to 1. They start from a circle of bacte-
ria with density ρ0 = 0.1 and radius 6 grid points and grow
to a given total mass, at which point the simulation ends.
The (unscaled) parameters used were ρ∗ = 0.005, A0 = 50,
ρc = 0.1, ξ = 5, P0 = 10, λ = 0.1, and ζ = 10. The two
variable parameters are α0 = (a) 0.225, (b) 0.45, (c) 0.225,
and (d) [0.225, 0.45], kF0 = (a) 0.25, (b-c) [0.15, 0.35], with
kg = α0/25 − 0.0075. Results presented are based on the
average of 50 simulated colonies.
rates, in terms of the nematic director and order param-
eter [Fig. 6(a) and 6(b)] and velocity field [Fig. 6(c)
and 6(d)]. As for our hard-rod models, these consist
of an ensemble of randomly oriented nematic domains,
whose characteristic area remains uniform in the bulk of
the colony. In order to make a quantitative comparison
between our discrete and continuous models, we recon-
struct the geometrical properties of the microdomains
based on the following criterion. Given the orientation
θ = arctan(Qxy/Qxx)/2 of the nematic director, we de-
fine Θ as the coarse-grained θ field in which all values are
sorted into bins; e.g., 2(n − 1)pi/m ≤ θ < 2npi/m =⇒
Θ = (2n−1)pi/m for n = 1, 2, . . . , m (with n and m both
integers). This divides the colony into domains that can
then be identified by labeling the connected components
of the resulting two-dimensional matrix. We use a value
of m = 6 here to reflect a typical θ change between two
boundaries in the hard-rod model.
Figure 7 summarizes the results obtained from a nu-
merical integration of Eqs. (11). As for the hard-rod
model, the density decreases monotonically from the cen-
ter of the colony, consistent with the quadratic law given
by Eq. (3) [Fig. 7(a)]. Here, we demonstrate that such a
property originates from the interplay between growth-
induced pressure and drag from the substrate. Under
this hypothesis and assuming low Reynolds number, from
Eq. (11b), one can approximate the momentum density
in the Darcy-like form ρv = −µ∇ρ, where µ = p0/(ξρc)
is a mobility coefficient. Using this relation in Eq. (11a)
yields the following moving boundary value problem for
the colony density:
∂tρ = µ∇2ρ+ kgρ , |r| < |R| , (14a)
ρ(R, t) = ρc , (14b)
R˙ = −µρ−1∇ρ|r=R , (14c)
where we indicate with R the position of the boundary
of the colony and with R˙ = v(R) its velocity. Because of
the circular symmetry of the colony at long times, R =
Rrˆ, and Eqs. (14) reduce to a Stefan problem with one
spatial and one temporal variable [51]. At short times,
density and pressure are still roughly uniform across the
system, and growth results mainly in a radial expanding
flow. Consistent with Eq. (11a), if ρ(r, t) ≈ const, then
∇ · v = kg. Thus, assuming vϕ = 0, we get vr = kgr/2
and R(t) = R(0) exp(kgt/2). The long time dynamics,
on the other hand, is dominated by the internal diffusive
currents. In this regime, ρ(0, t)  ρc and R 
√
µ/κg,
which is the characteristic length scale associated with
Eq. (14a). Thus, taking ρc → 0 and R → ∞, one can
find an analytical solution of Eqs. (14) of the form
ρ(r, t) =
M0
4piµt
exp
(
kgt− r
2
4µt
)
, (15)
under the assumption that ρ(r, 0) = M0δ(r). Thus, in
agreement with Eq. (3), we have
ρ(r, t)
ρ(0, t)
≈ 1−
( r
R
)2
, (16)
where, consistently with Eq. (14c), we have taken R =
2
√
µt. For generic ρc and R values, Eqs. (14) become
analytically intractable; nonetheless, our numerical sim-
ulations [Fig. 7(a)] indicate that even the short time
dynamics of the density ρ is ultimately dominated by a
similar competition between growth and drag.
The geometrical properties of the nematic mi-
crodomains are summarized in Figs. 7(b)–7(d). The area
of the domains is exponentially distributed [Fig. 7(b)],
and its average 〈A〉r is uniform across the colony [Fig.
7(c)] and proportional to the squared active length scale
as demanded by Eq. (10) [Fig. 7(d)]. The agreement
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between our discrete and continuous models not only val-
idates our interpretation of the results presented in Sec.
II but also demonstrates that the a growing bacterial
colony can be described by the hydrodynamics theory of
active nematics. On the one hand, this provides an effi-
cient method to simulate growing bacterial colonies. Un-
like discrete particle methods (including that used in Sec.
II), our hydrodynamic approach does not suffer from the
prohibitive slowdown caused by the exponential increase
in the particle number, and it can be naturally general-
ized to other geometries and boundary conditions. On
the other hand, this approach offers another prototype,
i.e., growing bacterial colonies, for the experimental and
theoretical study of active matter.
IV. EXPERIMENT ON E. COLI
MICROCOLONIES
A. Experimental methods
To further test the significance of our results, we com-
pare our theoretical predictions with experiments on a
nonmotile strain of E coli NCM 3722 delta-motA. The
cell-to-colony growth was observed on a 2-mm-thick layer
of agarose gel uniformly mixed with LB, a nutrition-
ally rich medium commonly used for growing bacteria
[Fig. 8(a)]. The nutrient layer was sandwiched between
two glass slides and enclosed within a 2-mm-thick neo-
prene spacer. The cells were imaged from below using
time-lapse phase-contrast microscopy. For each experi-
ment, we cultured the cells overnight in the LB medium.
A dilute concentration of this culture was used to spot
single bacterium on the agarose surface, which subse-
quently grew into colonies. For each experiment, E. coli
was cultured overnight in the LB medium at 25 ◦C. A di-
lute concentration of this culture was then used to spot
single bacterium on the agarose surface, which served as
nucleating sites for subsequent colonies.
Under the given experimental conditions, the average
doubling time of bacteria was 43.5 ± 2.2 minutes (dou-
bling time for each replicate in minutes was 42.86, 45.89,
44.42, and 40.76). Cells in the colony were 0.9 ± 0.1 µm
wide, while the average cell length varied among differ-
ent colonies. The four replicates considered here were
obtained under room-temperature conditions, which was
stable at approximately 22◦ during the course of the mea-
surements. The variability in the cell division lengths is
frequently observed within colonies growing under simi-
lar conditions, potentially because of the inherent vari-
ability in the probability of growth itself (also known
as phenotypic heterogeneity) [52]. Statistics were mea-
sured over four independent colonies. The nutrient-rich
agarose layer was thus sufficiently thicker than the bac-
terial monolayer (' 1 µm), which ensured constant avail-
ability of nutrients during the entire duration of the ex-
periments.
We used time-lapse phase-contrast microscopy to vi-
sualize the growth of two-dimensional bacterial colonies
[Fig. 1(a)–1(d)]. Images were acquired using an Andor
iXon Ultra 897 camera (8 µm/px) coupled to an inverted
microscope (Nikon TE2000) with a 40× air objective (ad-
ditional 1.5×magnification was used in some cases). This
gave us a resolution of 0.2 µm (0.13 µm with additional
1.5× magnification). For a 4-µm-long cell, this resulted
in a resolution of 20 pixels/cell. Using subpixel resolu-
tion (achieved by Gaussian interpolation), we could fur-
ther improve this by a factor 2, which provided us with
sufficient resolution to reliably detect and segment sin-
gle cells. As checks, we analyzed the correct segmenta-
tion area over the entire segmented area (true positive
rate) and, as a complementary parameter, looked at the
false-positive rates. Prior to time-lapse image acquisi-
tion, we identified and recorded multiple spots on the
agarose layer where single bacterium was present. The
microscope was automated to scan these prerecorded co-
ordinates and to acquire, every 3 minutes, the images of
gradually growing bacterial colonies. By recording the
phase-contrast images over hours, we acquired the neces-
sary data for quantifying growing bacterial colonies. We
analyzed the phase contrast images to extract the dimen-
sions (length and width), position (centroid), and the ori-
entation of each cell using intensity thresholding routines
available through open source image analysis software
ImageJ. Upon extraction of the cell dimensions, and the
corresponding centroids and orientations, we generated
orientation maps of the colony using MATLAB (Math-
Works).
B. Results
Four independent colonies were cultured under the same
experimental conditions as specified in the previous sec-
tion. Despite their approximately similar doubling time,
variance in their growth rates (rate of elongation) was
quite significant, as was the variance in their division
lengths. Figures 8(b) and 8(c) show two examples of
proliferating colonies of cells, each with different division
lengths and, hence, different cell aspect ratios. Like in
the simulations, cells self-organize into nematic domains
of different sizes and shapes, and the typical domain area
increases with the cell aspect ratio. Along the colony
boundary, the cells are preferentially oriented along the
tangential direction, whereas in the bulk, the domains
are isotropically oriented [Fig. 8(d)].
For the strain of bacteria we used, the division rate
(or doubling time) is constant at a given temperature;
hence, the growth rate (rate of elongation) is approxi-
mately proportional to the cell aspect ratio [15]. It is
thus difficult to vary the growth rate and the cell aspect
ratio independently in our experiment, as done in the
simulations. However, as we can see from Figs. 4(c)–
4(d), the variation of domain size is more sensitive to the
division length ld, if ld and g are linearly related. For this
reason, we compare the experimental results with those
of a fixed growth rate from the MD simulations.
Figure 8(e) shows the average domain sizes of the four
colonies (each represented by a dot) as a function of
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FIG. 8. Experimental setup and results. (a) Lateral view of the micro-environment used in the bacterial growth
experiments. Escherichia coli was grown on an agarose layer (pale pink) replete with Lysogeny broth (LB). The nutrient-rich
agarose layer was sandwiched between two glass slides (grey hue) and enclosed with a 2-mm-thick neoprene spacer (marked as
“S” in yellow). The cells (shown in blue) were imaged from below using time-lapse phase-contrast microscopy. (b,c) Snapshots
of two-dimensional bacterial colonies with division lengths (b) ld = 3.4 and (c) ld = 5.1. Cells are color-coded with the same
method as in Fig. 1, and the scale bar corresponds to 10 µm. (d) Normalized frequency of orientation of cells shown in panels
(b) and (c), shown in orange and blue, respectively. (e)–(g) Comparisons between the experiments and the simulations in (e)
average domain area 〈A〉 as a function of division length ld, (f) spatial distribution of domain area 〈A〉r, and (g) probability
density of domain area P (A). Data from four independent colonies in the experiment are analyzed, each corresponding to a
dot in panel (e). Magenta dots represent results from three experimental colonies (ld = 3.4, 3.1, 3.0 and g = 3.1µm/h, 2.9µm/h,
2.8µm/h in physical units) with an average division length ld = 3.2, and the brown dots are from one experimental colony with
division length ld = 5.1 and growth rate g = 4.2µm/h in physical units. The simulation data, represented by solid lines, are
the same as those shown in Figs. 4(a)–4c, i.e., with a growth rate g = 0.0002 (or 4µm/h in physical units). In panels (f) and
(g), magenta dots show the results averaged over the first three colonies for better statistics.
the division length ld. We can see that the average do-
main sizes 〈A〉 in experiments fall well within the region
predicted by our simulations. The spatial distribution
of domain size, i.e., 〈A〉r, is approximately constant for
ld = 3.2 [magenta dots in Fig. 8(f)], and overlaps well
with that for ld = 3.0 from the simulations. Here, 〈A〉r
for ld = 5.1 [brown dots in Fig. 8(f)] is also in the ex-
pected region. Note that 〈A〉r drops at a smaller r/R
in the experiments. This is because the colony radius R
is smaller in the experiment, and the relative thickness
of the boundary layer, which contains smaller domains,
is larger. The probability densities P (A) for ld = 3.2
also collapse with that for ld = 3.0 in simulations [Fig.
8(g)], although the area range is smaller than the sim-
ulated one, as a consequence of the limited statistics of
our experiments.
Because of the limited statistics, our experimental re-
sults do not allows us to formulate conclusive statements.
However, the quantitative agreement between the exper-
iment and theory, is encouraging in suggesting that some
of the geometrical and mechanical aspects of bacterial
microcolonies can indeed be conceptualized in the frame-
work of active liquid crystals.
V. DISCUSSIONS AND CONCLUSIONS
Sessile bacteria communities have the extraordinary abil-
ity to colonize a variety of surfaces, even in the presence
of nonoptimal environmental conditions. Such a process
typically starts from a few or even a single cell that elon-
gates and eventually divides at a constant rate, and this
gives rise to highly complex two-dimensional and three-
dimensional structures consisting of tightly packed and
partially ordered cells. Colonies originating from a single
bacterium initially develop in the form of a flat and circu-
larly symmetric monolayer and, after reaching a critical
population, invade the three-dimensional space forming
stacks of concentric disk-shaped layers [12, 17]. While
in the monolayer form, bacterial colonies exhibit promi-
nent nematic order; however, this does not propagate
12
across the colony, and it remains confined to a set of
microscopic domains of coaligned cells. Using molecu-
lar dynamics simulations, continuous modeling and, to a
limited extent, experiments on E. coli microcolonies, we
have demonstrated that these domains originate from the
interplay of two competing forces. On the one hand, the
steric forces between neighboring cells favor alignment.
On the other hand, the extensile active stresses due to
growth tend to distort the system and disrupt the local
orientational order. This results in an exponential distri-
bution of the domain area, with a characteristic length
scale `a =
√
kF /|α|, where kF is the orientational stiff-
ness of the nematic domains and α the magnitude of the
deviatoric active stress.
Our work generalizes and extends previous studies on
the self-organization of sessile bacteria under confinement
[10, 11]. In Ref. [10], Volfson et al. demonstrated
that, when confined in a narrow channel, duplicating
nonmotile bacteria tend to organize into colonies char-
acterized by a strong orientational order. This effect
was ascribed to the self-generated expansion flow induced
by the bacterial growth. For large confinements, the or-
dering mechanism becomes less efficient, and the system
transitions toward a disordered state consisting of mul-
tiple domains of aligned cells with no global order. A
possible explanation of this transition was provided by
Boyer et al. [11] upon modeling the bacterial colony as an
elastic continuum subject to an internal active pressure.
According to this interpretation, the colony undergoes a
buckling instability triggered by the growth-induced axial
compression. The approach introduced here extends this
by explicitly accounting for the internal nematic order
and the hydrodynamic flow, thus broadening the scope
for numerically investigating the post-transitional scenar-
ios as well. In addition, the present work allows an ac-
curate description of the disordered state with a number
of experimentally testable predictions, such as the expo-
nential distribution of the domain area, summarized by
Eq. (2), and the dependence of the average domain area
on the cell aspect ratio and growth rate [Figs. 4(b) and
4(c)]. The identification of the active length scale `a of-
fers a coherent interpretation of the collective behavior
of confined and free-growing colonies alike. As active ne-
matic liquid crystals, colonies on nonmotile duplicating
bacteria are expected to be found in either an order or
disordered state depending on the ratio between `a and
the system size L (i.e., the confinement length scale in
this case). When `a  L, the system relaxs toward orien-
tationally ordered configurations, such as those discussed
in Ref. [10], as the restoring forces arising in response to
the elastic distortions outweigh the active forces. When
`a  L, on the other hand, the system is spatially disor-
dered and dynamically chaotic. Freely growing colonies,
such as those studied here, correspond to the L → ∞
limit and evolve directly into a disordered state charac-
terized by a single length scale `a.
Even though cell morphology being one of the most
well-documented phenotypic traits of microorganisms, its
role as a functional trait in microbial ecology and evo-
lution has received little attention [53]. The sponta-
neous creation of microdomains during the initial stages
of colony growth presents a remarkable setting, one in
which nonmotile bacterial cells collectively lead to emer-
gent motility within the colony, as visualized in the
chaotic fracture and coarsening dynamics of the nematic
domains. Consequently, this interplay between growth-
induced stresses and phenotypic stiffness of the partic-
ipating cells introduces a novel angle to the transport
and material attributes of such biologically active mat-
ter. Future studies on emergent motility within colonies
of nonmotile cells, both in experiments and theory, are
expected to contribute to a comprehensive biomechanical
picture, highlighting the activity-driven cell-cell commu-
nications that precede biofilm formation. Finally, the re-
sults presented here are general and can be extended be-
yond bacterial communities, for instance, to study mam-
malian cells, many of which exist as nonmotile elongated
phenotypes [54].
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