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Abstract
In this paper, we consider the Cauchy-type problem for a nonlinear differential
equation involving Ψ-Hilfer fractional derivative and prove the existence and uniqueness
of solutions in the weighted space of functions. The Ulam–Hyers and Ulam–Hyers–
Rassias stability of Cauchy–type problem is investigated via successive approximation
method. Further, we investigate the dependence of solutions on the initial conditions
and uniqueness via ǫ-approximated solution. An example is provided to illustrate the
results we obtained.
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1 Introduction
The theory and applications of fractional differential equations (FDEs) [1] is the field of
great interest in pure mathematics and in applications. Many applications of FDEs in
various branches of science and engineering intended researchers to work on different kinds
of problems related to this field. There are many different definitions of fractional derivative
and fractional integral which do not coincide in general. Hilfer [2] introduced the generalized
Riemann–Liouville fractional derivative of order µ (n − 1 < µ < n ∈ N) and of type
ν (0 ≤ ν ≤ 1), defined by
Dµ,νa+y (t) = I
ν(n−µ)
a+
(
d
dx
)n
I
(1−ν)(n−µ)
a+ y (t) ,
which allows to interpolate between the Riemann-Liouville derivative Dµ,0a+ =
RLDµa+ and
the Caputo derivative Dµ,1a+ =
CDµa+. Furati et al. [3, 4] have dealt with the basic problems
of existence, uniqueness and stability of nonlinear Cauchy type problem involving Hilfer
fractional derivative.
In very recent contribution, Sousa and Olivera [5] extended the concept of Hilfer deriva-
tive operator and introduced a new definition of fractional derivative namely Ψ–Hilfer frac-
tional derivative of a function of order µ and of type ν with respect to another function Ψ,
discussed its calculus and derived a class of fractional integrals and fractional derivatives
1
2by giving a particular value to the function Ψ. In [6] Sousa and Olivera proved general-
ized Gronwall inequality involving fractional integral with respect to the another function
and investigated basic results pertaining to existence, uniqueness and data dependence of
Cauchy type problem involving Ψ-Hilfer differential operator.
The fundamental problem of Ulam [7] was generalized for the stability of FDEs [8].
Stability of any FDE in Ulam–Hyers sense is the problem of dealing with the replacement
of given FDE by a fractional differential inequality and to obtain the sufficient conditions
about “When the solutions of the fractional differential inequalities are close to the solutions
of given FDE ?”. For Ulam–Hyers stability theory of fractional differential equations and
its recent development, one can refer to [8, 9, 10, 11, 12] and the references therein.
Huang et al. [13] investigated HU stability of integer order delay differential equations
by method of successive approximation. Kucche and Sutar [14] have extended the idea of
[13] and investigated the HU stability of nonlinear delay FDEs with Caputo derivative.
Motivated by the work of [5, 6, 14], in this paper, we consider the Ψ–Hilfer fractional
differential equation (Ψ–Hilfer FDE) of the form:
HDµ,ν; Ψ
a+
y(t) = f(t, y(t)), t ∈ [a, b], 0 < µ < 1, 0 ≤ ν ≤ 1, (1.1)
I1−ρ; Ψ
a+
y(a) = ya ∈ R, ρ = µ+ ν − µν, (1.2)
where HDµ,ν; Ψ
a+
(·) is the (left-sided) Ψ-Hilfer fractional derivative of order µ and type ν,
I1−ρ; Ψ
a+
is (left-sided) fractional integral of order 1 − ρ with respect to another function Ψ
in Riemann–Liouville sense and f : [a, b]× R→ R is a given function that will be specified
latter.
The main objective of this paper is to prove the global existence and uniqueness of
solution to Ψ–Hilfer fractional differential equations (1.1)-(1.2). Using method of successive
approximations we investigate the Ulam–Hyers (HU) and Ulam–Hyers–Rassias (HUR) sta-
bility of Ψ–Hilfer FDE (1.1). By utilizing generalized Gronwall inequality [5] we obtain an
estimations for the difference of two ǫ-approximated solutions of Ψ–Hilfer fractional differ-
ential equations (1.1)-(1.2), from which we can derive the results pertaining to uniqueness
and dependence of solutions on the initial conditions.
The paper is organized as follows.In section 2, some basic definitions and results con-
cerning Ψ–Hilfer fractional derivative have been provided which are important for the de-
velopment of the paper. Section 3 dealt with existence and uniqueness of solutions of the
problem (1.1) - (1.2). Section 4 dealt with HU stability of Ψ–Hilfer FDE (1.1) via succes-
sive approximations. In section 5, we study ǫ−approximate solution of the Ψ–Hilfer FDE
(1.1).In section 6, we provide an illustrative example.
2 Preliminaries
In this section, we recall few definitions, notions and the fundamental results about frac-
tional integrals of a function with respect to another function [1] and Ψ–Hilfer fractional
operator [5, 6].
Let 0 < a < b < ∞, ∆ = [a, b] ⊂ R+ = [0,∞), 0 ≤ ρ < 1 and Ψ ∈ C
1(∆,R) be
an increasing function such that Ψ′(x) 6= 0, ∀ x ∈ ∆. The weighted spaces C1−ρ; Ψ(∆,R),
3Cρ1−ρ; Ψ(∆,R) and C
µ,ν
1−ρ; Ψ(∆,R) of functions are defined as follows:
(i) C1−ρ; Ψ(∆,R) =
{
h : (a, b]→ R : (Ψ(t)−Ψ(a))1−ρh(t) ∈ C(∆,R)
}
, with the norm
||h||C1−ρ; Ψ = max
t∈∆
∣∣(Ψ(t)−Ψ(a))1−ρ h(t)∣∣ ,
(ii) Cρ1−ρ; Ψ(∆,R) =
{
h ∈ C1−ρ; Ψ(∆,R) : D
ρ
a+
h(t) ∈ C1−ρ; Ψ(∆,R)
}
,
(iii) Cµ,ν1−ρ; Ψ(∆,R) =
{
h ∈ C1−ρ; Ψ(∆,R) :
HDµ,ν
a+
h(t) ∈ C1−ρ; Ψ(∆,R)
}
.
Definition 2.1 ([1],[15]) The Ψ–Riemann fractional integral of order µ > 0 of the func-
tion h is given by
Iµ; Ψa+ h (t) :=
1
Γ (µ)
∫ t
a
LµΨ(t, η)h (η) dη,
where
LµΨ(t, η) = Ψ
′ (η) (Ψ (t)−Ψ(η))µ−1
Lemma 2.1 ([1]) Let µ > 0, ν > 0 and δ > 0. Then:
(i) Iµ; Ψ
a+
Iν; Ψ
a+
h(t) = Iµ+ν; Ψ
a+
h(t)
(ii) If h(t) = (Ψ(t)−Ψ(a))δ−1, then Iµ; Ψ
a+
h(t) = Γ(δ)Γ(µ+δ) (Ψ(t)−Ψ(a))
µ+δ−1.
We need following results [1, 15] which are useful in the subsequent analysis of the paper.
Lemma 2.2 ([6]) If µ > 0 and 0 ≤ ρ < 1, then Iµ; Ψ
a+
is bounded from Cρ; Ψ(∆,R) to
Cρ; Ψ(∆,R). Also, if ρ ≤ µ, then I
µ; Ψ
a+
is bounded from Cρ; Ψ(∆,R) to C(∆,R).
Definition 2.2 ([5]) The Ψ–Hilfer fractional derivative of a function h of order 0 < µ < 1
and type 0 ≤ ν ≤ 1, is defined by
HDµ, ν; Ψ
a+
h(t) = I
ν(1−µ); Ψ
a+
(
1
Ψ′(t)
d
dt
)′
I
(1−ν)(1−µ); Ψ
a+
h(t).
Lemma 2.3 ([5]) If h ∈ C1(∆,R), 0 < µ < 1 and 0 ≤ ν ≤ 1, then
(i) Iµ; Ψ
a+
HDµ, ν; Ψ
a+
h(t) = h(t)− ΩρΨ(t, a)I
(1−ν)(1−µ);Ψ
a+
h(a), where ΩρΨ(t, a) =
(Ψ(t)−Ψ(a))ρ−1
Γ(ρ)
(ii) HDµ, ν; Ψ
a+
Iµ; Ψ
a+
h(t) = h(t).
4Definition 2.3 ([1]) Let µ > 0, ν > 0.The one parameter Mittag-Leffler function is defined
as
Eµ(z) =
∞∑
k=0
zk
Γ(kµ+ 1)
,
and the two parameter Mittag-Leffler function is defined as
Eµ,ν(z) =
∞∑
k=0
zk
Γ(kµ+ ν)
.
3 Existence and Uniqueness results
In this section we derive the existence and uniqueness results of the Cauchy-type problem
(1.1)-(1.2) by utilizing the following modified version of contraction principle.
Lemma 3.1 ([16]) Let X be a Banach space and let T be an operator which maps the
element of X into itself for which T r is a contraction, where r is a positive integer then T
has a unique fixed point.
Theorem 3.2 Let 0 < µ < 1 and 0 ≤ ν ≤ 1, and ρ = µ+ ν − µν. Let f : (a, b]×R→ R be
a function such that f(·, y(·)) ∈ C1−ρ; Ψ(∆,R) for any y ∈ C1−ρ; Ψ(∆,R), and let f satisfies
the Lipschitz condition with respect to second argument
|f(t, y1)− f(t, y2)| ≤ L|y1 − y2| (3.1)
for all t ∈ (a, b] and for all y1, y2 ∈ R, where L > 0 is a Lipschitz constant.Then the Cauchy
problem (1.1)-(1.2) has unique solution in C1−ρ; Ψ(∆,R).
Proof: The equivalent fractional integral to the initial value problem (1.1)-(1.2) is given by
[5]
y(t) = ΩρΨ(t, a) ya + I
µ; Ψ
a+
f(t, y(t))
= ΩρΨ(t, a) ya +
1
Γ(µ)
∫ t
a
LµΨ(t, η)f(η, y(η)) dη, t ∈ (a, b], (3.2)
Our aim is to prove that the fractional integral (3.2) has a solution in the weighted space
C1−ρ; Ψ(∆,R). Consider the operator T defined on : C1−ρ; Ψ(∆,R) by
(Ty)(t) = ΩρΨ(t, a) ya +
1
Γ(µ)
∫ t
a
LµΨ(t, η)f(η, y(η)) dη. (3.3)
By lemma 2.2, it follows that Iµ; Ψ
a+
f(., y(.)) ∈ C1−ρ; Ψ(∆,R). Clearly, yaΩ
ρ
Ψ(t, a) ∈ C1−ρ; Ψ(∆,R).
Therefore, from (3.3), we have Ty ∈ C1−ρ; Ψ(∆,R) for any y ∈ C1−ρ; Ψ(∆,R). This proves
5T maps C1−ρ; Ψ(∆,R) into itself. Note that the fractional integral equation (3.2) can be
written as fixed point operator equation
y = Ty, y ∈ C1−ρ; Ψ(∆,R).
We prove that the above operator equation has fixed point which will act as a solution for
the problem (1.1)-(1.2). For any t ∈ (a, b], consider the space Ct; Ψ = C1−ρ; Ψ([a, t],R) with
the norm defined by,
‖y‖Ct; Ψ = max
w∈[a,t]
∣∣∣(Ψ(w) −Ψ(a))1−ρy(w)∣∣∣ .
Using mathematical induction for any y1, y2 ∈ Ct; Ψ and t ∈ (a, b], we prove that
‖Tjy1 − T
jy2‖Ct; Ψ ≤ Γ(ρ)
(L(Ψ(t) −Ψ(a))µ)j
Γ(jµ + ρ)
‖y1 − y2‖Ct; Ψ , j ∈ N. (3.4)
Let any y1, y2 ∈ Ct; Ψ. Then from the definition of operator T given in (3.3) and using
Lipschitz condition on f , we have
‖Ty1 − Ty2‖Ct; Ψ
= max
w∈[0,t]
∣∣∣(Ψ(w)−Ψ(a))1−ρ (Ty1(w) − Ty2(w))∣∣∣
= max
w∈[0,t]
∣∣∣∣(Ψ(w)−Ψ(a))1−ρ 1Γ(µ)
∫ w
a
LµΨ(w, η) (f(η, y1(η)) − f(η, y2(η))) dη
∣∣∣∣
≤ L max
w∈[0,t]
∣∣∣∣(Ψ(w)−Ψ(a))1−ρ 1Γ(µ)
∫ w
a
LµΨ(w, η)
∣∣y1(η)− y(η)∣∣ dη
∣∣∣∣
= L max
w∈[0,t]
∣∣∣∣(Ψ(t)−Ψ(a))1−ρ 1Γ(µ)
∫ w
a
{
LµΨ(w, η)(Ψ(η) −Ψ(a))
ρ−1
}
×{
(Ψ(η) −Ψ(a))1−ρ |y1(η) − y2(η)|
}
dη
∣∣∣
≤
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1×
max
w∈[0,η]
∣∣∣(Ψ(w)−Ψ(a))1−ρ(y1(w)− y2(w))∣∣∣ dη
≤
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
‖y1 − y2‖ct;Ψ
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1 dη
≤ L‖y1 − y2‖Ct; Ψ
[
(Ψ(t)−Ψ(a))1−ρ Iµ; Ψ
a+
(Ψ(t)−Ψ(a))ρ−1
]
=
(L(Ψ(t)−Ψ(a))µ)Γ(ρ)
Γ(µ+ ρ)
‖y1 − y2‖Ct; Ψ
Thus the inequality (3.4) holds for j = 1. Let us suppose that the inequality (3.4) holds for
j = r ∈ N, i.e. suppose
‖Try1 − T
ry2‖Ct; Ψ ≤ Γ(ρ)
(L(Ψ(t)−Ψ(a))µ)r
Γ(rµ+ ρ)
‖y1 − y2‖Ct; Ψ (3.5)
6holds. Next, we prove that (3.4) holds for j = r+1. Let y1, y2 ∈ Ct; Ψ and denote y
∗
1 = T
ry1
and y∗2 = T
ry2. Then using the definition of operator T and Lipschitz condition on f , we
get
‖Tr+1y1 − T
r+1y2‖Ct; Ψ
= ‖T(Try1)− T(T
ry2)‖Ct; Ψ
= ‖Ty∗1 − Ty
∗
2‖Ct; Ψ
= max
w∈[a,t]
∣∣∣(Ψ(w) −Ψ(a))1−ρ (Ty∗1(w) − Ty∗2(w))∣∣∣
= max
w∈[a,t]
∣∣∣∣(Ψ(w) −Ψ(a))1−ρ 1Γ(µ)
∫ w
a
LµΨ(w, η) (f(η, y
∗
1(η)) − f(η, y
∗
2(η)) dη
∣∣∣∣
≤ L max
w∈[a,t]
{
(Ψ(w) −Ψ(a))1−ρ
1
Γ(µ)
∫ w
a
(
LµΨ(w, η)(Ψ(η) −Ψ(a))
ρ−1
)
×(
(Ψ(η) −Ψ(a))1−ρ |y∗1(η)− y
∗
2(η)|
)
dη
}
≤
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
∫ t
a
({
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1
}
×
max
w∈[a,η]
∣∣∣(Ψ(w) −Ψ(a))1−ρ (y∗1(w)− y∗2(w))∣∣∣
)
dη
≤
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1‖y∗1 − y
∗
2‖Cη; Ψ dη
From (3.5), we have
‖y∗1 − y
∗
2‖Cs; Ψ = ‖T
ry1 − T
ry2‖Cs; Ψ ≤ Γ(ρ)
(L(Ψ(s)−Ψ(a))µ)r
Γ(rµ+ ρ)
‖y1 − y2‖Cs; Ψ
Therefore,
‖Tr+1y1 − T
r+1y2‖Ct; Ψ
≤
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1×
Γ(ρ)
(L(Ψ(η) −Ψ(a))µ)r
Γ(rµ+ ρ)
‖y1 − y2‖Cη; Ψ dη
≤
(
Lr+1Γ(ρ)
Γ(rµ+ ρ)
‖y1 − y2‖Ct; Ψ
)
×(
(Ψ(t)−Ψ(a))1−ρ
1
Γ(µ)
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
rµ+ρ−1 dη
)
≤
Lr+1Γ(ρ)
Γ(rµ+ ρ)
‖y1 − y2‖Ct; Ψ(Ψ(t)−Ψ(a))
1−ρIµ
a+
(Ψ(t)−Ψ(a))rµ+ρ−1
=
Lr+1Γ(ρ)
Γ(rµ+ ρ)
‖y1 − y2‖Ct; Ψ(Ψ(t)−Ψ(a))
1−ρ Γ(rµ+ ρ)
Γ((r + 1)µ + ρ)
(Ψ(t)−Ψ(a))(r+1)µ+ρ−1
= Γ(ρ)
(L(Ψ(t)−Ψ(a))µ)r+1
Γ((r + 1)µ + ρ)
‖y1 − y2‖Ct; Ψ
7Thus we have
‖Tr+1y1 − T
r+1y2‖Ct; Ψ ≤ Γ(ρ)
(L(Ψ(t)−Ψ(a))µ)r+1
Γ((r + 1)µ + ρ)
‖y1 − y2‖Ct; Ψ
Therefore, by principle of mathematical induction the inequality (3.4) holds for all j ∈ N
and for every t in ∆. As a consequence we find on the fundamental interval ∆,
‖Tjy1 − T
jy2‖C1−ρ; Ψ(∆,R) ≤ Γ(ρ)
(L(Ψ(b) −Ψ(a))µ)j
Γ(jµ + ρ)
‖y1 − y2‖C1−ρ; Ψ(∆,R) (3.6)
By definition of two parameter Mittag-Leffler function, we have
Eµ,ρ(L(Ψ(b)−Ψ(a))
µ) =
∞∑
j=0
(L(Ψ(b) −Ψ(a))µ)j
Γ(jµ+ ρ)
Note that (L(Ψ(b)−Ψ(a))
µ)j
Γ(jµ+ρ) is the j
th term of the convergent series of real numbers. Therefore,
lim
j→∞
(L(Ψ(b)−Ψ(a))µ)j
Γ(jµ + ρ)
= 0.
Thus we can choose j ∈ N such that
Γ(ρ)
(L(Ψ(b)−Ψ(a))µ)j
Γ(jµ + ρ)
< 1,
so that Tj is a contraction. Therefore, by Lemma 3.1, T has a unique fixed point y∗ in
C1−ρ; Ψ(∆,R), which is a unique solution of the Cauchy type problem (1.1)-(1.2). ✷
Remark 3.3 The existence result proved above with no restriction on the interval ∆ =
[a, b], and hence solution y∗ of (1.1)-(1.2) exists for any a, b (0 < a < b < ∞). Thus the
Theorem 3.2 guarantees global unique solution in C1−ρ; Ψ(∆,R).
4 Ulam-Hyers stability
To discuss HU and HUR stability of (1.1), we adopt the approach of [8, 17]. For ǫ > 0 and
continuous function φ : ∆→ [0,∞), we consider the following inequalities:∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫ, t ∈ ∆ (4.1)∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ φ(t), t ∈ ∆ (4.2)∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫφ(t), t ∈ ∆ (4.3)
8Definition 4.1 The problem (1.1) has HU stability if there exists a real number Cf > 0
such that for each ǫ > 0 and for each solution y∗ ∈ C1−ρ; Ψ(∆,R) of the inequation (4.1)
there exists a solution y ∈ C1−ρ; Ψ(∆,R) of (1.1) with
‖y∗ − y‖C1−ρ; Ψ(∆,R) ≤ Cf ǫ.
Definition 4.2 The problem (1.1) has generalized HU stability if there exists a function
Cf ∈ ([0,∞)), [0,∞)) with Cf (0) = 0 such that for each solution y
∗ ∈ C1−ρ; Ψ(∆,R) of the
inequation (4.1) there exists a solution y ∈ C1−ρ; Ψ(∆,R) of (1.1) with
‖y∗ − y‖C1−ρ; Ψ(∆,R) ≤ Cf (ǫ).
Definition 4.3 The problem (1.1) has HUR stability with respect to a function φ if there
exists a real number Cf,φ > 0 such that for each solution y
∗ ∈ C1−ρ; Ψ(∆,R) of the inequation
(4.3) there exists a solution y ∈ C1−ρ; Ψ(∆,R) of (1.1) with
|(Ψ(t) −Ψ(a))1−ρ(y∗(t)− y(t))| ≤ Cf,φ ǫ φ(t), t ∈ (∆,R).
Definition 4.4 The problem (1.1) has generalized HUR stability with respect to a function
φ if there exists a real number Cf,φ > 0 such that for each solution y
∗ ∈ C1−ρ; Ψ(∆,R) of
the inequation (4.2) there exists a solution y ∈ C1−ρ; Ψ(∆,R) of (1.1) with
|(Ψ(t)−Ψ(a))1−ρ(y∗(t)− y(t))| ≤ Cf,φφ(t), t ∈ ∆.
In the next theorem we will make use of the successive approximation method to prove that
the Ψ–Hilfer FDE (1.1) is HU stable.
Theorem 4.1 Let f : (a, b] × R→ R be a function such that f(·, y(·)) ∈ C1−ρ; Ψ(∆,R) for
any y ∈ C1−ρ; Ψ(∆,R) and that satisfies the Lipschitz condition
|f(t, y1)− f(t, y2)| ≤ L|y1 − y2|, t ∈ (a, b], y1, y2 ∈ R,
where L > 0 is a constant. For every ǫ > 0, if y∗ ∈ C1−ρ; Ψ(∆,R) satisfies∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫ, t ∈ ∆
then there exists a solution y of equation (1.1) in C1−ρ; Ψ(∆,R) with I
1−ρ; Ψ
a+
y∗(a) = I1−ρ; Ψ
a+
y(a)
such that
‖y∗ − y‖C1−ρ; Ψ(∆,R) ≤
(
(Eµ(L(Ψ(b)−Ψ(a))
µ)− 1)
L
(Ψ(b)−Ψ(a))1−ρ
)
ǫ, t ∈ ∆.
9Proof: Fix any ǫ > 0, let z ∈ C1−ρ; Ψ(∆,R) satisfies∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫ, t ∈ ∆. (4.4)
Then there exists a function σy∗ ∈ C1−ρ; Ψ(∆,R) ( depending on y
∗ ) such that |σy∗(t)| ≤
ǫ, t ∈ ∆ and
HDµ,ν; Ψ
a+
y∗(t) = f(t, y∗(t)) + σy∗(t), t ∈ ∆. (4.5)
If y∗(t) satisfies (4.5) then it satisfies equivalent fractional integral equation
y∗(t) = ΩρΨ(t, a) I
1−ρ; Ψ
a+
y∗(a) +
1
Γ(µ)
∫ t
a
LµΨ(t, η)f(η, y
∗(η)) dη
+
1
Γ(µ)
∫ t
a
LµΨ(t, η)σy∗(η) dη, t ∈ ∆. (4.6)
Define
y0(t) = y
∗(t), t ∈ ∆ (4.7)
and consider the sequence {yn}
∞
n=1 ⊆ C1−ρ; Ψ(∆,R) defined by
yn(t) = Ω
ρ
Ψ(t, a) I
1−ρ; Ψ
a+
y∗(a) +
1
Γ(µ)
∫ t
a
LµΨ(t, η)f(η, yn−1(η)) dη, t ∈ ∆. (4.8)
Using mathematical induction firstly we prove that for every t ∈ ∆ and yj ∈ C1−ρ; Ψ[a, t] =
Ct; Ψ
‖yj − yj−1‖Ct; Ψ ≤
ǫ
L
(L(Ψ(t)−Ψ(a))µ)j
Γ(jµ + 1)
(Ψ(t)−Ψ(a))1−ρ, j ∈ N. (4.9)
By definition of successive approximations and using (4.6) we have
‖y1 − y0‖Ct; Ψ
= max
w∈[a,t]
|(Ψ(w) −Ψ(a))1−ρ {y1(w)− y0(w)} |
= max
w∈[0,t]
∣∣∣(Ψ(w)−Ψ(a))1−ρ (ΩρΨ(w, a) I1−ρ; Ψa+ z(a) + Iµ; Ψa+ f(w, y0(w)) − y0(w))
∣∣∣
= max
w∈[0,t]
∣∣∣(Ψ(w)−Ψ(a))1−ρ (ΩρΨ(w, a) I1−ρ; Ψa+ z(a) + Iµ; Ψa+ f(w, z(w)) − z(w))
∣∣∣
= max
w∈[0,t]
∣∣∣∣(Ψ(w)−Ψ(a))1−ρ 1Γ(µ)
∫ w
a
LµΨ(w, η)σz(η) dη
∣∣∣∣
≤ max
w∈[0,t]
[
(Ψ(w) −Ψ(a))1−ρ
1
Γ(µ)
∫ w
a
LµΨ(w, η)|σz(η)| dη
]
≤ ǫ max
w∈[0,t]
[
(Ψ(w) −Ψ(a))1−ρ
1
Γ(µ)
∫ w
a
LµΨ(w, η) dη
]
≤
ǫ
Γ(µ+ 1)
(Ψ(t)−Ψ(a))1−ρ(Ψ(t)−Ψ(a))µ
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=
ǫ
L
(L(Ψ(t)−Ψ(a))µ)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))1−ρ
Therefore,
‖y1 − y0‖Ct; Ψ ≤
ǫ
L
(L(Ψ(t)−Ψ(a))µ)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))1−ρ
which proves the inequality (4.9) for j = 1. Let us suppose that the inequality (4.9) holds
for j = r ∈ N, we prove it for j = r + 1. By definition of successive approximations and
Lipschitz condition on f , we obtain
‖yr+1 − yr‖Ct; Ψ
= max
w∈[0,t]
∣∣∣(Ψ(w) −Ψ(a))1−ρ {yr+1(w) − yr(w)}∣∣∣
= max
w∈[0,t]
∣∣∣(Ψ(w) −Ψ(a))1−ρ (Iµ; Ψa+ f(w, yr(w)) − Iµ; Ψa+ f(w, yr−1(w)))∣∣∣
≤ L max
w∈[0,t]
[
(Ψ(w)−Ψ(a))1−ρ
1
Γ(µ)
∫ w
a
LµΨ(w, η) |yr(η) − yr−1(η)| dη
]
≤
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1×
max
w∈[0,η]
∣∣∣(Ψ(w) −Ψ(a))1−ρ {yr(w) − yr−1(w)}∣∣∣ dη
=
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1‖yr − yr−1‖Cη; Ψ dη
Using the inequality (4.9) for j=r, we have
‖yr+1 − yr‖Ct; Ψ ≤
L(Ψ(t)−Ψ(a))1−ρ
Γ(µ)
∫ t
a
LµΨ(t, η)(Ψ(η) −Ψ(a))
ρ−1×(
ǫ
L
(L(Ψ(η)−Ψ(a))µ)r
Γ(rµ+ 1)
(Ψ(η)−Ψ(a))1−ρ
)
dη
=
ǫ
L
Lr+1
Γ(rµ+ 1)
(Ψ(t)−Ψ(a))1−ρIµ; Ψ
a+
(Ψ(t)−Ψ(a))rµ
=
ǫ
L
Lr+1
Γ(rµ+ 1)
(Ψ(t)−Ψ(a))1−ρ
Γ(rµ+ 1)
Γ((r + 1)µ + 1)
(Ψ(t)−Ψ(a))(r+1)µ
Therefore,
‖yr+1 − yr‖Ct; Ψ ≤
ǫ
L
(L(Ψ(t)−Ψ(a))µ)r+1
Γ((r + 1)µ + 1)
(Ψ(t)−Ψ(a))1−ρ,
which is the inequality (4.9) for j = r + 1. Using principle of mathematical induction the
inequality (4.9) holds for every j ∈ N and every t ∈ ∆.
Therefore,
‖yj − yj−1‖C1−ρ; Ψ(∆,R) ≤
ǫ
L
(L(Ψ(b)−Ψ(a))µ)j
Γ(jµ+ 1)
(Ψ(b)−Ψ(a))1−ρ
Now using this estimation we have
∞∑
j=1
‖yj − yj−1‖C1−ρ; Ψ(∆,R) ≤
ǫ
L
(Ψ(b)−Ψ(a))1−ρ
∞∑
j=1
(L(Ψ(b)−Ψ(a))µ)j
Γ(jµ + 1)
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Thus we have
∞∑
j=1
‖yj − yj−1‖C1−ρ; Ψ(∆,R) ≤
ǫ
L
(Ψ(b)−Ψ(a))1−ρ (Eµ(L(Ψ(b) −Ψ(a))
µ)− 1) (4.10)
Hence the series
y0 +
∞∑
j=1
(yj − yj−1) (4.11)
converges in the weighted space C1−ρ; Ψ(∆,R). Let y ∈ C1−ρ; Ψ(∆,R) such that
y = y0 +
∞∑
j=1
(yj − yj−1), (4.12)
Noting that
yn = y0 +
n∑
j=1
(yj − yj−1)
is the nth partial sum of the series (4.11), we have
‖yn − y‖C1−ρ; Ψ(∆,R) → 0 as n→∞.
Next, we prove that this limit function y is the solution of fractional integral equation with
I1−ρ; Ψ
a+
y∗(a) = I1−ρ; Ψ
a+
y(a). Next, by the definition of successive approximation, for any
t ∈ ∆, we have∣∣∣∣(Ψ(t)−Ψ(a))1−ρ
(
y(t)− ΩρΨ(t, a) I
1−ρ; Ψ
a+
y(a)−
1
Γ(µ)
∫ t
a
LµΨ(t, η)f(η, y(η)) dη
)∣∣∣∣
=
∣∣∣∣(Ψ(t)−Ψ(a))1−ρ
(
y(t)− ΩρΨ(t, a) I
1−ρ; Ψ
a+
z(a)−
1
Γ(µ)
∫ t
a
LµΨ(t, η) f(η, y(η)) dη
)∣∣∣∣
=
∣∣∣∣(Ψ(t)−Ψ(a))1−ρ
(
y(t)− yn(t) +
1
Γ(µ)
∫ t
a
LµΨ(t, η) f(η, yn−1(η)) dη
−
1
Γ(µ)
∫ t
a
LµΨ(t, η) f(η, y(η)) dη
)∣∣∣∣
≤
∣∣(Ψ(t)−Ψ(a))1−ρ {y(t)− yn(t)}∣∣+ ∣∣∣(Ψ(t)−Ψ(a))1−ρ Iµ; Ψa+ {f(t, yn−1(t))− f(t, y(t))}
∣∣∣
≤ ‖y − yn‖C1−ρ; Ψ[a,b] + L
[
(Ψ(t)−Ψ(a))1−ρ
1
Γ(µ)
∫ t
a
LµΨ(t, η) |yn−1(η)− y(η)| dη
]
≤ ‖y − yn‖C1−ρ; Ψ[a,b] + L‖yn−1 − y‖C1−ρ; Ψ[a,b] (Ψ(t)−Ψ(a))
1−ρ Iµ; Ψ
a+
(Ψ(t)−Ψ(a))ρ−1
= ‖y − yn‖C1−ρ; Ψ[a,b] +
(
LΓρ
Γ(µ+ ρ)
(Ψ(t)−Ψ(a))µ
)
‖yn−1 − y‖C1−ρ; Ψ[a,b], ∀n ∈ N
By taking limit as n→∞ in the above inequality, for all t ∈ [a, b], we obtain∣∣∣∣(Ψ(t)−Ψ(a))1−ρ
(
y(t)− ΩρΨ(t, a) I
1−ρ; Ψ
a+
y(a)−
1
Γ(µ)
∫ t
a
LµΨ(t, η) f(η, y(η)) dη
)∣∣∣∣ = 0.
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Since, (Ψ(t)−Ψ(a))1−ρ 6= 0 for all t ∈ ∆, we have
y(t) = ΩρΨ(t, a) I
1−ρ; Ψ
a+
y(a) +
1
Γ(µ)
∫ t
a
LµΨ(t, η) f(η, y(η)) dη, t ∈ ∆. (4.13)
This proves that y is the solution of (1.1)-(1.2) in C1−ρ; Ψ(∆,R). Further, for the solution
y∗ of inequation (4.4) and the solution y of the equation (1.1), using (4.7) and (4.12), for
any t ∈ ∆, we have
|(Ψ(t)−Ψ(a))1−ρ(y∗(t)− y(t))| =
∣∣∣∣∣∣(Ψ(t)−Ψ(a))1−ρ

y0(t)−

y0(t) + ∞∑
j=1
(yj(t)− yj−1(t))




∣∣∣∣∣∣
≤
∞∑
j=1
∣∣(Ψ(t)−Ψ(a))1−ρ(yj(t)− yj−1(t))∣∣
≤
∞∑
j=1
‖yj − yj−1‖C1−ρ[a,b]
≤
ǫ
L
(Ψ(b)−Ψ(a))1−ρ(Eµ(L(Ψ(b)−Ψ(a))
µ)− 1)
Therefore,
‖y∗ − y‖C1−ρ; Ψ[a,b] ≤
(
(Eµ(L(Ψ(b)−Ψ(a))
µ)− 1)
L
(Ψ(b)−Ψ(a))1−ρ
)
ǫ
This proves the equation (1.1) is HU stable. ✷
Corollary 4.2 Suppose that the function f satisfies the assumptions of Theorem 4.1. Then,
the problem (1.1) is generalized HU stable.
Proof: Set
Ψf (ǫ) =
(
(Eµ(L(Ψ(b)−Ψ(a))
µ)− 1)
L
(Ψ(b)−Ψ(a))1−ρ
)
ǫ,
in the proof of Theorem 4.1. Then Ψf (0) = 0 and for each y
∗ ∈ C1−ρ; Ψ(∆,R) that satisfies
the inequality ∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫ, t ∈ ∆,
there exists a solution y of equation (1.1) in C1−ρ; Ψ(∆,R) with I
1−ρ; Ψ
a+
y∗(a) = I1−ρ; Ψ
a+
y(a)
such that
‖y∗ − y‖C1−ρ; Ψ(∆,R) ≤ Ψf (ǫ), t ∈ ∆.
Hence fractional differential equation (1.1) is generalized HU stable. ✷
Theorem 4.3 Let f : (a, b] × R→ R be a function such that f(·, y(·)) ∈ C1−ρ; Ψ(∆,R) for
any y ∈ C1−ρ; Ψ(∆,R) and that satisfies the Lipschitz condition
|f(t, y1)− f(t, y2)| ≤ L|y1 − y2|, t ∈ (a, b], y1, y2 ∈ R,
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where L > 0 is a constant. For every ǫ > 0, if y∗ ∈ C1−ρ; Ψ(∆,R) satisfies∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫφ(t), t ∈ ∆,
where φ ∈ C(∆,R+) is a non-decreasing function such that
|Iµ; Ψ
a+
φ(t)| ≤ λφ(t), t ∈ ∆
and λ > 0 is a constant satisfying 0 < λL < 1. Then, there exists a solution y ∈
C1−ρ; Ψ(∆,R) of equation (1.1) with I
1−ρ; Ψ
a+
y∗(a) = I1−ρ; Ψ
a+
y(a) such that
|(Ψ(t)−Ψ(a))1−ρ(y∗(t)− y(t))| ≤
(
λ
1− λL
(Ψ(b)−Ψ(a))1−ρ
)
ǫφ(t), t ∈ ∆.
Proof: For every ǫ > 0, let y∗ ∈ C1−ρ; Ψ(∆,R) satisfies∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫφ(t), t ∈ ∆.
Proceeding as in the proof of Theorem 4.1 there exists a function σy∗ ∈ C1−ρ; Ψ(∆,R)
(depending on y∗) such that
y∗(t) = ΩρΨ(t, a) I
1−ρ; Ψ
a+
y∗(a) + Iµ; Ψ
a+
f(t, y∗(t)) + Iµ; Ψ
a+
σy∗(t), t ∈ ∆,
Further, using mathematical induction, one can prove that the sequence of successive ap-
proximations {yn}
∞
n=1 ⊆ C1−ρ; Ψ(∆,R) defined by
yn(t) = Ω
ρ
Ψ(t, a) I
1−ρ; Ψ
a+
y∗(a) +
1
Γ(µ)
∫ t
a
LµΨ(t, η) f(η, yn−1(η)) dη, t ∈ ∆. (4.14)
satisfy the inequality
‖yj − yj−1‖Ct; Ψ ≤
ǫ
L
(λL)j(Ψ(t)−Ψ(a))1−ρφ(t), j ∈ N. (4.15)
Using the inequation (4.15), we obatin
∞∑
j=1
‖yj − yj−1‖Ct;Ψ ≤
ǫ
L

 ∞∑
j=1
(λL)j

 (Ψ(t)−Ψ(a))1−ρ φ(t)
Thus
∞∑
j=1
‖yj − yj−1‖Ct;Ψ ≤ ǫ
(
λ
1− λL
)
(Ψ(t)−Ψ(a))1−ρ φ(t), t ∈ ∆. (4.16)
Following the steps as in the proof of the Theorem 4.1 there exists y ∈ C1−ρ; Ψ(∆,R) such
that ‖yn − y‖C1−ρ; Ψ(∆,R) → 0 as n → ∞. This y is the solution of the problem (1.1)-(1.2)
with I1−ρ,Ψ
a+
y(a) = I1−ρ,Ψ
a+
y∗(a), and we have
y = y0 +
∞∑
j=1
(yj − yj−1).
14
Further, for the solution y∗ of inequation and the solution y of the equation (1.1), for any
t ∈ ∆,
|(Ψ(t)−Ψ(a))1−ρ(y∗(t)− y(t))| =
∣∣∣∣∣∣(Ψ(t)−Ψ(a))1−ρ

y0(t)−

y0(t) + ∞∑
j=1
(yj(t)− yj−1(t))




∣∣∣∣∣∣
≤
∞∑
j=1
∣∣(Ψ(t)−Ψ(a))1−ρ(yj(t)− yj−1(t))∣∣
≤
∞∑
j=1
‖yj − yj−1‖Ct,Ψ
= ǫ
(
λ
1− λL
)
(Ψ(t)−Ψ(a))1−ρ φ(t), t ∈ ∆.
Thus, we have
|(Ψ(t)−Ψ(a))1−ρ(y∗(t)− y(t))| ≤
(
λ
1− λL
(Ψ(b)−Ψ(a))1−ρ
)
ǫφ(t), t ∈ ∆.
This proves the equation (1.1) is HUR stable. ✷
Corollary 4.4 Suppose that the function f satisfies the assumptions of Theorem 4.3. Then,
the problem (1.1) is generalized HUR stable.
Proof: Set ǫ = 1 and Cf,φ =
(
λ
1−λL (Ψ(b)−Ψ(a))
1−ρ
)
in the proof of Theorem 4.3. Then
for each solution y∗ ∈ C1−ρ; Ψ(∆,R) that satisfies the inequality∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ φ(t), t ∈ ∆,
there exists a solution y of equation (1.1) in C1−ρ; Ψ(∆,R) with I
1−ρ; Ψ
a+
y∗(a) = I1−ρ; Ψ
a+
y(a)
such that
|(Ψ(t)−Ψ(a))1−ρ(y∗(t)− y(t))| ≤ Cf,φ φ(t), t ∈ ∆.
Hence the fractional differential equation (1.1) is generalized HUR stable. ✷
5 ǫ−Approximate solutions to Hilfer FDE
Definition 5.1 A function y∗ ∈ C1−ρ; Ψ(∆,R) that satisfy the fractional differential in-
equality ∣∣∣HDµ,ν; Ψa+ y∗(t)− f(t, y∗(t))
∣∣∣ ≤ ǫ, t ∈ ∆
is called an ǫ-approximate solution of Ψ–Hilfer FDE (1.1).
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Theorem 5.1 ([5]) Let u, v be two integrable, non negative functions and g be a contin-
uous, nonnegative, nondecreasing function with domain ∆. If
u (t) ≤ v (t) + g (t)
∫ t
a
LµΨ(τ, s)u (τ) dτ,
then
u (t) ≤ v (t) +
∫ t
a
∞∑
k=1
[g (t) Γ (µ)]k
Γ (µk)
LµkΨ (t, τ)v (τ) dτ, (5.1)
∀ t ∈ ∆.
Theorem 5.2 Let f : (a, b]× R→ R be a function which satisfies Lipschitz condition
|f(t, y1)− f(t, y2)| ≤ L|y1 − y2|
for each t ∈ (a, b] and all y1, y2 ∈ R, where L > 0 is constant. Let yi
∗ ∈ C1−ρ; Ψ(∆,R), (i =
1, 2) be an ǫi− approximte solutions of FDE (1.1) corresponding to I
1−ρ; Ψ
a+
yi
∗(a) = y
(i)
a ∈ R,
respectively. Then,
‖y1
∗ − y2
∗‖C1−ρ; Ψ(∆,R) ≤ (ǫ1 + ǫ2)
(
(Ψ(b)−Ψ(a))µ−ρ+1
Γ(µ+ 1)
+
∞∑
k=1
Lk
Γ((k + 1)µ− ρ+ 1)
(Ψ(b)−Ψ(a))(k+1)µ
)
+ |y(1)a − y
(2)
a |
(
1
Γ(ρ)
+
∞∑
k=1
Lk
Γ(ρ+ kµ)
(Ψ(b)−Ψ(a))kµ
)
. (5.2)
Proof: Let yi
∗ ∈ C1−ρ; Ψ(∆,R), (i = 1, 2) be an ǫi− approximate solution of FDE (1.1) that
satisfy the initial condition I1−ρ; Ψ
a+
yi
∗(a) = y
(i)
a ∈ R. Then,∣∣∣HDµ,ν; Ψa+ yi∗(t)− f(t, yi∗(t))
∣∣∣ ≤ ǫi, t ∈ ∆. (5.3)
Operating Iµ; Ψ
a+
on both the sides of the above inequation and using the Lemma 2.3, we get
Iµ; Ψ
a+
ǫi ≥ I
µ; Ψ
a+
∣∣∣HDµ,ν; Ψa+ yi∗(t)− f(t, yi∗(t))
∣∣∣
≥
∣∣∣∣ 1Γ(µ)
∫ t
a
LµΨ(t, η)
(
HDµ,ν; Ψ
a+
yi
∗(η) − f(t, yi
∗(η))
)
dη
∣∣∣∣
=
∣∣∣Iµ; Ψa+ HDµ,ν; Ψa+ yi∗(t)− Iµ; Ψa+ f(t, yi∗(t))
∣∣∣
=
∣∣∣yi∗(t)− I1−ρ;Ψa+ yi∗(a)ΩρΨ(t, a)− Iµ; Ψa+ f(t, yi∗(t))
∣∣∣ .
Therefore,
ǫi
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ ≥
∣∣∣yi∗(t)− y(i)a ΩρΨ(t, a) − Iµ; Ψa+ f(t, yi∗(t))
∣∣∣ , i = 1, 2 (5.4)
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Using the following inequalities
|x− y| ≤ |x|+ |y| and |x| − |y| ≤ |x− y|, x, y ∈ R,
from the inequation (5.4), for any t ∈ ∆, we have
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ
≥
∣∣∣y1∗(t)− y(1)a ΩρΨ(t, a) − Iµ; Ψa+ f(t, y1∗(t))
∣∣∣
+
∣∣∣y2∗(t)− y(2)a ΩρΨ(t, a)− Iµ; Ψa+ f(t, y2∗(t))
∣∣∣
≥
∣∣∣(y1∗(t)− y(1)a ΩρΨ(t, a)− Iµ; Ψa+ f(t, y1∗(t)))
−
(
y2
∗(t)− y(2)a Ω
ρ
Ψ(t, a)− I
µ; Ψ
a+
f(t, y2
∗(t))
)∣∣∣
=
∣∣∣(y1∗(t)− y2∗(t))− (y(1)a − y(2)a )ΩρΨ(t, a)− Iµa+ [f(t, y1∗(t))− f(t, y2∗(t))]
∣∣∣
≥ |(y1
∗(t)− y2
∗(t))| −
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣
−
∣∣Iµ
a+
{f(t, y1
∗(t))− f(t, y2
∗(t))}
∣∣
Therefore,
|(y1
∗(t)− y2
∗(t))| ≤
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ +
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣
+
∣∣∣Iµ; Ψa+ (f(t, y1∗(t))− f(t, y2∗(t)))
∣∣∣
≤
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ +
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣
+
L
Γ(µ)
∫ t
a
LµΨ(t, η) |y1
∗(η)) − y2
∗(η)| dη
Applaying Lemma 5.1 with
u(t) = |y1
∗(t)− y2
∗(t)|,
v(t) =
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ +
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣ ,
g(t) =
L
Γ(µ)
,
we obtain
|y1
∗(t)− y2
∗(t)|
≤
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ +
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣
+
∫ t
a
∞∑
k=1
Lk
Γ(kµ)
LkµΨ (t, η)
(
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(η)−Ψ(a))µ +
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣
)
dη
=
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ +
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣
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+
(ǫ1 + ǫ2)
Γ(µ+ 1)
∞∑
k=1
Lk Ikµ; Ψ
a+
(Ψ(t)−Ψ(a))µ +
|y
(1)
a − y
(2)
a |
Γ(ρ)
∞∑
k=1
Lk Ikµ; Ψ
a+
(Ψ(t)−Ψ(a))ρ−1
=
(ǫ1 + ǫ2)
Γ(µ+ 1)
(Ψ(t)−Ψ(a))µ +
∣∣∣(y(1)a − y(2)a )ΩρΨ(t, a)∣∣∣
+
(ǫ1 + ǫ2)
Γ(µ+ 1)
∞∑
k=1
Lk
Γ(µ+ 1)
Γ((k + 1)µ + 1)
(Ψ(t)−Ψ(a))(k+1)µ
+
|y
(1)
a − y
(2)
a |
Γ(ρ)
∞∑
k=1
Lk Γ(ρ)
Γ(ρ+ kµ)
(Ψ(t)−Ψ(a))kµ+ρ−1
= (ǫ1 + ǫ2)
(
(Ψ(t)−Ψ(a))µ
Γ(µ+ 1)
+
∞∑
k=1
Lk
Γ((k + 1)µ + 1)
(Ψ(t)−Ψ(a))(k+1)µ
)
+ |y(1)a − y
(2)
a |
(
(Ψ(t)−Ψ(a))ρ−1
Γ(ρ)
+
∞∑
k=1
Lk
Γ(ρ+ kµ)
(Ψ(t)−Ψ(a))kµ+ρ−1
)
Thus for every t ∈ ∆, we have
(Ψ(t)−Ψ(a))1−ρ|(y1
∗(t)− y2
∗(t))|
≤ (ǫ1 + ǫ2)
(
(Ψ(t)−Ψ(a))µ−ρ+1
Γ(µ+ 1)
+
∞∑
k=1
Lk
Γ((k + 1)µ− ρ+ 1)
(Ψ(t)−Ψ(a))(k+1)µ
)
+ |y(1)a − y
(2)
a |
(
1
Γ(ρ)
+
∞∑
k=1
Lk
Γ(ρ+ kµ)
(Ψ(t)−Ψ(a))kµ
)
≤ (ǫ1 + ǫ2)
(
(Ψ(b)−Ψ(a))µ−ρ+1
Γ(µ+ 1)
+
∞∑
k=1
Lk
Γ((k + 1)µ− ρ+ 1)
(Ψ(b)−Ψ(a))(k+1)µ
)
+ |y(1)a − y
(2)
a |
(
1
Γ(ρ)
+
∞∑
k=1
Lk
Γ(ρ+ kµ)
(Ψ(b)−Ψ(a))kµ
)
Therefore,
‖y1
∗ − y2
∗‖C1−ρ; Ψ(∆,R)
≤ (ǫ1 + ǫ2)
(
(Ψ(b)−Ψ(a))µ−ρ+1
Γ(µ+ 1)
+
∞∑
k=1
Lk
Γ((k + 1)µ− ρ+ 1)
(Ψ(b)−Ψ(a))(k+1)µ
)
+ |y(1)a − y
(2)
a |
(
1
Γ(ρ)
+
∞∑
k=1
Lk
Γ(ρ+ kµ)
(Ψ(b)−Ψ(a))kµ
)
which is the desired inequality. ✷
Remark 5.3 If ǫ1 = ǫ2 = 0 in the inequality (5.3) then y1
∗ and y2
∗ are the solutions of
Cauchy problem (1.1)–(1.2) in the space C1−ρ; Ψ[a, b]. Further, for ǫ1 = ǫ2 = 0 the inequality
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takes the form
‖y1
∗ − y2
∗‖C1−ρ; Ψ(∆,R) ≤ |y
(1)
a − y
(2)
a |
(
1
Γ(ρ)
+
∞∑
k=1
Lk
Γ(ρ+ kµ)
(Ψ(b)−Ψ(a))kµ
)
,
which provides the information regarding continuous dependence of the solution of the prob-
lem (1.1)-(1.2) on initial condition. In addition, if y
(1)
a = y
(2)
a we have ‖y1
∗−y2
∗‖C1−ρ; Ψ(∆,R) =
0, which gives the uniqueness of solution of the problem (1.1)-(1.2).
6 Examples
Example 6.1 Consider the Ψ–Hilfer FDE
HD
1
2
, 1
2
; Ψ
0+
y(t) = 4y(t), t ∈ J = [0, 1], (6.1)
I
1
4
0+
y(0) = 2. (6.2)
comparing with the Cauchy problem (1.1)-(1.2), we have
µ =
1
2
, ν =
1
2
, ρ = µ+ ν − µν =
3
4
, y∗0 = I
1−ρ; Ψ
0+
y∗(0) = 2, and f(t, y(t)) = 4y(t).
Clearly, f satisfies Lipschitz condition with Lipschitz constant L = 4. By Theorem 3.2 the
initial value problem (6.1)-(6.2) has a unique solution. Further, the Theorem 4.1 guarantee
that the equation (6.1) is HU stable. Indeed, we prove that for given ǫ > 0 and the solution
y∗ of the inequality ∣∣∣∣HD 12 , 12 ; Ψ0+ y∗(t)− 4y∗(t)
∣∣∣∣ ≤ ǫ, t ∈ [0, 1],
we can find a constant C and solution y of the given equation (6.1) such that
‖y∗ − y‖C1−ρ; Ψ ≤ C ǫ.
For example, take ǫ = 8 and consider the inequality∣∣∣∣HD 12 , 12 ; Ψ0+ y∗(t)− 4y∗(t)
∣∣∣∣ ≤ 8, t ∈ [0, 1]. (6.3)
Note that the function y˜∗(t) = 2 (Ψ(t)−Ψ(0))
−
1
4
Γ( 3
4
)
satisfies the inequality (6.3). Further,
HD
1
2
, 1
2
; Ψ
0+
y1
∗(t) = 0,
which shows y˜∗ is not the solution of the Cauchy problem (6.1) - (6.2). Next, as discussed
in the proof of Theorem 4.1, we define the sequence of successive approximations to the
solution of (6.1) as follows:
y0(t) = y˜∗(t) = 2
(Ψ(t)−Ψ(0))−
1
4
Γ(34)
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yn(t) = Ω
ρ
Ψ(t, a) I
1−ρ; Ψ
a+
y∗(a) +
1
Γ(µ)
∫ t
a
LµΨ(t, η) f(η, yn−1(η)) dη
=
(Ψ(t)−Ψ(0))−
1
4
Γ(34)
+
4
Γ(12 )
∫ t
0
L
1
2
Ψ(t, η) yn−1(η)) dη, t ∈ J, n ∈ N.
Then,
y1(t) = 2
(Ψ(t)−Ψ(0))−
1
4
Γ(34 )
+ 8
(Ψ(t)−Ψ(0))
1
4
Γ(54)
y2(t) = 2(Ψ(t)−Ψ(0))
−
1
4
[
1
Γ(34)
+ 4
(Ψ(t)−Ψ(0))
1
2
Γ(54 )
+
16
Γ(74)
(Ψ(t)−Ψ(0))
]
.
In general, we have
yn(t) = 2(Ψ(t)−Ψ(0))
−
1
4
n∑
j=0
(4(Ψ(t) −Ψ(0))
1
2 )j
Γ(j 12 +
3
4)
, n ∈ N.
The exact solution of the initial value problem (6.1)-(6.2) is given by
y(t) = lim
n→∞
yn(t)
= lim
n→∞
2(Ψ(t)−Ψ(0))−
1
4
n∑
j=0
(4(Ψ(t)−Ψ(0))
1
2 )j
Γ(j 12 +
3
4)
= 2(Ψ(t)−Ψ(0))−
1
4 E 1
2
, 3
4
(4(Ψ(t)−Ψ(0))
1
2 ) (6.4)
Therefore
‖y∗ − y‖C1−ρ; Ψ = max
t∈[0,1]
∣∣(Ψ(t)−Ψ(0))1−ρ(y∗(t)− y(t))∣∣
= max
t∈[0,1]
∣∣∣(Ψ(t)−Ψ(0)) 14 (y(t)− x(t))∣∣∣
≤ max
t∈[0,1]
|y∗(t)− y(t)|
≤ max
t∈[0,1]
∣∣∣∣∣2(Ψ(t)−Ψ(0))− 14 E 12 , 34 (4t 12 )− 2Γ(34 ) (Ψ(t)−Ψ(0))
−
1
4
∣∣∣∣∣
≤ max
t∈[0,1]
∣∣∣∣∣E 12 , 34 (4(Ψ(t)−Ψ(0)) 12 )− 2Γ(34 )
∣∣∣∣∣
≤
∣∣∣∣∣E 12 , 34 (4(Ψ(1) −Ψ(0)) 12 )− 2Γ(34)
∣∣∣∣∣
= Cf ǫ,
where Cf =
1
8
∣∣∣E 1
2
, 3
4
(4(Ψ(1) −Ψ(0))
1
2 )− 2
Γ( 3
4
)
∣∣∣ . On the similar line, for each ǫ > 0 and for
each solution y∗ ∈ C1−ρ; Ψ[a, b] of the inequation (4.1), one can find by method of successive
approximation a solution y ∈ C1−ρ; Ψ[a, b] of (6.1) that satisfies the inequality
‖y∗ − y‖C1−ρ; Ψ[a,b] ≤ Cf ǫ.
20
References
[1] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and applications of fractional
differential equations, Elsevier. Science, B.V., Amsterdam 2006.
[2] R. Hilfer, Applications of fractional calculus in Physics, World Scientific, Singapore,
2000.
[3] K. M. Furati, M. D. Kassim, N. E. Tatar, Existence and uniqueness for a problem
involving Hilfer fractional derivative, Comp. Math. Appl., (64)(2012), 1616–1626.
[4] K. M. Furati, M. D. Kassim, N. E. Tatar, Non-existence of global solutions for a differ-
ential equation involving Hilfer fractional derivative, Electron. J. Differential Equations
(235)(2013)1–10.
[5] Sousa J. Vanterler da C., Oliveira E. Capelas de., On the ψ–Hilfer fractional derivative.
Commun.Nonlinear Sci. Numer. Simulat.,60(2018),72-91.
[6] Sousa J. Vanterler da C., Oliveira E. Capelas de., A Gronwall inequality and the
Cauchy-type problem by means of ψ–Hilfer operator, arXiv:1709.03634,(2017).
[7] S. M. Ulam, A Collection of the Mathematical Problems, Interscience Publishers, New
York, (1960).
[8] J. Wang, L. Lv, Y. Zhou, Ulam stability and data dependence for frational differ-
ential equations with Caputo derivative, Electronic Journal of Qualitative Theory of
Differential Equations, 63 (2011), 1-10.
[9] S. Abbas, M. Benchohra, A. Petru s¸el, Ulam stability for Hilfer type fractional differen-
tial inclusions via the weakly Picard operators theory, Fractional Calculus and Applied
Analysis, 20 (2017), 384–398.
[10] S. Abbas, M. Benchohra, J. E. Lagreg, A. Alsaedi, Y. Zhou, Existence and Ulam
stability for fractional differential equations of Hilfer-Hadamard type, Advances in
Difference Equations 2017(1)2017:180/ DOI 10.1186/s13662-017-1231-1.
[11] Sousa, J. Vanterler da C., E. Capelas de Oliveira, On the Ulam-Hyers-Rassias stability
for nonlinear fractional differential equations using the ψ–Hilfer operator, J. Fixed
Point Theory Appl. (2018) 20:96 https://doi.org/10.1007/s11784-018-0587-5
[12] M. Benchohra, J. E. Lazreg, Existence and Ulam stability for nonlinear implicit frac-
tional differential equations with Hadamard derivative, Studia Universitatis Babes-
Bolyai, Mathematica, 62(1)(2017), 27-38.
[13] J. Huang, Y. Li, Hyers-Ulam stability of delay differential equations of first order,
Math. Nachr. 289(1)(2016), 60-66.
[14] K. D. Kucche, S. T. Sutar, On existence and stability results for non-linear fractional
delay differential equations, Bol. Soc. Paran. Mat., 36(2018), 55–75.
[15] S. G. Samko, A. A. Kilbas, O. I. Marichev, Fractional integrals and derivatives, Theory
and applications, Gordon and Breach, Amsterdam, 1983.
21
[16] A. H. Siddiqi, Functional analysis with applications, Tata McGraw-Hill Publishing Ltd,
New Delhi, (1986).
[17] I. A. Rus, Ulam stability of ordinary differential equations, Studia.“BABES-BOLYAI”,
Mathematica, 54(4)(2009), 125–133.
