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1. INTRODUCTION 
In this paper we study an enumerative problem of integral representation 
theory. Let V be an n-dimensional vector space over the rational field Q. Let G 
be a finite group and let p: G + GL(V) b e a representation. There exists a 
Z-lattice L in V which spans V and is stable under G. Thus L is a Z[q-lattice 
on V. The Jordan-Zassenhaus theorem [3, Sect. 791 tells us that the number 
h(V) of isomorphism classes of Z[C;14attices on V is finite, but the usual proofs 
give no useful algorithm for determining the classes. If  Vis absolutely irreducible, 
then Maranda [8] and Takahashi [15] have shown that 
where the product is over all primes p which divide j G 1 and the j( p) are certain 
local class numbers. 
I had hoped to use this formula to compute h(V) in case G is the symmetric 
group S,, acting on V of dimension m. Takahashi does this in case m = 2 and 
shows that h(V) = j(3) = 2. His computation of j(3) uses some deep work of 
Brauer on blocks of defect one and cannot be used in general. The methods of 
this paper give one an elementary algorithm for doing such computations and 
we shall do them elsewhere. Our main concern here is the solution of an enumera- 
tive problem which came out of an attempt to compute the class number. 
Suppose that L and L’ are two Z[Gl-lattices on V. Then there exists d E Z, 
d # 0, such that dL’ CL. Since dL’ is isomorphic to L’ we may as well consider 
sublattices of a fixed lattice L. Since we want representatives for the isomorphism 
classes we might try to find all submodules of finite index in L and then separate 
them into their isomorphism classes. In particular, we might try to compute the 
number, say a,, , of submodules of index n in L and hence the generating function 
&(s) = C aa-‘. 
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We view this as a formal Dirichlet series and ignore questions of convergence. 
The series does in fact converge in the half plane Re s > dim V and one can see 
the precise half plane of convergence from the formula of Theorem 1. 
One can use the Hermite normal form [9, Sect. 61 to compute some of these 
zeta functions in an elementary way. Let x, ,..., x, be a Z-basis for L. If M is any 
Z-submodule of finite index n in L, then M has a Z-basis y1 ,..., ym of the form 
yi = U,lX, + a,,x, + .** + aiixi 
where the ai, satisfy the conditions 
uii > 0, 
0’ < a,, < a,, if j > i, 
u11u22 -*- umm = n. 
The correspondence between submodules M of index n and such triangular 
matrices is bijective. In concrete cases one can compute for given tl the matrices 
(ui3) which yield lattices M that are stable under G. The work is drudgery but 
the results are encouraging. If G is the group of symmetries of an equilateral 
triangle andL is spanned by the vertices of the triangle then [Js) = (1 + 3-8)~(~) 
where t(s) is Riemann’s zeta function. If G is a group of order 2 acting on the 
plane by reflection in a line then E(s) = (1 + 2-“)l;(~)~ or tL(s) = (1 - 2-” + 
21-a8) t(s)*, depending on the chosen lattice L. The case G = 1 and m arbitrary 
gives some more encouragement since [14, p. 641 
L(s) = 5(s) & - 1) -*f 5(s - m + 1). (1.1) 
The point of this paper is to prove that such formulas are typical. Let G be a 
finite group. Let A = Q[Gl and suppose A III A, @ 1.. @ A, where the A, 
are simple algebras. Let Fk be the center of Ak . Let ek: be the index of A, and let 
PZ~~ be the dimension of Ak over Fk . Let W, be a simple A,-module and view 
W, as A-module. Let V be an A-module and suppose V N V, 0 ... @ V,. 
where V, is isomorphic to a direct sum of m, copies of W, . Let tFk(s) be the 
Dedekind zeta function of Fk . Define tV(s) = [“(s; A) by 
THEOREM 1. Let G be a finite group. Let V be a Q[Gj-module and let L be a 
B[G+Zuttice on V. Let B be the set of prime divisors of 1 G j. Then there exist 
rutionaIfunctions 6,(X) E Q(X) in an indeterminate X, such that 
L(s) = n hw-“1 * t;,(s). 
PEB 
Theorem 1 is a special case of a theorem about lattices L over orders A in a 
semisimple algebra A over Q. In case A is a maximal order of A and L = A, 
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the formula was proved by Hey [4, p. 1301. Here one has an explicit formula 
for the factors S,(X) and they are in fact polynomials with integer coefficients. 
In all the examples I have computed, the 6,(X) are polynomials with integer 
coefficients. 
To prove Theorem 1 one might try to mimic either an argument given by 
Tamagawa [ 14, pp. 55-641 in which formula (1.1) appears as a special case of a 
formula involving Hecke operators, or the argument of Hey [4, pp. 128-1301 for 
maximal orders. The first uses only elementary divisors for modules over a 
principal ideal domain together with the marvelous identity of Cauchy 
i. [ ;] (-1)” qJ+-1)‘V = E (1 - qjt) (1.3) 
for the Gaussian p-binomial coefficients [r]. The second depends on explicit 
information about the ideal theory in maximal orders of a simple algebra over a 
p-adic field. The argument in this paper uses both the identity (1.3) and proper- 
ties of maximal orders in algebras over p-adic fields. A new ingredient, which 
allows us to prove the rationality of certain local zeta functions, and to derive 
explicit formulas in concrete cases, is the combinatorial idea which Hall [5] and 
Weisner [16] introduced into the study of p-groups, and is now called Mobius 
inversion [12]. Mobius inversion has been used in many ways, but the present 
application lies very close to the first ideas of Hall and Weisner. 
2. COMBINATORICS 
Let A be a ring (with identity) and let L be a (left unital) d-module. Let d(L) 
be the set of all submodules of finite index in L. The set d(L) is partially ordered 
by inclusion. It is a lattice in the sense of partially ordered sets, but we avoid 
this terminology because it conflicts with the same word lattice, which we use in 
an arithmetic sense. If  L has only a finite number of submodules of any given 
finite index n, then we may define a zeta function 
CL(S) = tL(s; A) = c IL : N IFS. Nel(L) 
We view this as a formal Dirichlet series. 
LEMMA 1. Let A, ,..., A, be rings and let A = &, Ai be their direct sum. 
Let L be a A-module and suppose L = &Lj is a direit sum of submodules Lj 
where AiLj = 0 for i # j. I f  &(s; Ai) is defined for all i = l,..., Y then &(s; A) 
is defined and 
&(s; A) = n L,(s; Ai). 
2=1 
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Proof. Let In(L) be the partially ordered set of all submodules of L. Write 
1 = Ci=, e, with ei E Ai . I f  NE Q(L) and x E N write x = XI=, xi with X, EL, . 
Then x,. = eix E N. Thus N = @;, (N n 4). Thus the map N + (N n L, ,..., 
N n L,.) is bijective from Q(L) to Q(L,) x ... x S(L,) and is in fact an isomor- 
phism of partially ordered sets. Since 
L/N cz 6 L,/N n Lj 
j=l 
we have an isomorphism d(L) N d(L,) x -1. x d(L,.) of partially ordered sets. 
Since 
IL:NI =fiIL,:NnL,I 
j=l 
when both sides are finite, the lemma is proved. 
In the rest of this section we assume: 
(2.1) d(L) contains only finitely many isomorphism classes of A-modules. 
(2.2) There exists an integer q such that 1 L : N j is a power of q for all 
Ned(L). 
(2.3) Each NE d(L) h as only a finite number of maximal submodules and 
these lie in d(L). 
Let a, be the number of submodules N of L with /L : N 1 = qn. Our hypo- 
theses ensure that a, is finite. Define a formal power series ZL(t) = Z,(t; A) in 
an indeterminate t by 
Z,(t) = C a,P. 
WJ 
Thus, under our hypotheses we have 
IfNEd(L)andIL:NI =q”write[L:N]=t”.Thus 
Z,(t)= 1 [L:N]. 
NE&Y 
(2.4) 
I f  M > N are in d(L) then [L : N] = [L : M][M : N]. I f  M E d(L) let d(L, M) 
be the set of all N GA(L) such that N N M as A-modules. Define a formal 
power series 
ZL.MW = C [L : Nl. 
Let radL be the intersection of the maximal submodules of L. Our hypothesis 
shows rad L E d(L). Let CD(L) be the finite set of all N E d(L) such that N >_ radL. 
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The set d(L) is a locally finite partially ordered set [12] and hence has a Mobius 
function p. If  NE d(L) then d(N) C d(L) and d(N) also satisfies our hypotheses. 
The Mobius function of d(N) is the restriction to d(N) x d(N) of the Mobius 
function of d(L). 
LEMMA 2. If M E d(L) then 
c I-@‘, LP : NJ ZN.M@) = SL.M 
NE@(L) 
where 6,,,, = 1 ifL ‘v M and aL,+, = 0 otherwise. 
Proof. I f  S is any subset of A(L) write 
[S] = c [L : N]. 
NE.7 
Then 
[Sus’] =[S]+[S’]-[SnS’] 
for any two subsets S, s’ of A(L). Let M, ,..., M,. be the maximal submodules 
of L. Let Si = A(Mi , M). Since every element of A(L) is either equal to L or 
included in some Mi we have 
z,,,(t) = 8L.M + IS, u *** u &I 
= L.M - C' C--1)"' [SJI 6 
where S, = n,,, Sj and C’ denotes summation over all nonempty subsets J’ 
of I = {l,..., Y}. Let MJ = njeJ Mj . Then 
LS.4 = 1 CL: Nl 
NeA(MJ.M) 
= [L: MJ] c [MJ: N] 
NEA(MJ.M) 
= [L : Wrl Zm-J,dt). 
In case J is empty we agree that M, = L. Thus 
7 (--lYJ [L : Mrl -G+.dt) = ~L,M 
where the sum is over all subsets J of I. Rewrite this sum as follows. If  N is a 
submodule ofL let v(N, L) = C (-l)lJ1 w h ere the sum is over all subsets 1 of I 
with MJ = N. Since v(N, L) = 0 for N # Q(L) our formula becomes 
c 4N L)[L : Nl zN.M(t> = 8L.M. 
NEWL) 
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Let I(N) = (i E I: Mi > N}. I f  N # L then I(N) is nonempty and thus 
c v(Q, L) = C (-l)lJl = 0. 
O>N JCI(N) 
Since Y(L, L) = 1, Y satisfies the recursion formula which one usually takes as the 
definition of p [12] and thus p = V. 
Let L r ,..., L, represent the isomorphism classes of modules in A(L). Let @p,j 
be the set of submodules of L, which include rad Li and are isomorphic to Lj . Let 
A,,(t) = 1 p(N, L,)[L, : N]. 
NE@‘j 
Note that A,(t) is a polynomial with integer coefficients. Write Zij(t) = ZLiJt). 
LEMMA 3. 
k=l 
Proof. Apply Lemma 2 with L, , Lj in place of L, M. Since @(Li) = ui=, Qiin 
disjoint union, and since the Miibius function of A(Li) is the restriction of the 
Miibius function p of A(L) we get 
f: &kct) zkdt) = C /-‘(N,Lt)[L, : Nl zN,Lj(t) = hi * 
k=l NE@&) 
LEMMA 4. ZJt) is a rationulfunction. 
Proof. By Lemma 3 the matrices (A,(t)) and (Zir(t)) are inverses of each 
other. Since A,(t) is a polynomial, Cramer’s rule shows that Zij(t) is a rational 
function, and hence so is ZLi(t) = CF=, Z,(t). Since L N Li for some i we are 
done. 
It may happen that the matrix (A,,(t)) is invertible and that the entries Zd,(t) 
of its inverse are rational functions even if the class number h is not finite. For 
example, let R = Z,, be the localization of Z at a prime p. Let L = Re, @ Re, 
be a free R-module and let n be the ring of all R-endomorphisms a of L such that 
ae, E Re, . For i = 0, 1,2,... let Lc = Rpfe, @ Re, . Then Li+l is the unique 
maximal submodule of& and thus A(L) = (L, , Ll , L, ,...}. Let ps be the matrix 
representation of (1 afforded by Li , using the R-basis pieI , e, for Li . I f  a EA 
and ael = wl + unea , sea = u,,e, with uu E R, then 
pi(u) = al1 O ). ( P”%l a22 
Computation shows that no two of the representations pi are equivalent and 
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hence no two of the modules Li are isomorphic. The polynomials A,(t) are thus 
Aif = 1 if i=i 
= -t if j=i+l 
=o otherwise. 
The inverse matrix has entries 
&(t) zzz p-i if i>j 
zz 0 otherwise 
and 
z‘i(t) = j& 9 i = 0, 1, 2 ,... . 
3. LOCAL FORMULAS 
Let p E Z be prime. Let F be a field of finite degree over the field a!, of p-adic 
numbers. Let .R be the ring of integers of F, let p be the maximal ideal of R, and 
let q = 1 R : p 1 be the cardinality of the residue class field. We hold this notation 
fixed throughout this section. 
We use the notes of Roggenkamp and Huber-Dyson [IO] and Roggenkamp [ 1 I] 
as a reference for the facts we need about lattices over orders. Vector spaces and 
algebras are of finite dimension over F. A lattice which spans a vector space V 
will be called a lattice on V. 
THEOREM 2. Let A be a semisimple algebra over F. Let A be an R-order of A. 
Let V be an A-module and let L be a A-lattice on V. Let a, be the number of A- 
submodules of L of index q”. Then Z=(t) = C s>0 a,tn is a rational function. 
Proof. We check that the hypotheses (2.1)-(2.3) are satisfied, and then the 
assertion follows from Lemma 4. The local analog of the Jordan-Zassenhaus 
theorem [ll, VI.4.91 implies (2.1). Let N be a maximal submodule of L. I f  
N + pL = L then, since p is the unique maximal ideal of R, it follows from 
Nakayama’s lemma that L = N, a contradiction. Thus N + pL = N and 
N I pL. This proves (2.3). It also shows that L/N is a finite dimensional vector 
space over R/p and hence 1 L : N j is a power of q for any maximal submodule 
N of L. Now (2.2) follows by descending induction on 1 L : N I. 
LEMMA 5. Let A = Mat,(F) be a full matrix algebra of degree n over F. 
Let A be a maximal R-order of A. Let V be an A-module which is a direct sum of m 
copies of a simple A-module and let L be a A-lattice on V. Then 
m-1 
Z,(t; A) = n (1 - qjtn)-l. 
j=0 
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Proof. Suppose’ first that ti = 1. ‘Then A = F and A = R. Since R is a 
principal ideal domain every R-lattice is isomorphic to a direct sum of copies 
of R. Thus we may assume that V = Fm and L = Rm. Since every element 
of d(L) is a free R-module of rank m we have ZN,o(t) = Z=(t) for all N, Q E d(L). 
Thus Lemma 2 says, in this case, that 
Z&) * c p(N, L)[L : N] = 1. 
NE@(L) 
Since radL = pL it follows that L/rad L is a vector space of dimension m over 
R/p and D(L) is isomorphic as partially ordered set to the set of R/p-subspaces 
of L/pL. I f  N E @(L) and dim,,, L / N = K, then a known formula for the Mobius 
function [5, 12, 161 is 
p(N, L) = (-l)%p--1)/Z. 
Let [T] be the number of R-dimensional, subspaces of an m-dimensional vector 
space over a field of q elements. Our formula becomes 
Z,(t). f  [ ;] (-1)” qk(k-Wk = 1 
k=O 
and the assertion of the lemma follows from (1.3). 
Now let n be arbitrary. We reduce the general case to the case 71 = 1 by using 
the Morita correspondence. Let W be a vector space of dimension ft over F with 
A = End, W. We may ,assume that V = Wm. Since A is a maximal order of A 
it follows from [2, Prop. 4.21 that there is an R-lattice M on W such that A = 
End, M. Since R is a principal ideal domain, M is a free R-module of rank n. 
Let Sz = End, M. Then Sz N R. I f  N is a A-submodule of L let H(N) = 
Hom,(M, N). We view H(N) as an S-module. Since A is isomorphic as a A- 
module to a direct sum of copies of M, M is a progenerator [lo, 111.1. lo]. 
Morita’s theorem [lo, 111.2.11 says, in part, that the correspondence N + H(N) 
is bijective from the set of A-submodules ofL to the set of .C2-submodules of H(L). 
This correspondence preserves inclusions and thus, in particular, 1 L : N 1 is 
finite if and only if 1 H(L) : H(N)1 is finite. Thus N + H(N) is a bijection from 
d(L; A) to O(H(L); Sz). Suppose we can prove that 1 L : N 1 = 1 H(L) : H(N)ln. 
Then 
Z,(t; A) --; c [L : N] = c [H(L) : H(N)]” = ZH(@; ii’). 
Ned(L) NELNL) 
Since A is a maximal order in a simple algebra over a p-adic field it follows from 
[lo, IV.5.41 that two A-lattices X and Y are isomorphic as A-modules if and 
only if F OR X and F OR Y are isomorphic as A-modules. Thus, since 
F ,BR L N V w F @d Mm we have L N Mm. Thus H(L) N Hom,(M, Mm) N 
,Rm. The lemmafollows now from&e case 12 = 1 applied to the order Sz ~1! R and 
the G-lattice, H(L). 
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It remains to show that 1 L : N / = 1 H(L) : H(N)jn. Suppose first that N is 
a maximal submodule of L. Let iI = A/p/l and M = M/PM. Nakayama’s 
lemma shows that N 2 pL so L/N is a A-module. Since N is a maximal submodule 
of L, L/N is a simple A-module. But iI !X End,,p M is the full algebra of endo- 
morphisms of a vector space over a field and thus has a unique simple module 
up to isomorphism. Thus L/N ru M and 
IL:NI = IR1 =q”. 
Since M is a projective A-module, the exact sequence 
O+N+L+L/N+O 
yields an exact sequence 
0 -+ Hom,(M, N) -+ Hom,(M, L) + Hom,(M, L/N) 4 0 
so that 1 H(L) : H(N)1 = I Hom,(M, L/N)I. I f  ‘p E Hom,(M, L/N) then 
~(x + PM) = v(x) is a well-defined map g from M mto L/N. The correspond- 
ence v  + q is a bijection from Hom,(M, L/N) to Hom&V,L/N). Since 
L/N N M we have 
I H(L) : H(N)/ = I Hom,$V, M)l = 1 R/p j = q. 
This proves that / L : N I = I H(L) : H(N)I” in case N is a maximal submodule 
of L. In the general case write 
L=L,2 ... lLi lLi+l 2 ... >L, = N 
for suitable Li E d(L) where L,+l is a maximal submodule of Li . Then we have 
a corresponding descending chain with Li replaced by H(L,). Since 1 Li : L,+l / = 
1 H(L,) : fl(Li+,)ln for all i = O,..., r-l wehavelL:Nl = IH(L):H(N)jn. 
4. GLOBAL FORMULAS 
Let F be a field of finite degree over Q and let R be its ring of integers. If  a 
is a nonzero ideal of R let N(a) = I R : a I be its norm. The Dedekind zeta func- 
tion of F is 
<&) = c N(a)-” = n (1 - N(p)-“)-l 
a P 
where the sum is over all nonzero ideals of R and the product is over all nonzero 
prime ideals of R. In what follows sums or products indexed byp are understood 
to be over all primes p E Z unless some other index set is given. Sums or products 
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indexed by p 1 p are understood to be over all prime ideal divisors p in R of a 
prime p E Z. Let 
5&), = JJ (1 - Np)-T1. 
PIP 
Then 
Let A be a semisimple algebra of finite dimension over Q and suppose A = 
A, 0 *.. @ A, where the A, are simple algebras. Let Fk be the center of A, . 
Let ek be the index of Ak and let nka be the dimension of A, over F, . Let IF’, 
be a simple A,-module and view W, as A-module. Let V be an A-module and 
suppose A N Vi @ a*. @ V,. where V, is isomorphic to a direct sum of mk 
copies of W, . Define 
[&) = &(s; A) = n n Spk(w - j) 
kc1 i=o 
and 
Thus 
and 
5 v(s; A) = fi 5vk(s; 4. 
k-l 
Let S : A + Q denote the reduced trace. Let A be aH-order of A. Let z+ ,..., u, 
be a Z-basis for A. The discriminan t d(A) = det S(u,u,) is an integer inde- 
pendent of the chosen basis, and is not zero because A is semisimple. There 
exists a maximal order I’ containing A [4, p. 701. The discriminant d(r) does 
not depend on the chosen r [4, p. 881 and is called the discriminant d(A) of A. 
Since 1 I’ : A 1 is finite, there exists a least positive integer f such that fI’ C A. 
We write f = f (r : A). Jacobi&i [6] has shown that if A = Q[c;l is a group 
algebra and A = h[q then f (r : A) d oes not depend on the chosen maximal 
order r. Let B = B(r : A) be the set of primes p EZ which divide either 
d(A) or f (r : A). If p E H is prime, let Z, be the localization of Z at p. Let A, = 
&,A and let L, = Z&. Then A, is a i&-order of A and L, is a AD-lattice on V 
[lo, IV.l.71. We hold all the preceding notation fixed throughout this section. 
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THEOREM 3. Let A be a semisimple algebra over Q and.let A be a Z-order of A. 
Let V be an A-module and let L be a A-lattice on V. There exists for each prime 
p E B a rational function S,(X) in an indeterminate X such that 
Theorem 3 is a consequence of Lemmas 6-10. 
LEMMA 6. 
Proof. Let E(L) be the subset of the Cartesian product n, d(L,) consisting 
of all (..., M(p),...) such that M(p) = L, for almost all primes p. It follows 
from [lo, IV.1.81 that the mapping q~: M--f (..., MD ,...) is an injection of d(L) 
into E(L) and that there exists a A-lattice M on V with M, = M(p) for all p. 
The argument of [lo, 1.8.81 shows that one can in fact choose ME d(L) so v 
is bijective. Since L/M ‘v @,L,/M, we have 1 L : M / = &, / L, : MD 1 and 
the formula of the lemma follows now from the definition of the zeta functions. 
LEMMA 7. Let B’ be the set of prime divisors off (r : A). Let M = I’L. Then 
Proof. Note that M is a F-lattice on V so that the zeta functions in the formula 
are defined. If  p $ B’ then r, = A,. Thus Mp = r,L, = A,L, = L, and thus 
[L,(s; A,) = [M,(s; r,). Thus Lemma 6 implies Lemma 7. 
LEMMA 8. Let M be a r-lattice on V. Let ek be the identity element of A, , let 
r, = e,r and let Mk = e,M. Then I’, is a maximal Z-order ofAk , Mk is a 
r,-lattice on V, = e,V and 
cMts; r) = fi tMtcs; rd. 
k=l 
I f  p E Z is prime let r,C,, = ZJ, and let MkS1, = E,IM~ . Then 
h&s; rD) = fi cMl,,h rk.D) 
k=l 
Proof. Since r is a maximal Z-order of A it follows from [lo, IV.4.51 that 
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I’, is a maximal order of A, and r = P, @ *** @ r,. . In particular, e, E r, so 
M,=e,MCI’,MCM and thus M=M,@***@M,.. Since Vk=e,V, 
Mk is a I’,-lattice on V, . Now the first assertion of Lemma 8 follows from 
Lemma 1. Since r is a maximal Z-order of A, it follows from [IO, IV.4.81 that 
r, is a maximal &-order of A. The second assertion of this lemma may now be 
proved in the same way as the first. 
Let Ge, be the p-adic completion of Q and let 2, be the ring of p-adic integers. 
Let &, = Ge, & A and let. A, = f, @r A. Let vD = dp, @o V and let 
&, = f, @r L. We view all the natural injections 
1 J: 
A-A, 
as inclusions. Then cf, is a semisimple algebra over a!, and (I, is a &,-order of 
A^, . Furthermore, vD is an &module and & is a &,-lattice on VP [lo, IV.1.71. 
LEMMA 9. 
5&; 4) = 5e,(s; &. 
Proof. Let M be a &lattice on V. By [IO, IV.l.91 the map M + Z,M is a 
one-to-one inclusion preserving map from the set of &lattices on V to the set 
of &lattices on v, . The lattice L, maps to J?, . If M C L, then by [ 10, IV. 1. lo] 
we have L,/M N L&,M so 1 L, : M 1 = / .&, : f,M I. The lemma follows now 
from the definition of the zeta functions. 
LEMMA 10. Let p E Z be prime. Suppose that A-, is isomorphic to a direct sum 
of matrix algebras over fields. Let M be a r-lattice on V. Then 
cMp(s; r,) = sd~)~ . 
Proof. Suppose first that A is simple. Let F be the center of A and let R be 
the ring of integers ofF. LetpD = 6, @o F. Then [13, p. 403 we have a decom- 
position 
&=@Fp 
VIP 
into a direct sum of fields, where Fv is isomorphic to the p-adic completion 
of F. Let ev be the identity element of F, . Since F is the center of A, it follows 
that $‘D is the center of &, and thus the elements ev are the primitive central 
idempotents of a, . Let A, = e&, . Then 
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a direct sum of simple GD-algebras. Since r is a maximal Z-order of A, it follows 
from [lo, IV.4.81 that f’, is a maximal &,-order of A ,^ . Let I’, = ePfi, . By 
[lo, IV.4.51 
and I’, is a maximal &-order of A, . Let R, be the ring of integers ofFp . Since 
R, is included in the center of A, , the elements of Rprp are integral over 
f,e, , and thus RPrP is a &-order of A, . Since rp is a maximal &-order, we 
must have R, C rp . Thus, viewing A, as an algebra over F, we see that rp is 
a maximal lip-order of A, . Let VP = epfP and let M,, = epil?I,, . Then Mp is 
a rp-lattice on the Ap-module VP and 
h?l,=@Mp. 
PIP 
The natural isomorphism A ,^ -p9 OF A takes ep to ep @ 1 and thus A, ‘V 
Fp OF A. Similarly VP N Fp OF V. 
Suppose that e is the index of A, that na = dim, A and that V is isomorphic 
to a direct sum of m copies of a simple A-module W. Since A is simple we have 
A N Mat,(D) for some integer t and division algebra D over F. Then n2 = t2e2 
so n = te. Since W is isomorphic to the space of t x 1 column vectors over D 
we have dimF W = te2 and thus dim, V = mte2. 
By hypothesis, A, is isomorphic to a direct sum of matrix algebras over fields. 
Thus A, is isomorphic to a full matrix algebra over Fp . Since 
dimg A, = dimfp(Fp OF A) = dimr A = n2 
we have A, N Mat,(Fp). Let W, be a simple Ap-module. Then dim, 
12 = te. Since 
p WP = 
dim% VP = dimr,(F, @r V) = dimF V = mte2 
it follows that VP is isomorphic to a direct sum of me copies of W, . Since pR, 
is the maximal ideal of R, it follows from Lemma 5 that 
me-1 
-hp(t; r,) = n (1 - qjtn)-l 
i=o 
where p = 1 R, : pR, 1 = 1 R : p / = N(p). It follows from (2.4) that 
?TZe-1 
5Mp(s; r,) = n (1 - N(pp-1. 
j=O 
RRF’RRSRNTATION THEORY 319 
If p and p’ are distinct prime ideal divisors of pR then e,,e,r = 0 and thus 
r,ikZ,* = 0. Lemma 1 implies 
Now using Lemma 9 we get 
WW-1 
= l-J g (1 - N(PY-n")-l 
WM-1 
= ", 5F(@S - j), = SY(4P * 
This completes the proof of the lemma in case A is simple. 
In the general case, let A,,, = a!, & AK. Since AD is the direct sum of the 
hg, each &, is a direct sum of matrix algebras over fields. Since Ak is simple 
we may apply the first part of the present argument. Together with Lemma 8 
this gives 
This completes the proof of Lemma 10. 
Let A be a central simple algebra of dimension n* over a number field F. 
Let R be the ring of integers of F. Let r be a maximal R-order of A. Let SK,,: 
A -+ F denote the reduced trace. The relative discriminant bF(F) is the ideal 
of R generated by all quantities det SK/F(uiuj) where u, ,..,, U,Z are elements of r. 
The ideal b#) does not depend on the chosen maximal order r [4, p. 881 and 
is called the discriminant b,(A) of A. We may also view A as algebra over Q. 
Its absolute discriminant d(A) has been defined at the beginning of this section. 
The connection between these two discriminants is the formula [l , Satx 31 
44 = W)“* NwQWA) (4-l) 
where d(F) is the disc riminant of the field F and NPlo denotes the norm from F 
to 62. 
Now let A be as in the statement of Theorem 3. Suppose p E Z is prime and 
A, is not a direct sum of matrix algebras over fields. Then some &, is not a 
607W/3-7 
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direct sum of matrix algebras over fields. Let Fk be the center of AK and let R, 
be the ring of integers of FI, . Then there exists a prime ideal divisor p of pRk 
such that the corresponding simple component AK,P of Ak,, is not a full matrix 
algebra over the p-adic completion of Fk . It follows from [4, pp. 116-l 171 that 
p divides bFk(Ak), Now (4.1) shows that p divides d(A,). Since d(A) = 
d(A,) .=. d(A,) it follows p divides d(A) and hence p E B. Thus if p 6 B and M 
is any r-lattice on I’, we may apply Lemma 10 to conclude that tM,(s; r,) = 
&,(s), . Choose M = l?L. Then Lemma 7 implies 
Theorem 2 shows that each term I& (s; AP) which occurs in the product is a 
rational function of peg with coefficie& in 0. The same is true for cV(s)o because 
N(p) is a power of p. This completes the proof of Theorem 3. 
Remark. Suppose A is a direct sum of matrix algebras over fields. Let B’ 
be the set of primes p E Z which divide j(F : A). Our present hypothesis allows 
us to apply Lemma 10 for all primes p E Z so cMD(q r,) = &(s), for all primes p. 
Now using Lemmas 6 and 7 as in the preceding paragraph we get 
Thus the prime divisors of d(A) do not occur in the formula of Theorem 3. 
If  one were willing to rewrite certain portions of this paper, it would be possible 
to prove this special case of Theorem 3 without mentioning p-adic fields at all. 
Theorem 1 follows at once from Theorem 3. Let A = Q[q, let A = Z[Gj, 
and let r be a maximal Z-order of A which includes A. We must show that the 
primes p which divide f(r : A) or d(A) divide the order, say n, of G. Let T. 
A t Q be the nonreduced trace of A. I f  u E G then T(u) = n if u = 1 and 
T(u) = 0 otherwise. Thus nx = CUpc T(m) u-l for all x E A. I f  x E r then x 
is integral over Z and hence T(x) E b. Thus f(.F : A) divides n. Since A C r it 
follows that d(A) = d(r) divides d(A). I f  G = (ur ,..., un} then d(A) = 
det S(zq+) divides det T(u,ui) = fn”. Thus d(A) divides nn. This completes 
the proof of Theorem 1. 
5. THE GROUP RING OF A CYCLIC GROUP OF PRIME ORDER 
Let G be a finite group. Let A = Q[Gj and let I’ be an A-module. Let 
p EZ be prime. Let R = Z, , let A = R[GJ and let L be a A-lattice on V. We 
hold this notation fixed until the statement of Theorem 4. The hypotheses 
(2.1)-(2.3) are satisfied with q = p. Note that the proof of Theorem 2 does not 
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use the fact that the ground ring R is complete. so we may apply Theorem 2 in 
our present situation. 
Define subsets d, , da ,... of d(L) as follows. Let 
A, = (L}. WI 
Let A, be a set of maximal submodules of L chosen so that no element of A, is 
isomorphic to L and such that every maximal submodule of L is isomorphic 
to L or to a unique element of A,. Assuming that A, ,..., A, have been chosen, 
choose A,,, so that 
every maximal submodule of an element of A, is 
isomorphic to a unique element of A, u *-* U Akfl . (5.2) 
If A,+1 is empty the process stops. The process must stop becauuse there are 
only a finite number of isomorphism classes of cl-lattices on v. Call a sequence 
A, , A, ,... with the properties (5.1) and (5.2) a basic sequence for L. If A, , A, ,. . ., 
Ad are nonempty and A,,, is empty, call d = d(L) the depth of the lattice L. 
This does not depend on the basic sequence. To compute a basic sequence we 
must solve two problems: 
Problem 1. Find all maximal submodules of a given lattice. 
Probkm 2. Decide when two maximal submodules are isomorphic. 
Since all maximal submodules of L include pL, Problem 1 amounts to finding 
all maximal submodules of the finite module L/pL. Problem 2 is more difficult 
but is again a problem about finite modules, because the work of Maranda [7j 
and Takahashi [ 151 shows that two lattices L and L’ are isomorphic if and only if 
L/p”L and L’/p@L’ are isomorphic, where pe is the highest power of p which 
divides 1 G 1. This is proved with the assumption that R is p-adically complete 
but the completeness is not necessary [I 1, VI.1.11. 
LEMMA 11. Let A, ,..., A, be a basic sequence for L where d is the depth of L. 
Then ut, A, is a set Of representatives fw the isomotphism classes of A-lattices 
on V. If h is the number of isomurphistn classes then h > d. 
Proof. By definition, no two elements of &, Ai are isomorphic. We must 
prove that every M E A(L) is isomorphic to some element of Uf=, Ai . Argue by 
induction on lL:MI. If lL:MI = 1 then M=LEA~. If lL:Ml > 1 
then choose a submodule N so that L 1 N 3 M and M is a maximal submodule 
of N. By induction N N- N’ where N’ E A, for some k = l,..., d. Let M’ be a 
maximal submodule of N’ such that M’ N M. By (5.2) M’ is isomorphic to 
some element of UfL: A,. This proves the first assertion. Since 1 A, 1 2 1 
for all i = l,..., d we have h > d. 
Suppose we can construct a basic sequence for some given lattice L. Then we 
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have a set of representatives, say L = L, ,..., L, for the isomorphism classes of 
A-lattices on V. Return now to the argument given in the proof of Lemma 2. 
If  the maximal submodules of L are known (Problem 1) then so are their inter- 
sections and hence, at least in principle, the partially ordered set @(L) of sub- 
modules which include radL is also known. If  we can separate the submodules 
in Q(L) into their isomorphism classes (Problem 2) then the polynomials An(t) 
may be computed forj = l,..., h. Now repeat the process with L, replaced by 
Li for i = 2,..., h. This gives us all the polynomials &(t). Then inversion of 
the matrix (A,(t)) gives us the .&(t) and hence the zeta functions ZLi(t). We 
shall carry out this process in Lemma 14, in case L = A = R[C;I, where G is 
cyclic of order p. 
Let E: A --+ R be the augmentation map <(C,,c as) = Cs.o a, . Let K = 
R/pR be the residue class field. We view K as R-module and then as A-module 
via a . 1, = l (a)lx for a E A. 
LEMMA 12. Let G be a p-group, let A = R[GJ, and let L be a A-lattice. All 
maximal A-s&modules of L have the fwm ker f where f E Hom,(L, K) is nonzero. 
If f, g E Hom,(L, K), then ker f = ker g if and only if f is a K-multiple of g. 
Thus the number of maximal A-submodules of L is 1 + p + **. + pn-l where 
n = dim, Hom,(L, K). 
Proof. I f  f  E Hom,(L, K) is not zero, then j L : kerf / = 1 K 1 = p, so 
ker f  is a maximal A-submodule of L. I f  M is a maximal A-submodule of L, 
then M 1 pL by Nakayama’s lemma, and M/pL is a maximal submodule of 
the K[Gj-module L/pL. Since G is a p-group and K has characteristic p, the 
simple K[G+module L/M has dimension 1 over K and thus 1 L : M 1 = p. By 
the theory of elementary divisors we may choose an R-basis er , e, ,..., eK for L 
such thatpe, , es ,..., e, is an R-basis for M. Define q~ E Hom,(L, R) by v(er) = 1, 
and cp(ei) = 0 for i = 2,..., K. Then M = {x EL: v(x) ERR). Let f  (x) = tp(x) + 
pR. Then M = kerf. Since G acts trivially on L/M we have f  E Hom,(L, K). 
The last two assertions of the lemma are clear. 
I f  a E A, define a, E End, L by a=x = ax for x EL. If  a is a central element 
of A and a is invertible in Q[q, then uL is a A-submodule of L which is iso- 
morphic to L under the mapping a, . To exploit this observation we must 
compute 1 L : aL 1. Let I be the set of absolutely irreducible characters of G. 
Let I’, be a simple C[Gj-module with character x and let f ,  = dim, V, . Let 
wX be the homomorphism of the center of C[G] into @ which corresponds to x 
[3, Sect. 331. If  Y, r’ are associate elements of R write I N I’. 
LEMMA 13. Let G be a finite group, let A = R[q, and let L be a A-lattice. 
Let a be a central element of A. Let m, be the multiplicity of V, in the @[Gj-module 
V = @ OR L. Let n(a) = nxEI w,(a)“xk Tk n(a) E R. If w,(a) # 0 for all 
xEIthenIL:aLIisfiniteandIL:aLI -n(a). 
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Proof. Define av E Endc V by a,x = ax for x E V. Since a acts on V, by 
multiplication by wX(a), we have 
n(a) = det(a,) = det(a,) E R. 
Thus, if w,(a) # 0 for all x E I, then det(a,) # 0 so 1 L : uL 1 is finite. By the 
theory of elementary divisors there exists an R-basis e, ,..., ek: for L and nonzero 
elements dl ,..., dk E R such that dle, ,..., dgk is an R-basis for aL. Since 
IR:RdjwdforanynonzerodERwehave 
det(aL) = dl **a dk N fi /R:Rd,( = JL:aLI. 
iA 
LEMMA 14. Let G be a cyclk group of order p, let A = R[Gj and let L = A. 
Let M be the unique maximal A-submodule of L. Then A, = {L}, A, = {M} is a 
basic sequence fm L. If we set L, = L and L, = M then the matrix of local zeta 
ji4n.ctions is 
-1 
VW)) = (1 - t)2 ( 
1 - 2t + pt2 t 
(p - l)t ) 1 * 
Proof. Since G is a p-group and p is not a unit in R, L is an indecomposable 
A-module [ 11, 1X.1.141 and has a unique maximal submodule M. Let N = 
(x E A: e(x) EPR} where E is the augmentation. Since N is a submodule of 
indexp in L we must have N = M. Say s generates G. Let 
'D-1 
11 = c si, u’ = s- 1. 
i-0 
The sum Au + Au’ is direct and Au @ Au’ is a submodule of M. Let x0 = u 
and let x. = s*--1~’ for i = 1 ,..., p - 1. Then x0 , x1 ,..., xP1 is an R-basis for 
Au @ Ai’. Direct computation shows that the matrix which expresses the 
elements x0 , x1 ,..., xFr as R-linear combinations of the elements 1, s,..., P-1 
has determinant equal to p. Thus IL: Au @ Au’ I = p and it follows that 
M = Au @ Au’. Thus M is decomposable and, in particular, is not isomorphic 
to L. The decomposition shows that dim, Hom,(M, K) = 1 + 1 = 2. It 
follows from Lemma 12 that M has p + 1 maximal submodules. We shall see 
that two of these are isomorphic to M and the remaining p - 1 are isomorphic 
to L. Clearly M’ = Ap @ Au’ is isomorphic to M and has index p in M. 
Clearly M” = Au @ A(s - 1) u’ is isomorphic to M. To see that it has indexp 
in M note that the character afforded by @[c;lu’ is the sum of all nonprincipal 
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absolutely irreducible characters of G and thus, setting w = e2&/P, we see from 
Lemma 13 applied to the lattice rlu’ and element a = s - I that 
D-1 
1 Au’ : A(s - 1) u’ 1 - JJ (x(s) - 1) = n (wj - 1) -p. 
x+1 j=l 
Since 1 Au’ : /.l(s - 1)~’ j is a power of p it must be equal to p. 
For k = 1 ,..., p - 1 let zk = Ku + U’ E M. We prove that flz, has index p2 
in A, hence is a submodule of index p in M which is isomorphic to L, and we 
prove that the AZ, are distinct. This will complete the description of the maximal 
submodules of M. Let x be an absolutely irreducible character of G. Then 
xc%) = x(4 - 1 if x#l 
xc4 = KP if x=1. 
Since k is prime to p we conclude, using Lemma 13, that 
8-l 
1 A : Ax, 1 - kp I-I (x(s) - 1) - kp n (02 - 1) -p2 
X#l j=l 
and hence 1 fl : (la, 1 = ~2. It remains to show that the /lz, are distinct. I f  
j E (l,..., p - l} define/ ~{l,..., p - l} byjj’ E -1 modpR. Since xr, ,..., 5-i 
are an R-basis for M we may define fj E Hom,(M, R) for j = 1 ,..., p - 1 by 
f&o) = i’3 
fdxJ = l if i=l ,...,p - 1. 
Since fj(sxi) = fj(xi) for i = O,..., p - 2 and fj(SXi) = fj(xi) modpR for i = 
p - 1, we have fj(sz) = fj( z ) mod pR for all z E M, and thus fi( yz) E c( y)fj(z) 
mod pR for ally E rl and all z E M. Also 
f&c) = kj’ + 1 
=OmodpR if j=k 
+OmodpR if i # k. 
Suppose Axi = A+ . Then there exist x, y  E A with zk = xxi and zj = yzk . 
Thus zk = xyzk . Since 1 A : AZ, 1 is finite, zk is invertible in Q[q so 1 = xy. 
Thus 1 = C(X) l ( y), so l ( y) is a unit of R. But 
4 Y>fj(zk> = fd Yxk) = fi(zj) z O mod pR, 
so fj(xk) = 0 modpR and thus i = k. This completes the enumeration of the 
maximal submodules of M. 
Since rad L = M, and rad M = Apu @ A(1 - s)u’ has index p2 in M we 
have the following table for the sets Qii and polynomials &(t) introduced just 
before.the proof of Lemma 3. 
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i j % &j(t) 
1 1 Ll =L 1 
1 .2 L, = M 
2 1 AZ, ,..., AZ,-, -(p-J 1)t 
2 2 M, M’, M”, rad M 1 -2t +ptz 
The matrix (.Zij(t)) is the inverse of (Aii(t)). Since 
det(Aif(t)) = (1 - t)2 
we have proved Lemma 14. 
THEOREM 4. Let G be a cyclic group of prime order p. Let A 
Then 
(5.3) 
qq = L. = 
L(s) = (1 - p-” + P1-zS)5(s) C&(s) 
where F = Q(ezn”lp) and &(s) is the Dedekind zeta function of F. 
Proof. Let V = Q[G] = A. Then A N Q @F as Q-algebras and thus 
MS) = WW). F rom Theorem 3 with B = {p} we have 
If p is a prime ideal divisor of p in the ring of integers of F then p = pz)-l is 
fully ramified [3, Sect. 211, so N(p) = p and [r(& = (1 - p-“)-‘. Thus 
tr,(s), = (1 - p-“)-“. It follows from Lemma 14 that 
&Jt> = 2,1(t) + &z(t) = l (1 :;:a - 
Since &,(s; A,) = Z,,( p-8) we have 
5L& 4 
MSLI 
= 1 -p-s +p1-2s 
and the theorem is proved. 
If  G is cyclic of orderp’ where r > 2, there are serious difficulties in an attempt 
to mimic the preceding argument. Let A = Z[Gj = L and let A = Q[q = V. 
Let F* = Q(e2niJs’ 3. Then A N OF=0 Fj and hence t”(s) = n,‘_, [rI(S). Since p 
is fully ramified in each Fj we have 
Cv(s), = (1 - p-y++1). 
I cannot compute &,(s; A,). A long, not unpleasant computation along the 
lines of Lemma 14 shows that 
r-1 
d(L,) > 1 + C pj. 
Ml 
(5.4) 
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To prove this inequality, one must replace the computation we have used to 
show that / L: Au @ AU’ 1 = p, by a general lemma which allows one to compute 
the indices of certain submodules of L. Lemma 11 and inequality (5.4) show 
that the class number h grows with p as soon as r 3 2. This may explain my 
inability to compute the matrix of local zeta functions in this case. 
Note added in proof. The class number problem for the symmetric group, described 
in the introduction to this paper, has been solved by M. Craig, A characterization of 
certain extreme forms, Illinois J. Math. 20 (1976), 706-717. I would like to thank Irving 
Reiner for telling me about Craig’s work. The corresponding problem for the action of 
the Weyl group of a simple Lie algebra on the rational vector space spanned by the 
lattice of roots, has been solved by E. R. Anderson (unpublished). As for the difficulty 
described in the last paragraph of Section 4 of this paper, it seems that in a problem of 
integral representation theory the cyclic group of order p’, r > 2, is always much more 
complicated than the cyclic group of order p. See M. A. Kervaire and M. P. Murthy, 
On the projective class group of cyclic groups of prime power order, Comment. Math. 
Helwetici 52 (1977), 414-452, and the references given there. 
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