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Abstract
Biomechanical dynamics simulations facilitate the investigation of fundamental principles and
concepts in human motions. The simulation results help to explain experimentally observed
phenomena and reveal underlying mechanisms. Due to unavoidable restrictions in biomechan-
ical measurements and the determination of personalized model parameters, the simulation
results always lie within a specific range of possible solutions. Since these uncertainties can
have a significant influence on derived scientific conclusions and clinical decisions, this thesis
provides a systematic uncertainty and sensitivity analysis of the common inverse dynamics sim-
ulation to assess uncertainty propagation and the contribution of individual uncertainty sources
in the estimation of joint torques resulting from particular human motions.
The analysis evaluates uncertainties and sensitivities in selected joint torque estimates of the
lower limbs for three motion tasks performed by a female and male subject. It follows the pro-
cedure of the inverse dynamics simulation including the acquisition of biomechanical measure-
ments, estimation of model parameters and realization of dynamics simulations with a parallel
assessment of uncertainty propagation and apportionment. This approach ensures a systematic
and consecutive evaluation of uncertainty and sensitivity with respect to the sequential nature
of the procedure and existing dependencies between the involved uncertainty sources. The
human locomotor system is modeled as a three-dimensional multibody system implemented
within an efficient multibody systems library. The analysis employs a global method based on
Monte Carlo simulations in combination with a quasi-random sampling strategy in order to ex-
plore the whole input space and consider nonlinearities in the biomechanical model. Potential
correlations among the uncertain simulation inputs and model parameters are considered.
The biomechanical measurements that form the basis for the uncertainty and sensitivity analy-
sis comprise motion capture data and force plate measurements with an instrumented treadmill
for the considered motion tasks. Associated uncertainties caused by variations in anatomic
landmark identification, soft tissue artifacts, motion capture and force plate measurements are
quantified and modeled by experimental investigations with the actual subjects and measure-
ments systems or by suitable computational models described in literature. The variances in
parameters of two comprehensive regression models for joint center estimation and one widely
used regression model for anthropometric parameter estimation in female and male subjects
are assessed and modeled based on the found uncertainties for biomechanical measurements
as well as additional statistical properties from literature. For the anthropometric parameter
estimation, a revised set of regression parameters is derived from the obtained results. The
impact of the identified uncertainties on estimated anthropometric parameters is investigated
in an exemplary sensitivity analysis. With incorporating the previously determined models for
the individual uncertainty sources, the uncertainty propagation and apportionment in the actual
inverse dynamics simulation are evaluated and discussed for a walking, running and kicking a
ball motion performed by both subjects.
The identified uncertainties at the individual levels of the inverse dynamics simulation allow to
evaluate the credibility and accuracy in this and similar biomechanical simulations, while the
corresponding sensitivities identify uncertainty sources with particularly high influence on the
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simulation results. These results give an indication of the expectable validity in biomechan-
ical dynamics simulations, but also allow to enhance the quality of biomechanical studies by
specifically approaching the identified problems.
In addition to the uncertainty and sensitivity analysis, complementary research topics regarding
a user-centered design methodology for active prosthetic and orthotic devices based on biome-
chanical simulations of human motions are investigated and presented. A particular focus is put
on the analysis and implementation of serial elastic actuator concepts that ensure inherent safety
and energy efficiency as well as the development of a personalized audio-visual simulation with
respect to relevant psychological factors.
2 Abstract
Kurzfassung
Biomechanische Dynamiksimulationen ermöglichen die Untersuchung grundlegender Prinzipi-
en und Konzepte in menschlichen Bewegungen. Die Simulationsergebnisse bilden eine wich-
tige Grundlage für die Erklärung experimentell beobachteter Phänomene und bei der Aufde-
ckung fundamentaler Mechanismen. Aufgrund von unvermeidlichen Beschränkungen in bio-
mechanischen Messungen und der Bestimmung von personalisierten Modellparametern sind
die erzielten Simulationsergebnisse niemals exakt, sondern liegen immer in einem bestimmten
Bereich möglicher Lösungen. Da diese Unsicherheiten signifikanten Einfluss auf abgeleitete wis-
senschaftliche Schlussfolgerungen und klinische Entscheidungen haben können, wird in dieser
Arbeit eine systematische Unsicherheits- und Sensitivitätsanalyse für die weitverbreitete Invers-
dynamiksimulation durchgeführt. Hierbei wird die Ausbreitung von Unsicherheiten und der
Einfluss einzelner Unsicherheitsfaktoren auf die Schätzung von Gelenkmomenten bei bestimm-
ten menschlichen Bewegungen untersucht.
Im Rahmen der Analyse werden ausgewählte Gelenkmomentschätzungen in den unteren Ex-
tremitäten für jeweils drei unterschiedliche Bewegungen bei einem weiblichen sowie einem
männlichen Probanden ausgewertet. Die Analyse orientiert sich dabei am Ablauf der Invers-
dynamiksimulation und beinhaltet die Aufnahme biomechanischer Messungen, Schätzung von
Modellparametern und Durchführung der Dynamiksimulation mit einer parallelen Auswertung
der Unsicherheitsausbreitung und -aufteilung. Dieser Ansatz gewährleistet eine systematische
und fortlaufende Untersuchung von Unsicherheiten und Sensitivitäten unter Berücksichtigung
des sequenziellen Ablaufs und möglicher Abhängigkeiten zwischen den beteiligten Unsicher-
heitsfaktoren. Der menschliche Bewegungsapparat wird als dreidimensionales Mehrkörpersys-
tem modelliert und in einer effizienten Mehrkörpersystem-Blibliothek implementiert. Die Ana-
lyse nutzt einen globalen Ansatz und basiert auf Monte-Carlo-Simulationen in Verbindung mit
einem quasi-zufälligen Stichprobenverfahren, um den gesamten Eingangsvariablenraum abzu-
decken und Nichtlinearitäten im biomechanischen Modell zu berücksichtigen. Mögliche Kor-
relationen zwischen den unsicheren Eingangsvariablen und Modellparametern werden dabei
ebenfalls beachtet.
Die Ergebnisse der biomechanischen Messungen für die betrachteten Bewegungen bilden die
Grundlage für die Unsicherheits- und Sensitivitätsanalyse und beinhalten Daten von einem
Bewegungserfassungssystem und in einem Laufband integrierten Kraftmessplatten. Die damit
verbundenen Unsicherheiten, verursacht durch Variationen bei der Identifikation anatomischer
Leitstrukturen, den Weichteilartefakten, der Bewegungserfassung und der Kraftmessung, wer-
den mittels experimenteller Untersuchungen an den tatsächlich bei den Messungen beteiligten
Probanden und Messsystemen sowie geeigneter Berechnungsmodelle aus der Literatur bemes-
sen und modelliert. Die Varianzen in den Parametern von zwei umfassenden Regressionsmodel-
len zur Schätzung von Gelenkzentren und einem weitverbreiteten Regressionsmodell zur Be-
stimmung von anthropometrischen Parametern bei weiblichen und männlichen Probanden wer-
den anhand der ermittelten Unsicherheiten in biomechanischen Messungen und zusätzlichen
statistischen Daten aus der Literatur ausgewertet und modelliert. Die erhaltenen Ergebnisse er-
möglichen die Ableitung eines überarbeiteten Regressionsparametersatzes für die Abschätzung
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von anthropometrischen Parametern. Der Einfluss der vorab bestimmten Unsicherheiten auf die
Schätzung von anthropometrischen Parametern wird in einer beispielhaften Sensitivitätsanaly-
se näher untersucht. Unter Einbeziehung der zuvor ermittelten Modelle für die individuellen
Unsicherheitsfaktoren werden die Unsicherheitsausbreitung und -aufteilung in der eigentlichen
Inversdynamiksimulation für eine Geh-, Renn- und Schussbewegung bei den beiden Probanden
analysiert und diskutiert.
Die auf den einzelnen Ebenen der Inversdynamiksimulation bestimmten Unsicherheiten ermög-
lichen eine Beurteilung der Plausibilität und Genauigkeit dieser und ähnlicher biomechanischer
Simulationen, während die entsprechenden Sensitivitäten Unsicherheitsfaktoren mit besonders
hohem Einfluss auf die Simulationsergebnisse identifizieren. Diese Ergebnisse geben einen
Hinweis auf die erwartbare Aussagekraft von biomechanischen Dynamiksimulationen, erlau-
ben aber ebenso eine Steigerung der Qualität von biomechanischen Studien durch das gezielte
Evaluieren der identifizierten Defizite.
Zusätzlich zur Unsicherheits- und Sensitivitätsanalyse werden ergänzende Forschungsthemen
bezüglich einer benutzerorientierten Entwurfsmethodik für aktive Prothesen- und Orthesensys-
teme auf Basis biomechanischer Simulationen menschlicher Bewegungen untersucht und vor-
gestellt. Ein besonderer Schwerpunkt liegt dabei auf der Analyse und Implementierung seriell-
elastischer Antriebskonzepte, die inhärente Sicherheit und Energieeffizienz gewährleisten, so-
wie auf der Entwicklung einer personalisierten audiovisuellen Simulation unter Einbeziehung
relevanter psychologischer Faktoren.
4 Kurzfassung
1 Introduction
The human body is able to perform an impressively wide spectrum of motions in an efficient and
robust manner. Humans can easily cover long distances by walking or jogging, reach high speeds
by running or overcome various obstacles by jumping or climbing with adapting to different
types of ground conditions and environments. The capability to manipulate or interact with
objects ranges from dexterous handling of small and fragile items like grasping a raw egg to
ballistic motions like throwing or kicking a ball. When compared to modern technical systems
such as pick-and-place devices or humanoid robots, humans might perform worse at specific
motion tasks, but still outperform these systems in overall adaptability, dexterity and robustness.
For this reason, the human body is an excellent model for biologically inspired engineering and
the development of novel technological solutions in robotics, medicine and rehabilitation.
In terms of biomechanics, voluntary human motions are the result of a complex and well-timed
interaction between the nervous system and the locomotor system. The nervous system com-
prising brain, spinal cord, nerves and ganglia integrates and evaluates sensory information it
receives from the organism as well as coordinates and influences the locomotory activity. The
locomotor system consisting of bones, joints, skeletal muscles and connective tissue provides
form, support and the ability for motion. A precise coordination of all parts is very important
for the execution of the desired motion. The Soviet neurophysiologist Nikolai Alexandrovich
Bernstein once compared the involved processes in human walking with the collective virtuos-
ity of an orchestra.
}As in an orchestra, each instrument plays its individual score, so in the act of human
walking each joint reproduces its own curve of movements and each center of gravity
performs its sequence of accelerations, each muscle produces its melody of efforts, full
with regularly changing but stable details. And in like manner, the whole of this ensemble
acts in unison with a single and complete rhythm, fusing the whole enormous complexity
into clear and harmonic simplicity. The consolidator and manager of this complex entity,
the conductor and at the same time the composer of the analyzed score, is of course the
central nervous system.~
Nikolai Alexandrovich Bernstein, 1935
Further extending this vivid metaphor, the discord which a single instrument out of tune can
bring into the harmony of the entire ensemble well describes the consequences of musculoskele-
tal or neuromuscular disorders causing subtle and obvious changes in the gait pattern. While
small deviations can be compensated by the other musicians, strong disharmonies will interrupt
the whole performance. As nowadays technical orchestral enhancement is used to modify and
augment the sound of an orchestra or even replace missing instruments, so technical assistive
devices like orthoses or prostheses allow humans to improve and recover impaired locomotory
abilities.
Understanding the fundamental principles and concepts in human motion is an important foun-
dation for a wide range of applications in medicine, rehabilitation, robotics and sports. Con-
ventional experiment-based approaches help to find general descriptions but are often limited
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in providing causal explanations because many crucial variables like joint forces and torques
or muscle forces cannot be measured directly and many biomechanical interventions are im-
possible or unethical [11, 33]. Provided an adequate computational model of the locomotor
system, simulation-based approaches have the potential to close these gaps and enable the
study of complex interdependencies with arbitrary interventions. The development of advanced
numerical methods for modeling, simulation and optimization in the recent decades facilitates
the use of computational models in scientific research and clinical applications. Biomechanical
simulations of human motions based on musculoskeletal models help to explain experimentally
observed phenomena and reveal fundamental mechanisms [239, 242]. Current research topics
and clinical applications comprise
• human gait analysis, e.g., [3, 14, 137],
• study and diagnosis of musculoskeletal disorders, e.g., [13, 64, 171],
• design and optimization of assistive devices, e.g., [28, 82, 95],
• control of assistive devices, e.g., [16, 81, 94],
• control of humanoid robots, e.g., [75, 198, 201],
• planning of surgeries and rehabilitation processes, e.g., [76, 117, 132],
• sports performance analysis, e.g., [78, 110, 154].
Furthermore, biomechanical simulations are also deployed in the context of personalized
medicine and integrative biomechanics that aim at tailoring therapies to individual patients
or patient groups based on predicted treatment response or injury risk [15]. An essential re-
quirement of these approaches is the availability of accurate and personalized musculoskeletal
models in order to provide individual physiological characteristics and to customize treatment
modalities.
A very relevant and common type of biomechanical simulations is the inverse dynamics sim-
ulation that is used to estimate joint forces and torques resulting from a particular human
motion. The typical procedure of an inverse dynamics simulation is illustrated in the upper
half of Figure 1.1. In a first step, the considered motion task is performed by a human subject
and recorded by applying a motion capture system to measure the kinematics of the individual
body segments as well as force plates to quantify ground reaction forces or other external forces
from the environment. Additionally, electromyography can be applied to measure the electrical
activity of selected skeletal muscles that are involved in the recorded motion. In a second step,
joint center locations representing idealized centers of rotation in human joints are estimated
based on the captured motion data. These joint center estimates allow to derive the length of
each individual body segment as well as the joint trajectories including linear or angular joint
positions, velocities and accelerations. Together with the body mass of the subject which can be
computed from the force plate measurements, the segment lengths are used in a third step to
estimate relevant anthropometric model parameters like the mass, center of mass and moment
of inertia of the individual body segments. Dependent on the considered motion task and model
structure, the determination of additional model parameters such as wobbling masses or joint
constraints might be required. All these model parameters are incorporated into a personalized
computational model that approximates the involved kinematic and dynamic properties of the
human body of the respective subject. In a final step, the joint trajectories and external forces
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Figure 1.1.: Typical procedure and exemplary applications of an inverse dynamics simulation for
estimating joint forces and torques in human motions.
are applied to the computational model in order to perform the inverse dynamics simulation.
The simulation results provide the joint forces and torques with regard to the measured spa-
tial motion and external forces as well as the estimated model parameters and applied model
structure.
The obtained joint forces and torques may be evaluated directly or establish a basis for subse-
quent studies. Some exemplary applications are shown in the lower half of Figure 1.1. The
estimation of muscle forces, e.g., [228], can be an essential part of a biomechanical or medical
analysis. Because of the muscular redundancy originating from the multiple mono- and biar-
ticular skeletal muscles that actuate a single joint, it is necessary to use an optimization-based
approach for the estimation. Typically, a static optimization in combination with macroscopic
muscle models is applied which searches for muscle forces that reproduce the computed joint
forces and torques with minimizing the effort of the associated skeletal muscles. Electrical ac-
tivities of selected skeletal muscles recorded by electromyography can serve as a reference for
validating the optimization results. Joint forces and torques for typical human motions are also
of interest in the development of assistive devices like prostheses, e.g., [35]. Characteristic limit
values and transient behavior are used to design constructive elements or develop suitable actu-
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ation concepts. Actuation concepts for active and mobile assistive devices are usually optimized
for small power consumption and high wear comfort, for example by integrating series elastic
and parallel elastic elements tuned to computed joint forces and torques, e.g., [93]. Inverse
dynamics simulation results are likewise used to design control approaches for robotic devices
like the neuromuscular model control for humanoid robots or assistive devices, e.g., [225]. This
approach allows to mimic human whole-body motions with integrating biologically inspired re-
flex models which is intended to improve disturbance reaction and balance recovery. In sports
performance studies, joint forces and torques can reveal motion-specific efficiency potentials
or injury risks, e.g., [70]. This knowledge helps to adapt or develop training programs and
recovery plans.
1.1 Motivation
The growing use of biomechanical simulations in scientific research and clinical applications has
the potential to facilitate advancements in many aspects of medicine, rehabilitation, robotics and
sports but also raises issues of credibility and accuracy [11, 106]. Before a biomechanical sim-
ulation can be expected to provide valid and reliable information, consistency and plausibility
have to be checked by applying an appropriate validation scheme. Common error sources in
modeling and simulation studies comprise modeling errors, approximation and rounding errors
as well as programming and implementation errors. General validation schemes used in com-
putational engineering utilize carefully selected plausibility checks to systematically analyze the
simulation model, computing methods and computational implementation. These plausibility
checks typically examine the consistency of model assumptions, the suitability of the model
structure and parameters as well as the influence of approximation and rounding errors. Fur-
thermore, testing special cases of the considered problem and reviewing the syntactical and
numerical correctness of the implementation are common practice. Unfortunately, fundamental
restrictions in biomechanical measurements like the difficult or even impossible determination
of accurate model parameters or the limitation to indirect experimental measurements for many
crucial variables confine the validation process for biomechanical simulations. Besides testing
the software implementation and comparing the simulation results with independently reported
simulations or experiments, the evaluation of robustness towards uncertainties in model param-
eters as well as simulation inputs is a central step in recent recommendations for the validation
of biomechanical studies [106].
Many studies published in the last years investigated the influence of various uncertainty sources
and found considerable impacts on simulation results. Riemer et al. [181] for example found
variations of up to 232.0 % in joint torques for a walking motion, while Myers et al. [153]
identified an upper bound of 19.7 % for deviations in derived muscle forces. Uncertainties of
these magnitudes substantially affect the results of biomechanical and medical investigations
but can also lead to an inappropriate dimensioning of critical components in assistive devices.
For this reason, a systematic evaluation of uncertainties and sensitivities as proposed in this
thesis is very important. Relevant uncertainty sources include variations in personalized model
parameters like
• anthropometrical parameter estimates, e.g., [175],
• joint center estimates, e.g. [178],
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• wobbling masses, e.g., [163],
as well as inaccuracies in biomechanical measurements like
• kinematic motion data and resultant derivatives, e.g., [185],
• ground reaction forces, e.g., [166],
• soft tissue artifacts, e.g., [214],
• anatomic landmark identification, e.g., [162].
Uncertainties in biomechanical measurements mostly depend on the applied measuring equip-
ment or subsequent data processing but are also affected by hardly predictable effects resulting
from soft tissue deformation and irregular bone surfaces. The accurate determination of per-
sonalized model parameters gets even more complicated by highly individual body segment
proportions and tissue distributions. Individual anthropometric parameters and joint center lo-
cations can, in principle, be measured by using medical imaging technologies such as magnetic
resonance imaging, e.g. [213], or dual-energy X-ray, e.g. [71]. But these methods are quite
expensive and time-consuming or expose human subjects to harmful radiations and are there-
fore not applicable in most studies. Commonly, personalized model parameters are estimated
with regression models, e.g., [66], or with scaling methods, e.g., [62]. Such statistical esti-
mators approximate anthropometric parameters and joint center locations based on averaged
data obtained from a limited population of subjects and a small number of individual measure-
ments like body mass, segment lengths and gender or specific anatomical landmark positions.
These restrictions can introduce substantial uncertainties and impair the kinematic and dynamic
accuracy of the computational model.
Knowing the overall uncertainty of the simulation results and understanding the influences of
the involved uncertainty sources are essential requirements in order to draw scientific conclu-
sions and inform clinical decisions. Specialized probabilistic methods allow to study uncertainty
propagation through the computational model which is also known as uncertainty analysis and
reveal the contribution of individual uncertainty sources to the overall uncertainty of the simu-
lation results which is also referred to as sensitivity analysis. This information helps to identify
critical uncertainty sources and allows to evaluate simulation results regarding credibility and
accuracy. Previous studies mainly investigated uncertainties and sensitivities in walking mo-
tions performed by male subjects, e.g. [153, 227, 237]. A comparison between the results is
difficult because each investigation considered a different set of uncertainty sources and applied
different assumptions for the uncertainties of simulation inputs which also led to partially in-
consistent conclusions. In some studies, local methods for sensitivity analysis were used that
are computationally efficient but cannot explore the whole input space. Studies that applied
global methods for sensitivity analysis largely simplified the uncertainties of simulation inputs
by presuming uniform or Gaussian distributions and neglecting possible correlations. These
limitations potentially reduce validity and applicability for the validation of biomechanical sim-
ulations. In addition, uncertainties and sensitivities for female, young, elderly and disabled
subjects as well as other motion tasks might differ considerably from the core findings obtained
for walking with adult male subjects.
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1.2 Contribution
This thesis contributes to the field of human biomechanics with a focus on uncertainty and
sensitivity analysis in human motion dynamics simulations by providing comprehensive biome-
chanical measurements for both genders and different motion tasks accompanied by a detailed
evaluation of the associated uncertainty propagation and apportionment.
With regard to the important class of inverse dynamics simulations, the impact of common un-
certainty sources is systematically investigated for selected joint torques of the lower limbs in
three motion tasks performed by an adult female and male subject. Besides the two repeti-
tive motions walking and running, kicking a ball is considered exemplary for a ballistic motion.
These motion tasks cover a relevant range of natural human whole-body motions and allow to
study uncertainty and sensitivity for varying motion speeds and sequences. By providing results
for a female and male subject, gender-specific physiological differences can be considered in the
investigation. The uncertainty and sensitivity analysis is oriented towards the procedure of an
inverse dynamics simulation including the acquisition of biomechanical measurements, estima-
tion of model parameters and realization of dynamics simulations with a parallel assessment of
uncertainty propagation and apportionment. This approach ensures a systematic and consecu-
tive evaluation of uncertainty and sensitivity regarding the sequential nature of the procedure
and existing dependencies between the involved uncertainty sources.
The biomechanical properties of the human locomotor system are modeled as a three-
dimensional multibody system with thirty degrees of freedom and fourteen body segments
implemented within an efficient multibody systems library for modeling and simulation. A
global uncertainty and sensitivity analysis based on Monte Carlo simulations in combination
with a quasi-random sampling strategy is applied in order to explore the whole input space and
consider nonlinearities in the computational model. Uncertainties are modeled using the para-
metric Johnson distribution system that covers the entire permissible skewness-kurtosis region.
A Gaussian copula approach is applied to model potential correlations among uncertain simu-
lation inputs and model parameters. Sensitivities are estimated with a variance-based method
for problems with correlated input variables. This comprehensive computational framework
provides a capable modeling and simulation environment and ensures an adequate statistical
treatment of the evaluated uncertainties and sensitivities. The biomechanical measurement data
and anthropometric model parameters used in this thesis as well as the source code of the ap-
plied computational scripts and multibody systems library are published and provided under an
open-source license.
The results comprise a set of high-quality biomechanical measurements, personalized anthropo-
metric parameter and joint center estimates as well as selected joint torques for the considered
motion tasks and both subjects accompanied by the associated uncertainties and sensitivities. In
addition, uncertainties of commonly used regression models for joint center and anthropometric
parameter estimation are investigated and revised regression parameters are presented based on
the obtained results. The identified uncertainties at all levels of the inverse dynamics simulation
allow to evaluate the credibility and accuracy in these and similar biomechanical simulations.
The corresponding sensitivities enable to recognize uncertainty sources with particularly high
influence on the simulation results. This information provides novel insights to improve the
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quality of biomechanical measurements and model parameter estimation and facilitates the
validation of biomechanical simulations.
Regarding a user-centered design methodology for active assistive devices based on biomechan-
ical simulations of human motions, a number of complementary research topics have been in-
vestigated in addition to the uncertainty and sensitivity analysis. Due to the limited space, only
a summary of the applied approaches and obtained research results is provided and discussed.
1.3 Structure
The structure of this thesis follows the procedure of an inverse dynamics simulation. Subse-
quent to this introduction, Chapter 2 provides a brief overview of human biomechanics with
presenting the relevant terminology as well as fundamental properties of the human locomotor
system and the used measurement equipment. A detailed description of the applied biomechan-
ical model of the human locomotor system and the simulation framework is given in Chapter 3.
Different approaches in biomechanical modeling and simulation as well as the estimation of
model parameters are presented and discussed with regard to the intended purpose. Chapter 4
introduces existing approaches in uncertainty and sensitivity analysis and discusses the applica-
bility for biomechanical simulations. The applied analysis framework and strategy are described
in detail and put in context with the considered inverse dynamics simulation.
Chapter 5 presents the first step of the inverse dynamics simulation procedure and describes
the acquisition of the biomechanical measurements used for the uncertainty and sensitivity
analysis. Details on the applied measurement protocol and data processing approaches are
given and the relevant reference frames are defined. The associated uncertainties comprising
variations in anatomic landmark identification, soft tissue artifacts, motion capture and force
plate measurements are systematically evaluated in Chapter 6. Statistical models are derived
from experimental investigations with the actual subjects and measurements systems or from
suitable computational models described in literature.
In Chapter 7, the second step of the inverse dynamics simulation procedure is presented and two
comprehensive regression models for the estimation of personalized joint center locations that
cover all relevant joints for a biomechanical simulation of human locomotion are described.
Statistical models for the uncertainty of the involved regression parameters are obtained by
exploiting statistical properties of adjacent anatomical landmarks provided in literature.
Chapter 8 addresses the third step of the inverse dynamics simulation procedure and presents a
comprehensive regression model for personalized anthropometric parameter estimation that in-
cludes all relevant body segments for a biomechanical simulation of human locomotion. Based
on statistical properties reported in literature as well as the obtained results for the uncer-
tainties in biomechanical measurements and joint center estimation, statistical models for the
uncertainty of the involved regression parameters are derived. Furthermore, the impact of the
identified uncertainties on estimated anthropometric parameters is investigated in an exemplary
sensitivity analysis.
The fourth and final step of the inverse dynamics simulation procedure is described in Chapter 9.
With incorporating the statistical models for the individual uncertainty sources obtained in the
previous investigations, uncertainty propagation and apportionment for selected joint torques
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are evaluated in a walking, running and kicking a ball motion performed by a female and a male
subject. The found uncertainties and sensitivities are discussed with regard to the expectable
credibility and accuracy in human motion dynamics simulations.
The design of active prosthetic and orthotic devices is a prominent application example for
biomechanical simulations. Simulation studies like the inverse dynamics simulation provide
valuable design parameters such as realistic torque characteristics or acceleration profiles for
different motion tasks that facilitate an efficient development based on user’s needs. In addition,
dynamics simulations of human motions with existing or developed assistive devices enable a
first evaluation of novel design approaches and technological improvements. An overview of
complementary research topics and study results regarding a user-centered design methodology
for active assistive devices is given in Chapter 10.
The thesis closes with a summarizing conclusion and brief outlook in Chapter 11.
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2 Background
As the term biomechanics combines biology and mechanics, biomechanical studies primarily
involve the investigation of fundamental principles and concepts of biological systems using
methods of mechanical engineering but also integrate knowledge of other fields like anatomy,
physiology and neuroscience [242]. Nigg and Herzog define biomechanics as “the science that
examines forces acting upon and within a biological structure and effects produced by such
forces” [156]. For the investigation of human motion dynamics, the biological structure is the
human locomotor system while the acting forces are internal muscle and joint forces as well
as external reaction forces. This scenario allows to derive different biomechanical problems
depending on the actual focus of research. From a mechanical engineering point of view, the
relation between relative motions of body segments and the acting forces is of particular inter-
est, whereas the examination of effects caused by locally acting forces on living tissue is closely
connected with biology. Functional interdependencies of specific bone and joint geometries are
within the scope of anatomy as the study of form and structure, while fundamental processes
involved in muscle force generation are associated with physiology as the study of function. The
investigation of the cooperative interaction between the nervous system and the locomotor sys-
tem as an important aspect of motor control is strongly related to neuroscience and psychology.
The biomechanical simulations evaluated in this thesis focus on the estimation of internal joint
forces and torques resulting from specific human motions and therefore mainly address methods
of mechanical engineering. Nevertheless, the results are also relevant for other biomechanical
research questions, since internal joint forces and torques are a common basis for the estimation
of muscle activities and the examination of functional interdependencies in the musculoskeletal
system.
2.1 Terminology
In human biomechanics, anatomical terms of location and direction are used to describe the
relationships between different body parts and segments. The following explanations adopt the
definitions given by Whittle [239] and Faller and Schünke [77]. Figure 2.1 illustrates a set of
frequently used anatomical terms. Three principal planes are defined to divide the body. The
sagittal plane, shown in red, is any plane that splits the body into a left and right part corre-
sponding to a full section in side view. The transverse plane, shown in green, is perpendicular
to the sagittal plane and is any plane that runs transversely across the body being equivalent to
a full section in top view. The frontal plane, shown in blue, is perpendicular to the sagittal and
transverse planes and is any plane that separates the body into front and back portions being
comparable to a full section in front view. Six principal directions are defined relative to the
center of the body. Superior points up towards the head, whereas inferior points down towards
the feet. Anterior refers to the front side, while posterior refers to the back side. Left and right
are self-evident. To describe directions in body extremities, four additional directional terms are
defined. Medial points towards the midline and lateral points away from the midline. Proximal
means towards the rest of the body and distal indicates away from the rest of the body.
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Figure 2.1.: Anatomical terms of location and direction in human biomechanics adapted from
Faller and Schünke [77].
The directions of joint motions are specified in relation to the associated principal plane in an
upright standing position with legs together and arms at the side also known as the anatomical
position. Motions in the sagittal plane are called flexion and extension, where flexion corre-
sponds to squatting down or decreasing the body silhouette, while extension is equivalent to
standing up or increasing the body silhouette. The only exception is the motion in the ankle
joints which is called dorsiflexion instead of flexion and plantarflexion instead of extension. For
many human motions, the joint motions in sagittal plane have by far the largest amplitudes
and are therefore considered exclusively in many biomechanical studies [239]. Motions in the
frontal plane are called abduction when moving away from the midline and adduction when
moving towards the midline. Internal and external rotation describe motions in the transverse
plane.
2.2 Human Locomotor System
The human locomotor system consists of bones, joints, skeletal muscles and connective tissue
and provides stability, form, support and the ability to move. The active locomotor system
comprises the skeletal muscles and tendons, while the passive locomotor system includes the
skeleton composed of bony and cartilaginous elements and the joints connected by connective
tissue. These elements form the organs of locomotion. The following brief descriptions follow
the outline given by Faller and Schünke [77] and focus on the mechanical properties of the
locomotor system.
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2.2.1 Skeleton
Bones are organs made up of two types of bone tissue, bone marrow, blood vessels and nerves.
Cortical bone tissue constitutes the hard outer shell of bones and is dense, strong and stiff. It
gives form and support as well as protection for inner organs. Cancellous bone tissue fills the
internal bone structure between the outer shell and bone marrow. It is less dense and strong but
more flexible and forms a meshed framework aligned towards the mechanical load distribution
that the bone experiences.
The human skeleton is composed of about two hundred distinguishable bones of various shapes
and structures. The bony shape is an individual genetic characteristic but the bony structure de-
pends on the type and extent of the acting mechanical loads. Most bones in the body extremities
are long bones with a shaft and rounded ends called epiphysis. In addition to form and support,
these bones and associated joints also provide levers for the muscles during locomotion and are
therefore subject to large mechanical loads. Bones and muscles are connected through tendons
that grow into the bone at the insertion points creating a strong but flexible connection. Some
bones like the kneecap are embedded in tendons and further increase the leverage exerted on
the connected bones.
In biomechanical simulations used for the investigation of human whole-body motions, human
bones are mostly treated as rigid elements which do not deform under external forces, e.g. [239,
242, 260].
2.2.2 Joints
Joints are connections between bones that enable relative motions of individual body segments.
The most common and movable joints in the human body are synovial joints. These joints are
enclosed by a joint capsule and the joint surfaces that are separated by a joint space are covered
by a resilient and elastic cartilage tissue. A viscous synovial fluid in the joint space serves as a
lubricant to reduce friction between the joint surfaces.
The shape of the joint surfaces as well as the arrangement of muscles and ligaments determine
the degrees of freedom and direction of motion in a joint. Ligaments are bands of relatively
inelastic tissue that stabilize the joints and connect the bones. Muscular forces ensure the in-
tegrity of the joints that move along or about specific movement axes. The extent of motion is
restricted by geometry, muscles, ligaments and soft tissues. The complex shape of joint surfaces
and interactions between ligaments and muscles generally lead to a concatenation of motions in
different degrees of freedom and a combination of rotation and translation. The knee joint, for
example, is the largest joint of the human body and plays an essential role in carrying the body
weight during walking and running. It is a combined joint that permits flexion and extension
as well as slight internal and external rotation involving the femur bone in the thigh, the tibia
bone in the shank and the kneecap. When the knee joint is flexed, flexion is preceded by an
internal rotation of the tibia bone, while the femur bone executes a combined rolling and glid-
ing motion as presented in Figure 2.2. In extended position, the contact point, shown in red, is
located centrally. The femur bone performs posterior rolling in early flexion superimposed by
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Figure 2.2.: Rolling and gliding mechanism in flexion and extension of the knee joint adapted
from Klein and Sommerfeld [125].
an anterior gliding in deep flexion. In flexed position, the contact point, shown in blue, is lo-
cated posteriorly. The resulting shift of the contact point on both bones is indicated by the green
lines. The different lengths of these lines illustrate the ratio of rolling to gliding. The combined
rotation and translation in the knee joint cause a constantly changing center of rotation which
is also known as polycentric rotation.
A common classification of joints in the human body distinguishes shape and configuration of
idealized joint surfaces with reduced complexity and neglected interactions between the differ-
ent degrees of freedom. Figure 2.3 shows a selection of typical idealized joint types with the
corresponding movement axes indicated in red. Ball joints have a ball-shaped head and a con-
cave socket providing three rotational degrees of freedom about three perpendicular movement
axes. Examples for ball-like joints include hip and shoulder joints. Condyloid joints consist of an
ovoid head that is received into an elliptical cavity enabling two rotational degrees of freedom
about two perpendicular movement axes. The wrist joint is an example of a condyloid-like joint.
Hinge joints have a cylindrical head and a gutter-like socket which permit only one rotational
degree of freedom about a single movement axis. The elbow joint is an example of a hinge-like
joint. Additional joint types found in the human body are pivot joints that consist of a cylindrical
head fitted into a corresponding hollow socket, saddle joints which have two concave curved
surfaces and plane joints that allow gliding motions of plane joint surfaces.
The flexibility of the vertebral column plays an important role in many human motions. It
consists of twenty-four articulated vertebrae which support head, neck and trunk. Above and
below each vertebra are facet joints that guide and limit the spinal motion. The facet joints
are aligned in a way to allow flexion and extension but limiting rotation in order to protect the
spinal nerves. The vertebral column is divided into the cervical spine (C1-C7), thoracic spine
(T1-T12) and lumbar spine (L1–L5) as well as the fused sacrum (S1-S5).
Biomechanical simulations that consider human whole-body motions largely use idealized joint
types such as ball and hinge joints with single point joint centers for the modeling of human
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Figure 2.3.: Selection of typical idealized joint types in the human body with indicated move-
ment axes (red) adapted from Faller and Schünke [77].
joints, e.g. [239, 242, 260]. The vertebral column mostly is either approximated by a small
number of idealized joints or assumed to be rigid. More detailed models of joint geometries,
e.g., [131, 252], are mainly applied for the selective investigation of particular characteristics
in specific human joints.
2.2.3 Muscles
Muscles are the actuating elements of the human body and permit locomotion, maintain posture
as well as control a number of physiological processes in the body. Involuntary contracting
cardiac and smooth muscles are found in organs and the heart, while skeletal muscles that
contract voluntarily upon command are attached to bones and effect skeletal motion.
The human body comprises more than six hundred skeletal muscles which consist of a muscle
belly with several parallel muscle fibers and markedly thinner tendons. Muscle fibers are com-
posed of sarcomeres and perform a coordinated contraction upon activation by shortening each
sarcomere up to a certain minimum length. Muscle activation is triggered by neural control
and results from depolarization and repolarization processes in the muscle fibers which produce
an electrical activity [126]. The smallest functional unit to describe this neural control is also
known as a motor unit. The length of the muscle fibers determines the maximum shortening
length and maximum contraction velocity, whereas the maximum muscle force is proportional
to the physiologic cross-sectional area which describes the number of parallel muscle fibers.
Tendons are elastic bundles of collagen fibers with a great tensile strength and transmit the
muscle forces produced by muscle fiber contraction to the skeleton. Because muscle fibers can
only actively exert translational pulling forces, muscles act antagonistically on each joint with
at least one muscle for each direction. A single joint can be actuated by several monoarticular
and polyarticular muscles resulting in a high level of muscular redundancy. Monoarticular mus-
cles act on a single joint, while polyarticular muscles span and affect multiple joints. The effect
of an individual muscle on a joint depends on the direction of force exertion defined by the
muscle path and the lever arm given by the perpendicular distance of its insertion point to the
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movement axis of the joint. Besides the active pulling forces, muscles also apply passive forces
that originate from passive structures of tendons, ligaments and connective tissue. A detailed
explanation of the muscle contraction mechanism based on muscle proteins that slide past each
other to generate movement is given by the sliding filament theory [114].
There are two prevalent types of biomechanical muscle models. The Hill-type muscle model
based on experimentally determined force-length and force-velocity relations is a descriptive
lumped parameter model and focuses on macroscopic processes in the muscle [107]. It consists
of a contractile element that represents the active force generating properties as well as series
and parallel elastic elements to model the passive muscle structures. The Huxley-type muscle
model describes muscle dynamics on the level of muscle proteins and provides the individual
forces in each muscle fiber [113]. It models microscopic processes in the muscle and is suitable
for the study of muscle force transitions. Due to the accurate description of the relation between
muscle force and muscle state including length, velocity and activation as well as a high com-
putational efficiency, Hill-type muscle models are mostly applied in biomechanical simulations
of the human locomotor system, e.g., [12, 34, 91]. The inverse dynamics simulation investi-
gated in this thesis does not depend on biomechanical muscle models but provides joint forces
and torques that can be used for the subsequent model-based estimation of muscle forces and
activities.
2.2.4 Soft Tissue
Soft tissue is a collective term that includes compliant tissues which connect, support or sur-
round other structures of the body such as skin, fat, muscles, connective tissue or body fluids.
During human motions, these tissues act like wobbling masses that can move or wobble rela-
tively to the rigid skeleton and exert characteristic passive forces on the locomotor system. The
biomechanical impact of wobbling masses depends on the actual motion task which determines
the mechanical excitation of the soft tissue as well as the stiffness of strained and unstrained
muscles.
In dynamics simulations of the human locomotor system, wobbling masses, if considered rel-
evant, are commonly modeled as point masses attached to related body segments by linear or
nonlinear spring-damper elements, e.g., [8, 98, 258].
2.3 Motion Sequences
Most human motions follow a characteristic sequence of events and phases. This applies to
repetitive motions like walking and running but also extends to ballistic motions like kicking
a ball. In human motion analysis, the gait cycle is defined as the time interval between two
successive occurrences of a repetitive event and is a common description of such a characteristic
motion sequence [239]. The gait cycle typically starts with the heel strike as the moment of
initial contact and ends with the next heel strike of the same foot. In between, the leg goes
through different events that can be divided into a stance phase in which the foot is in contact
with the ground and a swing phase that describes the motion of the foot forward through the air.
The other leg undergoes exactly the same series of events but is displaced in time by half a cycle.
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Figure 2.4.: Motion sequences and characteristic events of walking (top), running (middle) and
kicking a ball (bottom) partially adapted from Novacheck [158] and Whittle [239].
Similar descriptions can be defined for other motion tasks. Figure 2.4 presents a visualization
of the characteristic motion sequences for walking, running and kicking a ball.
Walking follows the sequence of the common gait cycle with a stance phase and a swing phase.
The stance phase of a leg starts with the heel strike, passes through the moment when both feet
are adjacent as well as the heel rise and ends with the toe off. A phase of double support occurs
when both feet have contact with the ground which is initialized by the actual or opposite heel
strike and terminated by the actual or opposite toe off. Each walking sequence comprises two
periods of double support and two periods of single support. The swing phase starts with the toe
off, contains the occasion when both feet are adjacent and the tibia of the shank is vertical and
ends with the next heel strike. The stance phase usually lasts about 60 % of the gait cycle with
approximately 10 % for each double support phase, while the swing phase takes about 40 % of
the gait cycle [239]. With increasing walking speed, the swing phase becomes longer and the
stance phase becomes shorter until the double support phase finally disappears and a double
float phase occurs marking the transition from walking to running [152].
In running, the stance phase is initialized with the heel strike, goes through the moment when
both feet are adjacent and is terminated by the toe off. The toe off happens before the opposite
heel strike which results in a double float phase where no foot is in contact with the ground.
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Each running sequence contains two periods of single support and two periods of double float
that start with the actual or opposite toe off and end with the actual or opposite heel strike. The
swing phase includes both double float phases and the occasion when both feet are adjacent.
The stance phase generally takes about 30 to 40 % of the gait cycle and the swing phase lasts
for the remaining 60 to 70 % of the gait cycle [158].
The characteristic motion sequence of kicking a ball is defined by the initializing toe off, the fast
and powerful swing forward ensued by the ball impact and follow through as well as the rather
slow swing back which is terminated by the final toe strike. The ball impact occurs at about
20 % of the motion sequence. An approach motion or explicit backswing are not considered
in the motion task. The kicking motion can be regarded as a single swing phase with single
support provided by the opposite foot.
2.4 Measurement Systems
Conventional biomechanical measurements are bounded to reversible measurement methods
and measurands that are accessible without invasive techniques [150]. Hence, a direct mea-
surement of many crucial variables in biomechanical investigations like joint forces and torques
or muscle forces is impossible or unethical. Biomechanical simulations allow to estimate these
variables based on a computational model of the human locomotor system and a series of fea-
sible and relevant biomechanical measurements. In the study of human motion dynamics, the
relevant measurands comprise external reaction forces as well as spatial motions of the individ-
ual body segments which allow to derive segment lengths and joint trajectories including linear
or angular joint positions, velocities and accelerations. Spatial motions of body segments are
typically recorded with motion capture techniques that allow to track the temporal sequence of
spatial points, while external reaction forces are quantified with multi-axis force sensors usually
installed in force plates. Additionally, electromyography can be used to measure the electrical
activity of selected skeletal muscles in order to identify neuromuscular disorders or validate
simulation results.
2.4.1 Motion Capture
Modern motion capture systems with high spatial and temporal resolution mostly apply optical
marker-based tracking techniques to determine the three-dimensional motion of relevant body
segments. Special markers attached to the considered body parts are triangulated at frequencies
of 50 to 500 Hz by utilizing data captured from multiple infrared cameras that are calibrated
to provide overlapping projections of the recorded human motion. This procedure measures
the three-dimensional position of each marker center which is treated as a spatial point without
any rotational information. The spatial orientation of body segments has to be inferred from
the relative position of three or more markers. In passive systems, optically coated markers
reflect infrared light that is generated externally near the camera lenses, while active systems
use powered markers with an internal infrared light source. Passive markers have a low weight
and do not require any cabling which reduces a possible impairment of the human motion.
Due to an independent light control and powerful light sources, active markers can be identified
individually and have a higher signal-to-noise ratio that facilitates data processing and increases
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measurement accuracy. The restriction to infrared light makes the motion capture system robust
against changes in visible light and allows to apply powerful light sources without distracting
the human subject. The applied light sources typically generate short light pulses at defined
frequencies in order to freeze the scene and reduce motion blur [242].
The markers can be attached directly to the skin of the subject or fixed as marker clusters
mounted on rigid structures [239]. The marker clusters provide a defined marker configuration
but suffer from additional weight and might lag behind the body segment during fast motions.
Another approach uses a predefined marker set that is integrated into a close-fitting suit. In
order to achieve an accurate tracking of the body segments and the underlying rigid skeleton,
the markers are placed above prominent anatomical landmarks. These anatomical landmarks
are internal or subcutaneous bony structures that are identified by specific manual palpation
techniques. Local reference frames defined by at least three markers per body segment allow to
derive spatial orientation and relative motions between body parts.
A typical problem in motion capture is marker occlusion which occurs when one or multiple
markers are covered by a limb during the motion task or are hidden behind a structure of the
experimental setup. In this case, the affected markers are not visible for the cameras and cannot
be tracked. The problem can be solved by a careful selection of camera locations and additional
data processing. The most relevant uncertainty sources in motion capture comprise soft tissue
artifacts, anatomical landmark misplacement and instrumental error. All these uncertainties af-
fect the tracking of the body segments. Soft tissue artifacts result from soft tissue deformations
that cause relative marker movements with respect to the underlying bones [98]. A misplace-
ment of markers as a consequence of an incorrect identification of anatomical landmarks can
impair the location and orientation of local reference frames [60]. Instrumental error arises
from intrinsic error sources, camera calibration or data processing. A comprehensive series of
reviews on the theoretical background and important uncertainty sources in motion capture is
provided by Cappozzo et al. [39, 47, 61, 130].
2.4.2 Force Plates
In the investigation of human motion dynamics, the most common force acting on the human
body is the ground reaction force generated by the body standing on or moving across the
ground [242]. The ground reaction force is a three-dimensional force vector that acts on each
foot in contact with the ground and results from the body weight, dynamical effects during
locomotion and interactions with objects or the environment. The force vector for each foot is
specified by a vertical component, two perpendicular shear components which act parallel to
the ground surface and a point of application also known as the center of pressure. In addition
to the force vector, the free moment vector describes the reaction to the force couple exerted by
the foot on the ground acting about the vertical axis in the center of pressure [6]. The force and
free moment vectors represent the net effect of the actual pressure distribution on the contact
surface between foot and ground.
Force plates typically consist of a rigid base plate that is supported by four multi-axis force
sensors in each corner to determine the ground reaction force for a single foot. Available force
sensors either apply strain gauges or use the piezoelectric, piezoresistive, capacitive or Hall
effect to measure forces. Each force sensor produces an electrical signal per axis proportional to
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the corresponding component of the applied force that is amplified and sampled at a frequency
of about 1000 Hz. Considering the dimensions of the base plate and the relative locations of the
force sensors, the three-dimensional ground reaction force and free moment vectors as well as
the two-dimensional coordinates of the center of pressure can be calculated from the individual
force measurements [156].
General problems of force plates in human motion analysis are the need for long walkways
and the restriction to a single step per measuring run. Instrumented treadmills eliminate these
limitations by providing a treadmill with integrated force plates for each foot. This allows to
measure ground reaction forces in walking or running motions over long time series and at vari-
ous speeds. Potential disadvantages of instrumented treadmills are an inadequate replication of
the overground environment and an increased vulnerability to measurement errors due to the
larger and more compliant structure [210]. One reason for possible deviations between tread-
mill and overground is the change in the belt speed as the foot decelerates it at initial contact
and accelerates it at push off which effectively stores energy in the treadmill motor [239]. This
effect can be minimized by using a large treadmill with a powerful actuation. A number of
studies that compared treadmill and overground gait of healthy subjects obtained inconsistent
results. Riley et al. for example reported no relevant differences in motion sequence or joint
torques [182], while Alton et al. found significant changes in hip movements [9].
The most relevant uncertainty source in ground reaction force measurements is instrumental er-
ror caused by accuracy, nonlinearity, hysteresis and crosstalk of the force sensors and amplifiers
as well as signal drift and noise depending on the sensor type [156]. Instrumented treadmills
are additionally prone to interferences caused by structural compliance and belt friction, vari-
ability of belt speed as well as instrumental errors introduced by insufficient installation and
calibration of force sensor [172, 210]. An extensive discussion of different force sensors and
measurement methods for reaction forces is provided by Nigg and Herzog [156].
2.4.3 Electromyography
Electrical activity in skeletal muscles is the preliminary condition for any force develop-
ment [126]. Electromyography is an electrophysiological measurement technique that allows to
record this electrical activity produced by contracting muscles. In biomechanical measurements
of human motions, surface electromyography with electrode patches is generally applied [239].
The measured signals can be used to validate simulation results or to provide a visible and tem-
poral indication of muscle activity. The electrode patches are attached to the skin of the subject
over the considered muscles and measure an electrical voltage between two electrodes relative
to a reference electrode at a frequency of about 2000 Hz. The measured signal has to be ampli-
fied due to the small voltage amplitudes generated within the motor units and the attenuation
caused by multiple layers of soft tissue between muscles and electrodes. Because the measured
signal represents a superposition of electrical activities from many motor units, it is of random
nature. Typical signal processing for an evaluation of muscle activity comprises rectification,
low-pass filtering and normalization [126].
Electromyography enables insights into internal muscular processes and provides valuable in-
formation on muscle timings but also suffers from certain limitations. The application of surface
electrodes restricts the recording to superficial muscles and excludes the investigation of deep
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muscles. Variations in depth and conductivity of subcutaneous tissue at the recording site as well
as interferences from adjacent muscles affect the measured signal and make it difficult to pro-
vide quantitative and repeatable results [239]. Additionally, the relation between the measured
signals and resulting muscle forces is ambiguous and still a subject of ongoing research.
Uncertainty in electromyography mainly originates from changing tissue characteristics and
muscle geometries during motion as well as crosstalk between nearby muscles and instrumen-
tal error in signal amplification. A comprehensive description of the theoretical background,
measurement methods and signal processing in electromyography in given by Konrad [126].
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3 Biomechanical Modeling and Simulation
According to Shannon, a simulation is “the process of designing a model of a real system and
conduction experiments with this model for the purpose either of understanding the behavior
of the system and its underlying causes or of evaluating various designs of an artificial system or
strategies for operation of the system” [206]. In biomechanical simulations of human motions,
both parts of this definition can apply. The first part involves the investigation of fundamental
principles and concepts in human motion supplement to experimental studies, while the sec-
ond part may relate to an integrated development of technical assistive devices like orthoses or
prostheses. Typical simulation studies consist of a problem specification, the design, implemen-
tation and validation of a model as well as the run of the simulation and an application of the
results. The considered problem in biomechanical simulations depends on the actual focus of re-
search. In the case of inverse dynamics simulations, it is defined as the estimation of joint forces
and torques from measured body segment motions and ground reaction forces. Biomechanical
models in this context are simplified representations of the human locomotor system based on
specific knowledge and assumptions [242]. Model parameters specify the dynamic properties of
the biomechanical model and have to be personalized to the individual human subject. Due to
the high complexity, these models are usually implemented in computational frameworks that
facilitate model derivation and mathematical formalization. Within the modeling and simula-
tion process, several common error sources like modeling errors, approximation and rounding
errors or implementation and programming errors can affect the simulation results. For this
reason, a systematical validation of the computational model is an important step to provide
evidence that the biomechanical simulation produces credible and reliable results regarding
the considered problem. Recent recommendations for the validation of biomechanical simu-
lations comprise systematic tests of the software implementation, a comparison of simulation
results with independently reported simulations or experiments and an evaluation of robustness
towards uncertainties in model parameters as well as simulation inputs [106].
The human locomotor system is composed of a rather rigid skeleton framework that can be
divided into individual body segments connected by movable joints with different degrees of
freedom and ranges of motion actuated by numerous skeletal muscles with specific force char-
acteristics and lever arms. This type of system can be efficiently modeled with tree-structured
multibody system dynamics [242, 259, 260]. The concept of multibody system dynamics applies
rigid links connected by constrained joints to describe mechanical systems with interconnected
bodies that can move relative to each other [80]. Each link represents a body with specific
length, mass, center of mass and inertia tensor. The degrees of freedom (DOF) denote the
minimum number of variables required to completely define the configuration space of the
mechanical system. An unconstrained body in three-dimensional space (3D) has six degrees
of freedom, i.e., three translational and three rotational variables, while the same body in
two-dimensional space (2D) only has three degrees of freedom, i.e., one rotational and two
translational variables. Constraint conditions in joints imply restrictions in the degrees of free-
dom of one or multiple bodies. Typical constrained joints are the prismatic joint that allows
a relative translation along a single axis and restricts all remaining translations and rotations
as well as the revolute joint which enables relative rotation about a single axis and restricts all
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other rotations and translations. A comprehensive introduction to multibody system dynamics
and efficient dynamics algorithms is provided by Featherstone [80].
3.1 Related Work
In literature, there is a large number of biomechanical models of the human locomotor system
based on multibody system dynamics. Some of the models apply a conceptional modeling ap-
proach focusing on the global behavior and reducing model complexity. The other part of the
models uses a representative modeling approach implementing morphological and physiological
details in order to provide causal explanations of musculoskeletal mechanisms. In reference to
these two different modeling approaches, Full and Koditschek introduced the terms templates
regarding conceptional models and anchors regarding representative models [86].
3.1.1 Modeling Approaches
Template models (TM) describe and predict a target behavior with the least possible number
of variables and parameters and approximate the human locomotor system with simple and
universal modeling elements like springs and point masses, e.g., [4, 32, 92]. The reductive
character of these models facilitates the identification of fundamental principles and concepts
in human locomotion. The inverted pendulum model introduced by Alexander [4], shown in
the left part of Figure 3.1, is an example of a two-dimensional template model used in the
investigation of human walking. It consists of a point mass representing the body mass and two
stiff legs with point feet that are connected by revolute joints at the hip. Each one-dimensional
revolute joint provides one degree of freedom, while the point mass is able to move in two
dimensions relative to a fixed base resulting in two additional degrees of freedom. The model
can describe passive human-like walking motions on shallow slopes but exhibits some unnatural
Figure 3.1.: Schematic diagrams of exemplary two-dimensional template models by Alexan-
der [4] (left) as well as Geyer et al. [92] (middle left) and anchor models by
Stelzer [222] (middle right) as well as Pàmies-Vilà et al. [167] (right).
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discontinuities in reproducing the displacement of the total center of mass. The bipedal spring-
loaded inverted pendulum model presented by Geyer et al. [92], depict in the middle left part of
Figure 3.1, extends the inverted pendulum model by replacing the two stiff legs with two linear
springs. The springs emulate the elastic and energy retrieving characteristics of the human
leg and add two degrees of freedom. With this enhancement, the model can reproduce basic
dynamics of human walking and running during stance phase like ground reaction forces as
well as total center of mass displacement in sagittal plane. Further examples of template models
found in literature are listed in the upper part of Table 3.1.
Anchor models (AM) are more elaborate representations of the human locomotor system in-
volving individual body segments, joint geometries or muscle dynamics, e.g., [136, 167, 222].
The detailed model structure allows to investigate particular biomechanical characteristics such
as hip joint torques or muscle forces in knee joint flexion. Some of these representative mod-
eling approaches neglect the dynamical influence of the arms because arm swinging in human
locomotion primarily is the result of passive dynamics and its impact is mainly limited to a
reduction of the free moment in ground reaction forces [54]. In contrast to full body models
(FBM) that consider all body segments, e.g., [167, 208], these lower body models (LBM) focus
on the lower limbs and simplify the upper body dynamics with a point mass or a single body
segment typically combining head, arms and trunk, e.g. [136, 222]. The lower body model
for jumping motions used by Stelzer [222] shown in the middle right part of Figure 3.1 is an
example for a two-dimensional anchor model with muscle actuation. It describes one leg and
comprises four body segments for upper body, thigh, shank and foot connected by three revo-
lute joints and nine muscles based on the Hill-type muscle model indicated in blue. Each body
segment has a particular length, mass, center of mass and moment of inertia. The three one-
dimensional revolute joints provide three degrees of freedom, whereas the upper body segment
is able to translate in two dimensions relative to a fixed base adding two degrees of freedom.
The muscles represent individual muscles or muscle groups involved in human jumping. Every
muscle has specific attachment points and muscle paths on the body segments spanning one
or two joints. The model was mainly applied for forward dynamics optimization where the ac-
tivation signals of the muscles are optimized with regard to an appropriate objective function
minimizing the difference between simulated and measured joint trajectories. The full body
model deployed by Pàmies-Vilà et al. [167], presented in the right part of Figure 3.1, is an-
other example for a two-dimensional anchor model. It consists of twelve links representing all
major body segments but hands and assuming a rigid trunk segment. Also in this case, each
body segment features a specific length, mass, center of mass and moment of inertia. The body
segments are connected by eleven one-dimensional revolute joints resulting in eleven degrees
of freedom. Additionally, the trunk segment can move in two translational and one rotational
dimension relative to a fixed base providing another three degrees of freedom. In contrast to
the previous anchor model, this modeling approach does not provide any muscles because it
was exclusively used for inverse dynamics simulation to estimate joint torques in human walk-
ing which does not require the consideration of muscle dynamics. Further examples of anchor
models found in literature are listed in the lower part of Table 3.1. The last three rows de-
scribe anchor models provided by the modeling and simulation environments ANYBODY [176]
and OPENSIM [62]. ANYBODY is a commercial software package containing functions for muscu-
loskeletal modeling, inverse dynamics simulation and parameter optimization, while OPENSIM is
a free and open-source software package supporting musculoskeletal modeling, inverse dynam-
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Table 3.1.: Selection of biomechanical models for the human locomotor system divided into template models (TM) and anchor mod-
els (AM) as well as lower body models (LBM) and full body models (FBM).
Type Reference Scope Properties Application
TM Alexander [4] LBM in 2D 2 joint DOF, 2 base DOF, 1 mass, 2 segments walking
Blickhan [32] LBM in 2D 2 joint DOF, 2 base DOF, 1 mass, 1 passive spring leg running and hopping
Geyer et al. [92] LBM in 2D 4 joint DOF, 2 base DOF, 1 mass, 2 passive spring legs locomotion
Häufle et al. [99] LBM in 2D 1 joint DOF, 1 base DOF, 1 mass, 1 muscle hopping
AM Günther [97] LBM in 2D 10 joint DOF, 3 base DOF, 11 segments, 28 muscles walking
Henze [104] LBM in 3D 16 joint DOF, 6 base DOF, 15 segments, 16 torque drives walking
Silva et al. [208] FBM in 3D 38 joint DOF, 6 base DOF, 16 segments, 38 torque drives walking
Stelzer [222] LBM in 2D 2 joint DOF, 0 base DOF, 2 segments, 5 muscles kicking
Stelzer [222] LBM in 2D 3 joint DOF, 2 base DOF, 3 segments, 9 muscles jumping
Ackermann [1] LBM in 3D 21 joint DOF, 6 base DOF, 8 segments, 21 torque drives walking
Ackermann [1] LBM in 2D 3 joint DOF, 2 base DOF, 5 segments, 8 muscles disturbed walking
Alnu’man [7] LBM in 2D 5 joint DOF, 3 base DOF, 7 segments, 5 torque drives walking with prosthesis
Geyer and Herr [91] LBM in 2D 6 joint DOF, 3 base DOF, 7 segments, 14 muscles walking
Lipfert [136] LBM in 2D 6 joint DOF, 2 base DOF, 7 segments, 6 torque drives walking and running
Pàmies-Vilà et al. [167] FBM in 2D 11 joint DOF, 3 base DOF, 12 segments, 11 torque drives walking
ANYBODY1 [176] LBM in 3D 14 joint DOF, 6 base DOF, 7 segments, 110 muscles locomotion
OPENSIM2 [62] LBM in 3D 23 joint DOF, 6 base DOF, 12 segments, 76 muscles locomotion
OPENSIM3 [62] FBM in 3D 29 joint DOF, 6 base DOF, 12 segments, 76 muscles locomotion
1 refers to ’LegTLEM’ model in ANYBODY 2 refers to ’Gait2392’ model in OPENSIM 3 refers to ’Full Body Running Model’ in OPENSIM
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ics simulation as well as forward dynamics simulation based on measured joint trajectories. Both
software packages offer generic human body models and are getting more and more common in
biomechanical investigations of human motion dynamics as well as biomechanical uncertainty
and sensitivity analysis, e.g., [3, 153, 227].
The application of two-dimensional models is primarily motivated by the large amplitudes of
joint motions in sagittal plane for many human motions. These models reduce the modeling and
computation effort but withhold some characteristic patterns in human motions such as pelvic
rotation, pelvic obliquity and lateral body displacement [239]. Although a two-dimensional
modeling approach can be considered as appropriate for walking [5], the neglect of frontal and
transverse plane motions can affect the estimation of joint torques in other motion tasks.
3.1.2 Model Parameters
The application of subject-specific biomechanical measurements obtained from motion capture
and force plates in biomechanical simulations of human motions necessitates the adaptation of
model parameters in order to personalize the biomechanical model to the subject that performed
the considered motion task. This also includes the implementation of gender-specific physiolog-
ical differences. Number and type of model parameters depend on the actual model structure
and complexity. In anchor models used for inverse dynamics simulations, the required model
parameters most likely contain anthropometric parameters like length, mass, center of mass
and inertia tensor of individual body segments, joint center locations as well as wobbling mass
parameters. Personalized anthropometric parameters and joint center locations are commonly
estimated with scaling methods or regression models.
Scaling methods are based on a generic biomechanical model that is adjusted in order to match
the anthropometry of an individual subject [62]. The scaling procedure applies scaling factors
derived from subject-specific motion capture data and body mass to adapt the model parameters
including segment lengths and joint center locations as well as inertial parameters comprising
the masses, centers of mass and inertia tensors of the individual body segments. In addition,
other length-based model parameters such as muscle lengths or lever arms can be matched.
Uncertainties in the obtained model parameters originate from variances in the body mass mea-
surement and motion capture data as well as the quality and applicability of the generic model.
Available generic models typically represent a healthy adult male subject obtained from different
measurements on limited populations of Caucasian subjects, e.g., [40, 174]. The modeling and
simulation environments ANYBODY and OPENSIM rely on scaling methods for the estimation of
personalized anthropometric parameters [40, 62]. Regression models apply statistical relations
between the unknown model parameters and easy to measure variables. Most regression mod-
els are based on linear regression equations for the estimation of anthropometric parameters,
e.g., [58, 66] or joint center locations, e.g. [102, 177]. These linear models determine per-
sonalized model parameters by multiplying subject-specific measurements such as body mass,
segment lengths or anatomical landmark positions with constant regression parameters. Three
common collections of regression equations for the estimation of anthropometric parameters in
adult subjects have been published by Winter [242], de Leva [58] and Dumas et al. [66, 67, 68].
The particular regression parameters were calculated from measurements on rather small popu-
lations of Caucasian subjects. While the model by Winter is restricted to male subjects, the other
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two models provide individual parameters for both genders. Due to specific assumptions in the
derivation of the parameters, the models by Winter and de Leva restrict the center of mass to the
proximal-distal axis and presume a diagonal inertia tensor. The model by Dumas et al. does not
restrain the center of mass location and inertia tensor orientation. Uncertainties in the obtained
model parameters result from variations in the body mass measurement and motion capture
data as well as the quality of the applied regression model. Further details on available methods
for the estimation of subject-specific joint center locations and anthropometric parameters are
provided in Chapter 7 and 8.
The estimation of personalized wobbling mass parameters is complicated by the ambiguous
definition of the term wobbling mass which also leads to various modeling approaches in lit-
erature. Typically, the mass of a body segment is separated into a bone mass and a wobbling
mass whereas the wobbling mass is assumed to be a point mass. Both masses are connected
by linear spring-damper elements, e.g., [8, 139, 258] or nonlinear spring-damper elements,
e.g. [98, 96, 163] that enable a relative movement. Most wobbling mass models restrict these
relative movements to translational motions, while a few modeling approaches additionally al-
low rotational motions, e.g., [96]. Published model parameters describing the ratio between
bone and wobbling mass as well as stiffness and damping constants are generally obtained
from experimental estimations and therefore specified for a single human subject or motion
task. Alonso et al. compared simulated ground reaction forces produced by two versions of a
two-dimensional lower body anchor model with measured ground reaction forces for walking,
running and drop jumping motions performed by five healthy subjects [8]. The first version
of the biomechanical model had three wobbling masses connected to trunk, thigh and shank
segments, while the second version of the biomechanical model only had one wobbling mass
connected to the trunk segment. All wobbling masses represented half of the corresponding
segment masses and were modeled as point masses coupled to the center of mass by linear
spring-damper elements as shown in Figure 3.2. The relative movement of the wobbling masses
was restricted to the proximal-distal axis of the body segment. The authors applied an optimiza-
tion approach to find the optimal natural frequencies and damping coefficients with minimizing
the deviations between simulated and measured vertical ground reaction forces. The evaluation
Center of mass
Damper
Wobbling mass
Spring
Shank
Thigh
Trunk
Figure 3.2.: Schematic diagram of an exemplary wobbling mass model with linear spring-damper
elements attached to trunk, thigh and shank adapted from Alonso et al. [8].
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of the results revealed that the wobbling masses in thigh and shank had no relevant influence
on the simulated ground reaction forces in all motion tasks, while the wobbling mass in the
trunk significantly reduced deviations in drop jumps but had almost no impact in the other mo-
tion tasks. For this reason, wobbling masses are mainly considered in the investigation of jerky
motions like running and jumping. Uncertainties in wobbling mass parameters are difficult to
quantify and can potentially become quite high, due to the variable soft tissue behavior under
mechanical excitation in different motion tasks.
A general problem in biomechanical modeling and simulation of human motions is dynamic
inconsistency due to accumulated errors in biomechanical measurements and model parameter
estimation. Dynamic inconsistency leads to differences between the measured ground reac-
tion forces and simulated ground reaction forces predicted by the personalized biomechanical
model in combination with the measured joint trajectories. In inverse dynamics simulations,
these residual forces can be compensated by the base joints that connect the biomechanical
model with a fixed base but nevertheless are an indication for measurement and parameter
uncertainty. An approach to handle dynamic inconsistency is to modify the most uncertain sim-
ulation inputs and model parameters in order to reduce or eliminate the residual forces and
provide a consistent set of model parameters and biomechanical measurements. Related al-
gorithms found in literature differ in the assessment of simulation input and model parameter
uncertainty. The residual reduction algorithm applied by Delp et al. [62] utilizes static optimiza-
tion to adapt joint trajectories and the center of mass in the torso segment, while the corrected
force plate sharing algorithm presented by Pàmies-Vilà [164] assumes uncertain force plate mea-
surements and adjusts the measured ground reaction forces in stance phase. Both approaches
are able to reduce the residual forces but modify essential measurands based on assumed un-
certainties. A systematic evaluation of uncertainty sources in biomechanical measurements can
help to select the actual most uncertain measurand and reduce the negative impact of corrective
signal processing.
3.2 Contribution
The modeling and simulation framework applied in this thesis provides a detailed three-
dimensional biomechanical model of the human locomotor system and efficient algorithms for
the evaluation of the inverse dynamics procedure. The biomechanical model reflects the current
state of research in representative modeling approaches for the determination and investiga-
tion of joint torques in human whole-body motions. Due to the application of a comprehensive
and recently updated regression model for anthropometric parameters [69], the biomechanical
model can be easily personalized to young adult female and male subjects. The model pa-
rameters cover the relevant three-dimensional dynamic properties and do not apply restrictive
assumptions on the center of mass position or inertia tensor orientation in the individual body
segments. The effect of soft tissue dynamics is considered by the integration of a wobbling mass
model that was developed for the assessment of walking, running and jumping motions. For
the implementation of the biomechanical model and the inverse dynamics procedure, a mod-
ular software design based on an efficient and validated multibody systems library [246] is
applied.
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3.3 Methods
For the inverse dynamics simulation considered in this thesis, a three-dimensional full body
anchor model based on tree-structured multibody system dynamics is applied to model the
human locomotor system for walking, running and kicking a ball. This approach allows to
investigate the impact of uncertainties in model parameters and simulation inputs of lower and
upper limbs on the examined joint torques comprising hip, knee and ankle torques of the right
leg in sagittal plane. The following assumptions are made in the modeling process:
A1 Each body segment is a rigid link with a constant length, mass, center of
mass and inertia tensor during the motion sequence [242].
A2 All joints of the human locomotor system are either ball, condyloid or
hinge joints with three, two or one degrees of freedom and single point
joint centers [242].
A3 Other modeling elements than rigid links such as joints, springs or
dampers are massless [80].
A4 Wobbling masses in the trunk are sufficient to model the dynamics of soft
tissues during the motion sequence [8].
A5 Hand motions are negligible for the considered motion tasks.
A6 Foot segments are rigid during the motion sequence.
3.3.1 Biomechanical Model
The structure of the applied biomechanical model, shown in Figure 3.3, consists of fourteen
body segments and thirteen rotatory joints with different degrees of freedom. Each leg is mod-
eled with three body segments representing thigh, shank and foot. These body segments are
connected by the ankle joint (AJ) with three degrees of freedom, the knee joint (KJ) with one
degree of freedom and the hip joint (HJ) with three degrees of freedom. Each arm is modeled
with two body segments representing upper and lower arm as well as the elbow joint (EJ) with
one degree of freedom and the shoulder joint (SJ) with three degrees of freedom. The hands
are considered as not actuated point masses attached to the distal ends of the lower arm seg-
ments. Head, thorax, abdomen and pelvis are individual body segments that are connected by
the lower neck joint (LNJ) corresponding to the facet joint C7/T1, the upper lumbar joint (ULJ)
corresponding to the facet joint T12/L1 and the lower lumbar joint (LLJ) corresponding to the
facet joint L5/S1. Lower neck joint and lower lumbar joint each have three degrees of free-
dom, while the upper lumbar joint has two degrees of freedom and restricts rotations about the
superior-inferior axis. In total, the biomechanical model has thirty degrees of freedom.
In addition to the rotatory joints that link the individual body segments, a base joint (BJ) with
six degrees of freedom connects the biomechanical model at the lower lumbar joint with a fixed
base that provides the global reference frame. The base joint consists of three translational
and three rotatory degrees of freedom and allows an unconstrained relative motion between
biomechanical model and fixed base. In contrast to the rotatory joints, the base joint should not
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HJR (3 DOF) HJL (3 DOF)
KJR (1 DOF) KJL (1 DOF)
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BJ (6 DOF)
Figure 3.3.: Schematic diagram of the biomechanical model with fourteen body segments and
thirteen rotatory joints plus one base joint
be directly controlled by measured joint trajectories derived from motion capture data because
the induced forces and torques would cause a dynamical decoupling of lower and upper body
at the attachment point. For this reason, a proportional-derivative control approach is used to
calculate joint forces and torques τBJ ∈ R6 in order to compensate any dynamic inconsistency
and follow the measured time series of joint positions qBJ ∈ R6 and joint velocities q˙BJ ∈ R6 at
the base joint [167]. The control law is given by
τBJ = Kp (qBJ − qˆBJ) + Kd
 
q˙BJ − ˆ˙qBJ

with the proportional control gain Kp, derivative control gain Kd , actual joint positions qˆBJ and
actual joint velocities ˆ˙qBJ . The control gains are tuned to enable fast settling times and ensure
robust performance with regard to simulation input and model parameter uncertainty.
Personalized model parameters for a healthy female subject (27 yrs, 161 cm, 57 kg) and male
subject (32 yrs, 179 cm, 85 kg) are estimated with regression models providing individual regres-
sion parameters for both genders based on measurement datasets with subjects of comparable
age and stature. The joint center locations are determined from subject-specific anatomical
landmark positions measured by motion capture and regression equations provided by Reed et
al. [177] and Dumas et al. [66, 68]. The obtained joint center locations enable to derive the
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WMJABD (1 DOF)
WMJTHO (1 DOF)
Figure 3.4.: Schematic diagram of the wobbling mass model with linear spring-damper elements
attached to thorax and abdomen.
personalized segment lengths. In combination with the subject-specific body mass and body
height, these segment lengths are used to estimate the anthropometric parameters for all body
segments including mass, center of mass and inertia tensor based on regression equations pro-
vided by Dumas et al. [66, 67, 68]. Further details on the estimation of joint center locations
and anthropometric parameters are given in Chapter 7 and 8.
In order to incorporate the effect of soft tissue dynamics, wobbling mass models with linear
spring-damper elements are attached to the trunk of the biomechanical model following the
modeling approach proposed by Alonso et al. [8]. Due to the separation of the trunk into
thorax (THO) and abdomen (ABD), two individual wobbling mass models are applied for each
trunk segment as illustrated in Figure 3.4. For thorax and abdomen segment, the segment
mass ms is divided by the mass ratio rm ∈ [0,1.0] into a wobbling mass mw and a bone mass mb
according to
mw = rm ms,
mb = (1.0− rm) ms.
The bone mass is assigned to the corresponding body segment, while the wobbling mass is as-
signed to a point mass connected to a translational joint with one degree of freedom (WMJ).
The one-dimensional joint enables relative motions between the body segment and the wob-
bling mass along the proximal-distal axis which coincides with the superior-inferior axis in the
trunk. A linear spring-damper element connects the wobbling mass with the segment center of
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mass. The spring constant k and damping constant d are derived from an appropriate natural
frequency ω and damping coefficient χ. The spring constant can be calculated by
ω=
√√ k
mw
,
k =ω2 mw,
while the damping constant is determined by
χ =
d
2 mw ω
,
d = 2 mw ω χ.
With the gravitational acceleration g, the resting length lr of the linear spring is specified as
lr =
mw g
k
which ensures that the wobbling mass occupies the segment center of mass in stationary up-
right standing position. All other model parameters of thorax and abdomen segment are kept
unchanged. The wobbling mass models are used for all considered motion tasks.
3.3.2 Kinematics Simulation
A linkage of body segments connected by joints is referred to as open kinematic chain if the last
or most distal body segment is free to move, while the first or most proximal body segment is
constrained to a fixed base [259]. The spatial pose of body segments in an open kinematic chain
like the leg is defined by the arrangement of body segments and joints in the kinematic chain
and the individual joint positions. In order to place the foot as the most distal body segment at
an arbitrary position with an arbitrary orientation in space, the kinematic chain needs to have at
least six degrees of freedom. In the human locomotor system, legs and arms typically have more
than six degrees of freedom which results in a kinematic redundancy [259]. This redundancy
leads to an infinite number of possible joint positions that describe one particular spatial pose
of the most distal body segment. Since hand segments and wrist joints are not considered in the
applied biomechanical model, only the legs are affected by kinematic redundancy.
The direct kinematics problem calculates the spatial pose of the most distal body segment in a
kinematic chain as a function of known joint positions q ∈ Rm. The spatial pose is defined by
a rotation matrix 0Rm ∈ R3×3 and a translation vector 0rm ∈ R3 describing the relative motion
between the reference frame of a fixed base F0 and the reference frame of the most distal body
segment Fm. Applying homogeneous transformations
i−1Ti(qi) ∈ R4×4 with i = 1 . . .m, the direct
kinematics problem can be written in a recursive fashion as
0Tm =
0T1(q1) · · · m−1Tm(qm)
=
 0Rm 0rm
0 0 0 1
 ,
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where m denotes the degrees of freedom in the kinematic chain. The individual homogeneous
transformations represent relative motions between the successive reference frames and are
functions of single joint positions.
The inverse kinematics problem determines the joint positions corresponding to a known spatial
pose of the most distal body segment. This problem is much more complex than the forward
kinematics problem because the equations to solve are nonlinear and possible kinematic re-
dundancies might introduce ambiguity [207]. In general, there may exist no, one or multiple
solutions to the inverse kinematics problem. An admissible solution is only guaranteed if the spa-
tial pose lies within the achievable workspace of the kinematic chain and the available degrees
of freedom can reproduce the particular position and orientation in space. The determination
of joint trajectories from motion capture data basically is an inverse kinematics problem. The
recorded marker positions specify the poses of the body segments during the motion task which
have to be translated to the corresponding time series of joint positions, joint velocities and
joint accelerations. In contrast to the classical inverse kinematics problem where only the pose
of the most distal body segment is known, the motion capture data also contain spatial infor-
mation about the other body segments. This additional information significantly facilitates the
calculation of the joint trajectories.
3.3.3 Dynamics Simulation
The relationship between joint motions and joint torques as well as possible external forces in a
multibody system with potentially multiple kinematic chains and n≥ m degrees of freedom de-
scribed by generalized coordinates can be deduced from the Lagrange formalism or the Newton-
Euler formalism [207]. The inverse dynamics problem calculates the joint torques τ ∈ Rn that
are required to generate a known motion specified by joint accelerations q¨ ∈ Rn, joint veloci-
ties q˙ ∈ Rn and joint positions q ∈ Rn considering known external forces f ∈ R6. The motion
equation for the inverse dynamics problem is given by
τ = M(q) q¨ + c(q , q˙) + g (q) + J T (q) f (3.1)
with the mass matrix M(q) ∈ Rn×n, Coriolis and centrifugal vector c(q , q˙) ∈ Rn, gravitation vec-
tor g (q) ∈ Rn as well as manipulator Jacobian matrix J(q) ∈ R6×n. The transposed manipulator
Jacobian matrix maps the external forces to the individual joints depending on the pose of the
body segments. An example for external forces are the ground reaction forces acting on the foot
segments at the center of pressure.
The forward dynamics problem determines the joint accelerations resulting from known joint
torques and external forces. Solving Equation (3.1) for the joint acceleration yields the motion
equation for the forward dynamics problem defined by
q¨ = M−1(q)

τ− c(q , q˙)− g (q)− J T (q) f  . (3.2)
With given initial joint positions and velocities as well as known time series of joint torques and
external forces, Equation (3.2) allows to calculate the sequence of joint positions and velocities
by numerical integration.
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A mixed computation of forward and inverse dynamics, also referred to as hybrid dynamics [80],
allows to perform forward dynamics on some joints with assigned joint torques and inverse
dynamics on the remaining joints with assigned joint trajectories. The hybrid dynamics prob-
lem therefore includes the forward and inverse dynamics problem. Due to the integration of
wobbling masses and force-controlled base joints into the biomechanical model, the inverse
dynamics simulation requires the application of hybrid dynamics. While the joint torques of
the rotatory joints connecting the individual body segments can be calculated by inverse dy-
namics from the measured joint trajectories and ground reaction forces, the joint trajectories of
the base joints as well as the translational joints describing the wobbling mass motion have to
be determined by forward dynamics from the control signal as well as the spring and damper
forces.
3.4 Framework
The biomechanical model is implemented with the multibody systems library MBSLIB [84, 246]
written in C++ that provides efficient algorithms to perform forward kinematics simulations
as well as forward and inverse dynamics simulations. MBSLIB is based on the minimal coor-
dinate formulation with relative coordinates which allows to exploit structural properties of
multibody systems [233]. In many cases, this exploitation enables to transform a possibly
large system of differential algebraic equations into a reduced system of ordinary differential
equations with a minimum number of state variables. This reduced problem can be solved nu-
merically in a more robust and efficient manner [222]. For solving inverse dynamics problems,
MBSLIB provides an implementation of the recursive Newton-Euler algorithm (RNEA) [140]
with a computation complexity of O (n) for a multibody system with n degrees of freedom.
Forward dynamics problems can be solved with implementations of the composite-rigid-body
algorithm (CRBA) [234, 80] based on an inertia matrix method and a computational complex-
ity of O (n3) or the articulated-body algorithm (ABA) [79, 80] that applies a recursive approach
with a computational complexity of O (n). Both forward dynamics algorithms can be exchanged
transparently. Hybrid dynamics problems are supported by providing the hybrid articulated-
body algorithm (hABA) [80]. In addition, MBSLIB integrates the automatic differentiation
package ADOL-C [235] in tape mode in order to enable the computation of derivatives with
respect to system states, control variables and model parameters by operator overloading. The
library can be compiled with or without ADOL-C integration. A comprehensive evaluation and
validation of MBSLIB are provided by Wojtusch et al. [246].
Tree-structured multibody systems are modeled in a hierarchical model tree which consists of
modeling elements like fixed base, fixed translation or rotation, prismatic or revolute joint, rigid
link, fork and endpoint. Starting with a fixed base that forms the root node with a single branch,
the required modeling elements are added sequentially to the model tree. A fork introduces a
new branch. For a valid model tree, all branches need to be terminated by endpoints that rep-
resent leaf nodes. Multi-dimensional joints are created by stacking different instances of the
one-dimensional prismatic or revolute joints. Forces and torques can be applied to joints and
endpoints. Joints allow to set internal force or torque as well as position, velocity and acceler-
ation directly. In addition, generator elements such as linear spring-damper elements allow to
apply external forces or torques on joints or endpoints as functions of system states or control
3.4. Framework 37
MATLAB
MBSLIB with ADOL-C integration
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Figure 3.5.: System context diagram of the deployed modeling and simulation framework with
MATLAB and two different shared C libraries based on MBSLIB.
variables. A schematic diagram of the hierarchical model tree representing the biomechanical
model is presented in Appendix A.1.
In contrast to biomechanical modeling and simulation, further data processing such as numeri-
cal integration or digital filtering as well as calculations required for uncertainty and sensitivity
analysis are implemented in the numerical computing software MATLAB (MathWorks, USA). For
this reason, MBSLIB is used to create a shared C library that provides a collection of functions
which can be dynamically loaded in and directly called from within MATLAB. In the course of
the considered inverse dynamics simulation, the required functions comprise the generation
of a personalized biomechanical model with subject-specific model parameters, inverse kine-
matics simulations to determine the joint trajectories from measured motion capture data and
hybrid dynamics simulations to compute the joint torques in hip, knee and ankle joint of the
right leg. The inverse kinematics problem is solved by applying an extended Kalman smoother
approach [57, 257, 256] which uses prior system knowledge in combination with forward kine-
matics simulations and the derivative Jacobian matrix of the forward kinematics problem to
provide smooth estimates for the joint trajectories as well as joint center locations. Although
MBSLIB provides efficient algorithms to calculate derivatives by automatic differentiation, oper-
ator overloading results in a considerable increase of computational runtime [246]. Therefore,
the required functions are distributed among two different shared C libraries compiled with
ADOL-C integration for kinematics simulations and compiled without ADOL-C integration for
dynamics simulations. A system context diagram of the deployed modeling and simulation
framework is shown in Figure 3.5. Further details on the extended Kalman smoother approach
are given in Chapter 5.
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4 Uncertainty and Sensitivity Analysis
The concept of uncertainty describes a state of having limited or imperfect information about
a system or process lacking reliability and validity. Uncertainty typically arises in partially ob-
servable systems where not all relevant system states are directly accessible and have to be
obtained by indirect measurements. These measurands can be mathematically treated as ran-
dom variables that are characterized by probability distributions. The probability distribution of
a measurand describes the probability of its true value lying within an interval of possible val-
ues assigned based on available knowledge [119]. Uncertainty can be described as a measure
of how well one believes to know the true value of a measurand. In biomechanical simula-
tions of human motions, uncertainty is ubiquitous due to the restricted ascertainability of many
input variables and model parameters of the human locomotor system. Apart from regular
measurement errors, biomechanical measurements are affected by dispersion because human
subjects and motions are not sufficiently reproducible and many crucial variables are difficult or
impossible to measure [156]. The uncertainty of simulation results is a combination of individ-
ual uncertainty sources in biomechanical measurements and model parameters that propagate
through each step of the simulation study. It is necessary to validate that
• the biomechanical model and simulation procedure are implemented correctly,
• the biomechanical model is an accurate representation of the problem and
• an assessment of uncertainty is accounted for in the simulation results
in order to provide evidence that a biomechanical simulation produces credible and reliable
results [11, 106]. This thesis mainly focuses on the last point by providing a comprehensive
analysis of uncertainty sources and uncertainty propagation in a typical inverse dynamics pro-
cedure.
While uncertainty analysis primary quantifies uncertainty in simulation results, sensitivity anal-
ysis tries to identify the underlying causes. Saltelli et al. define sensitivity analysis as “the study
of how uncertainty in the output of a model (numerical or otherwise) can be apportioned to
different sources of uncertainty in the model input” [194]. Uncertainty and sensitivity analysis
should ideally be run together in order to obtain an overall impression of uncertainty prop-
agation and apportionment in the considered biomechanical simulation. The quantification of
uncertainty in simulation results enables to rate the validity, whereas the identification of critical
uncertainty sources allows to improve the biomechanical model and simulation procedure. For
this reason, most uncertainty analyses evaluated in this thesis are accompanied by a subsequent
sensitivity analysis.
4.1 Related Work
A very powerful and broadly practiced safeguard against overly uncertainty in biomechanical
simulations is the application of statistical analysis which uses individual results of multiple
subjects or repeated trials to determine an average result, e.g., [34, 54, 136]. If the number
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of samples is adequately large, this method ensures valid generalizations that allow to de-
scribe fundamental principles and concepts in human motion [156]. Statistical analysis can
typically not be applied for unique or pathological motions like kicking a ball or amputee gait
because the individual results are highly different and not sufficiently reproducible. Averaging
such incomparable results could lead to artificial conclusions without any biomechanical signif-
icance. Another common and recommended method to evaluate uncertainty in biomechanical
simulations is the comparison of individual results with independently reported simulations or
experiments [106]. In practice, these accepted and validated reference standards only exist for
a few well-studied motion tasks like walking and running [186] or differences in modeling ap-
proaches and variable definitions impede a direct comparison [5]. These limitations restrict the
general applicability of both methods and often leave a substantial amount of remaining uncer-
tainty. Therefore, knowing the overall uncertainty of the simulation results and understanding
the influences of the involved uncertainty sources are essential requirements in order to draw
scientific conclusions and inform clinical decisions.
Existing approaches for uncertainty and sensitivity analysis can be divided into local and global
methods [193]. Local analysis investigates how small perturbations of the input variables affect
the output variables based on the computation or estimation of derivatives evaluated at a specific
sampling point in input space. This derivative-based method is computationally efficient but the
results are generally only valid in a narrow range around the selected sampling point. Global
analysis assesses how the variance of the output variables is influenced by the variability of
the input variables based on a decomposition of the individual variance components. Such
variance-based method can become computationally expensive but allows to explore the whole
input space and is more informative and robust. In literature, both methods have been used
for the investigation of uncertainty and sensitivity in biomechanical simulations. The following
classification and remarks adopt the reasoning given by Saltelli at al. [193].
4.1.1 Local Analysis
A simple and common approach to local analysis is the parametric study which involves the vari-
ation of one input variable at a time between consecutive simulations [100]. Each input variable
takes only two distinct sampling values. By observing the simulation results, any change in the
output variable can be directly attributed to the altered input variable. This differential ap-
proach assumes uncorrelated input variables and is applicable for linear models or in a small
region around the sampling point for nonlinear models. Since it does not consider the simulta-
neous variation of different input variables, it cannot explore the whole input space and is not
able to detect any interactions in the input variables.
More advanced approaches in local analysis use partial derivatives to evaluate uncertainty and
sensitivity. A popular derivative-based method is presented in the Guide to the Expression of
Uncertainty in Measurement (GUM) published by the Joint Committee for Guides in Metrol-
ogy (JCGM) [119]. This guide provides general rules for evaluating and expressing uncertainty
in measurement and is an internationally accepted and widespread technical specification. A
core component of the guidelines is the GUM uncertainty framework that provides a system-
atic evaluation method to estimate an output variable y and its uncertainty based on given
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uncertainties of the n input variables x ∈ Rn and a generic model function y = f (x ). Un-
certainties are treated as probability distributions. The input variables are grouped into two
categories according to the method used to determine the numerical value. For variables of
type A, the probability distributions are explicitly determined using repeated observations or
measurements, while the probability distributions for variables of type B are approximately
derived from prior knowledge, earlier measurements or information provided by the manufac-
turer, handbooks or calibration certificates. The uncertainty of both variable types, referred to
as standard uncertainty u, is quantified by the standard deviation of the respective probability
distribution. The combined standard uncertainty uc of the output variable is estimated by ap-
plying the general law of uncertainty propagation that uses a first-order Taylor series expansion
to linearize the model function and assuming that the output variable can be characterized by
a Gaussian or Student distribution. For uncorrelated input variables, the combined standard
uncertainty is given by
uc(y) =
√√√ n∑
i=1

∂ f
∂ x i
2
u2(x i). (4.1)
The partial derivatives ∂ f/∂ x i evaluated at the expectation values of the input variables can
be interpreted as sensitivity indices and describe how the estimate of the output variable varies
with small changes in the input variables. In the case of correlated input variables, the combined
standard uncertainty is defined by
uc(y) =
√√√√ n∑
i=1

∂ f
∂ x i
2
u2(x i) + 2
n−1∑
i=1
n∑
j=i+1
∂ f
∂ x i
∂ f
∂ x j
u(x i, x j),
where the first term is identical to Equation (4.1) and the second term incorporates the co-
variances u(x i, x j) between the jointly distributed input variables. Supplement documents
extend the framework by introducing alternative methods for the propagation of probability
distributions through the model function [120] and integrating support for multiple output
variables [121]. The approach provides exact results for the estimate of the output variable and
the combined uncertainty if the model function is linear and the input variables are normally
distributed [120]. In cases where these conditions do not hold including nonlinear model func-
tions, asymmetric probability distributions of the input variables or not normally distributed
output variables, the framework gives an approximate solution which might not be satisfactory.
In addition, the sensitivity indices are only valid near the sampling point specified by the expec-
tation values of the input variables which does not have to coincide with the actual expectation
value of the output variable.
Biomechanical models used for the investigation of human motion dynamics are mainly non-
linear due to the trigonometric relations in the kinematic chains and a Gaussian or Student
distribution of the output variables cannot be generally guaranteed. For this reason, the GUM
uncertainty framework and other local approaches are generally not suitable for an extensive
evaluation of inverse dynamics simulations. The limitation to a single sampling point in input
space restricts a quantitative uncertainty and sensitivity analysis by reducing significance and
robustness. Nevertheless, the easy implementation and high computational efficiency make lo-
cal approaches attractive and a number of biomechanical studies used derivative-based methods
to determine the effects of uncertainties in anthropometric parameters, joint center locations or
biomechanical measurements, e.g., [41, 181, 208].
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4.1.2 Global Analysis
A straightforward approach to global analysis inspired by parametric study is the elementary
effects method that attempts to explore the whole input space with building a series of input
trajectories and averaging a number of local measures, called the elementary effects, to remove
the dependency on a single sample point [38, 149]. The input trajectories are constructed by
dividing the domain of each input variable into a specific number of subintervals and randomly
moving only one input variable at a time while the other input variables remain fixed. The
averaged results are used to compute sensitivity indices that characterize the effect of each
input variable as negligible, linear, nonlinear or involved in interactions with other input vari-
ables. Similar to parametric study, the elementary effect method is computationally simple and
assumes uncorrelated input variables. This approach is often used as a screening method to
identify important input variables with a small number of consecutive simulations [193].
Other approaches in global analysis focus on the evaluation of variance as a summary measure
of uncertainty. Sensitivity is determined by studying how the variance of the output variables
specified by the corresponding probability distributions depends on the uncertain input vari-
ables. This can be achieved by exploiting the statistical properties of variance and decomposing
the output variance into individual variance components. The output variance of a generic
model function y = f (x ) with n input variables x ∈ Rn and the output variable y is given
by V (y). When fixing one input variable x i at a particular value, the output variance becomes a
conditional variance Vx∼i(y|x i) taken over all input variables but x i as denoted by the index x∼i.
The difference between the conditional and unconditional output variances can be considered
as a measure of the relative importance of the input variable x i fixed at the selected sample
point. This dependency on the sample point is eliminated by taking the average over all possi-
ble sample points of the input variable x i which is given by the expectation Exi[Vx∼i(y|x i)]. This
expectation is always lower or equal to the unconditional output variance, whereby the smaller
the expectation the greater the influence of the fixed input variable x i. Due to the total variance
theorem, the unconditional output variance can be decomposed as
V (y) = Vxi[Ex∼i(y|x i)] + Exi[Vx∼i(y|x i)]
resulting in two variance components designated as first-order effect and residual [193]. The
first component acts complementary to the regarded expectation represented by the second
component. Normalizing the first component by the unconditional output variance specifies the
first-order sensitivity index
SFi =
Vxi[Ex∼i(y|x i)]
V (y)
(4.2)
that indicates the average reduction in output variance after fixing the input variable x i to a
specific value. This is a measure of the effect of one input variable alone and therefore cannot
incorporate interactions between different input variables. In order to take these interactions
into account, the unconditional output variance can be decomposed with reversing the approach
and conditioning to all input variables but one. With applying the total variance theorem, the
reversed decomposition is given by
V (y) = Vx∼i[Exi(y|x∼i)] + Ex∼i[Vxi(y|x∼i)].
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The first term can be interpreted as the first-order effect of all input variables but x i, so that
the remaining second term must represent all involvements of the input variable x i including
the interactions with other input variables [192]. Normalizing the second component by the
unconditional output variance defines the total-effect sensitivity index
STi =
Ex∼i[Vxi(y|x∼i)]
V (y)
= 1− Vx∼i[Exi(y|x∼i)]
V (y)
(4.3)
that accounts for the total contribution of the input variable x i to the output variance consisting
of the first-order effect and all higher-order effects due to interactions.
The computation of both sensitivity indices specified by Equations (4.2) and (4.3) for all input
variables gives a fairly good description of sensitivity at a reasonable computational cost [193].
By definition, the sum of all first-order indices is less or equal to one, while the sum of all
total-effect indices is greater or equal to one. If the model function is additive and there are
no interactions, both sums equal to one. A total-effect index of zero is a necessary and suffi-
cient condition for rating an input variable as uninfluential which means that it may be fixed
anywhere in its probability distribution without affecting the output variance. The first-order in-
dices can be used to rank the importance of input variables according to the reduction in output
variance. The difference between both indices measures how much an input variable is involved
in interactions with other input variables. A comprehensive discussion of the sensitivity indices
is provided by Saltelli et al. [192].
A broad class of numerical procedures for estimating uncertainty and sensitivity with evaluating
variance is based on Monte Carlo simulation [147]. This approach uses a large number of
random trials to handle problems that are difficult or impossible to solve with other methods.
The general pattern of a Monte Carlo simulation includes the following steps:
1. Definition of the model function with specific input and output variables.
2. Definition of domain and probability distribution for each input variable.
3. Generation of many random input variable samples from the specified
probability distributions.
4. Computation of output variables based on the generated input variable
samples and specified model function.
5. Aggregation of statistical results for uncertainty and sensitivity analysis.
A critical aspect of this procedure is the sampling strategy which has to ensure that the probabil-
ity distributions of the input variables are well represented by the generated samples. Depending
on the complexity of the model function, the required number of samples can vary from a few
hundred to many thousands or even millions. This can make the approach computationally
demanding, especially if the model function is both expensive to run and rich in input variables.
However, this approach is currently the most powerful method for computing uncertainty and
sensitivity purely based on model function evaluations [193]. An implementation for uncorre-
lated input variables is provided by Saltelli [191] and has been broadened to include correlated
input variables by Kucherenko et al. [128]. Other suitable methods comprise the Fourier ampli-
tude sensitivity test (FAST) [55] that applies multiple Fourier series expansions or the random
balance design (RBD) [224] which is based on Fourier spectrum analysis. These methods can
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Figure 4.1.: Comparison of pseudo-random, stratified and quasi-random sampling strategies for
100 samples (top) and 1,000 samples (bottom) in the unit square.
become computationally more efficient than Monte Carlo simulation but are usually limited to
an estimation of first-order sensitivity indices.
The choice of the sampling strategy can have an essential influence on the numerical con-
vergence of the uncertainty and sensitivity estimation which determines the efficiency of the
method. An even sample distribution is desirable in order to equally cover the input space
in the statistical evaluation. Classical Monte Carlo simulation approaches use pseudo-random
number generators that produce sequences of approximately random samples generated by
deterministic algorithms. Generally, pseudo-random samples are not evenly distributed over
the considered domain and exhibit notable gaps without any samples as well as clusters with
many samples lumped together. This property leads to under- and overemphasized regions in
input space and impedes numerical convergence. Stratified sampling strategies such as Latin
hypercube sampling [115] improve the coverage by providing a predefined policy for sample
generation. The input space is divided into a specific number of subintervals and samples are
drawn randomly from selected subintervals according to the given policy. This approach en-
hances sample distribution but the predefined policy makes it difficult to dynamically generate
additional samples in case of iteratively invoked termination criteria. Quasi-random sampling
strategies use low-discrepancy sequences like the Sobol sequence [212] to generate nearly ran-
dom samples which minimize discrepancy as a mathematical measure of lumpiness. To maintain
an even spread in input space, quasi-random samples are neither random nor pseudo-random
in the sense of being completely unpredictable. If the number of samples is large enough, all
low-discrepancy sequences converge to an even distribution. For many problems of various
complexity, quasi-random sampling typically outperforms pseudo-random and stratified sam-
pling strategies [127]. Figure 4.1 presents a comparison of the different sampling strategies for
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100 samples and 1,000 samples in the unit square. The stratified samples shown in green are
based on Latin hypercube sampling, while the quasi-random samples shown in blue are finite
subsets of Sobol sequences. All samples were generated with the numerical computing software
MATLAB using the corresponding built-in functions.
The model-free sensitivity indices as well as the capability to explore the whole input space
considering interactions among the input variables make global approaches very suitable for
the evaluation of uncertainty and sensitivity in biomechanical simulations. Several recent
biomechanical studies applied variance-based methods to investigate the effects of uncer-
tainties in anthropometric parameters, joint center locations or biomechanical measurements,
e.g., [153, 155, 227]. Most of these studies simplify the uncertainty sources by using uniform
or Gaussian distributions and assume independent input variables with neglecting possible cor-
relations.
4.2 Contribution
The uncertainty and sensitivity framework applied in this thesis extends existing approaches in
biomechanical studies by omitting simplified models for uncertainty sources and considering
possible correlations among uncertain simulation inputs and model parameters. It implements
a global analysis based on Monte Carlo simulation along with a quasi-random sampling strategy.
Uncertainties are modeled using a parametric distribution system that covers the entire permis-
sible skewness-kurtosis region in combination with a copula approach which describes potential
correlations. Sensitivities are estimated with a variance-based method for problems with corre-
lated input variables [128]. This approach allows to explore the whole input space and consider
nonlinearities in the biomechanical model as well as interactions in the input variables.
The computationally expensive Monte Carlo simulation is implemented as an iterative procedure
which considerably decreases the required memory consumption and provides a flexible control
over the number of random trials. An adequate trial size is ensured by consistently evaluating
the convergence behavior of the numerical estimation. Parallel computing is applied to share
the computational load of extensive Monte Carlo simulations among different computer systems
and reduce the total computation time.
4.3 Methods
For the evaluation of uncertainty and sensitivity in the inverse dynamics simulation considered
in this thesis, a global analysis based on Monte Carlo simulation is applied to estimate the prob-
ability distributions of the examined joint torques as well as the corresponding first-order and
total-effect sensitivity indices. Possible correlations between input variables that refer to simi-
lar model parameters or simulation inputs are identified and incorporated into the uncertainty
and sensitivity analysis. This approach allows to investigate uncertainty propagation and ap-
portionment with exploring the whole input space and without neglecting nonlinearities of the
biomechanical model and potential relations in input variables. The following assumptions are
made in the evaluation process:
A7 All input and output variables are continuous and can be described by
unimodal probability distributions.
4.2. Contribution 45
A8 Similar input variables are correlated, while dissimilar input variables can
be treated as independent variables.
A9 Estimation errors for uncertainty and sensitivity converge to zero for a
sufficiently large number of samples.
4.3.1 Probability Modeling
The probability distributions used to describe the statistical properties of input and output vari-
ables can take very different shapes defined by the aggregation and dispersion of the associated
measurement values or simulation results. In descriptive statistics, four statistical moments are
typically applied as quantitative measures for the shape of probability distributions. The first
moment is the mean µd defining the central tendency. The second central moment is the vari-
ance σ2d which describes the expectation of the squared deviation from the mean σd . The third
central moment is the skewness γd measuring the asymmetry of the probability distribution
about the mean. The fourth central moment is the kurtosis κd which characterizes the steepness
of the probability distribution. Gaussian distributions for example can take various values for
mean and variance but have a skewness of 0 and a kurtosis of 3.0. Figure 4.2 demonstrates the
effect on the shape of a probability density function for each of the four statistical moments. The
red probability density function represents the standard Gaussian distribution with zero mean
and unit standard distribution.
In order to provide a parametric model for the diverse shapes of probability distributions,
the Johnson distribution system [118] with four coefficients is applied to describe the prob-
ability distributions of input and output variables in the uncertainty and sensitivity analysis.
The Johnson distribution system is a family of different unimodal distribution types based on
transformations of the Gaussian distribution that allow to model normal (SN), log-normal (SL),
bounded (SB) and unbounded (SB) probability distributions in the entire permissible skewness-
kurtosis region. Bounded probability distributions can be bounded on the lower end, upper end
or both ends and cover Beta and Gamma distributions among others [90]. The four coefficients
Figure 4.2.: Effects of mean µd , variance σ2d , skewness γd and kurtosis κd on the shape of a
probability density function.
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Table 4.1.: Characteristics of normal (SN), log-normal (SL), bounded (SB) and unbounded (SB)
distribution types in the Johnson distribution system.
Type Function g1(y) Function g2(y) Support H
SN 1 y (−∞,+∞)
SL
1
y
ln(y)

ξ j,+∞

SB
1
y(1− y) ln

y
1− y
 
ξ j,ξ j +λ j

SU
1p
y2 + 1
ln

y +
Æ
y2 + 1

(−∞,+∞)
consist of two shape parameters γ j and δ j, one scale parameter λ j as well as one location pa-
rameter ξ j. For a random variable x ∈ R and the support H, the general probability density
function (PDF) p j is given by
p j
 
x | γ j,δ j,λ j,ξ j

=
δ jp
2piλ j
g1

x − ξ j
λ j

exp

−1
2

γ j +δ j g2

x − ξ j
λ j
2
for all x ∈ H and with the type-specific functions g1(y) and g2(y). All characteristic functions
and supports for each distribution type are listed in Table 4.1. The corresponding cumulative
distribution functions (CDF) Pj are defined by
Pj
 
x | γ j,δ j,λ j,ξ j

=
∫ x
−∞
p j
 
t | γ j,δ j,λ j,ξ j

dt.
This parametric model allows to describe the probability distribution of an arbitrary input or
output variable with the four coefficients plus a specification of the distribution type. By
applying the corresponding inverse cumulative distribution function P−1j , the uniform sam-
ples u ∼ U(0, 1.0) generated from quasi-random sampling can be transformed into random
variables x ∼ J(γ j,δ j,λ j,ξ j) following the specified Johnson distribution with
x = P−1j (u).
Correlations among input and output variables are modeled by adopting a copula ap-
proach [199]. According to Sklar’s theorem [209], multivariate joint distributions can be sepa-
rated into a set of univariate marginal distributions and a copula that describes the dependence
structure between the individual marginal distributions. This property enables a straightforward
modeling and estimation of correlation by separately quantifying the marginal distributions and
the copula. In this thesis, the marginal distributions are described by the four distribution types
of the Johnson distribution system, whereby the dependence structure is characterized by a
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Gaussian copula. This approach assumes that the correlation can be modeled as a multivariate
Gaussian distribution with a mean vector equal to zero and a covariance matrix Σc. With the
univariate and multivariate Gaussian cumulative distribution functions Φ and Φ, the Gaussian
copula C for the m random variables x i with i = 1 . . .m can be written as
C = Φ0,Σc

Φ−10,1[Pj(x1)] . . .Φ−10,1[Pj(xm)]

.
Common methods for estimating the type and coefficients of a Johnson distribution from ob-
served samples comprise moment matching [109], quantile matching [238] and maximum like-
lihood estimation [90]. In moment matching, the probability distribution is parametrized by
establishing functional relations between the unknown type and coefficients as well as the statis-
tical moments calculated from the samples. Quantile matching applies a comparable approach
with utilizing statistical quantiles fitted to the samples instead of statistical moments. Maximum
likelihood estimation calculates the coefficients that maximize the likelihood of drawing the
samples given the found coefficients. The estimation based on maximum likelihood provides
the best results but requires an iterative approach and can be computationally demanding [90].
Such a procedure can further decrease the computational efficiency of the global analysis and is
therefore not considered in this thesis.
In anticipation of Chapter 7 and 8, the histograms of six randomly selected samples taken for
uncertainty analysis in joint center and anthropometric parameter estimation are shown in Fig-
ure 4.3. Each sample has a size of 1,000,000 values and represents the uncertainty of an in-
dividual regression parameter for female or male subjects. All given histograms confirm the
Figure 4.3.: Comparison of Johnson distributions estimated from six randomly selected samples
by direct and iterative moment or quantile matching.
48 4. Uncertainty and Sensitivity Analysis
assumption of unimodal probability distributions. The red and blue curves represent the John-
son distributions estimated from the samples by moment and quantile matching. In most cases,
both approaches achieve an adequate fit but moment matching fails for the upper arm and
shank parameters. The reason for this failure is an insufficient determination of the statisti-
cal moments from the actual samples. This deficiency in moment matching could substantially
affect the results of uncertainty and sensitivity analysis. For this reason, quantile matching is ap-
plied for estimating the required coefficients in this thesis. In addition to the results calculated
from direct estimation with all samples, the Johnson distributions for an iterative estimation
with batches of 10,000 values are given for each approach and sample. A moving average ap-
proach is used to merge the results of individual batches with previously obtained results. The
results for direct and iterative estimation are congruent in all cases and demonstrate the general
applicability of both methods.
4.3.2 Analysis Strategy
Uncertainties of input variables and model parameters propagate through the inverse dynamics
procedure and affect joint torque estimation in a variety of ways. Figure 4.4 shows all steps
of the procedure from the initial biomechanical measurements to the actual inverse dynamics
simulation and illustrates the underlying dependencies and most relevant uncertainty sources.
Uncertainties in individual steps result from variations in preceding steps and context-specific
uncertainty sources. Anatomical landmark misplacement for example influences joint torque
estimation in three different ways. The incorrect identification of anatomical landmarks impairs
the location and orientation of markers and local reference frames which define the relative
motion between the body segments and directly affect the estimated joint trajectories. In com-
bination with a set of uncertain regression parameters, the misplaced markers are also used
to evaluate the joint center locations that specify the kinematic structure of the biomechanical
model. These joint center estimates are further applied to estimate the anthropometric pa-
rameters based on another set of uncertain regression parameters which define the dynamical
properties of the biomechanical model.
All steps that involve kinematics or dynamics simulations with the biomechanical model, i.e.,
joint trajectory estimation and inverse dynamics simulation, are possibly impaired by model
uncertainties which might arise from an inadequate representation of the human locomotor
system. An example of such a model uncertainty is the simplified implementation of the knee
joint as a one-dimensional revolute joint without regarding the combined rolling and gliding
mechanism. A general evaluation for this type of uncertainty is complicated by missing ref-
erence data and still an open research problem, e.g., [83]. Therefore, the influence of model
uncertainty is minimized by applying generally accepted modeling approaches and not explic-
itly considered in the uncertainty and sensitivity analysis. Other potential uncertainties like the
influence of rounding or truncation errors resulting from floating-point number representations
are assumed to be negligible compared to the specified uncertainty sources.
For a comprehensive uncertainty and sensitivity analysis, the individual effects and dependen-
cies of uncertainty propagation have to be identified and considered in the evaluation. In a
first phase, uncertainties associated with the biomechanical measurements including anatomi-
cal landmark misplacement, soft tissue artifacts and measurement uncertainties are quantified
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Figure 4.4.: Uncertainty propagation and most relevant uncertainty sources in the inverse dy-
namics procedure.
by experimental studies as well as reported data from literature. The variability of regression
parameters for joint center and anthropometric parameter estimation are analyzed in a second
phase by simulation studies with statistical data stated in literature. Based on these results, a
preliminary Monte Carlo simulation involving the first four steps of the inverse dynamics proce-
dure is performed to investigate uncertainties and sensitivities in the estimated anthropometric
parameters for both subjects. In a third phase, all previously determined uncertainties are incor-
porated into a concluding Monte Carlo simulation comprising all steps of the inverse dynamics
procedure in order to analyze uncertainties and sensitivities in estimated hip, knee and ankle
torques for walking, running and kicking a ball performed by both subjects. Details on the ap-
plied methods and obtained results for the individual phases are presented and discussed in the
Chapters 6 to 9.
4.4 Framework
The framework for uncertainty and sensitivity analysis is implemented in the numerical com-
puting software MATLAB and based on the approach for correlated input variables published by
Kucherenko et al. [128]. Sergei Kucherenko kindly provided documented example code that
formed the basis for the actual framework. Applied modifications and extensions include an
integration of the quasi-random sampling strategy with Sobol sequences as well as support for
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the Johnson distribution system and the Gaussian copula approach. The implementation of
the quasi-random sampling strategy uses built-in functions to initialize the Sobol sequence and
draw the required number of samples. In order to further improve discrepancy of the ran-
dom samples, a scrambling technique in combination with a static skip and leap are used. The
scrambling technique shuffles generated samples by a random linear scramble combined with a
random digital shift [143]. Because the initial samples of a Sobol sequence can exhibit unde-
sirable properties that might lead to an unbalanced sampling, the static skip is set to omit the
first 1,000 samples. The additional definition of the static leap results in skipping 100 values in
the Sobol sequence for each taken sample. Support for the Johnson distribution system is pro-
vided by integrating the Johnson Curve Toolbox1 that ports algorithms by Hill et al. [109, 108].
The toolbox contains functions to fit Johnson distributions with moment or quantile matching
and evaluate the relevant probability distribution functions. An extension implemented for this
framework enables to calculate statistical characteristics like mean, variance, median and mode
for each distribution type.
The Monte Carlo simulation for the numerical estimation of the sensitivity indices requires a
large number of random trials. Each of these trials involves multiple evaluations of the model
function with different combinations of two independently drawn input variable samples. The
model function represents selected or all steps of the inverse dynamics procedure. Because two
independent input variable samples are taken for each trial, two sets of output variables are
available per trial for uncertainty estimation. The total number of model function evaluations is
N(2 n+ 1) for n input variables and N trials [128]. The number of input variables is fixed and
depends on the considered problem, while the number of trials is variable and determined by
the convergence behavior of the numerical estimation. In order to ensure a sufficient trial size,
the Monte Carlo simulation is implemented in an iterative manner. Statistical quantiles and
the Gaussian copula for modeling uncertainties as well as first-order and total-effect sensitivity
indices are calculated for a batch of trials with a predefined size. The results obtained from an
individual batch are merged with previously computed results by applying a moving average
approach. After each batch, the merged results are tested for convergence by calculating the
maximum difference to the previously computed results for all values. Due to the potentially
large value range in uncertainty estimation, the maximum differences of the statistical quantiles
are normalized to the most recent values. The Monte Carlo simulation is terminated if the maxi-
mum difference for all statistical quantiles and sensitivity indices falls below a certain threshold
value.
This iterative procedure constitutes an efficient implementation of the computationally demand-
ing Monte Carlo simulation. The moving average approach reduces the required memory con-
sumption by obviating the need to save all intermediate results and sample values, while the
consistently invoked termination criterion ensures an adequately but not unnecessarily large
trial size. Nevertheless, the needed number of model function evaluations typically grows fast
for problems with many input variables. With an increasing complexity of the model function,
total computation time for the Monte Carlo simulation can become a critical factor for the ap-
plicability of uncertainty and sensitivity analysis. In order to cope with extensive Monte Carlo
simulations, parallel computing is applied to share the computational load among different pro-
cessor cores and computer systems. The iterative procedure supports this approach by allowing
1 http://www.marine.usf.edu/user/djones/jctm/jctm.html
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Table 4.2.: Technical specifications of the computer systems applied for parallel computing.
# Processor Cores Cache Memory
1 Core-i7-3770K CPU @ 3.50 GHz 4 8 MB L3 32 GB DDR3
2 Core-i7-4790K CPU @ 4.00 GHz 4 8 MB L3 16 GB DDR3
3 Core-i7-4790K CPU @ 4.00 GHz 4 8 MB L3 16 GB DDR3
4 Core-i7-4790K CPU @ 4.00 GHz 4 8 MB L3 16 GB DDR3
5 Core-i7-4790K CPU @ 4.00 GHz 4 8 MB L3 32 GB DDR3
6 Core-i7-4790K CPU @ 4.00 GHz 4 8 MB L3 32 GB DDR3
7 Core-i7-4790K CPU @ 4.00 GHz 4 8 MB L3 32 GB DDR3
8 Core-i7-4790K CPU @ 4.00 GHz 4 8 MB L3 32 GB DDR3
9 Core-i7-6850K CPU @ 3.60 GHz 6 15 MB L3 32 GB DDR4
10 Core-i7-2600 CPU @ 3.40 GHz 4 8 MB L3 16 GB DDR3
a parallel processing of the individual batches. Depending on the complexity of the considered
problem, a suitable number of processor cores from a cluster of ten computer systems with
multi-core processors and hyper-threading support is used for the Monte Carlo simulation. The
computer systems are connected via Gigabit Ethernet and provide sufficient memory for running
multiple instances at the same time. Table 4.2 lists the technical specifications of the applied
computer systems.
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5 Biomechanical Measurements
Biomechanical measurements form the fundamental basis for personalized biomechanical mod-
els and biomechanical simulations. For the study of human motion dynamics, the most relevant
measurands are spatial motions of the individual body segments recorded by motion capture
techniques as well as external reaction forces acting on the human body quantified with force
plates. The recorded spatial motions allow to estimate segment lengths, joint center locations
and joint trajectories including joint positions, velocities and accelerations. In combination with
the force plate measurements, this processed data is used to estimate personalized anthropomet-
ric parameters and perform the actual biomechanical simulation. The additional measurement
of electrical muscle activities with electromyography can help to identify neuromuscular dis-
orders or validate simulation results. The biomechanical measurements are the first step in
the inverse dynamics procedure and therefore of essential importance in the uncertainty and
sensitivity analysis.
The biomechanical measurements for the motion tasks considered in this thesis, i.e., walking,
running and kicking a ball, were recorded together with measurement data for other human
motions and published in the HUMOD database [247]. This database contains raw and processed
measurement data from a three-dimensional motion capture system, an instrumented treadmill
and an electromyographical measurement system for eight different motion tasks performed by
a healthy female and male subject. Along with the measurement data, subject-specific estimates
for anthropometric parameters, joint center locations as well as joint trajectories are provided
in the database. This data collection and the corresponding data processing lay the foundation
for the inverse dynamics simulations investigated in this thesis.
The following descriptions and illustrations are based on a conference paper presented at the
IEEE-RAS International Conference on Humanoid Robots [247] and contain verbatim quotes.
5.1 Related Work
The gathering of high-quality biomechanical measurement data usually requires careful prepa-
ration, experienced examiners and a gait laboratory with expensive measurement equipment.
Subsequent to the measurement, the collected data has to be further processed before it can be
used for investigation, modeling and simulation. In order to reduce this preparative effort or in
case of no access to a well-equipped gait laboratory, it is possible to resort to one of the several
published databases with biomechanical measurement data of various motion tasks performed
by human subjects.
The Motion Capture Database1 and the Multimodal Human Action Database [159] provide spa-
tial motion data acquired with marker-based motion capture systems for locomotion, human
interaction, interaction with the environment or physical activities. In addition to spatial mo-
tion data, the Motion Capture Database HDM05 [151] includes a personalized kinematic model
for each subject that is generated from motion capture data. This kinematic model can be used
1 http://mocap.cs.cmu.edu
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to estimate joint center locations or joint trajectories. The KIT Whole-Body Human Motion
Database [142] is an aggregation of multiple data collections with varying extent and contains
spatial motion data for several activities of daily living. Some datasets also provide force plate
measurements, activity-related information like geometric data of stairs or handrails as well
as differently detailed information about the subjects. The SIMTK project2 is a gathering of
small databases containing various biomechanical measurement data for normal and pathologi-
cal locomotion provided by different researchers and prepared for the modeling and simulation
software OPENSIM [62]. The type and extent of included measurement data differ among the
individual databases, some of which are related to specific publications. Most of these published
databases are not directly suitable for the investigation, modeling and simulation of human mo-
tion dynamics due to missing ground reaction forces or detailed anthropometric parameters for
the subjects.
5.2 Contribution
The HUMOD database provides a comprehensive and rare combination of biomechanical mea-
surement data and anthropometric parameter estimates for various human motions represent-
ing typical repetitive and goal-oriented motions. The included datasets allow to create and
validate biomechanical models of the human locomotor system on actuation level and to inves-
tigate and simulate human motion dynamics. Besides investigations in biomechanical simula-
tions, the database can be of value especially for the design and development of musculoskeletal
humanoid robots and for a better understanding and benchmarking of human-like robot locomo-
tion. The database contains raw and processed biomechanical measurement data for different
motion tasks performed by a healthy female and male subject. The biomechanical measurement
data, anthropometric parameters and source code of the applied computational scripts as well
as a comprehensive documentation of the database are published for download on the HUMOD
database website3. This open availability of the database enables researchers to use compre-
hensive, high-resolution and high-quality biomechanical measurement data and promotes the
understandability, transparency and quality of the provided data and applied data processing.
5.3 Measurement Protocol
A healthy female subject (27 yrs, 161 cm, 57 kg) and healthy male subject (32 yrs, 179 cm, 85 kg)
performed the measurement trials without shoes dressed in underwear. The subjects were given
time to become familiar with the measurement setup and equipment before the measurements
and to rest between the trials. The measurement procedure was reviewed and approved by
the ethical review committee of Friedrich-Schiller-Universität Jena, Germany. The subjects pro-
vided informed consent in accordance with the policies of the ethical review committee. All
measurements were conducted at the Locomotion Laboratory of André Seyfarth at Technische
Universität Darmstadt, Germany.
2 http://www.simtk.org
3 http://www.sim.informatik.tu-darmstadt.de/humod
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5.3.1 Motion Protocol
The subjects performed eight motion tasks, partially at various speeds or under changed condi-
tions resulting in a total of thirteen different trials for each subject. The motion tasks cover
locomotion, interaction with an object and physical activity representing a sample of typi-
cal repetitive and goal-oriented motions valuable in biomechanical simulations and humanoid
robotics research.
Locomotion trials comprise straight walking at 1.0 m/s, 1.5 m/s and 2.0 m/s, straight running
at 2.0 m/s, 3.0 m/s and 4.0 m/s, sideways walking at 1.0 m/s and a transition between stand-
ing and straight running at 4.0 m/s. The transition task started with constantly accelerating at
0.1 m/s2 from 0.0 m/s to 4.0 m/s, continued with holding 4.0 m/s for 20 s and ended with con-
stantly decelerating at -0.1 m/s2 from 4.0 m/s to 0.0 m/s. Trials including interaction with an
object are avoiding a box obstacle (410.0× 200.0× 150.0 mm) that was placed lengthwise and
crosswise on the treadmill while straight walking at 1.0 m/s and kicking a soft ball (200.0 mm,
160.0 g). Physical activity trials contain continuous squats and jumps with arms akimbo. Squats,
kicks and jumps were performed with stopped treadmill. During the first and last 10 s of each
trial, the force plates remained unloaded. Before and after performing the particular motion
task, the subject stood still on the treadmill for at least 10 s. This idle time was increased to 20 s
after fast motion tasks. Details of the individual trials are summarized in Table 5.1.
Figure 5.1.: Locations of the thirty-six markers for motion capture (blue circles) and fourteen
electrodes for electromyographical measurement (red rectangles).
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Table 5.1.: Details of the different motion tasks provided in the HUMOD database covering locomotion, interaction with an object and
physical activity.
# Description Duration Events
1.1 Straight walking at 1.0 m/s 60 s Female: 60 left steps, 60 right steps
Male: 54 left steps, 53 right steps
1.2 Straight walking at 1.5 m/s 60 s Female: 71 left steps, 71 right steps
Male: 60 left steps, 60 right steps
1.3 Straight walking at 2.0 m/s 60 s Female: 81 left steps, 81 right steps
Male: 70 left steps, 71 right steps
2.1 Straight running at 2.0 m/s 60 s Female: 89 left steps, 89 right steps
Male: 73 left steps, 73 right steps
2.2 Straight running at 3.0 m/s 60 s Female: 96 left steps, 97 right steps
Male: 79 left steps, 78 right steps
2.3 Straight running at 4.0 m/s 60 s Female: 105 left steps, 105 right steps
Male: 86 left steps, 85 right steps
3 Sideways walking at 0.5 m/s 60 s Female: 61 left steps, 60 right steps
Male: 47 left steps, 46 right steps
4 Transition between standing and
straight running at 4.0 m/s
112 s Female: 150 left steps, 149 right steps
Male: 130 left steps, 129 right steps
5.1 Avoiding a long obstacle during
straight walking at 1.0 m/s
120 s Female: 6 obstacles, 119 left steps, 119 right steps
Male: 7 obstacles, 105 left steps, 105 right steps
5.2 Avoiding a wide obstacle during
straight walking at 1.0 m/s
120 s Female: 6 obstacles, 120 left steps, 121 right steps
Male: 7 obstacles, 106 left steps, 106 right steps
6 Squats with stopped treadmill 40 s Female: 16 squats / Male: 10 squats
7 Kicking a ball with stopped treadmill 100 s Female: 8 kicks / Male: 9 kicks
8 Jumps with stopped treadmill 20 s Female: 35 jumps / Male: 35 jumps
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5.3.2 Measurement Setup
The spatial motion of the body segments was recorded with a three-dimensional motion cap-
ture system at 500.0 Hz consisting of four OQUS 310+ cameras and six OQUS 300+ cameras
(Qualisys, Sweden). After the calibration procedure, a standard deviation of 0.567 mm for the
measurement setup of the female subject and 0.660 mm for the measurement setup of the male
subject relative to a reference length of 300.2 mm was reported. A set of thirty-five reflective
markers with a diameter of 19 mm mounted on thin cardboard was placed on the skin above
selected anatomical landmarks. One additional marker was placed on top of the underpants
above the pubic symphysis (PS) landmark [177]. The applied marker set reproduces the kine-
matic structure of the biomechanical model described in Chapter 3 and contains all anatomical
landmarks required for joint center estimation. Additional hallux (HAL) landmarks on the large
toes which were introduced to measure the relative motion between feet and toe phalanges are
not incorporated in the biomechanical model. Every anatomical landmark but the PS landmark
was palpated and identified by an experienced examiner, while the PS landmark was palpated
through the underpants by each subject under guidance of the examiner due to privacy reasons.
Figure 5.1 illustrates the set of thirty-six markers for motion capture. A list of definitions and an
index of abbreviations for all anatomical landmarks are provided in Appendix A.2.
The electrical activity of fourteen selected skeletal muscles in the legs was recorded at 2000.0 Hz
with an electromyographical measurement system Bagnoli-16 Desktop (Delsys, USA). The mea-
sured signals were internally filtered to a bandwidth between 20.0 Hz and 450.0 Hz. For each
skeletal muscle, a surface electrode was placed by an experienced examiner according to the
guidelines published by the SENIAM project [105]. A reference electrode was fixed near the
kneecap. The skeletal muscles were selected with regard to the expected activation during the
recorded motion tasks. The locations of the fourteen surface electrodes for electromyographical
measurement are depicted in Figure 5.1. An index of abbreviations for the skeletal muscles is
given in Appendix A.3.
Figure 5.2.: Schematic diagram of the instrumented treadmill with the global reference frame
and the single- and multi-axis force sensors.
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All trials were performed on an instrumented treadmill ADAL3D-WR (Tecmachine, France).
The belt of the treadmill runs over two force plates with four single-axis force sensors (Kistler,
Switzerland) that were used to measure the vertical forces GY of the left and right foot. The
two force plates are mounted on top of four multi-axis force sensors (Kistler, Switzerland) that
measured the lateral forces GX and GZ . All forces were recorded at 1000.0 Hz. Figure 5.2
shows a schematic diagram of the instrumented treadmill and the single- and multi-axis force
sensors.
5.4 Data Processing
The raw measurement data recorded with the motion capture system, instrumented treadmill
and electromyographical measurement system was processed with the numerical computing
software MATLAB in order to compensate measurement errors and provide additional informa-
tion for the investigation, modeling and simulation of human motion dynamics. The processed
data includes subject-specific estimates for anthropometric parameters, joint center locations as
well as joint trajectories.
5.4.1 Spatial Motion Data
Raw spatial motion and ground reaction force data were synchronized by compensating tempo-
ral offset and drift as well as transforming the reference frame of the motion capture system into
the reference frame of the instrumented treadmill which acts as a global reference frame. Both
reference frames were defined with respect to internationally recognized recommendations for
biomechanical reference frame notation [249]. Figure 5.2 illustrates the global reference frame
where the origin is located at the center of the rectangle spanned by the left and right force
plates projected to the top of the belt surface.
Infrequent gaps in raw spatial motion data of up to 300.0 ms resulting from temporarily covered
markers were filled by applying locally fitted polynomial approximations. The measured spatial
positions of the markers were then shifted to the approximated skin surface. This was achieved
by approximating a normal vector perpendicular to the skin surface pointing towards the con-
sidered marker from adjacent markers and estimated joint center locations. The normalized
normal vector was multiplied by the marker radius and additional support material thickness
and subtracted from the measured spatial position. A list of definitions for the normal vectors is
given in Appendix A.4. The shifted spatial positions of the markers were then used to estimate
the joint center locations for the thirteen joints of the biomechanical model by applying the
linear regression equations provided by Reed et al. [177] and Dumas et al. [68].
The motion capture data and therefore also the preliminary joint center estimates are affected
by soft tissue artifacts resulting from relative skin to bone motion [130]. An evident indicator
for soft tissue artifacts are variations in the segment lengths. The body segments connect the
joints and are assumed to be rigid. Figure 5.3 shows the relative variation of the right thigh
length for the motion tasks straight walking at 1.5 m/s, straight running at 3.0 m/s and kicking
a ball performed by the female subject normalized in time to the motion sequence. Faint lines
represent individual thigh length variations for each motion sequence normalized in time, while
strong lines indicate the average thigh length variation over all sequences of the particular
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Figure 5.3.: Relative length variation in the right thigh of the female subject for straight walking
at 1.5 m/s (red), straight running at 3.0 m/s (blue) and kicking a ball with (green) as
a result of soft tissue artifacts.
motion task. The relative variation partially exceeds 7 % of the thigh reference length for some
of the running cycles. For all other motion tasks, the relative variation is smaller but still notable
with absolute peak values of about 3 % and 4 %. The required reference lengths for the body
segments were obtained from averaged preliminary joint center estimates taken during idle time
at the beginning of each trial with stopped treadmill. In this period, the subjects stood still on
the treadmill and the measurements were not affected by soft tissue artifacts.
In order to compensate the influence of soft tissue artifacts and other unpreventable measure-
ment errors, an extended Kalman smoother in combination with the subject-specific kinematics
model with thirty degrees of freedom plus six base joints was applied to compute the joint tra-
jectories including joint positions qi ∈ R, joint velocities q˙i ∈ R, joint accelerations q¨i ∈ R and
joint jerk ...qi ∈ R with i = 1 . . . 36 as well as smoothed joint center estimates [57, 257, 256]. The
extended Kalman smoother estimates the time-dependent joint trajectories
x (t) =

q1(t), q˙1(t), q¨1(t),
...q1(t) . . .q36(t), q˙36(t), q¨36(t),
...q36(t)
T
by combining noisy spatial measurements of the markers z with prior system knowledge and
minimizes the estimation error statistically. The prior system knowledge is represented by a
process model f (x ) that characterizes the expected time series of the joint trajectories x and a
measurement model h(x ) that describes the nonlinear relation between the joint trajectories x
and noisy measurements of the markers z which is given by the applied kinematics model. Pro-
cess and measurement noise are modeled as zero-mean Gaussian distributed random variables
w ∼ N(0,Σw), v ∼ N(0,Σv ). The process model is based on the assumption that the joint jerk...qi is constant which results in the linear process model
fi (x i(t)) =

1 ∆t ∆t
2
2
∆t3
6
0 1 ∆t ∆t
2
2
0 0 1 ∆t
0 0 0 1
 x i(t)
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with the sample time ∆t. The extended Kalman smoother applies three successive update
steps. First, the process model f (x (t − 1)) is used for a predictive time update xˆ (t). Second,
a forward recursion representing the filtering update estimates the joint trajectories x˜ (t) from
all measurements z(t) integrating information of past samples with beginning at the first time
instant. Third, a backward recursion describing smoothing update uses information of future
samples to further improve the joint trajectory estimates x (t) with beginning at the last time
instant. The recursive equations of the three update steps are given by
xˆ (t) = f (x (t − 1)) ,
x˜ (t) = xˆ (t) + K f (t) [z(t)− h (xˆ (t))] ,
x (t) = x˜ (t) + Ks(t) [x (t + 1)− f (x˜ (t))]
with the adaptive filter gain K f (t) and smoother gain Ks(t). A detailed derivation of the Kalman
smoother equations is provided by Yu et al. [257, 256]. The kinematic model was implemented
with the multibody systems library MBSLIB [84, 246] that provides efficient algorithms to com-
pute the forward kinematics simulation h(x ) and the Jacobian matrix ∂ h(x )/∂ x required for
updating the adaptive filter gain. The parameters of process and measurement noise were de-
rived from measurement error ratings of the three-dimensional motion capture system and are
listed in Appendix A.6. All joint trajectories are given as Tait–Bryan angles in x-y ′-z′′ conven-
tion.
5.4.2 Ground Reaction Forces
The raw ground reaction forces were filtered using a sixth order zero-lag low-pass filter with a
cut-off frequency of 50.0 Hz. Individual force sensor offset and drift were compensated with a
linear regression based on the measurements of the unloaded force plates during the first and
last 10 s of each trial. In order to decompose the measured lateral ground reaction forces GX
and GZ as well as the measured vertical ground reaction force GY for the locomotion trials in
the event of mixed force plate contact during double support phase, parametrized transition
functions determined using a multiple regression analysis were applied [232]. The shape of
the transition functions that approximate the ground reaction force decrease of the foot leaving
the ground is specified by force characteristics, the duration of the double support phase and
the forward velocity of the subject. This parameterization ensures a smooth transition of the
separated forces and allows consideration of step-to-step variability in human locomotion [241].
The ground reaction forces were used to estimate the center of pressure and detect individual
events like left and right steps, squats or kicks. The number and type of detected events in each
trial are summarized in Table 5.1. In an individual measurement, the body mass of the subjects
was determined with the force plates of the instrumented treadmill. This body mass was used
in the estimation of the anthropometric parameters.
5.4.3 Muscle Activities
The raw muscle activities were rectified and filtered using a root-mean-square filter with a
window size of 300.0 ms [126]. In addition, the filtered muscle activities were normalized to
the maximum activity level over all trials of the subject. Each dataset provides filtered and
non-normalized as well as filtered and normalized muscle activities.
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Table 5.2.: Anthropometric parameters for the female and male subject including segment length ls, segment mass ms, segment center
of mass os and symmetric segment inertia tensor Is.
os in mm Is in kg.m
2
Segment Gender Origin ls in mm ms in kg X Y Z XX YY ZZ XY XZ YZ
HEA female LNJ 275.6 3.8 4.4 158.4 0.3 0.0245 0.0154 0.0262 -0.0005 0 0
male LNJ 299.1 5.7 6.0 160.3 0.3 0.0399 0.0224 0.0458 -0.0025 -0.0002 0.0005
THO female LNJ 228.1 15.1 4.8 -120.4 0.2 0.1192 0.0853 0.0960 -0.0113 -0.0007 0.0001
male LNJ 306.8 25.8 0.0 -170.2 -1.2 0.4280 0.2642 0.3144 -0.0294 0.0002 0.0022
ABD female ULJ 179.9 2.3 43.9 -74.7 0.9 0.0341 0.0451 0.0230 0.0030 -0.0001 -0.0002
male ULJ 157.1 2.5 27.2 -56.7 -0.5 0.0177 0.0265 0.0097 0.0007 -0.0002 -0.0002
UPAL female SJL 239.7 1.2 -17.5 -108.8 6.7 0.0077 0.0021 0.0077 0.0001 0.0002 0.0014
male SJL 263.1 2.0 4.5 -118.9 6.8 0.0134 0.0027 0.0143 0.0005 -0.0003 -0.0001
UPAR female SJR 248.2 1.3 -18.1 -112.7 -6.9 0.0086 0.0023 0.0086 0.0001 -0.0002 -0.0015
male SJR 267.2 2.1 4.5 -120.8 -6.9 0.0141 0.0029 0.0150 0.0005 0.0004 0.0001
LOAL female EJL 225.9 1.0 4.7 -130.9 -4.3 0.0171 0.0007 0.0169 0.0004 -0.0001 0.0006
male EJL 278.0 1.9 2.8 -158.6 -3.9 0.0479 0.0013 0.0473 0.0001 0 0.0007
LOAR female EJR 244.8 1.1 5.1 -139.6 4.7 0.0203 0.0009 0.0201 0.0005 0.0001 -0.0008
male EJR 284.7 2.0 2.8 -161.6 4.0 0.0505 0.0014 0.0499 0.0001 0 -0.0008
PEL female LLJ 124.0 8.4 -1.1 -28.8 0.2 0.1065 0.1286 0.0802 -0.0149 0 0
male LLJ 92.1 12.0 2.6 -25.8 -0.6 0.1041 0.1147 0.0921 -0.0064 -0.0015 -0.0007
THIL female HJL 381.0 8.4 -29.3 -143.6 -3.4 0.1171 0.0440 0.1248 0.0060 0.0005 0.0060
male HJL 428.7 10.4 -17.6 -183.9 -14.1 0.1603 0.0429 0.1715 0.0093 0.0008 0.0093
THIR female HJR 378.1 8.3 -29.1 -142.6 3.4 0.1145 0.0430 0.1220 0.0058 -0.0005 -0.0058
male HJR 433.5 10.5 -17.8 -186.0 14.3 0.1658 0.0444 0.1774 0.0097 -0.0008 -0.0097
SHAL female KJL 359.3 2.6 -17.6 -145.1 -11.1 0.0261 0.0033 0.0261 0.0001 0 -0.0012
male KJL 428.9 4.0 -20.6 -175.8 -3.0 0.0582 0.0074 0.0582 -0.0012 0.0003 -0.0019
SHAR female KJR 357.7 2.6 -17.5 -144.5 11.1 0.0258 0.0033 0.0258 0.0001 0 0.0012
male KJR 436.1 4.1 -20.9 -178.8 3.1 0.0612 0.0078 0.0612 -0.0012 -0.0003 0.0020
FOOL female AJL 123.6 0.6 52.2 -42.2 -7.5 0.0006 0.0028 0.0027 -0.0002 -0.0001 0
male AJL 141.4 1.0 80.7 -32.0 -5.5 0.0013 0.0062 0.0060 0.0008 0.0003 0
FOOR female AJR 118.8 0.6 51.7 -41.8 7.4 0.0006 0.0027 0.0026 -0.0002 0.0001 0
male AJR 142.1 1.0 82.6 -32.8 5.6 0.0014 0.0067 0.0064 0.0008 -0.0003 0
5.4.
D
ata
Processing
61
5.4.4 Anthropometric Parameters
Personalized anthropometric parameters for all body segments were estimated based on the
linear regression equations provided by Dumas et al. [66, 67, 68]. This regression model was
derived from measurement datasets with female and male subjects of comparable age and body
dimensions and does not apply restrictive assumptions on the center of mass position or inertia
tensor orientation. The estimation involved the gender, the body mass obtained from force
plate measurements and the individually measured body height as well as the averaged segment
lengths determined during idle time at the beginning of each trial.
The segment lengths for upper arm (UPA), thorax (THO), abdomen (ABD), thigh (THI) and
shank (SHA) were computed from a straight line connecting the proximal and distal joint cen-
ter estimates. Because the scalp hair prevented a secure attachment of a marker at the head
vertex, the body height and the lower neck joint were used to assess the segment length of
the head (HEA). For the lower arms (LOA), the segment length was computed as the distance
between the elbow joint and the WRI marker. Hand and lower arm segments were merged by
treating the hands as not actuated point masses attached to the WRI markers. The segment
length of the pelvis (PEL) was computed from a straight line linking the lower lumbar joint
and the midpoint between left and right hip joint. For both foot segments (FOO), the distance
between the ankle joint and a reference point specified by the MT2 and MT5 markers was used
to compute the segment length. This reference point was defined by adding three-quarters of
the distance between the two markers to the location of the MT5 marker in medial direction in
order to approximate the lateral-medial forefoot midpoint.
The personalized anthropometric parameters for both subjects and all body segments including
segment length ls ∈ R, segment mass ms ∈ R, segment center of mass os ∈ R3 and segment
inertia tensor Is ∈ R3×3 are listed in Table 5.2. Each inertia tensor is symmetric and can be
characterized by three moments of inertia IXX , IY Y , IZZ as well as three products of inertia IXY ,
IX Z , IY Z . The individual centers of mass and inertia tensors are given relative to local reference
frames specified for each body segment in accordance with recommendations published by the
International Society of Biomechanics (ISB) [250, 251]. Figure 5.4 exemplary illustrates the
origin and orientation of segment reference frames and related anatomical landmarks for trunk
and right limbs. In anatomical neutral position, the x-axes, indicated in red, point in anterior
direction, the y-axes run from inferior to superior direction and the z-axes show to the right
direction. All joint axes coincide with axes of the segment reference frames. Detailed definitions
for origin and orientation of all segment reference frames are provided in Appendix A.5.
5.5 Measurement Data
The HUMOD database provides raw and processed biomechanical measurement data of thirteen
trials performed by two subjects. There are several data files for each dataset that represents a
single trial. The raw measurement data contains unprocessed data from the three-dimensional
motion capture system, instrumented treadmill and electromyographical measurement system
that is provided in three separate data files per dataset with predefined data structures for
each measurement system. The processed spatial motion data includes the synchronized spa-
tial positions of the thirty-six markers, joint center estimates for thirteen joints as well as joint
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Figure 5.4.: Origin and orientation of local reference frames and related anatomical landmarks
for trunk and right limbs with indicated x -axes (red).
trajectories for thirteen joints in arms, trunk, pelvis and legs plus six base joints. The processed
ground reaction forces comprise synchronized, filtered and decomposed ground reaction forces
and center of pressure estimates. The processed muscle activities contain filtered as well as
normalized electrical activities for fourteen selected muscles in the legs. All processed data is
combined in a single data file per dataset with individual data structures for each type of mea-
surement and additional information about the trial. Anthropometric parameter estimates and
subject information including origin, length, mass, center of mass and inertia tensor for all body
segments as well as age, gender, body mass, body height are provided in separate data files for
each subject. Positions and lengths are given in millimeters, while all other data is given in base
and derived international standard units. In addition to the biomechanical measurement data,
the source code of the applied computational scripts for processing the raw measurement data
is made available in a revision control system. A comprehensive documentation provides a ref-
erence guide on the structure and content of the data files and the computational scripts as well
as information about the subjects, motion protocol, measurement setup and data processing. All
data files, documents and computational scripts can be downloaded from the HUMOD database
website.
For the evaluation of uncertainty and sensitivity in the inverse dynamics simulation considered
in this thesis, the motion tasks straight walking at 1.5 m/s, straight running at 3.0 m/s and kick-
ing a ball are chosen. These motion tasks cover repetitive and ballistic whole-body motions at
different speeds and with varying motion sequences. The inverse dynamics simulation is applied
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Figure 5.5.: Joint position trajectories for straight walking, straight running and kicking a ball
performed by the female subject.
to one arbitrary selected event per motion task. This event is the gait cycle starting with the
tenth heel strike of the right foot in the walking and running trials as well as the fifth kick in
the kicking a ball trial. The examined joint torques in the inverse dynamics simulation comprise
hip, knee and ankle torques about the local z-axes of the right leg. If hip abduction and rotation
remain small which is the case for walking and running, leg motions about the local z-axes are
approximately congruent with the sagittal plane. Figures 5.5 and 5.6 show the corresponding
joint position trajectories in hip joint qHJ , knee joint qKJ and ankle joint qAJ for all motion tasks
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Figure 5.6.: Joint position trajectories for straight walking, straight running and kicking a ball
performed by the male subject.
normalized in time to the motion sequence. Faint lines depict all individual events of the trial,
while the strong lines denote the selected events. Toe off (TO), opposite heel strike (OHS), op-
posite toe off (OTO) and ball impact (BI) are indicated for the selected events. The black dashed
and dash-dotted lines show reference trajectories taken from Lipfert [136] and Whittle [239]
for walking and running in sagittal plane. The data provided by Lipfert incorporates averaged
measurements with twenty-one female and male subjects (25.4 yrs, 173.0 cm, 70.9 kg) for walk-
ing at 1.6 m/s and running at 2.6 m/s. The data adopted from Whittle represents an individual
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Figure 5.7.: Ground reaction forces for straight walking, straight running and kicking a ball per-
formed by the female subject.
measurement with one female subject (22 yrs, 55 kg) for walking at 1.7 m/s. Differences in
joint definitions are compensated by adapting the sign and matching the initial joint positions.
In walking, the measured trajectories conform very well with the reference trajectories from
literature. Only in the last 20 % of the ankle joint trajectory, some distinctive deviations can be
observed for both subjects. Also in running, measured and reference trajectories are basically in
agreement. However, some peak values considerably differ in all joints and the beginning and
ending in hip and knee joints show some appreciable variations. For kicking a ball, no applicable
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Figure 5.8.: Ground reaction forces for straight walking, straight running and kicking a ball per-
formed by the male subject.
reference trajectories are provided in literature. It is noticeable that the joint position trajecto-
ries in knee and ankle joints are very different for both subjects which suggests rather individual
kicking techniques. Figures 5.7 and 5.8 depict the measured ground reaction forces GX , GY and
GZ for the right foot in the walking and running trials and the left foot in the kicking a ball trial
normalized in time to the motion sequence as well as reference forces taken from Lipfert [136]
and Whittle [239]. For additional smoothing, the measured ground reaction forces were filtered
once more using a fourth order zero-lag low-pass filter with a cut-off frequency of 20.0 Hz. In
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walking and running, measured and reference forces match reasonably well. For walking, the
lateral reference force GZ reported by Whittle is considerably smaller than the measured forces
and reference forces provided by Lipfert. For running, the peak values in the lateral force GX for
both subjects and in the vertical force GY for the female subject differ noticeably. In addition, a
small impact peak in the vertical force GY is evident in the measured force of the male subject
as well as the reference force but is missing in the measured force of the female subject. This
is an indicator for a stronger damping in the female leg dynamics. During the swing phase in
walking and running, all forces become zero. Despite the very different joint position trajecto-
ries in the kicking a ball trial, the fundamental shapes of the measured ground reactions forces
are quite similar for both subjects. The higher amplitudes for the male subject in the vertical
force GY mainly result from the greater body weight. In principle, the measured joint trajec-
tories and ground reaction forces for walking and running comply with the basic shape of the
reported reference trajectories and forces. Possible reasons for the observed deviations include
differences in walking or running speed, body proportions, joint definitions and measurement
procedures.
5.6 Conclusion
The HUMOD database offers a versatile collection of raw and processed biomechanical measure-
ment data for the investigation, modeling and simulation of human motion dynamics comprising
trials for locomotion, interaction with an object and physical activity. Measurements and data
processing were conducted based on common recommendations and advanced methods in order
to provide accurate and credible measurement results. In the absence of a deterministic model
for the unpreventable measurement errors, the application of the extended Kalman smoother
is a favorable choice to reduce the influences of instrumental errors, modeling errors and soft
tissue artifacts. On one side, deterministic soft tissue artifacts and modeling errors are treated
inadequately as stochastic noise. In the case of identical soft tissue artifacts on all markers of
one body segment for example, it is impossible to distinguish between body segment motion
and soft tissue artifacts [57]. On the other side, all available data and system knowledge is
used to eliminate the variation in segment lengths and filter stochastic measurement noise. This
ensures smooth joint trajectories and consistent spatial motion data.
The open, free and easy availability of the database enables researchers to use comprehensive
and high-quality biomechanical measurement data for biomechanical simulations but also the
development of musculoskeletal humanoid robots or the benchmarking of human-like robot
locomotion. The provided raw data allows to derive additional biomechanical information or
validate the given processed results. The open-source release of the computational scripts in
a revision control system helps to improve understandability, transparency and quality of the
provided data and applied data processing.
68 5. Biomechanical Measurements
6 Uncertainty Quantification in Biomechanical Measurements
The most relevant uncertainties arising in the acquisition of biomechanical measurements for
inverse dynamics simulations are anatomical landmark misplacement [61], soft tissue arti-
facts [130] and measurement uncertainties in motion capture [47] as well as force plate
measurements [172]. The involvement of these uncertainty sources in the inverse dynamics
procedure is illustrated in Figure 6.1. Since the biomechanical measurements establish the first
step in the estimation of joint torques, high variances in the measurands can have a significant
influence on subsequently derived model parameters and simulation results.
Anatomical landmarks are internal or subcutaneous bony structures that serve as important
reference points for marker-based motion capture techniques in order to achieve an accurate
tracking of the rigid body segments. Examiners usually apply specific manual palpation tech-
niques to identify the bony structures and indicate the identified positions by attaching active
or passive markers on the overlying skin surface. In this way, variations in the identification
process are mapped to an uncertain area on the skin close to the underlying anatomical land-
mark. The uncertainty of this identification process depends on the skill and experience of the
Anatomical landmark
misplacement
Soft tissue artifacts
Measurement
uncertainty
Motion capture
Measurement
uncertainty
Force plate
measurements
Regression parameter
uncertainty
Joint center
estimates
Regression parameter
uncertainty
Anthropometric
parameter estimates
Model uncertainty
Joint trajectory
estimates
Model uncertainty
Inverse dynamics
simulation
Figure 6.1.: Uncertainty propagation in motion capture and force plate measurements of the
instrumented treadmill.
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particular examiner and is increased by the fact that most anatomical landmarks are located
on bones with relatively large and irregular surfaces and are covered by soft tissue of variable
thickness and composition [31, 61].
Soft tissue artifacts are caused by relative movements between the markers attached to the skin
surface and the underlying skeleton resulting from deformations of soft tissue during jerky im-
pacts but also regular motions. The extent of the relative movements is associated with the
applied marker set and experimental protocol. The deformations lead to a misestimation of the
three-dimensional body segment motions and originate from inertial effects, muscle contrac-
tions as well as skin compression or sliding particularly occurring in the vicinity of joints [130].
Due to the close relation to the motion sequence, the characteristic frequency components of the
artifacts are very similar to the actually performed motion and therefore difficult to distinguish
in any filtering approach.
The impact of measurement uncertainties, also known as instrumental errors, highly depends on
the quality, setup and calibration of the individual measurement system. The inherent uncertain-
ties consist of random errors that vary in an unpredictable manner for repeated measurements
and systematic errors that introduce a constant or proportional offset. In motion capture, mea-
surement uncertainties affect the determination of the spatial marker positions and are mostly
influenced by the preceding calibration procedure, the resolution and arrangement of the cam-
eras, the prevailing lighting conditions as well as the involved image processing [47]. In force
plate measurements, measurement uncertainties disturb the estimation of the ground reaction
forces, free moment and center of pressure and are mainly caused by characteristics of the force
sensors and signal amplifiers, imprecise calibration matrices, imperfect mounting of the force
sensors as well as signal interference and noise [172]. Instrumented treadmills are furthermore
prone to disturbances resulting from structural compliance, belt friction and variations in belt
speed [210].
A large number of studies has examined the different uncertainty sources in biomechanical mea-
surements. Experimental investigations of uncertainty quantification for anatomical landmark
misplacement and soft tissue artifacts yield principally transferable variance ratings and compu-
tational models depending on the applied assumptions and methodology. In contrast, a general
quantification of measurement uncertainties for motion capture and force plate measurements
is virtually impossible because of the strong dependence on the individual measurement system.
For this reason, practical and applicable approaches for a system-specific uncertainty evaluation
on site are required, whereas provided variance ratings and experimental results only have
exemplary character.
6.1 Contribution
The presented uncertainty quantification comprises a systematic evaluation of important un-
certainty sources in biomechanical measurements. Based on a comprehensive literature re-
search, suitable methods for assessing anatomical landmark misplacement, soft tissue artifacts
and measurement errors in the applied motion capture system and instrumented treadmill have
been derived and used in order to provide appropriate statistical models for the uncertainty and
sensitivity analysis of human motion dynamics simulations. For the evaluation of anatomical
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landmark misplacement and the measurement errors, experimental investigations with the ac-
tual subjects and measurement systems were conducted which guarantees compatibility with the
collected biomechanical measurements. In contrast to previous studies, potential correlations
between the individual measurands were considered and incorporated into the statistical mod-
els. This approach ensures a realistic representation of the analyzed uncertainties and provides
novel insights into the relation between the different uncertainty sources. For the assessment
of soft tissue artifacts, an exemplary uncertainty analysis based on a computational model pre-
sented in literature has been conducted in order to evaluate the influence of relative marker
movements in combination with the extended Kalman smoother. The obtained results allow to
review the performance of the extended Kalman smoother and rate the potential impact on joint
trajectory estimation.
6.2 Anatomical Landmark Misplacement
Experimental and simulative studies showed that anatomical landmark misplacement can have
a strong influence on the results of human motion analysis by affecting the orientation of local
reference frames or the position of estimated joint centers [60, 148, 153]. Quantifying the ac-
curacy of anatomical landmark identification is therefore an important aspect of the uncertainty
and sensitivity analysis for human motion dynamics simulations.
6.2.1 Related Work
According to definitions for general principles in measurement methods of the International Or-
ganization for Standardization (ISO), accuracy is a general term and can be described as a com-
bination of trueness and precision where trueness characterizes the closeness between the mean
of the measurement results and the actual value, while precision denotes the closeness of agree-
ment between independent measurement results obtained under identical conditions [116].
Precision can be further divided into repeatability that describes intra-examiner precision and
reproducibility that denotes inter-examiner precision. In general, trueness and precision are
assumed to be equivalent to mean and standard deviation of a Gaussian distribution.
In recent years, several studies in the fields of manual therapy, osteopathy and biomechanics
have explored trueness, repeatability and reproducibility of anatomical landmark identification
on individual body parts like the knee [170], foot [42], ankle [111], pelvis [111, 123, 124, 161]
and spine [31, 87, 88, 101, 123, 189]. Where trueness was evaluated in these studies, identi-
fication results obtained by manual palpation methods were compared to identification results
derived from two-dimensional radiographs [87, 88, 101, 189] or ultrasound imaging [87, 123].
All of these studies agreed in rating repeatability substantially higher than reproducibility and
noticing a considerable impact of variations in anatomical landmark identification. However, be-
sides the restriction on a small number of examined anatomical landmarks, the reported results
of these studies are mostly based on nominal or one-dimensional measurements with limited
transferability to applications in human motion analysis.
Comparatively few studies have extended the investigation of uncertainty in anatomical land-
mark identification to multiple body parts or even the whole body. Della Croce et al. evaluated
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repeatability and reproducibility of twenty-three anatomical landmarks on the pelvis as well as
the left thigh, shank and foot based on manual palpation with six experienced examiners, one
healthy female and one healthy male subject [60]. A stereophotogrammetric system with two
cameras in combination with reflective markers mounted on a pointer was used to determine
the identified positions in three-dimensional space. Trueness and precision of the system were
given as 2.5 ± 2.2 mm, 1.5 ± 1.3 mm and 4.0 ± 2.9 mm for the individual axes. Repeatability
and reproducibility were reported as root mean square of the multidimensional mean for each
axis of the segment reference frames as well as a combined value given by the Euclidean norm.
These values can be interpreted as standard deviations and range from 0.7 mm for repeatability
in the x-axis of the dorsal aspect of the fifth metatarsal head to 17.9 mm for reproducibility in
the z-axis of the antero-medial ridge of the patellar surface groove. Rabuffetti et al. applied
a similar method to investigate reproducibility for examiners and repeatability for subjects in
a self-marking procedure [173]. Three experienced examiners and three healthy and naive
male subjects placed reflective markers on twenty-one anatomical landmarks and three well-
defined points that were specified by visual skin characteristics on head and trunk as well as
right upper and lower arm and left thigh, shank and foot. For measuring the identified posi-
tions, a stereophotogrammetric system with two cameras and an error of less than 1.0 mm was
used. Repeatability and reproducibility were reported as combined standard deviations com-
puted with the Euclidean norm of the individual standard deviations for each axis. These values
vary within 2.9 mm for reproducibility of a well-defined point on the left thigh and 19.2 mm
for reproducibility of the greater trochanter landmark. Moriguchi et al. evaluated repeatabil-
ity and reproducibility for twenty-three anatomical landmarks symmetrically distributed over
the whole body considering the body mass index of the subjects [148]. Thirty healthy male
subjects divided into a normal weight and an overweight group and two trained examiners par-
ticipated in the study. The identified positions obtained by manual palpation were marked with
an invisible ultra-violet fluorescent pen and measured by taking photographs in the frontal and
sagittal planes under ultra-violet light with a resolution of 1024 × 768 px. Repeatability and
reproducibility for both groups were computed based on two measurements for each anatomi-
cal landmark and reported graphically as means and standard deviations pooling measurements
of left and right side. The means lie between about 1.5 mm for repeatability of the ulnar sty-
loid process landmark in the normal weight group and about 24.0 mm for reproducibility of
the anterior-superior iliac spine landmark in the overweight group. Significant differences be-
tween both groups were only found for the anterior-superior iliac spine landmarks. Valente et
al. applied a virtual palpation procedure based on a three-dimensional model of a healthy male
subject to estimate the precision of anatomical landmark identification on the pelvis as well
as right thigh, shank and foot [227]. The three-dimensional model was constructed with data
from magnetic resonance imaging. In three trials, five examiners virtually identified twenty-
one anatomical landmarks directly on the bone surface of the three-dimensional model. The
precision was reported as individual standard deviation for each axis of the segment reference
frames. These values are noticeably smaller than previously reported data for repeatability and
reproducibility in manual palpation and range from 0 mm for the z-axis of the right inferior
plantar aspect of the calcaneus to 3.5 mm for the x-axis of the right lateral tibial condyle land-
mark. All of these studies cover a comprehensive number of anatomical landmarks and provide
relevant measurement results that can be used for the probabilistic modeling of anatomical
landmark uncertainty. It is important to note that the limited measurement accuracy in several
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studies is close to some of the measured deviations. Also, the negligence of possible correlations
between spatial dimensions might affect validity and applicability of the reported data.
6.2.2 Uncertainty Quantification
In order to investigate the effect of anatomical landmark misplacement in the inverse dynamics
simulation, appropriate estimates of repeatability and reproducibility for the applied anatom-
ical landmarks are required. However, the confinement to independent spatial dimensions in
previous studies can produce misleading precision estimates. The possible impact of neglecting
covariances is exemplarily demonstrated in the left and middle diagrams of Figure 6.2. Blue
dots denote identified positions for an anatomical landmark found through manual palpation.
The black squares mark the multidimensional mean of the identified positions. The light blue
oval in the left diagram represents the three-sigma interval of a multivariate Gaussian distribu-
tion based on independent variances for each axis with a diagonal covariance matrix, while the
light blue oval in the middle diagram represents the three-sigma interval of a multivariate Gaus-
sian distribution with full covariance matrix. Although both distributions were derived from the
same set of identified positions, the distribution including covariances gives a better estimate for
the actual distribution of the identified positions. The distribution with independent variances
covers a larger area and does not regard the spatial orientation of the identified positions. The
right diagram of Figure 6.2 illustrates another restriction that arises when probabilistic sampling
methods are used to model the uncertainty in anatomical landmark identification mapped to the
skin surface. In fact, only two of the three dimensions can be chosen freely, whereas the third
dimension is defined by the body shape. Especially on body segments with strong curvature like
the hand, upper and lower arm, shank or foot, sampling without allowing for this dependence
might result in samples appreciably above or below the actual skin surface. The red triangles
illustrate this possible distance. All these limitations can lead to a critical under- or overestima-
tion of precision in anatomical landmark identification and the consequent influences on results
of human motion analysis.
Figure 6.2.: Gaussian distribution with neglecting covariances (left) and with considering covari-
ances (middle) as well as the effect of curvature on probabilistic sampling (right).
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To provide an adequate foundation for uncertainty and sensitivity analysis, repeatability and
reproducibility of the thirty-six anatomical landmarks utilized in this thesis were investigated
experimentally. This included the estimation of full covariance matrices including variances
and covariances for each axis of the corresponding segment reference frame as well as three-
dimensional sampling points of the surrounding skin surface in order to consider possible cor-
relations of spatial dimensions and allow anatomically correct sampling for probabilistic ap-
proaches.
One healthy female subject (28 yrs, 161 cm, 57 kg) and one healthy male subject (33 yrs, 179 cm,
85 kg) as well as five examiners with between two and nine years’ experience in scientific human
motion analysis including anatomical landmark identification participated in this investigation.
The measurement procedure was reviewed and approved by the ethical review committee of
Technische Universität Darmstadt, Germany. Subjects and examiners provided informed consent
in accordance with the policies of the ethical review committee. Both subjects also participated
in the biomechanical measurements for the HUMOD database [247].
Measurement Procedure
The measurement procedure was organized in a single experimental session with three steps
and comprised the repeated identification and marking of the thirty-six anatomical landmarks
on head, neck, thorax, pelvis as well as left and right upper arms, lower arms, thighs, shanks
and feet of both subjects followed by a three-dimensional acquisition of the identified positions.
Instead of using active or passive motion capture markers, the examiners indicated the identi-
fied positions on the overlying skin surface with special pens. Before the experimental session,
the examiners received a booklet with the definitions of the anatomical landmarks as well as
supporting graphical illustrations and were given time to read and ask questions. During the ex-
perimental session, both subjects wore white underwear that was aligned with skin-compatible
and waterproof markings on clothing and surrounding skin and fixed with skin-compatible tape.
The correct alignment was checked consistently. All anatomical landmarks but the PS landmark
on the pelvis were palpated and marked on skin or clothing by the examiners, while the PS
landmark was palpated through and marked on the underpants by the subjects under guidance
of the examiners due to privacy reasons. The examiners were free to choose the applied manual
palpation technique.
In the first step, all five examiners individually identified and marked each anatomical landmark
through manual palpation once in random order first on the female and then on the male
subject. Only one examiner was in the room at the same time. The examiners used a blue skin-
compatible and waterproof ultra-violet fluorescent pen that is invisible under normal light to
mark the identified positions with a small dot of about 2.0 mm in diameter. Hereby, subsequent
examiners were not able to see previously placed markings. After each anatomical landmark,
the marking was checked with an ultra-violet flashlight and a digital close-up photo of the area
was taken under ultra-violet lighting.
For the second step, one of the examiners with eight years’ experience was selected. The exam-
iner manually palpated and marked each anatomical landmark five times in random order first
on the female and then on the male subject. In this step, a red skin-compatible and waterproof
ultra-violet fluorescent pen that is invisible under normal light was used to mark the identified
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Figure 6.3.: Steps in the measurement procedure for extracting the identified positions from the
three-dimensional textured models.
positions. Thereby, the examiner could not see previously placed markings while it was possible
to distinguish between markings of the first and the second step. After each anatomical land-
mark, the marking was checked with an ultra-violet flashlight and a digital close-up photo of
the area was taken under ultra-violet lighting.
In the third step, all blue and red markings on skin and underpants of both subjects were care-
fully traced with regular blue and red skin-compatible waterproof pens under ultra-violet light-
ing. The hand-held three-dimensional scanner ARTEC EVA (Artec, Luxembourg) was applied to
create a high-resolution whole-body scan of both subjects including three-dimensional mesh and
texture information. The scanner is rated with a point accuracy of 0.1 mm, three-dimensional
resolution of 0.5 mm and texture resolution of 1.3 MP. Ten independent three-dimensional scans
of a rigid reference object with a length of 100.0 mm in different orientations and under chang-
ing lighting conditions attested a trueness of -0.122 mm and a precision of 0.104 mm. Both
subjects were scanned in upright standing position with the hands placed on the abdomen.
This posture was stable and comfortable and did not cover any markings. The software ARTEC
STUDIO 10 (Artec, Luxembourg) was used to generate and export three-dimensional textured
models with 299,998 vertices and 600,000 faces as well as textures with a resolution of 4,096×
4,096 px.
Data Processing
In further data processing, the blue and red markings were extracted from the three-dimensional
textured models, transformed into the corresponding segment reference frames and used to es-
timate the covariance matrices for each anatomical landmark assuming Gaussian distributions.
For this purpose, the textured models were loaded into the mesh processing software MESHLAB
(ISTI-CNR, Italy). A single examiner placed virtual probes in the centers of all scanned blue and
red markings with the assistance of the close-up photos to distinguish overlapping markings.
This allowed to determine the three-dimensional positions of the marking centers relative to
a global reference frame which was arbitrarily defined during the model export process. Ten
independent virtual probe placements at ten randomly chosen anatomical landmarks showed a
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mean three-dimensional precision of 0.078 mm, 0.043 mm and 0.003 mm regarding the princi-
pal components of the spatial distributions. The measurement procedure is presented exemplary
for the right LFC landmark of the male subject in Figure 6.3. The left image shows a close-up
photo of the right knee under normal lighting as it was seen by the examiners in the first and
second step while the middle left image depicts the area under ultra-violet lighting and exposes
some of the blue and red markings placed by the examiners as it was seen in the third step when
tracing the markings with regular pens. The middle right image shows the area as a screenshot
of the three-dimensional textured model with the traced blue and red markings. The virtual
probes used to determine the three-dimensional positions are displayed in the right image.
The statistical evaluation was performed with the numerical computing software MATLAB. Re-
producibility and repeatability were evaluated by processing the blue and red marking centers.
The multidimensional means of the marking centers for selected anatomical landmarks given in
the global reference frame were used to construct the axes of the individual segment reference
frames. The vectors v X , v Y and v Z ∈ R3 containing the three-dimensional marking centers for
a particular body segment in the global reference frame were transformed into the appropriate
segment reference frame. A shrinkage approach based on the scaled identity matrix was applied
to estimate the covariance matrices Σ because the maximum likelihood estimator given by
Σi, j =
1
n
n∑
k=1
(vi,k − v¯i) (v j,k − v¯ j),
with i, j ∈ {X ,Y, Z} is quite unstable for small sample sizes of n = 5 [45]. In order to provide
more descriptive results and facilitate a comparison to standard deviations reported in previous
studies, a principal component analysis based on singular value decomposition was applied to
the symmetrical covariance matrices Σ. This allowed to decompose the correlated covariances
into uncorrelated principal variances or standard deviations. The principal standard deviations
σp,m can be derived directly from the singular values Sm by
σp,m =
p
Sm
with m ∈ {1, 2,3} where σp,1 denotes the largest principal component and σp,3 indicates the
smallest principal component. The orientation of the principal components is determined by the
unitary matrix resulting from singular value decomposition.
The principal standard deviations σp,m were also used for the acquisition of three-dimensional
sampling points on the skin surface around each anatomical landmark of both subjects. In
combination with appropriate three-dimensional interpolation methods that allow to estimate
intermediate points on the skin surface, these sampling points enable anatomically correct sam-
pling for probabilistic approaches. For the acquisition, a two-dimensional rectangular interval
that is specified by ±3σp,1 and ±3σp,2 and centered at the multidimensional mean, represent-
ing the major principal components and covering at least 99.7 % of a multivariate Gaussian
distribution was divided by an equidistant grid of at least two hundred sampling points. Such
a grid of sampling points was generated for reproducibility and repeatability and transferred
to the corresponding three-dimensional textured model. Samples were taken by computing the
intersection of the third principal component axis with the scanned skin surface. Figure 6.4
illustrates the described sampling point distribution for the example given in Figure 6.2. The
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Figure 6.4.: Exemplary sampling point distribution for estimating the skin surface around each
anatomical landmark.
small black dots mark the sampling points on the skin surface distributed along the major prin-
cipal component axes. In the left-most column, some sampling points had to be omitted due to
the strong curvature of the body segment.
6.2.3 Results
The principal standard deviations for reproducibility and repeatability of all anatomical land-
marks are listed in Table 6.1. The values for reproducibility range from 0.5 mm in the right MT5
landmark of the female subject to 28.1 mm in the right GTR landmark of the male subjects. The
values for repeatability start with 0.2 mm for the right HAL landmarks of both subjects as well
as the right MM landmark of the female subject and with 17.0 mm for the left PSIS landmark of
the male subject. Several anatomical landmarks on thorax, pelvis and thighs exhibit the great-
est deviations for both subjects while anatomical landmarks on shanks and feet show rather
small variance. In agreement with results from previous investigations, the principal standard
deviations for reproducibility are mostly larger than the principal standard deviations for re-
peatability. For some anatomical landmarks, a substantial difference between left and right side
is observable.
The elements of the symmetrical covariance matrices for reproducibility and repeatability of
all anatomical landmarks are listed in Appendix A.7. The axes of the covariance matrices are
defined by the corresponding segment reference frames. Most anatomical landmarks have fully
populated variances and covariances. Due to the large number of individual sample points, the
three-dimensional sample grid of the skin surface for reproducibility and repeatability are not
reported in this thesis.
6.2.4 Discussion
In this investigation, a high-resolution three-dimensional scanner was used to capture the identi-
fied positions of thirty-six anatomical landmarks directly on the skin surface of the subjects. The
measurement accuracy was up to thirty times higher than in previous studies and the applied
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Table 6.1.: Principal standard deviations for reproducibility and repeatability in both subjects
given in millimeters.
Female Male
Reproducibility Repeatability Reproducibility Repeatability
σp,1 σp,2 σp,3 σp,1 σp,2 σp,3 σp,1 σp,2 σp,3 σp,1 σp,2 σp,3
GLA 3.5 1.7 1.4 1.0 0.8 0.5 4.3 1.8 1.6 0.8 0.4 0.3
TRAL 5.2 2.0 1.9 0.5 0.4 0.3 7.7 4.7 3.5 1.1 0.9 0.6
TRAR 5.0 2.2 1.9 1.6 0.8 0.6 5.9 3.8 2.8 1.8 1.1 0.8
SUP 3.7 2.1 1.6 1.5 0.8 0.6 3.3 2.1 1.6 2.8 1.3 1.1
ACRL 15.8 11.3 8.3 2.4 1.3 1.0 14.1 10.3 7.5 3.3 1.9 1.5
ACRR 14.1 11.5 8.4 2.4 1.4 1.0 14.1 11.6 8.4 3.8 2.5 1.8
C7 5.5 3.2 2.5 1.8 0.6 0.6 3.3 2.3 1.7 7.0 2.6 2.5
T8 14.1 4.9 4.8 2.1 0.9 0.8 22.6 10.1 8.6 1.0 0.8 0.6
T12 25.1 8.7 8.6 8.5 3.2 3.0 14.8 5.5 5.2 5.7 2.1 2.0
LHCL 3.9 2.1 1.6 1.9 0.9 0.7 7.2 3.1 2.7 2.2 1.3 1.0
LHCR 7.5 4.0 3.1 1.7 0.8 0.6 10.2 7.4 5.4 2.1 1.9 1.4
WRIL 4.4 3.0 2.2 0.7 0.5 0.4 5.0 3.5 2.5 1.7 0.8 0.7
WRIR 3.0 1.8 1.3 1.0 0.5 0.4 3.2 2.2 1.6 1.7 1.6 1.1
ASISL 5.9 2.1 2.1 2.3 1.0 0.9 6.8 4.0 3.0 2.6 2.4 1.7
ASISR 6.3 2.3 2.2 1.4 0.8 0.6 7.5 4.1 3.2 3.9 3.4 2.5
PSISL 20.7 11.7 8.9 2.9 2.1 1.5 16.9 6.8 6.1 17.0 6.6 6.1
PSISR 15.6 9.7 7.2 4.1 1.6 1.5 15.5 5.7 5.4 16.8 5.9 5.8
PS 2.1 1.3 1.0 1.9 0.9 0.8 3.8 1.5 1.4 4.0 1.5 1.4
GTRL 22.3 20.2 14.5 6.9 4.2 3.2 10.9 9.5 6.8 5.7 5.0 3.6
GTRR 14.1 11.0 8.0 7.6 3.0 2.7 28.1 11.7 10.5 6.6 3.7 2.9
LFCL 14.5 6.3 5.4 2.8 1.7 1.3 8.2 4.3 3.4 10.6 3.9 3.7
LFCR 16.1 9.6 7.2 3.0 2.5 1.8 14.4 5.6 5.1 8.6 4.1 3.3
MFCL 6.7 3.3 2.7 4.4 2.4 1.9 14.6 6.0 5.4 3.0 1.3 1.1
MFCR 5.0 3.1 2.3 2.9 1.7 1.3 9.5 4.0 3.5 2.3 1.9 1.4
LML 1.9 1.3 0.9 1.4 0.7 0.6 2.5 1.3 1.0 1.8 1.6 1.2
LMR 1.8 1.7 1.2 1.6 1.2 0.8 2.2 1.8 1.3 1.8 1.2 0.9
MML 1.4 0.8 0.6 1.6 0.6 0.6 2.9 2.4 1.7 3.7 1.8 1.5
MMR 3.6 1.2 1.2 0.5 0.3 0.2 2.4 1.0 0.9 1.6 1.1 0.8
CALL 6.3 2.2 2.2 1.9 0.8 0.7 5.3 3.3 2.5 2.0 0.8 0.7
CALR 6.7 2.4 2.3 2.1 0.8 0.8 4.8 3.7 2.7 5.2 1.9 1.8
MT2L 3.5 1.5 1.3 0.8 0.7 0.5 2.8 1.2 1.0 0.9 0.6 0.4
MT2R 3.1 1.2 1.1 1.3 1.0 0.8 4.1 2.2 1.7 0.8 0.5 0.4
MT5L 2.7 1.5 1.1 0.8 0.7 0.5 2.2 1.5 1.1 1.5 0.6 0.5
MT5R 1.5 0.5 0.5 1.4 0.6 0.5 4.3 1.7 1.6 1.4 0.6 0.5
HALL 2.0 0.7 0.7 0.6 0.4 0.3 2.0 0.7 0.7 0.7 0.4 0.3
HALR 1.6 0.8 0.6 0.5 0.2 0.2 2.2 0.8 0.8 0.4 0.3 0.2
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measurement procedure further reduced the risk of introducing additional errors by supple-
mental measuring instruments. The resulting principal standard deviations exhibit qualitatively
comparable results to previous studies. Variability is rated for anatomical landmarks that have
not been considered in previous investigations like the T8, T12 or PS landmarks. The reported
covariance matrices and sampling points allow to create appropriate probabilistic models and
estimate multivariate distributions to further examine the influences on human motion analy-
sis. The structure of the covariance matrices shows that there are substantial correlations in the
spatial dimensions of the measurements.
As in most previous studies that examined anatomical landmarks on multiple body parts, the
results focus on repeatability and reproducibility of markings on the skin surface and do not
include trueness due to missing information about the actual position of the anatomical land-
marks. The reported covariance matrices represent the expectation of the squared deviations
from the multidimensional mean and therefore only measure the dispersion relative to this dis-
tinct reference point. A general description for a true marking on the skin surface is hardly
possible since the definitions for the anatomical landmarks exclusively refer to bony structures.
A major limitation of this and previous investigations is the small number of subjects and exam-
iners resulting from the large measurement effort. This confinement reduces universal validity
and does not allow to generalize characteristics like differences between left and right side or
subject gender to other subjects. Furthermore, the applied measurement procedure might have
affected the results for some anatomical landmarks. The scanning position with bent arms led to
a deformation of the skin surface near the elbow during the scanning process. The self-marking
procedure as well as undetected movements of the underpants during the measurements might
have impaired the results for PS landmark. Also, the non-random order of the subjects during
the identification process could have had an effect on the palpation results because examiners
always started with the female subject. Despite these limitations, the obtained data provides
repeatability and reproducibility estimates for the applied anatomical landmarks of the female
and male subject considering existing correlations between the spatial dimensions of the mea-
surements on the skin surface. The three-dimensional sampling points of the surrounding skin
surface allow anatomically correct sampling for probabilistic modeling approaches.
6.3 Soft Tissue Artifacts
For the consideration of soft tissue artifacts in the uncertainty and sensitivity analysis, compu-
tational models are required that describe the dynamic deviations of the anatomical landmarks
during the different phases of the motion sequence. Because the considered inverse dynam-
ics simulation focuses on the lower limbs, these computational models mainly have to provide
reasonable descriptions for soft tissue artifacts in the thigh and shank segments.
6.3.1 Related Work
For the evaluation of soft tissue artifacts, several invasive and noninvasive methods have been
applied to measure the relative movement between the skin surface and the underlying skele-
ton mainly for the lower limbs. Physiologically invasive techniques comprise intra-cortical
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pins, e.g. [30], external devices for fracture fixation, e.g. [2], percutaneous skeleton track-
ers, e.g. [141], or fluoroscopy with implants, e.g. [214]. These methods provide very accurate
results but may not be representative of normal human motion due to the musculoskeletal
interventions. Noninvasive techniques include acquisition based on medical imaging like X-
ray, e.g. [223], ultrasound, e.g. [190] or magnetic resonance imaging, e.g. [195], as well as
marker-based approaches, e.g. [89]. While these methods do not involve any physiological
impairments, the results are less accurate and some techniques are radiologically invasive or
restrict the range of motion. Magnitudes of soft tissue artifacts are reported to exceed 30.0 mm
on the thigh segment and reach up to 15.0 mm on the shank segment [169]. In general, the
expectable deviations depend on the actual marker location, the performed motion task as well
as individual subject characteristics. Comprehensive reviews on different methods applied in
the evaluation of soft tissue artifacts as well as detailed discussions of the obtained results are
provided by Leardini et al. [130] and Peters et al. [169].
The number of studies that present computational models for describing soft tissue artifacts in
simulation is quite small. Based on reported magnitudes and the finding that markers move in a
continuous rather than random fashion, Chèze et al. suggested a sinusoidal model for character-
izing the dynamic marker deviations on thigh and shank [46]. Each three-dimensional marker
position was superimposed with a continuous disturbance trajectory computed from a sinus de-
scribed by the variable simulation time as well as fixed parameters for amplitude, frequency
and phase shift. The parameters were randomly selected from predefined value ranges given
by 0 - 10.0 mm for the amplitudes, 0 - 25.0 Hz for the frequencies and 0 - 2pi rad for the phase
shifts. With these parameters, the disturbed markers had a motion range of up to 20.0 mm and
oscillated with up to three times the frequency of average walking. Dumas and Chèze used the
same computational model to compare different compensation methods but changed the value
range for the amplitudes to 0 - 30.0 mm on the thigh segment and 0 - 15.0 mm on the shank
segment [65]. Myers et al. modeled soft tissue artifacts for an uncertainty and sensitivity anal-
ysis of a walking motion by uniquely perturbating the three-dimensional marker positions with
a constant offset within each phase of the gait cycle [153]. The amplitude of the offset was ran-
domly chosen from a value range of 0 - 15.0 mm. In order to ensure smoothness at the phase
transitions, the resulting marker trajectories were subsequently filtered using a fourth-order
low-pass filter with a cut-off frequency of 20.0 Hz. Both computational models are based on
reported characteristics of soft tissue artifacts but have not been validated against measurement
data with human subjects. Although this model uncertainty limits general applicability, the sim-
ple modeling approaches in combination with random model parameters within certain ranges
provide a reasonable and computationally efficient approximation of the dynamic deviations in
a global uncertainty and sensitivity analysis based on Monte Carlo simulation.
6.3.2 Uncertainty Analysis
The computational effort and required number of model evaluations in the Monte Carlo simu-
lation depend on the computation time of the model function as well as the number of input
variables. Therefore, these properties of computational models for soft tissue artifacts are critical
parameters regarding the performance of the uncertainty and sensitivity analysis. The sinusoidal
model proposed by Chèze et al. is based on a random three-dimensional amplitude vector, a
random frequency value and a random phase shift for each anatomical landmark [46]. For the
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specification of the amplitude vector, a total of four random variables is required which includes
three variables for the direction and one variable for the magnitude. Overall, this approach
results in six input variables and an almost negligible computation time for the sinus func-
tion per anatomical landmark. The offset model introduced by Myers et al. uses one random
three-dimensional offset vector for each anatomical landmark and phase of the gait cycle [153].
With the eight gait phases in walking and four random variables per offset vector comprising
three variables for the direction and one variable for the magnitude, this approach needs a
total of thirty-two input variables. In addition, the modified trajectory has to be low-pass fil-
tered to guarantee smooth transitions. These properties of the offset model lead to a greater
computational complexity and higher computation time compared to the sinusoidal model. For
this reason, the sinusoidal model is selected for characterizing soft tissue artifacts within the
uncertainty and sensitivity analysis considered in this thesis.
As described in Chapter 5, soft tissue artifacts are an important motivation for the application
of the extended Kalman smoother together with the subject-specific kinematics model in joint
trajectory estimation. Although this filtering approach uses all available data and system knowl-
edge to eliminate measurement uncertainty, it is for example not possible to distinguish between
body segment motion and marker uncertainties in the case of identical deviations on all markers
of one body segment. In order to evaluate the impact of soft tissue artifacts in combination with
the extended Kalman smoother, an exemplary uncertainty analysis for selected joint trajecto-
ries of hip, knee and ankle joints in walking has been performed by applying the framework
described in Chapter 4. Within this uncertainty analysis, the extended Kalman smoother with
constant jerk model and the underlying forward kinematics simulation constituted the model
function. The input variables were given by disturbed marker trajectories generated with the
sinusoidal model and random model parameters, while the output variables were the result-
ing joint positions about the local z-axes in hip, knee and ankle joints. Sensitivities were not
regarded in this uncertainty analysis that was conducted in two steps.
In the first step, smoothed spatial marker trajectories for all anatomical landmarks on thigh,
shank and foot were obtained by applying a forward kinematics simulation based on a reduced
subject-specific kinematics model representing the right leg and the corresponding smoothed
joint trajectories of the walking motion performed by the female subject. The reduced kine-
matics model consists of three body segments for thigh, shank and foot that are connected by a
knee joint with one degree of freedom and an ankle joint with three degrees of freedom. The
thigh segment is attached to a fixed base through a hip joint with three degrees of freedom.
This configuration resembles the kinematic structure of the right leg in the full biomechanical
model presented in Chapter 3 and reduced the required computational time for the uncertainty
analysis. The considered anatomical landmarks comprised the GTR, LFC, MFC, LM, MM, CAL,
MT2 and MT5 markers. A spline interpolation was used to normalize each marker trajectory
in time relative to the length of the motion sequence. Each normalized marker trajectory con-
tained 101 frames describing the percentage of the motion sequence ranging from 0 % to 100 %
with a constant sampling time of 8.2 ms.
The smoothed and normalized marker trajectories formed the basis for the actual uncertainty
analysis in the second step. For each trial of the Monte Carlo simulation, the individual frames
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of the marker trajectories were superimposed by dynamic marker deviations ε ∈ R3 computed
with the sinusoidal model given by
ε(t) =
x1q
x22 + x
2
3 + x
2
4
x2x3
x4
 sin (2pi x5 t + x6) ,
where t denotes the simulation time, x1 ∼ U(0,10.0) is the random magnitude of the am-
plitude in millimeters, x2, x3, x4 ∼ U(0,1.0) specify the random direction of the amplitude,
x5 ∼ U(0, 25.0) is the random frequency in hertz and x6 ∼ U(0,2pi) is the random phase shift
in radians. All model parameters are assumed to be uniformly distributed and uncorrelated.
The extended Kalman smoother and reduced kinematics model were applied to compute the
associated joint trajectories of hip, knee and ankle joints. The parameters for process and mea-
surement noise were adopted from the covariance matrices derived for the full biomechanical
model and are listed in Appendix A.6. The uncertainty of the resulting joint positions was de-
scribed by an appropriate Johnson distribution per joint and frame. The relative threshold limit
for convergence was set to 10−4 and the individual batches comprised 40,000 trials.
6.3.3 Results
The Monte Carlo simulation was terminated after 25,500,000 trials with reaching the relative
threshold limit for all distribution parameters. The results of the uncertainty analysis regarding
the joint positions about the local z-axes in hip, knee and ankle joints are presented in Figure 6.5.
Following the structure of a box plot, the bold black line shows the median value, whereas
the red and light red areas describe probability intervals of 50 % and 95 % for the individual
Johnson distributions in each frame. The impact of soft tissue artifacts is fairly consistent over
the motion sequence but increases in distal direction with having the greatest magnitudes in the
ankle joint. The standard deviations range from 4.6 mrad ≈ 0.265 ◦ to 6.8 mrad ≈ 0.389 ◦ in the
hip joint, 6.8 mrad ≈ 0.388 ◦ to 12.0 mrad ≈ 0.685 ◦ in the knee joint and 22.0 mrad ≈ 1.260 ◦
to 43.0 mrad ≈ 2.461 ◦ in the ankle joint. The detailed views magnify the observed dispersion
for hip and knee joints at different regions of the motion sequence.
6.3.4 Discussion
The results of the exemplary uncertainty analysis demonstrate that a full compensation of soft
tissue artifacts in joint trajectory estimation cannot be guaranteed by the application of an
extended Kalman smoother. The dynamic marker deviations had a strong impact on the distal
end of the kinematic chain, while the joints closer to the fixed base were affected much less. This
effect might at least partially result from the structure of the reduced kinematics model. Due to
the kinematic constraints near the fixed base, the range of feasible joint positions for hip and
knee joints is considerably restricted. The additional degrees of freedom and body segments in
the full biomechanical model applied for the inverse dynamics simulation release some of these
kinematic constraints with the consequence that greater variations should be expected in the
proximal joints.
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Figure 6.5.: Uncertainty in joint positions due to soft tissue artifacts for walking performed by
the female subject.
Particular events of the motion sequence do not seem to have a significant influence on the
soft tissue artifacts. The variance on all joints is almost evenly distributed over the motion se-
quence which implies that the impact of the dynamic marker deviations does not depend on
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the magnitude of the joint position. This observation reveals an essential limitation of the ap-
plied sinusoidal model with random and uncorrelated model parameters since the existence of a
dependency between joint positions and the relative movements of the skin surface becomes in-
tuitively evident. Nevertheless, a probabilistic approach is an expedient choice in the absence of
a deterministic model for these correlations. The obtained results show that soft tissue artifacts
have to be considered in the uncertainty and sensitivity analysis of human motion dynamics.
6.4 Motion Capture Uncertainty
Manufacturers of motion capture systems typically specify only rough approximations regarding
the accuracy of the measurement system because the effective performance strongly depends on
the setup and calibration. Hence, a system-specific evaluation on site is required to estimate the
actual measurement uncertainty.
6.4.1 Related Work
In recent years, various methods have been presented to evaluate the accuracy of marker-based
motion capture systems. Cappozzo et al. proposed a passive pendulum equipped with two
markers at known positions that is suspended to swing in two orthogonal planes of the cali-
brated volume. The motion of the markers was tracked for at least two complete oscillations
and the derived time series of distances was then compared to the reference distance [47].
Ehara et al. tested several systems from different manufacturers by determining the distance
between two markers attached to the ends of a rigid bar with a length of 900.0 mm [73, 72].
In a first test, a human subject moved the rigid bar within the calibrated volume by following a
specific pattern. For a second test, the rigid bar was placed on the floor in order to estimate the
standard deviation. The reported results for the diverse systems brought on the market in the
mid to late 1990s had a range of 0.9 - 18.4 mm for the mean absolute error and 0.1 - 6.0 mm for
the standard deviation. Richards evaluated seven systems from different manufacturers with a
mechatronic device that enabled the combined assessment of dynamic and static markers [180].
A rigid bar with six markers arranged in a distinct pattern was actuated by an electric motor and
rotated at approximately 60.0 rpm in the horizontal plane. The device was placed in the center
of the calibrated volume with one additional marker fixed at the static base. The tests com-
prised an analysis of the ability to measure the distance between two markers placed 500.0 mm
apart which rotated in the calibrated volume, the ability to measure moving markers associated
with the static marker, the ability to reconstruct moving markers that were visible to alternating
sets of cameras as well as the ability to measure the motion of a marker which moved in close
proximity to the static marker. In the assessment of the distance measurement on the rotating
rigid bar, the stated root mean square error had a range of 0.6 - 4.9 mm for the tested systems
brought on the market in the late 1990s. Della Croce and Cappozzo proposed a test with a rigid
rod carrying two markers and multiple target points at fixed and known positions in the cali-
brated volume [59]. The tip of the rod was placed on the target points and manually rotated in
conical motions at the speed of the physical exercise under analysis. A statistical procedure was
provided in order to evaluate the measurement accuracy with regard to systematic and random
errors. Elliott et al. applied a mechatronic device replicating a human arm with shoulder, elbow
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and wrist joints and multiple markers arranged in different marker sets [74]. The shoulder
joint was actuated by an electric motor that allowed for representative planar rotation, while
movements of the other joints were achieved via manual manipulation. For the assessment of
measurement accuracy, the elbow flexion-extension and abduction were derived from the mea-
sured marker positions and compared to the reference values. All of these evaluation methods
are based on at least one reference value that has to be known or measured to a precision that
exceeds the accuracy of the studied system. Modern marker-based motion capture systems can
achieve spatial resolutions down to fractions of a millimeter which makes great demands on the
applied measuring setup and assessment procedure.
In addition to these general evaluation methods, some special test arrangements for the investi-
gation of small motion magnitudes have been introduced. Liu et al. evaluated the accuracy of a
system with a measuring field of 68.2×51.1 mm that used cameras with special lenses for accu-
rate small-scale measurements [138]. Static marker displacement in three orthogonal directions
was assessed by moving the markers in seven discrete steps between 0.5µm and 20.0µm. A
wedge comparator with a resolution of 0.25µm was applied to determine the reference values.
Windolf et al. presented a mechatronic device that had three orthogonally arranged axes with
electric motor drives and linear encoders providing an accuracy of 15.0µm [240]. This configu-
ration allowed to move a set of markers precisely to predefined grid-points within the operation
volume of 180.0×180.0×150.0 mm. Measurement accuracy was assessed for different camera
setups, calibration procedures, maker sizes and lens filters by evaluating the measuring error at
several grid-points. These two evaluation methods provide very accurate results but are rather
difficult and expensive to extend to applications with larger calibrated volumes like human
motion analysis.
6.4.2 Uncertainty Quantification
Uncertainties in motion capture systems lead to measurement errors in all three dimensions of
the recorded marker positions and potentially depend on the spatial orientation of the marker
motions within the calibrated volume. Also, the speed of the analyzed human motion can have
an effect on the measurement uncertainty. In the kicking motion, some markers on the foot
segment reach a top translational speed of up to 9.7 m/s. Many evaluation methods presented
in literature apply a reference distance between two markers to assess measurement uncertainty.
This one-dimensional measure can only provide trueness and precision regarding the relative
position of these two markers but is not sufficient to derive individual uncertainties for a single
marker in all spatial dimensions during dynamic motions. Supplementary three-dimensional
reference measures like predefined target positions in the calibrated volume are difficult to
determine with the required accuracy. For this reason, a mechatronic rotor system was used to
generate a three-dimensional reference measure in order to estimate measurement uncertainty
in all spatial dimensions for different motion speeds and spatial orientations. The rotor system
consists of a two-armed rotor with two reflective markers at the rotor ends that is actuated
by an electric motor drive. When the rotor spins with constant speed, the markers follow a
circular path that is defined by the distance between each marker and the rotation center. With
assuming a steady-state rotor motion after a reasonable settling time, the spatial trajectory of
this circular path can be used as a three-dimensional reference measure. Deviations between
the measured marker positions and an ideal circular path either result from slight unbalances
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Figure 6.6.: Photographs and schematic diagram of the rotor system speed with two reflective
markers and speed controlled motor drive.
in the rotor system that impose low-frequency harmonic oscillations or are caused by high-
frequency measurement errors. Based on this relation, the time series of measured marker
positions can be used to estimate the measurement uncertainty in all spatial dimensions by
isolating high-frequency variations.
Measurement Procedure
The mechatronic rotor system, shown in Figure 6.6, is a custom-build and versatile device for
the uncertainty quantification of motion capture systems. The rotor is made of an aluminum
tube with a length of 1000.0 mm, a diameter of 12.0 mm and a wall thickness of 1.0 mm. Both
reflective markers have a diameter of 20.0 mm and are screwed to the ends of the tube. The
rotor is actuated by a direct current motor RE 30 (Maxon, Switzerland) with planetary gear and
incremental encoder that is connected to a proportional-integral speed controller. The rotational
speed can be adjusted in a range of 0 - 240.0 rpm. The top rotational speed corresponds to a
translational speed of about 12.6 m/s and therefore covers the fastest motions observed in the
HUMOD database. All components are mounted on a stable tripod (Mantona, Germany) and
painted in matte black to reduce reflections.
In the uncertainty quantification, the very same three-dimensional motion capture system with
four OQUS 310+ cameras and six OQUS 300+ cameras as used in the acquisition of the HUMOD
database was assessed. The evaluation took place in the same room with the instrumented
treadmill, where camera setup as well as lighting conditions were reproduced as close as pos-
sible. The frame rate was set to 500.0 Hz and a volume of about 2.0 × 2.0 × 1.0 m above the
treadmill was calibrated. After the calibration procedure, a standard deviation of 0.680 mm
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relative to a reference length of 300.2 mm was reported. The rotor system was applied in three
successive measurements to evaluate measurement uncertainties with regard to three different
orientations of the rotor plane and nine different rotor speeds. For each measurement, the rotor
system was placed in the center of the stopped treadmill and manually aligned to one of the
three principal planes comprising sagittal, frontal and transverse plane. It was ensured that the
rotation center was always 1.0 m above the top of the belt surface. The measurements started
with stopped and perpendicularly aligned rotor for 60 s. The rotor speed was then increased in
steps of 30.0 rpm and held for 30 s up to a speed of 240 rpm. In order to reduce vibrations at
the speed transitions, a linear ramp approach was applied in the speed controller which reached
the set speeds after about 1 s. The rotor was stopped for the last 60 s of the measurements.
Data Processing
For the statistical evaluation of the measurement uncertainty, the numerical computing software
MATLAB was used. In a first step, the measured marker position vectors θ were transformed into
a global reference frame in accordance with internationally recognized recommendations for
biomechanical reference frame notation [249]. A settling time of 10 s was found to be sufficient
for all speed transitions. The different measurements for the individual rotor speeds were pro-
cessed accordingly by removing the first 10 s as well as the last 2 s to ensure a strict separation.
For the initial interval with stopped rotor, the first 10 s and last 32 s were discarded, whereas
the final interval with stopped rotor was removed completely. This resulted in a set of three
times nine measurement intervals with an equal length of 18 s for sagittal, frontal and trans-
verse plane as well as the rotor speeds from 0 rpm to 240.0 rpm. In a second step, the position
of the rotor center as well as the normal vector of the rotor plane were estimated individually
for each measurement interval based on the mean vector and the covariance matrix of the mea-
sured marker positions. Because changes in rotor speed might have caused different bending
in the rotor, the reference lengths of the two rotor arms specified by the averaged distances
between the markers and the estimated rotation center were determined separately. In a third
step, the measured marker positions were transformed into local reference frames defined by
the estimated normal vectors and an arbitrary vector in the rotor planes. Associated local de-
viations were obtained by subtracting the ideal circular path given by the rotation center and
the reference lengths of the rotor arms from the transformed marker positions. Following the
made assumptions, periodic low-frequency components of the local deviations were attributed
to harmonic oscillations caused by slight unbalances in the rotor system. These low-frequency
components were extracted with fitting and subtracting an eighth-order Fourier series expansion
h given by
h(t) =
a0
2
+
8∑
n=1
an cos (2npi f t) + bn sin (2npi f t) ,
where a ∈ R9 and b ∈ R8 denote the vectors of Fourier series coefficients and f represents the
fundamental frequency. In a fourth step, the extant local deviations for both markers were
joined and transformed back into the global reference frame. The resulting global marker
deviations εθ ∈ R3 were described by appropriate Johnson distributions and a Gaussian cop-
ula for each individual measurement interval as well as a dimension-wise combination of all
measurement intervals.
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Figure 6.7.: Speed-dependent measurement uncertainty of the motion capture system with re-
gard to different rotor orientations.
6.4.3 Results
The results of the uncertainty quantification for the motion capture system with regard to differ-
ent rotor orientations and translational speeds are shown in Figure 6.7. Adopting the structure
of a box plot, the bold black lines describe the median values, while the gray and light gray areas
represent probability intervals of 50 % and 95 % for the individual Johnson distributions at the
nine different translational speeds v ∈ R. Due to the planar rotor motion, the respective dimen-
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Figure 6.8.: Average measurement uncertainty of the motion capture system with correspond-
ing Johnson distribution types and coefficients.
sions perpendicular to the rotor planes show a much lower measurement uncertainty than the
other two dimensions. These ratings do not reflect the actual measurement errors but are con-
comitants of the applied measurement procedure. Only the two dimensions in the rotor plane
provide applicable information for the evaluation of the measurement uncertainty. Besides the
difference between static and dynamics measurements, the impact of the measurement uncer-
tainty does not significantly change with the translational speed of the markers. Marker motions
in transverse plane have slightly less measurement uncertainty than in the other planes. The
standard deviations range from 0.004 mm for the x-axis of a stationary marker in the transverse
plane to 0.056 mm for the y-axis of a marker moving with 11.2 m/s in the frontal plane. All
95 % probability intervals are slightly above or even below a deviation of 0.1 mm.
An average rating of the measurement uncertainty is provided by evaluating the dimension-wise
combination of all relevant measurement intervals. The overall measurement uncertainty for the
motion capture system in each spatial dimension with median and mean values is presented in
Figure 6.8. For the individual probability distributions, the corresponding Johnson distribution
types and coefficients γ j, δ j, λ j, ξ j are provided. As in the speed-dependent evaluation of
the measurement uncertainty, the median values are very close to zero and the distributions are
rather symmetric. This property is also emphasized by the overlapping median and mean values.
The standard deviations for the overall measurement uncertainty range from 0.018 mm in the
z-axis to 0.038 mm in the y-axis. The copula covariance matrix Σc that models the correlation
among the individual marginal distributions is given in Table 6.2.
6.4.4 Discussion
The quantification of the measurement uncertainty for the motion capture system shows that
the expectable measurement errors are quite small with hardly reaching deviations of 0.1 mm
in all spatial dimensions. Despite the low measurement errors, there is an apparent difference
between static and dynamic measurements. The static measurements have significantly less
measurement uncertainty which justifies the applied practice of estimating the segment lengths
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Table 6.2.: Copula covariance matrix of the average measurement uncertainty for the motion
capture system.
Σc εθ ,X εθ ,Y εθ ,Z
εθ ,X 0.0630 ∗ ∗
εθ ,Y -0.0003 0.0491 ∗
εθ ,Z 0.0017 0.0008 0.0598
from still standing subjects. Marker motions along the y-axis exhibit marginally larger mea-
surement errors, whereas horizontal marker motions in the transverse plane have the lowest
measurement uncertainty. These differences probably result from the specific camera setup and
the dimensions of the calibrated volume. A general dependency on translational marker speed
is not evident. The small off-diagonal entries in the copula covariance matrix indicate only a
weak correlation among the spatial dimensions.
A possible limitation in the transferability of the uncertainty quantification is the slight inequal-
ity in marker size of 1.0 mm between the markers applied in the biomechanical measurements
and the uncertainty evaluation. Other potential influence factors that have not been considered
in this investigation and might impair the measurement accuracy comprise marker occlusion or
discriminability of closely moving markers. Irrespective of these limitations, the obtained results
provide an adequate estimate for the measurement uncertainty of the applied motion capture
system. Compared to other uncertainty sources like anatomical landmark misplacement or soft
tissue artifacts, the measurement uncertainty only has a minor impact on the spatial tracking of
the body segments and is therefore neglected in the uncertainty and sensitivity analysis of the
inverse dynamics simulation.
6.5 Instrumented Treadmill Uncertainty
Individual ambient conditions, installation sites and calibration procedures as well as a slightly
different mounting of the force sensors make each instrumented treadmill a unique measure-
ment system. In order to assess the actual measurement uncertainty, a system-specific evaluation
on site is required.
6.5.1 Related Work
Most methods introduced for the evaluation of measurement uncertainty in force plate or in-
strumented treadmill measurements use high-precision reference sensors to determine the devi-
ations in ground reaction forces, free moment and center of pressure. Cedraro et al. introduced
a calibration procedure for force plates based on a measuring device with a three-dimensional
load cell that was placed at specific contact points on a force plate defined by a spacing template
and loaded through a triangular stage by a human subject [44]. The load cell had a full scale
of 500.0 N for shear forces and 1000.0 N for vertical forces, while hysteresis and nonlinearity
were specified with 0.06 % and 0.05 % of full scale. In order to assess measurement accuracy,
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the measured forces of the load cell and the underlying force plate as well as the coordinates
of the predefined contact points and the center of pressure estimates were compared. Hsieh et
al. proposed a mechatronic device that consisted of a base secured to the ground, an actuated
lever arm with a loading rod and an actuated load carrier with calibration weights that could
be moved along the lever arm [112]. All actuated parts were controlled by electric motor drives
in combination with linear encoders providing an accuracy of 1.25µm. For static and dynamics
force analysis, the loading rod was positioned at distinct contact points on a force plate and
vertical loads ranging from 450.0 N to 1000.0 N were exerted by moving the load carrier and
adding different calibration weights. Center of pressure evaluation at higher loads involved
an operator that stood on the load carrier and shifted from two-leg to one-leg stance to create
greater dynamic forces up to 1400.0 N. Measurement accuracy was evaluated by determining
the reference forces based on a moment equilibrium approach and computing the deviations
with regard to the measured forces and estimated center of pressure. Several studies applied an
instrumented pole operated by a human subject in combination with a motion capture system to
evaluate the uncertainty in force plate and instrumented treadmill measurements. Lewis et al.
used a pole with three markers incorporated into the body and a three-dimensional load cell on
the tip to exert forces in a conical motion to the center and four corners of a force plate [135].
The pole had a length of 1135.0 mm and weight of 1.1 kg. While the load cell recorded the
applied forces, the three markers allowed to track the three-dimensional position and orienta-
tion of the pole as well as the contact point. The load cell was specified with a full scale of
550.0 N for shear forces and 1100.0 N for vertical forces and had a hysteresis and nonlinearity
of 0.2 % and 0.2 % relative to full scale. By transforming the measured forces and contact points
into the reference frame of the force plate, it was possible to assess measurement accuracy for
ground reaction forces and center of pressure. Collins et al. and Sloot et al. employed a similar
approach to test instrumented treadmills [53, 210]. Instead of a three-dimensional load cell,
both studies used one-dimensional load cells and loading plates with shallow chamfered holes
on both tips of the pole to restrict the applied forces to axial loads. No details about the specifi-
cations of the applied load cells were given. Sloot et al. evaluated the measurement uncertainty
of two different instrumented treadmills and reported results with a range of 0.4 - 9.8 N for the
absolute force errors and 0.8 - 20.0 mm for the absolute center of pressure error. For all of these
evaluation methods, a precise knowledge or measurement of the reference forces and reference
application points is required in order to provide an accurate estimation of the measurement
uncertainty.
6.5.2 Uncertainty Quantification
If a precise tracking is ensured, an instrumented pole is a simple and flexible approach to exert
arbitrary force and torque magnitudes at any desired point of the force plate or instrumented
treadmill. By using a reference sensor that can measure force and torque in all three dimen-
sions, a comprehensive evaluation of measurement uncertainties for ground reaction forces,
free moment and center of pressure is possible. For this reason, an instrumented pole with a
high-precision six-dimensional force-torque sensor in combination with the previously assessed
motion capture system was applied to analyze the measurement uncertainty of the instrumented
treadmill. The uncertainty quantification for the motion capture system attested a measurement
accuracy of generally better than 0.1 mm.
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Figure 6.9.: Photograph and schematic diagram of the instrumented pole with eight reflective
markers and six-dimensional force-torque sensor.
Measurement Procedure
The instrumented pole, depict in Figure 6.9, is custom-build and consists of square aluminum
tube with a side length of 23.5 mm and a wall thickness of 1.5 mm. A calibrated six-dimensional
force-torque sensor K6D68 (ME-Meßsysteme, Germany) is mounted between one end of the
pole and a ball tip with a diameter of 40.0 mm. Thus, all loads that are applied to the free end
of the pole are transmitted to the ball tip and can be simultaneously measured with the incor-
porated force-torque sensor. The force-torque sensor is specified with a full scale of 1000.0 N
for shear forces, 2000.0 N for vertical forces as well as 20.0 Nm for the torques about all three
axes. Hysteresis and nonlinearity are rated with 0.1 % and 0.1 % relative to full scale. The force
and torque measurements are recorded at 1000.0 Hz with a measuring amplifier GSV-1A8USB
(ME-Meßsysteme, Germany). The ball tip is made of hardwood and covered with a mixture of
sand and epoxy to increase stiction during the measurements. Eight reflective markers with a
diameter of 19.0 mm are placed on the main pole and a side arm with a length of 150.0 mm.
This marker configuration allows to define a local reference frame in the centerline of the pole
that is aligned to the axes of the force-torque sensor. The location of the markers is only shown
in the schematic diagram, while red markings indicate the attachment points in the photograph.
The pole has a total length of 1020.0 mm and weights 1.4 kg.
The uncertainty quantification was performed on the very same instrumented treadmill with
two force plates for vertical forces and four multi-axis force sensors for the lateral forces that
has been used in the acquisition of the HUMOD database. The evaluation took place in the
same room but had to utilize a modified setup of the three-dimensional motion capture system
due to a limited availability of the cameras. Two OQUS 310+ cameras and four OQUS 300+
cameras with a frame rate of 500.0 Hz were placed around the instrumented treadmill and
focused on a calibrated volume of about 2.0 × 1.0 × 1.0 m above the top of the belt surface.
After the calibration procedure, a standard deviation of 0.451 mm relative to a reference length
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of 300.2 mm was reported. The force sensors of the treadmill were calibrated and set to a frame
rate of 1000.0 Hz. The measurement was divided into three parts framed by an idle time of
10 s at the start and end of the recording. In the first part with a duration of 30 s, discrete
force and motion impulses were applied to all measurement systems by repetitively dropping
the instrumented pole approximately every 5 s from a height of about 20.0 cm onto the belt
surface. During the second part with a duration of 240 s, a trained human operator exerted
static and dynamic forces and torques at several equally distributed application points on the
belt surface in order to produce non-zero and non-uniform reaction forces in all force sensors.
The particular forces and torques were held for approximately 10 s followed by an idle time of
5 s before changing the application point. In the third part with a duration of 30 s, the procedure
of the first part was repeated.
Data Processing
The measurement data comprised time series of the spatial marker motions, forces recorded by
individual force sensors in the treadmill as well forces and torques recorded by the force-torque
sensor in the pole. The statistical evaluation of the measurement uncertainty was performed
with the numerical computing software MATLAB. In a first step, individual force sensor offset
and drift in the instrumented treadmill were compensated with a linear regression based on
the measurements of the unloaded force plates during the idle time of 10 s at the start and end
of the recording. All measurement systems were synchronized based on the discrete force and
motion impulses recorded during the first and third part of the measurement. The measurement
data of each measurement system was transformed into a reference frame in accordance with
internationally recognized recommendations for biomechanical reference frame notation [249].
The reference frame of the treadmill with the origin in the center of the rectangle spanned by
the left and right force plates projected to the top of the belt surface was defined as the global
reference frame. In a second step, all force and torque measurements were filtered using a
sixth-order zero-lag low-pass filter with a cut-off frequency of 50.0 Hz. A Kalman smoother with
constant jerk model was applied to estimate the spatial position and orientation of the pole
relative to the global reference frame. In order to account for inertial and gravitational effects
introduced by the ball tip and the attached mounting, the corresponding forces and torques were
computed and subtracted from the measurements of the force-torque sensor based on estimates
for mass, center of mass and inertia tensor of the affected components in combination with the
recorded spatial motion trajectories. In a third step, the reference values for the ground reaction
forces G ∈ R3 in all spatial dimensions, the free moment Γ ∈ R about the y-axis and the center
of pressure ζ ∈ R2 in the ground plane recorded during the second part of the measurement
were obtained by transforming the compensated measurements of the force-torque sensor into
the global reference frame and determining the positions of the application points from motion
capture data as well as a geometric model of the ball tip. The corresponding measurement
values of the treadmill were derived from the individual force sensor measurements [230]. In
a fourth step, the measurement deviations εG ∈ R3, εΓ ∈ R and εζ ∈ R2 were computed by
subtracting the reference values obtained with the force-torque sensor from the measurement
values of the treadmill and described by appropriate Johnson distributions and a Gaussian cop-
ula. In addition to this average rating of the measurement uncertainty, a possible dependency
on the absolute magnitude of the ground reaction force ‖G‖2 ∈ R was considered by dividing
the measurement deviations into six classes with a width of 50.0 N and characterizing each indi-
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Figure 6.10.: Force-dependent measurement uncertainty of the instrumented treadmill relative
to the absolute magnitude of the ground reaction force.
vidual class with suitable Johnson distributions and a Gaussian copula. The sixth class contains
all data points with force magnitudes larger than 250.0 N. By this segmentation, it is ensured
that each class comprises more than 13,000 data points. During the measurements, the exerted
forces reached maximum values of 100.2 N in the x-axis, 447.9 N in the y-axis and 144.6 N in
the z-axis, while the applied torque about the y-axis had a maximum value of 0.676 Nm.
6.5.3 Results
The results of the uncertainty quantification for the instrumented treadmill relative to the abso-
lute magnitude of the ground reaction force are shown in Figure 6.10. Adopting the structure
of a box plot, the bold black lines represent the median values, whereas the gray and light gray
areas represent probability intervals of 50 % and 95 % for the individual Johnson distributions.
All ratings imply considerable measurement deviations for the regarded measurands. While the
variability of the ground reaction forces and the free moment clearly increases with larger force
magnitudes, the center of pressure estimates rather gain precision. The reason for this reciprocal
relation is a division by the vertical component of the ground reaction force in the calculation
of the center of pressure. With rising values of the vertical component, uncertainties in other
involved measurands are of less consequence and the variability of the estimate is reduced. In
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Figure 6.11.: Average measurement uncertainty of the instrumented treadmill with correspond-
ing Johnson distribution types and coefficients.
addition to the changes in precision, the median values as indicators for systematic errors vary
over the force magnitudes. Particularly, the lateral ground reaction force in the x-axis and the
free moment are affected by increasing median values for ascending force magnitudes. The
standard deviations for the ground reaction forces range from 1.407 N in the second class re-
garding the x-axis to 5.445 N in the sixth class regarding the y-axis. For the free moment, the
standard deviations lie between 0.549 Nm in the first class and 1.856 Nm in the sixth class. The
standard deviations for the center of pressure alter within 9.098 mm in the sixth class regarding
the z-axis and 78.8 mm in the first class regarding the x-axis.
The averaged rating of the measurement uncertainty over all magnitudes of the ground reaction
force is presented in Figure 6.11. For the individual probability distributions, the median and
mean values as well as the corresponding Johnson distribution types and coefficients γ j, δ j, λ j,
ξ j are provided. Small deviations between the median and mean values exhibit slight asym-
metries in the distributions for some measurands. As in the force-dependent evaluation of the
measurement uncertainty, the lateral ground reaction force in the x-axis and the free moment
have median and mean values that differ substantially from zero. Also, the other measurands
but the center of pressure in the x-axis are affected by notable offsets. The standard deviations
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Table 6.3.: Copula covariance matrix of the average measurement uncertainty for the instru-
mented treadmill.
Σc εG,X εG,Y εG,Z εΓ εζ,X εζ,Z
εG,X 0.0833 ∗ ∗ ∗ ∗ ∗
εG,Y -0.0154 0.0382 ∗ ∗ ∗ ∗
εG,Z -0.0244 0.0101 0.0558 ∗ ∗ ∗
εΓ 0.0379 -0.0265 0.0054 0.0712 ∗ ∗
εζ,X -0.0117 0.0014 0.0060 -0.0016 0.00731 ∗
εζ,Z 0.0082 0.0149 -0.0276 -0.0275 -0.0062 0.0850
for the ground reaction forces lie between 3.149 N in the z-axis and 3.961 N in x-axis, while
the standard deviations for the center of pressure range from 10.8 mm in the z-axis to 18.2 mm
in x-axis. The standard deviation of the free moment has a value of 1.976 Nm. The copula
covariance matrix Σc that models the correlation among the individual marginal distributions is
given in Table 6.3.
6.5.4 Discussion
The quantification of the measurement uncertainty for the instrumented treadmill reveals sig-
nificant measurement deviations in ground reaction forces, free moment and center of pres-
sure. The found measurement uncertainties partially exceeded the evaluation results reported
by Sloot et al. for two other instrumented treadmills. Whereas the ground reaction forces
directly result from adding up the measurement values of the respective force sensors, free mo-
ment and center of pressure are calculated in several steps that involve measurement values of
multiple force sensors as well as geometric parameters of the treadmill [230]. Therefore, mea-
surement errors in the force sensors affect all measurands but potentially have a larger impact
on the estimation of free moment and center of pressure. The reciprocal relation between the
magnitude of the ground reaction force and the precision in the center of pressure is a conse-
quence of this interdependency. The considerable off-diagonal entries in the copula covariance
matrix are another indicator for the correlation among the individual measurands.
Potential limitations in the applied measurement procedure are the modified setup of the mo-
tion capture system as well as rather small force and torque magnitudes compared to the values
which can be expected in biomechanical measurements. Due to the changed arrangement with
fewer cameras, the good tracking performance that has been found in the corresponding un-
certainty quantification cannot be guaranteed for this investigation. Nevertheless, the standard
deviation which was reported after the calibration procedure indicated less variance than in the
original setup with more cameras and a larger calibrated volume. For this reason, a similar or
even better tracking performance can be expected. The limited force and torque magnitudes
result from the manual operation of the instrumented pole. For a more comprehensive un-
certainty quantification, the mechanical setup could be modified by providing a stage for the
human operator in order to use the body weight as a primary source for the applied forces and
torques. With the manual operation, the exerted vertical forces were only slightly lower than the
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average forces in the walking and kicking motions performed by the female subject but about
three times smaller than the maximum forces in the running motion performed by the male sub-
ject. Furthermore, the uncertainty quantification focuses on the instrumented treadmill without
accounting for additional uncertainty sources like the parametrized transition functions used
in the data processing of the biomechanical measurements to decompose the measured lateral
ground reaction forces [232]. These transition functions are based on averaged measurements
with different subjects and therefore can only approximate the actual subject-specific force char-
acteristics. Despite these limitations, the acquired results provide a proximate but reasonable
quantification for the measurement uncertainty of the applied instrumented treadmill. The ob-
tained statistical models allow to consider realistic measurement deviations for ground reaction
forces, free moment and center of pressure in the uncertainty and sensitivity analysis of the
inverse dynamics simulation.
6.6 Conclusion
High variances in motion capture and force plate measurements substantially affect the track-
ing of body segments and the estimation of ground reaction forces which can have a significant
impact on derived model parameters and simulation results. The presented uncertainty quan-
tification for important uncertainty sources in the acquisition of biomechanical measurements
provides an essential foundation for the uncertainty and sensitivity analysis of human motion
dynamics simulations. The obtained statistical models for anatomical landmark misplacement,
soft tissue artifacts and measurements errors in the applied motion capture system and instru-
mented treadmill have been derived from experimental investigations with the actual subjects
and measurements systems or from suitable computational models described in literature. This
approach ensures on one hand good compatibility with the biomechanical measurements used
in the inverse dynamics simulation considered in this thesis and gives on the other hand new
insights into the relation between the different uncertainty sources in modern measurement
systems.
The results of the experimental investigation on anatomic landmark misplacement yield re-
peatability and reproducibility estimates for thirty-six anatomical landmarks of the female and
male subject considering existing correlations between the spatial dimensions. For probabilis-
tic modeling approaches, three-dimensional sampling points of the surrounding skin surface
enable an anatomically correct sampling. The exemplary uncertainty analysis of soft tissue
artifacts based on a sinusoidal model presented in literature shows that the dynamic marker
deviations have a strong impact on joint trajectory estimation and cannot be fully compensated
by the application of an extended Kalman smoother. The uncertainty quantification for the ap-
plied measurement systems leads to mixed results. While the expectable measurement errors in
motion capture are rather negligible compared to the other regarded uncertainty sources, the
measurement uncertainty of the instrumented treadmill eminently impairs the determination
of ground reaction forces, free moment and center of pressure. With regard to these results,
anatomic landmark misplacement, soft tissue artifacts as well as measurement uncertainties of
the instrumented treadmill are further considered in the uncertainty and sensitivity analysis of
the inverse dynamics simulation.
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7 Uncertainty Analysis of Joint Center Estimation
The estimation of joint center locations is an important requirement for the definition of the
individual body segments and the kinematic structure of the biomechanical model. Personal-
ized estimates for the considered joints are typically calculated from motion capture data in
combination with an appropriate regression model. Uncertainties in the regression parameters
therefore influence the derived anthropometric parameters and joint trajectories but also affect
the results of the inverse dynamics simulation [178]. Figure 7.1 illustrates the involvement of
this uncertainty source in the inverse dynamics procedure.
7.1 Related Work
There are two common approaches for estimating the joint center locations in biomechanical
studies. In the functional method, joint center locations are estimated as the pivot point of the
three-dimensional relative motion between the adjacent body segments. This approach allows
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Figure 7.1.: Uncertainty propagation in joint center estimation based on an appropriate regres-
sion model.
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for accurate and subject-specific estimates but requires an adequate motion range in the consid-
ered joints which might exclude elderly or pathological subjects and is often based on persistent
exciting trajectories that have to be specifically regarded in the measurement protocol. Lear-
dini et al. [129] and Camomilla et al. [37] for example identified the hip joint center with the
functional method, whereas Schwartz and Rozumalski [204] simultaneously estimated the hip
and knee joint centers. The predictive method utilizes statistical relations between anatomical
landmarks and joint center locations by providing regression equations with particular regres-
sion parameters for female and male subjects. Except for the hip joint center, these models
typically involve two or three anatomical landmarks and are specified by one or two param-
eters for each joint. Besides the spatial position of the necessary anatomical landmarks, this
approach does not require any additional information or preparation and is therefore widely
adopted in biomechanical and medical studies. Dempster conducted the first large-scale effort
to provide regression equations for joint center estimation by taking systematic measurements
on dissected cadavers of male subjects [63]. Snyder et al. used radiographs of male volunteers
to investigate joint center locations in sitting and standing postures as well as the relation be-
tween markers on the skin surface and the underlying joints [211]. Based on measurements
from preserved specimens of a skeleton collection, Reynolds et al. determined spatial positions
of several anatomical landmarks on the pelvis for male and female subjects [179]. Reed et
al. published a comprehensive regression model for various joints together with the associated
regression parameters for female and male subjects with focusing on typical postures of auto-
mobile occupants [177]. The model was derived from measurement data of twenty-five female
and male subjects provided by Schneider and Robbins [183, 184, 197] as well as joint center
estimates largely based on the findings from Dempster, Snyder et al. and Reynolds et al. In
a study about anthropometric parameter estimation, Dumas et al. applied this model for the
determination of hip, shoulder, lower neck and lower lumbar joint locations but assumed a co-
incidence with the midpoint between a lateral and a medial anatomical landmark for all other
joints [66]. In a later study, Dumas et al. also included the upper lumbar joint by approximat-
ing the spatial position with a Kriging interpolation approach [68]. Several additional studies
provide other suitable regression models but rather focus on individual body segments or joints,
e.g., [56, 102, 205].
Existing studies on the uncertainty in joint center estimation mainly address the hip joint. Bell
et al. compared the hip joint centers estimated by one functional and two predictive methods
reported in literature with an orthogonal pair of radiographs on seven male subjects [29]. All
of the tested approaches had a deviation of at least 20.0 mm and showed a significant variation
in repeated trials. Leardini et al. assessed another set of functional and predictive methods
on eleven male subjects by a comparison with results of a Roentgen stereophotogrammetric
analysis [129]. The two predictive methods had an average root mean square error of up
to 30.0 mm, while the functional method performed much better with an average root mean
square error of 13.0 mm. Sangeux et al. used three-dimensional ultrasound as reference for a
comparison of two predictive and five functional methods on nineteen subjects of unspecified
gender [196]. The results revealed an average absolute error of 15.0 mm for the best functional
method and 16.0 mm for the best predictive method. Andersen et al. evaluated three predictive
methods including the two methods studied by Sangeux et al. against measurements based
on computerized tomography for eighteen female and male subjects with metal-on-metal hip
resurfacing arthroplasty [10]. The found deviations for the individual methods ranged from
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15.0 mm to 21.0 mm. All these results indicate the expectable variance in hip joint centers but
do not give any information about uncertainties in other joints. In order to investigate the
impact of joint center uncertainty on the estimation of joint torques in an inverse dynamics
simulation, Stagni et al. [215] and Reinbolt et al. [178] performed an uncertainty analysis for
walking motions. Stagni et al. used a local analysis and imposed three-dimensional offsets of
up to 30.0 mm in the hip joint based on the results provided by Leardini et al., while Reinbolt
et al. applied a global analysis with a Monte Carlo simulation and assumed three-dimensional
offsets of up to 10.0 mm in hip, knee and ankle joints. Both studies found significant effects on
the estimated joint torques in the lower limbs.
7.2 Contribution
The presented uncertainty analysis is, to the best of the author’s knowledge, the first exten-
sive evaluation of variances in all parameters of two comprehensive regression models for joint
center estimation in female and male subjects. Because of the limited availability of suitable
reference data, an indirect approach has been applied that exploits statistical properties of
anatomical landmarks reported in literature to derive the expectable uncertainty in the con-
sidered regression parameters. The required information has mostly been extracted from the
same data collections that were originally used to define the individual regression models. This
procedure avoids ambiguous transformations between different reference frames or geometric
definitions and ensures the best possible compatibility. In contrast to previous studies, the evalu-
ation is not restricted to a single joint but comprises the most relevant joints for a biomechanical
simulation of human locomotion. The obtained statistical models provide appropriate represen-
tations of the uncertain regression parameters and enable to assess the impact of variations in
joint center estimation within the uncertainty and sensitivity analysis of the inverse dynamics
simulation.
7.3 Uncertainty Analysis
Due to the high practical relevance, the focus of the uncertainty analysis was put on the com-
prehensive regression models provided by Reed et al. and Dumas et al. The model by Reed
et al. can be applied with a reduced set of anatomical landmarks and covers all major joints
but the wrist joint. The model by Dumas et al. forms an important basis for the estimation of
anthropometric parameters and introduces additional relations for joints in arms and legs. In
the biomechanical model described in Chapter 3, the definitions given by Dumas et al. have
been adopted for almost all joints. Only the definition for the elbow joint is taken from Reed at
al., while the wrist joint is not considered.
7.3.1 Model Definition
The definitions for all relevant regression parameters of both models are illustrated in Fig-
ure 7.2. The joint center locations are estimated by adding a suitable spatial vector, shown in
red, to a given reference point. The magnitude of the vector results from the multiplication of
a particular reference length Li ∈ R with i = 1 . . . 8 by a corresponding linear parameter α ∈ R.
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Figure 7.2.: Definitions of regression parameters for joint center estimation in the regression
models provided by Reed et al. [177] and Dumas et al. [66, 68].
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The reference lengths, indicated in green, are defined by two anatomical landmarks or other
joint centers. For three joints, an additional angular parameter β ∈ R, highlighted in blue, is
specified that determines the direction. Otherwise, the direction is given by a line connecting
two anatomical landmarks or other geometric relations. The lower neck joint for example is
determined by the anatomical landmarks C7 and SUP as well as the parameters αLNJ and βLNJ .
The spatial position of the joint center is computed by multiplying the reference length L1 that
equals to the distance between C7 and SUP by the parameter αLNJ and rotating the result about
an axis perpendicular to the sagittal plane in the reference point C7. In addition to the anatom-
ical landmarks that were applied in the biomechanical measurements described in Chapter 5,
Dumas et al. use the radial styloid (RS) landmark and ulnar styloid (US) landmark on the wrist
as well as the sphyrion (SPH) landmark on the ankle. A list of definitions and an index of ab-
breviations for these anatomical landmarks are provided in Appendix A.2. The influence of the
spatial difference between the SPH landmark and the MM landmark which is included in the
spatial motion data of the biomechanical measurements is assumed to be negligible.
Both regression models utilize identical definitions for the joints in the torso, whereas the defini-
tions for joints in arms and legs vary. A superscript R marks parameters that are used exclusively
in the model by Reed et al. and a superscript D indicates parameters which are only applied by
Dumas et al. The reference values for all regression parameters were re-calculated based on def-
initions and measurement data specified in the respective publications. Disagreements between
re-calculated and originally stated values were discussed with Matthew Reed and Raphaël Du-
Table 7.1.: Reference regression parameters for joint center estimation in female and male sub-
jects comprising linear parameters α and angular parameters β .
α in % β in deg
Joint Parameter female male Parameter female male
LNJ αLNJ 52.8 54.8 βLNJ 13.7 7.7
SJ αSJ 35.8 33.4 βSJ -4.6 -11.3
EJ αDEJ 50.0 50.0 - - -
αREJ 15.5 14.0 - - -
WJ αWJ 50.0 50.0 - - -
ULJ αULJ 49.9 51.9 βULJ -91.9 -94.2
LLJ αLLJ ,X -26.5 -26.9 - - -
αLLJ ,Y 0 0 - - -
αLLJ ,Z 15.8 12.8 - - -
HJ αHJ ,X -19.7 -20.9 - - -
αHJ ,Y -37.2 -36.1 - - -
αHJ ,Z -27.1 -28.3 - - -
KJ αDKJ 50.0 50.0 - - -
αRKJ 12.6 11.9 - - -
AJ αDAJ 50.0 50.0 - - -
αRAJ 8.7 8.4 - - -
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mas and have been updated accordingly. The updated reference values are listed in Table 7.1.
Side-dependent values are assumed to be symmetric and exemplarily given for the right body
side. By changing signs as appropriate, the values can be translated to the left body side.
The definitions for hip and lower lumbar joints slightly differ from the other definitions. The
joint center locations are given relative to a reference frame on the bony surface of the pelvis,
marked by a subscript B, that is derived from a reference frame on the skin surface, indicated by
a subscript S. The common y-axis of both reference frames is specified by the line connecting
the ASIS landmarks and points to the left. A projection of the PS landmark onto the y-axis
provides the origin of the skin reference frame, where the line connecting this origin with the
PS landmark defines the zS-axis. The xS-axis is mutually perpendicular to the y- and zS-axes.
In order to determine the bone reference frame, the ASIS and PS landmarks are shifted by flesh
margins given in the skin reference frame. Reed et al. state flesh margins of -10.0 mm on the
xS-axis for the ASIS landmarks and -17.7 mm on the xS and zS-axes for the PS landmark. With
using the shifted anatomical landmarks, the bone reference frame is constructed in the same
way as the skin reference frame. The joint center locations for lower lumbar and hip joints are
computed by multiplying the reference length L2 which represents the distance between the
ASIS landmarks by the parameter vectors αLLJ ∈ R3 and αHJ ∈ R3 and adding the resulting
vector to the origin of the bone reference frame.
7.3.2 Analysis Procedure
A major limitation in the uncertainty analysis of joint center estimation is the lack of available
reference data for actual joint center locations. Data collections with related measurement
data, e.g., [183, 184, 197], at most provide the means and standard deviations for the applied
anatomical landmarks but do not contain any information about the dispersion of joint center
locations. Smaller studies that use medical imaging technology, e.g., [10, 129, 196], usually
have not published the measured joint center locations and mostly focus on only a single joint.
For this reason, the uncertainty in the presented regression models for joint center estimation
has been analyzed based on means and standard deviations for anatomical landmarks reported
by Schneider and Robbins [183, 184, 197] as well as Reynolds et al. [179] in combination with
a Kriging interpolation approach that has previously been applied for the localization of joint
centers by Dumas et al. [68].
The basic assumption in this uncertainty analysis is that the known variations in anatomical
landmarks interrelate with the unknown variances of adjacent joint centers. An important re-
quirement for the assessment of this relation is the possibility to properly estimate joint center
locations with regard to uncertain samples of anatomical landmarks drawn from the reported
means and standard deviations. This can be achieved with Kriging interpolation that originally
emerged from natural resources evaluation in geostatistics and provides a linear unbiased esti-
mator for a random function specified by a set of known sampling points [226]. The principle is
to compute the parameters of the linear estimator based on two datasets. The first dataset com-
prises the mean coordinates of relevant anatomical landmarks as well as the coordinates of the
considered joint centers estimated with the mean coordinates. The second dataset only contains
an uncertain sample of the same anatomical landmarks that is computed by sampling random
offsets from the specified standard deviations and adding these offsets to the mean coordinates.
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For the sampling, a Gaussian distribution is assumed. The obtained linear estimator now allows
to interpolate the unknown joint center locations for the given uncertain samples.
The coordinates of an unknown joint center

xˆ j yˆ j zˆ j
T
relative to an uncertain sample of
anatomical landmarks are estimated from the coordinates of the corresponding joint center
v j =

x j y j z j
T
given for the mean coordinates of the same anatomical landmarks considering the uncertain
coordinates

xˆa,i yˆa,i zˆa,i
T
and mean coordinates
v a,i =

xa,i ya,i za,i
T
of n anatomical landmarks. Following the Kriging interpolation approach applied by Dumas et
al., the linear estimator consists of a linear polynomial of coordinates plus a weighted average
of interpoint distances and is given by
xˆ j = a1,X + a2,X x j + a3,X y j + a4,X z j +
n∑
i=1
bi,X‖v j − v a,i‖2,
yˆ j = a1,Y + a2,Y x j + a3,Y y j + a4,Y z j +
n∑
i=1
bi,Y‖v j − v a,i‖2,
zˆ j = a1,Z + a2,Z x j + a3,Z y j + a4,Z z j +
n∑
i=1
bi,Z‖v j − v a,i‖2.
The estimator parameters a and b are determined by solving a system of linear equations for
the uncertain and mean coordinates of the n anatomical landmarks such that
Xˆ
0

=

H X
X T 0
 
B
A

with
A=
a1,X a1,Y a1,Za2,X a2,Y a2,Za3,X a3,Y a3,Z
a4,X a4,Y a4,Z
 , B =
b1,X b1,Y b1,Z... ... ...
bn,X bn,Y bn,Z
 ,
X =
1 xa,1 ya,1 za,1... ... ... ...
1 xa,n ya,n za,n
 , Xˆ =
 xˆa,1 yˆa,1 zˆa,1... ... ...
xˆa,n yˆa,n zˆa,n
 .
The elements hk,l of the matrix H ∈ Rn×n with k = 1 . . .n and l = 1 . . .n equal to the interpoint
distances ‖v a,k− v a,l‖2. A detailed derivation of the Kriging interpolation equations is provided
by Trochu [226].
The uncertainty analysis has been performed by applying the framework described in Chap-
ter 4 without regarding sensitivities. Knee and ankle joints as well as shoulder, elbow and wrist
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Figure 7.3.: Example for uncertain joint center locations in hip, knee and ankle joints of female
subjects based on the Kriging interpolation approach with 1,000 samples.
joints were assessed in groups based on the Gaussian distributions of eight and thirteen rele-
vant anatomical landmarks. The lower neck, upper lumbar, lower lumbar and hip joints were
evaluated individually with the Gaussian distributions of seven, ten, four and three relevant
anatomical landmarks. In total, twelve Monte Carlo simulations were conducted to analyze the
regression parameters for female and male subjects. For the lower lumbar and hip joints, the
data for small female and medium male subjects reported by Reynolds et al. was used, while
all other joints were assessed based on the data for small female and medium male subjects
provided by Schneider and Robbins. In a study about the localization of the pelvis in an au-
tomobile seat, Park et al. estimated the variations in the flesh margin for the ASIS landmarks
and found standard deviations of 5.6 mm in horizontal direction and 4.7 mm in vertical direc-
tion from measurements on ninety female and male subjects which correspond to about 50 % of
the reported flesh margin [168]. This result was applied to the considered flesh margins for the
ASIS and PS landmarks and a Gaussian distribution with a standard deviation of 50 % relative to
the respective absolute values was assumed. Reed et al. defined an offset vector with a length of
10.0 mm to determine the location of the lower lumbar joint from anatomical landmarks in the
pelvis. For this offset vector, a Gaussian distribution with a standard deviation of 10 % relative
to the length was used.
In each trial of the Monte Carlo simulation, an uncertain sample of the involved anatomical
landmarks was drawn from the specified Gaussian distributions and the corresponding joint
center locations were estimated with the described Kriging interpolation approach. This process
is exemplarily illustrated in Figure 7.3 for 1,000 samples in hip, knee and ankle joints regarding
the parameters for female subjects. The uncertain samples of two relevant anatomical land-
marks, indicated by the faith red and blue points, as well as the resulting joint centers, marked
by the gray points, are shown in transverse plane. The equivalent mean coordinates are repre-
sented by the strong red, blue and black points. Based on the estimated joint center locations,
the particular regression parameters were derived from the defined relations and the observed
variability of each parameter was modeled by an appropriate Johnson distribution. Correlations
between associated parameters were described by a Gaussian copula. Unfortunately, the re-
ported statistical properties for the anatomical landmarks do not contain any covariances which
implies that all samples have to be treated as independent random variables. This simplifica-
tion can induce anatomically invalid arrangements of anatomical landmarks and joint center
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Table 7.2.: Copula covariance matrix for regression parameters of joint centers in the female leg.
Σc αHJ ,X αHJ ,Y αHJ ,Z α
D
KJ α
R
KJ α
D
AJ α
R
AJ
αHJ ,X 0.0000 ∗ ∗ - - - -
αHJ ,Y 0.0000 0.0829 ∗ - - - -
αHJ ,Z 0.0000 0.0005 0.0001 - - - -
αDKJ - - - 0.0497 ∗ ∗ ∗
αRKJ - - - 0.0009 0.0323 ∗ ∗
αDAJ - - - 0.0423 -0.0083 0.0798 ∗
αRAJ - - - 0.0040 0.0101 -0.0104 0.0775
locations. For this reason, several plausibility checks have been implemented that examine each
drawn sample together with the resulting joint center and discard the respective trials in the
case of failure. Most of the plausibility checks validate if the estimated joint center location
lies between two bounding points or within a reasonable bounding region defined by adjacent
anatomical landmarks. The relative threshold limit for convergence was set to 10−4 and the
individual batches comprised 40,000 trials. In addition, a minimum limit of 1,000,000 trials
was specified.
7.4 Results
The number of trials after which the individual Monte Carlo simulations were terminated ranged
from 1,000,000 trials to 2,400,000 trials. The resulting probability distributions for the regres-
sion parameters in the legs of female and male subjects are presented in Figure 7.4 and 7.5.
Besides the median and mean values, the specified reference values, marked by the dotted
black lines, are given for comparison. For each distribution, the corresponding Johnson distri-
bution types and coefficients γ j, δ j, λ j, ξ j are provided. The copula covariance matrices Σc
that model the correlation among the individual marginal distributions are given in Table 7.2
and 7.3. Not all entries of the copula covariance matrices are populated because of the indi-
vidual Monte Carlo simulations for single or grouped joints. The results for all other joints are
listed in Appendix A.8.
Table 7.3.: Copula covariance matrix for regression parameters of joint centers in the male leg.
Σc αHJ ,X αHJ ,Y αHJ ,Z α
D
KJ α
R
KJ α
D
AJ α
R
AJ
αHJ ,X 0.0827 ∗ ∗ - - - -
αHJ ,Y 0.0000 0.0000 ∗ - - - -
αHJ ,Z 0.0036 0.0000 0.0084 - - - -
αDKJ - - - 0.0548 ∗ ∗ ∗
αRKJ - - - 0.0003 0.0829 ∗ ∗
αDAJ - - - 0.0290 -0.0138 0.0340 ∗
αRAJ - - - 0.0005 0.0139 -0.0076 0.0834
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Figure 7.4.: Regression parameter uncertainty for joint centers in the female leg with corre-
sponding Johnson distribution types and coefficients.
In most of the obtained distributions, the median and mean values are very similar which indi-
cates a high symmetry. The only exceptions with slight differences are the linear and angular
parameters for the upper lumbar joint as well as the linear parameter for the shoulder joint.
Additionally, the median and mean values almost always conform with the specified reference
values. This conformity supposes that the reference values which have been calculated from the
mean coordinates of the involved anatomical landmarks are good representations for the actual
distributions. Small deviations can be found in the linear parameter for the elbow joint used
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Figure 7.5.: Regression parameter uncertainty for joint centers in the male leg with correspond-
ing Johnson distribution types and coefficients.
by Dumas et al. as well as the linear parameters for the lower lumbar joint in x- and z-axis.
The standard deviations for the linear parameters range from 0.113 % in the male wrist joint to
19.8 % in the female upper lumbar joint, while the standard deviations for the angular parame-
ters lie between 10.8 ◦ in the male lower neck joint and 24.4 ◦ in the female upper lumbar joint.
The relative standard deviations of the regression parameters with respect to the provided non-
zero reference values reach up to 296.3 % for female subjects and 140.6 % for male subjects.
The relative interquartile range that is defined by the difference between the 75 th percentile
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and the 25 th percentile divided by the median value has a minimum of 0.254 % in the male
wrist joint and a maximum of 403.5 % in the female shoulder joint. On average, the relative
interquartile ranges of the parameters for female subjects are 30.4 % larger than the parameters
for the male subjects. The linear parameter of the lower lumbar joint in the y-axis is excluded
from this interpretation of the relative interquartile ranges because its median and mean values
are very close to zero.
7.5 Discussion
The uncertainty analysis of regression parameters in joint center estimation based on means and
standard deviations of anatomical landmark locations reported in literature reveal substantial
variances in many of the considered linear and angular parameters. In general, the parameters
for female subjects have a higher variability than the parameters for male subjects which is not
directly evident from the original standard deviations. The most probable explanation for this
effect is that particular anatomical landmarks have a high influence on the obtained joint center
estimates and dominate the analysis. Furthermore, angular parameters as well as linear param-
eters for legs and arms used by Reed et al. exhibit rather large uncertainties. The first finding
presumably results from the fact that even small spatial deviations in joint center estimates are
amplified by the distance to the rotation center, while the second finding might follow from the
reduced set of involved anatomical landmarks.
A validation of the found uncertainties is quite difficult because there is no applicable reference
data for most of the considered joints. Only for the hip joint, various studies have investigated
the expectable uncertainty of different predictive methods mainly with male subjects. The re-
ported error ratings lie between 16.0 mm and 30.0 mm. The standard deviations of the three
linear parameters in the hip joint for male subjects acquired in the uncertainty analysis amount
to 2.437%, 2.841 % and 3.445 % in x-, y- and z-axis. With adopting a value of 230.0 mm for the
reference length L2 of an average male subject from Reynolds et al. and approximately assum-
ing a Gaussian distribution, an absolute error of 11.7 mm for one sigma, 23.4 mm for two sigma
and 35.1 mm for three sigma can be deduced. Since the three-sigma interval covers more than
99.7 % of the distribution, the absolute error of 35.1 mm can be regarded as an upper bound
which occurs very rarely. These characteristics correspond quite well with the reported error
ratings and support the fundamental validity of the uncertainty analysis.
Nevertheless, there are several potential limitations. The restricted availability of reference data
enforces an indirect approach. The assumed interrelation between the variability in anatomical
landmarks and joint centers might seem plausible but is not fully evidenced by existing studies.
The Kriging interpolation approach introduces further uncertainties by applying an efficient but
proximate linear estimator for this interrelation. In addition, it is debatable if the implemented
plausibility checks are able to compensate the influence of the missing covariances. The un-
derlying measurement data was partially taken from seated subjects and the model by Reed
et al. was created with a focus on automobile occupants. With this postural restriction, the
estimation results might not be completely transferable to general human motions due to the
deformation of the torso segment and the bent legs. Besides the actual variability in anatomical
landmarks, the reported standard deviations also contain measurement errors and anatomical
landmark misplacement. Though, a rather high accuracy can be expected for the data provided
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by Reynolds et al. due to the direct measurements on preserved specimens of pelvis bones.
Altogether, the presented results provide an approximate but representative assessment of the
uncertainty in a comprehensive set of regression parameters for joint center estimation. The
obtained statistical models enable a reasonable consideration of expectable variations in joint
center estimates for the uncertainty and sensitivity analysis of human motion dynamics.
7.6 Conclusion
Uncertainties in regression parameters for joint center estimation can have a substantial influ-
ence on the results of an inverse dynamics simulation because kinematic and dynamic properties
of the biomechanical model depend on the derived joint center locations. The presented uncer-
tainty analysis provides a fundamental and broad evaluation of variations in linear and angular
parameters of two comprehensive regression models. Both models cover the most relevant joints
for a biomechanical simulation of human locomotion. One of the models can be applied with
a reduced set of anatomical landmarks in legs and arms, while the other model requires addi-
tional anatomical landmarks but has been used in the definition of an estimation procedure for
anthropometric parameters. The obtained statistical models have been calculated based on the
assumption that variations in anatomical landmarks interrelate with variances of adjacent joint
center locations. This approach allowed to apply statistical properties of anatomical landmarks
reported in literature to approximate the uncertainty of individual regression parameters. The
results show significant variations in all linear and angular parameters, where the variability of
parameters for female subjects is higher on average. These findings form a reasonable basis for
the uncertainty and sensitivity analysis of the inverse dynamics simulation but also indicate that
further studies are required to refine existing regression models and extend biomechanical data
collections by accurate measurements of joint center locations.
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8 Uncertainty and Sensitivity Analysis of Anthropometric Parameter Estimation
Anthropometric parameters comprise length, mass, center of mass and inertia tensor of the
body segments and define the kinematic and dynamic properties of the biomechanical model.
While the segment lengths are defined by the distances between the joint center estimates,
the other anthropometric parameters result from the mass distribution of the body segments.
Personalized anthropometric parameters are typically estimated from the individual body mass
and joint center locations in combination with an appropriate regression model. Uncertainties
in the involved regression parameters and body segment lengths potentially affect the derived
joint trajectories as well as the results of the inverse dynamics simulation [175]. Figure 8.1
illustrates the involvement of this uncertainty source in the inverse dynamics procedure.
8.1 Related Work
Various methods have been proposed to obtain subject-specific anthropometric parameters. An
overview of the applied techniques and the historical background is provided by Nigg and Her-
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Figure 8.1.: Uncertainty propagation in anthropometric parameter estimation based on an ap-
propriate regression model.
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zog [156] as well as Zatsiorsky [260]. In general, anthropometric parameters can be directly
measured on cadavers, e.g., [52, 63], and indirectly measured on living subjects through vol-
ume measurements together with an approximation of the density distribution, e.g., [145, 255],
or medical imaging techniques, e.g., [71, 213]. For biomechanical simulations, typically only
indirect measurement approaches can be applied which are rather expensive, time-consuming
or expose human subjects to harmful radiations. For this reason, personalized anthropometric
parameters are commonly estimated with scaling methods or regression models.
Scaling methods apply a generic biomechanical model that is scaled to match the anthropometry
of an individual subject based on the body mass and personalized motion capture data [62]. In a
first step, scaling factors are calculated for each body segment with respect to relative distances
between pairs of anatomical landmarks evident in the generic model as well as the personalized
motion capture data. These scaling factors are used in a second step to adjust model parameters
including segment lengths and joint center locations as well as inertial parameters. In addition,
it is possible to scale other length-based model parameters such as muscle lengths or lever
arms. The application of scaling methods is quite expedient if an appropriate generic model and
personalized motion capture data are available. The uncertainty of the obtained anthropometric
parameters depends on the quality and applicability of the generic model as well as variances
in the body mass measurement and motion capture data. The model parameters of available
generic models typically represent an adult male subject derived from different measurements
on limited populations of Caucasian subjects, e.g., [40, 174].
Regression models use statistical methods for estimating the relationship between the unknown
anthropometric parameters and easy to measure variables. Although there is evidence that
nonlinear regression equations yield better approximations of relevant parameters [254], com-
mon regression models, e.g., [58, 66], are based on linear regression equations. In these
linear models, personalized anthropometric parameters are computed with multiplying subject-
specific measurements such as body mass or segment lengths by constant regression parameters.
Three comprehensive and widely used regression models for the estimation of anthropometric
parameters in adult subjects are the model by Winter [242] obtained from measurements by
Dempster [63], the model by de Leva [58] based on measurements by Zatsiorsky et al. [261]
as well as the model by Dumas et al. [66, 67, 68] derived from measurements by McConville
et al. [145] and Young et al. [255]. Dempster applied equilibrium and pendulum methods to
directly measure the anthropometric parameters of eight Caucasian male cadavers (68.5 yrs,
169.0 cm, 59.6 kg. Zatsiorsky et al. indirectly measured the anthropometric parameters of one
hundred Caucasian male subjects (23.8 yrs, 174.1 cm, 73.0 kg) and fifteen Caucasian female
subjects (19.0 yrs, 173.5 cm, 61.9 kg). Body segment dimensions and inertial parameters were
determined by approximating the human body with a set of rectangular cuboids and using den-
sity measurements obtained from frontal gamma-ray scans. In each cuboid, the center of mass
was assumed to be at the geometrical center and the principal axes of inertia were expected
to be aligned with the axes of symmetry. McConville et al. and Young et al. indirectly mea-
sured the anthropometric parameters of thirty-one Caucasian male subjects (27.5 yrs, 177.5 cm,
77.3 kg) and forty-six Caucasian female subjects (31.2 yrs, 161.2 cm, 63.0 kg). Shape and vol-
ume of individual body segments were obtained from photogrammetric measurements. Inertial
parameters were calculated by assuming a constant density of 1.0 g/cm3. While the models by
de Leva and Dumas et al. provide individual parameters for both genders, the model by Winter
is restricted to male subjects. Due to the symmetry assumptions in the applied measurement
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data, the regression equations by Winter and de Leva are subject to two restrictive presump-
tions. The center of mass is assumed to be on the proximal-distal axis of the body segment and
the inertia tensor is expected to be principal in the axes of the body segment. The regression
equations by Dumas et al. do not restrain the center of mass location and inertia tensor orien-
tation. Similar to scaling methods, the application of regression models requires personalized
motion capture data to specify the subject-specific segment lengths but does not depend on the
predefined structure and configuration of a generic model. The uncertainty of the estimated an-
thropometric parameters depends on the quality and relevance of the underlying measurement
data as well as the variances in the body mass measurement and motion capture data. A further
discussion and comparison of the three presented regression models are provided by Dumas and
Wojtusch [69].
Scaling methods and regression models assume a fixed relation between anthropometric param-
eters and body dimensions based on measurements typically taken from limited populations of
normal-weighted healthy adults. These fixed relations are supposed to cover numerous an-
thropometric properties including body segment shape and mass distribution. For this reason,
both methods should not be applied for subjects that differ considerably from the populations
of the underlying measurement data. Especially, the applicability for pathological subjects like
amputees is restricted because the fixed relations obtained from healthy subjects may not be
suitable representations of the highly individual anthropometric properties in pathological sub-
jects. Several enhanced approaches have been proposed in order to overcome these restrictions
of scaling methods and regression models and to provide more accurate estimates. Parameter
identification approaches based on inverse dynamics, e.g., [17, 231], enable a real-time esti-
mation of anthropometric parameters but require the subjects to perform additional persistent
exciting trajectories which has to be considered in the measurement protocol and might not be
feasible for elderly or pathological subjects. Mathematical approaches to approximate the shape
of individual body segments by sets of geometric bodies, e.g. [103, 253], provide accurate
results but necessitate the time-consuming recording of numerous anthropometric measure-
ments. These limitations in addition to the expediency and conveniences of scaling methods
and regression models have prevented a wide adoption of the enhanced approaches so far.
Several studies have investigated the impact of uncertainties in anthropometric parameters on
the results of an inverse dynamics simulation. For example, Rao et al. compared the estimation
results of six different regression models with seven female and male subjects and evaluated
joint torques computed for walking motions based on the estimated anthropometric parame-
ters [175]. A high sensitivity of the anthropometric parameter estimates to the applied regres-
sion models was found which resulted in deviations ranging from 9.7 % to 60.0 %. Peak values
of the hip joint torque in sagittal plane during the swing phase varied by up to 20.1 %. Riemer
et al. applied a local sensitivity analysis to assess the influence of uncertainties in anthropo-
metric parameters and other uncertainty sources for walking motions with ten female and male
subjects [181]. The anthropometric parameters were estimated with the regression model by
de Leva and superimposed by a small and large set of relative errors. For the small set, errors of
5.0 % were applied, while the large set included errors between 5.0 % and 47.0 %. Uncertainties
in anthropometric parameters were identified as one of the main contributors to the variations in
the obtained joint torques which reached up to 232.0 %. Pàmies-Vilà et al. used the regression
model by Dumas et al. and assumed that the errors follow a zero-mean Gaussian distribu-
tion [165]. Joint torques were computed for a half gait cycle and one thousand samples with
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changing the three-sigma interval from 2.0 % to 10.0 % in steps of 2.0 %. The results revealed
deviations of up to 14.4 % and a considerable dependence on the joint accelerations. All of these
studies suggest that variations in anthropometric parameters have a significant influence on the
results of human motion dynamics simulations but do not provide the actual uncertainties of
the applied regression models. Knowing this uncertainty would enable to apply more realistic
uncertainty and sensitivity analyses and refine inaccurate regression parameters.
8.2 Contribution
The presented uncertainty and sensitivity analysis is, to the best of the author’s knowledge, the
first extensive investigation of uncertainty propagation and apportionment in all parameters
of a comprehensive regression model for anthropometric parameter estimations in female and
male subjects as well as personalized anthropometric parameters by taking the example of the
thigh segment. For the investigation, statistical properties reported in literature as well as the
previously obtained results for the uncertainty quantification in biomechanical measurements
and the uncertainty analysis for joint center estimation have been used. The original compu-
tational scripts for the determination of the regression parameters were reviewed and found
programming and typographical errors have been corrected. Based on the identified uncer-
tainties and sensitivities, revised regression parameters for all body segments are derived and
potential limitations of the regression model are discussed. The presented statistical models
provide appropriate representations of the uncertain regression parameters and allow to eval-
uate the influence of variations in anthropometric parameter estimation within the uncertainty
and sensitivity analysis of the inverse dynamics simulation.
8.3 Uncertainty and Sensitivity Analysis
In contrast to the regression equations provided by Winter and de Leva, the regression model
by Dumas et al. does not apply restrictive assumptions on the center of mass position or inertia
tensor orientation. The underlying measurements by McConville et al. and Young et al. offer an
almost balanced relation between female and male subjects with similar age and body dimen-
sions to the two subjects that participated in the biomechanical measurements. In addition, the
provided measurement data comprises means and standard deviations for most of the recorded
measurands. For this reason, the focus of the uncertainty analysis was put on the evaluation of
possible variations in the parameters of the comprehensive regression model provided by Dumas
et al. In order to rate the impact of the observed uncertainties, an exemplarily uncertainty and
sensitivity analysis for the anthropometric parameters in the right thigh segments of the actual
subjects has been conducted subsequently.
8.3.1 Model Definition
The extensive collections of measurement data provided by McConville et al. and Young et al.
contain means and standard deviations for volume measurements as well as estimates of the
three-dimensional center of volume, principal moments of inertia and orientation of the princi-
pal axes of inertia with respect to an anatomical reference frame for individual body segments.
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Table 8.1.: Definitions of segment length and origin for anthropometric parameter estimation
with the regression model provided by Dumas et al. [66, 67, 68].
Segment Segment length definition Origin
HEA LNJ to head vertex LNJ
THO LNJ to ULJ LNJ
ABD ULJ to LLJ ULJ
UPA SJ to EJ SJ
LOA EJ to WJ EJ
HAN WJ to midpoint between second and fifth metacarpal head EJ
PEL LLJ to projection of HJ in sagittal plane LLJ
THI HJ to KJ HJ
SHA KJ to AJ KJ
FOO AJ to midpoint between first and fifth metatarsal head AJ
Both studies used the same segmentation and defined seventeen body segments including head,
neck, thorax, abdomen, pelvis as well as left and right upper arms, lower arms, hands, thighs,
shanks and feet. A set of anatomical landmarks was provided for each body segment following
the same definitions. The sampled populations of thirty-one male subjects in the study by Mc-
Conville et al. and forty-six female subjects in the study by Young et al. were chosen to represent
the actual body mass and body height distributions of the general United States adult popula-
tion of the 1970s. The shape and volume of each individual body segment were measured with
a stereo-photogrammetric technique which allows a three-dimensional reconstruction of surface
points. These points were selected anatomical landmarks or points placed every 7.0 mm on a
horizontal cross section, where the interval between each cross section was 13.0 mm in head,
abdomen, hands and feet or 25.0 mm in the other body segments. The inertial parameters
were derived from the volume and shape measurements with assuming a constant density of
1.0 g/cm3. A comparison of this indirect measurement approach with direct measurements on
six male cadavers exhibited an average error of 5.6 % for the center of volume and 3.5 %, 3.9 %
and 5.8 % for the principal moment of inertia in frontal, sagittal and horizontal plane [146].
In a first study, Dumas et al. [66, 67] applied an adjustment procedure to transform the reported
means from the given anatomical reference frames into reference frames in accordance with
internationally recognized recommendations for biomechanical reference frame notation [250,
251]. This transformation ensures that segment lengths and reference frames are defined by
joint center locations which is more convenient and common in human motion analysis. The
joint center locations were determined based on the specified anatomical landmarks and the
regression model that is described and analyzed in Chapter 7. Because McConville et al. did
not always report spatial positions of at least three anatomical landmarks on two adjacent body
segments, the required rotation matrices were assumed to be the same as in the study by Young
et al. Based on the transformed means, regression parameters for head (HEA), torso, pelvis
(PEL) as well as left and right upper arms (UPA), lower arms (LOA), hands (HAN), thighs
(THI), shanks (SHA) and feet (FOO) were derived, where the neck was incorporated into the
head segment and thorax and abdomen were merged into a single torso segment due to missing
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information for the upper lumbar joint estimation. In a second study, Dumas et al. [68] used
a Kriging interpolation approach to locate the upper lumbar joint with respect to the given
anatomical landmarks and derived supplementary regression parameters for thorax (THO) and
abdomen (ABD). The definitions for segment length and origin of each individual body segment
are listed in Table 8.1.
The regression model comprises parameters for the estimation of the unknown segment mass,
center of mass and inertia tensor from the known body mass and segment lengths. The segment
mass ms results from
ms = αm mt ,
where αm denotes the regression parameter and mt is the total body mass. The location of the
center of mass os with respect to the local reference frame of the respective body segment is
estimated by
os =
αo,Xαo,Y
αo,Z
 ls
with the three regression parameters αo,X , αo,Y , αo,Z and the segment length ls. The inertia
tensor Is including moments and products of inertia with respect to the center of mass and local
reference frame is given by
Is =
α2I ,XX ∗ ∗α2I ,XY α2I ,Y Y ∗
α2I ,X Z α
2
I ,Y Z α
2
I ,ZZ
 ms l2s ,
where the three regression parameters αI ,XX , αI ,Y Y , αI ,ZZ define the moments of inertia and
represent the radii of gyration divided by the segment length. The three regression param-
eters αI ,XY , αI ,X Z , αI ,Y Z specify the products of inertia and can take imaginary values if the
corresponding product of inertia is negative.
Raphaël Dumas kindly provided the documented source code of the computational scripts writ-
ten for the numerical computing software MATLAB that were used for the transformation of the
original measurement data and the derivation of the regression parameters. A careful code
review revealed some programming and typographical errors that were corrected and tested.
The modified computational scripts were applied to re-calculate the reference values for all re-
gression parameters based on the specified definitions and measurement data. Disagreements
between re-calculated and originally stated values were discussed with Raphaël Dumas and have
been updated accordingly. The updated reference values are listed in Table 8.2. Side-dependent
values are assumed to be symmetric and exemplarily given for the right body side. By changing
signs as appropriate, the values can be translated to the left body side.
8.3.2 Analysis Procedure
The uncertainty and sensitivity analysis has been performed in two steps. In the first step, an
uncertainty analysis was applied to investigate possible variations in the parameters of the con-
sidered regression model. The second step involved an exemplarily uncertainty and sensitivity
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Table 8.2.: Reference regression parameters for anthropometric parameter estimation in female
and male subjects including the parameters for the segment mass αm, center of mass
αo and inertia tensor αI .
αo in % αI in %
Segment Gender αm in % X Y Z XX YY ZZ XY XZ YZ
HEA female 6.7 0.8 55.9 -0.1 30.3 24.2 31.5 4.7i 1.1 0.5i
male 6.7 2.0 53.4 0.1 28.4 21.2 30.2 7.2i 2.3i 2.8
THO female 26.3 1.5 -54.2 0.1 37.9 32.0 33.7 11.6i 3.3i 1.3
male 30.4 0.0 -55.5 -0.4 41.6 33.3 35.9 11.0i 1.4 2.8
ABD female 4.1 21.9 -41.0 0.3 65.4 77.6 52.2 25.1 2.9i 5.2i
male 2.9 17.6 -36.1 -3.3 54.2 66.3 40.2 11.0 6.0i 5.3i
UPA female 2.3 -5.5 -50.0 -3.3 30.0 15.3 29.8 2.6i 4.2i 12.8
male 2.4 1.8 -48.2 -3.1 29.3 13.2 29.9 5.3 4.5 3.4
LOA female 1.4 2.1 -41.1 1.9 26.5 14.2 24.7 9.8 3.3 12.6i
male 1.7 -1.3 -41.7 1.1 27.6 11.0 28.0 8.1 1.5i 1.7
HAN female 0.5 7.7 -76.8 4.8 63.5 43.2 58.5 29.3 22.7 27.7i
male 0.6 8.2 -83.9 7.5 61.2 37.8 55.7 21.7 15.5 19.9i
PEL female 14.7 -7.2 -22.8 0.2 94.6 104.7 82.2 35.0i 3.0i 2.3i
male 14.2 -0.2 -28.2 -0.6 101.7 106.4 96.2 25.2i 11.8i 7.5i
THI female 14.6 -7.7 -37.7 0.8 31.0 19.2 31.7 7.3i 2.4 7.4i
male 12.3 -4.1 -42.9 3.3 29.0 15.3 29.7 6.8 1.8i 7.3i
SHA female 4.5 -4.9 -40.4 3.1 28.0 10.3 28.0 2.2 0.7 5.7
male 4.8 -4.8 -41.0 0.7 28.3 9.6 28.1 4.0i 1.7i 4.2
FOO female 1.0 38.2 -30.9 5.5 24.3 50.5 49.7 14.7i 9.2 5.0i
male 1.2 50.2 -19.9 3.4 22.0 48.6 47.7 16.8 10.7i 0.3
analysis for the anthropometric parameters in the right thigh segments of the actual subjects
in order to evaluate the influence of the observed uncertainties in the regression parameters
on the personalized anthropometric parameters. Both steps were conducted by applying the
framework described in Chapter 4, where sensitivities were only regarded in the second step.
Uncertainty Analysis
For the first step, the updated computational scripts were used to perform the uncertainty anal-
ysis based on the standard deviations reported by McConville et al. and Young et al. as well
as the uncertainties in the regression model for joint center estimation presented in Chapter 7.
Due to missing covariances in the reported measurement data, all measurands are assumed
to follow a Gaussian distribution and are treated as independent variables. Because the head
vertex is not specified in the provided measurement data, the length of the head segment was
approximated by subtracting the vertical coordinate of the estimated lower neck joint from the
given body height. The density was kept constant. Each body segment for female and male
subjects was analyzed individually which resulted in a total of twenty Monte Carlo simulations.
In each trial of these Monte Carlo simulations, a sample of measurands, regression parameters
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for joint center estimation and other related uncertain input variables like flesh margins was
drawn from the specified distributions and used to calculate the respective regression param-
eters for anthropometric parameter estimation. Since the parameters αI ,XY , αI ,X Z , αI ,Y Z that
specify the products of inertia can become imaginary, the squared values were used for the un-
certainty analysis. The observed variability of each parameter was modeled by an appropriate
Johnson distribution in combination with a Gaussian copula to describe potential correlations
among the parameters. The relative threshold limit for convergence was set to 10−4 and the
individual batches comprised 40,000 trials. In addition, a minimum limit of 1,000,000 trials
was specified.
Uncertainty and Sensitivity Analysis
For the second step, uncertainty propagation and apportionment in the anthropometric param-
eters of the thigh segment were evaluated for the actual subjects by conducting an uncertainty
and sensitivity analysis based on the biomechanical measurements described in Chapter 5 and
the previously identified uncertainties. The computation of the anthropometric parameters re-
quires the segment length and the body mass which involves motion capture data and force plate
measurements of the still standing subjects as well as the regression parameters in anthropomet-
ric parameter and joint center estimation. Therefore, the found uncertainties for the regression
parameters together with the determined uncertainties for anatomical landmark identification
and force plate measurements presented in Chapter 6 were incorporated into the evaluation.
In accordance with the results of the uncertainty quantification, the uncertainty of the motion
capture system was neglected. The spatial positions of the involved anatomical landmarks were
calculated by averaging the motion capture data over four seconds during the initial idle time
in the walking trial. For anatomical landmark misplacement, the uncertainties obtained in the
reproducibility experiments which denote the inter-examiner precision were applied. The three-
dimensional sampling points of the surrounding skin surface were not considered in order to
reduce the computation time. In each trial of the two Monte Carlo simulations, a sample of
measurement uncertainties and regression parameters was drawn from the specified distribu-
tions and used to calculate the respective anthropometric parameters. The uncertainty of the
resulting parameters was modeled by an appropriate Johnson distribution and sensitivities were
rated through the first-order and total-effect sensitivity indices. The relative threshold limit was
set to 5·10−4 for uncertainty convergence and 5·10−3 for sensitivity convergence. The individual
batches comprised 40,000 trials. In total, the sensitivity analysis had thirty-six input variables
and eleven output variables.
8.4 Results
In accordance with the exemplary sensitivity and uncertainty analysis, the results of the uncer-
tainty analysis are presented with a focus on the thigh segment for female and male subjects.
Uncertainty Analysis
For the uncertainty analysis, the individual Monte Carlo simulations were terminated after be-
tween 1,000,000 and 5,400,000 trials. The obtained probability distributions for the segment
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Table 8.3.: Copula covariance matrix for regression parameters of anthropometric parameters in
the female thigh.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0815 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0000 0.0000 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0001 0.0000 0.0004 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0003 0.0001 0.0003 0.0776 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0249 0.0000 -0.0016 -0.0247 0.0845 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0206 0.0000 -0.0012 -0.0182 0.0483 0.0700 ∗ ∗ ∗ ∗
αI ,ZZ -0.0220 0.0000 -0.0014 -0.0232 0.0579 0.0461 0.0750 ∗ ∗ ∗
αI ,XY -0.0016 -0.0001 -0.0001 -0.0101 0.0072 0.0066 0.0060 0.0211 ∗ ∗
αI ,X Z -0.0019 0.0000 -0.0002 -0.0032 -0.0025 0.0053 0.0132 -0.0008 0.0288 ∗
αI ,Y Z -0.0003 0.0000 0.0000 -0.0011 0.0003 0.0001 0.0004 0.0003 0.0003 0.0003
Table 8.4.: Copula covariance matrix for regression parameters of anthropometric parameters in
the male thigh.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0831 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0000 0.0000 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0002 0.0000 0.0057 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0014 0.0000 0.0013 0.0828 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0234 0.0000 -0.0024 -0.0142 0.0821 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0258 0.0000 -0.0032 -0.0144 0.0485 0.0835 ∗ ∗ ∗ ∗
αI ,ZZ -0.0227 0.0000 -0.0024 -0.0160 0.0423 0.0467 0.0776 ∗ ∗ ∗
αI ,XY -0.0064 0.0000 -0.0004 -0.0287 0.0400 0.0281 0.0272 0.0814 ∗ ∗
αI ,X Z -0.0016 0.0000 -0.0003 -0.0006 0.0139 0.0060 -0.0032 0.0045 0.0244 ∗
αI ,Y Z 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
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Figure 8.2.: Regression parameter uncertainty for the anthropometric parameters of the female
thigh with corresponding Johnson distribution types and coefficients.
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Figure 8.3.: Regression parameter uncertainty for the anthropometric parameters of the male
thigh with corresponding Johnson distribution types and coefficients.
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length as well as the considered regression parameters of the female and male thigh are pre-
sented in Figure 8.2 and 8.3. In addition to the median and mean values, the specified reference
values, marked by the dotted black lines, are given for comparison. For each distribution, the
corresponding Johnson distribution type and coefficients γ j, δ j, λ j, ξ j are provided. The stan-
dard deviations of the regression parameters range from 4.7 % to 15.3 % for female subjects
and from 3.3 % to 12.4 % for male subjects, where the smallest deviation is found in the mass
parameter and the greatest deviation is present in the product of inertia parameter with respect
to the x- and z-axes for both genders. Due to the squaring, the distributions for the product
of inertia parameters have a quite large dispersion compared to the other parameters. The
copula covariance matrices Σc that model the correlation among the individual marginal dis-
tributions are given in Table 8.3 and 8.4. The results for all other body segments are listed in
Appendix A.9. The relative standard deviations of the regression parameters with respect to the
provided reference value reach up to 4,987.2 % for female subjects and 67,254.9 % for male
subjects.
A rather high symmetry is indicated by very similar median and mean values for most of the
obtained distributions, while there is a considerable difference between these measures and the
specified reference values in some particular cases. Especially, the parameters for the center
of mass in thorax, abdomen and leg segments as well as the parameters for the inertia ten-
sor in head, abdomen, arm and shank segments show significant deviations. A rather good
conformity is found in pelvis and hand segments. The observed differences suggest that the
original reference values which were solely derived from the provided means might not repre-
sent the best choice for the regression parameters. One reason for this finding is the fact that
the applied transformations involve nonlinear operations and interactions between the uncer-
tain parameters. These interrelations are not fully considered by a single evaluation with the
provided means. In contrast, the applied Monte Carlo simulation is able to make allowance
for the contained nonlinearities and interactions but also incorporates the statistical properties
of the individual uncertainty sources. Therefore, the obtained distributions can be regarded
as a more realistic representation of the regression model and the corresponding measures of
central tendency like median, mean or mode are good candidates for refined regression param-
eters. Since the median νd is the measure that minimizes the average absolute deviation [236],
it is considered as an appropriate choice and a set of revised regression parameters was derived
from the respective median values. In order to ensure a correct scaling of the segment masses,
the vector of the segment mass parameters αm was normalized by solving a static optimization
problem that enforced a sum of 100 % with maximizing the relative probability density of the
individual parameters. The optimization problem has the form
minimize
αm
−
10∑
i
hi
p(αm,i)
νd(αm,i)
subject to
10∑
i
hi αm,i = 100%,
where the factor hi ∈ {1, 2} accounts for the quantity of the particular body segments. The
nonlinear programming solver fmincon of the numerical computing software MATLAB that is
based on an interior-point algorithm was used to solve the optimization problem with selecting
the respective medians as start values. The found recommended values are listed in Table 8.5
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Table 8.5.: Recommended regression parameters for anthropometric parameter estimation in
female and male subjects including the parameters for the segment mass αm, center
of mass αo and inertia tensor αI .
αo in % αI in %
Segment Gender αm in % X Y Z XX YY ZZ XY XZ YZ
HEA female 6.3 9.6 52.2 -0.1 28.4 22.6 29.3 3.3i 0.8 0.6
male 6.5 1.7 57.0 0.1 29.4 18.6 31.7 3.6i 1.6i 2.2
THO female 27.9 4.0 -46.7 0.1 36.9 32.4 33.2 8.7i 2.6i 1.4
male 31.9 0.6 -47.7 -0.4 38.8 32.6 34.0 8.6i 1.4 2.0
ABD female 3.9 4.7 -25.4 0.4 80.7 95.2 66.9 3.1i 1.5 5.1i
male 2.8 0.5 -19.2 -3.8 65.4 75.9 46.8 15.8i 4.4i 6.4i
UPA female 2.1 -5.0 -49.8 -3.1 27.2 14.8 26.6 1.9i 1.9i 10.5
male 2.3 0.9 -48.5 -2.9 27.0 12.6 27.5 5.4 3.1 2.2
LOA female 1.3 1.8 -39.3 3.6 27.2 16.0 25.1 9.7 4.0 12.8i
male 1.7 -1.6 -40.0 1.7 27.8 11.9 28.4 7.8 1.6 1.5i
HAN female 0.5 7.4 -77.4 4.7 62.1 43.7 58.1 27.6 21.3 26.9i
male 0.6 8.1 -83.9 7.4 60.7 38.1 55.1 20.8 14.6 18.7i
PEL female 15.6 -5.8 -24.0 0.5 95.9 105.0 81.8 30.6i 3.7i 0.6
male 14.2 -0.4 -28.3 -0.5 101.9 106.3 95.2 22.6i 9.7i 6.3i
THI female 14.2 -8.8 -40.6 0.3 30.9 19.4 31.1 5.2i 1.2i 6.5i
male 11.9 -4.8 -45.0 3.1 28.5 15.6 28.8 7.0 1.9 6.8i
SHA female 4.2 -4.6 -40.5 4.7 27.8 11.0 27.8 2.0 1.3 2.8
male 4.6 -5.1 -40.9 2.3 27.9 10.0 27.9 2.1i 0.7i 1.0i
FOO female 0.9 32.0 -32.0 14.5 25.4 51.9 51.4 14.5i 9.1 2.8i
male 1.2 45.8 -24.1 8.5 23.5 50.1 49.3 16.6 10.7i 2.9
and indicated in the provided graphs of the distributions by a dashed black line. In average,
the absolute difference between the reference and recommended values amounts to 19.6 % in
the parameters for female subjects and 41.2 % in the parameters for male subjects. The largest
differences can be observed for the product of inertia parameter with respect to the x- and y-
axes in the female abdomen with 709.7 % and the center of mass parameter in the x-axis for
the male abdomen with 3384.5 %.
To facilitate the comparison of the parameter uncertainties, summaries of the relative interquar-
tile ranges for each parameter class are presented in Figure 8.4 and 8.5. The parameter classes
are separated by gray vertical lines and comprise the segment length as well as the parameters
for segment mass, center of mass, moments of inertia and products of inertia. The interquartile
ranges that are presented in the left part of the diagram and specified by the difference between
the 75 th percentile and the 25 th percentile have been divided by the sum of all interquartile
ranges in the respective parameter class. The right part of the diagram lists and visualizes the
particular share of the involved parameters in the corresponding interquartile range sums. Gen-
erally, the dispersion of the regression parameters is larger for female subjects which becomes
evident from the mostly higher values for the obtained interquartile range sums. This does not
apply to the segment lengths as these are typically greater in male subjects and are not given as
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Figure 8.4.: Relative interquartile ranges for female regression parameter uncertainties (left)
with respect to the interquartile range sums for each parameter class (right).
Figure 8.5.: Relative interquartile ranges for male regression parameter uncertainties (left) with
respect to the interquartile range sums for each parameter class (right).
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a relative regression parameter. For both genders, the center of mass parameters in x- and y-
axis as well as the product of inertia parameter with respect to the x- and y-axes have a higher
variability than the other parameters in the respective parameter classes, whereas the share of
the moment of inertia parameters is rather balanced. The relative interquartile ranges in the left
part of the diagram reveal that the head, thorax, abdomen, pelvis and foot segments exhibit the
largest uncertainties. This finding is basically valid for both genders. While the pelvis segment
considerably varies in all parameters, the other body segments are mainly affected in individual
parameter classes. The abdomen segment has a significant variability in the parameters for the
inertia tensor but is rather unimpaired in the mass and center of mass parameters. The opposite
attribution applies to the head, thorax and foot segments. A rather small uncertainty is evident
in the parameters for arms and legs, where only the segment length and mass parameter of the
thigh segment vary notably.
The general structure of the copula covariance matrices shows that there are substantial cor-
relations between the individual parameters in all body segments. Particularly, the moment
of inertia parameters have internal interdependencies but are also negatively correlated to the
parameters for mass and center of mass. This latter relation results from the actual regression
equations. The inertia tensor is calculated with a multiplication by the segment mass and the
squared segment length. The inertia tensor parameters therefore have to compensate higher or
lower values in these parameters in order to ensure a reasonable estimate of the inertia tensor.
Uncertainty and Sensitivity Analysis
For the exemplary uncertainty and sensitivity analysis, the Monte Carlo simulations were ter-
minated after 1,260,000 trials for the female subject and 1,500,000 trials for the male subject
with regard to the uncertainty analysis which corresponds to 630,000 and 750,000 trials for the
sensitivity analysis. The resulting probability distributions for the uncertainties in the anthro-
pometric parameters of the female and male right thigh are presented in Figure 8.6 and 8.7.
Besides the median and mean values, the obtained parameters for the specified reference val-
ues and the presented recommended values are indicated by the black dotted and dashed lines.
In the female thigh, the standard deviations reach 14.3 mm for the segment length, 2.7 kg for
the segment mass and range from 18.8 mm to 35.0 mm for the center of mass as well as from
0.0134 kg.m2 to 0.0852 kg.m2 for the inertia tensor. In the male thigh, the standard deviations
have a value of 14.4 mm for the segment length, 2.8 kg for the segment mass and range from
13.7 mm to 28.2 mm for the center of mass as well as from 0.0126 kg.m2 to 0.0804 kg.m2 for the
inertia tensor. These ratings are in agreement with the results of the preceding uncertainty anal-
ysis and support a generally higher variability in the anthropometric parameters of the female
subject with exception of the segment length and mass. The deviations between the estimated
anthropometric parameters for the original reference values and the revised recommended val-
ues are very evident for some of the center of mass and product of inertia parameters. The
anthropometric parameter estimates determined with the recommended values coincide quite
well with the found median values of the distributions, while the center of mass parameter in
the y-axis calculated with the reference value for example differs by 10.9 mm for the female
subject and 9.0 mm for the male subject.
The results of the sensitivity analysis are presented in Figure 8.8 and 8.9. Each bar repre-
sents one anthropometric parameter and is segmented according to the respective uncertainty
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Figure 8.6.: Anthropometric parameter uncertainty for the female thigh with corresponding
Johnson distribution types and coefficients.
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Figure 8.7.: Anthropometric parameter uncertainty for the male thigh with corresponding John-
son distribution types and coefficients.
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apportionment with respect to the involved uncertainty sources, i.e., uncertainties in body mea-
surements (BOM), regression parameters for anthropometric parameter estimation (ANP), re-
gression parameters for joint center estimation (JOC) and anatomical landmark identification
(ALI). The sensitivity index S equals to the normalized first-order indices, where all first-order
indices were set to zero that had a vanishing total-effect index after rounding to four decimal
places. The uncertainty in the segment length only depends on the regression parameters for
joint center estimation and the anatomic landmark identification. This relation is also observ-
able in the diagram. For the female subject, the uncertainties in the joint center parameters
have a considerably higher influence, whereas the impact of the variations in anatomic land-
mark identification is greater for the male subject. All other anthropometric parameters are
almost exclusively affected by the uncertainties in the associated regression parameters. Only
the inertia tensor parameters are slightly impaired by the variance of the regression parame-
ter for the segment mass. The propagation of the uncertainties in joint center estimation and
anatomic landmark identification through the multiplication with the segment length in the
center of mass and inertia tensor parameters is rather negligible. Also, the uncertainties in the
body weight measurements with the force plates of the instrumented treadmill are insignificant
compared to the effect of the regression parameter for the segment mass.
8.5 Discussion
Both uncertainty analyses reveal significant uncertainties in the regression parameters for an-
thropometric parameter estimation as well as the personalized anthropometric parameters,
where the variations are slightly larger for female subjects. Particularly, the regression parame-
ters for the body segments in the torso, i.e., thorax, abdomen and pelvis, have large variances
which implies high uncertainties for estimated segment masses, centers of mass and inertia ten-
sors. The regression parameters for the arm and leg segments show comparatively small vari-
ations. The obtained uncertainties in the regression parameters for the thigh segment that has
been exemplarily considered are also evident in the corresponding anthropometric parameters.
The revised regression parameters that were derived from the median values of the respective
distributions achieve slightly better estimation results than the original reference regression pa-
rameters with regard to the observed variations. Following from the sensitivity analysis, the
uncertainties in the anthropometric parameters are mainly caused by the variations in the as-
sociated regression parameters. Although the variances in the segment length are essentially
influenced by the variations in joint center estimation and anatomical landmark identification,
this uncertainty is not considerably propagated to the other anthropometric parameters.
Besides the described uncertainty sources in regression parameters and measurement data that
have been regarded in the uncertainty and sensitivity analysis, there are several influencing
factors which are rather difficult to quantify and integrate into the evaluation. McConville et
al. and Young at al. assumed a constant density distribution in the individual body segments
to estimate the inertial parameters. This presumption is a quite strong simplification of the ac-
tual density distribution in the human body, where bones typically have a much larger density
than fat or muscle tissue [77]. Nevertheless, existing studies that discussed the impact of the
uniform density assumption on the derived anthropometric parameters obtained inconsistent
results. Clauser et al. rated the error in center of mass estimation as 2.0 - 3.0 cm [52] and Hatze
reported an error magnitude of 4.0 - 7.0 % in principal moment of inertia estimation [103],
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Figure 8.8.: Anthropometric parameter sensitivity of the female thigh with regard to uncertain-
ties in body measurements (BOM), regression parameters for anthropometric pa-
rameter estimation (ANP), regression parameters for joint center estimation (JOP)
and anatomical landmark identification (ALI).
Figure 8.9.: Anthropometric parameter sensitivity of the male thigh with regard to uncertainties
in body measurements (BOM), regression parameters for anthropometric parame-
ter estimation (ANP), regression parameters for joint center estimation (JOP) and
anatomical landmark identification (ALI).
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Figure 8.10.: Historical development of average body measures in the United States and Ger-
many for females and males over the past forty years.
while Lephart et al. only found deviations of up to 0.3 % for all body segments in the deter-
mination of the center of mass and principal moments of inertia [134]. An additional aspect
that potentially affects the estimation results is the age of the underlying measurement data.
McConville et al. and Young et al. conducted their measurements in the late 1970s and se-
lected the subjects in accordance with the average body height and mass of the general United
States adult population at that time. The historical development of the average body height
and mass in the United States and Germany for females and males in a comparable age range
over the past forty years is presented in Figure 8.10. The average data for the United States
contains measured values over different time periods and has been adopted from the National
Center for Health Statistics [85, 160]. The average data for Germany is a mix of self-reported
and measured values taken from reports of the Federal Statistics Office and the Robert Koch
Institute [216, 217, 218, 219, 220, 221, 187, 188]. In order to visualize the basic trend, a
linear regression has been applied which is indicated by the thick red and blue lines. Due to
the difference between self-reported and measured values, the linear regressions for Germany
were shifted by a constant offset that was derived from one data point with measured and self-
reported values. The two linear regressions coincide for the body height but notable differ for
the body mass. The dashed and dot-dashed lines mark the original reference values in the mea-
surement data by McConville et al. and Young et al. While the body height for both genders
remained rather constant in the United States or only marginally increased in Germany, the body
mass constantly grew in both countries. For this reason, the reference height is still generally
132 8. Uncertainty and Sensitivity Analysis of Anthropometric Parameter Estimation
valid but the reference mass is considerably lower than the present average value. Since the re-
gression model represents a fixed relation between the individual anthropometric parameters,
an application of the model on present Caucasian subjects with an appropriate age supposes
an even distribution of the additional body mass on all body segments with a consistent body
shape. This presumption is rather unrealistic and therefore causes additional uncertainties in
the estimation process. Furthermore, the regression model was only established for the right
body side with assuming symmetry. Hence, probable differences between a dominant and non-
dominant arm or leg cannot be considered. Other potential constraints of the uncertainty and
sensitivity analysis comprise the lack of covariances in the measurement data which enforces
a neglect of possible correlations between the measurands and the unknown effect of the as-
sumptions made by Dumas et al. with regard to the rotation matrices for the male subjects.
Despite the described limitations, the comprehensive regression model provided by Dumas et
al. is currently one of the best choices for the estimation of anthropometric parameters. The de-
scribed uncertainty and sensitivity analysis together with the revised regression parameters give
new insights into the relation between the involved uncertainty sources and enable improved
estimation results.
8.6 Conclusion
Uncertainties in body segment lengths and regression parameters for anthropometric parameter
estimation have a direct influence on the kinematic and dynamic properties of the biomechani-
cal model. The presented uncertainty and sensitivity analysis provides a systematic investigation
of uncertainty propagation and apportionment in all regression parameters of a comprehensive
regression model and personalized anthropometric parameters which are exemplarily evaluated
for the thigh segment. The investigation is based on statistical properties reported in literature
as well as the previously obtained results for the uncertainty quantification in biomechanical
measurements and the uncertainty analysis for joint center estimation. The examined regres-
sion model covers the most relevant body segments for a biomechanical simulation of human
locomotion and does not apply restrictive assumptions on the inertial parameters. The results
of the uncertainty analysis indicate comparatively high variances in the regression parameters
for the body segments of the torso and rather small variations in the regression parameters
for arms and legs, whereas the results of the sensitivity analysis show that the uncertainties
of the estimated anthropometric parameters for the thigh segments of the actual subjects al-
most exclusively arise from the variability in the associated regression parameters. Based on
the found uncertainties, revised regression parameters have been derived from the respective
distributions. These findings provide reasonable statistical models for the uncertainty and sensi-
tivity analysis of the inverse dynamics simulation but also reveal essential limitations in existing
regression models for anthropometric parameter estimation.
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9 Uncertainty and Sensitivity Analysis of Motion Dynamics Simulations
The actual inverse dynamics simulation is the final step in the estimation of joint forces and
torques resulting from a particular human motion. Within the simulation, the obtained joint
trajectories and measured ground reaction forces are applied to a biomechanical model of the
human locomotor system that is defined by the estimated joint center locations and anthropo-
metric parameters. Due to these dependencies, the simulation results are potentially affected
by several uncertainty sources in the preceding steps. The relevant uncertainty sources and the
propagation of the individual uncertainties in the inverse dynamics procedure are illustrated in
Figure 9.1.
The inverse dynamics simulation considered in this thesis focuses on the joint torques of hip,
knee and ankle joint in a walking, running and kicking a ball motion performed by a female
and male subject. In order to evaluate the overall uncertainty of the simulation results and un-
derstand the influences of the involved uncertainty sources, a comprehensive uncertainty and
sensitivity analysis oriented towards the inverse dynamics procedure has been conducted with
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Figure 9.1.: Uncertainty propagation in the inverse dynamics simulation that is based on biome-
chanical measurements as well as joint center, anthropometric parameter and joint
trajectory estimation.
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incorporating all previously determined uncertainties. This approach ensures a systematic and
consecutive assessment of uncertainty propagation and apportionment regarding the sequential
nature of the procedure and existing dependencies between the involved uncertainty sources.
The uncertainty quantification in biomechanical measurements presented in Chapter 6 showed
that anatomic landmark misplacement, soft tissue artifacts as well as measurement uncertainties
of the instrumented treadmill can have an essential impact on the measurement results. By con-
trast, the expectable measurement errors in motion capture are rather negligible and therefore
excluded from the uncertainty and sensitivity analysis. The subsequent evaluation of regression
models in joint center and anthropometric parameter estimation described in Chapter 7 and 8
revealed a considerable dispersion in the associated regression parameters which potentially
affects the kinematic and dynamic properties of the biomechanical model. Moreover, model
uncertainties which might arise from an inadequate representation of the human locomotor
system can impair all steps that involve kinematics or dynamics simulations. Since a general
evaluation for this type of uncertainty is complicated by missing reference data, the influence of
model uncertainties is minimized by applying generally accepted modeling approaches. Model
uncertainties are hence not included in the uncertainty and sensitivity analysis. In the overview
shown in Figure 9.1, all uncertainty sources that are considered in the uncertainty and sensitivity
analysis are indicated by a black box.
9.1 Related Work
Several studies have evaluated uncertainty propagation and apportionment caused by individual
or multiple uncertainty sources in biomechanical dynamics simulations. As described in Chap-
ter 4, the applied approaches can be divided into local and global sensitivity analysis methods.
Local methods are computationally efficient but cannot explore the whole input space. Global
methods can become computationally expensive but are more robust and allow to cover the
whole input space.
Most of the studies that evaluated sensitivities in biomechanical dynamics simulations applied
local methods. For example, Silva and Ambrósio [208] as well as Riemer et al. [181] investi-
gated uncertainties and sensitivities in estimated joint torques for walking. Silva and Ambrósio
considered deviations in body segment masses, anatomical landmarks and force plate mea-
surements, whereas Riemer et al. regarded variations in motion capture data, force plate
measurements as well as joint center, joint trajectory and anthropometric parameter estima-
tion. In both studies, the respective biomechanical measurements and model parameters were
perturbed in two discrete steps and the sensitivity was approximated by a finite difference quo-
tient. With this method, Silva and Ambrósio found a high sensitivity to the center of pressure
location and a rather small influence of uncertainties in anthropometric parameters and joint
trajectories. Riemer et al. applied a small and a large set of deviations and observed vari-
ations of up to 232.0 % in the obtained joint torques. The magnitudes in more distal joints
were smaller and the uncertainties in joint trajectories and anthropometric parameters were
identified as the main contributors in uncertainty propagation. Pàmies-Vilà et al. individu-
ally analyzed the influence of uncertainties in anthropometric parameters, joint trajectories and
force plate measurements on estimated joint torques for a walking motion [166]. For the de-
viations in the anthropometric parameters, a Gaussian distribution was assumed and the joint
torques were computed for one thousand samples and a three-sigma interval of 5.0 %, 10.0 %
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and 15.0 %. The other uncertainties were evaluated for two different optimization parameters
in joint trajectories estimation and two different signal offsets in force plate measurements. The
comparison of the individual results revealed rather high sensitivities to variances in joint tra-
jectories and force plate measurements, while the impact of deviations in the anthropometric
parameters was almost negligible. Wessling et al. examined the effect of perturbated anthro-
pometric parameters on estimated joint torques and muscle forces in walking by varying the
mass, center of mass and inertia tensor of the left thigh, shank and foot segments [237]. The
respective parameters were adjusted individually as well as for different combinations of two
parameters in a range from 60.0 % to 140.0 % of the reference value. A finite difference quotient
was applied to approximate the corresponding sensitivities. The results indicated rather small
effects on the joint torques but showed quite large variations in the muscle forces. These vari-
ations mainly resulted from slight changes in the initial conditions of the optimization problem
that was applied for the muscle force estimation.
Comparatively few studies used global methods for the evaluation of sensitivities in biome-
chanical dynamics simulations. Reinbolt et al. evaluated how deviations in joint center and
anthropometric parameter estimation affect the results of an inverse dynamics simulation for a
synthetic walking motion [178]. In a Monte Carlo simulation with five thousand trials, the pre-
viously determined joint center and anthropometric parameter estimates were altered together
or separately within 25.0 %, 50.0 %, 75.0 % and 100.0 % of predefined bounds with assuming
a uniform distribution. The variations in the joint centers were found to have a significant
effect on the estimated joint torques, while the influence of the varied anthropometric param-
eters was rather low. Nguyen and Reynolds used a Monte Carlo simulation to investigate the
impact of variations in anthropometric parameter estimates obtained from different groups of
regression models on estimated joint torques in walking [155]. The variations were modeled
as independent Gaussian distributions with adopting the corresponding means and standard
deviations from literature. For each group of regression models, a Monte Carlo simulation with
two thousand trials based on Latin hypercube sampling was conducted. The results indicated
that the variations in anthropometric parameters only have a small effect on the estimated
joint torques in the stance phase. For the swing phase, the influence was slightly larger but
not much greater than the inter-trial variability. Valente et al. evaluated the sensitivity of es-
timated joint trajectories, joint torques and muscle forces to uncertainties due to anatomical
landmark misplacement, soft tissue artifacts as well as variability in joint center, anthropomet-
ric and muscle parameters for a walking motion [227]. A subject-specific biomechanical model
of the lower limbs was created from magnetic resonance imaging and the required anatomical
landmarks were identified with a virtual palpation procedure. The uncertainties of this pro-
cedure were experimentally determined with five examiners. The locations of the anatomical
landmarks affected the calculation of reference frames, anthropometric parameters and joint
centers. For muscle-tendon geometry as well as the anatomical landmark identification, in-
dependent Gaussian distributions were assumed, whereas uncertainties in maximum muscle
tensions were presumed to follow independent uniform distributions. A Monte Carlo simula-
tion with five hundred trials based on Latin hypercube sampling was applied to estimate the
sensitivities with a correlation analysis. The found effects of the considered uncertainties were
considerably smaller than in previous studies. The standard deviations reached 1.0 ◦ in the joint
positions and 1.4 Nm in the joint torques. These results could have been caused by quite low
uncertainties in the virtual palpation procedure, where the standard deviation did not exceed
9.1. Related Work 137
4.2 mm for all anatomical landmarks. Myers et al. investigated the influence of variations in
anatomical landmarks misplacement, soft tissue artifacts as well as anthropometric and muscle
parameters on estimated joint trajectories, joint torques and muscle forces in walking [153].
All uncertainties were assumed to follow independent Gaussian distributions with means and
standard deviations reported in literature. The sensitivities were calculated with a correlation
analysis based on a Monte Carlo simulation with three thousand trials. The combined impact
of all uncertainties resulted in average 90 % confidence intervals ranging from 2.7 ◦ to 6.4 ◦ in
joint positions, 2.7 Nm to 8.1 Nm in joint torques and 35.8 N to 130.8 N in muscle forces. Soft
tissue artifacts were identified as the main contributor to uncertainty propagation.
All of these studies assessed uncertainties and sensitivities for walking motions mainly per-
formed by male subjects. A comparison between the results is rather difficult because each in-
vestigation considered a different set of uncertainty sources and applied different assumptions
for the uncertainties of simulation inputs which also led to partially inconsistent conclusions.
The uncertainties were modeled by discrete deviations, uniform distributions or Gaussian dis-
tributions with neglecting possible correlations. These limitations potentially reduce validity
and applicability for the validation of biomechanical simulations. In addition, uncertainties and
sensitivities for female subjects as well as other motion tasks might differ considerably from the
core findings obtained for walking with male subjects.
9.2 Contribution
The presented uncertainty and sensitivity analysis evaluates uncertainty propagation and ap-
portionment for joint torques in hip, knee and ankle joints and three different motion tasks
performed by a female and male subject. The motion tasks cover repetitive and ballistic whole-
body motions at different speeds and with varying motion sequences. The considered uncer-
tainty sources comprise anatomical landmark misplacement, soft tissue artifacts and measure-
ment uncertainties in force plate measurements as well as variations in regression parameters
for joint center and anthropometric parameter estimation. The applied statistical models for
the regarded uncertainties were derived from experimental investigations with the actual sub-
jects and measurement systems or from comprehensive simulation studies based on reasonable
statistical properties reported in literature. In contrast to previous studies, possible correla-
tions among uncertain simulation inputs and model parameters are considered in all steps of
the inverse dynamics procedure. The identified uncertainties allow to assess the credibility and
accuracy of the simulation results in this and similar biomechanical simulations. The corre-
sponding sensitivities enable to recognize uncertainty sources with particularly high influence.
This information provides novel insights to improve the quality of biomechanical measurements
and model parameter estimation and facilitates the validation of biomechanical simulations.
9.3 Uncertainty and Sensitivity Analysis
The uncertainty and sensitivity analysis has been performed for the repetitive motion tasks
straight walking at 1.5 m/s and straight running at 3.0 m/s as well as the ballistic motion task
kicking a ball performed by a healthy female subject (27 yrs, 161 cm, 57 kg) and healthy male
subject (32 yrs, 179 cm, 85 kg). The inverse dynamics simulation was applied for one arbitrary
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selected event per motion task. In the walking and running trials, this event is the gait cycle
starting with the tenth heel strike of the right foot, while the fifth kick was selected in the
kicking a ball trial. The examined joint torques in the inverse dynamics simulation comprise
hip, knee and ankle torques about the local z-axes of the right leg. If hip abduction and rotation
remain small which is the case for walking and running, leg motions about the local z-axes are
approximately congruent with the sagittal plane. Details on the biomechanical measurements
including the measurement protocol and data processing are provided in Chapter 5.
For the analysis, the modeling and simulation framework described in Chapter 3 and the uncer-
tainty and sensitivity framework described in Chapter 4 have been applied by incorporating the
determined statistical models for anatomical landmark misplacement, soft tissue artifacts and
the measurement uncertainty of the instrumented treadmill presented in Chapter 6 as well as
the regression parameters in joint center and anthropometric parameter estimation presented
in Chapter 7 and 8. In anatomical landmark misplacement, the uncertainties obtained in the re-
producibility experiments which denote the inter-examiner precision were used. To reduce the
computation time, only anatomical landmarks on pelvis, thigh, shank and foot segments were
perturbed and the three-dimensional sampling points of the surrounding skin surface were not
considered. For the joint center estimation, spatial positions of the involved anatomical land-
marks were calculated by averaging the motion capture data over four seconds during the initial
idle time of the particular motion task. The length of the head segment was approximated by
subtracting the vertical coordinate of the estimated lower neck joint from the measured body
height. The measurement uncertainty for the body height was assumed to follow a Gaussian
distribution with a standard deviation of 5.0 mm. For the wobbling mass parameters including
mass ratio, natural frequency and damping coefficient, a Gaussian distribution with a standard
deviation of 10 % relative to the reported reference value was presumed. The filtered ground
reaction forces were filtered once more using a fourth order zero-lag low-pass filter with a cut-
off frequency of 20 Hz. A spline interpolation was used to normalize each marker trajectory
in time relative to the length of the motion sequence. Each normalized marker trajectory con-
tained 101 frames describing the percentage of the motion sequence ranging from 0 % to 100 %
with a constant sampling time. To improve the stability of the proportional-derivative control
approach that calculated the joint forces and torques in the base joint, the joint trajectories and
ground reaction forces were sampled up to 301 frames for the actual hybrid dynamics simula-
tion. Subsequently, the resulting joint torques were sampled back down to 101 frames. For the
integration in the hybrid dynamics simulation, a trapezoidal rule approach was implemented.
Due to the relatively low mass of the used ball, the interactions during ball impact and the ball
mass are neglected in the biomechanical dynamics simulations of the kicking motion. Also, the
mass of the measurement equipment including markers and electrodes was neglected.
In each trial of the Monte Carlo simulation, a sample of the considered uncertainties was drawn
from the specified distributions and applied to the inverse dynamics procedure. The uncertainty
of the resulting joint torques in each frame was modeled by an appropriate Johnson distri-
bution and sensitivities were rated through the first-order and total-effect sensitivity indices.
In rare cases, the hybrid dynamics simulation became unstable which was detected through
excessive amplitudes and first-order derivatives in the estimated joint torques. Simulation re-
sults of unstable trials were excluded from the uncertainty and sensitivity analysis. Each run
of the inverse dynamics procedure had a computation time of about five seconds due to the
rather slow forward kinematics simulation with ADOL-C integration for the extended Kalman
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smoother. Therefore, the maximum number of trials in the Monte Carlo simulation was re-
stricted to 60,000 trials for the uncertainty analysis which equivalents to 30,000 trials for the
sensitivity analysis and a computation time of about eight days for each motion task and subject
on the parallel computing cluster presented in Chapter 4. In addition, the threshold limit was
set to 5 ·10−4 for uncertainty convergence and 5 ·10−3 for sensitivity convergence. The individ-
ual batches comprised 500 trials. In total, the sensitivity analysis had 255 input variables and
303 output variables.
9.4 Results
All Monte Carlo simulations executed the maximum number of 60,000 trials without reaching
the specified convergence limits. Nevertheless, it is assumed that the convergence reached a
sufficient level for a fundamental evaluation since the changes in the most relevant sensitivity
indices for all motion tasks were less than 2.0 % in the last trial. The number of failed trials was
below 0.5 % for all motion tasks. In order to facilitate a comparison between the female and
male subject, the joint torques τ in hip, knee and ankle joints have been divided by a multipli-
cation of body height (BH), body mass (BM) and gravity (g) yielding the relative torque τˆ. The
relative deviation εˆ95 is specified as the difference between the median value and the limit value
of the 95 % probability interval. Sensitivity is given by the sensitivity indices S that equal to the
normalized first-order indices, where all first-order indices were set to zero that had a vanishing
total-effect index after rounding to four decimal places. The individual sensitivities have been
grouped into seven categories which contain related uncertainty sources, i.e.,
• body measurements (BOM),
• force plate measurements (FOM)
• regression parameters for anthropometric parameter estimation (ANP)
• regression parameters for joint center estimation (JOC),
• anatomical landmark identification (ALI),
• wobbling mass parameters (WOM) and
• soft tissue artifacts (STA),
where the body measurements category contains uncertainties in body mass and body height.
Table 9.1.: Summary statistics of the uncertainty analysis in the walking motion performed by
the female subject with the relative deviation εˆ95 given in percent.
Stance phase Swing phase
Joint |εˆ|95,max |εˆ|95,min |εˆ|95,avg |εˆ|95,max |εˆ|95,min |εˆ|95,avg
HJ 4.6703 0.6765 2.8623 2.3189 0.6003 1.2478
KJ 3.2117 0.2490 2.1024 0.6502 0.1083 0.2891
AJ 3.1572 0.0982 1.8271 0.0114 0.0016 0.0041
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Figure 9.2.: Results of the uncertainty and sensitivity analysis in the walking motion performed
by the female subject with the relative joint torques τˆ and sensitivity indices S.
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9.4.1 Walking
The results of the uncertainty and sensitivity analysis for the walking motion are presented in
Figure 9.2 for the female subject and Figure 9.3 for the male subject. The dashed black line di-
vides the motion sequence at toe off (TO) in stance and swing phase. Following the structure of
a box plot, the bold black line in the left diagrams shows the median value, whereas the colored
areas describe probability intervals of 50 % and 95 % for the individual Johnson distributions in
each frame. The maximum, minimum and average values of the relative deviation for stance
and swing phase in each joint are listed in Table 9.1 for the female subject and Table 9.2 for the
male subject.
The fundamental shapes of the relative joint torques shown in the left diagrams are quite similar
for both subjects. The largest peak torque occurs in the knee joint with reaching 94.4 Nm in
median for the female subject and 143.7 Nm in median for the male subject. The negative peak
torques in the ankle joint near the opposite heel strike (OHS) that initialize the push off motion
are comparatively small with -51.9 Nm in median for the female subject and -92.8 Nm in median
for the male subject. Regarding the uncertainty, there is a clear difference between the stance
and swing phase. While there is an essential dispersion during the stance phase in all joints,
the variance in knee and ankle joints is much lower during the swing phase. For the hip joint,
the contrast between stance and swing phase is rather small. This finding is supported by the
averaged relative deviations. The deviations also indicate that the relative uncertainty is higher
for the female subject in the stance phase, while it is greater for the male subject in the swing
phase. During the stance phase, the maximum deviation which can be regarded as an upper
bound for the uncertainty reaches 42.0 Nm for the female subject and 80.5 Nm for the male
subject. The maximum deviation in the swing phase amounts to 20.9 Nm for the female subject
and 54.4 Nm for the male subject. In both phases, the uncertainty is higher for more proximal
joints.
The clear difference between the two phases is also evident in the results of the sensitivity
analysis presented as continuously stacked bar graphs in the right diagrams. During the stance
phase, the uncertainties of the force plate measurements have the greatest impact on all joint
torques for both subjects. Particularly, the variation of the center of pressure in the x-axis is
by far greatest contributor. In the hip and knee joints, the share of the center of pressure is
smaller and also uncertainties in anatomical landmark identification as well as the regression
parameters for joint center and anthropometric parameters estimation have a considerable in-
Table 9.2.: Summary statistics of the uncertainty analysis in the walking motion performed by
the male subject with the relative deviation εˆ95 given in percent.
Stance phase Swing phase
Joint |εˆ|95,max |εˆ|95,min |εˆ|95,avg |εˆ|95,max |εˆ|95,min |εˆ|95,avg
HJ 5.3906 0.5657 2.7364 3.6450 0.9763 1.8562
KJ 3.0404 0.2132 1.7323 0.9286 0.2328 0.4821
AJ 2.8029 0.0852 1.6588 0.0238 0.0031 0.0095
142 9. Uncertainty and Sensitivity Analysis of Motion Dynamics Simulations
Figure 9.3.: Results of the uncertainty and sensitivity analysis in the walking motion performed
by the male subject with the relative joint torques τˆ and sensitivity indices S.
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fluence. The hip joint torque is notably sensitive to the regression parameter for hip joint center
estimation in the x-axis, while the variability of the knee joint torque is eminently affected by
anatomical landmark misplacement in the MFC and LFC landmarks. In the swing phase, the
ground reaction forces act on the other foot and therefore the impact abruptly disappears. In-
stead, uncertainties in anthropometric parameter estimation have the greatest share in all joints
for both subjects. The main contributors are the regression parameters for the segment masses
in thigh, shank and foot. Because the joint torque and the associated uncertainty in the ankle
joint are very small during the swing phase, the respective sensitivities are of little relevance.
Similar to the stance phase, the regression parameter for hip joint center estimation in the x-axis
has a considerable influence on the hip joint torque. In contrast to the male subject, the esti-
mated knee joint torque of the female subject is particularly sensitive to regression parameters
for hip and knee joint estimation. Soft tissue artifacts only have a minor effect in both phases,
whereas uncertainties in the body measurements and wobbling mass parameters are completely
irrelevant.
9.4.2 Running
The results of the uncertainty and sensitivity analysis for the running motion are presented in
Figure 9.4 for the female subject and Figure 9.5 for the male subject. The dashed black line di-
vides the motion sequence at toe off (TO) in stance and swing phase. Following the structure of
a box plot, the bold black line in the left diagrams shows the median value, whereas the colored
areas describe probability intervals of 50 % and 95 % for the individual Johnson distributions in
each frame. The maximum, minimum and average values of the relative deviation for stance
and swing phase in each joint are listed in Table 9.3 for the female subject and Table 9.4 for the
male subject.
The shapes of the relative joint torques for both subjects shown in the left diagrams have some
distinctive differences in the hip joint, whereas knee and ankle joint torques are rather similar.
The three peaks during the first 25 % of the motion sequence in the hip joint torque of the
male subject coincide with changes in the hip joint acceleration. This difference between the
subjects is also adumbrated in the joint position trajectories presented in Chapter 5. The largest
peak torques are found in the knee joint with reaching 135.6 Nm in median for the female
subject and 250.6 Nm in median for the male subject. The negative peak torques in the ankle
joint that initialize the push off motion account to -99.6 Nm in median for the female subject
and -176.7 Nm in median for the male subject. Regarding the uncertainty, the clear difference
Table 9.3.: Summary statistics of the uncertainty analysis in the running motion performed by
the female subject with the relative deviation εˆ95 given in percent.
Stance phase Swing phase
Joint |εˆ|95,max |εˆ|95,min |εˆ|95,avg |εˆ|95,max |εˆ|95,min |εˆ|95,avg
HJ 8.2095 0.4376 4.7296 4.6884 1.1732 2.2507
KJ 5.6930 0.2687 3.1601 0.9768 0.1301 0.4109
AJ 5.6393 0.0937 2.8585 0.2388 0.0032 0.0065
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Figure 9.4.: Results of the uncertainty and sensitivity analysis in the running motion performed
by the female subject with the relative joint torques τˆ and sensitivity indices S.
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between the stance and swing phase, especially in knee and ankle joints, is also evident for the
running motion. There is a substantial dispersion during the stance phase in all joints, while
the variations are much lower during the swing phase which is also supported by the averaged
relative deviations. These deviations indicate again that the relative uncertainty is greater for
the female subject in the stance phase, while it is higher for the male subject in the swing phase.
During the stance phase, the maximum deviation which can be considered as an upper bound
for the uncertainty reaches 73.9 Nm for the female subject and 175.7 Nm for the male subject.
In the swing phase, the maximum deviation amounts to 42.2 Nm for the female subject and
88.9 Nm for the male subject. Similar to the walking motion, the uncertainty is higher for more
proximal joints.
The results of the sensitivity analysis presented as continuously stacked bar graphs in the right
diagrams also reflect the clear difference between the two phases. In the stance phase, the
uncertainties of the force plate measurements have the greatest influence on all joint torques for
both subjects, where the variability of the center of pressure in the x-axis again has the greatest
share. Besides the center of pressure, the hip and knee joint torques are furthermore sensitive
to uncertainties in anatomical landmark identification as well as the regression parameters for
joint center and anthropometric parameters estimation. The three remarkable peaks regarding
the uncertainties of anthropometric parameters marked by white stars in the bar graph for
the hip joint of the male subject correspond to the peaks in hip joint acceleration. The effect
mainly involves the regression parameters for the segment masses in shank and foot. This
observation indicates that variations in inertial parameters become more important for motions
with high accelerations. In addition, the variance of the hip joint torque for both subjects is
particularly affected by the regression parameter for hip joint center estimation in the x-axis.
The uncertainty of the knee joint torque is notably sensitive to variations in the regression
parameter for knee joint estimation as well as anatomical landmark misplacement in the MFC
and LFC landmarks. The swing phase in the running motion is initiated by the double float
phase where no foot is in contact with the ground. As a consequence, the impact of the ground
reaction forces abruptly disappears in the swing phase and the uncertainties in anthropometric
parameter and joint center estimation have the greatest share in all joints for both subjects. The
regression parameters for the segment masses in thigh, shank and foot as well as for hip joint
center estimation in the x-axis are the main contributors. Similar to the walking motion, the
joint torque and the associated uncertainty in the ankle joint are very small during the swing
phase and the respective sensitivities have no actual relevance. Soft tissue artifacts are present
Table 9.4.: Summary statistics of the uncertainty analysis in the running motion performed by
the male subject with the relative deviation εˆ95 given in percent.
Stance phase Swing phase
Joint |εˆ|95,max |εˆ|95,min |εˆ|95,avg |εˆ|95,max |εˆ|95,min |εˆ|95,avg
HJ 11.7686 0.3150 4.5113 5.9564 1.1840 2.9181
KJ 4.7686 0.2229 2.5666 2.0734 0.3407 0.6376
AJ 4.5514 0.1012 2.0847 0.2691 0.0045 0.0128
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Figure 9.5.: Results of the uncertainty and sensitivity analysis in the running motion performed
by the male subject with the relative joint torques τˆ and sensitivity indices S.
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in both phases but have no significant effect, while uncertainties in the body measurements and
wobbling mass parameters are again completely irrelevant.
9.4.3 Kicking a Ball
The results of the uncertainty and sensitivity analysis for the kicking a ball motion are presented
in Figure 9.6 for the female subject and Figure 9.7 for the male subject. The dashed black line
divides the motion sequence at the reversal point of the hip joint position trajectory after the
kick in a forward swing and backward swing phase. Following the structure of a box plot, the
bold black line in the left diagrams shows the median value, whereas the colored areas describe
probability intervals of 50 % and 95 % for the individual Johnson distributions in each frame.
The maximum, minimum and average values of the relative deviation for both phases and each
joint are listed in Table 9.5 for the female subject and Table 9.6 for the male subject.
In opposite to walking and running, the kicking a ball motion does not involve any change be-
tween a stance and swing phase. The considered right leg is never in contact with the ground but
performs a fast and powerful swing forward ensued by the ball impact (BI) and follow through
as well as the rather slow swing back. For this reason, the motion sequence is partitioned into
a forward swing and backward swing phase. The shapes of the relative joint torques for both
subjects shown in the left diagrams are quite different which suggests fairly individual kicking
techniques as also evident from the joint position trajectories presented in Chapter 5. Whereas
the joint torques of the female subject are rather flat beside the small peaks in ankle joint around
the ball impact, the joint torques of the male subject have some distinct peaks near the ball im-
pact and the reversal point. The three peaks in the ankle joint coincide with three peaks in
ankle joint acceleration. The swing motion is mainly performed by the hip joint resulting in the
largest peak torques of up to 49.1 Nm in median for the female subject and 130.4 Nm in median
for the male subject. The motions and joint torques in the ankle joint are relatively small, where
the peak torques reach 0.356 Nm in median for the female subject and 1.115 Nm in median
for the male subject. This observation implies a small influence of the actual ball impact and
justifies the neglect of the ball mass in the dynamics simulation. Regarding the uncertainty, the
difference between the two phases is rather marginal for hip and knee joints but clearly distinct
in the ankle joint which is also indicated by the averaged relative deviations. The relative un-
certainty is greater for the male subject in all joints and both phases. During the swing forward
phase, the maximum deviation which can be considered as an upper bound for the uncertainty
is 30.9 Nm for the female subject and 110.6 Nm for the male subject. In the swing back phase,
Table 9.5.: Summary statistics of the uncertainty analysis in the kicking a ball motion performed
by the female subject with the relative deviation εˆ95 given in percent.
Swing forward phase Swing back phase
Joint |εˆ|95,max |εˆ|95,min |εˆ|95,avg |εˆ|95,max |εˆ|95,min |εˆ|95,avg
HJ 3.4353 0.4726 1.7681 2.8595 0.5632 1.4442
KJ 0.7329 0.1007 0.3220 0.7169 0.1290 0.3010
AJ 0.0554 0.0025 0.0105 0.0090 0.0010 0.0029
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Figure 9.6.: Results of the uncertainty and sensitivity analysis for kicking a ball performed by the
female subject with the relative joint torques τˆ and sensitivity indices S.
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the maximum deviation reaches 25.7 Nm for the female subject and 149.4 Nm for the male sub-
ject. Similar to the walking and running motions, the uncertainty is higher for more proximal
joints.
The results of the sensitivity analysis presented as continuously stacked bar graphs in the right
diagrams confirm the essential resemblance between swing forward and swing back phase. As
in the swing phases of the walking and running motions, the uncertainties in the regression
parameters for anthropometric parameter and joint center estimation as well as anatomical
landmark identification have the greatest influence. Particularly, the regression parameters for
the segment masses in thigh, shank and foot as well as for hip joint center estimation in the
x-axis and knee joint center estimation are the main contributors in the hip and knee joints. For
the ankle joint, variations in the regression parameters for the inertial parameters of the foot
segment including the moments and products of inertia about the z- and y-axis as well as the
segment mass have the largest impact. With regard to anatomical landmark misplacement, the
hip and knee joint torques are furthermore sensitive to uncertainties in the MFC and LFC land-
marks, while the ankle joint torque of the male subject is affected by a variability in the CAL and
MT5 landmarks. The three peaks pertaining to the uncertainties of anthropometric parameters
marked by white stars in the bar graph for the ankle joint of the male subject correspond to the
peaks in ankle joint acceleration. Also in the bar graph for the ankle joint of the female subject,
two smaller peaks of this type can be found near the ball impact. These observations yet again
suggest that variations in inertial parameters have a higher share for motions with high accel-
erations. Soft tissue artifacts are present in both phases and have a slightly larger effect than in
the other motion tasks. Uncertainties in the body measurements and wobbling mass parameters
are again completely insignificant.
9.5 Discussion
The uncertainty analysis reveals substantial uncertainties in the joint torque estimates of hip,
knee and ankle joint for both subjects in the considered motion tasks. There is a clear difference
between phases involving ground reaction forces and phases with pure swing motions. For the
walking and running motions, the joint torques exhibit much greater uncertainties during the
stance phase than in the swing phase, where larger joint torques also induced larger uncertain-
ties. The observed upper bounds for the deviations relative to the multiplication of body height,
body mass and gravity reach 4.7 % for the female subject and 5.4 % for the male subject in the
walking motion as well as 8.2 % for the female subject and 11.8 % for the male subject in the
Table 9.6.: Summary statistics of the uncertainty analysis in the kicking a ball motion performed
by the male subject with the relative deviation εˆ95 given in percent.
Swing forward phase Swing back phase
Joint |εˆ|95,max |εˆ|95,min |εˆ|95,avg |εˆ|95,max |εˆ|95,min |εˆ|95,avg
HJ 7.4076 0.3213 2.3957 10.0083 0.9401 2.6316
KJ 1.7308 0.0844 0.5854 1.9890 0.2095 0.6838
AJ 0.1136 0.0028 0.0179 0.0219 0.0017 0.0072
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Figure 9.7.: Results of the uncertainty and sensitivity analysis for kicking a ball performed by the
male subject with the relative joint torques τˆ and sensitivity indices S.
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running motion. The uncertainties in the kicking a ball motion vary for both subjects due to
rather individual kicking techniques. The observed upper bounds for the relative deviations are
3.3 % for the female subject and 10.0 % for the male subject. A notable difference between the
swing forward and swing back phases is only evident for the ankle joint. Deviations of these
magnitudes in joint torque estimates can have a significant impact on derived scientific con-
clusions, engineering designs and clinical decisions. Especially, quantitative evaluations of the
uncertain joint torques such as a subsequent estimation of muscle forces or the dimensioning of
actuation concepts for assistive devices are affected by the potential discrepancies.
The clear difference between phases with and without ground contact is also evident in the
results of the sensitivity analysis. During stance phase, the variations of the force plate mea-
surements exhibit the greatest influence on the observed joint torque uncertainties, while the
variances in the regression parameters for anthropometric parameter estimation have the high-
est share in swing phase. The by far largest contributors in the individual phases are the vari-
ability of the center of pressure in the x-axis as well as the variation of the regression parameters
for the segment masses in thigh, shank and foot. Particular acceleration peaks in the running
and kicking a ball motions indicated an increased sensitivity to uncertainties in inertial parame-
ters for motion tasks with higher accelerations. With varying extent, the uncertainties of the hip
and knee joint torques are also notably sensitive to variances of the regression parameters in
joint center estimation as well as anatomical landmark misplacement. The involved regression
parameters and anatomical landmarks are all exclusively related to the joints and body seg-
ments of the considered right leg. Soft tissue artifacts are present in both phases but only have
a minor effect. This finding demonstrates the capability and efficiency of the extended Kalman
smoother since soft tissue artifacts are usually regarded as one of the most relevant uncertainty
sources, e.g. [98, 130]. In all motion tasks, variations in the body measurements and wobbling
mass parameters do not have any significant share in the joint torque uncertainties. The order
of the identified sensitivities is mostly identical for both subjects. In this context, it is impor-
tant to note that small sensitivities for specific input variables or model parameters do not also
imply a reduced importance for the inverse dynamics simulation. A low sensitivity index just
means that the particular input variable or model parameter can change within the specified
uncertainty distribution without having a substantial impact on the simulation results. In sum-
mary, well-calibrated force plates, improved regression models for anthropometric parameter
and joint center estimation as well as a careful identification of the involved anatomical land-
marks are recognized as the most important prerequisites for more accurate inverse dynamics
simulations in human motion analysis.
The comparison between the female and male subject indicates a larger uncertainty for the
female subject during the stance phase, while the uncertainty is higher for the male subject dur-
ing the swing phase which also includes the kicking a ball motion. This observation could result
from a different impact of the variations in the center of pressure as the greatest contributor to
joint torque uncertainties in the stance phase. The joint torques and hence also the involved
uncertainties of the male subject are commonly greater due to a larger body mass and longer
body segments in the legs. This relation between body measurements and observed uncertain-
ties is nonlinear and cannot be fully compensated with a normalization by body mass and body
height. For this reason, the absolute and relative uncertainties can be expected to be generally
higher for the male subject. During the stance phase, the magnitudes of the variations in the
center of pressure measurements are the same for both subjects. Because of the shorter female
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Figure 9.8.: Progress of the ten most relevant sensitivity indices S in the walking motion over the
last fifty trials for the female subject (left) and male subject (right).
foot segment, the impact of a particular variation is comparatively greater and therefore leads to
higher variances in the joint torques. This effect could exceed the fundamentally higher uncer-
tainties in the male subject and cause the different results for phases with and without ground
contact.
Furthermore, the results show that the variances in proximal joints are generally greater than
in more distal joints. This finding directly follows from the characteristic propagation of forces
in an open kinematic chain. Starting with the most distal body segment, external and inter-
nal forces as well as the associated uncertainties are recursively accumulated for the following
more proximal body segments. In this way, the uncertainties continuously increase in proximal
direction and are reflected in the corresponding joint torques.
A potential limitation of the presented uncertainty and sensitivity analysis for the walking mo-
tion is the existent difference between the found peak torques and torque apportionment com-
pared to reported reference values in literature. For example, the averaged measurements with
twenty-one female and male subjects (25.4 yrs, 173.0 cm, 70.9 kg) for walking at 1.6 m/s pro-
vided by Lipfert [136] yield a peak torque of 62.2 Nm in the knee joint and -108.7 Nm in the
ankle joint. The found median peak torques in the knee joint are considerably larger with
94.4 Nm for the female subject and 143.7 Nm for the male subject, whereas the negative me-
dian peak torques in the ankle joint only reach -51.9 Nm for the female subject and -92.8 Nm
for the male subject. Since the measurements by Lipfert were also taken on an instrumented
treadmill but with the subjects wearing athletic footwear, these differences could be an indica-
tion for deviations from the regular gait pattern during barefoot walking on an instrumented
treadmill. A further reason could be the individual characteristic of a single gait cycle performed
by a single subject as against an averaged gait cycle over several steps and different subjects. In
any case, the presented results are not based on an entirely typical gait cycle for a walking mo-
tion. Another possible restriction is the termination of the Monte Carlo simulation after 60,000
trials before the specified convergence was reached. Ongoing changes in the estimated sensi-
tivity indices imply that the input space has not been fully covered and significant fluctuations
cannot be excluded. Nevertheless, it is reasonable to assume a good approximation of the actual
uncertainties and sensitivities after the applied number of trials. Figure 9.8 exemplarily shows
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the progress of the ten in average most important sensitivity indices in the walking motion over
the last fifty trials for the female and male subject. The sensitivity index with the highest value
refers to the center of pressure in the x-axis. Nearly all of the relevant sensitivity indices reached
a stable value and did not change considerably. Only the most relevant sensitivity index for the
female subject performed a step of about 3.5 % and slowly decreased over the last trials. This
example shows that the expectable fluctuations in the important sensitivity indices are rather
small and the fundamental relations are represented by the obtained results. For future uncer-
tainty and sensitivity analyses, the computation time might be drastically decreased by reducing
the number of input variables. Since model parameters of the head, arms and the left leg had
no substantial influence on the joint torque uncertainties, the related input variables could at
least temporarily be neglected in further studies. Also, the computation time of the forward
kinematics simulation with ADOL-C integration has potential for improvements.
It should be noted that the described uncertainty and sensitivity analysis primarily reflects un-
certainty propagation and apportionment for the specific biomechanical measurements and the
particular uncertainties of the applied measurement systems and data processing approaches.
On one hand, most of the involved uncertainty sources are generally valid like the variations
in the regression parameters for anthropometric parameter and joint center estimation or the
anatomical landmark misplacement. On the other hand, some uncertainty sources depend on
the actual measurement systems like the in this particular case highly critical variances of the
force plate measurements with the instrumented treadmill. For this reason, the reported results
do not represent a universal evaluation but rather provide a realistic example for the impact of
uncertainties in a typical inverse dynamics simulation procedure. The core findings apply to this
and similar biomechanical simulations and allow to evaluate the credibility and accuracy.
9.6 Conclusion
The presented uncertainty and sensitivity analysis provides an evaluation of the uncertainty
propagation and apportionment for joint torques of hip, knee and ankle joints in a walking,
running and kicking a ball motion performed by a female and male subject. All relevant un-
certainty sources in biomechanical measurements and model parameter estimation have been
incorporated into the investigation regarding potential correlations among the individual input
variables. The obtained results reveal substantial uncertainties in the joint torque estimates for
both subjects in the considered motion tasks. In general, higher joint torques also induced larger
uncertainties. A clear difference between phases involving ground reaction forces and phases
with pure swing motions has been found. The joint torque uncertainty is much greater during
the stance phase than in the swing phase. Variations in the measured center of pressure and
the regression parameters for anthropometric parameter estimation have been identified as the
main contributors in the respective phases. Additionally, variances in the regression parameters
for joint center estimation as well as anatomical landmark misplacement were found to have
a considerable share with varying extent. Observed distinctions between the female and male
subject can be mainly ascribed to differences in segment lengths and body mass or individual
motion patterns. The presented findings apply to this and similar biomechanical simulations and
give new insights into the uncertainty propagation and apportionment in the inverse dynamics
simulation procedure. Based on the obtained results, adequate measures for a sustainable qual-
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ity management can be derived that improve the quality of biomechanical measurements as well
as model parameter estimation and facilitates the validation of biomechanical simulations.
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10 Complementary Work towards Design Methodologies for Assistive Devices
Biomechanical simulations of human motions provide a versatile and powerful instrument for
the design and analysis of assistive devices like prostheses or orthoses. Assistive devices for
lower limbs support people with amputation or musculoskeletal diseases to restore and improve
locomotion abilities. The acceptance and usability of such a technical system strongly depend
on the user’s ability to control and utilize the device but also to incorporate it into everyday rou-
tine locomotion. Ideally, the user regards the device as part of his own body which provides a
customized, familiar and predictable behavior with autonomously supporting versatile locomo-
tion [144]. This goal touches research questions in engineering and psychology and has been
studied in an interdisciplinary group of mechanical engineers, computer scientists and psycholo-
gists in order to investigate user-centered design methodologies towards a seamless integration
of assistive devices into the user’s body schema [244]. The described approaches and results
originate from a close collaboration with Philipp Beckerle and Stephan Rinderknecht from the
Institute for Mechatronic Systems in Mechanical Engineering at Technische Universität Darm-
stadt, Germany, Tim Schürmann and Joachim Vogt from the Work and Engineering Psychology
Group at Technische Universität Darmstadt, Germany as well as Oliver Christ from the Institute
Humans in Complex Systems at Fachhochschule Nordwestschweiz, Switzerland.
A fundamental concept in the investigation of design methodologies for assistive devices is
the Prosthesis-User-in-the-Loop simulator that has been developed and continuously refined
to facilitate the design and optimization of lower limb prostheses considering user experience
and assessment [51, 243]. The primary objective of this simulator, presented in Figure 10.1,
is to provide a holistic simulation of human gait with different prostheses to the participat-
ing user. Therefore, the mechanical behavior and interactions of a simulated prosthesis as
well as visual and acoustic impressions of the environment are reproduced while the user
Instrumented treadmill
Mechanical simulationAudio-visual simulation
Real-time control
Motion capture
Figure 10.1.: Schematic diagram of the Prosthesis-User-in-the-Loop simulator with different types
of lower limb prostheses adapted from Otto Bock and Vanderbilt University.
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walks on an instrumented treadmill. A real-time control system coordinates the mechanical
and audio-visual simulation based on motion capture data and ground reaction force mea-
surements [243]. This approach supports a novel user-centered design methodology for the
development of future prostheses or the analysis and optimization of existing devices by involv-
ing the users directly into the design process. The user’s experiences and assessments can be
determined and translated into technical design criteria by psychological methods such as psy-
chometric questionnaires, test designs and statistical evaluation. Because the simulator does not
require a hardware realization of the simulated prosthesis, users can be incorporated in funda-
mental research as well as the whole development process. Regarding the seamless integration
into the user’s body schema, the simultaneous mechanical and audio-visual simulation pro-
vides a high potential to analyze and manipulate the user’s perception during everyday routine
locomotion [51].
A summary of research results on central aspects in the development and evaluation of the
Prosthesis-User-in-the-Loop simulator including appropriate actuation concepts for the simula-
tor but also the simulated assistive devices, suitable approaches for mechanical and audio-visual
simulation as well as relevant mechanisms and factors influencing body schema integration is
provided in the remainder.
10.1 Actuation Concepts
Serial elastic actuator concepts are a promising approach to ensure inherent safety and en-
ergy efficiency in technical systems that involve close human-machine interaction like assistive
devices or the presented simulator [133, 229]. Incorporated passive elastic elements reduce
force peaks due to collisions or abrupt motions and have the ability to store and release en-
ergy. An additional possibility to adjust the properties of the elastic elements can further
improve the performance capability as it allows to match the natural frequency of the actua-
tor to the fundamental frequency of the desired trajectory [27]. In order to provide such a
variable elastic actuator with a compact and customizable configuration, the Variable Torsion
Stiffness actuator has been developed and evaluated with regard to biomechanical and medical
applications [202, 203]. The actuator can adjust the stiffness of a torsional elastic element by
varying the effective length via a relocatable counter bearing. This functional concept allows
to impress custom stiffness characteristics or set the stiffness for power-optimal operation. To
improve stiffness adaptation, systematic deviations caused by variations in material and geom-
etry of the elastic element as well as friction in the drive train were analyzed and compensated
based on experimental evaluations [24]. A nonlinear position control approach applying feed-
back linearization in combination with a power-optimized stiffness control was developed and
evaluated to ensure an accurate and energy-efficient tracking performance for periodic mo-
tions [27]. The energy consumption is reduced by exploiting the system dynamics considering
resonance and anti-resonance characteristics with tuning the stiffness according to the current
system state and joint trajectory [25].
In order to investigate the impact of parallel elastic elements, a serial-parallel elastic actuation
concept for an active ankle prosthesis was designed and assessed with biomechanical simula-
tion results of human walking motions [35]. An advanced operational strategy allows to store
energy in the stance phase which is released during push off to support the electrical drive. The
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parallel elasticity generates up to 25 % of the required ankle torque and helps to save energy and
weight due to reduced power requirements for the applied electrical drive. On the basis of this
result, a systematic investigation with regard to power consumption was performed for actuator
concepts with serial and parallel elasticities [26]. The results indicate that actuators with exclu-
sive serial or parallel elasticity can minimize power consumption when the stiffness is tuned to
the natural dynamics. Actuators which combine both types of elasticities do not provide further
advantages regarding power consumption but might allow a more versatile stiffness adjustment.
Inspired by these findings, a novel methodology for the design and optimization of elastically
actuated lower limb prostheses was presented and exemplarily implemented for an active knee
prosthesis [28]. This methodology incorporates actuator inertia and the inertial parameters of
the prosthesis in the design process. In the first phase, the prosthesis and its elastic actuator are
designed and optimized with respect to power consumption or peak power based on biomechan-
ical simulation results obtained from healthy subjects. The designed prosthesis is implemented
in a biomechanical inverse dynamics simulation by substituting the inertial properties of one leg
with those of the prosthesis. In the second phase, another stiffness optimization is performed
by applying the inverse dynamics simulation to revise the elastic actuator. The evaluation of the
active knee prosthesis revealed a reduction of peak power by about 10 % for walking and over
30 % for running.
10.2 Mechanical Simulation
The mechanical simulation has to replicate the biomechanical interactions between the resid-
ual leg and the simulated assistive device during human gait. This task is very challenging
and requires a complex mechatronic hardware and a sophisticated control strategy. In order to
demonstrate the general feasibility, a reduced simulator concept for ankle motions in sagittal
plane was designed and dimensioned with biomechanical simulation results for walking mo-
tions [22]. The ankle joint of healthy subjects is mechanically locked by an orthosis shoe to
induce a temporary disability. The simulator restores the impaired ankle motion by controlling
position and orientation of the orthosis shoe in one rotational and two translational dimensions
with respect to the gait phase. An essential aspect of the control of the simulator and the study
of factors for body schema integration is the imitation of postural movements. To investigate the
influence of visual, tactile and proprioceptive feedback on the integration of artificial limbs, the
body-proximal robot Int2Bot was developed and built [21, 23]. The robot models the function-
ality and appearance of a human leg with thigh, shank and foot and imitates squatting motions.
The movements of the robot are controlled by a computed torque control approach with friction
compensation based on information acquired from a sensor orthosis with inertial measurement
units worn by a subject or a depth camera. For the generation of the desired joint trajectories,
several inverse kinematics approaches were evaluated and systematically compared [200]. The
extended Kalman filter achieves the best overall performance in the estimation of the knee and
ankle joint positions. In reference to the rubber hand illusion [36], experimental evaluations
with the robot are performed by covering the human leg, while the movements of the robotic
leg can be seen in a mirror [48]. Preliminary studies with five healthy subjects and an increas-
ing visual delay indicate high values for perceived agency, whereas ownership and location are
rated rather low irrespective of the visual delay.
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Besides the actuation and control of the mechanical simulation, the characteristics of biome-
chanical interactions at the interface between the residual limb and simulator influence the
experience of the user. The involved dynamic effects in the socket have been analyzed in simu-
lation and experimentally. The simulative study applied a subject-specific inverse dynamics sim-
ulation and biomechanical measurements of healthy subjects to approximate forces and torques
in sagittal plane for different residual limb lengths in walking and running motions [245]. The
experimental study applied a novel measuring approach for detecting relative movements be-
tween the residual limb and the socket of a prosthesis as well as the occurring forces and torques
during a walking motion at different velocities [157]. The relative movements were determined
by applying motion capture techniques and a special socket with cavities for reflective markers.
Forces and torques were measured with a custom-build measuring adapter that was incorpo-
rated into the prosthesis. The results based on measurements with one amputee show consid-
erable relative movements for slow, self-selected and fast walking speeds and reveal the causal
relation for relative movements in sagittal plane.
10.3 Audio-visual Simulation
In order to enable a holistic perceptional illusion of walking with the simulated prosthesis, the
audio-visual simulation is supposed to complement the mechanical simulation by providing a
visual impression of the environment and assistive device as well as the corresponding audi-
ble soundscape with respect to the performed locomotion. By simulating for example a walk
through a park, the user should experience the scenic attractions when looking around, his own
body and the simulated prosthesis when looking down and possible acoustic stimuli like step
sounds, birds in the trees or technical noise of the simulated prosthesis. This approach allows
to test different everyday situations with fading out the distracting laboratory environment and
adjusting relevant mechanisms and factors for body schema integration [51].
Recent developments in three-dimensional computer graphics and head-mounted displays en-
able the use of virtual reality for implementing such a holistic perceptional illusion based on
biomechanical kinematics simulations in combination with a personalized virtual avatar which
gives the user a sensation of being part of the simulated scene [51, 243]. The desired focus on
immersion requires to create a connection between the user and the virtual environment but
also between the user and his virtual avatar. Synchronizing the body movement of the user
and his avatar is a crucial step to improve the feeling of presence by enhancing the experience
of agency and body ownership over the avatar [43, 51]. Several modern consumer products
provide cheap and highly integrated sensors for tracking human motion and could potentially
replace sophisticated and expensive professional motion capture systems. Depth cameras like
the KINECT (Microsoft, USA) or XTION PRO (Asus, Taiwan) are a prominent product class that
allows to extract body segment motions based on a stream of depth images. In a pilot study, the
impact of temporal delay in depth cameras between the performed and simulated motion with
regard to the perceptional illusion was assessed [50]. The results reveal considerable delays
especially in fast motions which constrain the experience of agency. In order to avoid these de-
lays in the simulation of realistic lower limb motions, a real-time step detection was developed
that uses the integrated sensors of the head-mounted display OCULUS RIFT (Oculus VR, USA) for
discriminating left and right steps and estimating the current walking speed [43]. This informa-
tion enables to animate the virtual avatar by triggering and scaling predefined leg trajectories.
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Results of a comparison between four different step detection approaches with two healthy sub-
jects show that a position-based step detector can recognize more than 92 % of the steps in a
walking trial. In a following study, the step detection was used to investigate the influence of
step sounds and a natural soundscape on the feeling of presence [122]. Thirty-six healthy sub-
jects rated the virtual experience with and without sounds in various combinations. The results
indicate a significantly higher rating of presence and realism for simulations including a natural
soundscape, whereas step sounds do not improve the feeling of presence.
10.4 Body Schema Integration
The rubber hand illusion is a psychological paradigm that shows how the body schema of healthy
subjects can be manipulated and shifted towards an artificial limb [36]. This cognitive effect is a
promising starting point for the investigation of body schema integration with regard to assistive
devices. In the experimental evaluation of the rubber hand illusion, a subject sees a rubber hand
which is stimulated by a brush, while the real hand is hidden but stimulated synchronously.
After a certain time, this process can induce a feeling of ownership over the rubber hand which
is attributed to a multisensory integration of visual, tactile and proprioceptive information. In
order to transfer the induced illusion to human motions with prostheses or orthoses, a systematic
literature research has been performed to find relevant maintaining factors [48]. The analyzed
studies indicate that the tactile information can be replaced by movements, where active and
voluntary movements might additionally evoke a feeling of agency. Both sensations can help to
improve body schema integration of assistive devices by moving the induced illusion from the
hand to the leg [20].
An important requirement for user-centered development is an assessment of the user’s needs
and appropriate influencing factors. For gathering data with practical relevance, a question-
naire regarding satisfaction, usability, appearance, functionality and handling of the prosthesis
in different situations was created. Sixty-five amputees completed the questionnaire. In a first
evaluation, the fit of the shaft and a natural gait pattern were identified as important factors
for satisfaction and body schema integration [248]. A second evaluation found dissatisfaction
for different motor functions accompanied by a feeling of social exclusion [49]. Problems dur-
ing changes in walking speed impair the feeling of security, whereas appearance, usability and
functional features affect general satisfaction. Based on these results, a design methodology
that allows to translate the identified factors to the functional design of prosthetic devices was
developed [20]. By applying a quality function deployment approach, the psychological factors
are connected to technical criteria which enables a consideration of satisfaction, feeling of se-
curity and body schema integration in the development process. A detailed description of the
design methodology is provided by Beckerle [18, 19].
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11 Conclusion
Biomechanical simulations of human motion dynamics have the potential to facilitate scientific
research and clinical applications in medicine, rehabilitation, robotics and sports. Simulation-
based approaches allow to estimate many crucial variables like joint forces and torques or mus-
cle forces that cannot be measured in classical experiment-based approaches. The credibility
and accuracy of simulation results strongly depend on the applied biomechanical model of the
human locomotor system as well as the available biomechanical measurements. This thesis con-
tributes to the field of human biomechanics by analyzing uncertainty and sensitivity in human
motion dynamics simulations. Based on the important class of inverse dynamics simulations,
the impact of common uncertainty sources has been systematically investigated for selected
joint torques of the lower limbs in the three representative motion tasks walking, running and
kicking a ball performed by a female and a male subject. The uncertainty and sensitivity analysis
considered dispersion in the acquisition of biomechanical measurements, estimation of model
parameters and realization of dynamics simulations with a parallel assessment of uncertainty
propagation and apportionment for both genders. The approach guarantees a systematic eval-
uation of uncertainty and sensitivity regarding the sequential nature of the inverse dynamics
simulation and existing dependencies between the involved uncertainty sources.
11.1 Contributions
This thesis makes several contributions towards more credible and accurate human motion
dynamics simulations which are summarized in the following paragraphs.
Efficient Computational Frameworks
In order to enable a fast but adequate assessment of uncertainty propagation and apportion-
ment, efficient computational frameworks for biomechanical modeling and simulation as well
as uncertainty and sensitivity analysis have been presented in Chapter 3 and 4. High compu-
tational efficiency is a crucial requirement for the application of probabilistic methods as these
approaches require a large number of repetitive simulation trials. The modeling and simulation
framework provides a detailed three-dimensional biomechanical model of the human locomotor
system and efficient algorithms for kinematics and dynamics simulations based on a lightweight
and powerful multibody systems library. The low computational demand of the multibody sys-
tems library ensures fast execution times and a reduced memory consumption. The application
of a comprehensive regression model for anthropometric parameters allows to personalize the
model parameters to individual subjects. In contrast to other modeling approaches, soft tissue
dynamics are considered by incorporating a wobbling mass model and the model parameters
include all relevant dynamic properties without imposing restrictive assumptions on the center
of mass or inertia tensor. This comprehensive modeling provides a more detailed representation
of the actual dynamics in the human locomotor system. The uncertainty and sensitivity frame-
work augments existing approaches in biomechanical studies by applying advanced statistical
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models and considering possible correlations among uncertain simulation inputs and model pa-
rameters. By using a global analysis based on Monte Carlo simulation along with a parametric
multivariate distribution system that covers the entire permissible skewness-kurtosis region, the
exploration of the whole input space and a consideration of nonlinearities in the biomechanical
model as well as interactions in the input variables are ensured. The preservation of these in-
herent characteristics avoids oversimplification and yields more realistic results. In contrast to
conventional approaches based on Latin hypercube sampling, the quasi-random sampling strat-
egy and the iterative implementation considerably decrease the required memory consumption
and enable a flexible control over the number of random trials. Instead of running a predefined
and fixed number of random trials, the simulation can be adjustably terminated after reaching
a specified convergence limit which effectively saves computational time with assuring reliable
simulation results. This combination of two powerful computational frameworks is the first of
its kind to provide a comprehensive biomechanical model for various human motions together
with an appropriate uncertainty and sensitivity analysis that covers different classes of probabil-
ity distributions and considers potential correlations. These features make both computational
frameworks unique and provide a sound basis for future research in modeling and simulation
of human motion dynamics.
Comprehensive Biomechanical Measurements
The comprehensive HUMOD database with biomechanical measurements for various human mo-
tions performed by a female and male subject has been presented in Chapter 5. The database
contains high-quality measurement data from a three-dimensional motion capture system, an
instrumented treadmill and an electromyographical measurement system for eight different mo-
tion tasks representing typical repetitive and goal-oriented motions. For joint trajectory estima-
tion, an extended Kalman smoother approach has been described which reduces the influence
of soft tissue artifacts and ensures smooth joint trajectories and consistent spatial motion data.
Besides the raw measurement data, estimates for anthropometric parameters, joint center loca-
tions and joint trajectories as well as the source code of the applied computational scripts and
a detailed documentation have been provided and published for open data and open source
use.
In preparation for the uncertainty and sensitivity analysis, a systematic evaluation of impor-
tant uncertainty sources in motion capture and force plate measurements has been presented
and discussed in Chapter 6. The evaluation yields statistical models for anatomical landmark
misplacement, soft tissue artifacts and measurements errors for both measurement systems.
Anatomical landmark misplacement and the measurement errors were assessed based on ex-
perimental investigations with the actual subjects and measurement systems which ensures
compatibility with the collected biomechanical measurements. In contrast to previous stud-
ies, potential correlations between the individual measurands are considered and incorporated
into the statistical models. The impact of soft tissue artifacts in combination with the extended
Kalman smoother was evaluated based on a computational model presented in literature and
an exemplary uncertainty analysis.
The results show that anatomic landmark misplacement, soft tissue artifacts as well as measure-
ment uncertainties of the instrumented treadmill considerably impair biomechanical measure-
ments, whereas measurement uncertainties of the motion capture system are rather negligible.
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The principal standard deviations in anatomical landmark identification reached up to 28.1 mm
for repetitive trials with different examiners and 17.0 mm for repetitive trials with one exam-
iner. Despite the application of the extended Kalman smoother, the imposed soft tissue artifacts
caused standard deviations of up to 2.5 ◦ in the leg joints. The measurement uncertainty of the
applied instrumented treadmill resulted in standard deviations ranging from 3.149 N to 3.961 N
for ground reaction forces and from 10.8 mm to 18.2 mm for the center of pressure. Uncertain-
ties of these magnitudes substantially affect the tracking of body segments and the estimation
of ground reaction forces which can have a significant impact on derived model parameters and
simulation results.
Uncertainty and Sensitivity Analysis of Model Parameter Estimation
An extensive uncertainty analysis of joint center estimation as well as a comprehensive uncer-
tainty and sensitivity analysis of anthropometric parameter estimation have been described in
Chapter 7 and 8. The variance in common regression parameters for the estimation of joint
center locations in female and male subjects was assessed by exploiting statistical properties
of anatomical landmarks provided in literature in combination with a Kriging interpolation ap-
proach. By incorporating the found uncertainties for joint center estimation and biomechanical
measurements as well as additional statistical properties reported in literature, the variation of
widely used regression parameters for the estimation of anthropometric parameters was eval-
uated for female and male subjects. The results indicate substantial variances in most of the
considered joints and body segments and provide representative statistical models as well as a
sound basis for refined regression parameters. The found relative standard deviations of the
regression parameters with respect to the provided reference values reach up to 296.3 % for
joint center estimation and 67,254.9 % for anthropometric parameter estimation. Such high
uncertainties considerably influence the accuracy of the obtained model parameters and affect
the personalization of the biomechanical model. In order to improve anthropometric parame-
ter estimation, a revised set of regression parameters was derived from the found probability
distributions. The anthropometric parameters for the right thigh segment of the actual subjects
determined with this set coincide quite well with the found median values of the probability dis-
tributions and have a maximum deviation of 2.1 % for the female subject and 2.8 % for the male
subject. In contrast, the anthropometric parameters calculated with the original reference val-
ues exhibit deviations of up to 519.4 % for the female subject and 189.3 % for the male subject.
These results indicate a clear improvement in the estimation results regarding the expectable
uncertainties. Nevertheless, a general problem for the applicability and validity of the applied
regression models is the age of the underlying measurement data. Since most of the relevant
measurements were performed in the 1980s or before, an application on present subjects causes
additional uncertainties in the estimation process. Together with the revealed uncertainties, this
fact emphasizes that updated regression models based on contemporary measurement data are
necessary to further improve model parameter estimation.
Uncertainty and Sensitivity Analysis of Joint Torque Estimation
In order to evaluate the propagation of individual uncertainty sources, a comprehensive uncer-
tainty and sensitivity analysis for joint torque estimates in hip, knee and ankle joints has been
presented in Chapter 9 with incorporating all previously determined uncertainties. In contrast
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to previous studies, the performed analysis regards both genders and three different motion
tasks. In addition, the systematic assessment of the involved uncertainty sources and the con-
sequent consideration of possible correlations among uncertain simulation inputs and model
parameters improves the significance of the obtained results. The uncertainty analysis reveals
crucial deviations in all joints at different phases of the motion sequence and establishes causal
relations between joint kinematics and the found dispersion. The observed upper bounds for
the deviations reach up to 80.6 Nm in the walking motion, 176.1 Nm in the running motion and
149.3 Nm in the kicking motion. A clear difference between phases involving ground reaction
forces and phases with pure swing motions has been found, where the joint torque uncertainty is
much greater during phases with ground contact. Variations in the measured center of pressure
and the regression parameters for anthropometric parameter estimation have been identified
as the most relevant uncertainty sources. But also variances in the regression parameters for
joint center estimation as well as anatomical landmark misplacement have a considerable share
with varying extent. Observed distinctions between the female and male subject mainly orig-
inate from differences in segment lengths and body mass or individual motion patterns. The
presented results show that especially uncertainties in force plate measurements and anthropo-
metric parameter estimates have a significant influence on the simulation results. Deviations
of 50.0 % or more with regard to the estimated median value demonstrate the large variability.
Such uncertainties substantially affect the results of biomechanical and medical investigations
but can also lead to an inappropriate dimensioning of critical components in assistive devices
like load-bearing structures or actuation concepts. In conclusion, an adequate calibration of
the applied force plates or instrumented treadmill as well as refined regression models for an-
thropometric parameter and joint center estimation are the most important requirements for
more accurate human motion dynamics simulations. In addition, a careful identification of the
involved anatomical landmarks helps to further improve the simulation results.
Biomechanical Simulations for the Design and Analysis of Assistive Devices
A number of complementary research topics regarding a user-centered design methodology for
active assistive devices based on biomechanical simulations of human motions have been inves-
tigated. A summary of the obtained results has been provided in Chapter 10. The presented
Prosthesis-User-in-the-Loop simulator is a novel approach towards a seamless integration of
assistive devices into the body schema. By imitating the mechanical behavior of a simulated
prosthesis as well as visual and acoustic impressions of the environment, the concept enables
a holistic simulation of human gait with different assistive devices. This approach allows to
study important technical criteria but also influential psychological factors at the same time.
In the presented investigations, a particular focus was put on the analysis and implementa-
tion of serial elastic actuator concepts that ensure inherent safety and energy efficiency as well
as the development of a personalized audio-visual simulation with respect to relevant psycho-
logical factors. Regarding the actuator concepts, a novel serial elastic actuator with variable
stiffness and a compact and customizable configuration has been developed. Furthermore, a
new methodology for the design and optimization of elastically actuated lower limb prostheses
based on biomechanical dynamics simulations was presented and exemplarily implemented for
an active knee prosthesis. The evaluation revealed a reduction of peak power by about 10 % for
walking and over 30 % for running. Concerning the audio-visual simulation, different factors for
improving the feeling of presence and body ownership in a virtual simulation environment have
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been studied. A good temporal synchronization of the actual and simulated motions as well
as the integration of a natural soundscape led to significantly higher ratings for presence and
realism. These results provide an initial basis for the investigation of body schema integration
with regard to assistive devices.
11.2 Outlook
While the contributions of this thesis provide a comprehensive evaluation of uncertainties and
sensitivities in the inverse dynamics procedure, further research is required to investigate the
impact of uncertainty propagation on subsequent applications like muscle force estimation or
the development of assistive devices. In particular, the derivation of personalized model param-
eters for macroscopic muscle models might be affected by significant uncertainties which impair
the results of a static optimization. For the development of prostheses or orthoses, variations
in estimated joint torques have to be considered in the dimensioning of constructive compo-
nents and actuator concepts. The identified uncertainties give a reasonable point of reference
for the expectable variations. In the long term, the presented findings suggest that adequate
measures for a sustainable quality management are necessary to improve the quality of biome-
chanical measurements as well as model parameter estimation and to facilitate the validation
of biomechanical simulations.
The results of the uncertainty and sensitivity analysis indicate that variances in force plate mea-
surements but also anthropometric parameter and joint center estimates have the greatest im-
pact on the obtained joint torques. While measurement errors of force plates or instrumented
treadmills can be reduced by consistent and routine calibration procedures, anthropometric pa-
rameters and joint center locations are typically calculated with simplified regression models
based on outdated and incomplete databases of human body measurements which have been
recorded for very specific populations.
Recent developments in three-dimensional scanner technology potentially facilitate and sim-
plify the generation of personalized volume models that can be applied for the computation
of individual model parameters or refined regression models. This approach also allows to
take currently disregarded populations like young, elderly and disabled people into account. In
combination with modern medical imaging, additional details like personalized wobbling mass
models could be incorporated. The computational frameworks presented in this thesis can be
easily adapted to evaluate improved or enhanced regression models as well as other motion
tasks or joint torques. In that respect, the provided statistical models and revised regression
parameters provide a suitable basis and reference.
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A.1 Hierarchical Model Tree
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A.2 Definitions and Abbreviations for Anatomical Landmarks
GLA Glabella: Undepressed skin surface point obtained by palpating the most
forward projection of the forehead in the midline at the level of the brow
ridges [177].
TRAL, TRAR Left and right tragion: Undepressed skin surface point obtained by pal-
pating the most anterior margin of the cartilaginous notch just superior to
the tragus of the ear located at the upper edge of the external auditory
meatus [177].
SUP Suprasternale: Undepressed skin surface point at the superior margin of
the jugular notch of the manubrium on the midline of the sternum [177].
C7 7th cervical vertebra: Depressed skin surface point at the most posterior
aspect of the spinous process of the 7th cervical vertebra [177].
T8 8th thoracic vertebra: Depressed skin surface point at the most posterior
aspect of the spinous process of the 8th thoracic vertebra [177].
T12 12th thoracic vertebra: Depressed skin surface point at the most posterior
aspect of the spinous process of the 12th thoracic vertebra [177].
ACRL, ACRR Left and right acromion: Undepressed skin surface point obtained by pal-
pating the most anterior portion of the lateral margin of the acromial pro-
cess of the scapula [177].
LHCL, LHCR Left and right lateral humeral epicondyle: Undepressed skin surface point
at the most lateral aspect of the humeral epicondyle [177].
WRIL, WRIR Left and right wrist: Undepressed skin surface point on the dorsal surface
of the wrist midway between the radial and ulnar styloid processes [177].
USL, USR Left and right ulnar styloid: The most distal point on the ulna [145].
RSL, RSR Left and right radial styloid: The point at the distal tip of the radius [145].
ASISL, ASISR Left and right anterior-superior iliac spine: Depressed skin surface point
at the anterior-superior iliac spine. Located by palpating proximally on the
midline of the anterior thigh surface until the anterior prominence of the
iliac spine is reached [177].
PSISL, PSISR Left and right posterior-superior iliac spine: Depressed skin surface point
at the posterior-superior iliac spine. This landmark is located by palpating
posteriorly along the margin of the iliac spine until the most posterior promi-
nence is located, adjacent to the sacrum [177].
PS Pubic symphysis: Depressed skin surface point at the anterior margin of
the pubic symphysis, located by the subject by palpating inferiorly on the
midline of the abdomen until reaching the pubis. The subject is instructed
to rock his or her fingers around the lower margin of the symphysis to locate
the most anterior point [177].
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GTRL, GTRR Left and right greater trochanter: Undepressed skin surface point at the
most lateral prominent of the upper femur [247].
LFCL, LFCR Left and right lateral femoral epicondyle: Undepressed skin surface point
at the most lateral aspect of the lateral femoral epicondyle [177].
MFCL, MFCR Left and right medial femoral epicondyle: Undepressed skin surface point
at the most medial aspect of the medial femoral epicondyle [247].
LML, LMR Left and right lateral malleolus: Undepressed skin surface point at the
most lateral aspect of the malleolus of the fibula [177].
MML, MMR Left and right medial malleolus: Undepressed skin surface point at the
most medial aspect of the malleolus of the tibia [247].
SPHL, SPHR Left and right sphyrion: The most distal point on the medial side of the
tibia [145].
CALL, CALR Left and right calcaneus: Undepressed skin surface point at the most pos-
terior prominent of the calcaneus [247].
MT2L, MT2R Left and right 2nd metatarsal head: Undepressed skin surface point above
the distal head of the 2nd metatarsal [247].
MT5L, MT5R Left and right 5th metatarsal head: Undepressed skin surface point above
the distal head of the 5th metatarsal [247].
HALL, HALR Left and right hallux: The anterior point of the 1st digit of each foot [247].
A.3 Abbreviations for Skeletal Muscles
SOLL, SOLR Left and right soleus muscle: Plantar flexion of the ankle joint [105].
TIAL, TIAR Left and right tibialis anterior muscle: Dorsiflexion of the ankle joint and
assistance in inversion of the foot [105].
GLSL, GLSR Left and right gastrocnemius lateralis muscle: Flexion of the ankle joint
and assist in flexion of the knee joint [105].
VSLL, VSLR Left and right vastus lateralis muscle: Extension of the knee joint [105].
RCFL, RCFR Left and right rectus femoris muscle: Extension of the knee joint and
flexion of the hip joint [105].
BCFL, BCFR Left and right biceps femoris muscle: Flexion and lateral rotation of the
knee joint. The long head also extends and assists in lateral rotation of the
hip joint [105].
GLXL, GLXR Left and right gluteus maximus muscle: Extends, laterally rotates and
lower fibers assist in adduction of the hip joint. The upper fibers assist in
adduction. Through its insertion into the iliotibial tract, helps to stabilize
the knee in extension [105].
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A.4 Normal Vectors for Reflective Markers
GLA The normal vector is parallel to the line connecting the midpoint between
the TRA markers with the GLA marker.
TRA The normal vector is parallel to the line connecting the TRA markers.
SUP, C7 The normal vector is parallel to the line connecting the C7 and SUP markers.
T8 The normal vector is parallel to the vector sum of the normal vectors speci-
fied for the SUP, C7 and T12 markers.
T12 The normal vector is parallel to the line connecting the T8 and T12 markers
rotated by 0.5pi rad about the line connecting the ACR markers.
ACR The normal vector is perpendicular to the normal vector specified for the
SUP and C7 markers and the line connecting the ACR markers.
LHC The normal vector is perpendicular to the lines connecting the WRI and LHC
markers as well as the estimated shoulder joint center and LHC marker.
ASIS, PSIS The normal vector is parallel to the line connecting the midpoint between
the ASIS markers with the midpoint between the PSIS markers.
PS The normal vector is parallel to the line connecting the midpoint between
the PSIS markers with the PS marker.
GTR The normal vector is parallel to the line connecting the GTR markers.
LFC, MFC The normal vector is parallel to the line connecting the LFC and MFC mark-
ers.
LM, MM The normal vector is parallel to the line connecting the LM and MM markers.
CAL The normal vector is parallel to the line connecting the CAL and MT2 mark-
ers
MT2, MT5, HAL The normal vector is perpendicular to the lines connecting the CAL and MT5
markers as well as the MT2 and MT5 markers.
A.5 Segment Reference Frames
HEA The y-axis is assumed to be perpendicular to the plane containing the GLA,
TRAL and TRAR markers pointing distally. The z-axis is perpendicular to
the y-axis and the line connecting the lower neck joint and the GLA marker
pointing right. The x-axis is the line perpendicular to the y- and z-axis
pointing anteriorly. The origin is the LNJ [66].
THO The y-axis is given by the connection of ULJ and LNJ pointing superior. The
z-axis is perpendicular to the y-axis and the line connecting the C7 and SUP
markers pointing right. The x-axis is the line perpendicular to the y- and
z-axes pointing anteriorly. The origin is the LNJ [68].
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ABD The y-axis is given by the connection of LLJ and ULJ pointing superior. The
z-axis is perpendicular to the y-axis and the line connecting the C7 and SUP
markers pointing right. The x-axis is the line perpendicular to the y- and
z-axis pointing anteriorly. The origin is the ULJ [68].
UPA The y-axis is given by the connection of SJ and EJ pointing proximally. The
x-axis is perpendicular to the y-axis and the line connecting EJ and the LHC
marker pointing anteriorly. The z-axis is the line perpendicular to the x- and
y-axes pointing right. The origin is the SJ [66].
LOA The y-axis is given by the connection of the WRI marker and EJ pointing
proximally. The x-axis is perpendicular to the y-axis and the line connecting
EJ and the LHC marker pointing anteriorly. The z-axis is the line perpendic-
ular to the x- and y-axes pointing right. The origin is the EJ [66].
PEL The z-axis is given by the connection of the ASISL and ASISR markers point-
ing right. The x-axis is given by the line connecting the midpoint of the
ASISL and ASISR markers with the midpoint of the PSISL and PSISR mark-
ers pointing anteriorly. The y-axis is the line perpendicular to the x- and
z-axes pointing superior. The origin is the LLJ [66].
THI The x-axis is perpendicular to the plane containing the HJ as well as MFC
and LFC markers pointing anteriorly. The y-axis is given by the line connec-
tion HJ and KJ joints pointing proximally. The z-axis is the line perpendicu-
lar to the x- and y-axes pointing right. The origin is the HJ [66].
SHA The x-axis is perpendicular to the plane containing the KJ as well as the MM
and LM markers pointing anteriorly. The y-axis is given by the line connect-
ing KJ and AJ pointing proximally. The z-axis is the line perpendicular to
the x- and y-axes pointing right. The origin is the KJ [66].
FOO The x-axis is given by the connection of the CAL marker with the point
defined by adding three-quarters of the distance between the MT2 and MT5
markers to the location of the MT5 marker in medial direction and points in
anterior direction. The y-axis is perpendicular to the plantar aspect of the
foot approximated by the plane containing the CAL, MT2 and MT5 markers
pointing proximally. The z-axis is the line perpendicular to the x- and y-axes
pointing right. The origin is the AJ [66].
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A.6 Parameters of the Extended Kalman Smoother
Diagonal elements of the process covariance matrix Σw and measurement covariance matrix Σv
for the extended Kalman smoother. All other elements are set to zero.
diag (Σw) diag (Σv )
Female Male Female Male
LNJX 1.0 · 18000.0 1.0 · 18000.0 GLA 1.0 · 0.56652 1.0 · 0.659582
LNJY 1.0 · 18000.0 1.0 · 18000.0 TRAL 1.0 · 0.56652 1.0 · 0.659582
LNJZ 1.0 · 18000.0 1.0 · 18000.0 TRAR 1.0 · 0.56652 1.0 · 0.659582
SJL,X 1.0 · 18000.0 1.0 · 18000.0 SUP 1.0 · 0.56652 1.0 · 0.659582
SJL,Y 1.0 · 18000.0 1.0 · 18000.0 ACRL 2.0 · 0.56652 2.0 · 0.659582
SJL,Z 1.0 · 18000.0 1.0 · 18000.0 ACRR 2.0 · 0.56652 2.0 · 0.659582
SJR,X 1.0 · 18000.0 1.0 · 18000.0 C7 1.0 · 0.56652 1.0 · 0.659582
SJR,Y 1.0 · 18000.0 1.0 · 18000.0 T8 1.0 · 0.56652 1.0 · 0.659582
SJR,Z 1.0 · 18000.0 1.0 · 18000.0 T12 1.0 · 0.56652 1.0 · 0.659582
EJL,Z 1.0 · 18000.0 1.0 · 18000.0 LHCL 1.0 · 0.56652 1.0 · 0.659582
EJR,Z 1.0 · 18000.0 1.0 · 18000.0 LHCR 1.0 · 0.56652 1.0 · 0.659582
ULJX 1.0 · 18000.0 1.0 · 18000.0 WRIL 1.0 · 0.56652 1.0 · 0.659582
ULJY 1.0 · 18000.0 1.0 · 18000.0 WRIR 1.0 · 0.56652 1.0 · 0.659582
ULJZ 1.0 · 18000.0 1.0 · 18000.0 ASISL 1.0 · 0.56652 1.0 · 0.659582
LLJX 1.0 · 18000.0 1.0 · 18000.0 ASISR 1.0 · 0.56652 1.0 · 0.659582
LLJY 1.0 · 18000.0 1.0 · 18000.0 PSISL 1.0 · 0.56652 1.0 · 0.659582
LLJZ 1.0 · 18000.0 1.0 · 18000.0 PSISR 1.0 · 0.56652 1.0 · 0.659582
HJL,X 1.0 · 18000.0 1.0 · 18000.0 PS 1.0 · 0.56652 1.0 · 0.659582
HJL,Y 1.0 · 18000.0 1.0 · 18000.0 GTRL 2.0 · 0.56652 2.0 · 0.659582
HJL,Z 1.0 · 18000.0 1.0 · 18000.0 GTRR 2.0 · 0.56652 2.0 · 0.659582
HJR,X 1.0 · 18000.0 1.0 · 18000.0 LFCL 0.7 · 0.56652 0.7 · 0.659582
HJR,Y 1.0 · 18000.0 1.0 · 18000.0 LFCR 0.7 · 0.56652 0.7 · 0.659582
HJR,Z 1.0 · 18000.0 1.0 · 18000.0 MFCL 0.7 · 0.56652 0.7 · 0.659582
KJL,Z 3.0 · 18000.0 3.0 · 18000.0 MFCR 0.7 · 0.56652 0.7 · 0.659582
KJR,Z 3.0 · 18000.0 3.0 · 18000.0 LML 0.5 · 0.56652 0.5 · 0.659582
AJL,X 3.0 · 18000.0 3.0 · 18000.0 LMR 0.5 · 0.56652 0.5 · 0.659582
AJL,Y 3.0 · 18000.0 3.0 · 18000.0 MML 0.5 · 0.56652 0.5 · 0.659582
AJL,Z 3.0 · 18000.0 3.0 · 18000.0 MMR 0.5 · 0.56652 0.5 · 0.659582
AJR,X 3.0 · 18000.0 3.0 · 18000.0 CALL 0.1 · 0.56652 0.1 · 0.659582
AJR,Y 3.0 · 18000.0 3.0 · 18000.0 CALR 0.1 · 0.56652 0.1 · 0.659582
AJR,Z 3.0 · 18000.0 3.0 · 18000.0 MT2L 0.1 · 0.56652 0.1 · 0.659582
MT2R 0.1 · 0.56652 0.1 · 0.659582
MT5L 0.1 · 0.56652 0.1 · 0.659582
MT5R 0.1 · 0.56652 0.1 · 0.659582
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A.7 Covariance Matrices for Anatomical Landmark Misplacement
Elements of the symmetrical covariance matrices for reproducibility and repeatability of the fe-
male subject given in millimeters squared.
Reproducibility Repeatability
ΣX ,X ΣY,Y ΣZ ,Z ΣX ,Y ΣX ,Z ΣY,Z ΣX ,X ΣY,Y ΣZ ,Z ΣX ,Y ΣX ,Z ΣY,Z
GLA 3.48 10.61 2.79 3.75 0.16 0.30 0.35 0.75 0.67 0.16 −0.03 −0.16
TRAL 20.12 10.77 3.48 −10.29 0.38 −0.30 0.27 0.15 0.09 −0.03 0.04 −0.01
TRAR 20.64 8.84 3.70 −7.99 1.69 −0.84 1.53 1.72 0.43 0.97 0.01 0.07
SUP 4.72 5.96 10.11 −2.64 −2.52 3.82 1.02 1.20 0.97 −0.73 −0.44 0.48
ACRL 120.59 126.03 200.45 −27.36 −1.71 75.09 5.44 1.25 2.00 −0.68 −1.16 0.43
ACRR 138.92 110.23 150.11 −32.53 12.12 −49.38 4.23 1.30 3.27 0.38 −1.88 −0.63
C7 14.15 21.71 11.15 11.31 −2.07 −2.88 0.38 0.38 3.14 0.00 −0.07 −0.05
T8 29.73 190.76 24.53 −32.22 −1.67 9.23 0.60 0.88 4.35 −0.03 0.09 −0.65
T12 129.42 577.22 75.93 −165.72 3.43 −10.52 10.69 69.00 10.62 −10.22 0.93 −6.45
LHCL 4.48 15.07 2.75 1.24 −0.24 0.67 0.84 3.41 0.55 0.27 −0.06 −0.02
LHCR 34.83 37.72 9.85 −20.46 −1.77 1.07 1.62 1.72 0.60 1.08 0.45 0.47
WRIL 11.64 13.93 7.29 −3.83 −3.67 4.15 0.33 0.25 0.30 0.04 −0.18 −0.02
WRIR 6.98 5.23 1.99 −2.87 0.48 −0.76 0.59 0.64 0.15 0.41 0.04 0.01
ASISL 10.79 26.10 6.71 −11.84 3.99 −7.05 1.75 3.56 1.84 −1.62 1.05 −1.59
ASISR 14.87 16.72 18.64 −10.69 −11.67 12.40 0.46 1.42 0.95 0.11 −0.22 −0.59
PSISL 83.03 204.95 356.66 18.86 −12.50 −124.00 2.48 5.99 6.35 0.95 0.69 1.95
PSISR 57.06 156.30 177.79 19.43 4.79 74.73 2.79 4.02 14.60 1.05 −2.60 −4.07
PS 0.98 4.30 1.99 0.31 −0.11 −0.86 0.59 3.50 1.11 0.22 −0.07 −0.86
GTRL 402.98 474.41 240.42 −28.28 36.01 70.56 19.44 44.41 11.63 −8.96 2.03 3.71
GTRR 122.90 183.39 77.61 −7.53 2.17 −40.50 34.58 31.09 7.65 −24.23 −1.40 0.58
LFCL 89.60 157.13 30.54 77.62 8.85 9.38 6.52 3.74 1.99 1.67 1.28 0.31
LFCR 115.14 227.71 60.40 65.89 −13.75 9.01 6.08 8.68 3.54 −0.49 −0.92 0.71
MFCL 30.64 23.60 8.76 16.70 −4.48 −1.38 5.62 17.00 5.60 0.53 −0.53 5.09
MFCR 19.16 9.69 10.84 1.92 8.51 0.11 2.54 7.74 2.41 −0.14 0.57 −1.75
LML 1.96 3.31 0.95 −0.70 0.06 −0.33 0.76 0.67 1.29 −0.30 −0.66 0.39
LMR 3.10 2.82 1.81 −0.31 0.53 0.35 1.28 1.30 2.05 −0.17 0.84 0.01
MML 1.46 1.07 0.38 −0.66 0.19 −0.13 1.85 0.49 1.07 −0.32 −1.04 0.23
MMR 5.00 9.01 1.83 −5.10 −1.01 1.49 0.13 0.12 0.07 −0.06 0.05 −0.03
CALL 4.86 31.93 13.08 −1.35 −0.76 14.83 0.49 3.39 0.76 −0.13 −0.03 0.63
CALR 5.60 42.46 7.35 3.04 −0.64 −7.86 0.58 4.42 0.67 0.16 0.02 0.05
MT2L 11.17 2.48 2.54 −2.77 1.90 −0.58 0.42 0.24 0.59 −0.06 −0.05 0.01
MT2R 8.84 1.95 1.32 −2.40 −0.09 0.05 1.65 0.68 1.13 −0.34 0.14 −0.09
MT5L 6.44 1.53 2.62 −0.42 −1.58 0.53 0.55 0.35 0.59 −0.03 −0.05 0.15
MT5R 1.19 0.46 1.13 0.42 −0.88 −0.40 0.51 0.58 1.48 0.24 −0.44 −0.62
HALL 1.85 1.94 1.09 −1.39 −0.88 0.89 0.12 0.22 0.23 −0.06 0.03 −0.06
HALR 1.41 1.43 0.64 −1.02 0.21 −0.19 0.04 0.05 0.25 −0.00 −0.00 0.03
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Elements of the symmetrical covariance matrices for reproducibility and repeatability of the male
subject given in millimeters squared.
Reproducibility Repeatability
ΣX ,X ΣY,Y ΣZ ,Z ΣX ,Y ΣX ,Z ΣY,Z ΣX ,X ΣY,Y ΣZ ,Z ΣX ,Y ΣX ,Z ΣY,Z
GLA 3.66 16.78 3.19 4.20 −0.31 −1.09 0.13 0.43 0.39 0.09 −0.06 −0.26
TRAL 49.80 30.95 12.56 −16.10 0.55 −0.23 0.99 1.03 0.44 0.22 −0.03 0.08
TRAR 21.34 27.78 8.16 −9.55 1.37 −2.33 3.31 1.32 0.73 0.40 −0.09 0.09
SUP 3.24 5.81 8.91 −1.68 −1.36 2.88 1.84 3.06 5.58 −1.16 1.49 −2.45
ACRL 114.91 80.30 164.82 −21.25 −22.77 49.05 3.71 2.72 10.17 −0.03 0.29 2.20
ACRR 129.60 94.95 180.67 −20.48 −0.53 −43.34 13.75 3.71 6.61 −0.43 −2.40 −0.85
C7 3.84 5.17 10.27 1.48 −0.65 −1.84 22.59 32.83 6.73 21.02 1.09 1.45
T8 108.17 475.31 101.88 −117.99 2.27 −16.82 0.36 1.01 0.61 −0.14 −0.05 −0.02
T12 58.94 187.35 30.69 −70.83 −4.56 8.16 5.13 31.77 4.63 −5.36 −0.18 0.97
LHCL 24.04 37.43 8.06 −20.11 −3.33 3.23 1.86 4.07 1.33 0.80 −0.54 −0.85
LHCR 73.31 84.84 30.06 −24.30 6.91 −0.96 3.53 4.42 2.15 −0.45 0.55 0.36
WRIL 23.10 13.40 7.32 4.74 1.15 2.41 1.06 2.01 0.93 −0.71 −0.48 0.83
WRIR 10.32 4.46 2.93 −0.65 −0.37 −0.79 2.70 2.57 1.45 0.35 0.33 −0.30
ASISL 14.62 40.36 16.31 −9.14 6.22 −8.05 4.32 6.92 4.21 0.17 1.40 0.32
ASISR 12.11 54.44 17.00 1.12 −3.30 −8.60 11.02 11.92 10.64 −0.42 −4.70 0.04
PSISL 38.03 99.77 230.70 4.48 −3.68 −100.28 39.99 280.42 50.64 25.37 5.61 40.53
PSISR 30.04 74.38 198.45 4.54 7.74 83.74 34.24 279.46 35.71 11.97 0.42 13.71
PS 3.02 13.30 2.45 −3.65 −0.61 1.90 3.39 14.23 2.18 −4.20 −0.06 0.29
GTRL 101.13 104.25 49.44 −14.91 1.67 12.38 28.80 26.26 14.71 2.42 4.79 3.33
GTRR 343.09 576.49 115.37 −306.55 7.13 9.29 38.23 18.66 8.55 −11.14 −2.26 −0.23
LFCL 18.31 65.01 12.88 8.58 3.21 1.55 34.78 90.03 15.85 38.56 6.59 11.80
LFCR 59.46 175.98 29.55 65.28 −9.78 −17.36 25.35 62.86 13.06 21.18 −4.98 −6.14
MFCL 131.80 114.46 32.35 87.43 −16.75 −11.46 4.23 6.05 1.68 3.50 −0.98 −0.90
MFCR 33.98 69.51 14.48 32.81 6.09 7.04 4.22 3.68 2.92 0.66 1.45 −0.08
LML 5.61 2.09 1.13 1.40 −0.70 −0.19 2.51 3.01 1.67 −0.04 −0.52 0.36
LMR 3.60 3.41 2.77 0.13 1.36 0.16 1.13 3.04 1.19 0.20 0.36 0.07
MML 6.64 7.63 3.07 1.23 −0.15 −0.46 11.40 4.31 3.38 2.70 −3.28 −1.00
MMR 1.08 5.77 0.84 0.30 0.07 0.15 2.19 1.40 0.88 −0.43 0.59 −0.15
CALL 6.24 25.50 13.64 −0.51 −0.78 5.97 0.50 3.60 1.00 −0.01 −0.00 1.15
CALR 7.40 20.75 16.42 −0.42 0.89 −4.18 3.36 20.83 9.54 0.83 −0.46 −10.18
MT2L 6.72 1.34 2.36 −1.24 2.32 −0.50 0.45 0.18 0.63 −0.05 −0.21 0.04
MT2R 15.43 3.70 5.25 −3.04 1.83 −0.40 0.33 0.15 0.56 −0.05 −0.17 0.05
MT5L 3.17 1.77 3.57 −0.53 −1.17 1.14 1.61 0.37 0.84 −0.29 −0.80 0.21
MT5R 12.18 4.74 7.10 4.61 −6.35 −3.30 1.84 0.37 0.44 0.32 −0.30 −0.11
HALL 2.48 1.70 0.84 −1.52 −0.78 0.59 0.11 0.14 0.47 −0.03 −0.01 −0.02
HALR 2.75 2.06 1.13 −1.76 1.08 −0.90 0.08 0.11 0.11 −0.05 −0.03 0.04
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Copula covariance matrix for regression parameters of joint centers in the female torso and arm.
Σc αLNJ βLNJ αULJ βULJ αLLJ ,X αLLJ ,Y αLLJ ,Z αSJ βSJ α
D
EJ α
R
EJ αWJ
αLNJ 0.0815 ∗ - - - - - - - - - -
βLNJ 0.0115 0.0359 - - - - - - - - - -
αULJ - - 0.0835 ∗ - - - - - - - -
βULJ - - 0.0000 0.0000 - - - - - - - -
αLLJ ,X - - - - 0.0825 ∗ ∗ - - - - -
αLLJ ,Y - - - - 0.0015 0.0696 ∗ - - - - -
αLLJ ,Z - - - - -0.0084 -0.0004 0.0230 - - - - -
αSJ - - - - - - - 0.0832 ∗ ∗ ∗ ∗
βSJ - - - - - - - 0.0174 0.0403 ∗ ∗ ∗
αDEJ - - - - - - - -0.0004 0.0001 0.0007 ∗ ∗
αREJ - - - - - - - -0.0046 0.0021 0.0002 0.0836 ∗
αWJ - - - - - - - 0.0061 0.0017 0.0007 -0.0026 0.0370
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Copula covariance matrix for regression parameters of joint centers in the male torso and arm.
Σc αLNJ βLNJ αULJ βULJ αLLJ ,X αLLJ ,Y αLLJ ,Z αSJ βSJ α
D
EJ α
R
EJ αWJ
αLNJ 0.0835 ∗ - - - - - - - - - -
βLNJ 0.0078 0.0311 - - - - - - - - - -
αULJ - - 0.0831 ∗ - - - - - - - -
βULJ - - 0.0000 0.0000 - - - - - - - -
αLLJ ,X - - - - 0.0833 ∗ ∗ - - - - -
αLLJ ,Y - - - - 0.0001 0.0831 ∗ - - - - -
αLLJ ,Z - - - - -0.0189 -0.0002 0.0833 - - - - -
αSJ - - - - - - - 0.0781 ∗ ∗ ∗ ∗
βSJ - - - - - - - 0.0084 0.0353 ∗ ∗ ∗
αDEJ - - - - - - - -0.0002 0.0001 0.0016 ∗ ∗
αREJ - - - - - - - -0.0024 0.0051 0.0015 0.0831 ∗
αWJ - - - - - - - 0.0045 0.0008 0.0015 0.0031 0.0322
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
head.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0841 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0013 0.0839 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0007 -0.0424 0.0555 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0006 -0.0019 0.0035 0.0262 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0020 -0.0122 0.0473 0.0050 0.0827 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0020 -0.0110 0.0449 0.0048 0.0782 0.0833 ∗ ∗ ∗ ∗
αI ,ZZ -0.0020 -0.0132 0.0476 0.0048 0.0790 0.0771 0.0821 ∗ ∗ ∗
αI ,XY 0.0018 -0.0163 0.0245 0.0017 0.0271 0.0312 0.0315 0.0490 ∗ ∗
αI ,X Z -0.0007 -0.0030 0.0057 0.0019 0.0076 0.0083 0.0111 0.0053 0.0280 ∗
αI ,Y Z -0.0005 -0.0004 0.0049 -0.0095 0.0100 0.0096 0.0104 0.0034 0.0018 0.0280
Copula covariance matrix for regression parameters of anthropometric parameters in the male
head.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0831 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0000 0.0101 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0002 -0.0027 0.0841 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z -0.0005 0.0001 -0.0034 0.0254 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0011 -0.0033 0.0664 0.0007 0.0815 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0029 -0.0048 -0.0092 0.0091 0.0251 0.0837 ∗ ∗ ∗ ∗
αI ,ZZ -0.0009 -0.0058 0.0517 0.0033 0.0726 0.0385 0.0750 ∗ ∗ ∗
αI ,XY 0.0003 -0.0108 0.0008 0.0039 0.0178 0.0357 0.0285 0.0561 ∗ ∗
αI ,X Z 0.0002 -0.0002 -0.0020 0.0042 0.0012 0.0072 0.0027 0.0033 0.0164 ∗
αI ,Y Z -0.0005 -0.0012 0.0073 -0.0072 0.0147 0.0156 0.0158 0.0077 -0.0004 0.0367
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
thorax.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0824 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0006 0.0820 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0056 0.0090 0.0837 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0008 -0.0004 -0.0020 0.0211 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0265 0.0089 -0.0164 0.0012 0.0829 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0269 -0.0069 -0.0128 0.0001 0.0441 0.0747 ∗ ∗ ∗ ∗
αI ,ZZ -0.0189 0.0009 -0.0101 0.0008 0.0232 0.0217 0.0366 ∗ ∗ ∗
αI ,XY -0.0013 0.0067 0.0041 -0.0003 0.0016 0.0017 0.0014 0.0067 ∗ ∗
αI ,X Z -0.0022 -0.0007 -0.0012 0.0005 -0.0016 0.0009 0.0035 0.0008 0.0168 ∗
αI ,Y Z -0.0034 -0.0054 -0.0039 0.0001 0.0057 0.0049 0.0020 -0.0007 0.0011 0.0275
Copula covariance matrix for regression parameters of anthropometric parameters in the male
thorax.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0800 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X -0.0010 0.0819 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0000 0.0000 0.0008 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z -0.0002 0.0002 0.0000 0.0071 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0238 0.0094 -0.0004 -0.0003 0.0830 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0274 0.0011 -0.0003 -0.0004 0.0514 0.0827 ∗ ∗ ∗ ∗
αI ,ZZ -0.0228 0.0052 -0.0003 0.0002 0.0422 0.0424 0.0750 ∗ ∗ ∗
αI ,XY -0.0013 0.0218 0.0001 0.0003 0.0010 0.0028 0.0018 0.0183 ∗ ∗
αI ,X Z -0.0027 -0.0028 0.0000 -0.0004 0.0075 0.0027 0.0036 -0.0015 0.0242 ∗
αI ,Y Z -0.0038 -0.0006 0.0000 -0.0001 0.0066 -0.0004 0.0156 -0.0005 0.0033 0.0356
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
abdomen.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0828 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0003 0.0044 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0000 0.0000 0.0000 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0001 0.0000 0.0000 0.0282 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0451 0.0015 0.0000 0.0029 0.0811 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0440 0.0017 0.0000 0.0029 0.0561 0.0832 ∗ ∗ ∗ ∗
αI ,ZZ -0.0425 0.0010 0.0000 0.0033 0.0469 0.0456 0.0813 ∗ ∗ ∗
αI ,XY -0.0067 -0.0009 0.0000 0.0015 0.0107 0.0136 0.0091 0.0286 ∗ ∗
αI ,X Z -0.0084 0.0005 0.0000 0.0015 0.0120 0.0102 0.0073 0.0005 0.0278 ∗
αI ,Y Z -0.0077 -0.0002 0.0000 0.0101 0.0101 0.0092 0.0141 0.0026 0.0021 0.0261
Copula covariance matrix for regression parameters of anthropometric parameters in the male
abdomen.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0834 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X -0.0011 0.0195 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0001 0.0001 0.0001 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0002 -0.0002 -0.0001 0.0120 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0274 0.0043 -0.0004 0.0019 0.0782 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0276 0.0037 -0.0005 0.0024 0.0618 0.0798 ∗ ∗ ∗ ∗
αI ,ZZ -0.0267 0.0049 -0.0004 0.0017 0.0570 0.0553 0.0801 ∗ ∗ ∗
αI ,XY -0.0006 0.0004 0.0000 -0.0003 0.0066 -0.0003 0.0049 0.0138 ∗ ∗
αI ,X Z -0.0035 0.0006 -0.0001 0.0001 0.0074 0.0080 0.0067 -0.0004 0.0206 ∗
αI ,Y Z -0.0045 0.0007 -0.0001 0.0023 0.0089 0.0086 0.0112 0.0004 0.0013 0.0215
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
pelvis.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0826 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X -0.0001 0.0493 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0001 0.0024 0.0027 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0001 -0.0002 0.0010 0.0328 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0272 0.0079 -0.0007 0.0009 0.0831 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0244 0.0091 -0.0006 -0.0037 0.0604 0.0771 ∗ ∗ ∗ ∗
αI ,ZZ -0.0255 0.0079 -0.0009 0.0019 0.0698 0.0616 0.0805 ∗ ∗ ∗
αI ,XY -0.0022 -0.0132 -0.0012 -0.0001 0.0115 0.0061 0.0045 0.0197 ∗ ∗
αI ,X Z -0.0033 0.0046 0.0004 -0.0002 0.0130 0.0046 0.0012 0.0047 0.0227 ∗
αI ,Y Z -0.0198 0.0050 -0.0013 -0.0093 0.0515 0.0481 0.0596 0.0054 -0.0032 0.0779
Copula covariance matrix for regression parameters of anthropometric parameters in the male
pelvis.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0828 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X -0.0005 0.0591 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0000 0.0005 0.0004 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0006 0.0000 -0.0002 0.0288 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0246 0.0079 -0.0002 0.0096 0.0702 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0232 0.0041 -0.0004 0.0093 0.0442 0.0814 ∗ ∗ ∗ ∗
αI ,ZZ -0.0268 0.0088 -0.0002 0.0089 0.0580 0.0482 0.0840 ∗ ∗ ∗
αI ,XY -0.0063 -0.0260 -0.0003 0.0036 0.0179 0.0133 0.0144 0.0368 ∗ ∗
αI ,X Z -0.0011 0.0016 -0.0001 0.0002 -0.0034 0.0047 0.0186 -0.0018 0.0287 ∗
αI ,Y Z -0.0023 0.0018 -0.0006 -0.0037 0.0185 0.0214 0.0293 0.0054 0.0102 0.0537
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
upper arm.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0841 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0009 0.0208 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0003 -0.0015 0.0315 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z -0.0005 0.0095 0.0142 0.0551 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0288 0.0019 0.0221 0.0202 0.0832 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0261 0.0016 0.0255 0.0339 0.0652 0.0845 ∗ ∗ ∗ ∗
αI ,ZZ -0.0297 -0.0033 0.0214 0.0089 0.0615 0.0592 0.0820 ∗ ∗ ∗
αI ,XY -0.0138 -0.0137 0.0123 0.0026 0.0450 0.0335 0.0258 0.0665 ∗ ∗
αI ,X Z -0.0036 -0.0038 0.0048 0.0039 0.0018 0.0104 0.0192 -0.0071 0.0248 ∗
αI ,Y Z 0.0000 0.0000 0.0000 0.0000 -0.0001 -0.0001 -0.0001 0.0000 0.0000 0.0000
Copula covariance matrix for regression parameters of anthropometric parameters in the male
upper arm.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0824 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0009 0.0122 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0004 -0.0008 0.0275 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0006 -0.0055 0.0115 0.0423 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0198 -0.0010 0.0148 0.0080 0.0505 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0234 -0.0045 0.0230 0.0193 0.0361 0.0828 ∗ ∗ ∗ ∗
αI ,ZZ -0.0226 -0.0030 0.0196 0.0108 0.0347 0.0432 0.0823 ∗ ∗ ∗
αI ,XY -0.0126 -0.0139 0.0139 0.0194 0.0317 0.0437 0.0281 0.0834 ∗ ∗
αI ,X Z -0.0021 0.0000 0.0024 0.0033 0.0084 0.0062 -0.0017 0.0064 0.0281 ∗
αI ,Y Z -0.0028 0.0033 -0.0017 -0.0127 0.0014 -0.0010 0.0015 -0.0036 0.0016 0.0141
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
lower arm.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0822 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0018 0.0829 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0007 -0.0016 0.0518 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0001 0.0000 0.0026 0.0138 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0162 0.0103 0.0015 0.0013 0.0462 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0219 -0.0065 0.0067 0.0015 0.0203 0.0826 ∗ ∗ ∗ ∗
αI ,ZZ -0.0199 0.0074 0.0046 0.0010 0.0276 0.0460 0.0649 ∗ ∗ ∗
αI ,XY -0.0066 -0.0184 0.0063 0.0007 0.0084 0.0415 0.0184 0.0760 ∗ ∗
αI ,X Z -0.0069 -0.0104 0.0031 0.0010 0.0249 0.0203 -0.0042 0.0470 0.0746 ∗
αI ,Y Z 0.0006 -0.0017 -0.0003 0.0000 -0.0008 -0.0004 -0.0035 0.0021 0.0035 0.0015
Copula covariance matrix for regression parameters of anthropometric parameters in the male
lower arm.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0824 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0002 0.0472 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0000 0.0000 0.0000 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0020 0.0008 0.0000 0.0823 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0240 0.0021 0.0000 0.0044 0.0842 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0245 0.0031 0.0000 0.0056 0.0314 0.0744 ∗ ∗ ∗ ∗
αI ,ZZ -0.0249 0.0033 0.0000 0.0056 0.0328 0.0380 0.0829 ∗ ∗ ∗
αI ,XY -0.0079 0.0008 0.0000 0.0051 0.0307 0.0205 0.0181 0.0829 ∗ ∗
αI ,X Z -0.0043 -0.0016 0.0000 0.0025 0.0424 0.0083 -0.0142 0.0301 0.0579 ∗
αI ,Y Z 0.0118 -0.0008 0.0000 0.0036 -0.0081 -0.0117 -0.0526 0.0041 0.0216 0.0835
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
hand.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0834 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0004 0.0022 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0015 0.0008 0.0822 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z -0.0005 -0.0004 -0.0032 0.0709 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0357 -0.0015 0.0037 -0.0004 0.0733 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0340 -0.0015 0.0042 0.0016 0.0573 0.0801 ∗ ∗ ∗ ∗
αI ,ZZ -0.0297 -0.0015 0.0023 -0.0002 0.0377 0.0360 0.0823 ∗ ∗ ∗
αI ,XY -0.0023 -0.0002 0.0000 -0.0002 0.0048 -0.0055 0.0023 0.0100 ∗ ∗
αI ,X Z -0.0039 -0.0003 0.0007 -0.0003 0.0064 0.0059 0.0039 0.0004 0.0276 ∗
αI ,Y Z -0.0047 -0.0003 0.0010 0.0010 0.0066 0.0091 0.0039 0.0001 0.0083 0.0282
Copula covariance matrix for regression parameters of anthropometric parameters in the male
hand.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0829 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0000 0.0000 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0030 0.0000 0.0828 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0017 0.0000 -0.0024 0.0831 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0313 0.0000 0.0055 -0.0019 0.0828 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0304 0.0000 0.0030 -0.0008 0.0639 0.0818 ∗ ∗ ∗ ∗
αI ,ZZ -0.0266 0.0000 0.0031 -0.0015 0.0504 0.0457 0.0825 ∗ ∗ ∗
αI ,XY -0.0003 0.0000 0.0017 -0.0013 0.0081 -0.0076 0.0043 0.0188 ∗ ∗
αI ,X Z -0.0013 0.0000 -0.0004 0.0011 -0.0032 0.0021 0.0115 -0.0024 0.0197 ∗
αI ,Y Z -0.0020 0.0000 0.0004 -0.0002 0.0012 0.0049 0.0096 -0.0028 0.0080 0.0204
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
shank.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0836 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X -0.0012 0.0356 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0021 -0.0020 0.0436 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0000 -0.0034 0.0111 0.0560 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0267 -0.0042 0.0296 0.0111 0.0837 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0237 -0.0013 0.0204 0.0190 0.0468 0.0822 ∗ ∗ ∗ ∗
αI ,ZZ -0.0258 -0.0054 0.0290 0.0113 0.0654 0.0460 0.0825 ∗ ∗ ∗
αI ,XY -0.0002 -0.0197 -0.0002 0.0184 0.0062 0.0093 0.0052 0.0412 ∗ ∗
αI ,X Z -0.0016 -0.0001 0.0008 0.0012 0.0042 0.0020 0.0039 0.0002 0.0260 ∗
αI ,Y Z -0.0017 -0.0014 -0.0001 -0.0096 0.0040 0.0012 0.0058 -0.0008 0.0002 0.0085
Copula covariance matrix for regression parameters of anthropometric parameters in the male
shank.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0837 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0003 0.0808 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0006 -0.0108 0.0509 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z -0.0007 -0.0311 0.0098 0.0670 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0227 -0.0091 0.0263 0.0071 0.0776 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0253 -0.0094 0.0242 0.0167 0.0371 0.0778 ∗ ∗ ∗ ∗
αI ,ZZ -0.0209 -0.0080 0.0225 0.0061 0.0420 0.0321 0.0590 ∗ ∗ ∗
αI ,XY 0.0007 -0.0587 -0.0028 0.0393 -0.0054 0.0034 -0.0012 0.0767 ∗ ∗
αI ,X Z -0.0047 -0.0055 0.0028 0.0042 0.0004 0.0045 0.0067 0.0064 0.0291 ∗
αI ,Y Z -0.0013 -0.0017 -0.0012 -0.0088 0.0015 -0.0006 0.0025 0.0011 0.0019 0.0082
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Copula covariance matrix for regression parameters of anthropometric parameters in the female
foot.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0835 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X -0.0003 0.0829 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y -0.0007 0.0326 0.0825 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0010 -0.0364 -0.0063 0.0767 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0167 -0.0449 -0.0013 0.0126 0.0847 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0166 -0.0462 -0.0013 0.0111 0.0622 0.0837 ∗ ∗ ∗ ∗
αI ,ZZ -0.0166 -0.0454 -0.0007 0.0113 0.0603 0.0651 0.0827 ∗ ∗ ∗
αI ,XY 0.0117 0.0263 -0.0001 -0.0057 -0.0376 -0.0562 -0.0384 0.0847 ∗ ∗
αI ,X Z -0.0038 -0.0131 -0.0016 0.0036 0.0176 0.0213 0.0199 -0.0126 0.0563 ∗
αI ,Y Z -0.0010 -0.0019 0.0019 0.0003 0.0030 -0.0043 0.0114 0.0092 0.0026 0.0246
Copula covariance matrix for regression parameters of anthropometric parameters in the male
foot.
Σc αm αo,X αo,Y αo,Z αI ,XX αI ,Y Y αI ,ZZ αI ,XY αI ,X Z αI ,Y Z
αm 0.0756 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,X 0.0000 0.0852 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Y 0.0003 0.0338 0.0841 ∗ ∗ ∗ ∗ ∗ ∗ ∗
αo,Z 0.0026 -0.0122 -0.0265 0.0792 ∗ ∗ ∗ ∗ ∗ ∗
αI ,XX -0.0187 -0.0541 -0.0095 -0.0052 0.0832 ∗ ∗ ∗ ∗ ∗
αI ,Y Y -0.0184 -0.0501 -0.0090 -0.0051 0.0628 0.0828 ∗ ∗ ∗ ∗
αI ,ZZ -0.0172 -0.0489 -0.0083 -0.0059 0.0562 0.0542 0.0831 ∗ ∗ ∗
αI ,XY -0.0145 -0.0375 -0.0091 -0.0038 0.0497 0.0680 0.0378 0.0814 ∗ ∗
αI ,X Z 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 ∗
αI ,Y Z -0.0016 -0.0034 0.0004 -0.0013 0.0028 -0.0054 0.0153 -0.0095 0.0000 0.0241
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