Combinatorial methods prove extremely useful towards designing blazingly fast yet simple algorithms for pricing European-style barrier options. Closedform formulae to standard European-style barrier options can then be easily derived. Combinatorial formulae under the trinomial model are also presented. The common practice in the literature compares algorithms based on their respective numbers of time steps towards convergence. We illustrate the pitfalls of this custom by evaluating the performance of our binomial model-based algorithm and the trinomial tree algorithm, whose superiority over the binomial model is widely accepted. Contrary to common beliefs, however, our algorithm emerges as a clear winner. In fact, the performance gap is two orders of magnitude. Also shattered is the myth that the binomial model converges extremely slowly when the current stock price is very close to the barrier.
Introduction
In Feller's 1968] masterpiece, An Introduction to Probability Theory and Its Applications, Vol. 1, and, subsequently, Tak acs's 1967] Combinatorial Methods in the Theory of Stochastic Processes, combinatorial methods are found to be useful in the study of stochastic processes. This paper follows their lead in applying these methods to derivative pricing, speci cally, European-style barrier option pricing.
The particular branch of combinatorics relevant to our purpose is the solution to Bertrand's ballot problem (Lint and Wilson 1994] ). The original problem is concerned with the number of ways a candidate can be ahead of his opponent throughout the vote counting process given the nal vote counts. The problem was solved by, among others, Andr e's re ection principle. See Tak acs 1962] for survey and history. We shall see that pricing barrier options is intimately related to the ballot problem.
Options whose payo depends on whether the underlying asset's price reaches a certain level are called barrier options (Hull 1997] ). Such options are clearly pathdependent. A knock-out option is like an ordinary European option except that it ceases to exist if a certain barrier, H, is reached by the price of its underlying asset. A call knock-out option is sometimes called a down-and-out option if H < X, where X denotes the strike price. Similarly, a put knock-out option is sometimes called an up-and-out option when H > X. A knock-in option, in contrast, comes into existence if a certain barrier is reached. A down-and-in option is a call knock-in option that comes into existence only when the barrier, H < X, is reached. An up-and-in option is a put knock-in option that comes into existence only when the barrier, H > X, is reached.
The value of a European down-and-in call is where S H, q is the stock's dividend yield, and is the time to maturity. The above formula assumes that the underlying asset price follows geometric Brownian motion and is due to Merton 1994] . A European down-and-out call can be priced via the in-out parity. The value of a European up-and-in put is X e ?r (H=S) 2 ?2 N ?x + p ? S e ?q (H=S) 2 N(? x) for S H. A European up-and-out call can be priced via the in-out parity. Although closed-form solutions exist, the study of numerical methods based on binomial/trinomial models is still useful for the new insights it brings. It also have applications to exotic options where the terminal payo function is non-standard and closed-form solutions are hard to come by. We will illustrate this point with power options. Finally, in cases where continuous trading is not an appropriate model, the discrete-time model might o er more realistic prices (Levy and Mantion 1997] ).
In this paper, we derive a combinatorial formula for the price of down-and-in calls under the binomial model. The technique, as we mentioned before, is based on the solution to the ballot problem. This formula is shown in Lyuu 1997 ] to converge to the closed-form solution via elementary means instead of the more advanced Fourier transform method. More interestingly, the formula leads directly to a highly ecient algorithm that runs in time proportional to the number of periods the time is partitioned into, denoted throughout the paper by n. In addition, the memory requirement is merely a few variables. This is in sharp contrast to the naive binomial tree algorithm that has a time complexity proportional to n 2 and memory requirement proportional to at least n. Linear-time performance is the key that leads to the re-thinking on the binomial model. Computer experiments show that the time for the algorithm to converge to the analytical value is a mere tens or hundreds of milliseconds on a typical personal computer. Such speed advantage will surely be important for large trading desks with thousands of options to be priced on an hourly basis.
It is a common belief that the binomial model is next to impossible to converge when the current stock price is very near the barrier. The work reported here casts doubt on that belief as our algorithm proves to be robust even under this supposedly tough case. Although the running time does climb, it remains in the vicinity of hundreds of milliseconds.
With few exceptions such as Broadie and Detemple 1996] , the usual practice in the literature compares two algorithms based on the n at which they converge. This practice can be grossly misleading. The only objective method of comparing algorithms is their total running times to achieve comparable results. This position has been argued forcefully in Patterson and Hennessy 1994] . We illustrate their point by comparing our binomial model-based algorithm and the trinomial tree algorithm, which is widely accepted to be superior. The evidence overwhelmingly favors the former as it is faster by two orders of magnitude to achieve the same analytical result even if it requires a higher n. This conclusion, independent of the superiority of trinomial algorithms in such aspects as generality, should serve as a caution to e orts in algorithm evaluation.
Finally, we show the wide applicability of the combinatorial method by deriving a combinatorial formula for the price of down-and-in calls under the trinomial model.
The Binomial Model
We quickly review the binomial approximation to the geometric Brownian motion, dS=S = dt + dW. Consider the stock price t =n time from now (time zero). From the geometric binomial random walk model, in a period of t, the stock price either increases to S u with probability p or decreases to S d with probability 1?p. (2) Note that = r in a risk-neutral economy.
To derive the combinatorial formula under the binomial model for the down-and-in call, we must count the number of ways the stock price can reach any given terminal price while hitting the barrier on the way. The re ection principle provides the needed tool.
3 The Re ection Principle How many such paths the particle can take that touch the x-axis? This question can be rephrased as the following variant of the ballot problem. Given that a candidate starts with a fewer votes than his opponent (which is not uncommon in many parts of the world) and ends up with b fewer votes, how many ways can the votes be counted in which his vote count equals his opponent's at least once?
Consider any legitimate path from (0; ?a) to (n; ?b) that touches the x-axis. \+1"s and (n + a + b)=2 \?1"s, which is equal to n n+a+b 2 ! for even n + a + b (3) with the convention that n k = 0 for k < 0 or k > n. Figure 2 plots the relative distances of various prices on the binomial tree.
The number of paths from S leading to a terminal price Su j d n?j is n j each with the same probability p j (1 ? p) n?j . With reference to Figure 2 , the re ection principle can be applied with a = n ? 2h and b = 2j ? 2h in (3) by treating the S-line as the x-axis and theH-line as the barrier. Therefore, n n+(n?2h)+(2j?2h) 2 ! = n n ? 2h + j ! among these paths hitH in the process for h n=2. We conclude that the terminal price Su j d n?j is reached by a path that hits the e ective barrier with probability n n?2h+j p j (1?p) n?j . Since each terminal payo should be weighted by its probability of occurrence in a risk-neutral world, the option value must equal The running time is actually proportional to 2h ? a, which may be substantially less than n. We can be more precise. Since 2h ? a n 2 + ln (H 2 =(SX)) 2 q =n = n 2 + O p n ; (6) the total running time should be proportional to n for su ciently large n, independent of the other parameters (of course, how large n needs to be does depend on these parameters). This observation will prove useful later in accurately predicting the algorithm's performance without actually running it. Furthermore, the memory requirement is minimal; a few number of variables instead of arrays su ces.
Handling the sawtooth-like convergence
As with the binomial tree algorithm for standard European options, formula (5) leads to sawtooth-like convergence (Figure 3) . Worse, as Boyle and Lau 1994] pointed out, unlike the binomial algorithm for standard European options, the swings now are much larger, and the convergence rate is slow. A solution quickly suggests itself once we understand the reasons for the slowness. The true barrier most likely does not equal the e ective barrier. The same holds for strike price and e ective strike price. Both introduce speci cation errors (Derman, et al. 1995] ). The problem with the strike price is less signi cant, as is testi ed by the fast convergence of binomial tree algorithms for standard European options; its in uence is limited to the terminal price. The problem with the barrier is not negligible, because the barrier exerts its in uence throughout the price process. Hence, this part of the speci cation error is more pronounced. Figure 4 shows the details of Figure 3 . It suggests that convergence is actually good if we limit n to certain values|191 in the gure, for example. These values correspond to the cases where the true barrier coincides with, or just above, one of the stock price levels so that There is only one minor technicality left. We picked the e ective barrier,H, to be one of the n + 1 possible terminal stock prices. However, the e ective barrier above, Sd j , corresponds to a terminal stock prices only when j = n ? 2k for some k by (4) . To close this gap, we decrement n by one, if necessary, to make n ? j an even number. The nal list of admissible n's is n =`? (j`? j j mod 2); where`= $ (ln(S=H)=(j )) 2 % and j = 1; 2; 3; : : : (7) These observations yield the simple rule: Evaluate the pricing formula (5) only for the n's in (7) . The result is shown in Figure 5 .
Performance of the algorithm
The computation is blazingly fast with high precision. For the calculation depicted in Figure 5 , for example, it takes about 0.0247 second for n = 2138 on a personal computer equipped with a 100 MHz Intel Pentium processor and 32 MB of DRAM running Windows NT 4.0. It is much faster than the quadratic-time trinomial tree algorithm to be introduced in Subsection 6.2. Speci cally, the trinomial tree algorithm takes about 15.4 seconds on the same platform to approach the analytical value at a smaller n of 1731. Therefore, we can a ord to pick very large n's for the calculation. Even at n = 53450, the running time does not exceed 0:7 second. Figure 6 tabulates the running times of these two approaches. Without any doubt, our binomial modelbased algorithm is superior to the trinomial tree algorithm qua performance. The trinomial tree algorithm has the advantage of being generalizable to cases with timevarying barriers and early exercise features as in Cheuk and Vorst 1996] and Ritchken 1995] .
From (6) and the data for n > 10000 in Figure 6 , the performance of our algorithm can be predicted by the following formula 0:012826 n (milliseconds).
This predictor will prove accurate and useful in a moment.
The supposedly hard case: when the stock price meets the barrier
It has been widely claimed and accepted that the binomial model is \extremely difcult" to achieve convergence when the barrier is close to the current price of the underlying asset, S H. Such a claim may be justi ed by (7), which says n, being proportional to 1= ln 2 (S=H), is huge when S H. But this pessimism should be mitigated by an e cient algorithm implementation. This is vindicated by the data in Figure 7 . The numbers there hardly signify an algorithm that ventures beyond its boundary of applicability. For instance, the maximumrunning time when convergence is achieved is 368 milliseconds.
Predicting the performance
The actual running times of our algorithms could have been estimated by (8) . Figure  8 tabulates both the estimated and the actual running times based on the Windows/Intel platform. They are close enough to be useful as rough estimates. Similar conclusions hold for the Sun Sparcstation platform: Visually inspecting the parenthesized numbers in Figure 7 yields a coe cient about 0.01 (vs 0.012826 for the Windows/Intel platform).
Trinomial Tree Algorithms
An alternative to accelerating the computation uses trinomial tree algorithms such as the one due to Ritchken 1995] . Ritchken also shows that such algorithms can price barrier options with time-varying barriers or even multiple barriers.
Setting up the trinomial model
We rst review Ritchken's trinomial approximation to geometric Brownian motion. The stock price t time from now will be S e p t with probability p u Figure 9 . Here, is a parameter that can be tuned. Note that the trinomial model reduces to the binomial model when = 1.
Pricing barrier options
We mentioned that the binomial model introduces speci cation error by replacing the barrier with the e ective barrier. The trinomial tree algorithm due to Ritchken solves the problem cleverly by adjusting so that the barrier is hit exactly. Here is the idea. Observe that it takes n h = ln(S=H) p t consecutive down moves to go from S to H if n h is an integer, that is. But this is easy to achieve by adjusting . Typically, we nd the smallest 1 such that n h is an integer, that is, = min A quick look at Figures 3 and 10 gives the impression that trinomial model converges faster than binomial model. But this can be misleading. We cautioned before against comparing algorithms based on their convergence towards the analytical value with respect to the number of time steps ( n in the current scenario). This metric ignores important details; for instance, the supposedly faster convergence may be overwhelmed by a huge time complexity. The true comparison must be based on the total running time (Patterson and Hennessy 1994] ), by which our algorithm has an edge. Figure 6 demonstrates this point clearly. A process with n moves ends up at a price at or above X if and only if the number of up moves exceeds that of down moves by at least a because Su a X > Su a?1 . Furthermore, the starting price is separated from the barrier by h down moves because Su ?h = H. See Figure 11 . Note that the meanings of a and h are di erent from those in the binomial model.
The re ection principle applied to trinomial random walks, the following formula for down-and-in calls can be similarly derived as The above formula is just an alternative characterization of the trinomial tree algorithm for down-and-in calls. It implies a simple algorithm that runs in time proportional to (n ? 2h ? a) 2 , which, though not linear (hence not competitive with the binomial model), is substantially less than n 2 . The bounds on m and j can be easily veri ed. Formulae for the other three types of barrier options have been similarly derived in Lyuu 1997 ].
Conclusions
Combinatorial methods have found wide applicability in many elds. This paper extends their use to pricing European-style barrier options even with non-standard payo s. Furthermore, the combinatorial formulae yield highly e cient algorithms in terms of both time and memory requirements. We expect combinatorial methods to be similarly applicable to more sophisticated derivatives such as barrier options with complex barriers. It has been shown in Lyuu 1997] , for example, that lookback options and barrier options with double barriers can be tackled with identical techniques.
By comparing our binomial model-based algorithm against the supposedly superior trinomial tree algorithm on European-style barrier options, a picture contrary to the common belief surfaces: The former is a clear winner qua performance. This conclusion sheds doubt on the common methodology in the literature regarding algorithm evaluation. The total running time to achieve comparable numerical results, not any other proxies, remains the only objective metric. 
