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Abstract
We describe an algorithm which partially solves the divisibility problem for monoids with one
deﬁning relation of a special form. It can be shown that the word problem for one-relator monoids
can be reduced to the problem studied here. It is conjectured that the presented algorithm can be
completed to an algorithm which gives full solution of the problem. The validity of the conjecture
would imply the decidability of the word problem for one-relator monoids.
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1. Preliminaries
We consider monoids with two generators and one deﬁning relation
M = 〈a, b; aU = bV 〉. (1)
We will denote A1 = aU and A2 = bV .
Word X is said to be left side divisible by Y in M if there exists a word Z such that X =
YZ inM. The left side divisibility problem forM is the requirement to ﬁnd an algorithm to
recognize for any two words X and Y, whether or not X is left-side divisible by Y in M?
The following theorem was proved in [1,2,4].
Theorem 1. The word problem for any 1-relator monoid can be reduced to the left side
divisibility problem for monoids M with two generators and one deﬁning relation of the
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form aU = bV . To solve the left side divisibility problem, it sufﬁcies to ﬁnd an algorithm
to recognize, for any word aW, (resp. bW) whether or not it is left-side divisible by b in M
(resp. a).
2. Algorithm A
The algorithm A was introduced in [2] for a more general case of monoids presented
by any cyclefree system of relations. Here we shall apply this algorithm to the case of the
monoidM. The algorithmA was used in several papers for solving the left-side divisibility
problem for monoids M under some additional conditions.
To apply this algorithm, one should ﬁnd another algorithm B that decides for any word
aW, whether or not the algorithmA terminates when applied to aW.
For the given word aW, the algorithmA ﬁnds the uniquely deﬁned preﬁx decomposition
which is either of the form
aW = P1P2 . . . PkPk+1, (2)
where eachPi is the maximal nonempty proper common preﬁx of the wordPiPi+1 . . . Pk+1
and the appropriate relator aU or bV, or of the form
aW = P1P2 . . . PkAjkWk+1, (3)
where the preﬁxes Pi are deﬁned in a similar way, but the segmentAjk is one of the relators
of the monoid M. We call the segment Ajk the head of the decomposition (3).
We will describe in detail how our algorithmA works.
Suppose we have an initial word aW. Consider the Maximal Common Preﬁx of words
aW and A1 = aU and denote it by
P1 = MCP(aW,A1). (4)
We have aW = P1W1 and aU = P1U1 for someW1 andU1. It is clear that P1 is not empty.
We consider the following two cases.
Case 1: If U1 is empty, then aW = aUW1, and we have a preﬁx decomposition of the
form (3) with k = 0. In this case, the algorithm replaces aU by bV to obtain aW = bVW1
in M. It follows that aW is left-side divisible by b in M.
Case 2: Assume that U1 is not empty. Then P1 is a proper preﬁx of aU. If now W1 is
empty then aW is a proper segment of the relator aU, and it is easy to see that the proper
segment P1 of aU is not divisible by b in M.
Hence we can assume that U1 andW1 both are nonempty. Because P1 is maximal, they
have different initial letters a and b.
Now, to prolong the preﬁx P1 of aU in P1W1 to the right we should divideW1 by b (resp.
a) if it starts by a (resp. b), so the situation is similar to the initial one.
In a similar way, we consider the nonempty word P2 = MCP(W1, Aj1), where Aj1 is
the relator of M sharing the common initial letter with W1. We write W1 = P2W2 and
Aj = P2U2 and consider again two cases.
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Case 1: If U2 is empty, then W1 = AjW1. In this case, we have the following preﬁx
decomposition of aW:
aW = P1Aj1W2,
where Aj1 is the head.
Case 2: Assume that U2 be nonempty. If W2 is empty, then aW = P1P2, where P2 is a
proper segment of the relator Aj1 . Hence we obtained a preﬁx decomposition of form (2).
It is easy to see that P1P2 is not divisible by b in M.
Assume now that U2 andW2 both are nonempty. Because of the maximality of P2, they
must have different initial letters a and b. To prolong the preﬁx P2 of Aj1 in P1P2W2 we
should divideW2 by b (resp. a) if it starts by a (resp. b), so the situation again is similar to
the initial one.
Hence we can consider the nonempty word P3 = MCP(W2, Aj2), where Aj2 is one of
the relators of M which has the common initial letter with the word W2. And so on. The
length of the word Wi is decreasing, so after a ﬁnite number of steps either we shall ﬁnd
some preﬁx decomposition of the form (3) with the head Ajk or we shall stop on some
decomposition of the form (2).
It is easy to prove that if the decomposition of aW is of the form (2), then the word aW
in M is not left-side divisible by b.
If the decomposition is of the form (3), then the algorithm replaces the head Ai in aW by
the another relator in (1): aU should be replaced by bV or bV by aU. Hence we get one of
the following elementary transformations in the monoid M:
aW = P1P2 . . . PkaUWk+1 → P1P2 . . . PkbVWk+1 = W ′
or
aW = P1P2 . . . PkbVWk+1 → P1P2 . . . PkaUWk+1 = W ′.
Clearly the result W ′ of this transformation is equal to aW in M. If the resulting word W ′
starts by the letter b (this happens only if k = 0!), then the algorithm terminates by the
positive answer. Otherwise the algorithm repeats the same procedure with the wordW ′.
Theorem 2 (see Adian [2]). If thewordaW is left-side divisible by b inM then the algorithm
A(aW) terminates with the positive result, and in this case we obtain the shortest proof of
the left-side divisibility of the word aW by b in M.
Conjecture 3. There exists an algorithm B that decides for any word aW whether or not
the algorithmA(aW) terminates.
Problem 4. Check if the conjecture 3 is true.
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