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THE CHARACTER THEORY OF A COMPLEX GROUP
DAVID BEN-ZVI AND DAVID NADLER
Abstract. We apply the ideas of derived algebraic geometry and topological field theory to the
representation theory of reductive groups. Our focus is the Hecke category of Borel-equivariant
D-modules on the flag variety of a complex reductive group G (equivalently, the category of Harish
Chandra bimodules of trivial central character) and its monodromic variant. The Hecke category
is a categorified analogue of the finite Hecke algebra, which is a finite-dimensional semi-simple
symmetric Frobenius algebra. We establish parallel properties of the Hecke category, showing it is a
two-dualizable Calabi-Yau monoidal category, so that in particular, its monoidal (Drinfeld) center
and trace coincide. We calculate that they are identified through the Springer correspondence
with Lusztig’s unipotent character sheaves. It follows that Hecke module categories, such as
categories of Lie algebra representations and Harish Chandra modules for G and its real forms,
have characters which are themselves character sheaves. Furthermore, the Koszul duality for Hecke
categories provides a Langlands duality for unipotent character sheaves. This can be viewed as
part of a dimensionally reduced version of the geometric Langlands correspondence, or as S-duality
for a maximally supersymmetric gauge theory in three dimensions.
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1. Introduction
Geometric approaches to the representation theory of Lie groups G are intimately linked with
the study of D-modules. For example, Harish Chandra established his celebrated regularity results
for distributional characters of admissible representations of real reductive groups by showing that
they satisfy an adjoint-equivariant regular holonomic system of differential equations. The resulting
D-module is the fundamental example of a character sheaf in the sense of Lusztig and also is the
basic object in Springer theory.
In another direction, Harish Chandra introduced (g,K)-modules to capture the underlying al-
gebraic structure of representations of real reductive groups while avoiding the analytic intricacies
involving function spaces. In turn, Beilinson-Bernstein opened the study of (g,K)-modules to the
powerful sheaf-theoretic techniques of algebraic geometry by establishing a localization theorem
identifying them with K-equivariant D-modules on the flag variety G/B. (More precisely, repre-
sentations with strictly trivial infinitesimal character are identified with D-modules on G/B, while
representations with generalized trivial infinitesimal character correspond to unipotent monodromic
D-modules on G/N .) Other fundamental categories in representation theory of reductive groups,
such as the highest weight representations of Category O, are similarly equivalent to categories of
(possibly monodromic) D-modules on flag varieties and related spaces.
Going one step further, the natural symmetries of representations, such as the intertwining oper-
ators for principal series representations, correspond to integral transforms acting on D-modules. In
the most basic instance of this, the collection of all integral transforms acting on D-modules on the
flag variety G/B forms the Hecke category of Borel biequivariant D-modules on G. Composition
of integral transforms, geometrically described by convolution of integral kernels, equips the Hecke
category with a monoidal structure which categorifies the classical Hecke algebra associated to the
Weyl group of G. Moreover, other fundamental categories of representations, such as categories of
(g,K)-modules and Category O, are naturally module categories for the Hecke category.
Our main results relate these two classes of categories: on the one hand, the Harish Chandra
system and other character sheaves, and on the other hand, the Hecke category and its module
categories. We first establish that the Hecke category, along with its monodromic variant, satis-
fies categorified analogues of the fundamental properties of the finite Hecke algebra. Namely, the
Hecke category is a two-dualizable Calabi-Yau monoidal category as the finite Hecke calgebra is a
finite-dimensional semi-simple symmetric Frobenius algebra. We then calculate that the monoidal
(Drinfeld) center and trace of the Hecke category, as well as those of its monodromic variant, are
identified with Lusztig’s unipotent character sheaves. It follows that dualizable Hecke module cate-
gories have characters which are character sheaves, a categorification of Harish Chandra’s theory of
characters. (It is possible to go further and apply this perspective to give a geometric construction
of the Harish Chandra characters themselves.)
The technical setting for our work is that of homotopical algebra and derived algebraic geometry.
We apply the powerful tools of this rapidly developing subject to show that operations on the
“function spaces” of algebraic analysis, namely categories ofD-modules, are representable by integral
transforms and to analyze the algebraic structure of these operations.
Our main results are perhaps best understood in the framework of extended topological field
theory, using Lurie’s proof of the Cobordism Hypothesis [L3]. We explain that there is a topological
field theory (TFT), which we call the character theory, that organizes much of the geometric repre-
sentation theory associated to G. (In work in progress with Sam Gunningham, we plan to construct
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a family of TFTs parametrized by central character – the “moduli of vacua” of the theory – of which
the unipotent character theory discussed here is the fiber over the trivial parameter.) The character
theory can be viewed as an extended 3-dimensional TFT, defined on 0, 1 and 2-dimensional mani-
folds, or alternatively, as a categorified 2-dimensional TFT. It assigns to a point the Hecke category
itself (viewed as an object in a higher Morita category of monoidal categories), or equivalently, its
2-category of modules. It assigns to a circle the category of unipotent character sheaves, which thus
carries the rich operadic structure of TFT (such as a ribbon tensor structure). Moreover, the Koszul
duality of Hecke categories, exchanging the equivariant and monodromic variants, implies that the
character theory satisfies a Langlands duality. This can be viewed as a dimensionally reduced form
of the geometric Langlands conjecture, or as S-duality for a maximally supersymmetric gauge theory
in three dimensions.
The remainder of the Introduction is organized as follows. After a brief summary of notation
and conventions, in Section 1.1, we state our main results, summarized in Theorem 1.8, from
the perspective of representation theory; in Section 1.2, we discuss the underlying techniques of
homotopical algebra for D-modules; and in Section 1.3, we explain how our results fit into the
framework of topological field theory. Finally, in Section 1.4, we propose a natural extension of the
results of this paper to the context of twisted D-modules.
Notation and conventions. Throughout the paper, G will denote a complex reductive group with
Lie algebra g. We choose a Borel subgroup B ⊂ G with unipotent radical N ⊂ B. We denote by
H = B/N the universal Cartan torus with Lie algebra h.
We also adopt the following idiosyncratic notation: we writeG/adG to denote the adjoint quotient,
or in other words, the quotient of G by itself acting by conjugation. More generally, for a subgroup
H ⊂ G, we will write G/adH to denote the quotient of G by the subgroup H acting by conjugation.
In this way, we can write G/adB and not confuse the quotient with the flag variety G/B.
Since our methods and results will involve homotopical algebra and topological field theory, we
find it most natural to work in the context of differential graded (dg) and ∞-categories. By a
dg category, we will always mean a pre-triangulated C-linear dg category. Since the homotopy
theory of such categories is identified with that of stable C-linear ∞-categories, we will use the
terms dg category and stable∞-category interchangeably. Most of our constructions will take place
within the symmetric monoidal ∞-category StC of stable presentable C-linear ∞-categories with
morphisms continuous (colimit-preserving) functors. We will usually abuse terminology and refer
to its objects as categories. For foundations on ∞-categories (in the sense of Joyal [Jo]), we refer
to the comprehensive work of Lurie [L1, L2]. See Sections 2.1, 2.1.1, 2.2 for a summary of what we
will need of this theory.
By a scheme X , we will always mean a quasicompact, separated derived scheme of finite type
over C. By a D-module on a smooth scheme X , we will always mean a complex of D-modules,
and all functors will be derived. Thus the category of D-modules D(X) means the dg category of
complexes of D-modules which we can regard as an object of StC.
1.1. Homotopical algebra of Hecke categories. Here we state our main results, summarized
in Theorem 1.8, from the perspective of representation theory. We first recall two categories of
D-modules of fundamental interest in representation theory and of primary focus in this paper.
1.1.1. Hecke categories.
Definition 1.1. 1) The Hecke category is the dg category
HG = DG(G/B ×G/B) ≃ D(B\G/B)
of all B-biequivariant D-modules on G.
2) The monodromic Hecke category is the full dg subcategory
H˜G ⊂ DG(G/N ×G/N) ≃ D(N\G/N)
generated (under colimits) by pullbacks from HG.
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Both Hecke categories carry natural monoidal structures given by convolution. Thus they form
algebra objects in the symmetric monoidal ∞-category StC.
1.1.2. Character sheaves. The traditional definition [Lu] of character sheaf (see also [La] for a review
and [Gi, MV, Gr] for geometric approaches to the theory) is based on the horocycle correspondence
G/adG G/adB
poo δ // B\G/B.
The map p is the natural projection with fibers isomorphic to the flag variety G/B, and the map δ
is the natural projection with fibers isomorphic to B. Pulling back and pushing forward D-modules
gives a functor called the Harish Chandra transform (in the terminology of [Gi])
F = p∗δ
! : HG = D(B\G/B) // D(G/adG)
A traditional unipotent character sheaf is a (shift of a) G-equivariant D-module on G that is a
simple constituent of a D-module obtained by applying the transform F to a simple D-module (in
the heart of the standard t-structure on HG). All unipotent character sheaves can be character-
ized geometrically as the simple adjoint-equivariant D-modules on G with singular support in the
nilpotent cone and unipotent central character. Lusztig showed that the collection of all character
sheaves provides a construction of the characters of finite groups of Lie type, and gave a detailed
classification in relation with the structure of the finite Hecke algebra.
With the above in mind, we make the following definition in the homotopical setting.
Definition 1.2. The dg category ChG of unipotent character sheaves is defined to be the full sub-
category of D(G/adG) generated (under colimits) by the image of the Harish Chandra transform F .
Note that traditional unipotent character sheaves are simple objects of the heart of ChG with
respect to the standard t-structure.
Example 1.3. The above correspondence can be viewed as a collection of Weyl group twisted versions
of the Grothendieck-Springer simultaneous resolution. Namely, if we restrict to the support
pt/B = B\B/B ⊂ B\G/B
of the monoidal unit of HG, then we recover (an equivariant global version of) the Grothendieck-
Springer correspondence
G/adG G˜/G
poo δ // B\B/B ≃ pt/B.
Here G˜/G denotes the simultaneous resolution
G˜/G = {(g,B′) | g ∈ B′}/G ≃ B/adB,
and the map p forgets the flag B′, while the map δ forgets the group element g.
The global version of the Springer sheaf
SG = F (Opt/B) = p∗δ
!Opt/B
is the fundamental example of a character sheaf. (Some might prefer to shift SG so that it lies
in the heart of the standard t-structure.) According to [HK], it coincides with Harish Chandra’s
adjoint-equivariant holonomic system of differential equations obtained by setting all of the Casimir
operators to zero.
1.1.3. Prelude to results: analogy with finite groups. Our results are perhaps most easily understood
in analogy with the following well-known properties of a finite group Γ, and specifically its complex
group algebra C[Γ] and category of finite-dimensional complex modules Repfd
C
(Γ).
1) The group algebra C[Γ] is a finite-dimensional semi-simple symmetric Frobenius algebra with
nondegenerate functional
τ : C[Γ] // C τ(f) = f(e)/|Γ|
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where e ∈ Γ is the unit.
2) The class functions C[Γ]Γ are the center of the group algebra
z : C[Γ]Γ

 // C[Γ]
and in particular form a commutative algebra. Equivalently, they are the endomorphisms of the
identity functor of Repfd
C
(Γ), and so act universally on any M ∈ Repfd
C
(Γ).
3) The class functions C[Γ]Γ are the target of a universal trace map
tr : C[Γ] // // C[Γ]Γ
initial among all maps that are equal on ab, ba ∈ C[Γ], for a, b ∈ C[Γ]. Equivalently, they are
the universal recipient of a functorial trace map from endomorphisms of any M ∈ Repfd
C
(Γ) which
assigns to the identity the character χM ∈ C[Γ]Γ.
The symmetric property of the Frobenius algebra is equivalent to the fact that the functional τ
is a trace so admits a factorization
τ : C[Γ]
tr // C[Γ]Γ // C
It follows that class functions themselves form a commutative Frobenius algebra, with multipli-
cation and functional induced by those of C[Γ] via the center and trace maps.
1.1.4. Results: Hecke categories and character sheaves. To begin, we work with monoidal categories,
by which we mean algebra objects C ∈ Alg(StC) in the symmetric monoidal ∞-category of dg
(or stable presentable) categories StC, as categorified analogues of C-algebras. There are natural
categorical analogues of center and trace
Z(C) = EndC⊗Cop(C) Tr(C) = C ⊗C⊗Cop C
The first is naturally braided, i.e., an E2-algebra in StC, by the general form of the Deligne conjecture
(see [L2]) and comes with a universal central map
z : Z(C) // C
The second has a natural S1-action, a generalization of the Connes cyclic structure on Hochschild
chains, and comes with a universal trace map
tr : C // Tr(C)
We propose the following notion of a semi-rigid monoidal category as a categorified analogue of
finite-dimensional semi-simple algebra (see Section 1.3 for further justification of this analogy).
Definition 1.4. A monoidal category C is called a semi-rigid category if C is compactly generated,
and all of its compact objects (or equivalently, a collection of compact generators) are both left and
right dualizable.
Remark 1.5. If in addition the unit of C is compact (or equivalently, its compact and dualizable
objects coincide), then C is also rigid in the sense of [G] (note however that [G] does not require C
to be compactly generated). For example, a quasi-compact derived stack X with affine diagonal is
perfect in the sense of [BFN] when its category Q(X) of quasicoherent sheaves is rigid. We have
introduced the notion of semi-rigid category to accommodate our main example, the Hecke category,
whose unit is not compact.
There are natural weak and strong analogues of the notion of symmetric Frobenius algebra for
semi-rigid monoidal categories, namely pivotal and Calabi-Yau structures.
Definition 1.6. A pivotal structure on a semi-rigid monoidal category C is a monoidal identification
of the operations of taking left and right duals.
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A pivotal structure equips C with a trace
τ : Tr(C) // Vect
factoring the functional given on compact objects (and all objects if 1C is compact) by the pairing
HomC(1C ,−) : C // Vect
We show in Section 3 that a pivotal structure on a semi-rigid category induces a canonical identifi-
cation of its monoidal center and trace. Pivotal structures however have the disadvantage that they
are not manifestly Morita invariant notions.
Definition 1.7. A Calabi-Yau structure on a monoidal category C is a trace map
Tr(C) // Vect
that is S1-invariant and so that the natural composition
C ⊗ C // Tr(C) // Vect
is the evaluation of a self-duality of C.
The notion of Calabi-Yau category is a Morita invariant notion, however we are not aware of a
“classical” monoidal category interpretation of this strong notion of cyclic trace.
With these definitions in mind, here is an abstract statement of our main results, in parallel to
the above highlighted statements for finite groups.
Theorem 1.8. 1) (Theorems 3.18, 6.2, 6.3) The Hecke categories HG and H˜G are semi-rigid, and
carry canonical pivotal and Calabi-Yau structures.
2) (Theorem 6.9) The dg category ChG of unipotent character sheaves is canonically equivalent
to the monoidal center and trace of both Hecke categories HG and H˜G.
Remark 1.9. Perhaps the most interesting aspect of the identification of ChG with the monoidal
trace of HG is the consequence that every dualizable Hecke module M has a character χM ∈ ChG.
In other words, character sheaves arise as characters of such Hecke modules. To illustrate this point,
consider a spherical subgroup K ⊂ G (for example, K a parabolic subgroup, or the fixed points of
an involution). Harish Chandra (g,K)-modules with trivial infinitesimal character are equivalent to
K-equivariant D-modules on G/B. The latter naturally provide a Hecke module where the Hecke
category acts via convolution on the right. The character of this Hecke module is the object of ChG
given by pushing forward the structure sheaf of K/adK along the natural projection to G/adG, and
then projecting it onto ChG. For example, the Springer sheaf SG discussed in Example 1.3 is the
character of the left regular representation of the Hecke category.
Remark 1.10. The identifications of the theorem endow ChG with rich algebraic structures. As a
monoidal center, ChG is naturally an E2-algebra. As a monoidal trace, ChG comes equipped with
an S1-action. In fact, the S1-action is compatible with the loop rotation action on all D-modules
on the loop space G/adG = L(BG). This is part of the topological field theory structure we discuss
in Section 1.3 below.
Remark 1.11. It is interesting to compare the theoremwith the independent results of Bezrukavnikov,
Finkelberg and Ostrik [BFO] on the level of abelian categories. Namely, they show that the Drinfeld
center of the abelian category of Harish Chandra bimodules is equivalent to the abelian category
generated by character sheaves. On the one hand, we do not check the compatibility of our con-
structions with t-structures; on the other hand, the derived categories we consider are richer than
the derived categories of their hearts.
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1.1.5. Langlands duality for character sheaves. The Hecke categoriesHG and H˜G are connected by a
Langlands duality, namely the Koszul duality of Beilinson-Ginzburg-Soergel [BGS], in the Langlands
dual form developed by Soergel [S] with monoidal structure established by Bezrukavnikov-Yun [BY].
It is most naturally stated in the mixed setting, but since such structures are beyond the scope of this
paper, we will state an equivalence of underlying two-periodic categories. Passing to two-periodic
localizations is a symmetric monoidal functor
{−}per : StC // StC[u,u−1] C
✤ // Cper = C ⊗C C[u, u−1] deg u = 2
compatible with the formation of monoidal traces. For G and its Langlands dual group G∨, the
Koszul duality of [BGS, S, BY] localizes to an equivalence of two-periodic Hecke categories
H˜perG ≃ H
per
G∨
Thus Theorem 1.8 implies a two-periodic equivalence between unipotent character sheaves on Lang-
lands dual groups.
Corollary 1.12. There is a canonical equivalence of two-periodic dg categories of character sheaves
on Langlands dual groups
ChperG ≃ Ch
per
G∨ .
1.2. Functional analysis of D-module categories. The proof of Theorem 1.8 relies on the
formalism of D-module on stacks, as developed in [DrG1, GR], see Section 4. Our main interest is
in results relating functors between D-module categories with integral transforms: given varieties
X,Y and a D-module K on the product X × Y , one defines a functor on derived categories of
D-modules
D(X) // D(Y ) F ✤ // πY ∗(π!XF ⊗K).
by pulling back from X to the product X × Y , tensoring with the integral kernel K, and then
pushing forward to Y via the natural diagram
X X × Y
πXoo πY // Y.
1.2.1. Integral transforms for quasicoherent sheaves. In the context of quasicoherent sheaves, there
is a very tight connection between categorical operations and geometric operations on the underlying
stacks. In our paper [BFN] with John Francis, we studied the homotopical algebra of categories
of quasicoherent sheaves, and in particular proved a result identifying functors on quasicoherent
sheaves with integral transforms, generalizing results of Orlov [O], Bondal, Larsen and Lunts [BLL]
and Toe¨n [To]. Namely, we introduced the class of perfect stacks X , which as mentioned above
are characterized (among quasi-compact stacks with affine diagonal) by the property that Q(X) is
compactly generated and rigid. This class includes all (quasi-compact and separated) schemes as
well as most common stacks in characteristic zero, and is closed under natural operations such as
fiber products. For perfect stacks X1, X2 over a perfect stack Y we showed that the natural maps
are equivalences
Q(X1)⊗Q(Y ) Q(X2)
∼ // Q(X1 ×Y X2)
∼ // FunLQ(Y )(Q(X1),Q(X2)).
In other words, Q(Y )-linear integral transforms between Q(X1) and Q(X2) are identified both with
all Q(Y )-linear functors and with the relative tensor product of the respective categories.
When X = X1 = X2, we also studied the algebra structure of convolution on such “ma-
trix” algebras of quasicoherent sheaves. The dg category of integral transforms Q(X ×Y X) ≃
FunQ(Y )(Q(X),Q(X)) has a natural multiplication, given by convolution, or equivalently by com-
position of functors, making it into a monoidal dg category. In the case Y is a point, this is a
categorified version of the algebra of matrices with entries labelled by X , while in general it is a
version of Y -block diagonal matrices. Thus one expects the monoidal center and trace of such an
algebra to be a categorified version of functions on Y . Indeed, we showed that they are identified
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with the category Q(LY ) of sheaves on the derived loop space of Y . (In fact Q(X ×Y X) is Morita
equivalent to Q(Y ) under mild hypotheses, see [BFN2].)
Example 1.13. If we take X = pt/B to be the classifying stack of the Borel and Y = pt/G, the
center and trace of the quasicoherent Hecke categoryQ(B\G/B) are identified with all quasicoherent
sheaves Q(G/adG).
1.2.2. Integral transforms for equivariant D-modules. A modification of the techniques of [BFN]
provides an analogous description of integral transforms in the D-module setting when the base Y
is a scheme and the projection X1 → Y is a relative Deligne-Mumford stack, or more generally, a
safe morphism in the sense of [DrG1].
Theorem 1.14 (Corollary 5.3). Let X1 → Y denote a Deligne-Mumford stack over a scheme, and
X2 → Y an arbitrary stack. Then the natural maps are equivalences
D(X1)⊗D(Y ) D(X2)
∼ // D(X1 ×Y X2)
∼ // FunLD(Y )(D(X1),D(X2))
The identification of tensors, integral transforms and functors as above fails badly when the base
is a stack, as in our motivating case Y = BG. The fundamental obstruction is the inherently topo-
logical nature of D-modules. Pushing forward along an affine map almost always loses information
(that is, it fails to be conservative): for example, unlike quasicoherent sheaves, many nontrivial
D-modules have no global flat sections at all. Thus even for stacks with affine diagonal, one can
not reconstruct D-modules on a fiber product from algebraic operations on D-modules on the fac-
tors (for stacks with finite diagonal, for example for schemes, this problem disappears). In short,
the Tannakian theory of D-modules is not rich enough to capture the geometric theory. As a re-
sult, tensor and functor categories are not identified with all integral kernels: there are adjunctions
exhibiting the former as pale shadows of the latter. For example, the category D(G) cannot be
reconstructed from D(pt) = ModC as a module category for D(BG) = C∗(G) -mod where C∗(G) is
the algebra of singular chains on G.
In Section 5.2, we prove the following partial result. We make the very strong assumption that
the stack Y is a classifying stack of an affine group, thus ensuring that the technical conditions
that Y is smooth with affine diagonal. This setup suffices for D(Y ) to be semi-rigid under tensor
product, a condition which typically fails for schemes: compact objects in D(Y ) for a scheme are
coherent D-modules, but only flat vector bundles are dualizable. In this restricted setting, we then
find that tensor products and linear functors with source a relative Deligne-Mumford stack, or more
generally safe stack, are identified with each other via the natural map factoring through a full
inclusion into integral transforms.
Theorem 1.15 (Corollary 5.6, Proposition 5.7). Let X1 → Y = BG be a relative Deligne-Mumford
stack over the classifying stack of an affine group, and X2 → Y an arbitrary stack. Then the
natural map from tensors to functors is an equivalence, and factors through the integral transform
construction
D(X1 ×Y X2)
Φ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
D(X1)⊗D(Y ) D(X2)
∼ //
Ψ
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧
FunLD(Y )(D(X1),D(X2))
Moreover, Φ has a fully faithful left adjoint.
Example 1.16. If X1 = X2 = pt→ Y = BG, so that X ×Y X = G, we find that the tensor product
and functor categories are identified with the full subcategory
EndD(BG)(D(pt)) ≃ 〈OG〉 ⊂ D(G)
generated by the structure sheaf.
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Using this more subtle understanding of the relation between integral transforms and functors,
we calculate the center and trace of Hecke categories. Unlike the quasicoherent case, we do not see
all sheaves on L(BG) = G/adG as the center and trace, but precisely the full subcategory of sheaves
that can be accessed through the horocycle correspondence, or in other words, unipotent character
sheaves.
1.3. Topological field theory. Our results naturally fit into and were motivated by the structure
of topological field theory (TFT). We will not give a formal introduction to TFT but rather remind
the reader of its broad outline informally and illustrate it via the example of finite group gauge
theory. We refer to [L3] for a detailed overview of the ∞-categorical setting for TFT (including
the ∞-version of n-categories) and the Cobordism Hypothesis. We only use the (∞, 2)-categorical
language for motivation and it does not recur elsewhere in the paper.
1.3.1. 2-dimensional TFT. An extended framed 2-dimensional TFT is a symmetric monoidal func-
tor out of the symmetric monoidal (∞, 2)-category 2Bordfr of 2-dimensional framed bordisms (with
monoidal structure given by disjoint union):
• objects: (2-dimensionally framed) 0-manifolds,
• 1-morphisms: (2-dimensionally framed) 1-dimensional bordisms between 0-manifolds,
• 2-morphisms: classifying spaces of (framed) 2-dimensional bordisms between 1-bordisms.
In other words, all n-morphisms for n > 2 are invertible, and together form (the fundamental
∞-groupoid of) classifying spaces of framed bordisms.
One can similarly define the oriented bordism l (∞, 2)-category 2Bord, in which one extends
from framed manifolds to all oriented manifolds and their bordisms.
In general, if the target is a plain discrete 2-category, then one obtains an ordinary functor out
of the 2-category with the same objects and 1-morphisms but 2-morphisms given by 2-dimenisonal
bordisms up to differomorphism. This setting is studied in detail in [Sch].
In [L3], Lurie outlines the proof of a general ∞-categorical version of the Cobordism Hypothesis
formulated by Baez-Dolan [BDo]. The 2-dimensional case which we use was inspired by work of
Costello [C] and Kontsevich-Soibelman [KS] on open-closed field theory. The Cobordism Hypothesis
specifies increasingly strong finiteness conditions, known as d-dualizability, that allow an object of
a symmetric monoidal (∞, d)-category to be “integrated” over framed manifolds of dimension at
most d, thus defining an extended d-dimensional TFT. Moreover, the space of d-dualizable objects
carries an action of O(d), and objects on which the action of SO(d) has been trivialized give rise to
field theories defined on all oriented manifolds of dimension at most d.
1.3.2. Toy model: finite group gauge theory. To place our results in the framework of TFT, it is
illuminating to return to the toy model of a finite group Γ. There is an oriented 2-dimensional TFT
ZΓ called Dijkgraaf-Witten theory [DW] which efficiently encodes all of the familiar structures in
the complex representation theory of Γ discussed earlier. (One could consult [Sch] for details in all
of the discussion to follow, in particular for the construction of 2-dimensional oriented TFTs from
symmetric Frobenius algebras. See also [F] for a detailed study of ZΓ, and [FHLT] for a discussion
of ZΓ in the setting of the Cobordism Hypothesis.)
The target of ZΓ is the Morita 2-category of algebras AlgC with the following structure:
• objects: associative algebras over C,
• 1-morphisms: bimodules (flat over the source),
• 2-morphisms: morphisms of bimodules.
The symmetric monoidal structure of AlgC is given by tensor product of algebras with unit C. By
assigning to an algebra A its category PerfA of perfect modules (summands of finite colimits of
free modules), we can identify the Morita 2-category AlgC with a full subcategory of the 2-category
AbCatC of small C-linear abelian categories, exact functors and natural transformations.
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The field theory ZΓ assigns to each cobordismM a linearization of the space of Γ-gauge fields on
M , or in other words, the orbifold of principal Γ-bundles or Galois Γ-covers over M . In particular,
it assigns the following to closed 0, 1 and 2-manifolds:
• To a point, ZΓ assigns the group algebra:
ZΓ(pt) = C[Γ] ∈ AlgC.
Alternatively, we can pass to the category of finite-dimensional complex modules:
ZΓ(pt) = Rep
fd
C
(Γ) ∈ AbCatC.
This is the category of finite-dimensional algebraic vector bundles on the orbifold of Γ-
bundles on a point.
• To a circle, ZΓ assigns class functions:
ZΓ(S
1) = C[Γ]Γ = C[Γ/adΓ] ∈ Vect
fd
C
= 1HomAbCatC(Vect
fd
C
,Vectfd
C
),
This is the vector space of functions on the orbifold of Γ-bundles on the circle.
• To a closed surface, ZΓ counts Γ-bundles:
ZΓ(Σ) = #{Hom(π1(Σ),Γ)/Γ} ∈ C = 2HomAbCatC(C,C)
where as usual a bundle P is weighted by 1/Aut(P). This is the volume of the orbifold of
Γ-bundles on the surface.
From the point of view of the Cobordism Hypothesis, we only have to specify that we assign the
group algebra C[Γ] to a point to determine the rest of the TFT structure. Any object of AlgC is
1-dualizable, with dual given by the opposite algebra. The requirement of 2-dualizability however
is extremely restrictive: as proven in [Sch], 2-dualizable objects of AlgC are precisely separable
algebras, i.e., algebras for which A is projective as an A-bimodule. Over C, separable algebras are
precisely finite-dimensional semi-simple algebras. Invariance under SO(2) amounts to the data of a
non-degenerate trace, or in other words, the structure of a symmetric Frobenius algebra.
1.3.3. TFTs from semi-rigid categories. Our main results can be viewed as the construction and
partial description of an oriented 2-dimensional TFT valued in a categorified analogue of the Morita
2-category AlgC. Namely, we replace C-algebras by C-linear monoidal categories, or more precisely,
algebra objects in the symmetric monoidal ∞-category StC. We denote by Alg(1)(StC) the Morita
(∞, 2)-category with objects algebras in StC, 1-morphisms bimodule categories and 2-morphisms
the spaces of intertwiners between bimodule categories. (See [L3] for a more precise description; we
reiterate that we only use the (∞, 2)-language for informal motivation).
As with AlgC, any object of Alg(1)(StC) is 1-dualizable, with dual given by the monoidal opposite.
The much stronger condition of 2-dualizability of A ∈ Alg(1)(StC) breaks down into two parts. First,
the underlying category of A must be dualizable as a plain category. In practice, this is an easily
satisfied condition, guaranteed for example by the compact generation of A, in which case the dual
is a modification of the opposite category of A. Second, one needs A to be dualizable as an A-
bimodule, a natural analogue of separability. Dualizability as a bimodule is closely related to the
abundance of monoidal duals of objects of A:
Theorem 1.17 (Theorem 3.18). Any semi-rigid category A ∈ Alg(1)(StC) is 2-dualizable.
It follows that any semi-rigid monoidal category A ∈ Alg(1)(StC), in particular the Hecke cate-
gories HG and H˜G, defines a framed 2-dimensional TFT ZA valued in Alg(1)(StC) which makes the
following assignments:
• To a point, ZA assigns A ∈ Alg(1)(StC).
• To a circle with cylinder framing, ZA assigns the trace Tr(A) ∈ StC with its cyclic S1-action.
• To the circle with annulus framing, ZA assigns the center Z(A) ∈ StC with its E2-structure.
• To a framed surface, ZA assigns an object of VectC.
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1.3.4. Oriented TFTs from Calabi-Yau monoidal categories. To extend the TFT ZA from framed
to oriented manifolds, the Cobordism Hypothesis requires A ∈ Alg(1)(StC) be a fixed point for the
SO(2)-action on 2-dualizable objects.
Part of this action can be described very explicitly: following [L3, Proposition 4.2.3], a 2-
dualizable object A ∈ Alg(1)(StC) admits a Serre automorphism SA characterized by
evRA = (SA ⊗ idAop) ◦ coevA
It can be interpreted as the monodromy of A around the SO(2)-action, or in other words, the first
obstruction to SO(2)-invariance of A. Thus a trivialization of SA as an automorphism makes A a
fixed point of the action of the free group (James construction) on the circle ΩS2 = ΩΣSO(2). This
suffices to identify the values of ZA on different framed circles, for example the monoidal center and
trace of A.
Following [L3, Section 4.2], the stronger condition of SO(2)-invariance of A can be encoded by
the notion of Calabi-Yau monoidal category (as recalled in Definition 1.7 above).
Corollary 1.18 (Theorem 3.18). A Calabi-Yau (respectively, pivotal) structure on a semi-rigid
category A ∈ Alg(1)(StC) defines an oriented (respectively, a weakly oriented) 2-dimensional TFT
so that ZA(S1) is identified with both the monoidal center and trace of A.
Example 1.19 (Fusion categories and 3-dimensional Dijkgraaf-Witten theory). For a finite group Γ,
the categories Vectfd
C
(Γ) of finite-dimensional vector bundles on Γ and Repfd
C
(Γ) of finite-dimensional
complex representations of Γ are key examples of fusion categories, monoidal categories satisfying
strong finiteness conditions. In fact, it is proved in [DSS] that fusion categories are 3-dualizable
objects of a natural 3-category of monoidal categories, bimodule categories, intertwines and nat-
ural transformations. (They also show that pivotal structures give ΩS2-fixed structures on these
theories.) The monoidal categories Vectfd
C
(Γ) and Repfd
C
(Γ) are Morita equivalent and so define
the same 3-dimensional TFT, an untwisted version of 3-dimensional Dijkgraaf-Witten theory [DW]
and a natural categorification of the finite group gauge theory discussed earlier. Since Repfd
C
(Γ) is
symmetric monoidal, it is easy to evaluate this TFT on any manifold. For example, to a surface Σ,
one attaches the vector space of functions on the orbifold of Γ-principal bundles over Σ, while to a
3-manifold M , one attaches the volume of the orbifold of Γ-principal bundles over M .
Example 1.20 (Quasicoherent 3-dimensional theories). For a perfect stackX , the symmetric monoidal
category Q(X) of quasicoherent sheaves is rigid and pivotal. For example, for G a reductive group,
its classifying stack BG is perfect, and the category Q(BG) comprises algebraic representations
of G.
One can calculate the resulting categorified 2-dimensional TFT explicitly by the theory of topo-
logical chiral homology [L2, Section 5.3], or from the direct constructions of [BFN]. In particular,
it makes the following assignments, stated in general, then spelled out when X = BG:
• ZqcX (pt) = Q(X) = Rep(G), algebraic representations.
• ZqcX (S
1) = Q(LX) = Q(G/adG), adjoint-equivariant quasicoherent sheaves.
• ZqcX (Σ) = O(X
Σ) = RΓ(CharG(Σ),O), functions on the character variety.
As explained in [BFN2], the rigid categoryQ(BG) is in fact Morita equivalent to the quasicoherent
group algebraQ(G), and any intermediate Hecke categoryQ(H\G/H), forH ⊂ G, so that all define
equivalent TFTs.
Furthermore, Q(X) is naturally a Calabi-Yau monoidal category, and hence ZqcX extends to an
oriented TFT. However, unlike the case of fusion categories, Q(X) is not typically 3-dualizable,
and hence ZqcX does not typically extend to 3-manifolds. Nonetheless, it is natural to think of our
constructions as intrinsically 3-dimensional as they correspond to supersymmetric 3-dimensional
quantum gauge theories in physics.
1.3.5. Character Theory. Finally, let us turn to TFTs built out of D-modules on the complex re-
ductive group G. In analogy with the above results for quasicoherent sheaves, one might expect
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to construct a single TFT starting from a Morita equivalent class of algebras including the “com-
mutative algebra” D(BG), the “smooth group algebra” D(G), or any intermediate Hecke algebra
D(H\G/H), for H ⊂ G. Furthermore, one might expect this TFT to attach to the circle the cate-
gory D(G/G) of adjoint-equivariant D-modules on G, and to a surface Σ the de Rham cohomology
Γ(CharG(Σ),Ω
•) of the character variety.
This expectation turns out to be wrong on several counts, starting with the failure of Morita
equivalence. The symmetric monoidal category D(BG) is indeed 2-dualizable, however it is too
small to see the rich geometry of G/adG, as discussed in Section 1.2.2 above. It only sees the
homotopy type of G, and in particular assigns to the circle the category of adjoint-equivariant
unipotent local systems on G. At the other extreme, the monoidal category D(G) ∈ Alg(StC) is
not 2-dualizable, so does not define a 2-dimensional TFT, though its center is indeed D(G/G).
There is a sweet spot in between these two extremes given by Hecke categories. The main results
of this paper allow for the following definition and calculate the resulting TFTs on a circle.
Definition 1.21. The equivariant character theory χG of a reductive group G is the oriented 2d
TFT valued in Alg(1)(StC) defined by the Hecke category HG. Likewise, the monodromic character
theory χ˜G is the oriented 2d TFT valued in Alg(1)(StC) defined by H˜G.
It follows from the Koszul duality of [S, S, BY] that there is a Langlands duality for the two-
periodic versions of the above TFTs.
Corollary 1.22. The invariants assigned by χ˜perG and χ
per
G∨ to any oriented manifold are identified.
In particular, unipotent character sheaves with their TFT structures are identified by Langlands
duality. In another direction, boundary conditions for the character theory are given by module
categories for the corresponding Hecke categories, for example, by categories D(K\G/B) of Harish
Chandra (g,K)-modules. The Langlands duality of boundary conditions in particular encodes
Soergel’s conjecture [S] on a categorical Langlands classification for real groups. In another direction,
it would be highly interesting to describe the vector spaces χG(Σ) that the character theory attaches
to a surface Σ. It is natural to conjecture a relation with the de Rham cohomology of character
varieties, and hence with the fascinating conjectures of Hausel, Letellier and Rodriguez-Villegas
[HRV, HLRV, H]. Such a relation would imply a Langlands duality for the cohomology of character
varieties, one of our original motivations and a subject of ongoing work with Sam Gunningham.
1.4. Further discussion. We conclude the introduction with a brief discussion of twisted versions
of our results and relations with supersymmetric gauge theory.
1.4.1. Twisted D-modules and families version. The results of this paper have natural analogues in
which D-modules on flag varieties are replaced by twisted D-modules. The requisite arguments are
formally identical, but we will only briefly summarize the picture here. We expect a more detailed
account to appear in forthcoming work with Sam Gunningham.
The monodromic Hecke category H˜G fits into a family of twisted monodromic Hecke categories
H˜G,λ, indexed by characters λ ∈ h
∨. Likewise, the dg category ChG of unipotent character sheaves
fits into a family of dg categories ChG,[λ] of character sheaves with central character [λ] ∈ H
∨/W .
Expectation 1.23. Fix any λ ∈ h∨, with image [λ] ∈ H∨/W .
1) The twisted monodromic Hecke category H˜G,λ is a semi-rigid Calabi-Yau monoidal category.
2) The monoidal center and trace of H˜G,λ are both identified with character sheaves ChG,[λ] with
central character [λ] ∈ H∨/W .
The Koszul duality of Hecke categories extends in an interesting way to other characters λ ∈ h∨.
On the monodromic side, one has the twisted monodromic Hecke category H˜G,λ. On the equivariant
side, one introduces the centralizer G∨λ ⊂ G
∨ of a semi-simple representative of λ, a Borel subgroup
B∨λ ⊂ G
∨
λ , and the equivariant Hecke category HG∨λ = D(B
∨
λ \G
∨
λ/B
∨
λ ). The results of [BGS, S, BY]
give an equivalence of monoidal categories
H˜perG,λ ≃ H
per
G∨
λ
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Now if the above expectation is realized, then one can introduce a twisted 2-dimensional character
theory χ˜G,λ. It will satisfy a Langlands duality
χ˜perG,λ ≃ χ
per
G∨
λ
and in particular, its value on the circle will provide an equivalence
ChperG,[λ] ≃ Ch
per
G∨
λ
.
relating character sheaves on G with central character [λ] and unipotent character sheaves on the
centralizer G∨λ in the dual group.
Remark 1.24. At first encounter, the idea (derived from Koszul duality) to consider the Hecke
categoriesHG∨
λ
as a family might seem bizarre. However, in [BN3] we establish (using the techniques
developed in [BN2]) that the family of Hecke categories HG∨
λ
arises naturally by S1-equivariant
localization from an evident family of affine Hecke categories. One can then see its Koszul duality
with H˜G,λ as a shadow of the Langlands duality for affine Hecke categories due to Bezrukavnikov [Be].
1.4.2. Relation with gauge theory and geometric Langlands. The character theory has an expected
physical interpretation due to Witten [W, Section 3.3], roughly coming from a topological twist
of a certain maximally supersymmetric three-dimensional gauge theory. This relation is a dimen-
sional reduction of the groundbreaking interpretation of the geometric Langlands correspondence
as Montonen-Olive S-duality for maximally supersymmetric four-dimensional gauge theory due to
Kapustin and Witten [KW]. In particular, the Langlands duality for character theories should arise
as a dimensionally reduced version of the geometric Langlands correspondence. Namely, Witten
considers 4-dimensional N = 4 super-Yang-Mills in the “geometric Langlands” topological twist as
studied in [KW] (for any value of the twist and coupling parameter) reduced on 4-manifolds of
the form M3 × S1. The supercharge in this theory has a perturbation which squares to rotation
along the S1-factor (this is closely related to the “Ω-background” in the form studied in [NW], or
to the appearance of D-modules from cyclic homology discovered in [BN1]). This supercharge still
defines a differential when restricted to S1-invariant modes, and can be used to define a Z/2-graded
3-dimensional TFT (independent of parameters), which is the physical construction of the character
theory. The parameter λ ∈ h∨ has the physical interpretation as a vacuum expectation value (vev)
of a scalar field, so that h∨/W appears as the moduli of vacua of the theory (much as the Hitchin
base appears as the moduli of vacua or Seiberg-Witten base for supersymmetric gauge theories in
four dimensions), with the unipotent version studied here arising at the conformal point.
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2. Preliminaries on ∞-categories
In this section, we summarize relevant technical foundations for homotopical algebra with ∞-
categories. It is beyond the scope of this paper to provide a comprehensive discussion of these topics.
We will instead focus on highlighting the particular concepts, results and their references that play
a role in what follows. Our primary source is [L2]; for a less condensed overview, one could also
consult [BFN] and [G].
Throughout this paper, we will work over the complex numbers C (or any fixed algebraically
closed field of characteristic zero). We will study (pre-triangulated) dg categories by means of the
underlying C-linear stable∞-category. See [G] for an∞-categorical study of dg categories and [Co]
for the precise identification of the homotopy theory of pre-triangulated dg categories over a field k
with k-linear stable ∞-categories.
2.1. ∞-category basics. Roughly speaking, an ∞-category (or synonymously (∞, 1)-category)
encodes the notion of a category whose morphisms form topological spaces and whose compositions
and associativity properties are defined up to coherent homotopies. The theory of ∞-categories
has many alternative formulations (see [Ber] for a comparison between the different versions). We
will follow the conventions of [L1], which is based on Joyal’s quasi-categories [Jo]. Namely, an ∞-
category is a simplicial set satisfying a weak version of the Kan condition guaranteeing the fillability
of certain horns. The underlying vertices play the role of the set of objects while the fillable horns
correspond to sequences of composable morphisms. The book [L1] presents a detailed study of
∞-categories, developing analogues of many of the common notions of category theory (an overview
of the ∞-categorical language, including limits and colimits, appears in [L1, Chapter 1.2]). An
important distinction between ∞-categories and the more traditional settings of model categories
or homotopy categories is that coherent homotopies are naturally built into the definitions. Thus
for example, all functors are derived and the natural notions of limits and colimits correspond to
homotopy limits and colimits. We will make essential use of the theory of adjoint functors, monads
and Lurie’s extension [L2, 6.2.2] of the Barr-Beck theorem to the setting of ∞-categories.
Most of the ∞-categories that we will encounter are presentable [L1, 5.5] in the sense that they
are closed under all small colimits (as well as limits, by [L1, Proposition 5.5.2.4]), and generated
under suitable colimits by a small category. Examples include∞-categories of spaces and of modules
over a ring. Presentable∞-categories form an∞-category Pr whose morphisms are left adjoints, or
equivalently by the adjoint functor theorem [L1, 5.2], functors that preserve all colimits [L1, 5.5.3].
An ∞-category is stable [L2, 1.1,1.2] if it has a zero object, is closed under finite limits and
colimits, and pushouts and pullbacks coincide. Stable ∞-categories are an analogue of the additive
setting of homological algebra: the homotopy category of a stable ∞-category has the canonical
structure of a triangulated category [L2, 1.1.2]. We will denote by St ⊂ Pr the full ∞-subcategory
of stable presentable ∞-categories as studied in [L2, 1.4.5].
2.1.1. Ind-categories and compact generators. Recall that an object c of an∞-category C is compact
if the functor HomC(c,−) preserves (small) colimits (see [L1, 5.3.4] for a detailed discussion).
Given a functor f : C → D between ∞-categories, we will say
• f is continuous if it preserves all (small) colimits, and
• f is quasi-proper if it takes compact objects to compact objects.
We briefly recall the properties of ind-categories from [L1, Section 5.3.5]. Given a small ∞-
category C which admits finite colimits, we may freely adjoin to C all small filtered colimits. The
result is a new ∞-category Ind C, called the ind-category of C, which is presentable (and so in
particular, admits all small colimits). By [L2, 1.1.3], if C is stable then so is Ind C. In general, Ind C
can be identified with the category of those presheaves on C taking finite colimits to finite limits
(and so in particular, it comes with an embedding C ⊂ Ind C).
Let us denote by st the ∞-category of small stable ∞-categories that are idempotent-complete
[L1, 4.4.5] (see [BFN, 4.1] for a discussion). For C ∈ st, we can recover C from its ind-category Ind C
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as the full ∞-category C ≃ (Ind C)cpt of compact objects of Ind C (see [L1, Lemma 5.4.2.4] or [L1,
5.3.4.17], and also Neeman [N1]).
This hints at the intimate relation between ind-categories and the classical notion of compact
generation (see [L2, 1.4.5] and [L1, 5.5.7] for more details). A stable ∞-category C is said to be
compactly generated if it admits filtered colimits and there is a small ∞-category C◦ of compact
objects ci ∈ C whose right orthogonal vanishes: if m ∈ C satisfies HomC(ci,m) ≃ 0, for all i, then
m ≃ 0.
Note that an ind-category Ind C is automatically compactly generated (with compact objects the
objects of C). In fact, any compactly generated stable presentable ∞-category C can be identified
with the ind-category Ind Ccpt of its subcategory Ccpt ⊂ C of compact objects. This is a version of
a theorem of Schwede and Shipley [SSh] characterizing module categories for A∞-algebras (see [L2,
7.1.2] for the ∞-categorical version, and [Ke] for the differential graded version). More generally,
the functor Ind : st→ St identifies st with the subcategory of St consisting of compactly generated
∞-categories, and with morphisms quasi-proper continuous functors; a quasi-inverse is given by
C 7→ Ccpt.
2.1.2. Opposite categories and restricted opposites. We denote by C♦ the opposite category of an
∞-category C (reserving the superscript op for the opposite monoidal structure on algebras; see
Section 2.2 below). We will typically consider opposite categories for small categories only. For
C = Ind Ccpt a compactly generated ∞-category, we will work with the modified notion of the
restricted opposite category defined by
C′ = Ind(C♦cpt).
The terminology is motivated by that of the restricted dual of vector spaces equipped with an extra
structure such as a grading.
Example 2.1. For the ∞-category VectC of C-vector spaces, VectC,cpt consists of perfect complexes
of C-vector spaces. Duality gives an identification VectC,cpt ≃ Vect
♦
C,cpt, which extends by continuity
to an equivalence VectC ≃ Vect
′
C. Note that the plain opposite category Vect
♦
C
is the ∞-category
of pro-finite dimensional vector spaces, which is quite different from Vect′C.
2.1.3. Adjoint and quasi-proper functors. We record here a couple of other useful statements.
Lemma 2.2. Let F : C ←→ D : G denote an adjoint pair of functors of ∞-categories. If G is
continuous, then F is quasi-proper. Conversely, if C is compactly generated and F is quasi-proper,
then G is continuous.
Proof. See [DrG2, Proposition 1.2.4]. 
We will only need the following in the stable setting though it holds more generally.
Lemma 2.3. Let f : C ←→ D : g denote an adjoint pair of exact functors between small stable
∞-categories. Then the induced functors Ind f : Ind C ←→ IndD : Ind g are also adjoint.
Proof. The assertion follows immediately from the universal property [L1, Proposition 5.3.5.10] of
the Ind construction: for C a small stable ∞-category and D ∈ St a presentable stable ∞-category,
there is an equivalence of ∞-categories
Ind : Funex(C,D)
∼ // FunL(Ind C,D)
between the categories of continuous functors (equivalently, left adjoints) from Ind C to D and
functors from C to D that preserve finite colimits. 
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2.1.4. Reversing diagrams. The adjoint functor theorem has a very useful corollary that enables us
to calculate suitable colimits of∞-categories by turning them into (much simpler) limits. Recall that
given a small colimit-preserving (respectively, small limit-preserving accessible) functor F : C → D
between stable presentable∞-categories, the adjoint functor theorem provides a right (respectively,
left) adjoint. In other words, the opposite of the ∞-category St of stable presentable ∞-categories
with morphisms colimit-preserving functors is the∞-category StR of stable presentable∞-categories
with morphisms accessible limit-preserving functors (see ([L1, Corollary 5.5.3.4] in the unstable
setting). Moreover, small limits of stable presentable ∞-categories are independent of context: the
forgetful functors
St // Cat∞ StRoo
to the ∞-category Cat∞ of all ∞-categories preserve limits. Thus the limit of a diagram in St
consisting of limit-preserving functors can be calculated as the limit of the same diagram regarded
in StR. In turn, the limit of a diagram in StR can be calculated as the colimit of the corresponding
diagram in St formed by the left adjoints.
2.2. Monoidal ∞-categories and duals. A monoidal ∞-category as defined in [L2, 4.1.1] is an
∞-category equipped with a homotopy coherent associative unital product. Its homotopy category
is an ordinary monoidal category. An algebra object A in a monoidal∞-category as defined in [L2,
4.1.2] is an object equipped with a homotopy coherent multiplication. Left and right module objects
over an algebra object are defined similarly [L2, 4.2.2], with right modules identified with left
modules over the opposite algebra object Aop in the opposite monoidal ∞-category. There is a
relative tensor product · ⊗A · of left and right modules given by the two-sided bar construction [L2,
4.3.4]. Monoidal ∞-categories, algebra objects in a monoidal ∞-category, and module objects over
an algebra object themselves form ∞-categories, some of whose properties (in particular, behavior
of limits and colimits) are worked out in [L2, 4.2].
The definition of a symmetric monoidal∞-category is given in [L2, 2.0.0.7] modeled on the Segal
machine for infinite loop spaces. Its homotopy category is an ordinary symmetric monoidal category.
There is the notion of commutative algebra object A in a symmetric monoidal ∞-category such
that A-modules form a symmetric monoidal∞-category with respect to relative tensor product [L2,
4.4.2]. Given two associative algebra objects A,B, their monoidal product A⊗B carries a natural
associative algebra structure. Furthermore, any associative algebra object A is a left (as well as a
right) module object over the associative algebra A⊗Aop via left and right multiplication.
The ∞-category Pr of presentable ∞-categories and continuous functors carries a symmetric
monoidal structure introduced in [L2, 6.3.1]. The tensor product C ⊗ D of presentable C,D is a
recipient of a universal functor from the Cartesian product C × D which is “bilinear” (commutes
with colimits in each variable separately). In fact, the tensor product lifts to a symmetric monoidal
structure in which the unit object is the ∞-category of spaces [L2, 6.3.1]. Furthermore, the sym-
metric monoidal structure is closed in the sense that Pr admits an internal hom functor compatible
with the tensor structure [L1, Remark 5.5.3.9], [L2, Remark 6.3.1.17]. The internal hom assigns to
presentable∞-categories C and D the ∞-category of colimit-preserving functors Fun(C,D) which is
presentable by [L1, Proposition 5.5.3.8].
The symmetric monoidal structure on the ∞-category Pr of presentable ∞-categories restricts
to one on the full ∞-subcategory St ⊂ Pr of stable presentable ∞-categories [L2, 6.3.2], [L2, 6.3.2].
The unit is the stable category, modules over the sphere spectrum. By [BFN, Proposition 4.4], the
functor Ind : st→ St is in a natural way a symmetric monoidal functor
Ind(C1 ⊗ C2) ≃ Ind(C1)⊗ Ind(C2)
for the natural symmetric monoidal structures on both sides.
A basic example of a symmetric monoidal stable ∞-category is VectC, which underlies the dg
category of chain complexes of C-vector spaces. The rest of this paper takes place in the setting of
the symmetric monoidal ∞-category
StC = ModVectC(St)
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of C-linear stable presentable ∞-categories, defined as modules for VectC in stable categories. The
category StC provides a model for the theory of differential graded categories over C (see [Co]
for the identification of the corresponding homotopy theories). As the category of modules over a
commutative algebra object (namely VectC), StC inherits a symmetric monoidal structure itself with
unit VectC. All of the foundations and formal results for stable ∞-categories naturally translate to
the C-linear setting by base change to the commutative algebra VectC.
2.2.1. Dualizability. Let A denote a monoidal ∞-category with monoidal product ⋆ and monoidal
unit 1A. A key property for objects of A is dualizability (see [L2, Section 4.2.5]).
Definition 2.4. An object a ∈ A of a monoidal ∞-category is left dualizable (respectively, right
dualizable) if there is an object ∨a (respectively, a∨) together with morphisms
coev : 1A // ∨a ⋆ a ev : a ⋆ ∨a // 1A
so that the obvious compositions
a // a ⋆ ∨a ⋆ a // a ∨a // ∨a ⋆ a ⋆ ∨a // ∨a
are equivalent to the corresponding identity maps (respectively,
coev : 1A // a ⋆ a∨ ev : a∨ ⋆ a // 1A
satisfying analogous composition identities).
Note that the left dual of a∨ is again a, and the right dual of ∨a is again a, i.e., left and right
dualities are inverses of each other. For a symmetric monoidal∞-category A, we will take advantage
of the natural identification between the notions of left and right duals and speak simply of the dual
a′.
One can reinterpret the notion of dualizable object in terms of adjoint functors: a ∈ A is left
dualizable (respectively, right dualizable) if the functor ⋆a admits the left adjoint ⋆∨a, or equivalently
the functor a⋆ admits the right adjoint ∨a⋆ (respectively, if the functor ⋆a admits the right adjoint
⋆a∨, or equivalently the functor a⋆ admits the left adjoint a∨⋆). Let us record this in the following
form for easy reference.
Lemma 2.5. For a right (respectively, left) dualizable object a in a monoidal ∞-category A we have
functorial identifications
HomA(a
∨ ⋆ b, c) ≃ HomA(b, a ⋆ c) HomA(b ⋆ a, c) ≃ HomA(b, c ⋆ a∨)
which are monoidal in a.
Likewise, for an A-module category M and objects m,n ∈M , we have a functorial identification
HomM (a
∨ ⋆ m, n) ≃ HomM (m, a ⋆ n)
where we write ⋆ for the A-action on M .
2.2.2. Dualizability of stable ∞-categories. We work with stable presentable C-linear categories StC
(or dg categories), though everything works in the general setting St over the sphere. As discussed
above, the ∞-category StC is naturally symmetric monoidal with unit the ∞-category VectC of
chain complexes.
Proposition 2.6. Suppose C ∈ St is compactly generated so that C = Ind Ccpt. Then C is dualizable
in St with dual the restricted opposite C′ = Ind(C♦cpt).
Proof. See [G, Proposition 2.3.1]. 
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2.2.3. Dualizability of modules. We will also require a slightly generalized notion of dualizablity,
which applies in the (non-monoidal) setting of modules over an associative algebra. Let A ∈ Alg(S)
denote an associative algebra in a symmetric monoidal ∞-category S with unit 1S , and let C =
A⊗Aop -mod denote the ∞-category of A-bimodules in S.
Definition 2.7. An A-module M is said to be A-dualizable (respectively, S-dualizable) if there is
an Aop-module ∨M (respectively M∨) together with morphisms
evL :M ⊗S ∨M // A in C coevL : 1S // ∨M ⊗A M in S
(respectively,
evR :M∨ ⊗A M // 1S in S coevR : A // M ⊗S M∨ in C)
satisfying the usual identities.
Remark 2.8. The notion of dualizability for A-modules is perhaps more naturally seen as usual
dualizability for bimodules for algebra objects A and B (in the case B = 1S), under the convolution
product on bimodules.
Recall (see [L3]) that by considering monoidal categories as 2-categories with a single object,
we can understand duality for objects in a monoidal category as a special case of the notion of
adjoints in a 2-category. The above notion of duality for A-modules (or bimodules) has a similar
interpretation. Namely, we consider an A-module M ∈ C as a bimodule for A and the unit 1S , and
thus as a morphism A→ 1S in the Morita (∞, 2)-category Alg(1)(S) of algebra objects in S. In this
interpretation, M is A- (respectively, S-) dualizable precisely when M admits a left (respectively,
right) adjoint.
We record here the following elementary compatibility of our previous definitions.
Lemma 2.9. An A-moduleM ∈ModA(S) is S-dualizable if and only if the underlying object M ∈ S
is dualizable. In this case, the S-dual M∨ ∈ ModAop(S) has underlying object the dual M ′ ∈ S,
compatibly with evaluation and coevaluation maps.
Proof. Suppose M is S-dualizable with S-dual M∨. Then we can extend its evaluation morphism
ev :M ⊗S M
∨ //M ⊗A M∨
evR // 1S
where the first map is the natural quotient, and its coevaluation morphism
coev : 1S // A
coevR // M∨ ⊗S M
where the first map is the unit of the algebra A. It is straightforward to check that these exhibit
M∨ as the plain dual of M .
Conversely, supposeM is dualizable with dual M ′. There is a canonical identification of algebras
EndS(M
′) ≃ EndS(M)
op,
and so M ′ inherits a natural Aop-module structure. By construction, the evaluation ev descends to
provide the evaluation evR. Likewise, by adjunction, the coevaluation coev extends to provide the
A-bilinear coevaluation coevR. 
2.3. Centers and traces. We briefly review the theory of Hochschild (co)homology of associative
algebra objects in closed symmetric monoidal ∞-categories, following [BFN] to which we refer for
more details. This is an ∞-categorical version of the approach to topological Hochschild homology
developed in [EKMM, Sh].
Let S be a closed symmetric monoidal ∞-category, and A ∈ S an associative algebra object.
Then we have internal hom objects [L2, 6.1], and given A ⊗ Aop-modules M,N , we can consider
the A⊗Aop-linear morphism object HomA⊗Aop(M,N) ∈ S. Likewise, given left and right A⊗Aop
modules M,N ∈ S we have a pairing M ⊗A⊗Aop N ∈ S defined by the two-sided bar construction
[L2, 4.3.4] over A⊗Aop.
18
Definition 2.10. Let A be an associative algebra object in a closed symmetric monoidal ∞-
category S, and B an A-bimodule in S.
(1) The Hochschild cohomology (or derived center) Z(A) = HH∗(A) ∈ S is the endomorphism
object EndA⊗Aop(A) of A as an A-bimodule. More generally, the Hochschild cohomology of
the bimodule B is
HH∗(A,B) = HomA⊗Aop(A,B).
(2) The Hochschild homology (or derived trace) Tr(A) = HH∗(A) ∈ S is the pairing object
A⊗A⊗Aop A of A with itself as an A-bimodule. More generally, the Hochschild homology of
the bimodule B is
HH∗(A,B) = A⊗A⊗Aop B.
Example 2.11. Taking B = MA ⊗ AN for a left A-module AN and a right A-module MA, we find
the relative tensor product
HH∗(A,MA ⊗ AN) =M ⊗A N,
while taking B = Hom(AM,AN) the Hom object in S between two left A-modules M,N , we find
the A-module Hom
HH∗(A,Hom(AM,AN)) = HomA(M,N).
In general, the center Z(A) is again an associative algebra object in S. Furthermore, Z(A) comes
with a canonical central morphism
z : Z(A) // A F ✤ // F (1A)
while the trace Tr(A) comes with a canonical trace morphism
tr : A // Tr(A)
coequalizing left and right multiplication.
2.3.1. Cyclic bar construction. For an associative algebra object A in a symmetric monoidal ∞-
category S, there is a natural simplicial object Ncyc∗ (A) and cosimplicial object N∗cyc(A) such that
the geometric realization colimNcyc∗ (A) calculates HH∗(A) = Tr(A) and the totalization limN
∗
cyc(A)
calculates HH∗(A) = Z(A).
We construct the simplicial object Ncyc∗ (A) and cosimplicial object N
∗
cyc(A) as follows. The
A-bimodule A has a canonical free simplicial resolution C∗(A) as an A-bimodule with terms
Cn(A) ≃ A
⊗n+2
It is defined using the usual formalism of cotriple resolutions as in [BFN]. The face maps come from
the multiplication on A, and the degeneracies from the unit of A. The A-bimodule structure is the
obvious action on the left and right extreme factors.
Now recall that the trace HH∗(A,B) is defined by the pairing A ⊗A⊗Aop B. Since the tensor
product commutes with colimits, in particular geometric realizations, we calculate
HH∗(A,B) = A⊗A⊗Aop B ≃ |C∗(A)| ⊗A⊗Aop B ≃ |B ⊗A⊗Aop C∗(A)|.
Thus the geometric realization of C∗(A) ⊗A⊗Aop B calculates the trace HH∗(A,B).
We write Ncyc∗ (A) for the simplicial object A ⊗A⊗Aop C∗(A) and refer to it as the Hochschild
simplicial object. We can evaluate the terms of the Hochschild simplicial object
Ncycn (A) = A⊗A⊗Aop Cn(A) ≃ A⊗A⊗Aop A
⊗n+2 ≃ A⊗n+1
In particular, there are equivalences Ncyc0 (A) ≃ A and N
cyc
1 (A) ≃ A ⊗ A, and the two simplicial
maps A⊗A→ A are the multiplication and the opposite multiplication of A.
Similarly, recall that the center HH∗(A,B) is defined by the hom object HomA⊗Aop(A,B). Since
morphisms take colimits in the domain to limits, in particular geometric realizations to totalizations,
we calculate
HH∗(A,B) = HomA⊗Aop(A,B) ≃ HomA⊗Aop(|C∗(A)|, B) ≃ limHomA⊗Aop(C∗(A), B)
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Thus the totalization of HomA⊗Aop(C∗(A), B) calculates the center HH
∗(A,B).
We writeN∗cyc(A) for the cosimplicial objectHomA⊗Aop(C∗(A), A) and refer to it as the Hochschild
cosimplicial object. As before, we can evaluate the terms of the Hochschild cosimplicial object
Nncyc(A) = HomA⊗Aop(Cn(A), A) ≃ HomA⊗Aop(A
⊗n+2, A) ≃ Hom(A⊗n, A).
In particular, there are equivalences N0cyc(A) ≃ A and N
1
cyc(A) ≃ Hom(A,A), and the two cosim-
plicial maps A→ Hom(A,A) are induced by the left and right multiplication of A.
2.3.2. Transposed Hochschild object. Let us now suppose that A ∈ S is dualizable, with dual A′. In
that case the simplicial object C∗(A) defines a dual cosimplicial object C∗(A)
t with cosimplices
Cn(A)
t ≃ A′⊗n+2
and face and degeneracies given as the transposes of those of C∗(A). In this case, we can describe
the center of a bimodule as a colimit
HH∗(A,B) ≃ limHomA⊗Aop(C∗(A), B)
≃ |C∗(A)
′ ⊗A⊗Aop B|
3. Rigidity and dualizability
In this section, we develop some general properties of monoidal categories with duals.
See [G, Section 6] for some related arguments under different hypotheses; for our applications we
need to remove the assumption that the unit is compact.
3.1. Semi-rigid categories. We continue here in the general setting StC of stable presentable
∞-categories. Given a monoidal category A ∈ Alg(StC), its multiplication map µ : A ⊗ A → A
can be regarded as a map of A-bimodules, or equivalently Ae = A ⊗ Aop modules, where the left
(respectively, right) A-action on A⊗A is via the first (respectively, second) factor.
We will be interested in monoidal categories with enough duality in the following sense:
Definition 3.1. A monoidal category A ∈ Alg(StC) is said to be semi-rigid if A is compactly
generated by objects that are both right and left dualizable.
The definition is a variant of the standard notion of rigid tensor category, for which the following
∞-refinement can be found in [G]:
Definition 3.2. A monoidal category A ∈ Alg(StC) is said to be rigid if
• The multiplication map µ : A⊗A→ A is quasi-proper.
• The natural lax Ae-linearity of the right adjoint µr is strict.
• The unit 1A ∈ A is compact.
The terminology “semi-rigid” is justified by the following assertion.
Proposition 3.3. A semi-rigid category with compact unit is rigid. Conversely, a compactly gen-
erated rigid category is semi-rigid.
Proof. The first part follows from Lemmas 3.4 and 3.5 below, the second is [G, 6.1.1]. 
Lemma 3.4. If A ∈ Alg(StC) is a semi-rigid category, the multiplication morphism µ : A⊗A→ A
is quasi-proper, and so its right adjoint µr : A → A ⊗ A is continuous. More generally, for any
A-module M , the action map A ⊗M → M is quasi-proper. The unit morphism e : VectC → A is
quasi-proper if and only if in addition A is rigid.
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Proof. For the first assertion, let a ∈ A be compact (hence dualizable), m ∈M compact, and {ni}
an arbitrary small diagram in M . Then we calculate using Lemma 2.5:
HomM (a ⋆ m, colimi ni)) ≃ HomM (m,
∨a ⋆ (colimi ni))
≃ HomM (m, colimi(
∨a ⋆ ni))
≃ limiHomM (m,
∨a ⋆ ni)
≃ limiHomM (a ⋆ m, ni)
Hence the action of A on M is quasi-proper, and so by Lemma 2.2, its right adjoint continuous.
Since HomA(1A,−) : A→ VectC is the right adjoint to e : VectC → A, the second assertion also
follows from Lemma 2.2. 
3.1.1. Linearity of adjoints. An important technical aspect of working with semi-rigid categories
is that adjoints of linear functors between modules are canonically linear (compare [G, Corollary
6.2.4]):
Lemma 3.5. Let A ∈ Alg(StC) be a semi-rigid monoidal category.
Let C,D ∈ StC be compactly generated A-modules, and F : C → D a quasi-proper (respec-
tively, accessible limit-preserving) A-linear functor. Then the right (respectively, left) adjoint of F
is canonically A-linear and continuous as well.
Proof. If F : C ←→ D : G form an adjoint pair, and F is equipped with an A-linear structure, then
G automatically commutes with the A-action in a lax sense, i.e. up to a natural transformation.
Thus we need to check that these natural transformations are isomorphisms, which we do by writing
objects as colimits of compact generators:
HomC(colimi ci, G(colimj aj ⋆ d)) ≃ HomD(F (colimi ci), colimJ aj ⋆ d)
≃ HomD(colimi F (ci), colimj aj ⋆ d)
≃ limiHomD(F(ci), colimj aj ⋆ d)
≃ colimj limiHomD(F (ci), aj ⋆ d)
≃ colimj limiHomD(a
∨
j ⋆ F (ci), d)
≃ colimj limiHomD(F (a
∨
j ⋆ ci), d)
≃ colimj limiHomC(a
∨
j ⋆ ci, G(d))
≃ colimj limiHomC(ci, aj ⋆ G(d))
≃ HomC(colimi ci, colimj aj ⋆ G(d))
The argument for left adjoints of A-linear functors is identical. 
Corollary 3.6. Let A ∈ Alg(StC) be a semi-rigid monoidal category.
Passing to Ind-categories and passing to right adjoints induce canonical equivalences between the
following three ∞-categories:
• the category of Ac-modules in small idempotent-complete stable categories with morphisms
exact functors;
• the category of A-modules in compactly generated stable categories with morphisms quasi-
proper functors;
• the opposite of the category of A-modules in compactly generated stable categories with mor-
phisms accessible continuous and cocontinuous functors.
Remark 3.7. This corollary allows us to work either with plain stable presentable categories St or
in the C-linear setting in calculating limits and colimits of categories.
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3.1.2. Adjoints. It follows from the above discussion that a semi-rigid monoidal category A ∈
Alg(StC) defines a comonoidal categoryA
r ∈ Coalg(StC) with the same underlying categoryAr = A
and comultiplication µr the right adjoint of the product µ on A. Given an A-moduleM , the diagram
defining its module structure defines, by taking right adjoints, a diagram in the opposite category
exhibiting M as a comodule for Ar. Moreover, this comodule structure is in fact functorial for all
morphisms of A-modules. To see this, note that given an action aM : A⊗M →M , the coaction of
Ar can be described as the composition
arM :M
∼ // A⊗A M
µr⊗id // A⊗A⊗A M
∼ // A⊗M
where we use semi-rigidity to ensure that µr is a morphism of right A-modules. This construction
evidently commutes with all morphisms of A-modules. In other words, we have an equivalence
ModA(StC) ≃ ComodAr(StC)
commuting with the natural forgetful functors to StC.
3.2. Transposes. A semi-rigid monoidal category A ∈ Alg(StC), being compactly generated, is
dualizable with dual A′. The coevaluation functor,
η : VectC // A′ ⊗A
sends the unit C to the Hom bimodule [Hom] ∈ A′ ⊗A which is determined by
HomA′⊗A(m⊗ n, [Hom]) = HomA(m,n)
on compact objects m ∈ A♦c , n ∈ ⊗Ac.
The dual A′ inherits a canonical coalgebra structure from the algebra structure on A by taking
transposes of all multiplication maps. An A-moduleM , with action map aM : A⊗M →M , inherits
a comodule structure over A′, with coaction map given by the transpose
atM :M
η⊗id // A′ ⊗A⊗M
id⊗aM // A′ ⊗M
It is evident from this construction that the comodule structure is functorial for all A-linear functors
M → N . In other words, we have an equivalence
ModA(StC) ≃ ComodA′(StC)
commuting with the natural forgetful functors to StC.
The left and right dualities on compact objects
L(a) = ∨a, R(a) = a∨, for a ∈ A compact,
canonically extend by continuity to equivalences
L,R : A
∼ // A′
Let LL,RR : A→ A denote the inverse monoidal automorphisms of A given by taking double duals.
Moreover, the identities
HomA(
∨(x ⋆ m ⋆ y), n) ≃ HomA(
∨m, ∨∨y ⋆ n ⋆ x),
HomA((x ⋆ m ⋆ y)
∨, n) ≃ HomA(m
∨, y ⋆ n ⋆ x∨∨)
show that L is a naturally a morphism of right A-modules and R of left A-modules, while L inter-
twines the left action of A with the action twisted by the monoidal automorphism LL : A→ A, and
likewise R intertwines the right action of A with the action twisted by the monoidal automorphism
RR : A→ A. In other words, we have isomorphisms of A-bimodules
RRA
L // A′ ALL
Roo
where we twist the bimodule A on one side or the other by the inverse monoidal automorphisms
LL,RR.
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Definition 3.8. A pivotal structure on a semi-rigid monoidal category A ∈ Alg(StC) is a monoidal
identification of the automorphism LL (or equivalently, of its inverse RR) with the identity of A.
It follows that a pivotal structure is equivalent to a lift of either of the functors L,R : A→ A′ to
a morphism of A-bimodules (or to a monoidal identification of left and right duals in A).
Example 3.9. For any semi-rigid monoidal category A ∈ Alg(StC), the semi-rigid monoidal cat-
egory Ae = A ⊗ Aop has a canonical pivotal structure, deduced from its symmetric structure
Ae
∼ // (Ae)op exchanging left and right duals.
Remark 3.10 (The canonical trace). It is enlightening (though not necessary for the rest of this
paper) to understand the notion of a pivotal structure in terms of traces.
Suppose A ∈ Alg(StC) is a semi-rigid monoidal category. Consider the unit morphism u :
VectC → A and its transpose
τ := utr : A
R // A′
u′ // Vect′C
R−1 // VectC
If a ∈ A is compact, then we have
τ(a) ≃ HomA(1A, a)
and in general τ is the continuous extension of this assignment (which will agree with the Hom
functional if and only if A is rigid).
Given compact objects a, b ∈ A, we have canonical identifications
τ(a ⋆ b) = HomA(1A, a ⋆ b) ≃ HomA((b
∨)∨, a) = τ((b∨)∨ ⋆ a)
It follows that a pivotal structure on A, i.e., a monoidal identification RR ≃ id, gives rise to a
trace structure on the functional τ , i.e., a functorial identification τ(a ⋆ b) ≃ τ(b ⋆ a) plus higher
compatibilities. More precisely, a pivotal structure gives rise to a factorization
A
tr //
τ
""❊
❊❊
❊❊
❊❊
❊❊
Tr(A)

S
and is in fact equivalent to such a factorization.
3.2.1. Adjoints are transposes. Wemay now identify the two coalgebras (A, µr) and (A′, µt) obtained
from a semi-rigid monoidal category:
Proposition 3.11. Let A ∈ Alg(StC) be a semi-rigid monoidal category.
There is a canonical equivalence of comonoidal categories (A, µr) ≃ (A′, µt) given on the level of
objects by taking right duals, i.e., by the equivalence R : A→ A′.
In particular, for an A-module M with action map aM : A ⊗M → M , the right adjoint arM :
M → A⊗M and the transpose atM :M → A
′⊗M are related by the duality R in the sense that the
following diagram canonically commutes:
M
arM ##❍
❍❍
❍❍
❍❍
❍❍
atM // A′ ⊗M
R⊗id

A⊗M
Proof. The first assertion follows from the identifications
ComodAr (StC) ≃ ModA(StC) ≃ ComodA′(StC)
of categories comonadic over StC, whence the coalgebras A
r and A′ representing the corresponding
comonads are naturally identified.
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To verify that the identification is given by right duals, let us check by hand the second part of
the proposition. Note that the action aM is quasi-proper by Lemma 3.4. Since A generates the
category of A-modules by colimits, it suffices to establish the claim in the universal case M = A,
where a = aA is the left action of A on itself. Thus we have to identify the map
µr : A // A⊗A
with the map
A
at // A′ ⊗A
R⊗id // A⊗A.
Both are maps of right A-modules, hence it suffices to identify the images of the unit
ηA : VectC // A // A⊗A
under the two maps. For the first, it is characterized on compact objects by
HomA(m⊗ n, µ
r(1A)) ≃ HomA(m ⋆ n, 1A)
≃ HomA(m,n
∨)
For the second, the composition
VectC // A // A′ ⊗A // A⊗A
sends the unit to (R ⊗ id)([Hom]) ∈ A⊗A, which is characterized on compact objects by
HomA⊗A(m⊗ n, (R⊗ id)([Hom])) ≃ HomA(
∨m,n)
≃ HomA(m,n
∨)

3.3. Bar constructions. Recall that C∗(A) denotes the canonical simplicial resolution of A as
an A-bimodule, i.e., the monadic bar construction for the algebra A. Let C∗(A)
tr denote the
cosimplicial object obtained by passing to transposes, i.e., the comonadic cobar construction for the
coalgebra (A′, µt). Likewise, let C∗(A)
r denote the cosimplicial object obtained by passing to right
adjoints, i.e., the comonadic cobar construction for (Ar , µr). Note however that unless A is rigid,
the right adjoint to the unit morphism is not continuous, hence this cosimplicial object is not a
diagram of continuous functors. We use the term semi-cosimplicial object to refer to the diagram
object obtained from such a cosimplicial object by forgetting its codegeneracies, see [L1, Notation
6.5.3.6]. By [L1, Lemma 6.5.3.7], the inclusion of the semisimplical∞-category in the simplicial one
is cofinal, so that we may calculate totalizations of cosimplicial objects as limits over the underlying
semi-cosimplicial objects. The underlying semi-cosimplicial object of C∗(A)
r is indeed a diagram of
continuous functors. The following is an immediate corollary of the above proposition:
Corollary 3.12. If A ∈ Alg(StC) is a semi-rigid monoidal category, then the semi-cosimplicial
objects underlying C∗(A)
r and C∗(A)
tr are canonically equivalent. (If in addition A is rigid, the
cosimplicial objects C∗(A)
r and C∗(A)
tr are canonically equivalent.) In fact, there is a natural
equivalence of diagrams of A-bimodules
C∗(A)
r
LL
R // C∗(A)tr
where the right A-action on C∗(A)
r is twisted by the monoidal automorphism LL.
Recall from Section 2.3.2 that the cosimplicial diagramC∗(A)
tr can be used to calculate Hochschild
cohomology of A-bimodules. The cosimplicial object C∗(A)
r can likewise be used to calculate
Hochschild homology, so that Corollary 3.12 results in a general identification of traces and centers:
Proposition 3.13. Let A ∈ Alg(StC) be a semi-rigid monoidal category.
(1) For any A-bimodule, we have an equivalence between a twist of the center and the trace:
HH∗(A,B) ≃ HH
∗(A, LLB).
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(2) In particular, for M a dualizable left A-module with dual M ′ and N an arbitrary left A-
module, there is a canonical equivalence
HomA(M, LLN) ≃M
′ ⊗A N
between a twist of the relative Hom and the relative tensor product of the dual of M with N .
Proof. Recall the description of Hochschild homology via the bar resolution,
HH∗(A,B) = A⊗A⊗Aop B ≃ colimC∗(A)⊗A⊗Aop B.
By Section 2.1.4, this colimit can be identified with the limit over the corresponding cosimplicial
diagram, obtained by taking right adjoints (note that the simplicial object C∗(A) ⊗A⊗Aop B, the
relative tensor product of a diagram of continuous functors by B, is a diagram of continuous func-
tors). This adjoint cosimplicial diagram is naturally identified with C∗(A)
r ⊗A⊗Aop B, i.e., can be
calculated by taking right adjoints in C∗(A). Hence by Corollary 3.12, we find
HH∗(A,B) ≃ colimC∗(A)⊗A⊗Aop B
≃ limC∗(A)
r ⊗A⊗Aop B
≃ limC∗(A)
t
RR ⊗A⊗Aop B
≃ limC∗(A)
t ⊗A⊗Aop LLB
≃ HH∗(A, LLB).
The second assertion follows immediately from the special case B = N ⊗M ′.

Proposition 3.14. For A semi-rigid and M an A-module, M is A-dualizable if and only if M is
dualizable in StC. In this case, the A-dual is canonically identified with the twisted naive dual M
′
RR
as right A-modules.
In particular, the canonical pivotal structure on Ae = A ⊗ Aop induces an identification of the
Ae-dual and StC-duals of A (or any A-bimodule).
Proof. Suppose M is dualizable in S. We first apply Proposition 3.13 and find
HomA(M,A) ≃ M
′ ⊗A LLA
≃ M ′RR.
On the other hand
M ′RR ⊗A M ≃ M
′ ⊗A LLM
≃ HomA(M,M).
We can now realizeM ′RR as the A-dual ofM by taking the canonical evaluation and coevaluation
maps
M ⊗M ′RR ≃M ⊗HomA(M,A)
ev // A VectC // HomA(M,M) ≃M ′RR ⊗A M
Similarly, if M is A-dualizable with dual M˜ , we can explicitly exhibit a duality in StC between
M and M ′ = M˜LL. 
3.4. Dualizability. We now interpret the results above as establishing the 2-dualizability of semi-
rigid categories as objects in the symmetric monoidal (∞, 2)-category Alg(1)(StC), the Morita 2-
category of monoidal categories [L3, Section 4.1]. This interpretation will not require any technical
notions of (∞, 2)-category theory — we recall the notion of 2-dualizability as it specializes in our
setting to specific identities formulated for monoidal ∞-categories.
A Morita morphism between two (stable presentable) monoidal∞-categories A,B is an Aop⊗B-
module category. The evaluation and coevaluation Morita morphisms for a monoidal category A
are the Morita morphisms
VectC
A // A⊗Aop
A // VectC
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given by the object A itself in an obvious way.
Definition 3.15. (1) [L3, Proposition 4.2.3] A 2-dualizable object of Alg(1)(StC) is a monoidal
category A such that the evaluation Morita morphism evA : A⊗Aop → S has both a right and a left
adjoint.
(2) [L3, Definition 4.2.6] A Calabi-Yau structure on a monoidal category A ∈ Alg(1)(StC) is an
S1-invariant functional Tr(A) = A⊗A⊗Aop A→ S which is the counit of an adjunction between evA
and coevA.
In this definition, an adjoint for a Morita morphism is given by a (left or right) dual Morita
morphism (as in Remark 2.8) together with unit and counit morphisms satisfying the standard
identities. The S1 = SO(2) action on Tr(A) is an ∞-categorical version of the Connes cyclic
structure on Hochschild homology, and is provided by the one-dimensional Cobordism Hypothesis,
thanks to the identification of Tr(A) with the dimension of the dualizable object A in the underlying
Morita (∞, 1)-category. It can be described explicitly via topological chiral homology, see the proof
of Theorem 6.3.
We will also need a natural weakening of the notion of Calabi-Yau structure. Namely, a 2-
dualizable monoidal category A admits a canonical automorphism SA, the Serre automorphism,
with the property
evRA = (SA ⊗ idAop) ◦ coevA
(see [L3, Proposition 4.2.3]). It can be interpreted as a monodromy of the object A around the
SO(2)-action, i.e., the first obstruction to SO(2)-invariance of A, or as encoding the action of the
free group on the circle ΩS2 = ΩΣSO(2) on A.
Definition 3.16. A weakly Calabi-Yau monoidal category is a 2-dualizable monoidal category with
a trivialization of the Serre automorphism SA ≃ idA, i.e., an isomorphism of A-bimodules SA ≃ A.
Given such a trivialization, one can define a trace functional
A
tr //
τ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙ Tr(A) ≃ evA ◦ coevA ≃ evA ◦ ev
R
A

VectC
with the vertical map the counit of the adjunction. A Calabi-Yau structure is then a factorization
of this trace through the fixed points of S1 on Tr(A).
The notion of 2-dualizability reproduces the two senses of duality for A as an Ae-module appearing
in Definition 2.7.
Lemma 3.17. (1) A monoidal category A is Ae-dualizable if and only if the evaluation Morita
morphism evA : A
e → VectC admits a left adjoint. In this case, the left adjoint is given by the
bimodule dual A! ∈ Ae -mod.
(2) A monoidal category A is StC-dualizable if and only if the evaluation Morita morphism
evA : A
e → VectC admits a colimit-preserving right adjoint. In this case, the right adjoint is given
by the StC-dual A
′ ∈ Ae -mod.
(3) The Serre automorphism SA of a 2-dualizable category A is represented (as Morita endomor-
phism of A) by the A-bimodule A′.
Proof. The assertions are immediate from the definitions. The bimodule giving the left adjoint is the
bimodule dual A!. The bimodule giving the right adjoint is the plain dual A′. Hence the discrepancy
SA between the right adjoint and the coevaluation VectCAAe is also given by the bimodule A
′. 
Now our prior results admit the following reinterpretation.
Theorem 3.18. Let A ∈ Alg(StC) be a semi-rigid category. Then A is 2-dualizable.
A pivotal structure on A gives rise to a weak Calabi-Yau structure on A.
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Proof. Proposition 2.6 and Lemma 2.9 imply A is StC-dualizable. Proposition 3.14 implies A is A
e-
dualizable, with Ae and S-dual identified. Hence Lemma 3.17 implies A is fully dualizable. Moreover
a pivotal structure on A is equivalent to a particular identification SA = A
′ ≃ A of bimodules, as
required to make A weakly Calabi-Yau. 
4. Preliminaries on D-modules
This section is devoted to a review of the theory of D-modules on schemes and stacks following
[DrG1]. As explained in [DrG1], while this material is well-known at the level of triangulated
categories (standard references include Bernstein’s lecture notes [B] and the books by Borel [Bo] and
Kashiwara [K] for D-modules on varieties, and Bernstein-Lunts’ book [BL] and Beilinson-Drinfeld’s
manuscript [BD, Chapters 1 and 7] for D-modules on stacks), no comprehensive account seems to
exist yet at the level of dg categories (though the aspects of the theory that concern pullbacks are
developed in [GR]).
4.1. D-modules on schemes. Throughout what follows, by a scheme, we will always mean a
quasi-compact, separated derived scheme over C.
To any scheme X , there is attached a dg category D(X) of D-modules on X , defined by taking
ind-coherent sheaves on the de Rham stack of X . The category D(X) is insensitive to the derived
or non-reduced structure of X , so one may assume X is a reduced classical scheme for concreteness.
When X is smooth, D(X) can be canonically identified with the traditional dg derived category of
right DX -modules (as well as that of left DX -modules).
Given a map f : X → Y of schemes, there are continuous functors
f∗ : D(X) // D(Y ) f ! : D(Y ) // D(X).
They satisfy standard composition identities: given a sequence of maps
X
f // Y
g // Z
there are canonical equivalences of functors (gf)∗ ≃ g∗f∗, (gf)! ≃ f !g!. (See Remark 4.1 for more
on the functoriality of the assignment X 7→ D(X).)
Note that D(pt) ≃ VectC. For the map π : X → pt, we set ωX := π!C ∈ D(X), so that f !ωY ≃ ωX
for any map f : X → Y . By definition, the functor of de Rham cohomology is given by pushforward
along π : X → pt which we denote by
ΓdR := π∗ : D(X) // D(pt) ≃ VectC
It is representable by an object denoted by CX ∈ D(X) in the sense that there is a functorial
isomorphism
ΓdR(M) ≃ HomD(X)(CX ,M) M ∈ D(X)
For a map f : X → Y of schemes, the functors f !, f∗ satisfy the following standard properties:
• Base change: given a Cartesian square
X ×Y Z
g˜ //
f˜

X
f

Z
g // Y
there is a canonical equivalence of functors
g˜∗f˜
! ≃ f !g∗.
• Projection formula: there is a functorial equivalence
f∗(f
!(N)⊗M) ≃ f∗(M)⊗N M ∈ D(X),N ∈ D(Y )
• If f is proper, there is an adjunction (f∗, f !), and so in particular, f∗ is quasi-proper.
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• If f is an open embedding, there is an adjunction (f !, f∗). More generally, if f is smooth, there
exists a functor
f∗ : D(Y ) // D(X)
along with an adjunction (f∗, f∗) and canonical isomorphism
f∗ ≃ f ![−2(dimX − dim Y )]
In particular f∗, f ! are quasi-proper, and moreover, f∗CY ≃ CX .
• Kashiwara’s lemma: for i : Z → X a closed embedding, i∗ induces an equivalence between
D(Z) and the full subcategory DZ(X) ⊂ D(X) of D-modules on X vanishing on X \Z. The inverse
is given by the restriction of i!.
Remark 4.1. As explained in [FG, DrG1], a natural setting for a complete formulation of the
structure carried by the functors f !, f∗ on D-modules is to consider the assignment X 7→ D(X) as
a functor on the ∞-category of derived schemes with morphisms given by correspondences. This
automatically encodes base change (as the composition law) as well as the proper and smooth
adjunctions and all the relevant compatibilities.
4.2. Coherence, tensor product, and Verdier duality. A D-module on a schemeX is coherent
if its cohomology sheaves are locally finitely generated DX -modules. We denote by Dcoh(X) ⊂ D(X)
the full subcategory of coherent D-modules.
Coherent D-modules are precisely the compact objects of D(X) and also generate D(X), so there
is a canonical identification
D(X) ≃ IndDcoh(X)
Since f∗ for proper morphisms is quasi-proper, it preserves coherence, and similarly since f
∗, f !
for smooth morphisms are quasi-proper, they preserve coherence. Moreover, the canonical objects
ωX ,CX ∈ D(X) are coherent.
External tensor product provides a natural equivalence
⊠ : D(X)⊗D(Y )
∼ // D(X × Y )
which restricts to an equivalence
⊠ : Dcoh(X)⊗Dcoh(Y )
∼ // Dcoh(X × Y )
There is a symmetric monoidal structure on D(X) with multiplication
⊗ : D(X)⊗D(X)
⊠ // D(X ×X)
∆! // D(X)
where ∆ : X → X ×X is the diagonal map. The unit is ωX ∈ D(X). The pullback f ! is symmetric
monoidal.
Recall from Section 2.1.2 that for a category C = Ind Ccpt, we denote by C
♦
cpt the opposite category
of Ccpt, and that the category C′ = Ind(C
♦
cpt) is dual to C.
Verdier duality is the unique involutive equivalence
DX : Dcoh(X)♦
∼ // Dcoh(X)
such that there is a functorial equivalence
(1) HomD(X)(DX(M),N) ≃ HomD(X)(CX ,M⊗N) M,N ∈ Dcoh(X)
Note that equation (1) holds for any N ∈ D(X) by continuity.
The continuous extension of Verdier duality to all D-modules provides a canonical self-duality
DX : D(X)′
∼ // D(X)
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Note that equation (1) now holds for any M,N ∈ D(X) by continuity. In particular, equation (1)
presents the counit of the canonical self-duality in the form
D(X)⊗D(X) // D(X) M⊗N ✤ // ΓdR(M⊗N)
For a smooth morphism f : X → Y , there is a canonical equivalence f∗ ≃ DXf !DY , and in
particular, DX exchanges CX and ωX . For a proper morphism f : X → Y , there is a canonical
equivalence f∗ ≃ DY f∗DX .
1
4.3. D-modules on stacks. Throughout what follows, by a stack, we will always mean a quasi-
compact stack over C with affine diagonal. By a representable morphism, we will always mean a
quasi-compact schematic morphism.
For schemes X , the category D(X) satisfies smooth descent with respect to !-pullbacks. Thus for
a stack X , one may define the category D(X) as a limit over smooth covers.
More explicitly given a smooth cover U → X by a scheme, with induced augmented Cech sim-
plicial scheme U∗ → X , one obtains a cosimplicial category D(U∗), with maps given by !-pullbacks,
such that its totalization satisfies
D(X) ≃ limD(U∗)
(See [BD, Section 7.5] for a discussion in the language of derived categories.) Alternatively, one
may calculate D(X) as the limit over ∗-pullbacks (over the smooth face maps) in the above Cech
simplicial scheme.
For an arbitrary morphism f : X → Y of stacks, composition identities provide a continuous
pullback functor f ! which can be calculated locally with respect to smooth covers. In particular,
there is an object ωX ∈ D(X) whose !-pullback along any smooth cover U → X is the corresponding
object ωU ∈ D(U).
For a representable morphism f : X → Y , base change provides a continuous functor f∗ which
can be calculated locally with respect to smooth covers.
For a smooth representable morphism f : X → Y , there is a functor f∗ along with an adjunction
(f∗, f∗) and canonical isomorphism f
∗ ≃ f ![−2(dimX − dimY )].
One can extend the definition of f∗ to arbitrary morphisms f : X → Y , but it is no longer
continuous. In particular, the de Rham cohomology functor ΓdR is not continuous in general. It is
however representable by an object CX ∈ D(X) whose ∗-pullback along any smooth cover U → X
is the corresponding object CU ∈ D(U).
4.4. More on coherence, tensor product, and Verdier duality. Since f ! for a smooth mor-
phism f : X → Y preserves coherence, one may define coherent D-modules on a stack by requiring
coherence locally on smooth covers. We denote by Dcoh(X) ⊂ D(X) the full subcategory of coherent
D-modules.
By [DrG1, Theorem 8.1.1], for any stack X , the category D(X) is compactly generated and all
compact objects are coherent. However, it is not necessarily true that all coherent D-modules are
compact. For example, the object CX ∈ D(X) representing the de Rham cohomology functor ΓdR
is coherent (and in fact holonomic) but not in general compact. The case of the classifying space
X = BG of an affine group G is illuminating and worked out in detail in [DrG1, Section 7.2].
In this case, ΓdR calculates equivariant cohomology, which is not continuous even when G is the
multiplicative group. More generally, finite rank vector bundles with flat connection on a smooth
stack are coherent (and in fact holonomic) but not necessarily compact.
In general, there is the notion of safe stacks characterized by the assumption that coherent D-
modules are compact. In [DrG1, Section 10.2], the following conditions are shown to be equivalent:
• all coherent D-modules on X are compact,
• the object CX is compact, i.e., the functor ΓdR is continuous,
• the identity component of the automorphism group of any geometric point of X is unipotent.
1We thank N. Rozenblyum for pointing out this follows from the adjunction (f∗, f !) for proper maps together with
the identification of f ! with the transpose of f∗ for arbitrary maps.
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For example, any Deligne-Mumford stack is safe.
More generally, there is the relative notion of safe morphism f : X → Y of stacks characterized
by the assumption that f∗ is continuous. It guarantees familiar properties such as the projection
formula hold.
We will make repeated use of [DrG1, Corollary 8.3.4] which asserts that for any stacks (in fact,
for any prestacks), external tensor product provides a natural equivalence
⊠ : D(X)⊗D(Y )
∼ // D(X × Y )
There is a resulting symmetric monoidal structure on D(X) whose multiplication can be calcu-
lated locally with respect to smooth covers.
One can extend Verdier duality to D-modules on stacks by applying it locally, intertwining the
realizations of D-modules in terms of descent under !- and ∗-pullbacks. Moreover, Verdier duality
restricts to compact objects, where as in equation (1), it is characterized by a functorial equivalence
(2) HomD(X)(DX(M),N) ≃ HomD(X)(CX ,M⊗N) M,N ∈ D(X)cpt
Here as elsewhere we write D(X)cpt for the compact objects of D(X). Its continuous extension to
all D-modules provides a canonical self-duality
DX : D(X)′
∼ // D(X)
Note that equation (2) does not necessarily hold for arbitrary M,N ∈ D(X). The left hand side is
continuous in each, but CX ∈ D(X) may not be compact and hence the right hand side may not be
continuous.
5. Integral transforms for D-modules
We continue with our standing assumptions of preceding sections. In particular, by a scheme, we
mean a quasi-compact, separated derived scheme. By a stack, we mean a quasi-compact stack with
affine diagonal, and by a representable morphism, we mean a quasi-compact schematic morphism.
A stack is safe if its de Rham cohomology functor is continuous, and more generally, a morphism is
safe if the pushforward of D-modules along it is continuous.
In the previous section, we recalled that for any stacks X1, X2, external tensor product induces
an equivalence
D(X1)⊗D(X2)
∼ // D(X1 ×X2).
Verdier duality induces a canonical self-duality
D(X1) ≃ D(X1)′
If in addition X1 is safe, then the integral transform construction provides a description of the
resulting equivalence
D(X1 ×X2)
∼ // FunL(D(X1), D(X2)) M
✤ // π2∗(π!1(−)⊗M)
The above equivalences fit into a canonically commuting diagram
D(X1)⊗D(X2)
∼

∼ // D(X1 ×X2)
∼

D(X1)′ ⊗D(X2)
∼ // FunL(D(X1), D(X2))
Namely, for M1 ∈ D(X1),M2 ∈ D(X2), there is a canonical identity
π2∗(π
!
1(−)⊗ (π
!
1M1 ⊗ π
!
2M2)) ≃ Γ(X1,M1 ⊗−)⊗M2 ≃ HomD(X1)(DX1M1,−)⊗M2
between going around the upper right and the lower left parts of the diagram.
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In this section, we will record some simple relative versions of the above assertions. While we
will consider very restrictive hypotheses, the assertions often fail in any more relaxed setting.
5.1. Functoriality over schemes. We will not need the results of this section but they naturally
fit into the theme of the paper and are likely useful elsewhere.
Theorem 5.1. For a diagram X1 → Y ← X2 where X1, X2 are stacks and Y a scheme, the
canonical map induced by !-pullbacks is an equivalence
D(X1)⊗D(Y ) D(X2)
∼ // D(X1 ×Y X2).
Proof. The tensor product of D(Y )-modules can be calculated as the geometric realization of the
two-sided bar construction ([L2, 4.3.4]), the simplicial category with k-simplices
D(X1)⊗D(Y )⊗ · · · ⊗ D(Y )⊗D(X2),
where the factor D(Y ) appears k times and the maps are given by the D(Y )-module structures in
the usual pattern. This is canonically equivalent to the simplicial category with k-simplices
D(X1 × Y × · · · × Y ×X2)
where the factor Y appears k times and the maps are given by !-pullbacks in the usual pattern.
This extends to an augmented simplicial category with augmentation given by the pullback
j!−1 : D(X1 ×X2) // D(X1 ×Y X2)
along the relative diagonal
j−1 : X1 ×Y X2 // X1 ×X2
The map j−1 is a base change of the diagonal map of Y , and since Y is a separated scheme, j−1 is
a closed embedding.
Similarly, the analogous diagonal maps
jk : X1 × Y × · · · × Y ×X2 // X1 × Y × · · · × Y × Y ×X2
where the factor Y appears k times in the domain and k + 1 times in the codomain are closed
embeddings.
Now let us consider pushforwards along the above closed embeddings and apply Kashiwara’s
lemma: for a closed embedding j and a D-module M, the natural adjunction map M → j!j∗M is
an equivalence. Thus by base change, the pushforward
j−1∗ : D(X1 ×Y X2) // D(X1 ×X2)
and its higher analogues
jk∗ : D(X1 × Y × · · · × Y ×X2) // D(X1 × Y × · · · × Y × Y ×X2)
provide a lift to a split augmented simplicial category.
Finally, by [L1, Lemma 6.1.3.16], in any ∞-category, split augmented simplicial diagrams are
colimit diagrams. 
Theorem 5.2. Let X be a stack, Y a scheme, and f : X → Y a safe morphism (for example, a
relative Deligne-Mumford stack). Then D(X) is a self-dual module over D(Y ).
Proof. By Theorem 5.1, we have a canonical equivalence
D(X)⊗D(Y ) D(X) ≃ D(X ×Y X).
Thus we can define a unit and counit by the correspondences
u = ∆∗f
! : D(Y ) // D(X ×Y X) ≃ D(X)⊗D(Y ) D(X)
c = f∗∆
! : D(X)⊗D(Y ) D(X) ≃ D(X ×Y X) // D(Y )
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where ∆ : X → X×Y X is the diagonal. Here we assume f : X → Y is safe to ensure the continuity
of the functor f∗.
We must check that the following composition is the identity
D(X)
u⊗id // D(X)⊗D(Y ) D(X)⊗D(Y ) D(X)
id⊗c // D(X).
Consider the following commutative diagram with Cartesian square:
X
∆

∆ // X ×Y X
π1 //
id1×∆23

X
X X ×Y X
π2oo ∆12×id3 // X ×Y X ×Y X
Using standard identities for composition and base change, we calculate
(id⊗c) ◦ (u⊗ id) = π1∗(id1 ×∆23)
!(∆12 × id3)∗π
!
2
≃ π1∗∆∗∆
!π!2
≃ idD(X).

If X1 → Y is safe as in the previous theorem, and X2 → Y is arbitrary, then the integral
transform construction gives linear functors
D(X1 ×Y X2) // Fun
L
D(Y )(D(X1), D(X2)) M
✤ // π2∗(π!1(−)⊗M)
Its evident compatibility with the self-duality of Theorem 5.2 and the identification of Theorem 5.1
immediately implies the following.
Corollary 5.3. Let X1, X2 be stacks, Y a scheme, X1 → Y a safe morphism, and X2 → Y an
arbitrary morphism. Then the natural maps are equivalences
D(X1)⊗D(Y ) D(X2)
∼ // D(X1 ×Y X2)
∼ // FunLD(Y )(D(X1),D(X2))
factoring the self-duality of D(X1) over D(Y ).
5.2. Functoriality over classifying stacks. In this section, we present an equivariant general-
ization of Theorem 5.2 and its corollary realizing linear functors via integrals kernels on the fiber
product. Unfortunately, results of this nature do not hold in great generality, but we will be content
with the case when the base stack Y is the classifying stack BG of an affine group scheme G. What
we specifically use is the restrictive property that the diagonal map of such stacks is smooth.
Proposition 5.4. For a stack Y with smooth diagonal, the monoidal category D(Y ) is semi-rigid
with a canonical pivotal structure.
Proof. Since D(Y ) is compactly generated and symmetric monoidal, it suffices to check that any
compact object is dualizable.
For any compact object M ∈ D(Y ), we will show that the monoidal dual is the shifted Verdier
dual DY (M)[2 dim Y ] ∈ D(Y ).
Following the discussion of Section 2.2.1, it suffices to establish for any compact objectM ∈ D(Y ),
and arbitrary objects L,N ∈ D(Y ), that there is a functorial equivalence
(3) HomD(Y )(L⊗M,N) ≃ HomD(Y )(L,N⊗ DY (M)[2 dimY ])
Observe that it suffices to establish the equivalence for L,N ∈ H compact objects. For arbitrary
objects L,N ∈ H, it then follows by continuity by taking colimits first in N then in L.
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Using that the diagonal ∆ : Y → Y × Y is smooth of relative dimension − dimY , note the
following functorial equivalence
DY (L⊗M) = DY∆
!(L⊠M)
≃ ∆∗(DY (L)⊠ DY (M))
≃ ∆!(DY (L) ⊠ DY (M))[2 dim Y ]
≃ DY (L)⊗ DY (M)[2 dimY ]
Now returning to the sought after equivalence (3), we find functorial equivalences
HomD(Y )(L⊗M,N) ≃ HomD(Y )(CY ,DY (L⊗M)⊗N)
≃ HomD(Y )(CY , (DY (L) ⊗ DY (M)[2 dimY ])⊗N)
≃ HomD(Y )(L,DY (M)[2 dimY ]⊗N)

Remark 5.5. Implicit in the proposition is the Poincare´ duality identity DY (ωY )[2 dimY ] ≃ ωY
since the dual of the monoidal unit must be the monoidal unit.
Corollary 5.6. Let Y be a stack with smooth diagonal, X a stack, and X → Y an arbitrary
morphism. Then D(X) is self-dual as a D(Y )-module.
Proof. As a plain category, D(X) is self-dual, so the previous proposition and Proposition 3.14
imply the corollary. 
If X1, X2 are stacks, X1 → Y is safe and X2 → Y is arbitrary, then there is a canonical map
induced by !-pullbacks
Ψ : D(X1)⊗D(Y ) D(X2) // D(X1 ×Y X2)
and the integral transform construction gives linear functors
Φ : D(X1 ×Y X2) // Fun
L
D(Y )(D(X1), D(X2)) ΦM = π2∗(π
!
1(−)⊗M)
Tracing back through the constructions and applying standard identities, the functors Ψ,Φ evidently
provide a factorization
D(X1 ×Y X2)
Φ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
D(X1)⊗D(Y ) D(X2)
∼ //
Ψ
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧
FunLD(Y )(D(X1),D(X2))
of the equivalence provided by Corollary 5.6. In general neither Ψ,Φ is itself an equivalence, but
we have the following.
Proposition 5.7. Let Y be a smooth stack with smooth diagonal, X1, X2 stacks, X1 → Y a safe
morphism, and X2 → Y an arbitrary morphism.
Then the integral transform Φ admits a fully faithful left adjoint ΦL.
Proof. Tracing back through the algebraic arguments leading to Proposition 3.14, one sees that the
functor category FunLD(Y )(D(X1),D(X2)) can be calculated as the limit of the cosimplicial category
with k-cosimplices
D(X1 × Y × · · · × Y ×X2)
where the factor Y appears k times and the maps are given by pushforwards in the usual pattern.
This naturally extends to an augmented cosimplicial category with augmentation given by the
pushforward
j−1∗ : D(X1 ×Y X2) // D(X1 ×X2)
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along the relative diagonal
j−1 : X1 ×Y X2 // X1 ×X2
By base change, this augmented cosimplicial category is left adjointable in the sense of [L2,
Corollary 6.2.4.3], thus the integral transform construction
Φ : D(X1 ×Y X2) // FunD(Y )(D(X1),D(X2))
admits a fully faithful left adjoint.

6. Hecke categories and character sheaves
In this section, we study the homotopical algebra of Hecke categories arising in representation
theory. Our focus is the Hecke category of D-modules on the double quotient stack B\G/B of a
reductive group G by a Borel subgroup B ⊂ G, and its unipotent monodromic variant. Our aim is
to construct a topological field theory from these Hecke categories, and in particular to relate their
traces and centers with character sheaves.
If we introduce the classifying stacks X = BB, Y = BG, then the double quotient stack can be
realized as the fiber product
B\G/B ≃ X ×Y X
From this point of view, the special technical features of this setup are the following:
(1) The morphism p : X → Y is proper.
(2) The diagonal δ : X → X ×X is smooth.
The second property is especially restrictive though satisfied by classifying spaces of smooth group
schemes. The above conditions will imply that we have a sufficient arsenal of duality and adjunctions.
6.1. Hecke categories. We establish here that Hecke categories are semi-rigid categories with
a canonical Calabi-Yau structure, and thus two-dualizable monoidal categories defining oriented
topological field theories.
To begin, let p : X → Y be a morphism of stacks. Introduce the Hecke categoryH = D(X×Y X).
Consider the convolution diagram
X ×Y X ×Y X
p12
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥ p23
''PP
PPP
PPP
PPP
P
p13

X ×Y X X ×Y X X ×Y X
Equip H = D(X ×Y X) with the monoidal product defined by convolution
⋆ : H⊗H // H
M ⋆N = p13∗(p
!
12(M)⊗ p
!
23(N)) ≃ p13∗(p12 × p23)
!(M⊠N)
Similar diagrams provide the usual associativity compatibilities of an algebra object. The monoidal
unit 1H is given by the pushforward u∗ωX along the map u : X → X×Y X induced by the diagonal
δ : X → X ×X .
Recall that if p : X → Y is safe, then the integral transform construction gives a monoidal functor
H // FunD(Y )(D(X),D(X)) M
✤ // p2∗(p!1(−)⊗M)
Remark 6.1. More formally, the monoidal structure on D(X ×Y X) can be defined as follows. The
stack X ×Y X can be identified with endomorphisms of X in the ∞-category of stacks over Y
with morphisms given by correspondences. The assignment of categories of D-modules extends to
a symmetric monoidal functor on this ∞-category (see Remark 4.1), hence induces an associative
algebra structure on D(X ×Y X).
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It is important to note that all of the maps involved in the monoidal structure of H are obtained
by base change from either the diagonal map δ : X → X × X or the projection p : X → Y .
Moreover, the monoidal structure only uses pullbacks along maps of the first type and pushforwards
along maps of the second type. Thus if we assume δ is smooth and p is proper, the functors δ! and
p∗, and hence the monoidal product on H, will be quasi-proper. In addition, D(X) is semi-rigid
under tensor product, by Proposition 5.4.
Theorem 6.2. Suppose X is a stack with smooth diagonal, Y is a stack, and X → Y is a proper
representable map.
Then the Hecke category H = D(X ×Y X) is semi-rigid (hence 2-dualizable).
Proof. To prove the theorem, let us first establish a candidate for the dual of a compact object.
First, recall that Verdier duality DX×YX provides a self-duality
H = D(X ×Y X) ≃ D(X ×Y X)′ = H′
By definition, the compact objects of H and H′ form opposite categories to each other.
Next consider the swap involution
σ : X ×Y X
∼ // X ×Y X σ(x1, y12, x2) = (x2, y
−1
12 , x1)
where y−112 is the path y12 traced in the opposite direction. The induced equivalence on D-modules
intertwines the algebra structure and the opposite algebra structure
σ : H
∼ // Hop.
Finally, introduce the composite of the swap involution, Verdier duality and shift
ι : H
∼ // H′ ι(M) = DX×YX(σ(M))[2 dimX ]
We will show that any compact object M ∈ H is left and right dualizable, with both duals
identified with ι(M) ∈ H, thereby establishing that H is semi-rigid. Following the discussion of
Section 2.2.1, it suffices to establish for a compact object M ∈ H, and arbitrary objects L,N ∈ H,
that there are functorial equivalences
HomH(L ⋆M,N) ≃ HomH(L,N ⋆ ι(M)) HomH(M ⋆ L,N) ≃ HomH(L, ι(M) ⋆N)
We will give a proof of the first. The second is similar or follows by applying σ to the first and
renaming objects.
Observe that it suffices to establish the equivalence for L,N ∈ H compact objects. For arbitrary
objects L,N ∈ H, it then follows by continuity by taking colimits first in N then in L.
For L,M,N ∈ H compact objects, we will establish the equivalent identity
HomH(CX×YX ,DX×YX(L ⋆M)⊗N) ≃ HomH(CX×YX ,DX×YX(L)⊗ (N ⋆ ι(M)))
Since p13 is a base change of p, it is proper and hence p13∗ commutes with Verdier duality. Since
p12× p23 is a base change of δ, it is smooth of relative dimension − dimX and hence (p12× p13)
∗ ≃
(p12 × p13)![2 dimX ]. Hence we have the identity
DX×YX(L ⋆M) ≃ DX×YX(p13∗((p12 × p13)
!(L⊠M)))
≃ p13∗DX×YX(p12 × p13)
!(L⊠M)
≃ p13∗(p12 × p13)
∗(DX×YX(L)⊠ DX×YX(M))
≃ p13∗(p12 × p13)
!(DX×YX(L) ⊠ DX×YX(M))[2 dimX ]
≃ DX×YX(L) ⋆ DX×YX(M)[2 dimX ]
Substituting this into the above sought after identity and renaming objects, we seek to establish
the following general identity
(4) ΓX×YX((L ⋆M)⊗N) ≃ ΓX×YX(L⊗ (N ⋆ σ(M)))
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Let us first modestly reformulate how to calculate each side, in particular the quantities obtained
before taking global sections. For the left hand side, consider the commutative diagram whose right
hand square is Cartesian
(X ×Y X ×Y X)
id×p13

p12×p23×p13
ss❤❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤
p13 // X ×Y X
∆

(X ×Y X)
3 (X ×Y X ×Y X)× (X ×Y X)p12×p23×p45
oo
p13×p45
// (X ×Y X)2
By a composition identity in the triangle and base change in the right hand square, there is a
functorial equivalence
(L ⋆M)⊗N ≃ p13∗(p12 × p23 × p13)
!(L⊠M⊠N)
Similarly, for the right hand side, consider the commutative diagram whose right hand square is
Cartesian
(X ×Y X ×Y X)
p13×id

p13×σp23×p12
ss❤❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤
p13 // X ×Y X
∆

(X ×Y X)
3 (X ×Y X)× (X ×Y X ×Y X)p12×σp45×p34
oo
p12×p35
// (X ×Y X)2
By a composition identity in the triangle and base change in the right hand square, there is a
functorial equivalence
L⊗ (N ⋆ σ(M)) ≃ p13∗(p13 × σp23 × p12)
!(L⊠M⊠N)
Finally, observe that there is a natural commutative diagram
(X ×Y X ×Y X)
∼
r
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
p13×σp23×p12

p13 // X ×Y X
(X ×Y X)3 (X ×Y X ×Y X)p12×p23×p13
oo
p13
OO
where the diagonal map r is the rotational equivalence given by
r(x1, y12, x2, y23, x3) = (x1, y12 ◦ y23, x3, y
−1
23 , x2)
where the path y12 ◦ y23 is the composition of the paths y12, y23, and the path y
−1
23 is the path y23
traced in the opposite direction.
Let us write π : X×Y X → pt. We have seen that the two sides of the sought after equivalence (4)
can be realized by going around the edges of the above diagram
ΓX×YX((L ⋆M)⊗N) ≃ π∗p13∗(p12 × p23 × p13)
!(L⊠M⊠N)
ΓX×YX(L⊗ (N ⋆ σ(M))) ≃ π∗p13∗(p13 × σp23 × p13)
!(L⊠M⊠N)
Thus the rotational equivalence r intertwines them and we obtain the equivalence (4). 
Theorem 6.3. Suppose X,Y are as in Theorem 6.2. Then the Hecke category H = D(X ×Y X)
carries a canonical Calabi-Yau structure.
Proof. Let us briefly recall from [L2, Section 5.3.3] the realization of Hochschild homology and its
S1 symmetry from the point of view of topological chiral homology.
First, given a framed circle S, for example, the standard circle S1 = [0, 1]/∼ with its natural
induced orientation, let IS be the∞-category given by the nerve of the poset of framed embeddings
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of finite disjoint unions of open intervals in S with partial order given by framed inclusions. Given
the E1-algebra H, introduce the natural functor
ψH : IS // StC ψH(I) = H⊗π0(I)
whose structure on morphisms is given by the E1-structure on H. By definition, the topological
chiral homology of H over S is the colimit
∫
SH = colimIS ψH
Observe that the above makes sense for families of framed circles, and so exhibits
∫
S H as the fiber
of an ∞-local system over the moduli of framed circles BDiff +(S1).
Recall as well that for the standard circle S1 = [0, 1]/∼, the realization of the bar resolution in
terms of subdivisions of the interval [0, 1] provides a natural morphism which is an equivalence
Tr(H) ≃ |H ⊗H⊗Hop C∗(H)|
∼ // colimI
S1
ψH =
∫
S1
H
Now to endow H with a Calabi-Yau structure, let S→ BDiff +(S1) denote the universal framed
circle, and let VectC denote the constant∞-local system on BDiff +(S1) with fiber VectC. We must
construct a morphism of ∞-local systems
τ :
∫
S
H // VectC
Moreover, for a given framed circle S and pair of disjoint open intervals I1
∐
I2 ⊂ S (hence any
framed circle with any pair of disjoint open intervals), the natural composite map
H⊗H ≃ Hπ0(I1
∐
I2) //
∫
S H
τS // VectC
must be the evaluation pairing of a self-duality of H ∈ StC.
To achieve this, given an object I =
∐
i Ii ∈ IS , let M(I) be the stack of maps
∐
i Ii → Y with
lifts
∐
i ∂Ii → X at boundary points. (Note we do not regard the boundary points of the intervals
as embedded in S since they may coincide as, for example, for an interval of the form I = S \ {s}
where s ∈ S is a single point.) Let D be a closed disk with ∂D = S, and M(D, I) be the stack of
maps D → Y with a lift over the complement S \(
∐
i Ii)→ X . Consider the natural correspondence
M(I) M(D, I)
poo q // pt
Observe that ψH(I) = D(M(I)) and thanks to standard identities for D-modules, the functor
D(M(I)) // VectC M
✤ // q∗p!M
provides a natural augmentation to the diagram given by ψH and hence a functor
τS :
∫
S
H // VectC
Since the above makes sense for families of framed circles, it descends to the sought after morphism
of ∞-local systems
τ :
∫
S
H // VectC
Finally, consider the natural composite map
H⊗H ≃ Hπ0(I1
∐
I2) //
∫
S H
τS // VectC
Unwinding the above, we find it is given by the functor
H⊗H ≃ D(X ×Y X ×X ×Y X) // VectC M
✤ // q∗p!M
where p : X ×Y X → X ×Y X ×X ×Y X is the diagonal and q : X ×Y X → pt is the projection.
Observe that under the identification of H ∈ StC with its dual given by Verdier duality, the above
morphism is precisely the evaluation pairing. 
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Remark 6.4. We will soon identify Tr(H) ≃
∫
S H with a full subcategory of D-modules on the loop
space LY . Consider the natural correspondence of constant loops
LY Y
eoo π // pt
Thanks to standard identities for D-modules, the trace τS :
∫
S
H → VectC will factor through the
functor
D(LY ) // VectC M
✤ // π∗e!M
The above theorems thus allow us to apply the Cobordism Hypothesis [L3] to the Hecke category
to obtain an oriented two-dimensional topological field theory.
Corollary 6.5. There is a unique symmetric monoidal functor Z : 2Bord → Alg(1)(StC) with
Z(pt) = H.
6.2. Loop spaces and horocycle correspondences. We establish here the basic relation be-
tween Hecke categories and loop spaces. It is an abstraction of the horocycle correspondence from
representation theory. We will continue with the assumptions that p : X → Y is proper and X has
smooth diagonal δ : X → X ×X .
Consider the fundamental correspondence
LY = Y ×Y×Y Y LY ×Y X = X ×X×Y X
qoo ǫ // X ×Y X.
where q is a base change of p, and ǫ is a base change δ.
Define the functor
F : D(X ×Y X)
ǫ! // D(LY ×Y X)
q∗ // D(LY )
Since q is a base change of p and hence proper, there is an adjunction (q∗, q
!), and since ǫ is a base
change of δ and hence smooth, of relative dimension− dimX , there is an equivalence ǫ∗ ≃ ǫ![2 dimX ]
and an adjunction (ǫ∗, ǫ∗). Thus there is the continuous right adjoint
F r : D(LY )
q! // D(LY ×Y X)
ǫ∗[−2 dimX] // D(X ×Y X)
Let I(F ) ⊂ D(LY ) denote the cocompletion of the image of F . It is naturally equivalent to the
left orthogonal ⊥K(F r) ⊂ D(LY ) to the kernel of F r. Since q! satisfies descent, both in turn are
naturally equivalent to the full subcategory of D(LY ) of objects whose image under q! is in the
cocompletion of the image of ǫ!.
Theorem 6.6. There is a natural commutative diagram
D(X ×Y X)
⊥K(F r)
F r
OO
∼ // Z(D(X ×Y X))
z
hh◗◗◗◗◗◗◗◗◗◗◗◗
Proof. For notational convenience, set A = D(X ×Y X) and B = D(X). Observe that pushforward
along the relative diagonal B → A is monoidal, and thus we may regard A as an algebra in B-
bimodules. Given an algebra A in B-bimodules, we have its relative bar resolution
A ≃
∣∣A⊗B(•+2)∣∣
which can be used to calculate its center
Z(A) = HomA⊗Aop(A,A) = HomA⊗Aop(
∣∣A⊗B(•+2)∣∣ ,A) = Tot {HomB⊗Bop(A⊗B•,A)}
We will access the center as the totalization of the cosimplicial object
C• = HomB⊗Bop(A
⊗B•,A)
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Unwinding the notation and using the canonical identity D(X)⊗k ≃ D(Xk), we find the cosim-
plicial category
C• ≃ FunLD(X×X)(D((X ×Y X)
×X•),D(X ×Y X))
Using the canonical identification of functors with integral transforms of Proposition 5.7, we have
a level-wise fully faithful map of cosimplicial diagrams
C• // D(X×Y (•+1) ×Y LY )
where the cosimplicial structure maps on the latter are given by !-pullback functors.
Thus the center Z(A) is equivalent to the full subcategory of D(LY ) of objects whose image
under q! is in the cocompletion of the image of ǫ!. 
Corollary 6.7. There is a natural commutative diagram
D(X ×Y X)
tr
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
F

Tr(D(X ×Y X))
∼ // I(F )
Proof. We have seen that D(X ×Y X) is semi-rigid and pivotal, and hence its center and trace
are equivalent. More precisely, the augmented semi-cosimplicial diagram calculating the center can
be obtained from the augmented semi-simplicial diagram calculating the trace by passing to right
adjoints. In particular, the universal central functor can be obtained as the right adjoint of the
universal trace. Thus passing to left adjoints in the diagram of the previous theorem provides the
diagram of the corollary. 
6.3. Character sheaves. Now we apply our previous results to our motivating example when
X = BB, Y = BG, for a reductive group G and Borel subgroup B ⊂ G. Thus we are studying the
Hecke category HG = D(B\G/B) of Borel bi-equivariant D-modules on G.
With this setup, the fundamental correspondence is the horocycle correspondence
G/G (G×G/B)/G
qoo ǫ // B\G/B.
It contains the traditional Springer correspondence as a subspace
G/G G˜/G ≃ B/Boo // B\B/B ≃ BB
where G˜ ⊂ G×G/B comprises pairs where the group element fixes the flag.
Definition 6.8. The dg category ChG of unipotent character sheaves is defined to be the full sub-
category of D(G/adG) generated (under colimits) by the image of the Harish Chandra transform F .
Applying our previous results, we immediately obtain the following.
Theorem 6.9. The category of unipotent character sheaves ChG is equivalent to both the trace and
center of the Hecke category HG. The equivalences fit into natural adjoint commutative diagrams
HG
tr
zz✉✉
✉✉
✉✉
✉✉
✉
F

Tr(HG)
∼ // ChG
F r
OO
∼ // Z(HG)
z
dd❍❍❍❍❍❍❍❍❍
7. Monodromic variant
In this section, we extend our previous results to Hecke categories of monodromic D-modules.
For simplicity, we will only consider unipotent monodromy, though generalizations to arbitrary
monodromies should hold. Most of what we state is purely algebraic and could be presented in far
greater generality.
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7.1. Monodromic D-modules. Let X be a stack and AX ∈ D(X) a commutative algebra object.
We refer to objects of the category of AX -modules
DAX (X) := ModAX (D(X))
as monodromic D-modules.
A smooth map π : X˜ → X provides a natural source of such algebras. The Barr-Beck-Lurie
theorem applied to the adjunction
π∗ : D(X) // D(X˜) : π∗oo
provides an equivalence of the full subcategory of D(X˜) generated by ∗-pullbacks from D(X) with
modules over the monad T = π∗π
∗ acting on D(X). By the projection formula, the monad T is
represented by the algebra object
AX = π∗π
∗ωX ∈ D(X)
Thus one can view DAX (X) as the D-module affinization of X˜.
Example 7.1. If π : X˜ → X is a torsor for a torus H , then a monodromic D-module on X in the
above sense is equivalent to a traditionalH-monodromicD-module on X˜ with unipotent monodromy
around H .
Recall by Proposition 5.4 that if X has smooth diagonal, then the monoidal category D(X) is
semi-rigid with a canonical pivotal structure. Since the algebra AX is commutative, the category
DAX (X) is naturally symmetric monoidal with unitAX . We have the following algebraic observation
extending Proposition 5.4.
Proposition 7.2. For a stack X with smooth diagonal, the monoidal category DAX (X) is semi-rigid
with a canonical pivotal structure.
Proof. For compact objects M ∈ D(X), objects of the form AX ⊗M ∈ DAX (X) are compact and
generate. Recall that M∨ = DX(M)[2 dimX ] ∈ D(X) is the monoidal dual of M ∈ D(X). It is
simple to check that AX ⊗M
∨ ∈ DAX (X) is the monoidal dual of AX ⊗M ∈ DAX (X). 
7.2. Monodromic Hecke categories. Let us return to the setup of a proper map p : X → Y of
stacks where X has smooth diagonal δ : X → X ×X . Suppose given AX ∈ D(X) a commutative
algebra object.
Let j : X ×Y X → X ×X be the natural map, introduce the commutative algebra object
A
(2)
X = j
!(AX ⊠AX) ∈ D(X ×Y X)
and the resulting Hecke category of bimonodromic D-modules
D
A
(2)
X
(X ×Y X) = ModA(2)
X
(D(X ×Y X))
More generally, we have similar constructions for repeated fiber products.
There is a natural monoidal structure on the bimonodromic Hecke category H˜ = D
A
(2)
X
(X×Y X)
with product given by
M ⋆AX N = p˜13∗(p˜
!
12(M)⊗A(3)
X
p˜!23(N))
Here the functors are the ringed-space variants of the usual pullback, tensor and pushforward func-
tors. Namely, the !-pullbacks denote the composition of the usual !-pullbacks and then tensoring up
with the free AX -module on the remaining factor. The tensor product denotes the tensor product
of A
(3)
X -modules. The ∗-pushforward denotes the composition of the usual ∗-pushforward and then
forgetting the AX -module structure on the middle factor. The monoidal unit 1H˜ is the diagonal
bimodule u∗AX arising from the map u : X → X ×Y X . Standard identities produce the higher
constraints of the monoidal structure.
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In the case where AX = π∗π∗ωX ∈ D(X) for a smooth map π : X˜ → X as discussed above, the
monodromic Hecke category is a full subcategory
H˜ = D
A
(2)
X
(X ×Y X)

 // D(X˜ ×Y X˜)
Moreover, the latter category is naturally monoidal with respect to convolution and the above
inclusion is monoidal.
Example 7.3. If X˜ = B → X = BB → Y = BG are the natural projections of classifying stacks for
a Borel subgroup B ⊂ G and its unipotent radical N ⊂ B, then a bimonodromic D-module in the
above sense is equivalent to a traditional unipotent bimonodromic D-module on N\G/N .
We have the following algebraic observation extending Theorems 6.2, 6.3.
Theorem 7.4. Suppose X is a stack with smooth diagonal, Y is a stack, and X → Y is a proper
representable map. Suppose AX ∈ D(X) is a commutative algebra object whose underlying object is
compact.
Then the monodromic Hecke category H˜ = D
A
(2)
X
(X×Y X) is semi-rigid (hence 2-dualizable) with
a canonical Calabi-Yau structure.
Proof. For compact objects M ∈ H, objects of the form A
(2)
X ⊗M ∈ H˜ are compact and generate.
Recall from the proof of Theorem 6.2 that ι(M) ∈ H is the left and right monoidal dual of such
compact objects M ∈ H.
Recall the natural map j : X ×Y X → X ×X , and introduce the A
(2)
X -modules
A
(2)
X
′ = j!(AX ⊠A∨X) ∈ D(X ×Y X)
′A
(2)
X = j
!(A∨X ⊠AX) ∈ D(X ×Y X)
It is simple to check that A
(2)
X
′ ⊗ ι(M) ∈ H˜ (respectively, ′A
(2)
X ⊗ ι(M) ∈ H˜) is the right (respec-
tively, left) monoidal dual of A
(2)
X ⊗M ∈ H˜.
Finally, for the Calabi-Yau structure, one can directly repeat the proof of Theorem 6.3 with the
functors q∗ and p
! replaced by their respective monodromic versions q˜∗ and p˜
! as in the construction
of the monoidal structure on H˜. Namely, they are given by the ringed-space variants where q˜∗ is
the composition of the usual ∗-pushforward and then forgetting the module structure, and p˜! is the
composition of the usual !-pullback and then tensoring up with the free module. 
7.3. Monodromic Hochschild calculations. We continue with the setup and constructions of
the previous section, in particular Theorem 7.4. Thus suppose X is a stack with smooth diagonal, Y
is a stack, andX → Y is a proper representable map. Suppose AX ∈ D(X) is a commutative algebra
object whose underlying object is compact and hence dualizable with dual denoted by A∨X ∈ D(X).
Return to the fundamental correspondence
LY = Y ×Y×Y Y LY ×Y X = X ×X×Y X
qoo ǫ // X ×Y X.
where q is a base change of p, and ǫ is a base change δ.
Define the functor
F˜ : D
A
(2)
X
(X ×Y X)
ǫ˜! // DAX (LY ×Y X)
q˜∗ // D(LY )
where ǫ˜! is the composition of the pullback ǫ! and then tensoring with the diagonal AX -module, and
q˜∗ is the composition of forgetting AX -module structure and then the pushforward q∗.
For simplicity, we will also assume given an equivalence of AX -modules of the form A∨X ≃ AX [k],
for some fixed k. This provides an identification of the right adjoint of the pushforward q˜∗ with a
shift of the pullback q˜!. Thus we have the explicit continuous right adjoint
F˜ r : D(LY )
q˜![k] // DAX (LY ×Y X)
ǫ˜∗[−2 dimX] // D
A
(2)
X
(X ×Y X)
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where q˜! is the composition of the pullback q! and then tensoring with AX , and ǫ˜∗ is the composition
of forgetting to an A
(2)
X -module structure and then the pushforward ǫ∗.
Let I(F˜ ) ⊂ D(LY ) denote the cocompletion of the image of F˜ . It is naturally equivalent to the
left orthogonal ⊥K(F˜ r) ⊂ D(LY ) to the kernel of F˜ r.
Suppose in addition that tensoring with A∨X is conservative so that q˜
! satisfies descent. Then
both of the above categories are naturally equivalent to the full subcategory of D(LY ) of objects
whose image under q˜! is in the cocompletion of the image of ǫ˜!.
Now repeating the arguments of Theorem 6.6 and Corollary 6.7 gives the following extension.
Theorem 7.5. There are natural adjoint commutative diagrams
H˜
tr
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
F

Tr(H˜)
∼ // ⊥K(F˜ r) ≃ I(F˜ )
F˜ r
OO
∼ // Z(H˜)
z
ff◆◆◆◆◆◆◆◆◆◆◆◆◆
Proof. For notational convenience, set A˜ = DAX×Y X (X×Y X) and B˜ = DAX (X), so that the center
is the totalization of the cosimplicial object
C˜• = HomB˜⊗B˜op(A˜
⊗
B˜• , A˜)
Using Proposition 5.7 as in the proof of of Theorem 6.6, we have a level-wise fully faithful map
of cosimplicial diagrams
C˜• // D
A
(•+1)
X
(X×Y (•+1) ×Y LY )
where the cosimplicial structure maps on the latter are given by the composition of !-pullbacks
together with tensoring up with tensor powers of A∨X .
Thus the center Z(A) is equivalent to the full subcategory of D(LY ) of objects whose image
under q˜! is in the cocompletion of the image of ǫ˜!. 
Finally, there is a Morita-invariance between the original and now monodromic calculations.
Proposition 7.6. The full subcategories K(F r),K(F˜ r) ⊂ D(LY ) defined by the original and mon-
odromic fundamental correspondences coincide.
Proof. On underlying objects, we calculate via composition identities and the projection formula
that F˜ r(M) ≃ F (M) ⊗ A′X×YX . Since tensoring with A
∨
X is conservative, so is tensoring with
A′X×YX , and hence K(F
r) = K(F˜ r) ⊂ D(LY ). 
7.4. Character sheaves again. Now we apply our previous results to our motivating example
when X = BB, Y = BG, for a reductive group G and Borel subgroup B ⊂ G. We take X˜ = BN ,
for the unipotent radical N ⊂ B, and take AX = π∗CBN ∈ D(BB) where π : BN → BB is the
natural H = B/N torsor. Thus we are studying the bimonodromic Hecke category H˜G of unipotent
bimonodromic D-modules on N\G/N .
Theorem 7.7. The category of unipotent character sheaves ChG is equivalent to both the trace and
center of the bimonodromic Hecke category H˜G. The equivalences fit into natural adjoint commuta-
tive diagrams
H˜G
tr
{{✈✈
✈✈
✈✈
✈✈
✈
F˜

Tr(H˜G)
∼ // ChG
F˜ r
OO
∼ // Z(H˜G)
z
cc●●●●●●●●●
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