Abstract. In this paper, we propose a method that constructs a high-resolution depth image with high quality from a low-resolution depth image that is noisy and contains holes. We believe that the high-resolution depth map is generated by sparse linear combination of atoms from an overcomplete dictionary, and the low-resolution depth map are the samples from the high-resolution depth map. Under Bayesian framework, we find the optimal sparse coefficient vector that represents the high-resolution map best. Comprehensive quantitative comparisons show that our method outperforms existing approaches when applied on Middlebury dataset, and qualitative comparison on real scenes indicates that our algorithm performs best.
Introduction
Capturing accurate depth information of a scene is very important in computer vision and computer graphics, and it has a lot of applications, such as 3D model reconstruction, HumanComputer Interaction, 3D television, etc. There are mainly three categories of methods to obtain depth information. Laser scanner obtain depth information highly accurately, but the processing of scanning takes too much time and the scanner is too expensive. Stereo matching method obtains depth information with high level of noise and demands the targets covered by textures. As technology advances in recent years, depth cameras such as ToF (Time of Flight) and Kinect have appeared which are cheap and widely used in household applications. They capture depth map of a scene very quickly with accuracy between the two methods above. However, the resolutions of the depth maps are very low. The resolution of a ToF camera is usually 320×240, and Kinect provides 640×480 resolution depth maps, which is far lower than color cameras. Besides, the depth information captured by these devices is strongly noisy and often contains holes.
In order to generate a high-resolution depth map from a low-resolution depth map, a color camera is needed usually. Once a color camera and a depth camera are calibrated, we can project the depth information onto the color image. Since the resolution of the depth map is much lower than the color image, some part of pixels of color image has no depth information, and sometimes some connected regions have no depth information (Fig 1. b) . In order to fill the missing depth value, most existing algorithms assume that pixels with similar colors have similar depth values, and otherwise, they have very different depth value. Besides, these algorithms cannot process depth map containing holes very well. These inherent flaws make these algorithms very susceptible to the texture of color image and hole-filling results are practically bad (Fig. 3) .
We observe that not all of the color pixels have depth value, and we interpret this phenomenon as that observed depth information are samples from high-resolution depth map and these depth values are assigned to the corresponding color pixels. Since the observation is a non-ideal random process, the depth information of the color image is highly corrupted by noise and contains holes. Inspired by multi-morphology signal analysis [1, 2] and compressed sensing theory [3, 4, 5] , we use a set of sparse linear combinations of over-complete bases [6] to express high-resolution depth map, and the reconstruction problem is reduced to solving the high-dimensional sparse signals, that is the coefficient vector of the linear combination. When pursuing this sparse coefficient vector, we only use the observed depth values as constraints. Because no information from color image is used, textures have no impact on the depth image reconstruction. The quantitative experiments on Middlebury dataset show that our algorithm outperforms typical algorithms. In the experiments of reconstructing depth maps of real scenes, our proposed algorithm generates the most accurate depth maps when viewed as point clouds.
Related Work
The existing methods can be divided into two categories, which are filter-based and optimization-based.
Filter-based algorithms are the most common, such as JBU (Joint Bilateral Upsampling) [7] , NAFDU (Noise-Aware Filter for Depth Upsampling) [8] and JABDU (Joint-Adaptive Bilateral Depth map Upsampling) [9] . JBU is very popular because of its simplicity. It can even be done in real-time [10] . However, it is so susceptible to scene textures that texture copying often occurs. NAFDU takes a further consideration of noises in depth map to compute hybrid weights. It can reduce the impact of color textures and improve the reconstruction quality. JABDU can only improve edges of depth maps that are generated by bilinear interpolation. Filter-based algorithms are simple and with low complexity. They can generate relatively smooth depth maps. However, they are more likely to blur boundaries of objects in depth maps. Illustration of high-resolution depth map reconstruction: (a) the low-resolution depth map projected to the color image (the red points are the low-resolution depth map); (b)the zooming view of green box(a); (c) reconstructed depth map; (d) point cloud model of the depth map.The low-resolution depth map contains a lot of holes and is noisy, and our method fills the holes when reconstructing the high-resolution depth map.
As optimization-based algorithms, Diebel and Thrun [11] constructed a double Markov random Field. They used the color similarities of pixels to weight nodes. Based on that, Park et al. [12] proposed HQDMU (High Quality Depth Map Upsampling for 3D-tof cameras) algorithm. HQDMU takes multiple factors to weight nodes on depth edges and takes similarities of textures in local regions to weight nodes on other parts of depth maps. In order to generate better depth edges, Ferstl et al. [13] used a second-order TGV(Total Generative Variation) of color textures to segment the color image into slices. Then they reconstructed depth maps by solving a convex optimization problem. Optimization-based algorithms can bring out better results than filter-based algorithms. However, color textures still affect the depth map reconstruction and texture copying still occurs. Besides, all of these algorithms assume that the low-resolution depth map contains no holes and is projected to the color image evenly.
I.
OUR ALGORITHM Before we apply our algorithm, the low-resolution depth camera and the high-resolution camera should be calibrated together. We achieve this task by adopting the algorithm proposed by Raposo et al. [14] who improved the accuracy of the algorithm proposed by Herrera et al. [15] .
In order to reduce the time-space complexity of the proposed algorithm, we reconstruct the sparse high-resolution depth map block by block, and the reconstructed blocks compose to the whole new high-resolution depth map.
A. Sparse Linear Representation of the Depth Map
In this paper, the high-resolution depth map is denoted as n ∈ x � , where n is the number of pixels. x can be a linear combination of l n -dimensional atoms:
,
where
is usually refereed as dictionary, each column vector of which is refereed as atom.
l ∈ α � is the corresponding coefficient vector and ε is the noise.
The expression capability of Φ is critical because it directly affects the quality of reconstructed depth maps. Starck et al. [16] discussed the capabilities of different dictionaries to express different image shape forms. In order to obtain a stronger expression, different kinds of dictionaries can be merged into Φ . The dictionary to express high-resolution depth maps in this paper contains four different types of transformation: Daubechies wavelet to express small local features suitably, LDCT (Local Discrete Cosine Transfrom) to express repetitive texture, Grouplets [17, 18] to capture the directional structural features; Curvelet [19, 20] to express depth map with smooth piecewise. We develop the high-resolution depth map into a 1-dimensional vector n ∈ x � . The four types of transformation matrixes above are generated according to the length of x . Then they are merged into Φ . Obviously, the number of columns of Φ is much greater than the number of rows ( l n � ), which makes this system to be a high degree of redundancy linear system. As indicated by Starck et al [16] , it is more suitable to use a sparse linear combination of atoms to express highresolution depth maps in this redundant system. The term of sparseness means that there are only small part of elements in α is not zero when the dictionary Φ can express the depth map x perfectly.
The high-resolution depth map 
The sparseness of α is very important. If x can be expressed very well when some atoms in Φ are not needed, then the corresponding elements in α should be set zero. Otherwise, the corresponding elements in α can have large values. In order to minimize the coherence between S and Φ , we amend the dictionary which is to express x to this:
where G is a Gaussian matrix suggested by yang et al. [21] . In (3), α is required to be sparse. Therefore, it can be understood from (4) that the high-resolution depth map x can be sparsely and linearly expressed by atoms in the dictionary Ψ .
The sparseness of α discussed above can be considered as the priori knowledge about α , and we use the Laplace distribution:
B. The Algorithm to Solve Sparse Vector Since = + x Ψα ε , it can be considered that x obeys a normal distribution like this:
The joint probability distribution of x and α is ( , | , ) ( | , , ) ( ).
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We obtain the missing depth values miss x and coefficient vector α by solving this optimization problem: 
We use the Expectation Maximization (EM) algorithm to solve (8) . EM algorithm solves miss x and α iteratively. In detail, the algorithm consists of two main steps.
1) The E Step
From the probability distribution of x (6), the probability density distribution of miss x can be obtained:
. 
Under this probability density distribution:
we define probability distribution of miss x (9) as this equivalent form [22] :
old miss miss miss
Equation (11) An iterative greedy algorithm proposed by Li and Osher [23] can very quickly solve (12) .
After the convergence of the EM algorithm, the optimal coefficient vector opt α can be obtained.
Thereby the high-resolution depth map is opt
Ψα .
In initial stages of the EM algorithm, the existence of miss x makes α very unstable and we use relatively larger λ , which sparsifies α quickly. As the iteration goes on, we gradually decrease λ , so the optimization results can be closer to the observed values.
Experiment and Analysis
We implement the proposed algorithm, and apply it on Middlebury dataset. Because the ordinary high-resolution depth map (the ground truth) exists, we conduct a quantitative research on our results, and then compare them with results generated by some other conventional algorithms. We also apply the proposed algorithm on real scenes and have it compared with some typical algorithms in visual effects.
C. Middlebury Dataset
We randomly select five scenes from Middlebury 2006 [24] dataset to test, which are Tsukuba, Art, Books, Laundry and Bowling1. In order to test our algorithm, we add noises and holes to the ordinary depth map and down-sample it to 1/4 its ordinary size. Then we reconstruct it using the proposed algorithm and other conventional algorithms. Finally, we compare the reconstructed depth maps with the ground truth. As it can be seen in Fig. 2 , our algorithm outperforms other algorithms.
In order to evaluate each algorithm accurately, we use three different methods to measure the quality of reconstructed depth maps: 1) PSNR (Peak Signal-to-Noise Ratio) to measure the overall quality; 2) DISC to measure the quality of discontinuous regions; 3) SRMS to measure the quality of smooth regions.
For a single-channel image I of m × n size and a reconstructed image K to be measured, MSE (Mean Squared Error) is Based on MSE, PSNR is defined as 10 10 10(2 log log ),
where max I is the maximum value in I . Obviously, the reconstructed image K is closer to the ordinary image I when PSNR is larger.
DISC typically is used to measure the quality of discontinuous regions. In these regions, a pixel is considered to be a wrong point if the corresponding deviation between K and I is larger than a certain threshold. The ratio between the number of wrong points and the number of total pixels in discontinuous regions is defined as DISC. It means that there are more wrong points when the DISC is larger.
After the discontinuous regions are removed, the MSE on the remaining regions (referred as smooth regions usually) is defined as SRMS:
, ( , ) .
Obviously, the SRMS is smaller when the two smooth regions of K and I are similar. We implement JABDU [9] and use the source codes provided by the authors of HQDMU [12] and ATGV [13] . Then we compare the results generated by these algorithms with ours. Table I shows the comparison of PSNR, which indicates that our results have the best quality overall. In aspects of DISC and SRNS, our algorithm is better than other algorithms in most cases, which can be seen in Table II and Table III . In conclusion, our algorithm can generate more accurate results than other algorithms. The comparison of the visual effects of upsampling results using typical algorithms applied on Middlebury dataset. From left to right, each are the color image, the damaged(the red region) ground truth and upsampling results using HQDMU [12] , ATGV [13] , JABDU [9] and the proposed method. 
D. Real Scenes
We also apply HQDMU [12] , ATGV [13] and our algorithm on real scenes. Because the lowresolution depth map contains a lot of noise and holes and is not projected onto the color image evenly (Fig. 3) , the reconstruction is very changeling. Fig. 3 shows the comparison of the results. It can be seen that our algorithm can keep depth edges while suppressing noise and filling holes. HQDMU and ATGV act particularly bad on depth edges. It is mainly because that there are a lot of holes around depth edges, and these two algorithms fill holes using color textures. Thus, wrong results are generated when the textures of the holes corresponds are similar to the surrounding textures (Fig. 3) . In fact, the interaction of HQDMU can only improve the visual effect of depth maps, but cannot fundamentally remove the impacts from color textures. In scene 1 of Fig. 3 , the rectangular plate and the wall have similar textures (the green box), so results of HQDMU and ATGV are far worse than ours. In scene 2 of Fig. 3 , although the printer and the wall share the same color (the yellow box), our results are still very accurate. The quality of our results is particularly prominent when viewed as point clouds.
Figure3.The comparisons of the results produced by three different algorithms. Top row shows two different scenes with color image and low-resolution depth maps. The reconstructed results are shown in black box. From left to right column, each are reconstructed depth maps and point clouds generated by HQDMU [12] , ATGV [13] and our method. In the first scene (top left), the lowresolution depth map does not cover whole rectangular plane and the depth between the plane and the wall differs too much as shown in green box. In the second scene (top right), the texture of the printer is almost the same as textur of the wall, while the depths are different as shown in yellow box. These experimental results indicate that our algorithm perfroms much better than other algorithms.
Conclusion
In this paper, we construct a dictionary that can express isotropic structure, repeating structure, and directional structure and piecewise smooth structure. The sparse linear combination of atoms in the dictionary can express various forms of depth maps. After a low-resolution of depth map that contains strong noises and lots of holes is captured, we use the EM algorithm to obtain a sparse coefficient vector, and then reconstruct the high-resolution depth map. We totally get rid of scene textures during the reconstruction. Thus, our algorithm can fill holes very well and reconstruct depth edges very accurately. The point clouds of real scenes experiment show that our algorithm is much better than other algorithms when viewed as. The quantitative experiments on Middlebury dataset demonstrate that our algorithm is superior to other conventional algorithms.
