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Zusammenfassung
Das Deformationsbild der Baum-Connes-Vermutung wird in der vorliegenden Ar-
beit auf den Fall fast zusammenha¨ngender Lie-Gruppen und beliebiger Koeffizi-
entenalgebren erweitert.
Zu einer fast zusammenha¨ngenden Lie-Gruppe G mit maximal kompakter Un-
tergruppe K wird ein stetiges Gruppenbu¨ndel (Gt)t∈[0,1] konstruiert, welches tri-
vial außerhalb Null und dessen Nullfaser das semidirekte Produkt von K mit
dem Tangentialraum TeK(G/K) der Quotientenmannigfaltigkeit ist. Fu¨r eine G-
Algebra B ist (B or Gt)t∈[0,1] ein oberhalb stetiges Feld von C∗-Algebren, und
durch Auswertung in den Punkten Null und Eins kann das Deformationsbild der
Assembly-Abbildung mit Koeffizienten in B definiert werden.
Fu¨r fast zusammenha¨ngende Lie-Gruppen la¨ßt sich die Assembly-Abbildung
als Kasparov-Produkt mit dem Dirac-Element der Gruppe beschreiben. Unter
Ausnutzung der Tatsache, daß die Assembly-Abbildung fu¨r mittelbare Gruppen
ein Isomorphismus ist, wird die Deformationsabbildung mithilfe einer stetigen Fa-
milie von Dirac-Elementen fu¨r (Gt)t∈[0,1] mit der Assembly-Abbildung identifiziert.
Zur Konstruktion dieser Familie wird LeGalls a¨quivariante Kasparov-Theorie und
die Theorie von Pseudodifferentialoperatoren auf gebla¨tterten Mannigfaltigkeiten
genutzt.
Schließlich wird noch gezeigt, daß fu¨r jede fast zusammenha¨ngende Gruppe die
K-Theorie der reduzierten Gruppen-C∗-Algebra K∗(C∗r (G)) eine freie Gruppe in
ho¨chstens abza¨hlbar vielen Erzeugern ist.
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Einleitung
Die Baum-Connes-Vermutung liefert eine Strategie, die K-Theorie reduzierter ver-
schra¨nkter Produkte der Form B or G zu berechnen. Dabei ist G eine lokal-
kompakte Gruppe, und B ist eine G-Algebra, d.h. eine C∗-Algebra, die mit einer
stark stetigen Wirkung der Gruppe G versehen ist.
In [BCH94] wird von Baum, Connes und Higson die sog. topologische K-
Theorie Ktop(G;B) von G (mit Werten in der G-Algebra B) und eine Assembly-
Abbildung
µG,B : Ktop(G;B) - K∗(B or G)
konstruiert. Die Baum-Connes-Vermutung (mit Koeffizienten) besagt dann, daß
die Assembly-Abbildung µG,B fu¨r jede G-Algebra B ein Isomorphismus ist.
Eine positive Beantwortung der Baum-Connes-Vermutung (mit trivialen Ko-
effizienten) hat wichtige Konsequenzen in vielen Bereichen der Mathematik, etwa
in der Topologie und der Geometrie: So folgt aus der Baum-Connes-Vermutung
z.B. die Novikov- und die Kadison-Vermutung. Auch in der harmonischen Analysis
gibt es Anwendungen bei der Untersuchung quadrat-integrierbarer Darstellungen.
Kasparov und Skandalis haben in [KS03] gezeigt, daß die Assembly-Abbildung
sich mit Methoden aus der G-a¨quivarianten KK-Theorie beschreiben la¨ßt; sie
ist gegeben als Komposition des reduzierten Descent-Homomorphismus mit ei-
ner durch ein Kasparov-Produkt definierten Abbildung. Fu¨r jede eigentliche G-
Algebra B ist die Assembly-Abbildung nach [CEM01] ein Isomorphismus.
Mittlerweile ist die Baum-Connes-Vermutung fu¨r eine große Anzahl von Grup-
pen verifiziert worden: So zeigen z.B. Higson und Kasparov in [HK01], daß die
Assembly-Abbildung fu¨r jede mittelbare Gruppe und beliebige Koeffizientenalge-
bren ein Isomorphismus ist. In seiner Doktorarbeit beweist V. Lafforgue u.a., daß
jede halbeinfache Lie-Gruppe mit endlichem Zentrum die Vermutung mit trivialen
Koeffizienten erfu¨llt.
Hierauf aufbauend konnte von Chabert, Echterhoff und Nest in [CEN03] ge-
zeigt werden, daß letztere Aussage fu¨r jede fast zusammenha¨ngende Gruppe gilt.
Ist G eine fast zusammenha¨ngende Gruppe mit maximal kompakter Untergruppe
K, so besitzt der homogene Raum G/K die Struktur einer vollsta¨ndigen Riemann-
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schen Mannigfaltigkeit, und G/K ist ein Modell fu¨r den universellen eigentlichen
G-Raum EG. Hiermit la¨ßt sich zeigen, daß die topologische K-Theorie Ktop(G;B)
mit Werten in der G-Algebra B sich mit der K-Theorie K∗(B o (V oK)) identi-
fizieren la¨ßt. Dabei ist V oK das semidirekte Produkt der maximal kompakten
Untergruppe mit dem Tangentialraum V = TeK(G/K) des homogenen Raums.
Die oben erwa¨hnten Resultate beruhen auf der sog. Dirac-Dual-Dirac-Methode,
welche auf Kasparov zuru¨ckgeht. Fu¨r eine eigentliche G-Algebra A werden Ele-
mente D ∈ KKG(A,C) und η ∈ KKG(C,A) konstruiert, so daß das Element
γ := η ⊗A D ∈ KKG(C,C) die Bedingung
p∗(γ) = 1EG ∈ RKK(EG;C0(EG), C0(EG))
erfu¨llt. Besitzt die lokal-kompakte Gruppe G ein solches γ-Element, so ist die
Assembly-Abbildung fu¨r jede G-Algebra injektiv, und sie la¨ßt sich mit einer Ab-
bildung identifizieren, welche durch das Kasparov-Produkt mit dem Descent des
Dirac-Elements D gegeben ist.
Nicht fu¨r jede Gruppe ist die Dirac-Dual-Dirac-Methode anwendbar; Kas-
parov hat in [Kas88] aber gezeigt, daß jede fast zusammenha¨ngende Gruppe ein
γ-Element besitzt. In dieser Situation erfu¨llen das Dirac- und das Dual-Dirac-
Element die Identita¨t D ⊗C η = 1A. In Anhang A der vorliegenden Arbeit wer-
den die Konstruktion der Assembly-Abbildung und die Dirac-Dual-Dirac-Methode
ausfu¨hrlicher beschrieben.
In dem grundlegenden Artikel [BCH94] wird von Baum, Connes und Higson
erwa¨hnt, daß sich fu¨r eine zusammenha¨ngende Lie-Gruppe G mit maximal kom-
pakter Untergruppe K durch eine Deformation direkt eine Abbildung zwischen
der K-Theorie K∗(TeK(G/K)oK) des semidirekten Produkts und der K-Theorie
der reduzierten Gruppen-C∗-Algebra K∗(C∗r (G)) angeben la¨ßt, welche a¨quivalent
zur Assembly-Abbildung fu¨r G mit trivialen Koeffizienten ist. Dieses Deforma-
tionsbild der Baum-Connes-Vermutung wird in der vorliegenden Arbeit genauer
studiert und auf den Fall fast zusammenha¨ngender Lie-Gruppen und beliebiger
Koeffizienten-Algebren erweitert.
Ist G eine reelle Lie-Gruppe mit endlich vielen Zusammenhangskomponenten
und K eine maximal kompakte Untergruppe von G, so wird ein stetiges Grup-
penbu¨ndel G[0,1] = (G[0,1]t )t∈[0,1] konstruiert, welches außerhalb Null trivial mit
Faser G ist, und dessen Nullfaser das semidirekte Produkt V o K der maximal
kompakten Untergruppe mit dem Tangentialraum V = TeK(G/K) der Quoti-
entenmannigfaltigkeit ist. Das Gruppenbu¨ndel la¨ßt sich insbesondere als lokal-
kompakter Gruppoid auffassen.
Ist B eine G-Algebra, so wird gezeigt, daß die Algebra B = C[0, 1] ⊗ B in
natu¨rlicher Weise eine stetige G[0,1]-Wirkung besitzt, so daß das verschra¨nkte Pro-
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dukt B or G[0,1] gebildet werden kann. Es definiert ein oberhalb stetiges Feld von
C∗-Algebren u¨ber dem Intervall [0, 1].
Da das Bu¨ndel G[0,1] trivial außerhalb Null und die Nullfaser eine mittelbare
Gruppe ist, existiert eine kurze exakte Sequenz der Form
0 - C0((0, 1])⊗ (BorG) - (C[0, 1]⊗B)or G[0,1] q0- Bo (V oK) - 0.
Hieraus folgt, daß die Auswertungsabbildung in Null einen Isomorphismus in der
K-Theorie definiert.
Zusammen mit der Auswertung in Eins q1 : (C[0, 1]⊗B)or G[0,1] - BorG
kann dann das Deformationsbild der Assembly-Abbildung definiert werden: Die
Deformationsabbildung ist gegeben durch die Komposition
q1,∗ ◦ q−10,∗ : K∗(B o (V oK)) - K∗(B or G).
Ist gezeigt, daß diese Abbildung a¨quivalent zur Assembly-Abbildung ist, so erha¨lt
man ein weiteres Kriterium, mit welchem man die Baum-Connes-Vermutung u¨ber-
pru¨fen kann: Fu¨r eine fast zusammenha¨ngende Lie-Gruppe ist die Vermutung mit
Koeffizienten in B genau dann erfu¨llt, wenn die durch die Auswertung in Eins
induzierte Abbildung ein Epimorphismus in der K-Theorie ist.
Zum Nachweis, daß die beiden Abbildungen identifiziert werden ko¨nnen, wird
ausgenutzt, daß jede fast zusammenha¨ngende Lie-Gruppe ein γ-Element besitzt
und die Assembly-Abbildung im wesentlichen durch das Dirac-Element gegeben
ist.
In Anlehnung an Kasparovs Beschreibung des Dirac-Elements fu¨r fast zusam-
menha¨ngende Lie-Gruppen aus [Kas95] und [Kas88] wird eine Familie von Dirac-
Elementen fu¨r die Deformation konstruiert. Das von Kasparov definierte Dirac-
Element einer fast zusammenha¨ngenden (Lie-)Gruppe G mit maximal kompakter
Untergruppe K wird repra¨sentiert von dem Zykel[(
L2(G/K,Λ∗(G/K)),
d+d∗√
1 + (d+d∗)2
)] ∈ KKG(Cτ (G/K),C).
Dabei bezeichnet L2(G/K,Λ∗(G/K)) den Hilbertraum der quadrat-integrierbaren
komplexwertigen Differentialformen, Cτ (G/K) ist die Algebra der im Unendlichen
verschwindenden Schnitte ins Clifford-Bu¨ndel, und der Operator ist durch die
deRham-Ableitung d und den (formal) adjungierten Operator d∗ gegeben.
Aus technischen Gru¨nden ist es zweckma¨ßig, G[0,1] zu einem glatten Grup-
penbu¨ndel G u¨ber R zu erweitern, welches trivial außerhalb von Null mit Faser G
ist.
Die kompakte Gruppe K wirkt faserweise auf G, und der Quotient M = G/K
ist eine gebla¨tterte Mannigfaltigkeit. Auf dieser ko¨nnen vertikale Vektorbu¨ndel,
d.h. solche Bu¨ndel, die tangential zu den Bla¨ttern liegen, betrachtet werden.
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Das vertikale Tangentialbu¨ndel von M besitzt eine glatte G-Wirkung. Hier-
durch kann auf M eine vertikale Riemannsche Metrik und eine vertikale Orien-
tierung konstruiert werden; dazu werden fu¨r Lie-Gruppen bekannte Resultate auf
den Fall des Gruppenbu¨ndels G erweitert.
Mithilfe der Metrik ko¨nnen dann das vertikale Clifford-Bu¨ndel, der Hilbert-
modul der quadrat-integrierbaren vertikalen Differentialformen und der vertikale
Dirac-Operator gebildet werden. Es wird gezeigt, daß letzterer ein Pseudodifferen-
tialoperator von Ordnung Null ist. Unter Verwendung eines Resultats u¨ber glatte
Familien von Pseudodifferentialoperatoren kann dann gezeigt werden, daß diese
Konstruktionen ein Element in LeGalls Gruppoid-a¨quivarianter KK-Theorie defi-
nieren. Blattweise stimmt das Dirac-Element der Deformation mit den von Kas-
parov beschriebenen Dirac-Elementen u¨berein. Zusa¨tzlich liefert die Theorie der
Pseudodifferentialoperatoren eine alternative Mo¨glichkeit um nachzuweisen, daß
der Operator in Kasparovs Dirac-Element die Bedingungen fu¨r ein KK-Element
erfu¨llt.
Die Identifikation der Deformations- mit der Assembly-Abbildung folgt dann
aus den funktoriellen Eigenschaften der KK-Theorie und unter Verwendung der
Tatsache, daß mittelbare Gruppen die Baum-Connes-Vermutung mit beliebigen
Koeffizienten erfu¨llen.
Zu Beginn wurde erwa¨hnt, daß die Baum-Connes-Vermutung eine Strategie
liefert, die K-Theorie reduzierter verschra¨nkter Produkte zu berechnen. Als An-
wendung wird gezeigt, daß K∗(C∗r (G)) fu¨r jede fast zusammenha¨ngende Gruppe
G eine freie Gruppe in ho¨chstens abza¨hlbar vielen Erzeugern ist. Dieses Resultat
wurde bisher in der Literatur nur unter einer zusa¨tzlichen Orientierungsvorausset-
zung beschrieben.
Aufbau der Arbeit
Im einzelnen ist die Arbeit wie folgt gegliedert:
In den ersten beiden Kapiteln wird das technische Fundament fu¨r die spa¨teren
Konstruktionen gelegt. So werden zuna¨chst (lokal-kompakte bzw. glatte) Gruppoi-
de sowie ihre verschra¨nkten Produkte eingefu¨hrt und die Grundlagen von LeGalls
Gruppoid-a¨quivarianter KK-Theorie wiederholt. Fu¨r die spa¨teren Anwendungen
ist insbesondere der Fall lokal-kompakter bzw. glatter Gruppenbu¨ndel von Interes-
se; die exakten Sequenzen aus 1.3.6 sind von zentraler Bedeutung fu¨r die Definition
des Deformationsbildes der Assembly-Abbildung.
Im zweiten Kapitel werden gebla¨tterte Mannigfaltigkeiten und Familien von
vPseudodifferentialoperatoren eingefu¨hrt. Das Hauptaugenmerk liegt auf Bla¨tte-
rungen, welche durch surjektive Submersionen (mit zusammenha¨ngenden Fasern)
gegeben sind. Dies ist die Situation, die bei der Konstruktion der Familie von
Dirac-Elementen vorliegen wird. Unter Verwendung der Morita-A¨quivalenz von
Gruppoid-Algebren mit Werten in Fell-Bu¨ndeln aus dem ersten Kapitel wird ge-
zeigt, daß im Fall einer surjektiven Submersion die C∗-Algebra der Bla¨tterung
isomorph zur Algebra der kompakten Operatoren auf einem Hilbertmodul ist.
Zusammen mit der exakten Sequenz 2.2.9 fu¨r Pseudodifferentialoperatoren von
Ordnung Null kann dann gezeigt werden, daß ein solcher Operator kompakt ist,
wenn alle Einschra¨nkungen auf die Bla¨tter kompakte Operatoren sind.
Der eigentliche Deformationsprozeß wird in Kapitel 3 beschrieben; die De-
formation von Lie-Algebren dient dabei als Motivation fu¨r die Konstruktion auf
dem Gruppenniveau. Nachdem die beno¨tigten Resultate u¨ber Lie-Gruppen be-
reitgestellt sind, wird im dritten Abschnitt fu¨r eine fast zusammenha¨ngende Lie-
Gruppe G mit maximal kompakter Untergruppe K die Deformation durch Kon-
struktion eines glatten Gruppenbu¨ndels G u¨ber R beschrieben. Die Definition der
glatten Struktur und der Nachweis, daß die Strukturabbildungen differenzierbar
sind, beruhen wesentlich auf der analytischen Struktur von G und dem Campbell-
Hausdorff-Theorem fu¨r Lie-Gruppen.
Als glatter Gruppoid besitzt G ein Haarsystem, und durch Einschra¨nkung
erha¨lt man einen lokal-kompakten Gruppoiden u¨ber dem Intervall [0, 1]. Ist B
eine G-Algebra, so la¨ßt sich in kanonischer Weise eine stetige Wirkung des Grup-
penbu¨ndels auf der Algebra C[0, 1] ⊗ B definieren, und unter Verwendung des
Resultats 1.3.6 kann das Deformationsbild der Assembly-Abbildung mit Koeffizi-
enten in B beschrieben werden.
Um die Deformationsabbildung mit der Assembly-Abbildung zu identifizieren,
wird im vierten Kapitel eine Familie von Dirac-Elementen fu¨r die Deformation
konstruiert. Der homogene Raum G/K besitzt die Struktur einer vertikal orientier-
baren und Riemannschen gebla¨tterten Mannigfaltigkeit, und es wird gezeigt, daß
die aus dem vertikalen Tangentialbu¨ndel konstruierten vertikalen Vektorbu¨ndel in
natu¨rlicher Weise eine G-Wirkung besitzen.
Zusammen mit den allgemeinen Resultaten aus Kapitel 2 kann im zweiten Ab-
schnitt dann das Dirac-Element der Deformation definiert werden, welches faser-
weise mit den Dirac-Elementen der Lie-Gruppen Gt u¨bereinstimmt. Unter Ausnut-
zung der Tatsache, daß mittelbare Gruppen die Baum-Connes-Vermutung mit be-
liebigen Koeffizienten erfu¨llen, erha¨lt man dann aus den funktoriellen Eigenschaf-
ten von Kasparovs (R)KK-Theorie die Identifikation der Assembly-Abbildung mit
dem Deformationsbild.
Kapitel 5 entha¨lt zuna¨chst einen kurzen Ausblick, welche der Konstruktio-
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nen sich auf den Fall fast zusammenha¨ngender Gruppen u¨bertragen lassen und
welche Probleme fu¨r die Beschreibung des Deformationsbildes in dieser Situation
noch zu lo¨sen sind. Im zweiten Abschnitt wird dann gezeigt, daß fu¨r jede fast
zusammenha¨ngende Gruppe G die K-Theorie K∗(C∗r (G)) stets eine freie Gruppe
in ho¨chstens abza¨hlbar vielen Erzeugern ist.
In Anhang A wird die Konstruktion der Assembly-Abbildung und die Dirac-
Dual-Dirac-Methode beschrieben; dabei wird insbesondere auf den Fall fast zusam-
menha¨ngender Gruppen eingegangen. Anhang B entha¨lt schließlich einen kurzen
Abriß der beno¨tigten Resultate u¨ber (komplexe) Clifford-Algebren.
Es wird davon ausgegangen, daß der Leser mit der Theorie von C∗-Algebren und
verschra¨nkten Produkten lokal-kompakter Gruppen sowie Kasparovs a¨quivarian-
ter KK-Theorie vertraut ist. Desweiteren werden grundlegende Kenntnisse u¨ber
glatte Mannigfaltigkeiten vorausgesetzt.
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Konventionen
Im folgenden werden C∗-Algebren stets als separabel vorausgesetzt, sofern es sich
natu¨rlich nicht um Multiplikatoralgebren handelt. Mit A ⊗ B wird das minimale
Tensorprodukt zweier C∗-Algebren A und B bezeichnet. Sind die C∗-Algebren
Z/2Z-graduiert, so ist in der Regel auch das graduierte Tensorprodukt gemeint.
Zur Verdeutlichung wird hierfu¨r zum Teil auch die Notation A⊗ˆB verwendet. Ist
G eine lokal-kompakte Gruppe, so ist unter einer G-Algebra eine C∗-Algebra zu
verstehen, die mit einer stark stetigen Wirkung von G versehen ist.
Fu¨r einen Hilbertmodul E bezeichnet L(E) die Algebra der adjungierbaren
Operatoren, und K(E) bezeichnet das Ideal der kompakten Operatoren.
Soweit nichts anderes gesagt wird, sind lokal-kompakte Ra¨ume auch Haus-
dorffsch und erfu¨llen das zweite Abza¨hlbarkeitsaxiom.
Fu¨r ein Bu¨ndel (oder Feld) E u¨ber einem Raum X ist Γ(X,E) die Menge der
Schnitte auf M mit Werten in E. Ist das Bu¨ndel E stetig oder glatt, so seien auch
die Schnitte stetig bzw. glatt. In analoger Weise seien die im Unendlichen ver-
schwindenden Schnitte, die Schnitte mit kompaktem Tra¨ger bzw. die beschra¨nk-
ten Schnitte mit Γ0(X,E), Γc(X,E) bzw. Γb(X,E) bezeichnet. Mit L(E) wird das
Bu¨ndel (bzw. Feld) bezeichnet, dessen Faser in x ∈ X aus den linearen Abbildun-
gen Hom(Ex, Ex) besteht.
Ein Banach-Bu¨ndel E - X wird oberhalb stetig genannt, falls die Norm-
funktion von oben halbstetig ist in dem Sinn, daß fu¨r alle r ∈ R die Menge
{e ∈ E | ‖e‖ < r} offen in E ist. Analog sind oberhalb stetige Felder zu verstehen.
Fu¨r zwei Abbildungen p : X - Z und q : Y - Z ist
X ×Z Y = {(x, y) ∈ X × Y | f(x) = g(y)}
das Faserprodukt von X und Y u¨ber Z; hierfu¨r wird zum Teil auch die Notation
X ? Y verwendet.

Kapitel 1
Gruppoid-Algebren
In diesem Kapitel sollen die grundlegenden Begriffe und Konstruktionen fu¨r Grup-
poide, ihre verschra¨nkten Produkte und die Gruppoid-a¨quivariante Kasparov-
Theorie wiederholt werden. Fu¨r die weitere Arbeit ist insbesondere der Fall von
Gruppenbu¨ndeln von Interesse. Das Resultat 1.3.6 wird spa¨ter zur Definition
des Deformationsbildes der Assembly-Abbildung genutzt. Der Begriff der Morita-
A¨quivalenz von Gruppoid-C∗-Algebren mit Werten in Fell-Bu¨ndeln wird im fol-
genden Kapitel beno¨tigt, um spa¨ter eine stetige Familie von Dirac-Elementen fu¨r
die Deformation konstruieren zu ko¨nnen.
Die in diesem Kapitel angegebenen Beispiele finden im weiteren Verlauf der
Arbeit Verwendung.
1.1 Lokal-kompakte und differenzierbare Gruppoide
Ein Gruppoid ist eine kleine Kategorie mit Inversen. Diese Definition ist jedoch
ziemlich unhandlich. Etwas ausfu¨hrlicher la¨ßt sich sagen:
Definition 1.1.1. Ein Gruppoid besteht aus zwei Mengen G und X = G(0) mit
Abbildungen r, s : G - G(0) sowie den folgenden Strukturabbildungen:
• einer Multiplikation
m : G(2) = {(γ, η) ∈ G × G | s(γ) = r(η)} - G, (γ, η) 7→ γ · η
• einer involutiven Abbildung (genannt Inversion)
i : G - G, γ 7→ γ−1,
• der Einsabbildung
u : G(0) - G, x 7→ u(x) =: ex.
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Diese genu¨gen den folgenden algebraischen Bedingungen:
r(γ · η) = r(γ), s(γ · η) = s(η), (γ · η) · ξ = γ · (η · ξ),
r(u(x)) = x = s(u(x)),
γ · (u(s(γ))) = γ = u(r(γ)) · γ,
r(γ−1) = s(γ), s(γ−1) = r(γ) und γ · γ−1 = u(r(γ))
Sind G und G(0) lokal-kompakte topologische (Hausdorff-)Ra¨ume, so heißt der
Gruppoid G lokal-kompakt, falls alle Strukturabbildungen stetig sind.
Sind G und G(0) glatte Mannigfaltigkeiten, alle Strukturabbildungen glatt,
Source- und Range-Abbildung Submersionen, und ist G(0) via u eine Unterman-
nigfaltigkeit von G, so heißt G ein differenzierbarer oder glatter Gruppoid.
Die Abbildungen r und s werden als Range- und Source-Abbildungen bezeich-
net. In der Literatur findet sich fu¨r differenzierbare Gruppoide zum Teil auch die
Bezeichnung Lie-Gruppoid.
Es sei angemerkt, daß ein Teil der Bedingungen in obiger Definition redundant
ist. So folgt z.B. die Bedingung s(γ−1) = r(γ) aus den u¨brigen Axiomen; im Fall
eines glatten Gruppoiden genu¨gt es zu fordern, daß die Source- oder die Range-
Abbildung eine Submersion ist, und die Glattheit der Inversion la¨ßt sich aus der
Glattheit der u¨brigen Strukturabbildungen folgern.
Fu¨r Teilmengen U, V ⊆ G0 setze man
GU := s−1(U), GV := r−1(V ) und GVU := GU ∩ GV .
Fu¨r x ∈ X besitzt die Menge Gxx die Struktur einer Gruppe; diese wird als Isotro-
piegruppe von G in x bezeichnet.
Bemerkung 1.1.2. In der Literatur wird im Fall eines lokal-kompakten bzw.
glatten Gruppoiden meist nur verlangt, daß die Basis G(0) ein Hausdorff-Raum
ist. Fu¨r die vorliegende Arbeit sind (fast) ausschließlich Gruppoide von Interesse,
bei denen auch der Raum G Hausdorffsch ist, weshalb dies zu einem Teil der
Definition gemacht wurde.
Aus den algebraischen Bedingungen ergeben sich gewisse topologische Kon-
sequenzen. So la¨ßt sich z.B. die Basis G(0) eines lokal-kompakten bzw. glatten
Gruppoiden immer als Unterraum bzw. Untermannigfaltigkeit von G auffassen.
Im Fall eines glatten Gruppoiden sind Source- und Range-Abbildung Submer-
sionen. Daher besitzt G(2) in natu¨rlicher Weise die Struktur einer glatten Mannig-
faltigkeit: Es gilt
G(2) = (r, s)−1(∆) ⊆ G × G,
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wobei ∆ = {(x, x) | x ∈ G(0)} ⊆ G(0) × G(0) die durch die Diagonale gegebene
abgeschlossene Untermannigfaltigkeit von G(0) × G(0) bezeichnet.
Submersionen sind lokal Projektionen. Zu jedem Punkt aus G gibt es daher
eine offene Kartenumgebung V ⊆ G, so daß durch die Kartenabbildung ein Diffeo-
morphismus ψ : V - r(V )×W ⊆ G(0)×RdimG−dimG(0) fu¨r eine offene Teilmenge
W ⊆ RdimG−dimG(0) gegeben ist. Ein solches Paar (V, ψ) heißt r-faserweises Pro-
dukt.
Fu¨r x ∈ r(V ) bezeichne ψx : (V ∩ r−1(x)) - W den durch Einschra¨nkung
erhaltenen Diffeomorphismus.
Auf die speziellen Eigenschaften (surjektiver) Submersionen wird im na¨chsten
Kapitel noch genauer eingegangen.
Beispiele 1.1.3. (1) Jede Gruppe G ist ein Gruppoid, dessen Basis gerade aus
dem Eins-Element der Gruppe besteht. Lokal-kompakte bzw. Lie-Gruppen
liefern Beispiele fu¨r lokal-kompakte bzw. glatte Gruppoide.
(2) Stimmen fu¨r einen Gruppoiden die Source- und Range-Abbildung u¨berein, so
heißt G auch ein Gruppenbu¨ndel u¨ber G(0). In diesem Fall wird die Projektion
auf die Basis mit p := r = s : G - G(0) bezeichnet.
(3) Ist p : M - B eine surjektive Submersion glatter Mannigfaltigkeiten,
so ist das Faserprodukt M ×B M := {(x, y) ∈ M ×M | p(x) = p(y)} eine
glatte Mannigfaltigkeit, welche sich in natu¨rlicher Weise als glatter Gruppoid
mit Basis M auffassen la¨ßt. Die Strukturabbildungen sind dabei gegeben
durch s(x, y) = y, r(x, y) = x, (x, y) · (y, z) = (x, z), (x, y)−1 = (y, x) und
u(x) = (x, x).
Definition 1.1.4. Ist G ein lokal-kompakter Gruppoid mit Basis X, Z ein (lokal-
kompakter) topologischer Raum und ρ : Z - X eine offene, stetige Abbildung,
so ist eine Linkswirkung von G auf Z gegeben durch eine stetige Abbildung
G ? Z = {(γ, z) ∈ G × Z | s(γ) = ρ(z)} - Z, (γ, z) 7→ γ · z,
welche die Bedingungen
• ρ(γ · z) = r(γ) fu¨r alle (γ, z) ∈ G ? Z,
• u(x) · z = z fu¨r alle z ∈ Z und x ∈ G(0) mit ρ(z) = x, und
• (γ˜ · γ) · z = γ˜ · (γ · z) fu¨r alle (γ˜, γ) ∈ G(2) und z ∈ Z mit ρ(z) = s(γ)
erfu¨llt. Das Faserprodukt G ? Z besitzt die Struktur eines lokal-kompakten Grup-
poiden mit Basis (G ? Z)(0) = Z unter den Strukturabbildungen
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• rZ(γ, z) = γ · z und sZ(γ, z) = z,
• (γ, γ˜ · z) · (γ˜, z) = (γ · γ˜, z),
• (γ, z)−1 = (γ−1, γ · z) und
• uZ(z) = (u(ρ(z)), z).
Ein Gruppoid der Form G ? Z heißt Transformationsgruppoid. In analoger Weise
sind Rechtswirkungen bzw. Wirkungen glatter Gruppoide auf glatten Mannigfal-
tigkeiten definiert. Eine (Links-)Wirkung G ? Z - Z heißt eigentlich, falls die
Abbildung
G ? Z - Z × Z, (γ, z) 7→ (γ · z, z)
eigentlich ist.
Insbesondere la¨ßt sich auf diese Weise auch G(2) als lokal-kompakter Gruppoid
auffassen, indem man G auf sich selbst von rechts oder links durch Multiplikation
wirken la¨ßt.
Es ist bekannt, daß jede lokal-kompakte Gruppe ein Haarmaß besitzt. Im Falle
eines lokal-kompakten Gruppoiden ist dieses zu ersetzen durch eine Familie von
Maßen. Zuna¨chst seien daher einige nu¨tzliche Bezeichnungen festgelegt. Unter ei-
nem Maß auf einem topologischen Raum ist im folgenden immer ein regula¨res
positives Borel-Maß zu verstehen.
Definition 1.1.5. Es sei q : Y - X eine offene und surjektive stetige Abbildung
lokal-kompakter topologischer Ra¨ume. Eine Familie von Maßen fu¨r q ist gegeben
durch eine Familie µ = (µx)x∈X von Maßen auf Y , so daß fu¨r alle x ∈ X
suppµx ⊆ q−1(x) =: Y x
gilt. Die Familie heißt treu, falls suppµx = Y x gilt; sie heißt stetig, falls fu¨r alle
φ ∈ Cc(Y ) die Abbildung
µ(φ) : X - C, µ(φ)(x) :=
∫
y∈Y x
φ(y) dµx(y)
ein Element von Cc(X) ist.
Ist q : Y - X eine surjektive Submersion glatter Mannigfaltigkeiten, so ist
in analoger Weise eine glatte Familie von Maßen zu verstehen.
Ist p : Z - X eine weitere offene und surjektive stetige Abbildung lokal-
kompakter Ra¨ume und µ eine Familie von Maßen fu¨r q : Y - X, so la¨ßt
sich diese zu einer Familie p∗(µ) von Maßen fu¨r pZ : Z×X Y - Z zuru¨ckziehen:
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Identifiziert man fu¨r z ∈ Z die Faser (Z×X Y )z = {(z, y) ∈ Z×X Y | p(z) = q(y)}
mit q−1(p(z)) = Y p(z), so ist p∗(µ)z = µp(z) gerade das Bildmaß unter dieser
Identifikation.
Ist µ eine treue bzw. stetige (oder glatte) Familie von Maßen, so gilt dasselbe
auch fu¨r die Familie p∗(µ).
Definition 1.1.6. Ein (linkes) Haarsystem auf einem lokal-kompakten Gruppoi-
den G ist eine Familie {λx}x∈G(0) regula¨rer positiver Borel-Maße auf G, welche die
folgenden Bedingungen erfu¨llt:
(1) Fu¨r alle x ∈ G(0) gilt supp(λx) = Gx = r−1(x).
(2) Fu¨r alle ϕ ∈ Cc(G) ist die Abbildung
λ(ϕ) : G(0) - C; x 7→
∫
γ∈Gx
ϕ(γ) dλx(γ)
ein Element von Cc(G(0)).
(3) Fu¨r alle γ˜ ∈ G und ϕ ∈ Cc(G) gilt∫
γ∈Gs(γ˜)
ϕ(γ˜ · γ) dλs(γ˜)(γ) =
∫
γ∈Gr(γ˜)
ϕ(γ) dλr(γ˜)(γ).
Analog ist ein rechtes Haarsystem definiert durch eine Familie regula¨rer positiver
Borel-Maße {ρx}x∈G(0) auf den Fasern bezu¨glich der Source-Abbildung, welche die
analogen Bedingungen (1), (2) und
(3′) Fu¨r alle γ˜ ∈ G und ϕ ∈ Cc(G) gilt∫
γ∈Gr(γ˜)
ϕ(γ · γ˜) d ρr(γ˜)(γ) =
∫
γ∈Gs(γ˜)
ϕ(γ) d ρs(γ˜)(γ)
erfu¨llt.
Ein (linkes) Haarsystem ist somit eine treue und stetige Familie fu¨r die Range-
Abbildung, welche zusa¨tzlich die Bedingung der Linksinvarianz erfu¨llt.
Im Gegensatz zu lokal-kompakten Gruppen besitzt nicht jeder lokal-kompakte
Gruppoid ein Haarsystem; im Fall der Existenz sind Range- und Source-Abbildung
notwendigerweise offene Abbildungen.
Ist λ = (λx)x∈G(0) ein linkes Haarsystem, so definiert die Familie von Bildmaßen
unter der Inversenbildung des Gruppoiden λ−1 := (λx)x∈G(0) := ((λ
x)−1)x∈G(0) ein
rechtes Haarsystem fu¨r G. Umgekehrt definiert jedes rechte in kanonischer Weise
ein linkes Haarsystem fu¨r G.
Im Fall eines glatten Gruppoiden scheint die Definition eines Haarsystems zuna¨chst
von unterschiedlicher Natur zu sein:
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Definition 1.1.7. Ist G ein glatter Gruppoid, so heißt eine Familie λ = (λx)x∈G(0)
von Maßen ein glattes linkes Haarsystem, falls die folgenden Bedingungen erfu¨llt
sind:
(i) Ist (V, ψ) ein r-faserweises Produkt von G mit ψ(V ) = r(V )×W ⊆ G(0)×Rd
und bezeichnet λW die Einschra¨nkung des Lebesgue-Maßes des Rd auf die
Teilmenge W , so ist fu¨r alle x ∈ r(V ) das Maß λx ◦ ψ−1x a¨quivalent zu λW ,
und die Radon-Nikody´m-Ableitung definiert durch
(x,w) 7→ d(λ
x ◦ ψ−1x )
dλW
(w)
eine strikt positive, glatte Funktion in C∞(r(V )×W ).
(ii) Fu¨r alle γ˜ ∈ G und ϕ ∈ C∞c (G) gilt∫
γ∈Gs(γ˜)
ϕ(γ˜ · γ) dλs(γ˜)(γ) =
∫
γ∈Gr(γ˜)
ϕ(γ) dλr(γ˜)(γ).
Natu¨rlich definiert wieder jedes glatte linke ein glattes rechtes Haarsystem und
umgekehrt. Desweiteren kann man zeigen, daß jedes glatte Haarsystem ein steti-
ges Haarsystem im Sinne der vorigen Definition ist; man vergleiche etwa [Pat99,
Prop. 2.3.1].
Die folgenden Resultate sichern in gewissen Situationen die Existenz eines Haar-
systems:
Satz 1.1.8. Jeder differenzierbare Gruppoid besitzt ein (glattes) Haarsystem.
Beweis. [Pat99, Thm. 2.3.1].
Ein lokal-kompaktes Gruppenbu¨ndel G heißt l.c.c. (fu¨r locally conditionally com-
pact), falls jeder Punkt aus G eine Umgebung C besitzt, so daß fu¨r jede kompakte
Menge L ⊆ G(0) auch C ∩ p−1(L) kompakt ist. Es gilt:
Satz 1.1.9. Ist G ein l.c.c. Gruppenbu¨ndel, so gilt: G besitzt ein Haarsystem genau
dann, wenn die Projektion p : G - G(0) offen ist.
Beweis. [Ren91, Lemma 1.3].
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Beispiele 1.1.10. (1) Fu¨r jede lokal-kompakte Gruppe ist das Haarmaß ein
stetiges Haarsystem.
(2) Aufgrund der in 1.1.1 getroffenen Konvention ist fu¨r jedes lokal-kompakte
Gruppenbu¨ndel der Raum G lokal-kompakt und Hausdorffsch. Somit besitzt
jeder Punkt eine kompakte Umgebung in G, und das Gruppenbu¨ndel besitzt
genau dann ein stetiges Haarsystem, falls die Projektion p : G - G(0)
offen ist.
Fu¨r ein solches linkes Haarsystem λ = (λx)x∈G(0) ist λ
x ein Haarmaß auf der
lokal-kompakten Gruppe Gx = p−1(x). Aus der Eindeutigkeit des Haarmaßes
lokal-kompakter Gruppen und Bedingung (2) aus 1.1.6 folgt, daß ein stetiges
Haarsystem auf einem lokal-kompakten Gruppenbu¨ndel G eindeutig bis auf
Multiplikation mit einer stetigen, strikt positiven Funktion auf der Basis G(0)
bestimmt ist.
(3) Ist p :M - B eine surjektive Submersion glatter Mannigfaltigkeiten und
µ = (µx)x∈X eine stetige und treue Familie von Maßen fu¨r p, so rechnet man
sofort nach, daß p∗(µ) ein stetiges linkes Haarsystem fu¨r den lokal-kompakten
Gruppoiden M ×B M ist.
Ist die Familie µ glatt in dem Sinne, daß bezu¨glich p-faserweiser Produkte die
Maße lokal a¨quivalent zum Lebesgue-Maß auf RdimM−dimB sind, so bildet
die Familie p∗(µ) ein glattes linkes Haarsystem fu¨r den GruppoidenM×BM .
(4) Ist (λx)x∈G(0) ein Haarsystem fu¨r G und wirkt G von links auf Z, so lassen
sich die Fasern via Gρ(z) - (G ?Z)z, γ 7→ (γ, γ−1 ·z) identifizieren, und die
Familie (λρ(z))z∈Z ist ein stetiges linkes Haarsystem fu¨r G ? Z. Analog zeigt
man im Fall einer Rechtswirkung, daß die Familie (λσ(z))z∈Z ein Haarsystem
fu¨r den Transformationsgruppoiden Z ?G ist. Insbesondere la¨ßt sich dies auf
G(2) = G ×G(0) G anwenden, und man erkennt, daß fu¨r ϕ ∈ Cc(G(2)) die
Funktion
γ 7→
∫
γ˜∈Gs(γ)
ϕ(γ, γ˜) dλs(γ)(γ˜)
ein Element von Cc(G) ist.
Besitzt ein lokal-kompakter Gruppoid ein stetiges Haarsystem, so kann a¨hnlich
wie im Fall lokal-kompakter Gruppen eine Modularfunktion definiert werden. Die-
se ist allerdings abha¨ngig von der Wahl eines (quasi-invarianten) Maßes auf der
Basis des Gruppoiden.
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Ein (positives Borel-)Maß µ auf G(0) heißt quasi-invariant, falls die von µ und dem
linken bzw. rechten Haarsystem definierten regula¨ren positiven Borel-Maße
ν =
∫
G(0)
λx dµ(x) und ν−1 =
∫
G(0)
λx dµ(x)
a¨quivalent sind, also dieselben Nullmengen haben.
Fu¨r ein solches quasi-invariantes Maß auf der Basis definiert man die Modu-
larfunktion D als Radon-Nikodym-Ableitung D := dν
dν−1 . Diese erfu¨llt
D(γ−1) = D(γ)−1 ν-fast u¨berall sowie D(γ ·γ′) = D(γ)·D(γ′) ν2-fast u¨berall;
fu¨r Details vergleiche man etwa [Pat99, 3.1].
Im Fall eines lokal-kompakten Gruppenbu¨ndels p : G - X ist λx ein Haarmaß
auf Gx = Gx und als solches a¨quivalent zu λx = (λx)−1. Somit gilt fu¨r jedes Maß
µ auf G(0) und jede Borel-meßbare Menge E ⊆ G
ν(E) = 0 ⇔ λx(E) = 0 fu¨r µ-fast alle x ∈ X
⇔ λx(E) = 0 fu¨r µ-fast alle x ∈ X ⇔ ν−1(E) = 0;
fu¨r ein Gruppenbu¨ndel ist also jedes positive Borelmaß auf G(0) quasi-invariant.
Ist in dieser Situation ∆x : Gx - R+ die Modularfunktion der lokal-kompakten
Gruppe Gx = Gx fu¨r x ∈ G(0), so gilt fu¨r jede Borel-meßbare Funktion f auf G∫
G
f d ν =
∫
x∈X
∫
γ∈Gx
f(γ) dλx(γ) dµ(x)
=
∫
x∈X
∫
γ∈Gx
f(γ) ·∆x(γ) dλx(γ) dµ(x)
=
∫
G
f ·∆ d ν−1,
wobei die zweite Identita¨t aus den Eigenschaften der Modularfunktion ∆x folgt.
Die Modularfunktion D (bezu¨glich eines quasi-invarianten Maßes auf G(0)) ist im
allgemeinen nur bis auf ν-Nullmengen eindeutig bestimmt; obige Rechnung zeigt,
daß im Fall eines Gruppenbu¨ndels D = dν
dν−1 = ∆ gewa¨hlt werden kann. Es gilt:
Satz 1.1.11. Fu¨r ein lokal-kompaktes Gruppenbu¨ndel ist die Abbildung
∆ : G - R+, γ 7→ ∆p(γ)(γ)
ein stetiger Homomorphismus lokal-kompakter Gruppoide.
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Beweis. Da die Verknu¨pfungen auf dem Gruppenbu¨ndel G faserweise definiert
sind, ist die Homomorphismus-Eigenschaft klar, und es bleibt nur die Stetigkeit
von ∆ zu zeigen.
Zu γ0 ∈ G wa¨hle man eine kompakte Umgebung V ⊆ G. Das Pullback-
Diagramm
G ﬀ pi1 G ×X V
X
p
?
ﬀ p|V V
pi2
?
kommutiert; Zuru¨ckziehen der Familie (λx)x∈X liefert somit eine stetige Familie
von Maßen (µv)v∈V auf G ×X V mit µv = λp(v), und es gilt∫
(γ,w)∈pi−12 (v)
φ(γ,w) dµv(γ,w) =
∫
γ∈Gp(v)
φ(γ, v) dλp(v)(γ)
fu¨r alle φ ∈ Cc(G ×X V ). Es sei nun ϕ ∈ Cc(G)+ mit
λ(ϕ)(p(v)) :=
∫
γ∈Gp(v)
ϕ(γ) dλp(v)(γ) > 0
fu¨r alle v ∈ V gewa¨hlt. Eine solche Funktion existiert nach dem Lemma von
Urysohn: Die Abbildung
V
p|V- X
u- G(0) ⊆ G, v 7→ u(p(v)) = ep(v)
ist stetig, also u(p(V )) eine kompakte Teilmenge von G, und man kann ϕ ∈ Cc(G)+
mit ϕ(ep(v)) = 1 wa¨hlen.
Aufgrund der Eigenschaften eines Haarsystems ist die Abbildung
V - C, v 7→ λ(ϕ)(p(v))
ein Element von Cc(V )+. Da die Abbildung
m˜ : G ×X G - G ×X G, (γ, η) 7→ (γ · η, η)
eigentlich ist, ist φ : G×XV - C, definiert durch φ(γ,w) = ϕ(γ ·w), ein Element
von Cc(G ×X V ), denn der Tra¨ger supp(φ) = m˜−1(supp(ϕ) ×X V ) ist kompakt
in G ×X V . Da (µv)v∈V eine stetige Familie von Maßen auf G ×X V ist, ist die
Abbildung
v 7→ µ(φ)(v) =
∫
(γ,w)∈pi−12 (v)
φ(γ,w) dµv(γ,w) =
∫
γ∈Gp(v)
ϕ(γ · v) dλp(v)(γ)
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ein Element von Cc(V )+. Das Maß λp(v) ist ein linkes Haarmaß auf der lokal-
kompakten Gruppe Gp(v); unter Verwendung der Modularfunktion erha¨lt man so-
mit
µ(φ)(v) = ∆p(v)(v) ·
∫
γ∈Gp(v)
ϕ(γ) dλp(v)(γ) = ∆(v) · λ(ϕ)(p(v)),
und die Abbildung
v 7→ ∆(v) = µ(φ)(v)
λ(ϕ)(p(v))
ist als Verknu¨pfung stetiger Funktionen stetig in γ0, was zu zeigen war.
Bemerkung 1.1.12. Ist das Gruppenbu¨ndel G - X sogar differenzierbar, also
ein Bu¨ndel von Lie-Gruppen, versehen mit einem glatten linken Haarsystem, so
zeigt exakt derselbe Beweis, daß die Modularfunktion des Gruppenbu¨ndels glatt
ist.
Schließlich sei noch an den Begriff der (Morita-)A¨quivalenz von Gruppoiden erin-
nert:
Definition 1.1.13. Es seien G und H zwei lokal-kompakte Gruppoide und X
ein (lokal-kompakter) topologischer Raum, versehen mit offenen und surjektiven
stetigen Abbildungen ρ : X - G(0) und σ : X - H(0).
Sind durch G?ρX - X undXσ?H - X zwei freie, eigentliche und mitein-
ander kommutierende Wirkungen gegeben, so daß die durch ρ bzw. σ induzierten
Abbildungen den Orbitraum G \X homo¨omorph auf H(0) und X/H homo¨omorph
auf G(0) abbilden, so heißt X eine (Morita)-A¨quivalenz von G und H.
A¨quivalente Gruppoide haben Morita-a¨quivalente Gruppoid-C∗-Algebren. Der
Gruppoid G ist in natu¨rlicher Weise isomorph zu (X?σXopp)/H, und G\(Xopp?ρX)
ist isomorph zu H, wobei jeweils die diagonale Wirkung der Gruppoide auf dem
Faserprodukt von X und Xopp zu betrachten ist; man vergleiche etwa [MRW87].
1.2 C0(X)-Algebren
Mo¨chte man verschra¨nkte Produkte lokal-kompakter Gruppoide definieren, so ist
zuna¨chst zu kla¨ren, was unter stetigen G-Algebren zu verstehen ist. Die richtige
Wahl sind Felder von C∗-Algebren u¨ber der Basis X des Gruppoiden, oder –
in anderer Sichtweise – C0(X)-Algebren. In diesem Abschnitt werden zuna¨chst
einige der beno¨tigten Definitionen und Eigenschaften von C0(X)-Algebren und
Hilbertmoduln u¨ber C0(X)-Algebren rekapituliert.
1.2. C0(X)-ALGEBREN 11
Zuna¨chst werden diese Objekte ungraduiert eingefu¨hrt. In der Gruppoid-a¨qui-
varianten KK-Theorie werden Z/2Z-graduierte C0(X)-Algebren und Hilbertmo-
duln beno¨tigt, so daß in einigen Formeln dann die passenden Vorzeichen zu wa¨hlen
sind.
Im folgenden seien X,Y lokal-kompakte topologische Ra¨ume und p : Y - X
eine stetige Abbildung.
Definition 1.2.1. Eine C0(X)-Algebra ist eine C∗-Algebra A, welche mit einem
nicht-entarteten ∗-Homomorphismus
ϑ : C0(X) - ZM(A)
ins Zentrum der Multiplikatoralgebra von A versehen ist.
Insbesondere wird durch ϑ eine C0(X)-Bimodul-Struktur auf A definiert. Der
Homomorphismus ϑ ist in dem Sinne nicht-entartet, daß C0(X) · A = A gilt.
Beispiele 1.2.2. • Ist p : Y - X stetig, so ist C0(Y ) eine C0(X)-Algebra
via
p∗ : C0(X) - Cb(Y ), f 7→ f ◦ p.
• Ist D eine C∗-Algebra, so ist das Tensorprodukt C0(X) ⊗ D eine C0(X)-
Algebra; eine solche C0(X)-Algebra wird auch als triviale C0(X)-Algebra
bezeichnet.
Definition 1.2.3. Es seien A und B C0(X)-Algebren.
(1) Fu¨r jede abgeschlossene Teilmenge F ⊆ X ist
IF := {f ∈ C0(X) | f(x) = 0 fu¨r alle x ∈ F}
ein Ideal in C0(X). Die Einschra¨nkung AF := A/IFA von A auf F ist eine
C0(F )-Algebra; fu¨r F = {x} nennt man Ax := A{x} die Faser von A in
x ∈ X.
(2) Das maximale Tensorprodukt A ⊗max B ist eine C0(X × X)-Algebra. Be-
zeichnet ∆ := {(x, x) ∈ X ×X | x ∈ X} die durch die Diagonale definierte
abgeschlossene Teilmenge von X ×X, so ist
A⊗C0(X) B := (A⊗max B)∆
eine C0(X)-Algebra, genannt das C0(X)-Tensorprodukt von A und B. Fu¨r
die Fasern gilt insbesondere
(A⊗C0(X) B)x =˜Ax ⊗max Bx.
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Alternativ la¨ßt sich A⊗C0(X) B als Quotient von A⊗max B nach dem von
{a · φ⊗ b− a⊗ φ · b | a ∈ A, b ∈ B, φ ∈ C0(X)}
erzeugten zweiseitigen Ideal beschreiben; vgl. dazu etwa [EW98, Def. 2.3 und
Lemma 2.4].
(3) Fu¨r eine stetige Abbildung p : Y - X besitzt das Pullback
p∗A := A⊗C0(X) C0(Y ) =˜ (A⊗ C0(Y ))∆˜
fu¨r ∆˜ := {(p(y), y) ∈ X×Y | y ∈ Y } die Struktur einer C0(Y )-Algebra, und
es gilt (p∗A)y =˜Ap(y) sowie p∗(A⊗C0(X) B) =˜ p∗A⊗C0(Y ) p∗B.
Bezeichnet pi : A ⊗ C0(Y ) - p∗A den Quotienten-Homomorphismus, so
besitzt dieser eine Fortsetzung auf die Multiplikator-Algebren, und A wirkt
auf p∗A u¨ber die Komposition
A - M(A⊗ C0(Y )) pi- M(p∗A); a 7→ pi(a⊗ 1).
Proposition 1.2.4. Ist A eine C0(X)-Algebra, so besitzt A] = (Ax)x∈X die Struk-
tur eines (oberhalb) stetigen Feldes von C∗-Algebren. Bezeichnet Γ0(X,A]) die Al-
gebra der stetigen Schnitte, welche im Unendlichen verschwinden, so sind A und
Γ0(X,A]) als C0(X)-Algebren isomorph.
Ist p : Y - X eine stetige Abbildung, so gilt p∗(A) =˜ Γ0(Y, p∗A]).
Beweis. [LeG94, 2.1.3 und 7.1.2] bzw. [DG83].
Bemerkung 1.2.5. Ist A] - X ein oberhalb stetiges Bu¨ndel von C∗-Algebren,
so la¨ßt sich A] natu¨rlich auch als oberhalb stetiges Feld von C∗-Algebren u¨ber X
auffassen und definiert als solches eine C0(X)-Algebra.
Umgekehrt existiert zu jeder C0(X)-Algebra A genau eine lokal-kompakte To-
pologie auf A =
∐
x∈X Ax, so daß A - X ein oberhalb stetiges Bu¨ndel von
C∗-Algebren mit Γ0(X,A) =˜A ist; man vergleiche z.B. [Wil06, Thm. C.25].
Fu¨r Anwendungen haben diese drei verschiedenen Standpunkte unterschiedli-
che Vorteile; sie werden im folgenden je nach Bedarf genutzt.
Als nu¨tzlich fu¨r spa¨tere Rechnungen erweisen sich die beiden folgenden Kriterien:
Proposition 1.2.6 (Fells Kriterium). Es sei A - X ein (oberhalb) stetiges
Bu¨ndel von C∗-Algebren und Γ ⊂ Γ0(X,A) ein Unterraum, so daß
(a) ϕ · f ∈ Γ fu¨r alle f ∈ Γ und ϕ ∈ C0(X) gilt, und
(b) fu¨r alle x ∈ X die Menge {f(x) | f ∈ Γ} dicht in Ax liegt.
1.2. C0(X)-ALGEBREN 13
Dann ist Γ eine dichte Teilmenge von Γ0(X,A).
Beweis. Vgl. [Wil06, Prop. C.24].
Aufgrund von 1.2.5 ha¨tte man die obige Aussage genauso gut fu¨r oberhalb stetige
Felder von C∗-Algebren formulieren ko¨nnen. Der Beweis nutzt nur die Struktur
eines oberhalb stetigen Feldes von Banachra¨umen; im Fall oberhalb stetiger Felder
von Hilbertmoduln u¨ber oberhalb stetigen Feldern von C∗-Algebren gilt daher die
analoge Aussage. Das obige Resultat wird im folgenden kurz als Fells Kriterium
bezeichnet.
Proposition 1.2.7. Es sei p : A - X ein oberhalb stetiges Bu¨ndel von C∗-
Algebren und (ai) ein Netz in A mit lim p(ai) = p(a) fu¨r ein a ∈ A. Falls fu¨r alle
ε > 0 ein Netz (ui) in A und ein Element u ∈ A existiert, so daß die Bedingungen
(a) ui → u in A,
(b) p(ui) = p(ai) fu¨r alle i,
(c) ‖a− u‖ < ε und
(d) ‖ai − ui‖ < ε fu¨r große i
erfu¨llt sind, so konvergiert (ai) gegen a ∈ A.
Beweis. Vgl. [Wil06, Prop. C.20] bzw. [FD88, Prop. II.13.12].
Auch dieses Kriterium gilt analog fu¨r oberhalb stetige Felder von Hilbertmoduln.
Definition 1.2.8. Ein ∗-Homomorphismus ϕ : A - B zweier C0(X)-Algebren
A und B, welcher zugleich ein C0(X)-Modul-Homomorphismus ist, heißt ein Ho-
momorphismus von C0(X)-Algebren.
Jeder Homomorphismus von C0(X)-Algebren ϕ : A - B induziert durch U¨ber-
gang auf die Fasern ∗-Homomorphismen ϕx : Ax - Bx. Es gilt:
Proposition 1.2.9. Ist ϕ : A - B ein Homomorphismus von C0(X)-Algebren,
so gilt:
(i) ϕ ist injektiv genau dann, wenn ϕx fu¨r alle x ∈ X injektiv ist.
(ii) Ist X parakompakt, so ist ϕ surjektiv genau dann, wenn ϕx fu¨r alle x ∈ X
surjektiv ist.
Beweis. [LeG99, Prop. 3.1] bzw. [Bla96, Prop. 2.8].
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Lemma 1.2.10. Ist A eine C0(X)-Algebra, so gilt fu¨r a ∈ A:
a ≥ 0 ⇔ ax ≥ 0 fu¨r alle x ∈ X.
Beweis. Nach [Bla96, Prop. 2.8] ist die kanonische Abbildung A - ⊕x∈X Ax
ein injektiver ∗-Homomorphismus; die C0(X)-Algebra A la¨ßt sich also als Unter-
algebra von
⊕
x∈X Ax auffassen. Somit gilt fu¨r a ∈ A
a ≥ 0 ⇔ (ax)x∈X ≥ 0,
und letzteres ist genau dann der Fall, wenn ax ≥ 0 fu¨r alle x ∈ X ist.
Lemma 1.2.11. Ist A eine C0(X)-Algebra und D = C0(X) ⊗ D eine triviale
C0(X)-Algebra, so definiert
τ : A⊗C0(X) D - A⊗D
a⊗ (f ⊗ d) 7→ a · f ⊗ d
einen Isomorphismus, und fu¨r x ∈ X kommutiert das Diagramm
A⊗C0(X) D
τ- A⊗D
(A⊗C0(X) D)x
q˜x
?
τx
- Ax ⊗D,
qx ⊗ 1
?
wobei die vertikalen Abbildungen die Quotientenabbildungen auf die Faser sind
und τx den Isomorphismus der Fasern bezeichnet.
Beweis. Die Tatsache, daß τ ein Isomorphismus ist, findet sich bei [Kas88, 1.6]. Der
Homomorphismus τx ist gerade die Komposition des kanonischen Isomorphismus
(A⊗C0(X) D)x =˜Ax ⊗Dx mit der Identifikation Dx
e=- D, (f ⊗ d)x 7→ f(x) · d.
Nach Cohens Faktorisierungssatz la¨ßt sich jedes Element von A in der Form
a = g·a′ mit g ∈ C0(X) und a′ ∈ A schreiben. Fu¨r f ∈ C0(X) gilt (f−f(x))·g ∈ Ix,
und man erkennt
qx(f · a) = f · a+ IxA = f(x) · a+ (f − f(x)) · g · a′ + IxA = qx(a · f(x)).
Durch direktes Nachrechnen folgt hiermit die Kommutativita¨t des obigen Dia-
gramms.
Fu¨r die Definition verschra¨nkter Produkte von Gruppoiden muß noch die Wirkung
eines Gruppoiden auf einer C0(X)-Algebra bzw. einem (oberhalb) stetigen Feld
von C∗-Algebren definiert werden. Diese ist wie folgt erkla¨rt:
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Definition 1.2.12. Es seiA eine C0(X)-Algebra und G ein lokal-kompakter Grup-
poid mit Basis X. Eine stetige G-Wirkung auf A] (bzw. auf A) ist ein Isomorphis-
mus α : s∗A - r∗A von C0(G)-Algebren, welcher die Bedingung αγ·η = αγ ◦αη
fu¨r alle (γ, η) ∈ G(2) erfu¨llt. Dabei bezeichnet αγ : As(γ) - Ar(γ) den durch
U¨bergang auf die Fasern definierten Isomorphismus von C∗-Algebren.
Eine C0(X)-Algebra mit einer stetigen G-Wirkung wird auch als G-Algebra
bezeichnet.
Schließlich soll als Vorbereitung fu¨r die weiteren Kapitel noch auf Hilbertmoduln
u¨ber C0(X)-Algebren eingegangen werden.
Es sei im folgenden E ein Hilbertmodul u¨ber einer C0(X)-Algebra B. Wie fu¨r
jeden Hilbertmodul gilt E ⊗B B =˜E, und unter dieser Identifikation la¨ßt sich E
als (rechter) C0(X)-Banachmodul auffassen. Es existiert ein ∗-Homomorphismus
C0(X) - ZL(E), und die kompakten Operatoren K(E) besitzen die Struktur
einer C0(X)-Algebra.
Ist A eine weitere C0(X)-Algebra, so ist eine C0(X)-Darstellung von A auf E
definiert als eine ∗-Darstellung pi : A - L(E), welche die Bedingung
pi(a · f)(ξ) = pi(a)(ξ · f) fu¨r alle a ∈ A, ξ ∈ E und f ∈ C0(X)
erfu¨llt.
Ist wieder p : Y - X eine stetige Abbildung, so la¨ßt sich der Hilbert-B-Modul
E zu einem Hilbert-p∗B-Modul p∗E zuru¨ckziehen: Wie in 1.2.3 (3) wirkt B von
links auf p∗B, und
p∗E := E ⊗B p∗B
kann als internes Tensorprodukt von Hilbertmoduln definiert werden.
Fu¨r x ∈ X ist die Faser von E in x ∈ X definiert durch Ex := E ⊗B Bx. Wie
im Fall der Algebren sieht man, daß (p∗E)y =˜Ep(y) gilt, und E] = (Ex)x∈X la¨ßt
sich als oberhalb stetiges Feld von Hilbertmoduln u¨ber dem oberhalb stetigen Feld
B] = (Bx)x∈X auffassen; man vergleiche z.B. [Laf06, Prop. 1.1.22].
Proposition 1.2.13. Ist D eine weitere C0(X)-Algebra, F ein Hilbert-D-Modul
und φ : B - L(F ) ein ∗-Homomorphismus, so gilt
p∗E ⊗p∗B p∗F =˜ p∗(E ⊗B F ).
Beweis. [LeG99, Prop. 4.2].
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Das na¨chste Resultat findet sich im Beweis von [Kas88, 2.19]:
Lemma 1.2.14. Ist D eine C0(X)-Algebra, so gilt
K(E ⊗B (B ⊗C0(X) D)) =˜ K(E)⊗C0(X) D.
Insbesondere folgt hieraus K(p∗E) =˜ p∗K(E) und K(Ex) =˜K(E)x.
Definition 1.2.15. (i) Es sei G ein lokal-kompakter Gruppoid mit Basis X,
B eine G-Algebra und E ein Hilbert-B-Modul. Eine stetige G-Wirkung auf
E ist gegeben durch ein unita¨res Element V ∈ L(s∗E, r∗E), welches die
Bedingung Vγ ◦ Vγ˜ = Vγ·γ˜ fu¨r alle (γ, γ˜) ∈ G(2) erfu¨llt.
Dabei ist zu beachten, daß r∗E unter der Wirkung β : s∗B - r∗B als
Hilbert-s∗B-Modul aufzufassen ist.
(ii) IstA eine weitere G-Algebra, so heißt eine C0(X)-Darstellung pi :A -L(E)
G-a¨quivariant, falls fu¨r alle γ ∈ G und alle a ∈ As(γ)
Vγpis(γ)(a)V
∗
γ = pir(γ)(αγ(a))
gilt.
1.3 Gruppoid-C∗-Algebren
In diesem Abschnitt wird die Konstruktion verschra¨nkter Produkte von Grup-
poiden mit C0(X)-Algebren wiederholt. Im Fall von Gruppenbu¨ndeln lassen sich
die verschra¨nkten Produkte als oberhalb stetige Felder u¨ber der Basis auffassen,
und mithilfe des Resultats 1.3.6 kann spa¨ter das Deformationsbild der Assembly-
Abbildung fu¨r fast zusammenha¨ngende Lie-Gruppen definiert werden.
Die allgemeinere Konstruktion von Gruppoid-C∗-Algebren mit Werten in Fell-
Bu¨ndeln sowie die Morita-A¨quivalenz solcher Algebren werden im folgenden Ka-
pitel beno¨tigt, um spa¨ter eine stetige Familie von Dirac-Elementen fu¨r die Defor-
mation konstruieren zu ko¨nnen.
1.3.1 Verschra¨nkte Produkte
Generelle Referenz fu¨r die im folgenden beschriebene Konstruktion verschra¨nkter
Produkte von Gruppoiden ist die Doktorarbeit von LeGall.
Ist G ein lokal-kompakter Gruppoid mit Basis G(0) = X und A eine C0(X)-Algebra
mit Gruppoid-Wirkung α : s∗A - r∗A, so existiert ein (oberhalb) stetiges
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Feld von C∗-Algebren A] = (Ax)x∈X , so daß A sich mit den stetigen Schnitten
Γ0(X,A]) identifizieren la¨ßt. Das (volle und reduzierte) verschra¨nkte Produkt ist
wie folgt definiert:
Auf der Menge aller Schnitte mit kompaktem Tra¨ger Γc(G, r∗A]) definiere man
eine Involution durch
f∗(γ) = αγ(f(γ−1)∗)
sowie eine Multiplikation durch Faltung bezu¨glich des linken Haarsystems
f ? g(γ) =
∫
η∈Gr(γ)
f(η) · αη(g(η−1 · γ)) dλr(γ)(η).
Die Operationen sind stetig bezu¨glich der induktiven Limes-Topologie. Mit der
Norm
‖f‖1 := max{|f |1, |f∗|1},
wobei
|f |1 := sup
x∈G(0)
∫
γ∈Gx
‖f(γ)‖dλx(γ)
gilt, wird Γc(G, r∗A]) zu einer normierten ∗-Algebra. Die Vervollsta¨ndigung bezu¨g-
lich der Norm ‖ · ‖1 ist eine involutive Banach-Algebra, welche mit L1(G,A) be-
zeichnet wird.
Das volle verschra¨nkte Produkt A o G ist dann als die universelle einhu¨llen-
de C∗-Algebra von L1(G,A) definiert, und C∗(G) := C0(X) o G bezeichnet die
(volle) Gruppoid-C∗-Algebra. Alternativ wird das verschra¨nkte Produkt auch mit
C∗(G,A) bezeichnet.
Die reduzierten verschra¨nkten Produkte ko¨nnen durch konkrete Darstellung auf
einem Hilbertmodul gewonnen werden:
Auf Γc(G, r∗A]) definiere man eine Struktur als rechter Γ0(X,A])-Modul durch
(ξ · ϕ)(γ) = ξ(γ) · αγ(ϕ(s(γ)))
und ein inneres Produkt mit Werten in A = Γ0(X,A]) durch
〈ξ, η〉(x) =
∫
γ∈Gx
αγ−1 [ξ(γ)
∗ · η(γ)] dλx(γ).
Die Funktion unter dem Integral ist ein stetiger Schnitt mit kompaktem Tra¨ger
auf G mit Werten in s∗A], und Integration nach dem rechten Haarsystem (λx)x∈X
liefert somit ein Element in Γc(X,A]) ⊆ A.
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Man rechnet nach, daß 〈·, ·〉 ein Skalarprodukt auf Γc(G, r∗A]) ist. Die Kom-
plettierung bezu¨glich dieses Skalarprodukts wird mit L2(G, r∗A], λ−1) bezeichnet.
Das Maß λx ist gerade das Bildmaß von λx unter der Inversenbildung des Grup-
poiden. Somit gilt
〈ξ, η〉(x) =
∫
γ∈Gx
αγ [ξ(γ−1)∗ · η(γ−1)] dλx(γ)
=
∫
γ∈Gx
ξ∗(γ) · αγ(η(γ−1 · x)) dλx(γ)
= (ξ∗ ? η)(x),
wobei X via der Eins-Abbildung u als Teilmenge von G aufgefaßt und die Ein-
schra¨nkung von r∗A] auf X mit A] identifiziert wird; es gilt also
〈ξ, η〉 = (ξ∗ ? η)|G(0) .
Aufgrund der Assoziativita¨t der Faltung und der Vertra¨glichkeit mit der Invo-
lution erkennt man an dieser Beschreibung des Skalarprodukts sofort, daß durch
pi(f)(g) := f?g fu¨r g ∈ Γc(G, r∗A]) ⊆ L2(G, r∗A], λ−1) eine injektive ∗-Darstellung
pi : Γc(G, r∗A]) - L(L2(G, r∗A], λ−1)),
definiert wird, welche stetig bezu¨glich der induktiven Limes-Topologie ist.
Die reduzierte C∗-Norm ‖ · ‖r ist dann durch die Operatornorm ‖pi(·)‖ gegeben,
und das reduzierte verschra¨nkte Produkt AorG wird als Abschluß von Γc(G, r∗A])
in L(L2(G, r∗A], λ−1)) definiert. Das verschra¨nkte Produkt C0(X)or G =: C∗r (G)
wird als reduzierte Gruppoid-C∗-Algebra von G bezeichnet.
Schra¨nkt man die durch Faltung definierte Darstellung von Γc(G, r∗A]) fu¨r x ∈ X
zu einer Darstellung pix auf L2(Gx, r∗A]|Gx , λx) ein, so gilt
‖f‖r = sup
x∈X
‖pix(f)‖.
Im folgenden seien die Darstellungen der Form pix fu¨r x ∈ X auch als linksregula¨re
Darstellungen bezeichnet; diese bilden eine treue Familie von Darstellungen.
Fu¨r x ∈ G(0) la¨ßt sich L2(Gx, r∗A]|Gx , λx) kanonisch mit dem Hilbert-Ax-Modul
L2(Gx, λx)⊗Ax identifizieren: Die Abbildung
Cc(Gx)⊗Ax - Γc(Gx, r∗A]|Gx), f ⊗ a 7→ [γ 7→ f(γ) · αγ(a)]
hat dichtes Bild und ist isometrisch bezu¨glich der inneren Produkte. Sie la¨ßt sich
somit zu einem isometrischen Isomorphismus L2(Gx, λx)⊗Ax =˜L2(Gx, r∗A]|Gx , λx)
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fortsetzen. Fu¨r Details der Konstruktion der vollen und reduzierten verschra¨nkten
Produkte vergleiche man [Ren80] - [Ren91], [LeG94] - [LeG99] und [Par07].
Nach Renaults Resultat u¨ber die (Des)Integration von Darstellungen genu¨gt es
zur Beschreibung der vollen und reduzierten C∗-Norm, die integrierte Form von
kovarianten Darstellungen des Paars (G,A]) zu betrachten:
Ist µ ein quasi-invariantes Maß auf der Basis X = G(0) des Gruppoiden und
H = (Hx)x∈X ein meßbares Bu¨ndel von Hilbertra¨umen, so ist die Struktur eines
G-Bu¨ndels auf H durch unita¨re Elemente Uγ ∈ L(Hs(γ),Hr(γ)) fu¨r γ ∈ G gegeben,
so daß die folgenden Bedingungen gelten:
• Uu(x) = id fu¨r alle x ∈ G(0),
• Uγ·γ′ = Uγ ◦ Uγ′ ν2-fast u¨berall,
• Uγ−1 = U−1γ ν-fast u¨berall, und
• fu¨r alle ξ, η ∈ L2(G(0),H, µ) ist die Funktion γ 7→ 〈Uγ((ξ ◦ s)(γ)), (η ◦ r)(γ)〉
ν-meßbar.
Das Maß ν2 auf G(2) ist dabei definiert durch
ν2(f) =
∫
x∈G(0)
∫
γ′∈Gx
∫
γ∈Gx
f(γ, γ′) dλx(γ) dλx(γ′) dµ(x)
fu¨r f ∈ Cc(G(2)).
Definition 1.3.1. Eine (kovariante) Darstellung des Paars (G,A]) besteht aus
einem Tripel (pi,H, µ), wobei µ ein quasi-invariantes Maß auf G(0), H = (Hx)x∈G(0)
ein meßbares G-Bu¨ndel von Hilbertra¨umen und pi : A] -L(H) eine ∗-Darstellung
des Feldes A] ist, welche die Bedingung
Uγ · pi(a) · U−1γ = pi(αγ(a))
fu¨r ν-fast alle γ ∈ G und a ∈ As(γ) erfu¨llt. Hierbei bezeichnet α : s∗A - r∗A
wieder die stetige Wirkung auf der G-Algebra A.
Ist (pi,H, µ) eine kovariante Darstellung des Paars (G,A]), so wird durch die For-
mel
〈σpi(f)ξ1, ξ2〉 =
∫
γ∈G
〈 (pi(f(γ)) ◦ Uγ)(ξ1(s(γ))) , ξ2(r(γ)) 〉 d ν0(γ)
eine ∗-Darstellung
σpi : Γc(G, r∗A]) - L(
∫ ⊕
Hx dµ)
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definiert, welche stetig bezu¨glich der induktiven Limes-Topologie auf Γc(G, r∗A])
und der schwachen Operatortopologie auf L(∫ ⊕Hx dµ) ist.
Dabei ist ν =
∫
x∈G(0) λ
x dµ(x), D = d ν
d ν−1 die Radon-Nikody´m-Ableitung, und
das Maß ν0 wird durch D−1/2ν definiert. Die Darstellung σpi heißt die integrierte
Form von (pi,H, µ). Im folgenden wird in der Notation kein Unterschied zwischen
pi und σpi gemacht.
Ist H separabel und die Darstellung von A] auf H nicht-entartet, so ist auch
die integrierte Form der Darstellung nicht-entartet.
Im Unterschied zum Fall lokal-kompakter Gruppen ist in der Formel fu¨r die
integrierte Form einer kovarianten Darstellung (pi,H, µ) das symmetrisierte Maß
ν0 anstelle von ν zu benutzen, damit σpi eine ∗-Darstellung wird. Im Gruppenfall
ist die Involution na¨mlich unter Verwendung der Modularfunktion definiert, wel-
che fu¨r Gruppoide nicht zur Verfu¨gung steht.
Jeder kovariante Darstellung des Paars (G,A]) definiert somit eine stetige Dar-
stellung von Γc(G, r∗A]). Umgekehrt sind die Darstellungen der Faltungsalgebra
Γc(G, r∗A]) unter gewissen Voraussetzungen a¨quivalent zur integrierten Form ko-
varianter Darstellungen von (G,A]), wie Renaults Desintegrationssatz zeigt:
Theorem 1.3.2. Jede nicht-entartete stetige ∗-Darstellung von Γc(G, r∗A]) auf
einem separablen Hilbertraum H ist a¨quivalent zur integrierten Form einer kova-
rianten Darstellung von (G,A]).
Beweis. [Ren87, Thm. 4.1].
Bemerkung 1.3.3. Ist µ ein quasi-invariantes Maß auf der Basis G(0) des Grup-
poiden, so kann in der Definition einer kovarianten Darstellung alternativ auch
gefordert werden, daß das meßbare Bu¨ndel von Hilbertra¨umen nur auf einer Borel-
Menge von G(0) definiert ist, deren G-Saturierung eine µ-Konullmenge ist; man
vergleiche z.B. [Ren87, Def. 3.4].
Nach diesen allgemeinen Konstruktionen fu¨r lokal-kompakte Gruppoide soll nun
wieder die spezielle Situation von Gruppenbu¨ndeln betrachtet werden. Man sieht
leicht:
Proposition 1.3.4. Ist G ein lokal-kompaktes Gruppenbu¨ndel mit Haarsystem λ
und A eine G-Algebra, so sind die vollen und reduzierten verschra¨nkten Produkte
C0(G(0))-Algebren.
Beweis. Ist ϕ ∈ C0(G(0)), so wird durch
(ϕ · a)(γ) := (a · ϕ)(γ) := ϕ(p(γ)) · a(γ)
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fu¨r a ∈ Γc(G, p∗A]) ein doppelter Zentralisator definiert, denn es gilt
((a · ϕ) ? b)(γ) = (a ? (ϕ · b))(γ).
Die linksregula¨ren Darstellungen pix fu¨r x ∈ G(0) sind durch Faltung definiert. Man
rechnet direkt nach, daß
pix(ϕ · a) = ϕ(x) · pix(a) fu¨r alle ϕ ∈ G(0) und a ∈ Γc(G, p∗A])
gilt. Hieraus folgt ‖ϕ·a‖r ≤ ‖ϕ‖∞ ·‖a‖r, und man erha¨lt einen ∗-Homomorphismus
C0(G(0)) - ZM(Aor G).
Dieser ist nicht-entartet, denn fu¨r jedes a ∈ Γc(G, p∗A]) existiert ein ϕ ∈ C0(G(0))
mit ϕ = 1 auf p (supp a). Somit gilt Γc(G, p∗A]) ⊆ C0(G(0)) · Γc(G, p∗A]), und
erstere Menge liegt bereits dicht in Aor G.
Im Fall des vollen verschra¨nkten Produkts sei eine stetige, nicht-entartete ∗-
Darstellung L von Γc(G, p∗A]) auf einem separablen Hilbertraum H gegeben. Wie
in [Ren87, Lemme 4.6] folgt, daß es genau eine Darstellung ρL von C0(G(0)) auf
H gibt, so daß
L(ϕ · a) = ρL(ϕ) · L(a) fu¨r alle ϕ ∈ G(0) und a ∈ Γc(G, p∗A])
gilt. Da ∗-Darstellungen normverkleinernd sind, folgt
‖L(ϕ · a)‖ ≤ ‖ρL(ϕ)‖ · ‖L(a)‖ ≤ ‖ϕ‖∞ · ‖L(a)‖
und somit auch ‖ϕ · a‖ ≤ ‖ϕ‖∞ · ‖a‖ fu¨r die volle C∗-Norm. Wie oben erha¨lt man
dann einen nicht-entarteten ∗-Homomorphismus
C0(G(0)) - ZM(Ao G).
Als C0(G(0))-Algebren lassen sich AoG und AorG somit auch als oberhalb stetige
Felder u¨ber der Basis G(0) des Gruppenbu¨ndels auffassen. Die Fasern dieser Felder
werden im Anschluß an 1.3.6 na¨her beschrieben.
Die Konstruktion der vollen und reduzierten verschra¨nkten Produkte ist ange-
lehnt an den Gruppenfall - mit dem Unterschied, daß in den Formeln nicht die
Modularfunktion auftaucht.
Wie im ersten Abschnitt angegeben, ha¨ngt die Modularfunktion eines lokal-
kompakten Gruppoiden im allgemeinen ab von der Wahl eines quasi-invarianten
Maßes auf der Basis, und sie ist nur bis auf Nullmengen eindeutig bestimmt.
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Im Fall eines Gruppenbu¨ndels p : G - X kann die Modularfunktion aber
durch die faserweisen Modularfunktionen der Isotropiegruppen definiert werden.
Mit dieser (kanonischen) Wahl der Modularfunktion kann die Definition der ver-
schra¨nkten Produkte wie folgt modifiziert werden:
Auf Γc(G, p∗A]) sei die Multiplikation genau wie oben durch Faltung definiert; die
Involution definiere man durch
f∗(γ) = ∆(γ−1) · αγ(f(γ−1)∗).
Man rechnet sofort nach, daß auch mit diesen Strukturabbildungen die stetigen
Schnitte in p∗A] mit kompaktem Tra¨ger eine ∗-Algebra bilden, welche im folgenden
mit Γc,∗(G, p∗A]) bezeichnet sei.
Die Abbildung
χ : Γc,∗(G, p∗A]) - Γc(G, p∗A]), f 7→ χ(f) : (γ 7→ ∆1/2(γ) · f(γ))
ist dann ein Isomorphismus von ∗-Algebren (mit Inversem χ−1(g) := ∆−1/2 · g),
denn es gilt
χ(f)∗(γ) = αγ((χ(f)(γ−1))∗) = ∆1/2(γ−1) · αγ(f(γ−1)∗)
= ∆1/2(γ) · (∆(γ−1) · αγ(f(γ−1)∗)) = χ(f∗)(γ)
sowie
χ(f) ? χ(g)(γ) =
∫
η∈Gp(γ)
χ(f)(η) · αη(χ(g)(η−1 · γ)) dλp(γ)(η)
=
∫
η∈Gp(γ)
∆1/2(η) · f(η) ·∆1/2(η−1 · γ) · αη(g(η−1 · γ)) dλp(γ)(η)
= ∆1/2(γ) ·
∫
η∈Gp(γ)
f(η) · αη(g(η−1 · γ)) dλp(γ)(η)
= χ(f ? g)(γ),
wobei in den Rechnungen ausgenutzt wurde, daß die Modularfunktion ∆ ein Ho-
momorphismus ist.
Definiert man den Hilbert-Γ0(X,A])-Modul L2(G, p∗A], λ) als Komplettierung
von Γc(G, p∗A]) bezu¨glich des Skalarprodukts
〈〈ξ, η〉〉(x) =
∫
γ∈Gx
αγ−1(ξ(γ)
∗ · η(γ)) dλx(γ),
wobei die Γ0(X,A])-Modulstruktur wieder durch (ξ · ϕ)(γ) = ξ(x) · αγ(ϕ(p(γ)))
gegeben ist, so erha¨lt man durch Faltung eine ∗-Darstellung
ρ : Γc,∗(G, p∗A]) - L(L2(G, p∗A], λ)).
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Diese ist auf den Fasern genau die aus dem Gruppenfall bekannte Konstruktion
der reduzierten verschra¨nkten Produkte, und wieder gilt 〈〈ξ, η〉〉 = (ξ∗ ? η)|X .
Die letzte Identita¨t ergibt sich dabei wie folgt: Da bei einem Gruppenbu¨ndel
Gx = Gx gilt, kann im Integral die Substitution γ 7→ γ−1 durchgefu¨hrt werden,
welches unter Beibehaltung des linken Haarmaßes durch ein Auftreten der Modu-
larfunktion zu kompensieren ist. Letztere taucht jedoch bei der Definition von ξ∗
auf. Genauer gilt:
〈〈ξ, η〉〉(x) =
∫
γ∈Gx
αγ−1 [ξ(γ)
∗ · η(γ)] dλx(γ)
Gx=Gx,λx=(λx)−1=
∫
γ∈Gx
αγ [ξ(γ−1)∗ · η(γ−1)] dλx(γ)
dλx/ dλx=∆x=
∫
γ∈Gx
∆x(γ−1) · αγ [ξ(γ−1)∗ · η(γ−1)] dλx(γ)
=
∫
γ∈Gx
ξ∗(γ) · αγ(η(γ−1 · x)) dλx(γ)
= (ξ∗ ? η)(x).
Im letzten Schritt wurde dabei wieder das Element x ∈ X = G(0) mit u(x) ∈ G
identifiziert.
Die Abbildung χ setzt sich zu einem unita¨ren Isomorphismus
U : L2(G, p∗A], λ) - L2(G, p∗A], λ−1)
fort, denn es gilt
〈U(ξ), U(η)〉 = ((∆1/2ξ)∗ ? (∆1/2η))|X = ((∆1/2ξ∗) ? (∆1/2η))|X
=
(
∆1/2(ξ∗ ? η)
)|X = (ξ∗ ? η)|X = 〈〈ξ, η〉〉,
wobei im vorletzten Schritt ausgenutzt wird, daß die Modularfunktion ∆ trivial
auf X = G(0) ist.
Andererseits folgt aus der Vertra¨glichkeit der Faltung mit der Abbildung χ
pi(χ(f))(U(ξ)) = (∆1/2f) ? (∆1/2ξ) = ∆1/2(f ? ξ) = U(ρ(f)(ξ))
und somit
‖χ(f)‖r = ‖pi(χ(f))‖ = ‖ρ(f)‖ =: ‖f‖r,Gruppe,
und χ la¨ßt sich zu einem Isomorphismus von C∗-Algebren auf die Vervollsta¨ndi-
gungen fortsetzen. Dieser ist vertra¨glich mit der jeweiligen C0(X)-Modulstruktur.
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Im Fall eines Gruppenbu¨ndels kann man also die reduzierten verschra¨nkten
Produkte mit denselben algebraischen Operationen wie im Gruppenfall definie-
ren; die so erhaltene Komplettierung sei im folgenden mit Cr,∗(G,A) bezeichnet.
Fu¨r die vollen verschra¨nkten Produkte nutzt man aus, daß Renaults Desintegra-
tionssatz auch fu¨r die ∗-Algebra Γc,∗(G, p∗A]) gilt. Ist (pi,H, µ) eine kovariante
Darstellung von (G,A]), so wird durch
〈σ˜pi(f)ξ1, ξ2〉 =
∫
γ∈G
〈(pi(f(γ)) ◦ Uγ)(ξ1(s(γ))), ξ2(r(γ))〉d ν(γ)
eine ∗-Darstellung
σ˜pi : Γc,∗(G, p∗A]) - L(
∫ ⊕
Hx dµ)
definiert. Aufgrund der Definition der Maße ν und ν0 gilt
〈σ˜pi(f)ξ1, ξ2〉 = 〈σpi(χ(f))ξ1, ξ2〉
und somit
sup
(pi,H,µ)
‖σ˜pi(f)‖ = sup
(pi,H,µ)
‖σpi(χ(f))‖
fu¨r alle f ∈ Γc,∗(G, p∗A]). Das Supremum wird dabei jeweils u¨ber alle kovarian-
ten Darstellungen von (G,A]) gebildet. Der erste Ausdruck beschreibt die volle
C∗-Norm von C∗(G,A), der zweite die volle C∗-Norm von C∗(G,A), und die Ab-
bildung χ : Γc,∗(G, p∗A]) - Γc(G, p∗A]) la¨ßt sich auch zu einem Isomorphismus
der vollen verschra¨nkten Produkte fortsetzen.
Obige U¨berlegungen lassen sich wie folgt zusammenfassen:
Proposition 1.3.5. Ist G ein lokal-kompaktes Gruppen-Bu¨ndel und A eine G-
Algebra, so sind AorG und Cr,∗(G,A) als C0(G(0))-Algebren isomorph. Die analoge
Aussage gilt fu¨r die vollen verschra¨nkten Produkte.
Schließlich soll noch ein Resultat fu¨r verschra¨nkte Produkte von Gruppoiden ge-
zeigt werden, welches die Verallgemeinerung des Falls von Gruppoid-C∗-Algebren
ist. Ein Beweis dieses Spezialfalls wurde in [Ram98, 2.4.2] gegeben; die Aussage
u¨ber die vollen Gruppoid-C∗-Algebren findet sich auch in [HS87]. Zuna¨chst seien
die folgenden Bezeichnungen eingefu¨hrt:
Eine Teilmenge C ⊆ G(0) heißt invariant, falls fu¨r alle γ ∈ G aus s(γ) ∈ C auch
r(γ) ∈ C folgt; mit C ⊆ G(0) ist auch G(0) \C eine invariante Teilmenge von G(0).
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Ist C eine lokal-kompakte invariante Teilmenge von G(0), so ist die Einschra¨n-
kung GC(= GC = GCC ) ein lokal-kompakter Gruppoid mit Basis C, und durch
Einschra¨nken erha¨lt man aus einem stetigen Haarsystem λ = (λx)x∈G0 fu¨r G ein
stetiges Haarsystem λC = (λx)x∈C fu¨r GC .
Bezeichnet pix wieder die linksregula¨re Darstellung fu¨r ein Element x ∈ C und
ist f ∈ Γc(G, r∗A]), so folgt aus der Formel fu¨r die Faltung, daß pix(f) nur von der
Einschra¨nkung von f auf GC abha¨ngt. Ist na¨mlich γ ∈ Gx ⊆ GC , so folgt aus der
Invarianz von C auch r(γ) ∈ GC . Fu¨r g ∈ Γc(Gx, r∗A]|Gx) ⊆ L2(Gx, r∗A]|Gx , λx)
ha¨ngt das durch die Faltung definierte Element pix(f)(g) = f ? g nur von f |GC ab.
Ist U ⊆ G(0) eine offene invariante Teilmenge, so ist AU := C0(U) · A eine C0(U)-
Algebra, welche in natu¨rlicher Weise mit einer GU -Wirkung versehen ist.
Ist F ⊆ G(0) eine abgeschlossene invariante Teilmenge, so ist AF := A/IFA
eine C0(F )-Algebra, auf welcher eine stetige Wirkung von GF definiert ist. Am
besten sieht man dieses unter dem Standpunkt (oberhalb) stetiger Felder.
Es gibt eine natu¨rliche Einbettung ι : Γc(GU , r∗UA]U ) ⊂ - Γc(G, r∗A]), indem
man die Schnitte außerhalb von U durch Null fortsetzt; durch Einschra¨nkung der
Schnitte auf die abgeschlossene Teilmenge GF ⊆ G erha¨lt man andererseits eine
Quotientenabbildung q : Γc(G, r∗A]) -- Γc(GF , r∗FA]F ).
Theorem 1.3.6. Fu¨r einen lokal-kompakten Gruppoiden G mit Haarsystem λ sei
F ⊆ G(0) eine abgeschlossene Teilmenge, U := G(0) \ F invariant und A eine
G-Algebra. Dann gilt:
(i) Die Sequenz
0 - AU o GU - Ao G - AF o GF - 0
ist exakt.
(ii) Falls GF mittelbar ist, so ist auch die Sequenz
0 - AU or GU - Aor G - AF or GF - 0
exakt.
Beweis. Da GU eine offene Teilmenge von G ist, ist die Abbildung
ι : Γc(GU , r∗UA]U ) ⊂ - Γc(G, r∗A]), ι(f)(γ) =
{
f(γ) fu¨r γ ∈ GU
0 fu¨r γ ∈ GF
wohldefiniert. Versieht man den lokal-kompakten Gruppoiden GU mit dem steti-
gen Haarsystem λU , so ist ι ein injektiver Homomorphismus von ∗-Algebren. Um
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diesen auf die vollen verschra¨nkten Produkte fortsetzen zu ko¨nnen, ist zu zeigen,
daß ‖ι(f)‖ ≤ ‖f‖ fu¨r alle f ∈ Γc(GU , r∗UA]U ) gilt.
Die volle C∗-Norm auf Γc(G, r∗A]) ist gegeben als Supremum der Opera-
tornorm bezu¨glich nicht-entarteter stetiger Darstellungen auf separablen Hilber-
tra¨umen. Nach Renaults Desintegrationssatz 1.3.2 ist jede solche Darstellung aber
a¨quivalent zur integrierten Form einer kovarianten Darstellung (L,H, µ), wobei H
ein Bu¨ndel von Hilbertra¨umen u¨ber G(0) und µ ein quasi-invariantes Maß auf G(0)
ist.
Durch Einschra¨nken definiert µ ein quasi-invariantes Maß µU auf der Basis
U von GU ; genauso la¨ßt sich H zu einem Bu¨ndel von Hilbertra¨umen HU u¨ber U
einschra¨nken. Hierdurch erha¨lt man eine kovariante Darstellung (µU ,HU , LU ) von
(GU ,A]U ).
Fu¨r einen meßbaren Schnitt ξ : G(0) - H bezeichne ξU : U - HU
die Einschra¨nkung auf U . Fu¨r alle f ∈ Γc(GU , r∗UA]U ) erfu¨llen die integrierten
Darstellungen L und LU die Gleichung
〈L(ι(f))ξ, η〉 = 〈LU (f)ξU , ηU 〉.
Somit gilt ‖L(ι(f))‖ ≤ ‖LU (f)‖ ≤ ‖f‖, und im U¨bergang zum Supremum folgt
fu¨r die vollen C∗-Normen ‖ι(f)‖ ≤ ‖f‖. Die Abbildung ι la¨ßt sich daher zu einem
∗-Homomorphismus ι : AU o GU - A o G fortsetzen, dessen Bild ein Ideal in
Ao G ist.
Fu¨r den Nachweis der Injektivita¨t sei bemerkt, daß jede kovariante Darstel-
lung (µU ,HU , LU ) von (GU ,A]U ) eine kovariante Darstellung (µ,H, L) von (G,A)
definiert, indem man das quasi-invariante Maß und das meßbare Bu¨ndel von Hil-
bertra¨umen außerhalb von U durch Null fortsetzt; man vergleiche auch 1.3.3. Die
intergrierten Formen dieser Darstellungen erfu¨llen dann
‖LU (f)‖ = ‖L(ι(f)‖ ≤ ‖ι(f)‖
fu¨r alle f ∈ Γc(GU , r∗UA]U ). Somit gilt auch ‖f‖ ≤ ‖ι(f)‖, und hieraus folgt die
Injektivita¨t von ι.
Da GF eine abgeschlossene Teilmenge des normalen Raums G ist, ist die durch
Einschra¨nkung definierte Abbildung q : Γc(G, r∗A]) -- Γc(GF , r∗FA]F ) ein wohl-
definierter und surjektiver ∗-Homomorphismus; die Faltung auf Γc(GF , r∗FA]F ) ist
dabei bezu¨glich des durch Einschra¨nkung gegebenen Haarsystems λF definiert.
Um q zu einem Homomorphismus der vollen verschra¨nkten Produkte fortsetzen
zu ko¨nnen, ist zu zeigen, daß ‖q(f)‖ ≤ ‖f‖ fu¨r alle f ∈ Γc(G, r∗A]) gilt.
Jede stetige ∗-Darstellung von Γc(GF , r∗FA]F ) ist nach Renaults Desintegrations-
satz a¨quivalent zur integrierten Form einer kovarianten Darstellung (LF ,HF , µF )
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von (GF ,A]F ). Das Maß µF la¨ßt sich zu einem quasi-invarianten Maß auf G(0) fort-
setzen. Ebenso la¨ßt sich HF zu einem meßbaren Bu¨ndel von Hilbertra¨umen u¨ber
G(0) fortsetzen, indem man Hx = 0 fu¨r x ∈ U setzt, und man erha¨lt eine kovari-
ante Darstellung (L,H, µ) von (G,A]). Jeder meßbare Schnitt ξF mit Werten in
HF kann zu einem meßbaren Schnitt ξ : G(0) - H fortgesetzt werden. Nach
Definition der Darstellung L gilt dann
〈LF (q(f))ξF , ηF 〉 = 〈L(f)ξ, η〉
fu¨r alle f ∈ Γc(G, r∗A]) und somit ‖LF (q(f))‖ ≤ ‖L(f)‖ ≤ ‖f‖. Hieraus folgt
dann ‖q(f)‖ ≤ ‖f‖, und die Abbildung q la¨ßt sich zu einem ∗-Homomorphismus
q : Ao G - AF o GF fortsetzen. Das Bild von q ist abgeschlossen und entha¨lt
die dichte Teilmenge Γc(GF , r∗FA]F ). Also ist q ein Epimorphismus.
Nach Konstruktion gilt q ◦ ι = 0. Fu¨r den Nachweis, daß die Sequenz (i) exakt
ist, ist daher nur noch die Inklusion ker(q) ⊆ ι(AU o GU ) zu zeigen.
Hierfu¨r genu¨gt es zu zeigen, daß die Inklusion ker(q) ⊆ ker(L) fu¨r jede nicht-
entartete Darstellung L von Ao G auf einem separablen Hilbertraum gilt, welche
die Bedingung L(ι(AU o GU )) = 0 erfu¨llt.
Ist L eine solche Darstellung, so kann nach Renaults Desintegrationssatz wieder
angenommen werden, daß L die integrierte Form einer kovarianten Darstellung
(L,H, µ) von (G,A]) ist. Fu¨r f ∈ Γc(GF , r∗FA]F ) und ϕ ∈ Γc(G, r∗A]) mit q(ϕ) = f
setze man
LF (f) := L(ϕ).
Diese Zuordnung ist wohldefiniert: Sind na¨mlich ϕ1, ϕ2 ∈ Γc(G, r∗A]) mit q(ϕ1) =
f = q(ϕ2), so gilt ϕ1 − ϕ2 = 0 auf der abgeschlossenen Teilmenge GF ⊆ G.
Die Funktion ϕ1 − ϕ2 la¨ßt sich daher in der induktiven Limes-Topologie von
Γc(G, r∗A]) durch stetige Schnitte approximieren, deren Tra¨ger in GU liegen. Auf
ι(Γc(GU , r∗UA]U )) gilt aber L = 0, und es folgt L(ϕ1 −ϕ2) = 0. Die Zuordnung LF
ist somit wohldefiniert, und es gilt L = LF ◦ q auf Γc(G, r∗A]).
Da ι(AU o GU ) ⊆ ker(q) und L(ι(AU o GU )) = 0 gilt, liegt der Tra¨ger des
quasi-invarianten Maßes µ in der abgeschlossenen Menge F ⊆ G(0). Die kovariante
Darstellung (L,H, µ) la¨ßt sich somit zu einer kovarianten Darstellung von (GF ,A]F )
einschra¨nken, und LF ist gerade die integrierte Form dieser Einschra¨nkung. Somit
definiert LF eine stetige Darstellung von Γc(GF , r∗FA]F ).
Insbesondere gilt dann ‖LF (f)‖ ≤ ‖f‖ fu¨r alle f ∈ Γc(GF , r∗FA]F ), und LF la¨ßt
sich zu einer Darstellung von AF oGF fortsetzen. Auch auf AoG gilt die Identita¨t
L = LF ◦ q und somit ker(q) ⊆ ker(L). Dies schließt den Nachweis ab, daß durch
(i) eine exakte Sequenz gegeben ist.
Fu¨r den Nachweis der zweiten Aussage sei angemerkt, daß die reduzierte C∗-
Norm mithilfe der links-regula¨ren Darstellungen pix fu¨r x ∈ G(0) berechnet werden
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kann. Die Teilmengen U bzw. F von G(0) sind invariant. Ist f ∈ Γc(G, r∗A]) und
x ∈ U , so ha¨ngt pix(f) nur von der Einschra¨nkung von f auf GU ab; analog ha¨ngt
pix(f) fu¨r x ∈ F nur von der Einschra¨nkung von f auf GF ab.
Ist f ∈ Γc(GU , r∗UA]U ), so gilt pix(ι(f)) = 0 fu¨r alle x ∈ F = G(0) \U und somit
‖ι(f)‖r = sup
x∈G(0)
‖pix(ι(f))‖ = sup
x∈U
‖pix(f)‖ = ‖f‖r.
Die Abbildung ι : Γc(GU , r∗UA]U ) - Γc(G, r∗A]) la¨ßt sich daher zu einem injek-
tiven ∗-Homomorphismus ιr : AU or GU - Aor G fortsetzen.
Ist f ∈ Γc(G, r∗A]), so gilt
‖q(f)‖r = sup
x∈F
‖pix(q(f))‖ = sup
x∈F
‖pix(f)‖ ≤ sup
x∈G(0)
‖pix(f)‖ = ‖f‖r;
daher la¨ßt sich q : Γc(G, r∗A]) -- Γc(GF , r∗FA]F ) zu einem ∗-Homomorphismus
qr : A or G - AF or GF mit dichtem Bild, d.h. zu einem Epimorphismus,
fortsetzen. Fu¨r diese Fortsetzungen gilt qr ◦ ιr = 0.
Es bleibt zu zeigen, daß die Inklusion ker(qr) ⊆ ι(AU or GU ) erfu¨llt ist. Dazu
sei wieder eine nicht-entartete Darstellung L von A or G auf einem separablen
Hilbertraum mit L(ιr(AU or GU )) = 0 gegeben; es ist zu zeigen, daß ker(qr) ⊆
ker(L) gilt. Insbesondere definiert L eine Darstellung auf Γc(G, r∗A]), und wie
oben folgt unter Verwendung von Renaults Desintegrationssatz, daß durch LF
eine stetige Darstellung von Γc(GF , r∗FA]F ) gegeben ist, welche L = LF ◦ q auf
Γc(G, r∗A]) und ‖LF (f)‖ ≤ ‖f‖ fu¨r alle f ∈ Γc(GF , r∗FA]F ) erfu¨llt.
Da der Gruppoid GF in (ii) als mittelbar vorausgesetzt ist, folgt aus [AR00,
Prop. 6.1.10], daß die volle C∗-Norm ‖ · ‖ auf Γc(GF , r∗FA]) mit der reduzierten
Norm ‖ · ‖r u¨bereinstimmt. Somit gilt ‖LF (f)‖ ≤ ‖f‖r fu¨r alle f ∈ Γc(GF , r∗FA]F ),
und LF la¨ßt sich zu einer Darstellung von AF or GF fortsetzen. Fu¨r diese gilt
L = LF ◦ qr auf Aor G.
Auch in diesem Fall ist daher ker(qr) ⊆ ker(L). Dies zeigt, daß auch die Sequenz
(ii) exakt ist.
Bemerkung 1.3.7. Der obige Beweis zeigt, daß die Mittelbarkeit von GF nur
benutzt wird, um die Exaktheit der Sequenz (ii) in der Mitte zu zeigen; auch ohne
diese Voraussetzung ist durch ιr : AU or GU - Aor G ein injektiver und durch
qr : Aor G - AF or GF ein surjektiver ∗-Homomorphimus gegeben.
Der Begriff der Mittelbarkeit von Gruppoiden ist ausfu¨hrlich in [AR00] erkla¨rt.
Es sei an dieser Stelle nur folgendes angemerkt: Ist G ein Gruppenbu¨ndel, so ist jede
Teilmenge der Basis G(0) invariant. Besteht die invariante Teilmenge F ⊆ G(0) aus
genau einem Punkt x, so ist GF genau dann mittelbar, wenn die Isotropiegruppe
Gx eine mittelbare lokal-kompakte Gruppe ist.
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Das obige Resultat wird in Kapitel 3 dazu genutzt werden, das Deformationsbild
der Assembly-Abbildung fu¨r fast zusammenha¨ngende Lie-Gruppen G zu definie-
ren.
Desweiteren kann man mit 1.3.6 die Fasern verschra¨nkter Produkte von Grup-
penbu¨ndeln na¨her beschreiben. Ist G ein lokal-kompaktes Gruppenbu¨ndel u¨ber
X mit stetigem Haarsystem λ = (λx)x∈X und A eine stetige G-Algebra, so sind
die vollen und reduzierten verschra¨nkten Produkte Ao G und Aor G nach 1.3.4
C0(X)-Algebren. Fu¨r die Fasern dieser Algebren gilt:
Satz 1.3.8. Fu¨r t ∈ X ist die Faser (A o G)t des vollen verschra¨nkten Produkts
isomorph zum verschra¨nkten Produkt der Fasern At o Gt.
Im Fall des reduzierten verschra¨nkten Produkts ist At or Gt ein Quotient der
Faser (A or G)t. Ist die Gruppe Gt mittelbar, so ist die Quotientenabbildung ein
Isomorphismus.
Beweis. Fu¨r t ∈ X ist die offene Teilmenge U := X \ {t} von X invariant. Die
Menge
It := {ϕ ∈ C0(X) |ϕ(x) = 0}
ist ein abgeschlossenes Ideal in C0(X), welches sich mit C0(U) identifizieren la¨ßt.
Mit ι und q seien wieder die Abbildungen aus 1.3.6 bezeichnet.
Da C0(U) · Γc(GU , p∗A]U ) = Γc(GU , p∗A]U ) gilt, folgt
ι(Γc(GU , p∗A]U )) ⊆ It · Γc(G, p∗A]).
Umgekehrt la¨ßt sich jeder Schnitt der Form ϕ·a fu¨r ϕ ∈ C0(U) und a ∈ Γc(G, p∗A])
als Element von Γc(GU , p∗A]U ) auffassen, und somit gilt
ι(Γc(GU , p∗A]U )) = It · Γc(G, p∗A]).
Wie in 1.3.6 gezeigt wurde, ist die Abbildung ι stetig bezu¨glich der vollen und
reduzierten C∗-Normen, und sie la¨ßt sich zu einem Monomorphismus der vollen
bzw. reduzierten verschra¨nkten Produkte fortsetzen. Auch fu¨r diese Fortsetzungen
erha¨lt man
ι(r)(AU o(r) GU ) = It · (Ao(r) G).
Aus der Exaktheit der Sequenz (i) in 1.3.6 folgt somit fu¨r die Faser des vollen
verschra¨nkten Produkts
At o Gt =˜ (Ao G)/(AU o GU ) =˜ (Ao G)/(It · (Ao G)) = (Ao G)t.
Im Fall der reduzierten verschra¨nkten Produkte ist die Sequenz (ii) nicht not-
wendig exakt in der Mitte. Allerdings gilt AU or GU ⊆ ker(qr). Somit faktorisiert
die Quotientenabbildung qr : Aor G -- At or Gt u¨ber einen Epimorphismus
q¯r : (Aor G)/(AU or GU ) -- At or Gt.
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Unter der Identifikation von AU or GU mit It · (Aor G) erha¨lt man somit einen
Epimorphismus der Faser
(Aor G)t = (Aor G)/(It · (Aor G)) -- At or Gt.
Ist Gt mittelbar, so ist die Sequenz (ii) exakt. Dann gilt AU or GU = ker(qr),
und der oben angegebene Epimorphismus ist ein Isomorphismus von (A or G)t
und At or Gt.
Beispiel 1.3.9. Es sei G eine lokal-kompakte Gruppe, X ein lokal-kompakter
Raum und G := G×X das triviale lokal-kompakte Gruppenbu¨ndel mit der kano-
nischen Projektion p : G - X.
Ist A eine G-Algebra, so wird die triviale C0(X)-Algebra A := C0(X) ⊗ A
zu einer stetigen G-Algebra unter faserweiser Wirkung der Gruppe G. In dieser
Situation la¨ßt sich die ∗-Algebra Γc(G, p∗A]) mit Cc(G×X,A) identifizieren.
Fu¨r ein (fixiertes) linkes Haarmaß λ0 auf G ist die konstante Familie von Maßen
λ˜ = (λ0)x∈X ein stetiges Haarsystem auf G. Ist λ = (λx)x∈X ein weiteres stetiges
Haarsystem, so gibt es nach 1.1.10 (2) eine stetige Funktion µ : X - R>0
mit λx = µ(x) · λ0. Wie im Fall der Modularfunktion rechnet man nach, daß die
Abbildung
χ : Γc(G, p∗A], λ) - Γc(G, p∗A], λ˜)
f 7→ [γ 7→ µ1/2(p(γ)) · f(γ)]
sich zu einem C0(X)-Isomorphismus der vollen und reduzierten verschra¨nkten Pro-
dukte Aoλ(r) G und Aoλ˜(r) G fortsetzen la¨ßt.
Faßt man die Gruppe G als lokal-kompakten Gruppoiden mit Haarsystem λ0
auf, so la¨ßt sich die kanonische Abbildung
Cc(X) Cc(G,A) - Cc(G×X,A) =˜ Γc(G, p∗A])
zu einem C0(X)-Isomorphismus
C0(X)⊗ (Ao(r) G) e=- Aoλ˜(r) G
fortsetzen. Das verschra¨nkte Produkt eines trivialen Gruppenbu¨ndels mit einer
trivialen C0(X)-Algebra ist somit insbesondere ein stetiges Feld von C∗-Algebren,
dessen Faser (Ao(r) G)t sich mit At o(r) Gt =˜Ao(r) G identifizieren la¨ßt.
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1.3.2 Gruppoid-Algebren mit Werten in Fell-Bu¨ndeln
Um die Konstruktion des Dirac-Elements auf den Fall eines Gruppenbu¨ndels zu
verallgemeinern, wird ein Resultat u¨ber Familien von Pseudodifferentialoperato-
ren beno¨tigt. Hierfu¨r wird im folgenden Kapitel die Morita-A¨quivalenz gewisser
Gruppoid-C∗-Algebren mit Werten in Fell-Bu¨ndeln genutzt.
Diese Algebren wurden unter anderem von A. Kumjian und S. Yamagami
betrachtet. Die Definitionen und die Aussage u¨ber die A¨quivalenz der Gruppoid-
C∗-Algebren wurden dem Artikel [Muh01] entnommen.
Im folgenden sei ein lokal-kompakter Gruppoid G mit stetigem Haarsystem λ
fixiert.
Definition 1.3.10. Ein Fell-Bu¨ndel u¨ber G ist ein Banach-Bu¨ndel B p- G,
welches das zweite Abza¨hlbarkeitsaxiom erfu¨llt, so daß die folgenden Bedingungen
erfu¨llt sind:
(1) Fu¨r alle x ∈ G(0) ist die Faser Bx eine C∗-Algebra, und fu¨r alle γ ∈ G ist
Bγ eine Br(γ),Bs(γ)-Morita-A¨quivalenz.
(2) Fu¨r alle (γ, η) ∈ G(2) existiert ein isometrischer Isomorphismus von Hilbert-
Bimoduln Uγη : Bγ ⊗Bs(γ) Bη - Bγ·η, so daß durch
b1 • b2 := Uγη (b1 ⊗ b2)
ein assoziatives und bilineares Produkt auf
B(2) := {(b1, b2) ∈ B×B | (p(b1), p(b2)) ∈ G(2)}
definiert wird.
(3) Auf B existiert eine involutive Abbildung b 7→ b[ (d.h. es gilt (b[)[ = b) mit
(a) p(b[) = p(b)−1,
(b) b 7→ b[ ist antilinear,
(c) (b1 • b2)[ = b[2 • b[1 und
(d) fu¨r b1, b2 ∈ Bγ gilt b[1 • b2 = 〈b1, b2〉Bs(γ) und b1 • b[2 = Br(γ)〈b1, b2〉.
(4) Multiplikation und Involution sind stetig.
Das Bu¨ndel B(2) besitzt in natu¨rlicher Weise die Struktur eines Banach-Bu¨ndels
u¨ber G(2). Fu¨r γ ∈ G ist das Bild von Bγ unter der Involution isomorph zu dem
inversen Imprimitivita¨tsbimodul, und es gilt ‖b[ • b‖Bs(γ) = ‖b‖2Bγ sowie b[ • b ≥ 0
in Bs(γ). Aus Bedingung (2) der Definition folgt, daß ein Fell-Bu¨ndel saturiert im
Sinne von [Kum98] ist.
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Beispiele 1.3.11. (1) Ist A = Γ0(G(0),A]) eine G-Algebra, so ist das zuru¨ck-
gezogene Feld B = r∗A] p- G ein Fell-Bu¨ndel u¨ber G. Ist die G-Wirkung
durch α : s∗A - r∗A gegeben, so sind Multiplikation und Involution
definiert durch b1 • b2 = b1 · αp(b1)(b2) und b[ = αp(b)−1(b∗).
(2) Ist pi :M - B eine surjektive Submersion glatter Mannigfaltigkeiten und
E - M ein glattes hermitesches Vektorbu¨ndel (von endlichem Rang), so
definiert B := End(E) := r∗E ⊗ s∗(E∗) - M ×B M ein Banach-Bu¨ndel
u¨ber dem Gruppoiden M ×B M .
Dabei bezeichnet E∗ das duale Bu¨ndel zu E. Ist γ = (x, y) ∈ M ×B M , so
gilt fu¨r die Faser End(E)γ = Hom(Ey, Ex).
Fu¨r (b1, b2) ∈ B(2) ist die Multiplikation b1 • b2 = b1 ◦ b2 als Komposition
von Abbildungen gegeben; das Bild von b ∈ B(x,y) = Hom(Ey, Ex) unter der
Involution ist durch den adjungierte Operator bezu¨glich der hermiteschen
Struktur b[ = b∗ ∈ Hom(Ex, Ey) definiert.
Fu¨r ein Fell-Bu¨ndel B
p- G sei die Algebra Γc(G,B) der stetigen Schnitte mit
kompaktem Tra¨ger versehen mit der induktiven Limes-Topologie. Definiert man
Faltung und Involution durch
f ? g(γ) =
∫
r(η)=r(γ)
f(η) • g(η−1γ) dλr(γ)(η)
und
f∗(γ) = f(γ−1)[,
so wird Γc(G,B) zu einer topologischen ∗-Algebra.
Im ersten Beispiel sieht man sofort, daß die ∗-Algebrenstruktur von Γc(G, r∗A])
mit der im vorigen Abschnitt definierten u¨bereinstimmt.
Definition 1.3.12. Eine (kovariante) Darstellung des Paars (G,B) besteht aus
einem Tripel (pi,H, µ), wobei µ ein quasi-invariantes Maß auf G(0), H = (Hx)x∈G(0)
ein meßbares Bu¨ndel von Hilbertra¨umen und pi : B - End(H) ein meßbarer
∗-Funktor ist.
Letzteres bedeutet, daß pi(b) ∈ Hom(Hs(γ),Hr(γ)) fu¨r alle b ∈ Bγ gilt und die
Bedingungen pi(b[) = pi(b)∗ sowie pi(b1)pi(b2) = pi(b1 •b2) fast u¨berall bezu¨glich des
Maßes ν(2) =
∫
x∈G(0) λ
x × λx dµ(x) erfu¨llt sind.
Ist (pi,H, µ) eine Darstellung des Paars (G,B), so wird durch die Formel
〈σpi(f)ξ1, ξ2〉 =
∫
γ∈G
〈pi(f(γ))ξ1(s(γ)) , ξ2(r(γ)) 〉d ν0(γ)
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eine ∗-Darstellung
σpi : Γc(G,B) - L(
∫ ⊕
Hx dµ)
definiert, welche stetig bezu¨glich der induktiven Limes-Topologie auf Γc(G,B) und
der schwachen Operatortopologie auf L(∫ ⊕Hx dµ) ist.
Dabei ist wie im vorigen Abschnitt ν =
∫
x∈G(0) λ
x dµ(x), D = d ν
d ν−1 die Radon-
Nikody´m-Ableitung, und das Maß ν0 wird durch D−1/2ν definiert. Die Darstellung
σpi heißt die integrierte Form von (pi,H, µ).
Das Analogon von Renaults Desintegrationssatz wurde in [Yam87] bewiesen; man
vergleiche auch [Muh01, Thm. 9]:
Theorem 1.3.13. Es sei H ein Hilbertraum, H0 ⊆ H ein dichter linearer Unter-
raum und σ : Γc(G,B) - L(H0) eine stetige ∗-Darstellung, welche die folgenden
Bedingungen erfu¨llt:
(1) Fu¨r alle ξ1, ξ2 ∈ H0 ist die Abbildung f 7→ 〈ξ1, σ(f)ξ2〉 stetig bezu¨glich der
induktiven Limes-Topologie auf Γc(G,B).
(2) Es gilt 〈ξ1, σ(f)ξ2〉 = 〈σ(f∗)ξ1, ξ2〉 fu¨r alle ξ1, ξ2 ∈ H0.
(3) Die Darstellung σ ist nicht-entartet in dem Sinn, daß der von allen Vektoren
der Form σ(f)ξ fu¨r f ∈ Γc(G,B) und ξ ∈ H0 erzeugte Unterraum dicht in
H liegt.
Dann existiert eine kovariante Darstellung (pi,H, µ) von (G,B) und ein Isomor-
phimus U :
∫ ⊕
Hx dµ(x) - H von Hilbertra¨umen, so daß Uσpi(f)U−1 = σ(f)
fu¨r alle f ∈ Γc(G,B) gilt. Dabei ist σpi die integrierte Form der Darstellung
(pi,H, µ).
Aus 1.3.13 folgt, daß der Ausdruck sup ‖σ(f)‖ fu¨r jedes f ∈ Γc(G,B) (wobei das
Supremum u¨ber alle stetigen Darstellungen von Γc(G,B) gebildet wird, welche die
Voraussetzungen des Theorems erfu¨llen) endlich ist. Hierdurch wird eine C∗-Norm
auf Γc(G,B) definiert; die Vervollsta¨ndigung bezu¨glich dieser Norm heißt die (vol-
le) Gruppoid-C∗-Algebra des Fell-Bu¨ndels B. Sie wird mit C∗(G,B) bezeichnet.
Beispiel 1.3.14. Ist B = r∗A] wie in 1.3.11 (1), so gilt C∗(G,B) = Ao G.
Es seien nun G und H zwei (Morita-)a¨quivalente lokal-kompakte Gruppoide mit
stetigen Haarsystemen, wobei die A¨quivalenz durch den Raum X = GXH gegeben
sei und ρ : X - G(0) bzw. σ : X - H(0) die jeweilige Projektion auf die Basis
der Gruppoide bezeichnen. Der Gruppoid G ist in natu¨rlicher Weise isomorph zu
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X ?σ X
opp/H, und es bezeichne qG : X ?σ Xopp - G die Projektion. Analog ist
G \Xopp ?ρX isomorph zu H; die Projektion sei in diesem Fall mit qH bezeichnet.
Außerdem sei fu¨r i = 1, 2 mit pii : X ?σXopp - X (bzw. Xopp ?ρX - X)
die Projektion auf die jeweilige Komponente bezeichnet. (Da schon genug Nota-
tionen auftauchen und aus dem Zusammenhang klar werden sollte, auf welchem
Raum die Projektionen definiert sind, wird auf eine unterschiedliche Bezeichnung
verzichtet.)
Desweiteren seien Fell-Bu¨ndel A - G und B - H gegeben.
Definition 1.3.15. Eine (G,A), (H,B)-A¨quivalenz ist ein Paar (X,E), bestehend
aus einer G,H-A¨quivalenz X und einem Banach-Bu¨ndel E p- X, so daß die
folgenden drei Bedingungen erfu¨llt sind:
(I) Fu¨r alle x ∈ X ist die Faser Ex = p−1(x) eine Morita-A¨quivalenz der C∗-
Algebren Aρ(x) und Bσ(x).
(II) Fu¨r alle (γ, x) ∈ G ?X = {(η, y) ∈ G ×X | s(γ) = ρ(x)} ist ein normverklei-
nernder Homomorphismus Aγ ⊗As(γ) Ex - Eγ·x von Hilbert-Ar(γ),Bσ(x)-
Bimoduln gegeben, und durch diese Homomorphismen wird eine stetige Wir-
kung von A auf E definiert.
In analoger Weise existiert eine (Rechts-)Wirkung von B auf E, so daß die
beiden Wirkungen kommutieren.
(III) Es gibt stetige Bu¨ndel-Abbildungen [[·, ·]]A : pi∗1(E) ⊗ pi∗2(E∗) - A und
[[·, ·]]B : pi∗1(E∗) ⊗ pi∗2(E) - B u¨ber qG bzw. qH, so daß [[·, ·]]A faserweise
einen Isomorphismus der Aρ(x),Aσopp(y)−Imprimitivita¨tsbimoduln AqG(x,y)
und Ex ⊗Bσ(x) E∗y induziert, wa¨hrend [[·, ·]]B faserweise einen Isomorphis-
mus der Bρopp(x),Bσ(y)−Imprimitivita¨tsbimoduln BqH(x,y) und E∗x⊗Aρ(y) Ey
induziert. Die Paarungen erfu¨llen die Bedingung
[[ξ, η]]A · ζ = ξ · [[η, ζ]]B.
Dabei bezeichnet E∗ das Banach-Bu¨ndel, welches faserweise aus den inversen
Morita-A¨quivalenzen zu E besteht.
Alternativ lassen sich die Bedingungen fu¨r die A¨quivalenz von Fell-Bu¨ndeln mit
Hilfe des Linking-Gruppoiden
L =
(
G X
Xopp H
)
ausdru¨cken. Bezeichnet (nach dem Ansatz von Kumjian) L - L das Banach-
Bu¨ndel, welches durch L|G = A, L|H = B, L|X = E und L|Xopp = E∗ gegeben ist,
so bedeuten die Bedingungen (I) bis (III), daß das Bu¨ndel L natu¨rliche Operatio-
nen besitzt, welche es zu einem Fell-Bu¨ndel u¨ber L machen.
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Beispiel 1.3.16. In der Situation einer surjektiven Submersion glatter Mannig-
faltigkeiten p : M - B und eines hermiteschen Vektorbu¨ndels E - M sei
nun weiter angenommen, daß es eine Einbettung u : B - M mit p◦u = id gibt
und B eine abgeschlossene Untermannigfaltigkeit von M ist.
Die Mannigfaltigkeit B kann als trivialer Gruppoid mit Basis B aufgefaßt
werden; sie la¨ßt sich mit B ×B B identifizieren. Identifiziert man desweiteren M
mit M ×B B, so ko¨nnen sowohl M als auch B als Untermannigfaltigkeiten von
M ×B M aufgefaßt werden.
Versehen mit den kanonischen Projektionen aufM bzw. B ist das Faserprodukt
X :=M ×B B =˜M eine Morita-A¨quivalenz der Gruppoide M ×B M und B.
Setzt man A = End(E), B = End(E)|B×BB und E = End(E)|X , so sind A und
B Fell-Bu¨ndel u¨ber den GruppoidenM×BM bzw. B, und das Paar (X,E) ist eine
(M ×BM,A)-(B,B)-A¨quivalenz im Sinne der obigen Definition. Die Operationen
werden dabei in natu¨rlicher Weise durch die Verknu¨pfung von Homomorphismen
bzw. durch die adjungierten Operatoren bezu¨glich der hermiteschen Struktur auf
E gegeben.
Ist (X,E) eine (G,A), (H,B)-A¨quivalenz und bezeichnen λG bzw. λH die (linken)
Haarsysteme der lokal-kompakten Gruppoide G bzw. H, so seien die folgenden
Operationen fu¨r ξ, ξ1, ξ2 ∈ Γc(X,E), ϕ ∈ Γc(G,A) und ψ ∈ Γc(H,B) definiert:
(ϕ · ξ)(x) =
∫
r(γ)=ρ(x)
ϕ(γ) · ξ(γ−1 · x) dλρ(x)G (γ)
(ξ · ψ)(x) =
∫
r(η)=σ(x)
ξ(x · η) · ψ(η−1) dλσ(x)H (η)
Cc(G,A)〈ξ1, ξ2〉(γ) =
∫
r(η)=σ(x)
[[ξ1(γ · x · η), ξ2(η−1 · x)]]A dλσ(x)H (η)
〈ξ1, ξ2〉Cc(H,B)(η) =
∫
r(γ)=ρ(y)
[[ξ1(y · γ), ξ2(γ−1 · y · η)]]B dλρ(y)G (γ)
Dabei ist folgendes zu beachten:
In der dritten Formel ist x ∈ X ein (beliebiges) Element mit ρ(x) = s(γ) fu¨r
γ ∈ G. Ist η ∈ H mit r(η) = σ(x), so macht das Argument von ξ1 keine Probleme.
Fu¨r das Argument von ξ2 ist x als Element von Xopp aufzufassen. Der Gruppoid
H wirkt von links auf Xopp. Ist η ∈ H mit r(η) = σ(x), so gilt s(η−1) = r(η) =
σ(x) = ρopp(x). Somit ist (η−1, x) ∈ H ?ρopp X, und die Verknu¨pfung η−1 · x ist
definiert.
Desweiteren ist ξ2 in der dritten Formel als Element von Γc(Xopp,E∗) aufzufas-
sen, indem man X mit Xopp und das Bu¨ndel E faserweise mit der jeweils inversen
Morita-A¨quivalenz identifiziert.
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Analog ist die vierte Formel zu interpretieren, wobei dort ein Element y ∈ X
mit σ(y) = r(η) gewa¨hlt wird.
Folgendes Theorem geht ebenfalls auf Yamagami zuru¨ck; man vergleiche auch
[Muh01, Thm. 11]:
Theorem 1.3.17. Mit den oben definierten Operationen besitzt X0 = Γc(X,E) die
Struktur eines Γc(G,A),Γc(H,B)-Pra¨-A¨quivalenzbimoduls, welcher sich zu einer
Morita-A¨quivalenz von C∗(G,A) und C∗(H,B) vervollsta¨ndigen la¨ßt.
Bemerkung 1.3.18. Yamagamis Beweis in [Yam87] wird analog zum Beweis
fu¨r die Morita-A¨quivalenz der Gruppoid-C∗-Algebren gefu¨hrt. Wie im Fall tri-
vialer Fell-Bu¨ndel (vgl. etwa [MRW87]) besitzen sowohl A0 = Γc(G,A) als auch
B0 = Γc(H,B) eine approximative Eins, deren Elemente endliche Summen von
Ausdru¨cken der Form A0〈ξi, ξi〉 bzw. 〈ξi, ξi〉B0 mit ξi ∈ X0 sind. Dann ist nur noch
zu zeigen, daß fu¨r ϕ ∈ A0, ψ ∈ B0 und ξ ∈ X0 die Bedingungen
〈ϕ · ξ, ϕ · ξ〉B ≤ ‖ϕ‖2 · 〈ξ, ξ〉B
und
〈ξ · ψ, ξ · ψ〉B ≤ ‖ψ‖2 · A〈ξ, ξ〉
gelten.
In bestimmten Situationen (z.B. fu¨r Gruppenbu¨ndel, wo die (reduzierte) C∗-
Norm faserweise definiert ist) kann man die Morita-A¨quivalenz auch fu¨r die redu-
zierten verschra¨nkten Produkte zeigen, indem man z.B. faserweise Greens Impri-
mitivita¨tssatz anwendet.
Beispiel 1.3.19. Die Morita-A¨quivalenz fu¨r Gruppoid-C∗-Algebren mit Werten
in Fell-Bu¨ndeln erinnert stark an Greens Imprimitivita¨tssatz fu¨r lokal-kompakte
Gruppen, wie er sich z.B. in [Wil06, Cor. 4.17] findet:
Es sei G eine lokal-kompakte Gruppe, H ⊆ G eine abgeschlossene Untergrup-
pe und B eine H-Algebra; die Wirkung von H auf A sei mit α bezeichnet. Die
induzierte Algebra
IndA ={f ∈ Cb(G,A) | f(gh) = h−1 ·f(g) fu¨r alle g ∈ G, h ∈ H, ‖f(g)‖ gH→∞- 0}
ist eine G-Algebra unter Linkstranslation im Argument.
Setzt man E0 = Cc(G, IndA), X0 = Cc(G,A) und B0 = Cc(H,A), so werden
Modulwirkungen von E0 und B0 auf X0 sowie innere Produkte auf X0 mit Werten
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in E0 bzw. B0 durch die folgenden Formeln definiert:
e · x(s) =
∫
t∈G
e(t, s) · x(t−1s) ·∆G(t)1/2 d t
x · b(s) =
∫
h∈H
αh(x(sh) · b(h−1) ) ·∆H(h)−1/2 dh
E0〈x, y〉(s, t) = ∆G(s)−1/2 ·
∫
h∈H
αh(x(th) · y(s−1th)∗) dh
〈x, y〉B0(h) = ∆H(h)−1/2 ·
∫
t∈G
x(t−1)∗ · αh(y(t−1h)) d t
Dabei sind e ∈ E0, x, y ∈ X0 sowie b ∈ B0, und ∆G bzw. ∆H bezeichnen die
Modularfunktionen von G und H.
Greens Imprimitivita¨tssatz besagt, daß die obigen Operationen X0 zu einem
Pra¨-Imprimitivita¨tsbimodul der Algebren E0 und B0 machen, der zu einer Morita-
A¨quivalenz der (vollen und reduzierten) verschra¨nkten Produkte IndAo(r)G und
Ao(r) H vervollsta¨ndigt werden kann.
Ist A eine G-Algebra und die Wirkung von H auf A durch Einschra¨nkung der
G-Wirkung definiert, so ist die Abbildung
Φ : IndA - C0(G/H,A), Φ(f)(sH) := αs(f(s))
ein G-a¨quivarianter Isomorphimus, wenn man auf C0(G/H,A) =˜C0(G/H) ⊗ A
die diagonale G-Wirkung betrachtet. Die Menge Cc(G/H × G,A) la¨ßt sich in
kanonischer Weise als dichte Teilmenge von E0 = Cc(G, IndA) auffassen.
Nach 1.1.4 und 1.1.10 (4) ist G/H ×G ein lokal-kompakter Gruppoid, welcher
ein stetiges Haarsystem besitzt, und A definiert ein Fell-Bu¨ndel u¨ber G/H ×G.
Ebenso la¨ßt sich H als lokal-kompakter Gruppoid auffassen, dessen Basis gera-
de aus dem neutralen Element der Gruppe besteht, und A definiert ein Fell-Bu¨ndel
u¨ber H. Dann ist G mit den offensichtlichen Operationen eine (Morita-)A¨quiva-
lenz der Gruppoide G/H×G und H. Unter der Identifikation von Cc(G/H×G,A)
mit einer dichten Teilmenge von Cc(G, IndA) und unter Verwendung der Isomor-
phismen 1.3.5 stimmen die obigen Formeln mit den Formeln im Gruppoid-Fall
u¨berein.
Diese Aussage la¨ßt sich auch auf Gruppenbu¨ndel verallgemeinern.
Die Arbeit [Yam87] von Yamagami ist leider nie vero¨ffentlicht worden. Interessant
wa¨re es, die Morita-A¨quivalenz in der Situation reduzierter C∗-Algebren lokal-
kompakter Gruppoide mit Werten in Fell-Bu¨ndeln zu untersuchen.
Ist A - G ein Fell-Bu¨ndel u¨ber einem lokal-kompakten Gruppoid G, so ist
die Einschra¨nkung A(0) := A|G(0) auf die Basis von G ein Bu¨ndel von C∗-Algebren.
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Besitzt G ein stetiges Haarsystem, so kann wie im Fall der verschra¨nkten Pro-
dukte auf der Menge Γc(G,A) der stetigen Schnitte mit kompaktem Tra¨ger durch
〈ξ, η〉(x) := (ξ[ • η)(x) fu¨r x ∈ G(0)
ein inneres Produkt mit Werten in Γc(G(0),A(0)) definiert werden, und Γc(G,A)
wirkt auf der Vervollsta¨ndigung durch Faltung von links. Hierdurch sollte auch
eine reduzierte Gruppoid-C∗-Algebra von G mit Werten in A definiert werden
ko¨nnen, fu¨r welche das analoge Resultat zu 1.3.17 zu erwarten ist.
1.4 Gruppoid-a¨quivariante KK-Theorie
In seiner Doktorarbeit [LeG94] hat LeGall Kasparovs Definition a¨quivarianter KK-
Theorie auf den Fall von Gruppoiden erweitert.
Ist G ein Gruppoid und sind A,B Z/2Z-graduierte G-Algebren, so ist ein G-a¨quiva-
rianter Hilbert-A,B-Bimodul definiert als ein Z/2Z-graduierter Hilbert-B-Modul
E mit G-Wirkung (d.h. einem unita¨ren Element V ∈ L(s∗E , r∗E) ), auf dem A von
links durch eine G-a¨quivariante Darstellung pi : A - L(E) wirkt.
Definition 1.4.1. Fu¨r zwei G-AlgebrenA und B ist ein G-a¨quivarianter Kasparov-
Zykel gegeben durch ein Tripel (E , pi, F ), wobei (E , pi) ein G-a¨quivarianter Hilbert-
A,B-Bimodul und F ∈ L(E) ein homogener Operator vom Grad 1 ist, so daß fu¨r
alle a ∈ A und alle a′ ∈ r∗A die folgenden Bedingungen erfu¨llt sind:
• a(F − F ∗) ∈ K(E)
• a(F 2 − 1) ∈ K(E)
• [a, F ] ∈ K(E)
• a′(V s∗F V ∗ − r∗F ) ∈ r∗K(E)
Die Menge aller G-a¨quivarianten Kasparov-A,B-Zykel sei mit EG(A,B) bezeichnet.
Eine Homotopie in EG(A,B) ist ein Element von EG(A,B[0, 1]), und KKG(A,B)
ist definiert als Menge der A¨quivalenzklassen von EG(A,B) modulo Homotopie.
Wie im Fall von Gruppen ist KKG(A,B) eine abelsche Gruppe, und es existiert
ein bilineares (Kasparov-)Produkt
⊗D : KKG(A,D)×KKG(D,B) - KKG(A,B).
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Definition 1.4.2. Sind A, B und D G-Algebren fu¨r einen Gruppoiden G mit Basis
X, so bezeichne
τD : KKG(A,B) - KKG(A⊗C0(X) D,B ⊗C0(X) D)
den natu¨rlichen Homomorphismus, welcher auf Kasparov-Zykeln durch
τD(E , pi, T ) = (E ⊗C0(X),ext D, pi ⊗ 1, T ⊗ 1)
gegeben ist.
Das externe Tensorprodukt u¨ber C0(X) zweier Hilbertmoduln E bzw. F u¨ber
C0(X)-Algebren B bzw. D ist dabei durch
E⊗C0(X),ext := (E ⊗max F)⊗B⊗maxD (B ⊗C0(X) D)
definiert.
Mit 1.4.2 la¨ßt sich auch die allgemeine Form
KKG(A1,B1⊗C0(X)D)×KKG(D⊗C0(X)A2,B2)
⊗D- KKG(A1⊗C0(X)A2,B1⊗C0(X)B2),
(x, y) 7→ τA2(x)⊗B1⊗C0(X)D⊗C0(X)A2 τB1(y)
des Kasparov-Produkts definieren.
Ein (strikter) Morphismus φ : H - G zweier (lokal-kompakter) Gruppoide be-
steht aus zwei (stetigen) Abbildungen φ : H - G und ϕ : H(0) - G(0), welche
mit allen Strukturabbildungen vertra¨glich sind.
Die Gruppoid-a¨quivariante KK-Theorie ist funktoriell bezu¨glich strikter Morphis-
men:
Proposition 1.4.3. Ist φ : H - G ein strikter Morphismus von Gruppoiden,
so existiert eine natu¨rliche Abbildung
φ∗ : KKG(A,B) - KKH(ϕ∗A, ϕ∗B),
welche auf Kasparov-Zykeln durch
φ∗(E , pi, T ) = (ϕ∗E , pi ⊗ 1, T ⊗ 1)
gegeben ist.
Beweis. [LeG94, 6.1.2].
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Auch in der Gruppoid-a¨quivarianten KK-Theorie existieren natu¨rliche Descent-
Homomorphismen
jG,(r) : KKG(A,B) - KK(Ao(r) G,B o(r) G),
welche mit dem Kasparov-Produkt vertra¨glich sind. Wird ein KKG-Element durch
den Kasparov-Zykel (E , pi, T ) repra¨sentiert, so gilt
jG,r([E , φ, T ]) = [E ⊗B (B or G), p˜i, T ⊗ 1].
Bezeichnet (r∗E)c den von Elementen der Form ξ⊗b fu¨r ξ ∈ E und b ∈ Γc(G, r∗B])
erzeugten Vektorraum, so stellt dieser eine dichte Teilmenge von E ⊗B (B or G)
dar.
Ist die G-Wirkung auf E durch das unita¨re Element W ∈ L(s∗E , r∗E) definiert,
so ist die Darstellung p˜ir fu¨r a ∈ Γc(G, r∗A]) und ξ ∈ (r∗E)c gegeben durch
(p˜ir(a)(ξ))(γ) := (aξ)(γ) :=
∫
η∈Gr(γ)
a(η) ·Wη ξ(η−1γ)W ∗η dλr(γ)(η).
Die Wirkung von B auf B o(r) G ist dabei wie folgt definiert:
Ist b ∈ B = Γ0(G(0),B]) und sind f, g ∈ Γc(G, r∗B]), so werden durch
L(b)(f)(γ) := (b · f)(γ) := b(r(γ)) · f(γ)
und
R(b)(f)(γ) := (f · b)(γ) := f(γ) · βγ(b(s(γ)))
Elemente b · f, f · b ∈ Γc(G, r∗B]) definiert. Mit der Formel fu¨r die Faltung rechnet
man nach, daß die Identita¨t (f · b) ? g = f ? (b · g) gilt; desweiteren gilt
‖b · f‖(r) ≤ ‖b‖∞ · ‖f‖(r) sowie ‖f · b‖(r) ≤ ‖b‖∞ · ‖f‖(r).
Somit setzen sich L(b) und R(b) zu Abbildungen von B o(r) G fort. Das Paar
(L(b), R(b)) ist daher ein doppelter Zentralisator fu¨r Bo(r) G; es definiert also ein
Element der Multiplikatoralgebra. Hierdurch ist die (Links)Wirkung von B auf
B o(r) G definiert.
Die Details dieser Konstruktion findet man in [LeG94, Chap. 7.2].
Bemerkung 1.4.4. Im Falle eines Gruppenbu¨ndels (oder spezieller, einer Grup-
pe) stimmt diese Definition mit der gewo¨hnlichen Descent-Abbildung von Kas-
parov u¨berein.
Im Gruppenfall, also fu¨r G(0) = {e}, setzt sich die Abbildung
E ⊗B Cc(G,B) - Cc(G,E), x⊗ f 7→ (s 7→ x · f(s))
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zu einem unita¨ren Isomorphismus E⊗B (Bo(r)G) =˜Eo(r)G fort. Dabei ist in der
Formel fu¨r das innere Produkt zu beachten, daß in der Formel fu¨r die Involution
die Modularfunktion der Gruppe G auftaucht, welche die Eigenschaft∫
s∈G
∆G(s−1) · f(s−1) d s =
∫
s∈G
f(s) d s
fu¨r alle f ∈ Cc(G) hat.
Fu¨r C0(X)-Algebren definiert Kasparov in [Kas88, 2.19] eine modifizierte Version
der KK-Gruppen, welche zusa¨tzlich die Informationen u¨ber die C0(X)-Struktur
entha¨lt:
Sind A,B C0(X)-Algebren, so ist die GruppeRKK(X;A,B) definiert als Men-
ge der A¨quivalenzklassen bezu¨glich Homotopie von Kasparov-Zykeln (E, T ) ∈
E(A,B) mit der zusa¨tzlichen Bedingung, daß fu¨r alle f ∈ C0(X), a ∈ A, b ∈ B
und e ∈ E die Gleichung (f · a) · e · b = a · e · (b · f) in E erfu¨llt ist.
Fu¨r Gruppenbu¨ndel sieht man leicht:
Proposition 1.4.5. Ist G ein lokal-kompaktes Gruppenbu¨ndel u¨ber G(0) mit einem
stetigem Haarsystem, so nehmen die Descent-Homomorphismen jG,(r) Werte in
RKK(G(0);Ao(r) G,B o(r) G) an.
Beweis. Nach 1.3.4 sind die verschra¨nkten Produkte A or G und B or G C0(G)-
Algebren, und fu¨r alle ϕ ∈ C0(G(0)), a ∈ Aor G, b ∈ Bor G und e ∈ E ⊗B (Bor G)
gilt
(ϕ · a) · e · b = a · e · (ϕ · b),
wie man sofort auf den dichten Teilmengen Γc(G, p∗A]), Γc(G, p∗B]) und (p∗E)c
nachrechnet.
Genauso sieht man in dieser Situation, daß auch das Bild des vollen Descents
jG in RKK(G(0);Ao G,B o G) liegt.

Kapitel 2
Pseudodifferentialoperatoren
auf gebla¨tterten
Mannigfaltigkeiten
In diesem Kapitel werden einige Strukturen fu¨r gebla¨tterte Mannigfaltigkeiten
und Familien von (Pseudo)Differentialoperatoren entlang der Bla¨tter beschrieben,
welche spa¨ter zur Konstruktion des Dirac-Elements der Deformation genutzt wer-
den. Hierfu¨r sind insbesondere Bla¨tterungsstrukturen von Interesse, welche durch
surjektive Submersionen gegeben sind.
Viele Konstruktionen dieses Kapitels ko¨nnen auch in einem allgemeineren Rah-
men durchgefu¨hrt werden, z.B. fu¨r gebla¨tterte Ra¨ume im Sinne von [MS06].
2.1 Gebla¨tterte Mannigfaltigkeiten
Definition 2.1.1. Es seiM eine glatte Mannigfaltigkeit der Dimensionm = r+q.
Ein glatter Atlas
AF = {(U,ϕ) |U ⊆M offen, ϕ : U - Rm Homo¨omorphismus auf ϕ(U)}
heißt Bla¨tterungsatlas auf M , falls fu¨r je zwei Karten (U,ϕ) und (V, ψ) in AF mit
U ∩ V 6= ∅ der Kartenwechsel ψ ◦ ϕ−1 : ϕ(U ∩ V ) - ψ(U ∩ V ) lokal von der
Form
(ψ ◦ ϕ−1)(x, y) = (g(x, y), h(y)) (†)
fu¨r x ∈ Rr, y ∈ Rq ist.
Eine Karte in AF heißt Bla¨tterungskarte. Die Mannigfaltigkeit M (bzw. das
Paar (M,AF )) heißt eine gebla¨tterte Mannigfaltigkeit der Kodimension q, falls AF
ein maximaler Atlas ist, dessen Kartenwechsel die Eigenschaft (†) haben.
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Eine Platte in M ist eine Zusammenhangskomponente der Untermannigfaltig-
keit ϕ−1(Rr × {c}) fu¨r eine Karte (U,ϕ) aus einem maximalen Bla¨tterungsatlas.
Ein Weg von Platten ist eine Familie P1, . . . , Pk von Platten mit Pi ∩ Pi+1 6= ∅.
Zwei Elemente x, y ∈ M heißen a¨quivalent, falls ein Weg von Platten P1, . . . , Pk
mit x ∈ P1 und y ∈ Pk existiert. Die A¨quivalenzklassen bezu¨glich dieser Relation
werden Bla¨tter genannt.
Zu jedem Bla¨tterungsatlas AF von M existiert natu¨rlich genau ein maximaler
Bla¨tterungsatlas, welcher AF entha¨lt.
Ist (M,AF ) eine glatte gebla¨tterte Mannigfaltigkeit, so kann ohne Einschra¨n-
kung angenommen werden, daß AF von einem Bla¨tterungsatlas erzeugt wird, des-
sen Karten (U,ϕ) die Bedingung
ϕ(U) = U1 × U2, U1, U2 offen(e Ba¨lle) in Rr bzw. Rq (‡)
erfu¨llen, und dessen Kartenwechsel global von der Form (†) sind.
Jedes Blatt L ist eine Vereinigung von Platten. Die Einschra¨nkung der Bla¨tte-
rungskarten dieser Platten definiert eine glatte Struktur auf L, welche das Blatt
zu einer r-dimensionalen glatten Mannigfaltigkeit machen. Die kanonische Abbil-
dung L - M ist eine injektive Immersion, und L ist eine glatte Untermannig-
faltigkeit von M genau dann, wenn diese Immersion eine Einbettung ist.
Es gibt verschiedene Mo¨glichkeiten der Definition einer Bla¨tterungsstruktur. Diese
finden sich zum Beispiel in [MM03, 1.2]. Eine dieser alternativen Charakterisie-
rungen ist die folgende:
Satz 2.1.2. Eine glatte Mannigfaltigkeit M der Dimension n = r + q besitzt ge-
nau dann eine Bla¨tterungsstruktur der Kodimension q, wenn es ein integrierbares
(glattes) Unterbu¨ndel F ⊆ TM vom Rang r gibt.
Integrierbar bedeutet dabei, daß fu¨r je zwei Vektorfelder X,Y auf M mit Wer-
ten in F auch das durch die Lie-Klammer gegebene Vektorfeld [X,Y ] Werte in F
hat.
Beweis. Ist (U,ϕ) eine Bla¨tterungskarte fu¨rM , so ist das Unterbu¨ndel F lokal auf
U gegeben durch F|U = ker T (prRq ◦ϕ), und F ist eindeutig bestimmt durch den
Bla¨tterungsatlas: F besteht gerade aus den Elementen von TM , welche tangential
zu den Bla¨ttern liegen.
Umgekehrt folgt aus der Integrierbarkeit von F mit dem Satz von Frobenius,
daß zu jedem Punkt x ∈M eine offene Umgebung U von x und ein Diffeomorphis-
mus ϕ : U - Rr ×Rq existiert mit F|U = ker T (prRq ◦ϕ). Diese Diffeomorphis-
men bilden den Bla¨tterungsatlas. Fu¨r Details vergleiche man [MM03, 1.2].
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Aus dem Beweis folgt, daß die Bla¨tterungsstrukturen von M in eineindeutiger
Weise den integrierbaren Unterbu¨ndeln von TM entsprechen. Im folgenden wird
fu¨r eine gebla¨tterte Mannigfaltigkeit die Notation (M,F) verwendet, wobei F das
durch die Bla¨tterungsstruktur eindeutig bestimmte integrierbare Unterbu¨ndel ist.
Dieses wird im folgenden auch als vertikales Tangentialbu¨ndel bezeichnet.
Desweiteren folgt aus dem Beweis des obigen Satzes, daß Bla¨tterungskarten ins-
besondere lokale Trivialisierungen fu¨r das vertikale Tangentialbu¨ndel F liefern: Ist
(U,ϕ) eine Bla¨tterungskarte, so gilt F|U = ker(T (prRq ◦ϕ)), und unter dem Vek-
torbu¨ndel-Isomorphismus T (ϕ)|U : T (M)|U - T (Rr × Rq) la¨ßt sich F|U mit
dem trivialen Bu¨ndel kerT (prRq) identifizieren.
Beispiele 2.1.3. (i) Jede glatte Mannigfaltigkeit besitzt eine (triviale) Bla¨tte-
rungsstruktur der Kodimension Null; die Bla¨tter sind dann gerade die Zu-
sammenhangskomponenten der Mannigfaltigkeit. Alle Aussagen u¨ber Bla¨tte-
rungen lassen sich somit auch auf gewo¨hnliche Mannigfaltigkeiten u¨bertra-
gen.
(ii) Eine glatte (surjektive) Submersion p :Mn - N q definiert eine Bla¨tterung
(M,F) mit F = ker (TM T (p)- TN).
Es ist leicht zu sehen, daß F integrierbar ist: Sind X,Y Vektorfelder mit
Werten in F , so sindX und Y per Definition p-adaptiert zum Nullvektorfeld,
d.h. es gilt T (p) ·X = 0 = T (p) · Y . Nach [Hel78, Chapter I, Prop. 3.3] gilt
dann jedoch
T (p) · [X,Y ] = [T (p) ·X,T (p) · Y ] = [0, 0] = 0,
also [X,Y ](x) ∈ kerT (p)x fu¨r alle x ∈M .
Fu¨r spa¨tere Anwendungen sei jedoch auch direkt eine Mo¨glichkeit angege-
ben, den Bla¨tterungsatlas in dieser Situation zu bestimmen:
Aufgrund der lokalen Form von Submersionen gibt es zu jedem Punkt x ∈M
mit y := p(x) ∈ N Karten (U,ϕ) um x in M und (V, ψ) um y in N , so daß
ϕ(U) = U1 × U2 ⊆ Rn−q × Rq und ψ(V ) = V2 ⊇ U2 gilt, und so daß die
Abbildung ψ ◦ p ◦ ϕ−1 : U1 × U2 - V2 mit der Projektion (x, y) 7→ y
u¨bereinstimmt.
Diese lokalen Karten (U,ϕ) fu¨r M bilden dann einen glatten Bla¨tterungs-
atlas. Sind na¨mlich mit (U,ϕ) und (U˜ , ϕ˜) wie oben Karten fu¨r M gegeben,
und sind zu m ∈ U ∩ U˜ die entsprechenden Karten (V, ψ) und (V˜ , ψ˜) um
p(m) ∈ N gewa¨hlt (wobei ggf. zu einer Verkleinerung von U bzw U˜ u¨berge-
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gangen werden muß), so gilt fu¨r (x, y) ∈ ϕ(U) mit (x˜, y˜) := (ϕ˜ ◦ ϕ−1)(x, y):
y˜ = (ψ˜ ◦ p ◦ ϕ˜−1)(x˜, y˜)
= (ψ˜ ◦ (ψ−1 ◦ ψ) ◦ p ◦ ϕ˜−1 ◦ (ϕ˜ ◦ ϕ−1))(x, y)
= ((ψ˜ ◦ ψ−1) ◦ (ψ ◦ p ◦ ϕ−1))(x, y)
= (ψ˜ ◦ ψ−1)(y).
Somit sieht man, daß der Kartenwechsel ϕ˜ ◦ ϕ−1 lokal von der Form (†) ist,
was zu zeigen war.
Im Fall einer surjektiven Submersion sind die Bla¨tter gerade die Zusammen-
hangskomponenten von Mc = p−1(c) fu¨r c ∈ N , und die durch den Bla¨tte-
rungsatlas definierte glatte Struktur auf jedem Blatt stimmt mit der glatten
Struktur als Untermannigfaltigkeit von M u¨berein. Die Einschra¨nkung des
Unterbu¨ndels F auf ein Blatt L la¨ßt sich mit dem Tangentialbu¨ndel von L
identifizieren.
Spezielle Beispiele fu¨r Bla¨tterungen, die durch eine Submersion gegeben sind,
werden der in spa¨teren Kapiteln konstruierte Deformationsgruppoid G, der
zugeho¨rige homogene Raum G/K sowie das Faserprodukt G ? G/K sein.
Definition 2.1.4. Ist die Bla¨tterung (M,F) durch eine surjektive Submersion
M - B (mit zusammenha¨ngenden Fasern) gegeben, so wird der glatte Grup-
poid
Hol(M,F) :=M ×B M
aus 1.1.3 (3) als Holonomie-Gruppoid von (M,F) bezeichnet.
Bemerkung 2.1.5. Die ad-hoc-Definition des Holonomie-Gruppoiden in der obi-
gen Situation ist alles, was im weiteren Verlauf der Arbeit verwendet wird. Es sei
angemerkt, daß zu jeder beliebigen Bla¨tterung (M,F) der Holonomie-Gruppoid
konstruiert werden kann. Ist die Bla¨tterung aber wie in obiger Situation durch ei-
ne surjektive Submersion (mit zusammenha¨ngenden Fasern) gegeben, so liefert die
allgemeine Konstruktion gerade den GruppoidenM×BM , da solche Bla¨tterungen
triviale Holonomie haben. Man vergleiche z.B. [MM03, 5.8 (1)].
Im allgemeinen ist der Holonomie-Gruppoid einer Bla¨tterung ein glatter Grup-
poid, dessen Totalraum nicht Hausdorffsch sein muß. Fu¨r eine surjektive Submer-
sion M - B ist das Faserprodukt M ×B M jedoch immer eine Hausdorff-
Mannigfaltigkeit.
Die universellen Konstruktionen der linearen Algebra lassen sich insbesondere auf
das vertikale Tangentialbu¨ndel F einer gebla¨tterten Mannigfaltigkeit (M,F) an-
wenden:
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Das duale Bu¨ndel F∗ zu F sei als vertikales Kotangentialbu¨ndel bezeichnet, das
durch das k-fache a¨ußere Produkt hieraus entstehende Bu¨ndel ΛkF∗ als Bu¨ndel
der alternierenden vertikalen k-Formen und Λ∗F∗ := ⊕rk=0 ΛkF∗ als vertikales
a¨ußeres Bu¨ndel (wobei r = rkF ist).
Eine (glatte) reellwertige vertikale Differentialform auf M ist ein glatter Schnitt
ω :M - Λ∗F∗.
Analog seien vertikale k-Formen auf M definiert; die Menge aller vertikalen Dif-
ferentialformen (bzw. k-Formen) sei mit Ω∗(M,F) (bzw. Ωk(M,F)) bezeichnet.
Unter punktweisem Dachprodukt ist Ω∗(M,F) eine Algebra.
Genauso lassen sich auch andere Konzepte der Geometrie auf gebla¨tterte Mannig-
faltigkeiten u¨bertragen:
Besitzt F eine Riemannsche Struktur, d.h. ist F ein euklidisches Vektorbu¨ndel, so
la¨ßt sich F kanonisch mit dem vertikalen Kotangentialbu¨ndel identifizieren, und
letzteres erha¨lt unter dieser Identifikation ebenfalls eine Riemannsche Struktur.
Eine Riemannsche Struktur ermo¨glicht ebenfalls eine Identifikation des Bu¨ndels
ΛkF∗ mit dem dualen Bu¨ndel (ΛkF∗)∗, und es la¨ßt sich eine Riemannsche Struktur
auf ΛkF∗ und somit auch auf Λ∗F∗ definieren. Ist e1, . . . , er eine Orthonormalbasis
von F∗x , so bilden die Elemente ei1 ∧ . . . ∧ eik fu¨r 1 ≤ i1 < . . . < ik ≤ r eine
Orthonormalbasis von ΛkF∗x , und Λ∗F∗x =
⊕r
k=0 Λ
kF∗x ist als orthogonale Summe
euklidischer Vektorra¨ume ebenfalls ein euklidischer Vektorraum.
Hierdurch wird ein inneres Produkt auf den vertikalen Differentialformen mit
Werten in den glatten Funktionen auf M definiert.
Die Riemannschen Strukturen definieren in kanonischer Weise auf den Komple-
xifizierungen der oben beschriebenen vertikalen Bu¨ndel die Struktur von glatten
hermiteschen Vektorbu¨ndeln.
Bezeichnet ξ 7→ ξ∗ die komplexe Konjugation auf F∗ ⊗ C, so definiert die hermi-
tesche Struktur eine quadratische Form auf F∗ ⊗ C durch
Q(ξ) := 〈ξ∗, ξ〉.
Zu dieser quadratischen Form kann das assoziierte Clifford-Bu¨ndel C`(F∗) gebildet
werden; faserweise ist C`(F∗)x die Clifford-Algebra zu F∗x ⊗ C.
Wie in Anhang B beschrieben, wird die Clifford-Algebra bezu¨glich der Relation
ξ · ξ = Q(ξ) · 1 gebildet; dies ist die Konvention, wie sie in den Arbeiten von Kas-
parov verwendet wird. (Es sei angemerkt, daß in der Literatur Clifford-Algebren
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zum Teil auch durch die Relation ξ · ξ = −Q(ξ) · 1 definiert werden. Im Fall eines
komplexen Vektorraums setzt sich die Abbildung v 7→ iv zu einem Isomorphismus
der unterschiedlich definierten Clifford-Algebren fort.)
Proposition 2.1.6. Das vertikale Clifford-Bu¨ndel C`(F∗) ist ein Bu¨ndel von C∗-
Algebren u¨ber M .
Beweis. Die Struktur als Bu¨ndel von C∗-Algebren ist durch eine Darstellung auf
dem (vertikalen) a¨ußeren Bu¨ndel Λ∗F∗ ⊗ C wie folgt definiert: Fu¨r ξ ∈ F∗x ⊗ C
bezeichne
λξ : Λ∗F∗x ⊗ C - Λ∗F∗x ⊗ C,
den durch λξ(ω) := ξ∧ω gegebenen Operator, und λ∗ξ sei der adjungierte Operator
zu λξ bezu¨glich des Skalarprodukts auf der a¨ußeren Algebra.
Sind w1, . . . , wk ∈ F∗x ⊗ C, so gilt
λ∗ξ(w1 ∧ . . . ∧ wk) =
k∑
i=1
(−1)i−1〈ξ, wi〉 · w1 ∧ . . . wˆi . . . ∧ wk;
inbesondere ist die Zuordnung ξ 7→ λ∗ξ antilinear. Es gilt λ2ξ = 0 = (λ∗ξ)2 und
(λξ + λ∗ξ∗)
2 = Q(ξ) · id .
Letzteres sieht man wie folgt: Ist e1, . . . , er eine Orthonormalbasis von F∗x⊗C mit
e∗i = ei, so gilt fu¨r ξ =
∑r
j=1 aj ·ej und ξ∗ =
∑r
j=1 a¯j ·ej zuna¨chst λ∗ξ∗ =
∑r
j=1 ajλ
∗
ej
aufgrund der Antilinearita¨t von λ∗, und es folgt
(λξ + λ∗ξ∗)
2 = λξλ∗ξ∗ + λ
∗
ξ∗λξ =
r∑
j,k=1
ajak · (λejλ∗ek + λ∗ekλej ).
Durch Nachrechnen auf der Orthonormalbasis ei1 ∧ . . . ∧ eip fu¨r i1 < . . . < ip und
0 ≤ p ≤ r von Λ∗F∗x ⊗ C erkennt man, daß
λejλ
∗
ek
+ λ∗ekλej = 0 fu¨r j 6= k und λejλ∗ej + λ∗ejλej = id
gilt. Somit ergibt sich
(λξ + λ∗ξ∗)
2 = (
r∑
j=1
a2j ) · id = Q(ξ) · id .
Aufgrund der universellen Eigenschaft von Clifford-Algebren setzt sich die Abbil-
dung
F∗x ⊗ C - L(Λ∗F∗x ⊗ C), ξ 7→ λξ + λ∗ξ∗
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zu einem Algebrenhomomorphismus
C`(F∗x) - L(Λ∗F∗x ⊗ C)
fort. Mit der durch diese Darstellung gegebenen Norm und Involution ist C`(F∗x)
eine C∗-Algebra, und C`(F∗) wird zu einem Bu¨ndel von C∗-Algebren u¨berM .
Bemerkung 2.1.7. Genau wie oben kann man auch berechnen, daß die Identita¨t
(λa − λ∗a∗)2 = −Q(ξ) · id fu¨r alle a ∈ F∗x ⊗ C
gilt. Desweiteren kann man zeigen, daß fu¨r alle ξ ∈ F∗x und a ∈ F∗ ⊗ C die
Operatoren λiξ − λ∗(iξ)∗ und λa + λ∗a∗ antikommutieren:
Dazu sei wieder e1, . . . , er eine Orthonormalbasis von F∗x ⊗ C mit e∗i = ei
gewa¨hlt; da (iξ)∗ = −iξ gilt, kann ohne Einschra¨nkung angenommen werden, daß
iξ = c · e1 fu¨r c = i‖ξ‖ ∈ C gilt. Ist a =
∑r
j=1 aj · ej und somit a∗ =
∑r
j=1 a¯j · ej ,
so folgt
λa + λ∗a∗ =
r∑
j=1
aj · (λej + λ∗ej ) und λiξ − λ∗(iξ)∗ = c · (λe1 − λ∗e1)
aus der Tatsache, daß die Zuordnung a 7→ λa linear und a 7→ λ∗a antilinear ist. Es
genu¨gt daher zu zeigen, daß die Operatoren (λej + λ
∗
ej ) und (λe1 − λ∗e1) fu¨r alle
j = 1, . . . , r antikommutieren.
Fu¨r j = 1 folgt dies durch direktes Nachrechnen unter Ausnutzung von λ2e1 =
0 = (λ∗e1)
2. Ist j 6= 1, so sieht man durch Anwenden der Operatoren auf die
Orthonormalbasis ei1 ∧ . . . ∧ eip fu¨r i1 < . . . < ip und 0 ≤ p ≤ r, daß sowohl
λe1λej = −λejλe1 als auch λe1λ∗ej = −λ∗ejλe1 gilt. Fu¨r die adjungierten Operatoren
gilt dann ebenfalls λ∗ejλ
∗
e1 = −λ∗e1λ∗ej und λejλ∗e1 = −λ∗e1λej , und es folgt wie
behauptet
(λiξ − λ∗(iξ)∗)(λa + λ∗a∗) = −(λa + λ∗a∗)(λiξ − λ∗(iξ)∗).
Diese Identita¨ten werden spa¨ter zur Berechnung der Symbole gewisser Pseudodif-
ferentialoperatoren genutzt.
Allgemein gilt fu¨r ein hermitesches Vektorbu¨ndel u¨ber (M,F):
Satz 2.1.8. Es sei p : M - B eine glatte surjektive Submersion (mit zusam-
menha¨ngenden Fasern) und (µt)t∈B eine glatte Familie von Maßen auf M . Ist
E - M ein glattes hermitesches Vektorbu¨ndel, so besitzt der Raum Γc(M,E)
der glatten Schnitte mit kompaktem Tra¨ger die Struktur eines Pra¨-Hilbert-C∞c (B)-
Moduls. Dieser la¨ßt sich zu einem Hilbert-C0(B)-Modul L2(M,E) vervollsta¨ndi-
gen.
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Beweis. Fu¨r ϕ ∈ C∞c (B) definiert ϕ ◦ p eine glatte beschra¨nkte Funktion auf M ,
und durch punktweise Multiplikation
Γc(M,E)× C∞c (B) - Γc(M,E), (ξ, ϕ) 7→ ξ · (ϕ ◦ p)
wird Γc(M,E) zu einem rechten C∞c (B)-Modul.
Es bezeichne 〈·, ·〉Ex das hermitesche Produkt auf Ex fu¨r x ∈ M . Fu¨r zwei
glatte Schnitte mit kompaktem Tra¨ger ξ, η ∈ Γc(M,E) definiert die Zuordnung
x 7→ 〈ξ(x), η(x)〉Ex
eine glatte Funktion auf M mit kompaktem Tra¨ger. Integration nach der glatten
Familie von Maßen (µt)t∈B liefert eine glatte Funktion mit kompaktem Tra¨ger
〈ξ, η〉 ∈ C∞c (B), wobei
〈ξ, η〉(t) =
∫
x∈Mt
〈ξ(x), η(x)〉Ex dµt(x)
gilt. Hierdurch wird ein inneres Produkt auf Γc(M,E) definiert, welches linear in
der zweiten Komponente ist und die Bedingungen
〈ξ, η · φ〉 = 〈ξ, η〉 · φ, 〈ξ, η〉∗ = 〈η, ξ〉 sowie 〈ξ, ξ〉 ≥ 0 in C0(B)
erfu¨llt. Da C∞c (B) ⊆ C0(B) eine dichte ∗-Unteralgebra ist, zeigen Standard-
Argumente (man vgl. etwa [RW98, Lemma 2.16]), daß sich Γc(M,E) zu einem
Hilbert-C0(B)-Modul L2(M,E) komplettieren la¨ßt.
Bemerkung 2.1.9. Der Hilbert-C0(B)-Modul L2(M,E) la¨ßt sich auch als (ober-
halb) stetiges Feld von Hilbertra¨umen u¨ber B auffassen. Bezeichnet Mt das durch
p−1(t) definierte Blatt von (M,F), so la¨ßt sich die Faser dieses Feldes in t ∈ B
mit L2(Mt, E|Mt , µt) identifizieren.
Es sei fu¨r den Moment angenommen, daß es zu der surjektiven Submersion mit
zusammenha¨ngenden Fasern p :M - B einen Spalt (d.h. eine glatte Abbildung
u : B - M mit p ◦ u = id) gibt, so daß sich B mit einer abgeschlossenen
Untermannigfaltigkeit von M identifizieren la¨ßt.
Nach 1.3.16 ist X := M =˜ M ×B B eine A¨quivalenz der glatten Gruppoide
M ×B M und B =˜B ×B B. Bezeichnet (µt)t∈B wieder eine glatte Familie von
Maßen fu¨r die Submersion M
p- B, so definiert λ = (µp(y))y∈M ein glattes
linkes Haarsystem auf M ×B M . Die Familie von Punktmaßen auf B =˜B ×B B
ist ein glattes linkes Haarsystem des Gruppoiden B.
Setzt man A := End(E), B := End(E)|B×BB und E := End(E)|X , so sind A
undB Fell-Bu¨ndel u¨ber den GruppoidenM×BM bzw. B, und das Paar (X,E) ist
2.1. GEBLA¨TTERTE MANNIGFALTIGKEITEN 51
eine (M ×B M,A)-(B,B)-A¨quivalenz im Sinne von 1.3.15. Die Operationen auf
dem Pra¨-Imprimitivita¨tsbimodul X0 := Γc(X,E) aus 1.3.17 sind dann gegeben
durch
(f · ξ)(x, t) =
∫
y∈Mt
f(x, y) ◦ ξ((y, x) · (x, t)) dµt(y)
(ξ · g)(x, t) = ξ(x, t) ◦ g(t)
A0〈ξ, η〉(x, y) = ξ
(
(x, y) · (y, p(y))) ◦ η(y, p(y))∗ = ξ(x, p(y)) ◦ η(y, p(y))∗
〈ξ, η〉B0(t) =
∫
x∈Mt
ξ(x, t)∗ ◦ η(x, t) dµt(x)
fu¨r f ∈ Γc(M ×B M,A) =: A0, g ∈ Γc(B,B) =: B0 und ξ, η ∈ Γc(X,E).
Unter Ausnutzung der Morita-A¨quivalenz aus 1.3.17 kann man in dieser Situation
zeigen:
Satz 2.1.10. Die Gruppoid-C∗-Algebra C∗(M ×B M,End(E)) ist isomorph zur
Algebra der kompakten Operatoren auf L2(M,E).
Beweis. Fu¨r f ∈ Γc(M ×B M,End(E)) und g ∈ Γc(M,E) setze man
(ϕ(f)(g))(x) := (f ? g)(x) :=
∫
γ∈(M×BM)x
f(γ−1)
(
g(r(γ))
)
dλx(γ)
=
∫
y∈Mp(x)
f(x, y)(g(y)) dµp(x)(y) ∈ Ex.
Dann ist pi(f)(g) ein Element von Γc(M,E), denn die Abbildung
M ×B M - s∗E ⊗ r∗E∗ ⊗ r∗E - s∗E,
(y, x) 7→ f(x, y)⊗ g(y) 7→ f(x, y)(g(y))
ist ein glatter Schnitt. Durch Integration nach dem (rechten) Haarsystems erha¨lt
man somit einen glatten Schnitt von M mit Werten in E, dessen Tra¨ger kompakt
in M ist. Man rechnet direkt nach, daß durch
ϕ : Γc(M ×B M,End(E)) - L(L2(M,E)), f 7→ ϕ(f)
eine stetige ∗-Darstellung definiert wird.
Fu¨r f1, f2 ∈ Γc(M,E) ist f2  f ′1, definiert durch
(f2  f ′1)(x, y) := f2(x) · 〈f1(y), · 〉Ey ,
ein Element von Γc(M ×B M,End(E)), und die Elemente dieser Form erzeugen
einen dichten Unterraum bezu¨glich der induktiven Limes-Topologie.
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Ist g ∈ L2(M,E), so folgt aus der Definition von ϕ und der Beschreibung des
Skalarprodukts auf L2(M,E)
ϕ(f2  f ′1)(g)(x) = f2(x) · 〈f1, g〉(pr(x))
= (f2 · 〈f1, g〉)(x)
= ϑf2,f1(g)(x).
Das Bild von ϕ liegt daher (dicht) in den kompakten Operatoren auf L2(M,E).
Wa¨hlt man eine treue Darstellung K(L2(M,E)) ⊂ - L(H) auf einem (separablen)
Hilbertraum, so folgt aus dem Desintegrationssatz 1.3.13, daß die Operatornorm
‖ϕ(·)‖ durch die C∗-Norm auf C∗(M ×B M,End(E)) majorisiert wird. Die Dar-
stellung ϕ la¨ßt sich daher zu einer ∗-Darstellung
ϕ : C∗(M ×B M,End(E)) - L(L2(M,E))
fortsetzen, deren Bild gerade die kompakten Operatoren K(L2(M,E)) sind.
Es bleibt die Injektivita¨t dieser Fortsetzung zu zeigen. Hierzu nutzt man die
Tatsache, daß C∗(M ×BM,End(E)) = C∗(M ×BM,A) nach 1.3.17 Morita-a¨qui-
valent zu C∗(B,End(E)|B) = C∗(B,B) ist.
Da der Gruppoid B trivial und die Einschra¨nkung End(E) ein Bu¨ndel von C∗-
Algebren u¨ber B ist, gilt C∗(B,End(E)|B) =˜C0(B,End(E)|B). Die Abbildung
% : C0(B,End(E)|B) - L(L2(B,E|B)), %(h)(g)(t) := h(t)(g(t))
ist eine treue ∗-Darstellung. Bezeichnet X die Morita-A¨quivalenz aus 1.3.17, so
genu¨gt es zu zeigen, daß die Darstellung ϕ unita¨r a¨quivalent zur induzierten Dar-
stellung X− Ind % ist, denn mit % ist dann auch ϕ injektiv.
Die Abbildung
Φ : Γc(X,E)⊗Γc(B,B) Γc(B,E|B) - Γc(M,E), Φ(ξ ⊗ h)(x) := ξ(x, t)(h(t))
erha¨lt die inneren Produkte, denn fu¨r ξ1, ξ2 ∈ Γc(X,E), h1, h2 ∈ Γc(B,E|B) und
t ∈ B gilt
〈ξ1 ⊗ h1, ξ2 ⊗ h2〉(t) = 〈Φ(ξ1 ⊗ h1),Φ(ξ2 ⊗ h2) 〉(t),
wie man mithilfe der Formeln fu¨r die Operationen auf X0 = Γc(X,E) nachrechnet.
Außerdem ist das Bild von Φ faserweise dicht und invariant unter Multiplikation
mit Funktionen aus C0(B); nach Fells Kriterium 1.2.6 liegt das Bild von Φ al-
so dicht in L2(M,E). Die Abbildung Φ la¨ßt sich daher zu einem isometrischen
Isomorphismus
Φ : X⊗C∗(B,B) L2(B,E|B) - L2(M,E)
von Hilbert-C0(B)-Moduln auf die Vervollsta¨ndigungen fortsetzen.
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Nach Definition der induzierten Darstellung gilt dann fu¨r f ∈ Γc(M ×BM,A),
ξ ∈ Γc(X,E) und h ∈ Γc(B,E|B)
Φ((X− Ind %) (f)(ξ ⊗ h))(x) = Φ((f · ξ)⊗ h)(x)
= (f · ξ)(x, t)(h(t))
=
∫
y∈Mt
[f(x, y) ◦ ξ((y, t))](h(t)) dµt(y)
=
∫
y∈Mt
f(x, y)[Φ(ξ ⊗ h)(y)] dµt(y)
= (ϕ(f))(Φ(ξ ⊗ h))(x).
Unter dem Isomorphimus Φ ist daher X− Ind % unita¨r a¨quivalent zu ϕ, was noch
zu zeigen war.
Fu¨r die Konstruktion des Dirac-Elements ist insbesondere der Hilbertmodul der
quadrat-integrierbaren Differentialformen einer gebla¨tterten Mannigfaltigkeit von
Interesse. In der Situation von 2.1.8 gilt:
Satz 2.1.11. Besitzt das durch die Submersion definierte Unterbu¨ndel F eine
Riemannsche Struktur, so wirkt die Algebra der im Unendlichen verschwindenden
stetigen Schnitte Γ0(M,C`(F∗)) durch adjungierbare Operatoren auf dem Hilbert-
modul L2(M,Λ∗F∗ ⊗C) der quadrat-integrierbaren vertikalen Differentialformen.
Beweis. Ist ξ : M - T ∗F∗ ⊗ C ein glattes komplexwertiges Kovektorfeld, so
wirkt ξ punktweise durch λξ+λ∗ξ∗ auf Γc(M,Λ
∗F∗⊗C). Die Zuordnung ist C∞0 (M)-
linear, und aufgrund der universellen Clifford-Eigenschaft la¨ßt sie sich auf die
Algebra der glatten Schnitte von C`(F∗) fortsetzen.
Ist χ ein solcher Schnitt und sind ω, η glatte vertikale Differentialformen mit
kompaktem Tra¨ger, so gilt
‖χ(ω)‖2 = sup
t∈B
∫
x∈Mt
〈χx(ω(x)), χx(ω(x))〉dµt(x)
≤ sup
t∈B
∫
x∈Mt
‖χx‖2〈ω(x), ω(x)〉dµt(x)
≤ ‖χ‖2∞ · ‖ω‖2
sowie 〈χ(ω), η〉 = 〈ω, χ∗(η)〉, da C`(F∗) faserweise auf Λ∗F∗⊗C durch adjungier-
bare Operatoren wirkt. Die glatten Schnitte mit kompaktem Tra¨ger ins vertikale
Clifford-Bu¨ndel wirken also durch adjungierbare Operatoren auf L2(M,Λ∗F∗⊗C).
Da Γ∞c (M,C`(F∗)) bezu¨glich der Supremumsnorm dicht in Γ0(M,C`(F∗))
liegt, la¨ßt sich sich diese Darstellung auf Γ0(M,C`(F∗)) fortsetzen.
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Es stellt sich natu¨rlich die Frage, unter welchen Voraussetzungen eine glatte Fa-
milie von Maßen auf M existiert. In der klassischen Situation einer glatten Man-
nigfaltigkeit kann das Integral glatter Funktionen (mit kompaktem Tra¨ger) u¨ber
eine Volumenform bzw. mithilfe einer Riemannschen Struktur definiert werden.
Ist die Mannigfaltigkeit orientierbar und Riemannsch, so liefern beide Definitio-
nen dasselbe Integral; vgl. [War83, 4.10].
Definition 2.1.12. Es sei (M,F) eine gebla¨tterte Mannigfaltigkeit mit rkF = r.
Ein nirgends-verschwindender glatter Schnitt
ω :M - ΛrF∗
heißt eine vertikale Volumenform auf (M,F). Die Bla¨tterung (M,F) heißt (verti-
kal) orientierbar, falls eine vertikale Volumenform existiert.
Ist (U, φ) eine Bla¨tterungskarte der vertikal orientierten gebla¨tterten Mannigfal-
tigkeit (M,F) mit Koordinatenfunktionen (x1, . . . , xr, y1, . . . , yq), so bilden die
(vertikalen) Vektorfelder ∂
∂x1
, . . . , ∂∂xr einen lokalen Rahmen fu¨r F|U . Die Karte
heißt positiv (orientiert), falls in jedem Punkt p ∈ U die durch diesen Rahmen
gegebene Basis von Fp positiv orientiert ist.
Ist eine weitere Bla¨tterungskarte (U˜ , φ˜) gegeben, deren Koordinatenfunktionen
mit (x˜1, . . . , x˜r, y˜
1, . . . , y˜q) bezeichnet seien, so folgt aus der speziellen Gestalt der
Bla¨tterungskarten, daß ∂y
j
∂x˜i
= 0 und somit
∂
∂x˜i
|p =
r∑
j=1
∂xj
∂x˜i
|p · ∂
∂xj
|p
fu¨r alle p ∈ U ∩ U˜ gilt. Ist (U˜ , φ˜) ebenfalls positiv, so gilt det( ∂xi
∂x˜j
) > 0 auf U ∩ U˜ .
Bezu¨glich der positiven Karte (U, φ) la¨ßt sich die vertikale Volumenform ω
lokal in der Form
ωU = hU · dx1 ∧ . . . ∧ dxr
mit einer strikt positiven, glatten Funktion hU auf U schreiben.
Besitzt das vertikale Tangentialbu¨ndel F eine Riemannsche Metrik, so sind fu¨r eine
Bla¨tterungskarte (U, φ) mit Koordinatenfunktionen wie oben die Komponenten
der Riemannschen Metrik definiert durch
gij |p := 〈 ∂
∂xi
|p, ∂
∂xj
|p〉p;
diese sind glatte Funktionen auf U mit gij > 0. Setzt man G := det(gij), so ist
dies ebenfalls eine glatte Funktion auf U , und es gilt G > 0, da die Matrix (gij)
positiv und symmetrisch ist.
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Satz 2.1.13. Ist (M,F) vertikal orientiert und besitzt F eine Riemannsche Struk-
tur, so kann eine vertikale Volumenform ω auf M dadurch definiert werden, daß
fu¨r jede positive Bla¨tterungskarte (U, φ)
ωU = G1/2 dx1 ∧ . . . ∧ dxr
gilt, wobei (x1, . . . , xr, y1, . . . , yq) die Koordinatenfunktionen von (U, φ) sind. Die
durch ω definierte Orientierung von (M,F) stimmt mit der urspru¨nglich gegebenen
u¨berein.
Beweis. Nach den oben angestellten U¨berlegungen ist nur noch zu zeigen, daß die
lokale Definition von ω vertra¨glich mit Kartenwechseln ist.
Sind (U, φ) und (U˜ , φ˜) zwei positive Bla¨tterungskarten mit Koordinatenfunk-
tionen (x1, . . . , xr, y1, . . . , yq) bzw. (x˜1, . . . , x˜r, y˜1, . . . , y˜q), so gilt auf U ∩ U˜
∂
∂x˜i
|p =
r∑
j=1
∂xj
∂x˜i
|p · ∂
∂xj
|p
und somit
g˜ij = 〈 ∂
∂x˜i
,
∂
∂x˜j
〉 =
r∑
k,l=1
∂xk
∂x˜i
· ∂x
l
∂x˜j
· 〈 ∂
∂xk
,
∂
∂xl
〉 =
r∑
k,l=1
∂xk
∂x˜i
· ∂x
l
∂x˜j
· gkl.
Hieraus folgt
G˜ = det(g˜ij) = [det(
∂xi
∂x˜j
)]2 · det(gkl) = [det(∂x
i
∂x˜j
)]2 ·G.
Da beide Bla¨tterungskarten positiv orientiert sind, ist det( ∂x
i
∂x˜j
) > 0. Somit ergibt
sich (G˜)1/2 = det( ∂x
i
∂x˜j
) ·G1/2, und es folgt
ω|U∩U˜ = (G˜)1/2 d x˜1 ∧ . . . ∧ d x˜r
= G1/2 · det(∂x
i
∂x˜j
) · d x˜1 ∧ . . . ∧ d x˜r
= G1/2 dx1 ∧ . . . ∧ dxr,
wobei die letzte Identita¨t sich aus dem Transformationsverhalten von Differenti-
alformen unter Kartenwechsel ergibt.
Im folgenden sei die Bla¨tterung (M,F) wieder durch eine surjektive Submersion
p : M - B mit zusammenha¨ngenden Fasern gegeben. Die Einschra¨nkung von
F auf die Faser Mt = p−1(t) la¨ßt sich mit dem Tangentialbu¨ndel der Faser iden-
tifizieren.
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Ist ω eine vertikale Volumenform auf (M,F), so definiert sie eine Orientierung
auf dem Bu¨ndel F , und die Einschra¨nkung ωt = ω|Mt ist eine Volumenform auf
der r-dimensionalen Mannigfaltigkeit Mt (wobei wieder r = rkF sei).
Fu¨r eine glatte Funktion mit kompaktem Tra¨ger f ∈ C∞c (M) ist f · ωt eine
glatte r-Form mit kompaktem Tra¨ger auf Mt, und die Zuordnung
t 7→ (
∫
M
f · ω)(t) :=
∫
Mt
f · ωt
ist eine wohldefinierte Abbildung auf B. Insbesondere ist f 7→ ∫Mt f ·ωt eine nicht-
triviale positive Linearform. Somit definiert eine vertikale Volumenform eine treue
Familie von Maßen (µt)t∈B auf M mit suppµt =Mt. Es gilt:
Satz 2.1.14. Die durch eine vertikale Volumenform ω :M - ΛkF∗ definierte
Familie von Maßen fu¨r M
p- B ist glatt. Lokal sind die Maße a¨quivalent zum
Lebesgue-Maß auf Rr.
Beweis. Es sei (U, φ) eine (positiv orientierte) Bla¨tterungskarte vom Typ (‡) mit
φ(U) = U1 × U2 ⊆ Rr × Rq und Koordinatenfunktionen x1, . . . , xr, y1, . . . , yq.
Desweiteren sei (V, ψ) eine Karte fu¨r B mit V ⊇ p(U), so daß das Diagramm
U
φ- U1 × U2
V
p
? ψ- ψ(V )
pr2
?
kommutiert. Es existiert eine glatte Funktion h > 0 auf U , so daß fu¨r die Ein-
schra¨nkung der vertikalen Volumenform
ω|U = h · dx1 ∧ . . . ∧ dxr
gilt. Ist f ∈ C∞c (M) mit supp(f) ⊆ U , so gilt fu¨r alle t ∈ p(U)∫
Mt
f · ωt =
∫
U1
(f ◦ φ−1) · (h ◦ φ−1) dx1 ∧ . . . ∧ dxr.
Die Funktion
U1 × p(U) - C,
(x1, . . . , xr, t) 7→ (f ◦ φ−1) · (h ◦ φ−1)(x1, . . . , xr, ψ(t))
ist glatt, und als ein von einem Parameter abha¨ngiges Integral ist dann auch die
Abbildung t 7→ ∫Mt f · ωt glatt fu¨r alle t ∈ p(U). Durch Wahl einer geeigneten
offenen U¨berdeckung von M durch Bla¨tterungskarten mit einer untergeordneten
Partition der Eins folgt dann die Aussage des Satzes.
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Ist (M,F) eine vertikal orientierte gebla¨tterte Mannigfaltigkeit und (e1, . . . er)
eine orientierte Orthonormalbasis von F∗x im Punkte x ∈ M bezu¨glich einer Rie-
mannschen Struktur auf F , so bildet die Familie der Dachprodukte ei1 ∧ . . . ∧ eip
fu¨r 1 ≤ i1 < . . . < ip ≤ r eine Orthonormalbasis von ΛpF∗x . Durch
?(ei1 ∧ . . . ∧ eip) = ej1 ∧ . . . ∧ ejr−p ,
wobei {i1, . . . , ip, j1, . . . , jr−p} = {1, . . . , r} gilt und ei1 ∧ . . .∧ eip ∧ ej1 ∧ . . .∧ ejr−p
positiv orientiert ist, wird eine lineare Abbildung
? : ΛpF∗x - Λr−pF∗x
definiert. Die faserweise definierten Homomorphismen sind unabha¨ngig von der
Wahl der orientierten Orthonormalbasis. Die lokal bezu¨glich eines (positiv ori-
entierten) orthonormalen Rahmens gegebenen Abbildungen verkleben daher zu
einem Vektorbu¨ndelhomomorphismus ? : ΛpF∗ - Λr−pF∗.
Definition 2.1.15. Der Vektorbu¨ndelhomomorphismus ? definiert fu¨r alle 0 ≤
p ≤ r einen C∞(M)-linearen glatten Homomorphismus
?p : Ωp(M,F) - Ωr−p(M,F), (?pω)(x) := ?(ω(x)).
Der Operator
? :=
r⊕
p=0
?p : Ω∗(M,F) - Ω∗(M,F)
auf den glatten vertikalen Differentialformen von (M,F) heißt der (vertikale)
Hodge-?-Operator auf (M,F).
Der vertikale Hodge-?-Operator hat die gewohnten Eigenschaften; so gilt z.B.
?r−p ◦ ?p = (−1)p(r−p) · id .
Na¨chstes Ziel ist es, die deRham-Ableitung vertikaler Differentialformen auf einer
gebla¨tterten Mannigfaltigkeit zu definieren. Dazu sei zuna¨chst die lokale Situation
betrachtet:
Auf einer offenen Teilmenge U = U1×U2 von Rr×Rq sei eine Bla¨tterung durch
die Projektion pr2 : Rr × Rq - Rq auf die zweite Komponente definiert. Das
vertikale Tangentialbu¨ndel F von U la¨ßt sich mit dem trivialen Bu¨ndel U × Rr
identifizieren. Jede glatte vertikale Differentialform auf U ist von der Form
ω =
∑
J⊆{1,...,r}
fJ dxJ ,
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wobei fJ eine glatte Funktion auf U und dxJ = dxj1 ∧ . . .∧dxjk fu¨r die Teilmen-
ge J = {j1 < . . . < jk} ⊆ {1, . . . , r} ist. In diesem einfachen Fall la¨ßt sich jede
vertikale Differentialform insbesondere auch als gewo¨hnliche Differentialform auf
U auffassen. Jede glatte vertikale p-Form ist eindeutig bestimmt durch ihre Werte
auf glatten vertikalen Vektorfeldern.
Durch
dV ω =
∑
J⊆{1,...,r}
r∑
j=1
∂fJ
∂xj
dxj ∧ dxJ
wird ein linearer Operator
dV : Ω∗(U,F) - Ω∗(U,F)
definiert; dieser wird als vertikale deRham-Ableitung bezeichnet.
Die vertikale deRham-Ableitung erfu¨llt wie das gewo¨hnliche deRham-Differential
die folgenden Eigenschaften, wodurch der Operator dV eindeutig charakterisiert
wird:
(i) dV Ωp(U,F) ⊆ Ωp+1(U,F) fu¨r p ≥ 0.
(ii) Ist f ∈ Ω0(U,F) = C∞(U), so ist dV f die vertikale 1-Form, welche durch
dV f(X) = Xf fu¨r jedes vertikale Vektorfeld X auf U gegeben ist.
(iii) dV ◦dV = 0.
(iv) dV(ω1 ∧ ω2) = (dV ω1) ∧ ω2 + (−1)p · ω1 ∧ (dV ω2) fu¨r ω1 ∈ Ωp(U,F) und
ω2 ∈ Ω∗(U,F).
Es ist klar, daß der Operator dV vertikale Differentialformen mit kompaktem
Tra¨ger in ebensolche u¨berfu¨hrt.
Wie bereits oben erwa¨hnt, ist jede vertikale p-Form eindeutig durch die Werte
auf vertikalen Vektorfeldern bestimmt. Ist ω eine vertikale p-Form auf U und sind
X1, . . . Xp+1 vertikale Vektorfelder, so gilt
(p+ 1) · dVω(X1, . . . Xp+1) =
p+1∑
i=1
(−1)i+1Xi · ω(X1, . . . , Xˆi, . . . , Xp+1)
+
∑
i<j
(−1)i+jω([Xi, Xj ], X1, . . . , Xˆi, . . . , Xˆj , . . . , Xp+1).
Dabei ist Xi · ω(X1, . . . , Xˆi, . . . , Xp+1) die glatte Funktion auf U , welche durch
Richtungsableitung der Funktion ω(X1, . . . , Xˆi, . . . , Xp+1) nach dem vertikalen
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Vektorfeld Xi gegeben ist, und im zweiten Summanden wird ausgenutzt, daß die
Lie-Klammer zweier vertikaler Vektorfelder ebenfalls ein vertikales Vektorfeld ist.
Die Aussagen sind bekannt aus der Theorie glatter Mannigfaltigkeiten.
Um zu zeigen, daß die lokale Beschreibung von dV einen wohldefinierten Operator
auf einer gebla¨tterten Mannigfaltigkeit (M,F) definiert, ist das Verhalten unter
dem Kartenwechsel bezu¨glich Bla¨tterungskarten zu untersuchen:
Lemma 2.1.16. Sind U = U1 × U2 sowie V = V1 × V2 offene Teilmengen von
Rr × Rq und ist µ : U - V ein Diffeomorphismus, welcher von der Form
µ(x, y) = (g(x, y), h(y)) ist, so ist das vertikale deRham-Differential vertra¨glich
mit der Abbildung µ, d.h. es gilt µ∗(dV ω) = dV(µ∗ω) fu¨r jede vertikale Differenti-
alform ω auf V.
Beweis. Unter der Identifikation T (U) = T (U1)⊕ T (U2) gilt
FU = {(X, 0) ∈ T (U) | X ∈ T (U1)}.
Die Ableitung von µ in einem Punkt (x, y) ∈ U ist dann von der Form
dµ(x,y) =
(
∂g
∂x |(x,y) ∂g∂y |(x,y)
0 ∂h∂y |(x,y)
)
.
Es folgt, daß die Einschra¨nkung von dµ auf die vertikalen Tangentialbu¨ndel einen
Vektorbu¨ndelmorphismus dµ : FU - FV und das Zuru¨ckziehen einer vertikalen
Differentialform auf V mit µ eine vertikale Differentialform auf U definiert.
Da µ ein Diffeomorphismus ist, ist fu¨r ein vertikales Vektorfeld X auf U auch
Y = dµ ·X, definiert durch
Yµ(x,y) := dµ(x,y)(X(x,y)),
ein vertikales Vektorfeld auf V . Zwei Vektorfelder X und Y , welche diese Bedin-
gung erfu¨llen, heißen µ-adaptiert. A¨quivalent zu obiger Bedingung ist, daß die
Identita¨t
(Y f) ◦ µ = X(f ◦ µ) fu¨r alle f ∈ C∞(V )
gilt. Sind X1, X2 vertikale Vektorfelder auf U und ist Yi = dµ · Xi das zu Xi
µ-adaptierte Vektorfeld, so sind auch [X1, X2] und [Y1, Y2] µ-adaptiert, d.h. es
gilt [Y1, Y2] = dµ · [X1, X2]. Da die vertikalen Tangentialbu¨ndel integrierbar sind,
sind die Lie-Klammern definitionsgema¨ß vertikale Vektorfelder auf U bzw. V . Fu¨r
Details u¨ber adaptierte Vektorfelder vergleiche man z.B. [Hel78, Chapter I, Prop.
3.3]. Da µ ein Diffeomorphismus ist, ist jedes vertikale Vektorfeld auf V µ-adaptiert
zu einem vertikalen Vektorfeld auf U .
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Ist ω eine vertikale p-Form auf V , so ist ihr Pullback als vertikale p-Form fest-
gelegt durch die Werte auf vertikalen Vektorfeldern. Sind Xi und Yi µ-adaptierte
(vertikale) Vektorfelder auf U bzw. V , so gilt
µ∗ω(X1, . . . , Xp) = ω(Y1, . . . , Yp) ◦ µ.
Andererseits ist das deRham-Differential gegeben durch
(p+ 1) · dVω(Y1, . . . , Yp+1) =
p+1∑
i=1
(−1)i+1Yi · ω(Y1, . . . , Yˆi, . . . , Yp+1)
+
∑
i<j
(−1)i+jω([Yi, Yj ], Y1, . . . , Yˆi, . . . , Yˆj , . . . , Yp+1).
Somit gilt fu¨r das Pullback
µ∗(dV ω)(X1, . . . , Xp+1) = dV ω(Y1, . . . , Yp+1) ◦ µ
=
1
p+ 1
·
( p+1∑
i=1
(−1)i+1(Yi · ω(Y1, . . . , Yˆi, . . . , Yp+1) ) ◦ µ
+
∑
i<j
(−1)i+jω([Yi, Yj ], Y1, . . . , Yˆi, . . . , Yˆj , . . . , Yp+1) ◦ µ
)
.
Berechnet man nun das deRham-Differential von µ∗ω, so erha¨lt man
dV(µ∗ω)(X1, . . . , Xp+1) =
1
p+ 1
·
( p+1∑
i=1
(−1)i+1Xi · (µ∗ω)(X1, . . . , Xˆi, . . . , Xp+1)
+
∑
i<j
(−1)i+j(µ∗ω)([Xi, Xj ], X1, . . . , Xˆi, . . . , Xˆj , . . . , Xp+1)
)
=
1
p+ 1
·
( p+1∑
i=1
(−1)i+1Xi · (ω(Y1, . . . , Yˆi, . . . , Yp+1) ◦ µ)
+
∑
i<j
(−1)i+jω([Yi, Yj ], Y1, . . . , Yˆi, . . . , Yˆj , . . . , Yp+1) ◦ µ
)
.
Dabei wird im letzten Schritt ausgenutzt, daß auch die durch die Lie-Klammern
[Xi, Xj ] und [Yi, Yj ] definierten vertikalen Vektorfelder µ-adaptiert sind. Fu¨r alle
i = 1, . . . , p+ 1 gilt
fi := ω(Y1, . . . , Yˆi, . . . , Yp+1) ∈ C∞(V ).
Da Xi und Yi µ-adaptiert sind, folgt Xi · (fi ◦ µ) = (Yi · fi) ◦ µ. Dies zeigt die
Identita¨t µ∗(dV ω) = dV(µ∗ω) und somit die Aussage des Lemmas.
Mit diesen Vorbereitungen erha¨lt man sofort:
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Satz 2.1.17. Ist (M,F) eine glatte gebla¨tterte Mannigfaltigkeit, so liefert das
lokal in Bla¨tterungskarten der Form (‡) definierte deRham-Differential eine wohl-
definierte Abbildung
dV : Ω∗,V(M) - Ω∗,V(M).
Die Einschra¨nkung von dV auf ein Blatt L entspricht dem gewo¨hnlichen deRham-
Differential dL auf L, d.h. fu¨r eine vertikale Differentialform ω ∈ Ω∗(M,F) gilt
(dV ω)|L = dL(ω|L).
Beweis. Die Bla¨tterung (M,F) besitzt eine U¨berdeckung durch Bla¨tterungskarten
der Form (‡). Nach dem vorausgehenden Lemma ist das lokal definierte deRham-
Differential vertikaler Differentialformen fu¨r je zwei solche Karten vertra¨glich mit
den auftretenden Kartenwechseln. Die lokalen Operatoren verkleben somit zu ei-
nem wohldefinierten Operator
dV : Ω∗,V(M,F) - Ω∗,V(M,F).
Die Mannigfaltigkeitsstruktur eines Blattes L ⊆ M ist u¨ber die Platten in L
definiert. Ist (U, φ) eine Bla¨tterungskarte der Form (‡), also φ(U) = U1 ×U2, und
P die durch φ−1(U1 × {c}) definierte Platte, so ha¨ngt die Einschra¨nkung
(dV ω)|P =
∑
J⊆{1,...,r}
r∑
j=1
∂fJ
∂xj
dxj ∧ dxJ
fu¨r ω =
∑
J⊆{1,...,r} fJ dxJ , gegeben in lokalen Koordinaten, nur von den Ein-
schra¨nkungen fJ |P = fJ(·, c), also nur von der Einschra¨nkung von ω|P ab, und
aus obiger Beschreibung folgt, daß (dV ω)|L = dL ω|L gerade dem gewo¨hnlichen
deRham-Differential der durch Einschra¨nkung erhaltenen Differentialform ω|L ent-
spricht.
Es ist klar, daß das vertikale deRham-Differential vertikale Differentialformen mit
kompaktem Tra¨ger in ebensolche u¨berfu¨hrt; an der lokalen Form erkennt man, daß
supp(dV ω) ⊆ suppω
gilt.
Bemerkung 2.1.18. Ist die Bla¨tterung (M,F) gegeben durch eine surjektive
Submersion p : M - B mit zusammenha¨ngenden Fasern, so sind die Bla¨tter
Mt = p−1(t) abgeschlossene Untermannigfaltigkeiten von M . Nach Wahl einer ge-
eigneten lokal endlichen U¨berdeckung von M durch Bla¨tterungskarten (mit einer
untergeordneten Partition der Eins) und durch U¨bergang zu lokalen Trivialisierun-
gen des vertikalen a¨ußeren Bu¨ndels la¨ßt sich jede Differentialform mit kompaktem
Tra¨ger auf einer Faser Mt zu einer vertikalen Differentialform auf M mit kompak-
tem Tra¨ger fortsetzen.
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Definition 2.1.19. Ist (M,F) eine vertikal orientierte Riemannsche gebla¨tterte
Mannigfaltigkeit mit r = rkF , so definiert dV,∗,p = (−1)r(p+1)+1 ? ◦dV ◦ ? einen
Operator auf den glatten vertikalen p-Formen Ωp(M,F) mit Werten Ωp−1(M,F).
Der Operator
dV,∗ :=
r⊕
p=0
dV,∗,p : Ω∗,V(M) - Ω∗,V(M)
heißt der formal adjungierte Operator zum vertikalen deRham-Differential dV .
Es sei kurz an die Definition von Differentialoperatoren auf glatten Mannigfaltig-
keiten erinnert. Ist X eine glatte Mannigfaltigkeit der Dimension n, und sind E
bzw. F glatte (komplexe) Vektorbu¨ndel u¨ber X, so heißt eine lineare Abbildung
P : Γ(X,E) - Γ(X,F ) ein glatter Differentialoperator von Ordnung m auf X,
falls folgendes gilt:
Jeder Punkt aus X besitzt eine Umgebung U mit Koordinatenfunktionen
(x1, . . . , xn) und lokalen Trivialisierungen E|U e=- U×Cp sowie F |U e=- U×Cq,
so daß P auf U in der Form
P =
∑
α∈Nn, |α|≤m
Aα(x)
∂|α|
∂xα
geschrieben werden kann. Dabei ist jedes Aα(x) eine q × p -Matrix glatter kom-
plexwertiger Funktionen auf U , und es gilt Aα(x) 6= 0 fu¨r mindestens ein α ∈ Nn
mit |α| = m.
Fu¨r einen solchen Differentialoperator der Ordnung m ist sein Hauptsymbol
als Schnitt σ(P ) ∈ Γ(X, (⊗m TX)⊗Hom(E,F )) wie folgt definiert:
Fu¨r einen Vektorraum W ist das m-fache Tensorprodukt
⊗mW kanonisch
isomorph zum Raum der homogenen Polynomfunktionen vom Grad m auf dem
Dualraum W ∗. Fu¨r jeden Kotangentialvektor ξ ∈ T ∗xX liefert das Hauptsymbol,
welches in den obigen lokalen Koordinaten und Trivialisierungen durch
σ(x, ξ;P ) = im
∑
|α|=m
Aα(x) ξα fu¨r ξ =
n∑
k=1
ξk dxk
definiert ist, einen Homomorphismus
σ(x, ξ;P ) : Ex - Fx.
Durch die lokalen Beschreibungen ist σ(P ) eindeutig bestimmt. Lokal la¨ßt sich
auch das totale Symbol von P durch∑
|α|≤m
i|α|Aα(x) ξα
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definieren; die lokal definierten totalen Symbole verkleben aber im allgemeinen
nicht zu einem globalen Element auf der Mannigfaltigkeit X.
Ferner gilt: Sind P, P ′ : Γ(X,E) - Γ(X,F ) und Q : Γ(X,F ) - Γ(X,F ′)
Differentialoperatoren auf X (wobei P und P ′ von gleicher Ordnung seien), so gilt
fu¨r alle x ∈ X, ξ ∈ T ∗xX und t, t′ ∈ R
σ(x, ξ; tP + t′P ′) = t · σ(x, ξ;P ) + t′ · σ(x, ξ;P ′)
und
σ(x, ξ;Q ◦ P ) = σ(x, ξ;Q) ◦ σ(x, ξ;P ).
Gleiches la¨ßt sich natu¨rlich auch fu¨r reelle Vektorbu¨ndel E und F definieren;
die obigen Aussagen finden sich etwa in [LM89, III.1].
Zuru¨ck zur Situation gebla¨tterter Mannigfaltigkeiten:
Per Definition ist F ein Unterbu¨ndel von TM ; im U¨bergang zu den dualen Bu¨ndeln
erha¨lt man somit einen kanonischen Epimorphismus von Vektorbu¨ndeln
T ∗M - F∗, ξ 7→ ξV .
Ist die Bla¨tterung (M,F) Riemannsch, so lassen sich die Riemannschen Strukturen
auf F bzw. F∗ und den a¨ußeren Bu¨ndeln in kanonischer Weise zu hermiteschen
Strukturen auf die Komplexifizierungen der Bu¨ndel fortsetzen; ebenso lassen sich
die Operatoren dV und dV,∗ auf die komplexwertigen vertikalen Differentialformen
fortsetzen. Sowohl im reellen wie auch im komplexen Fall gilt:
Proposition 2.1.20. Das vertikale deRham-Differential dV und sein formal ad-
jungierter Operator dV,∗ sind Differentialoperatoren von Ordnung 1. Die Haupt-
symbole ha¨ngen nur von den Einschra¨nkungen der Operatoren auf die Bla¨tter und
den Elementen des vertikalen Kotangentialbu¨ndels F∗ von M ab, d.h. es gilt
σ(x, ξ; dV) = σ(x, ξV ; dV |Lx)
und
σ(x, ξ; dV,∗) = σ(x, ξV ; dV,∗ |Lx),
wobei Lx das Blatt von M sei, welches x entha¨lt.
Beweis. Per Definition ist das vertikale deRham-Differential lokal definiert auf
Bla¨tterungskarten der Form (‡). Ist (U, φ) eine solche Karte mit φ(U) = U1×U2 ⊆
Rr × Rq mit lokalen Koordinaten (x1, . . . , xr) fu¨r U1 und (y1, . . . yq) fu¨r U2, so
trivialisiert φ die Einschra¨nkungen der Bu¨ndel F , F∗ und der daraus konstruierten
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a¨ußeren Bu¨ndel. In den lokalen Koordinaten ist eine vertikale Differentialform
ω ∈ Ω∗(M,F) gegeben durch
ω|U =
∑
J⊆{1,...,r}
fJ dxJ ,
wobei fJ eine glatte Funktion auf U1 × U2 und dxJ = dxj1 ∧ . . . ∧ dxjk fu¨r
J = {j1 < . . . < jk} ⊆ {1, . . . , r} ist.
Das vertikale deRham-Differential ist lokal gegeben durch
(dV ω)|U1×U2 =
∑
J⊆{1,...,r}
r∑
j=1
∂fJ
∂xj
dxj ∧ dxJ
und somit definitionsgema¨ß ein Differentialoperator der Ordnung 1 auf M , dessen
Hauptsymbol mit dem totalen Symbol u¨bereinstimmt.
Da F ein Untervektorbu¨ndel des Tangentialbu¨ndels von M ist, hat man ka-
nonisch einen Epimorphismus der dualen Bu¨ndel T ∗M - F∗; bezu¨glich der
lokalen Koordinaten ist dieser gegeben durch die Projektion
ξ =
r∑
j=1
ξj dxj +
q∑
k=1
λk d yk 7→
r∑
j=1
ξj dxj =: ξV .
Aus der lokalen Beschreibung von dV folgt, daß der Wert des Hauptsymbols nur
von ξ1, . . . , ξr und somit nur von ξV ∈ F∗ abha¨ngt.
Der ?-Operator ist durch Vektorbu¨ndelmorphismen Λp(F∗) - Λr−p(F∗)
gegeben; die Operatoren ?p : Ωp(M,F) - Ωr−p(M,F) sind daher Differen-
tialoperatoren der Ordnung Null. Fu¨r solche stimmen Hauptsymbol und totales
Symbol u¨berein. Die Symbole ha¨ngen nur von den Punkten x ∈ M , nicht aber
von den Elementen des Kotangentialraums T ∗xM ab. Aufgrund der Vertra¨glich-
keit mit Summation und Komposition von Differentialoperatoren ha¨ngt somit das
Hauptsymbol des formal adjungierten Operators
dV,∗ =
r∑
p=0
(−1)r(p+1)+1 ?r−p+1 ◦dV ◦?p
nur von den Elementen des vertikalen Kotangentialbu¨ndels von M ab.
Anhand der Beschreibung des vertikalen deRham-Differentials und des Hodge-
?-Operators sieht man, daß die Einschra¨nkung von dV und dV,∗ auf ein Blatt
L ⊂ M Differentialoperatoren auf den glatten Schnitten von L mit Werten in
Λ∗(M,F)|L sind, und aus der lokalen Darstellung dieser Operatoren folgt sofort,
daß fu¨r x ∈ L und ξ ∈ T ∗xM die Formeln
σ(x, ξ; dV) = σ(x, ξV ; dV |L) und σ(x, ξ; dV,∗) = σ(x, ξV ; dV,∗ |L)
gelten.
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Es sei nun wieder (M,F) eine vertikal orientierte Riemannsche Bla¨tterung, welche
durch eine surjektive Submersion p :M - B (mit zusammenha¨ngenden Fasern)
gegeben ist. Die Riemannsche Struktur auf F definiert eine hermitesche Struktur
auf der Komplexifizierung Λ∗CF∗ := Λ∗F∗⊗C, und es bezeichne (µt)t∈B die glatte
Familie von Maßen, welche durch die vertikale Volumenform 2.1.13 gegeben ist.
In dieser Situation gilt:
Satz 2.1.21. Bezu¨glich des in 2.1.8 definierten inneren Produktes auf den glatten
vertikalen Differentialformen Γc(M,Λ∗CF∗) ist dV,∗ der adjungierte Operator zum
vertikalen deRham-Differential dV .
Sind die Bla¨tter von (M,F) vollsta¨ndige Mannigfaltigkeiten, so ist D := dV +dV,∗
ein regula¨rer Operator auf dem Hilbert-C0(B)-Modul L2(M,Λ∗CF∗), und D√1+D2
definiert einen adjungierbaren Operator auf L2(M,Λ∗CF∗).
Beweis. Das vertikale deRham-Differential und sein formal adjungierter Operator
wirken blattweise auf den glatten Differentialformen mit kompaktem Tra¨ger, und
die Einschra¨nkungen auf ein Blatt L ⊆M entsprechen dem gewo¨hnlichen deRham-
Differential und seinem formal adjungierten Operator auf L.
Ist die Orientierung und die glatte Familie von Maßen gegeben durch die ver-
tikale Volumenform aus 2.1.13, so erha¨lt man durch Einschra¨nkung eine Volu-
menform auf jedem Blatt Mt fu¨r t ∈ B, und das Skalarprodukt von zwei glatten
Differentialformen aufMt ist gegeben durch Integration nach dieser Volumenform.
In dieser Situation ist aber aus der Theorie orientierter Riemannscher Man-
nigfaltigkeiten bekannt, daß dV,∗ |Mt der adjungierte Operator zu dV |Mt ist; man
vergleiche z.B. [War83, Prop. 6.2]. Da das Skalarprodukt auf Γc(M,Λ∗CF∗) durch
blattweise Integration erkla¨rt ist, folgt die erste Aussage.
Die Bla¨tter von (M,F) sind vollsta¨ndige und orientierte Riemannsche Mannig-
faltigkeiten. Aus [Wol73, Thm. 5.1 bzw. Lemma 6.6] folgt, daß die Einschra¨nkung
Dt von D auf ein Blatt Mt ein im wesentlichen selbstadjungierter Operator ist
und 1 +D2t dichtes Bild in der jeweiligen Faser von L
2(M,Λ∗CF∗) hat. Diese Ar-
gumentation wird von Kasparov in [Kas88, 4.2] verwendet.
Desweiteren ist das Bild von D und somit auch das Bild von 1 + D2 abge-
schlossen unter Multiplikation mit Funktionen aus C∞0 (B), denn fu¨r ein Element
ξ ∈ L2(M,Λ∗CF∗) und eine Funktion ϕ ∈ C∞0 (B) gilt
(ϕ ·Dξ)(x) = ϕ(p(x)) · (Dξ)(x) = D|Mp(x)(ϕ(p(x)) · ξ|Mp(x))(x) = D(ϕ · ξ)(x),
wobei Mp(x) das Blatt durch x ∈ M ist. Nach dem Kriterium von Fell liegt das
Bild von 1 + D2 also dicht in L2(M,Λ∗CF∗), aufgefaßt als oberhalb stetiges Feld
von Hilbertra¨umen u¨ber B.
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Somit ist D ein dicht definierter regula¨rer Operator mit dicht definiertem Ad-
jungierten, und D√
1+D2
definiert einen adjungierbaren Operator auf dem Hilbert-
modul L2(M,Λ∗CF∗); man vgl. etwa [Bla98, 13.3].
Bemerkung 2.1.22. Die Einschra¨nkung des Operators Dt auf das Blatt Mt =
p−1(t) ist nach [LM89, Thm. II.5.12] der Dirac-Operator fu¨r Mt; laut [LM89,
Lemma I.5.1] sind die Symbole von Dt und D2t in ξ ∈ T ∗xMt gegeben durch
σ(x, ξ;Dt) = i · ξ bzw. σ(x, ξ;Dt) = ‖ξ‖2x · id;
das Symbol von Dt wirkt auf dem a¨ußeren Bu¨ndel durch sogenannte Clifford-
Multiplikation. An dieser Stelle ist jedoch Vorsicht geboten, da fu¨r einen Vektor-
raum V mit quadratischer Form Q die Clifford-Algebra in [LM89] bezu¨glich der
Relation v2 = −Q(v) ·1 (und nicht durch v2 = Q(v) ·1 wie bei Kasparov) gegeben
ist.
Allerdings la¨ßt sich das Symbol auch wie folgt beschreiben: Es bezeichne λξ
fu¨r ξ ∈ T ∗xMt den durch das Dachprodukt λξ(ω) = ξ ∧ ω definierten Operator
und λ∗ξ den adjungierten Operator bezu¨glich des Skalarprodukts auf Λ
∗T ∗xMt⊗C.
Die Zuordnung ξ 7→ λ∗ξ ist nur komplex-konjugiert linear, und nach [LM89, Prop.
I.3.9] gilt
σ(x, ξ;Dt) = i(λξ − λ∗ξ) = λiξ + λ∗iξ = λiξ − λ∗(iξ)∗ .
Wie in 2.1.7 gezeigt, folgt dann
(λiξ − λ∗(iξ)∗)2 = −Q(iξ) · id = ‖ξ‖2 · id
und somit die Formel fu¨r das Symbol von D2t , da fu¨r Elemente des (reellen) Ko-
tangentialbu¨ndels ξ∗ = ξ und Q(ξ) = ‖ξ‖2 gilt. Insbesondere folgt, daß die Ope-
ratornorm von σ(x, ξ;Dt) den Wert ‖ξ‖ hat.
2.2 (Familien von) Pseudodifferentialoperatoren
Ziel dieses Abschnitts ist es zu zeigen, daß der in 2.1.21 definierte Operator D√
1+D2
ein Pseudodifferentialoperator der Ordnung Null auf der gebla¨tterten Mannigfal-
tigkeit (M,F) ist. Das Resultat 2.2.9 fu¨r Familien von Pseudodifferentialopera-
toren kann dann spa¨ter zum Nachweis genutzt werden, daß der Operator des zu
konstruierenden Dirac-Elements die Bedingungen fu¨r ein KKG-Element erfu¨llt.
Dazu werden zuna¨chst ohne (vollsta¨ndige) Beweise, aber mit zusa¨tzlichen An-
merkungen, einige Resultate u¨ber Pseudodifferentialoperatoren auf gebla¨tterten
Mannigfaltigkeiten bereitgestellt, wie sie sich im Anhang von [HS87] finden; Ver-
weise auf diesen Anhang werden in eckigen Klammern angegeben.
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Es sei angemerkt, daß im folgenden stets nur Symbole und Pseudodifferential-
operatoren (kurz: PDOs) vom Typ (ρ, δ) = (1, 0) betrachtet und (im Gegensatz
zur Arbeit von Hilsum und Skandalis) gleich schon die Formeln fu¨r Symbole und
PDOs mit Werten in einem hermiteschen Vektorbu¨ndel gegeben werden. Die No-
tationen in der erwa¨hnten Arbeit werden (leicht) modifiziert.
Definition 2.2.1 ([HS87, A.1]). Es sei X eine glatte Mannigfaltigkeit der Dimen-
sion n, T ein glattes reelles Vektorbu¨ndel u¨ber X vom Rang r und E ein glattes
hermitesches Vektorbu¨ndel u¨ber X.
Eine glatte Funktion a : T - L(E) u¨ber X, definiert als Funktion auf dem
Totalraum von T mit Werten in den Endomorphismen des Bu¨ndels E, heißt Sym-
bol der Ordnungm (mit Werten in E), falls eine der beiden folgenden a¨quivalenten
Bedingungen erfu¨llt ist:
(i) Fu¨r jede trivialisierende Karte φ : Ω× Rr - T (mit Ω ⊂ Rn offen und φ
faserweise ein Isomorphismus), jede kompakte Teilmenge K ⊆ Ω und jedes
Paar von Multi-Indices p ∈ Nn und q ∈ Nr existiert eine Konstante C > 0,
so daß
‖ ∂
p
∂xp
∂q
∂ξq
(a ◦ φ)(x, ξ)‖ ≤ C(1 + ‖ξ‖)m−|q| fu¨r alle x ∈ K und ξ ∈ Rr
gilt.
(ii) X besitzt eine U¨berdeckung durch Karten, welche die Bedingung (i) erfu¨llen.
Der Tra¨ger supp(a) des Symbols a ist definiert als Abschluß der Menge
{x ∈ X | ∃ ξ ∈ Tx : a(x, ξ) 6= 0}.
Es bezeichne Sm = Sm(X,T ;L(E)) den Raum aller Symbole von Ordnung m mit
kompaktem Tra¨ger.
Fu¨r m = 0 ist S0 eine involutive Unteralgebra der beschra¨nkten stetigen Funk-
tionen (u¨ber X) auf dem Totalraum von T mit Werten in L(E), und es bezeichne
S¯0 den Abschluß von S0 in Cb(T ;L(E)).
Es gilt C∞c (T ;L(E)) ⊆ S0 und somit C0(T ;L(E)) ⊆ S¯0. Man setze
CX(T ;L(E)) := {a ∈ Cb(T ;L(E)) | aφ ∈ C0(T ;L(E)) ∀φ ∈ C0(X)},
S¯0X := S¯0X(X,T ;L(E)) := {a ∈ Cb(T ;L(E)) | aφ ∈ S¯0(X,T ;L(E)) ∀φ ∈ C0(X)}
sowie
Σ0(X,T ;L(E)) := S¯0 /C0(T ;L(E)) und Σ(X,T ;L(E)) := S¯0X /CX(T ;L(E)).
Letztere sind als Algebren der Hauptsymbole (von Ordnung Null) anzusehen.
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Um Pseudodifferentialoperatoren auf gebla¨tterten Mannigfaltigkeiten zu definie-
ren, wird zuna¨chst die lokale Situation betrachtet:
Es sei dazu Y eine Mannigfaltigkeit (ggf. mit Rand), Ω ⊆ Rn × Y eine offene
Teilmenge und E ein (triviales) hermitesches Vektorbu¨ndel u¨ber Ω. (Es sei kurz
angemerkt, daß man die gewo¨hnliche Theorie von PDOs auf Mannigfaltigkeiten
erha¨lt, indem man Y = {pt} wa¨hlt.) Man setze
Ω(2) := Ω×Y Ω
= {(x, x′, y) ∈ Rn × Rn × Y | r(x, x′, y) = (x, y) ∈ Ω, s(x, x′, y) = (x′, y) ∈ Ω},
wobei r, s : Ω(2) - Ω die Projektionen auf die erste bzw. zweite Komponente
des Faserprodukts Ω ×Y Ω bezeichnen. Das Endomorphismenbu¨ndel von E u¨ber
Ω(2) ist definiert durch
End(E) := r∗E ⊗ s∗E∗;
fu¨r die Fasern dieses Bu¨ndels gilt
End(E)(x,x′,y) = E(x,y) ⊗ E∗(x′,y) =˜ Hom(E(x′,y), E(x,y)).
Faßt man die kanonische Projektion Ω - Y als surjektive Submersion auf, so
ist Ω ×Y Ω der in den Beispielen von Abschnitt 1.3 behandelte glatte Gruppoid
mit assoziiertem Fell-Bu¨ndel End(E). Wie dort beschrieben, existiert auf End(E)
eine Involution, die ein Element F ∈ Hom(E(x′,y), E(x,y)) auf den adjungierten
Operator F ∗ ∈ Hom(E(x,y), E(x′,y)) bezu¨glich der inneren Produkte abbildet. Da
E als triviales Bu¨ndel vorausgesetzt war, la¨ßt sich End(E) mit einem Bu¨ndel von
Matrixalgebren identifizieren.
Durch eine leichte Modifikation ko¨nnen auch Symbole der Ordnung m auf Ω(2)
mit Werten in End(E) definiert werden. Ist T ein reelles Vektorbu¨ndel u¨ber Ω,
so ist ein Symbol a ∈ Sm(Ω(2), T ; End(E)) gegeben durch eine glatte Abbildung
a : r∗T - End(E) u¨ber Ω(2) (mit kompaktem Tra¨ger auf Ω(2)), welche die
Bedingungen aus Definition 2.2.1 erfu¨llt.
Funktionen dieser Art werden in der Literatur zum Teil auch als Amplituden
bezeichnet; vgl. etwa [GES94, I.1.2]. Diese Bezeichnung wird im folgenden eben-
falls verwendet.
Durch Auswertung auf der Diagonalen hat man kanonische Abbildungen
∆m : Sm(Ω(2), T ; End(E)) - Sm(Ω, T ;L(E)), ∆m(a)(x, y, ξ) := a(x, x, y, ξ)
und somit insbesondere eine kanonische Abbildung
pi : S0(Ω(2), T ; End(E)) - Σ0(Ω, T ;L(E)),
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welche a auf die Klasse von ∆0(a) in Σ0(Ω, T ;L(E)) abbildet.
In dieser Situation gilt:
Satz 2.2.2 ([HS87, A.4.1 - A.4.4]). Ist a ∈ Sm(Ω(2), (Rn)∗; End(E)), so definiert
fu¨r f ∈ Γ∞(Ω, E) die Formel
(Paf)(x, y) = (
1
2pi
)n
∫ ∫
ei〈x−x
′,ξ〉a(x, x′, y, ξ)(f(x′, y)) dx′ d ξ
einen Operator
Pa : Γ∞(Ω, E) - Γ∞c (Ω, E).
Dieser hat die folgenden Eigenschaften:
(1.) Gilt a(x, x, y, ξ) = 0 fu¨r alle (x, y) ∈ Ω und alle ξ ∈ (Rn)∗, so existiert ein
b ∈ Sm−1(Ω(2), (Rn)∗; End(E)) mit Pa = Pb.
(2.) Sind a ∈ Sm und a′ ∈ Sm′, so existiert eine Amplitude a˜ ∈ Sm+m′, so daß
PaPa′ = Pa˜ und ∆m(a) · ∆m′(a′) − ∆m+m′(a˜) ∈ Sm+m′−1(Ω, (Rn)∗;L(E))
gilt.
(3.) Es gilt Pa∗ = (Pa)∗, wobei a∗(x, x′, y, ξ) = a(x′, x, y, ξ)∗ ist.
(4.) Ist φ : Ω′ - Ω ein Diffeomorphismus der Form φ(x, y) = (φ1(x, y), φ2(y))
und a ∈ Sm(Ω′(2), (Rn)∗; End(φ∗E)), so gilt
φ∗Pa(φ∗)−1 = Paφ + Pb
fu¨r eine Amplitude b ∈ Sm−1(Ω(2), (Rn)∗; End(E)), wobei aφ(x, x′, y, ξ) =
a(φ1(x, y), φ1(x′, y), φ2(y), (t(∂φ1∂x )(x,y))
−1(ξ)) gilt.
Hierzu sind wahrscheinlich einige Anmerkungen angebracht:
• Der Operator Pa wird durch zweifache Integration nach dem Lebesgue-
Maß auf dem Rn definiert; die Integration erstreckt sich dabei u¨ber alle
ξ ∈ (Rn)∗ =˜Rn und alle x′ ∈ Ωy = {z ∈ Rn | (z, y) ∈ Ω}.
• Die Abbildung r : Ω(2) - Ω, (x, x′, y) 7→ (x, y) ist stetig, und somit ist
r(supp(a)) eine kompakte Teilmenge von Ω. Ist (x, y) /∈ r(supp(a)), so gilt
a(x, x′, y, ξ) = 0, und es folgt
supp(Paf) ⊆ r(supp(a)).
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• Sind die Amplituden a und a′ aus (2.) skalarwertig, so existiert eine Ampli-
tude b ∈ Sm+m′−1 mit PaPa′ = Paa′ + Pb.
Haben die Amplituden Werte in den Endomorphismen eines Vektorbu¨ndels,
so macht das (punktweise) Produkt von Amplituden keinen Sinn. Wie in der
gewo¨hnlichen Theorie der PDOs gilt aber fu¨r ihre “Hauptsymbole” die in
(2.) angegebene Relation; man vgl. z.B. [GES94, Sect. I.1.2 und I.1.3].
• Der Diffeomorphismus φ : Ω′ - Ω aus (4.) definiert einen Diffeomorphis-
mus Φ : Ω′(2) - Ω(2) durch Φ(x, x′, y) = (φ1(x, y), φ1(x′, y), φ2(y)), und
man rechnet nach, daß Φ∗(End(E)) = End(φ∗E) gilt.
Desweiteren induziert φ durch φ∗(f)(x, y) := f(φ(x, y)) einen Isomorphis-
mus φ∗ : Γ∞(Ω, E) - Γ∞(Ω′, φ∗E).
• Die Abbildung φ : Ω′ - Ω la¨ßt sich als Diffeomorphismus gebla¨tterter
Mannigfaltigkeiten auffassen, wobei die Bla¨tterungsstruktur jeweils durch
die Projektion auf die zweite Komponente (x, y) 7→ y gegeben ist; das verti-
kale Tangentialbu¨ndel F ist das triviale Bu¨ndel mit Faser Rn. Die Ableitung
von φ definiert einen Vektorbu¨ndelisomorphismus dφ : FΩ′ - FΩ; faser-
weise ist dieser gegeben durch
(
∂φ1
∂x
)(x,y) : (FΩ′)(x,y) - (FΩ)φ(x,y).
Im U¨bergang zu den dualen Bu¨ndeln erha¨lt man einen Isomorphismus von
F∗Ω und F∗Ω′ , welcher auf den Fasern durch
t(
∂φ1
∂x
)(x,y) : (FΩ)∗φ(x,y) - (F∗Ω′)(x,y)
gegeben ist. In der Formel fu¨r aφ in (4.) ist ξ ∈ (Rn)∗ als Element von
(F∗Ω)(x,y) =˜ (r∗F∗Ω)(x,x′,y) aufzufassen.
Beispiel 2.2.3. Ist E - Rr × Rq ein glattes, hermitesches (triviales) Vek-
torbu¨ndel und D ein Differentialoperator (der Ordnung m) von der Form
D =
∑
α∈Nr,|α|≤m
Aα(x, y) · ∂
α
∂xα
fu¨r (x, y) ∈ Rr × Rq
mit Werten in E, so ist das totale Symbol durch
a(x, y, ξ) =
∑
|α|≤m
i|α| ·Aα(x, y) · ξα fu¨r (x, y) ∈ Rr × Rq, ξ ∈ Rr
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gegeben. Ist u ∈ C∞0 (Rr), v ∈ C∞0 (Rq) und uˆ die Fourier-Transformierte zu u, so
gilt
(D(u · v))(x, y) = ( 1
2pi
)r/2
∫
ξ∈Rr
ei·〈x,ξ〉a(x, y, ξ) · uˆ(ξ) · v(y) d ξ
= (
1
2pi
)r
∫
ξ∈Rr
∫
x′∈Rr
ei·〈x−x
′,ξ〉a(x, y, ξ) · u(x′) · v(y) dx′ d ξ.
Sind ϕ,ψ ∈ C∞c (Rr×Rq), so zeigt dies, daß der Operator ϕDψ ein PDO auf Rr×Rq
von Ordnung m ist, dessen Amplitude kompakten Tra¨ger hat; die Amplitude ist
dabei gegeben durch a˜(x, x′, y, ξ) = ϕ(x, y) · a(x, y, ξ) · ψ(x′, y).
Insbesondere ist D ein sog. klassischer PDO im Sine von [GES94, Section
I.1.2], da das (totale) Symbol von D sich in der Form
∑∞
j=0 aj schreiben la¨ßt,
wobei aj ∈ Sm−j positiv homogen in ξ vom Grad m − j ist; gleiches gilt fu¨r den
Operator ϕDψ und seine Amplitude.
Der adjungierte Operator (Pa)∗ aus 2.2.2 (3.) ist bezu¨glich des folgenden Skalar-
produkts zu verstehen; man vergleiche hierzu auch 2.1.8:
Proposition 2.2.4 ([HS87, A.4.5 - A.4.6]). Fu¨r f, g ∈ Γ∞c (Ω, E) definiert die
Zuordnung
〈〈f, g〉〉(y) =
∫
x∈Ωy
〈f(x, y), g(x, y)〉E(x,y) dx
ein Skalarprodukt mit Werten in C0(Y ). Die Vervollsta¨ndigung von Γ∞c (Ω, E)
bezu¨glich dieses Skalarprodukts ist ein Hilbert-C0(Y )-Modul L2(Ω, E).
Ist a ∈ S0(Ω(2), (Rn)∗; End(E)), so definiert Pa einen adjungierbaren Operator
auf L2(Ω, E), d.h. es gilt Pa ∈ L(L2(Ω, E)).
Gilt a ∈ Sm(Ω(2), (Rn)∗; End(E)) mit m < 0, so ist der Operator Pa kompakt,
d.h. es gilt Pa ∈ K(L2(Ω, E)).
Die obige Proposition soll natu¨rlich die lokale Situation einer gebla¨tterten Man-
nigfaltigkeit beschreiben. Im allgemeinen ist das Skalarprodukt dabei lokal durch
Integration nach einem Maß gegeben, welches nur a¨quivalent zum Lebesgue-Maß
auf Rr ist. Die Eigenschaft eines Operators, lokal ein PDO der Form Pa zu sein,
ha¨ngt jedoch nicht vom U¨bergang zu einem a¨quivalenten Maß ab:
Satz 2.2.5. Es sei Ω eine offene Teilmenge des Rn × Rq, E - Ω ein glattes,
hermitesches, triviales Vektorbu¨ndel, T - Ω das (triviale) vertikale Kotangen-
tialbu¨ndel der durch Ω - Y gegebenen Bla¨tterung und ρ ∈ C∞(Ω)+ eine strikt
positive glatte Funktion.
Auf Γ∞c (Ω, E) sei ein inneres Produkt durch
〈〈f, g〉〉ρ(y) =
∫
x∈Ωy
〈f(x, y), g(x, y)〉Ex,y · ρ(x, y) dx
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definiert; die Komplettierung zu einem Hilbert-C0(Rq)-Modul sei mit L2ρ(Ω, E) be-
zeichnet.
Fu¨r a ∈ Sm(Ω(2), T ; End(E)) definiert der Operator Pa aus 2.2.2 ein Element
von L(L2ρ(Ω, E)); der adjungierte Operator P †a ∈ L(L2ρ(Ω, E)) ist von der Form
Pa† fu¨r a† = (ρ−1 ◦ r) · a∗ · (ρ ◦ s) ∈ Sm(Ω(2), T,End(E)).
Die Abbildung
U : Γ∞c (Ω, E) - Γ
∞
c (Ω, E), f 7→ ρ1/2 · f
setzt sich zu einem isometrischen Isomorphismus von L2ρ(Ω, E) und L
2(Ω, E) fort,
wobei L2(Ω, E) bezu¨glich des Standardskalarprodukts gebildet wird.
Ist b ∈ Sm(Ω(2), T ; End(E)) eine Amplitude, so definiert U−1PbU einen PDO
der Ordnung m auf L2ρ(Ω, E), und es gilt U
−1PbU = PbU fu¨r die Amplitude
bU (x, x′, y, ξ) = ρ−1/2(x, y) · b(x, x′, y, ξ) · ρ1/2(x′, y).
Umgekehrt definiert jeder PDO der Form Pb auf L2ρ(Ω, E) in analoger Weise
einen PDO auf L2(Ω, E).
Beweis. Die Tatsache, daß sich Γ∞c (Ω, E) zu einem Hilbertmodul L2ρ(Ω, E) ver-
vollsta¨ndigen la¨ßt, folgt aus 2.1.8. Bezeichnet 〈〈·, ·〉〉 das Standardskalarprodukt
aus 2.2.4, so gilt fu¨r a ∈ Sm(Ω(2), T ; End(E)) und ξ, η ∈ Γ∞c (Ω, E)
〈〈Pa(f), g〉〉ρ = 〈〈Pa(ξ), ρ · η〉〉 = 〈〈f, Pa∗(ρ · g)〉〉 = 〈〈f, ρ−1 · (Pa∗(ρ · g))〉〉ρ.
Somit ist auch fu¨r dieses innere Produkt Pa ein adjungierbarer Operator mit ad-
jungiertem Operator P †a := ρ−1Pa∗ρ; fu¨r letzteren gilt jedoch
P †a (f)(x, y) = (
1
2pi
)n
∫ ∫
ei〈x−x
′,ξ〉ρ−1(x, y)·a∗(x, x′, y, ξ)(ρ(x′, y)·f(x′, y)) dx′ d ξ.
Setzt man a†(x, x′, y, ξ) := ρ−1(x, y)·a∗(x, x′, y, ξ)·ρ(x′, y), so ist mit a und a∗ auch
a† ∈ Sm(Ω(2), T ; End(E)), und es ist P ∗a = Pa† ebenfalls ein PDO der Ordnung m
auf Ω.
Die Abbildung U : Γ∞c (Ω, E) - Γ∞c (Ω, E), f 7→ ρ1/2 · f erha¨lt die inne-
ren Produkte und hat dichtes Bild; sie la¨ßt sich somit zu einem isometrischen
Isomorphismus auf die Komplettierungen fortsetzen.
Ist b ∈ Sm(Ω(2), T ; End(E)), so wird der Operator U−1PbU auf Γc(Ω, E) durch
(x, y) 7→ ( 1
2pi
)n
∫ ∫
ei〈x−x
′,ξ〉ρ−1/2(x, y) · b(x, x′, y, ξ)(ρ1/2(x′, y) · f(x′, y)) dx′ d ξ
gegeben. Es gilt also U−1PbU = PbU mit
bU = (ρ−1/2 ◦ r) · b · (ρ1/2 ◦ s) ∈ Sm(Ω(2), T ; End(E)).
Genauso zeigt man, daß jeder PDO der Form Pb auf L2ρ(Ω, E) durch UPbU
−1 einen
PDO auf L2(Ω, E) definiert.
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Definition 2.2.6. Die Algebra Ψ∗0(Ω,Rn; End(E)) der Pseudodifferentialoperato-
ren von Ordnung Null auf der (gebla¨tterten) Mannigfaltigkeit (Ω,Rn) ist definiert
als die von den Operatoren der Form Pa fu¨r a ∈ S0(Ω(2), (Rn)∗; End(E)) erzeugte
abgeschlossene Unteralgebra von L(L2(Ω, E)).
Ist k ∈ Γ∞c (Ω(2),End(E)), so definiert die Faltung
(kf)(x, y) =
∫
x′∈Ωy
k(x, x′, y)(f(x′, y)) dx′
einen kompakten Operator auf L2(Ω, E), und der Abschluß der Menge dieser Ope-
ratoren ist gerade K(L2(Ω, E)).
Ist T = Ω×(Rn)∗ das triviale Bu¨ndel u¨ber Ω und identifiziert man Ω(2) mit dem
Bild des Nullschnitts in r∗T , so la¨ßt sich jede Funktion k ∈ Γ∞c (Ω(2),End(E)) als
gleichma¨ßiger Limes von Funktionen in C∞c (r∗T ; End(E)) schreiben. Die Algebra
C∞c (r∗T ; End(E)) der glatten Funktionen u¨ber Ω(2) mit kompaktem Tra¨ger ist
enthalten in S0(Ω(2), T ; End(E)).
Aufgrund der gleichma¨ßigen Konvergenz lassen sich Integration und Limes-
Bildung vertauschen. Daher ist der durch k definierte Operator ein Element von
Ψ∗0(Ω,Rn; End(E)); die kompakten Operatoren auf L2(Ω, E) bilden ein Ideal in
den Pseudodifferentialoperatoren von Ordnung Null.
Setzt man fu¨r einen PDO Pa mit a ∈ S0(Ω(2), (Rn)∗; End(E))
σ(Pa) := pi(a) ∈ Σ0(Ω, (Rn)∗;L(E)),
wobei wie oben pi(a) die durch ∆0(a) definierte Restklasse bezeichnet, so la¨ßt sich
diese Abbildung zu einem surjektiven ∗-Homomorphismus
σ : Ψ∗0(Ω, (Rn)∗; End(E)) - Σ0(Ω, (Rn)∗;L(E)),
fortsetzen. Es gilt:
Proposition 2.2.7 ([HS87, A.4.9]). Die Sequenz
0 - K(L2(Ω, E)) - Ψ∗0(Ω,Rn; End(E))
σ- Σ0(Ω, (Rn)∗;L(E)) - 0
ist exakt.
Nach diesen U¨berlegungen fu¨r die lokale Situation la¨ßt sich nun die Algebra der
PDOs (von Ordnung Null) auf einer glatten gebla¨tterten Mannigfaltigkeit (M,F)
definieren.
Zur Vereinfachung sei dabei stets angenommen, daß die Bla¨tterung durch
eine surjektive Submersion glatter Mannigfaltigkeiten M - B mit zusam-
menha¨ngenden Fasern gegeben ist. Desweiteren sei (M,F) vertikal orientierbar
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und Riemannsch, und auf M sei die Volumenform (und die dadurch definierte
glatte Familie von Maßen) wie in 2.1.13 gewa¨hlt. Nur diese spezielle Situation
wird in der vorliegenden Arbeit Verwendung finden. In der allgemeinen Situa-
tion wa¨re der glatte Gruppoid M ×B M durch den Holonomie-Gruppoiden der
Bla¨tterung zu ersetzen.
Pseudodifferentialoperatoren auf (M,F) ko¨nnen nun lokal bezu¨glich Bla¨tte-
rungskarten definiert werden; die Eigenschaft, lokal ein PDO zu sein, ist invariant
unter Bla¨tterungskartenwechseln, wie Punkt (4.) aus 2.2.2 zeigt.
Zuna¨chst sei folgendes bemerkt: Es bezeichne H = Hol(M,F) =M ×BM den
Holonomiegruppoiden der durch die Submersion gegebenen Bla¨tterung (M,F).
Dieser ist ein differenzierbarer Gruppoid mit Basis M . Als solcher besitzt er ein
(glattes) linkes Haarsystem λ = (λx)x∈M , welches durch die vertikale Volumenform
auf M bestimmt ist.
Die (volle) C∗-Algebra der Bla¨tterung (M,F) mit Werten in den Endomor-
phismen eines hermiteschen Vektorbu¨ndels E u¨ber M ist dann wie in Kapitel 1.3
durch
C∗(M,F ; End(E)) := C∗(H,End(E))
definiert. Es sei zusa¨tzlich vorausgesetzt, daß B als abgeschlossene Untermannig-
faltigkeit in M eingebettet werden kann. Nach 2.1.10 gilt dann
C∗(M,F ; End(E)) =˜ K(L2(M,E)).
Die Multiplikatoralgebra der C∗-Algebra der Bla¨tterung (M,F) kann daher mit
der Algebra L(L2(M,E)) der adjungierbaren Operatoren auf dem Hilbertmodul
L2(M,E) identifiziert werden.
Es sei nun φ : U - Ω ⊆ Rr × Rq eine Bla¨tterungskarte von (M,F). Fu¨r das
mit φ−1 zuru¨ckgezogene Bu¨ndel u¨ber Ω sei E˜ - Ω eine Trivialisierung, und es
sei a ∈ S0(Ω(2), (Rr)∗; End E˜) eine Amplitude der Ordnung Null.
Fu¨r ξ ∈ Γc(M,E) ist die Einschra¨nkung ξU ein glatter Schnitt auf U , welcher
sich zu einem glatten Schnitt (φ−1)∗ξU ∈ Γ(Ω, E˜) zuru¨ckziehen la¨ßt. Anwendung
des PDO Pa liefert einen glatten Schnitt Pa((φ−1)∗ξU ) ∈ Γc(Ω, E˜) mit kompaktem
Tra¨ger, so daß
(φ∗ ◦ Pa ◦ (φ−1)∗)(ξU ) ∈ Γc(U,E|U ) ⊆ Γc(M,E)
einen glatten Schnitt ins Bu¨ndel E mit kompaktem Tra¨ger in M definiert. Durch
φ∗ ◦ Pa ◦ (φ−1)∗ wird so ein Element von L(L2(M,E)) definiert, und man rech-
net nach, daß diese Definition vertra¨glich mit Bla¨tterungskartenwechseln und un-
abha¨ngig von der Wahl der Trivialisierung von (φ−1)∗(E|U ) ist.
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Ebenso wird fu¨r jedes Element k ∈ Γc(M ×B M,End(E)) durch Faltung ein sog.
regularisierender Operator auf C∗(M,F ; End(E)) und somit ebenfalls ein Element
der Multiplikatoralgebra definiert.
Definition 2.2.8 ([HS87, A.5]). In M(C∗(M,F ; End(E))) betrachte man die
Operatoren der Form
∑<∞
j=1 Pj + k, wobei Pj lokal in einer Bla¨tterungskarte ein
PDO der Ordnung Null ist und durch k ∈ Γc(M ×B M,End(E)) ein regularisie-
render Operator gegeben ist.
Die von diesen Operatoren erzeugte abgeschlossene Unteralgebra heißt die Al-
gebra der Pseudodifferentialoperatoren von Ordnung Null auf (M,F). Sie wird
mit Ψ∗0(M,F ; End(E)) bezeichnet.
Zuru¨ckziehen von Funktionen aus φ ∈ C∞0 (M) vermo¨ge der Range- bzw. Source-
Abbildung von M ×B M liefert glatte beschra¨nkte Funktionen r∗φ und s∗φ auf
M×BM , und Multiplikation von links bzw. rechts mit diesen Funktionen definiert
einen doppelten Zentralisator von C∗(M,F ; End(E)).
Da C∞0 (M) dicht in C0(M) liegt, la¨ßt sich jede Funktion aus C0(M) somit als
ein Element von M(C∗(M,F ; End(E))) auffassen. Identifiziert man die Multipli-
katoralgebra wieder mit L(L2(M,E)), so sieht man natu¨rlich viel einfacher, daß
Multiplikation mit einer Funktion aus C0(M) einen adjungierbaren Operator auf
L2(M,E) definiert. Setzt man
C∗M (M,F ; End(E)) := {T ∈M(C∗(M,F ; End(E))) |
ϕT, Tϕ ∈ C∗(M,F ; End(E))∀ϕ ∈ C0(M)}
sowie
Ψ∗0,M (M,F ; End(E)) := {T ∈M(C∗(M,F ; End(E))) |
ϕT, Tϕ ∈ Ψ∗0(M,F ; End(E))∀ϕ ∈ C0(M)}
und bezeichnet ΣM (M,F∗;L(E)) die Algebra der Hauptsymbole von Ordnung
Null aus 2.2.1, so gilt:
Proposition 2.2.9 ([HS87, A.5]). Die Sequenz
0 -C∗M (M,F ; End(E)) -Ψ∗0,M (M,F ; End(E)) -ΣM (M,F∗;L(E)) - 0
ist eine kurze exakte Sequenz von C∗-Algebren.
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U¨bersetzt in die vorliegende Situation heißt dies natu¨rlich, daß die Sequenz
0 -KM (L2(M,E)) -Ψ∗0,M (M,F ; End(E)) -ΣM (M,F∗;L(E)) - 0
exakt ist, wobei
KM (L2(M,E)) := {T ∈ L(L2(M,E)) | ϕT, Tϕ ∈ K(L2(M,E))∀ϕ ∈ C0(M)}
gesetzt ist.
Der Nachweis, daß der vertikale Dirac-Operator T = D√
1+D2
einer gebla¨tterten
Mannigfaltigkeit (M,F) aus 2.1.21 ein Element von Ψ∗0,M (M,F ; End(Λ∗F∗ ⊗C))
ist, beruht im wesentlichen auf folgenden Schritten:
Fu¨r alle φ ∈ C0(M) ist zu zeigen, daß die Operatoren φT und Tφ (bis auf regu-
larisierende Operatoren) in L(L2(M,Λ∗F∗⊗C)) durch endliche Summen von Ope-
ratoren der Form Pa approximiert werden ko¨nnen, wobei Pa lokal bezu¨glich einer
Bla¨tterungskarte ein PDO der Ordnung Null ist. Dabei kann ohne Einschra¨nkung
der Allgemeinheit angenommen werden, daß φ eine glatte Funktion ist.
Nach Wahl einer U¨berdeckung von M durch Bla¨tterungskarten und einer un-
tergeordneten Partition der Eins genu¨gt es zu zeigen, daß ψ1Tψ2 von der Form
Pa ist, wobei ψ1, ψ2 ∈ C∞c (M) glatte Funktionen sind, deren Tra¨ger in derselben
Bla¨tterungskarte enthalten sind.
Lokal entspricht der Operator T dem vertikalen Dirac-Operator auf der ge-
bla¨tterten Mannigfaltigkeit Rr × Rq. Durch U¨bergang zu Trivialisierungen der
Bu¨ndel und unter Verwendung von 2.2.5 genu¨gt es dann zu zeigen, daß (blattwei-
se) der gewo¨hnliche Dirac-Operator auf Rr, versehen mit dem Standardskalarpro-
dukt, ein PDO von Ordnung Null ist.
Satz 2.2.10. Der Operator D√
1+D2
∈ L(L2(M,Λ∗F∗⊗C)) aus 2.1.21 ist ein PDO
der Ordnung Null auf (M,F).
Beweis. Die Bla¨tterung (M,F) ist gegeben durch eine surjektive Submersion mit
zusammenha¨ngenden Fasern; in diesem Fall gilt C∗(M,F ; End(E)) =˜K(L2(M,E))
und somit M(C∗(M,F ; End(E))) =˜L(L2(M,E)), wobei E = Λ∗F∗⊗C das kom-
plexifizierte a¨ußere Bu¨ndel des vertikalen Kotangentialbu¨ndels bezeichnet.
Der Operator T := D√
1+D2
∈ L(L2(M,E)) erfu¨llt supp(Tf) ⊆ supp(f) fu¨r alle
f ∈ Γc(M,E), da der Differentialoperator D = dV +dV,∗ diese Eigenschaft hat.
Es ist zu zeigen, daß fu¨r jede Funktion φ ∈ C∞0 (M) die Operatoren φT und Tφ in
Norm durch Elemente von Ψ∗0(M,F ; End(E)) approximiert werden ko¨nnen.
Dazu sei eine (lokal endliche) offene U¨berdeckung (Vi)i∈I von M durch (orien-
tierte) Bla¨tterungskarten gewa¨hlt, so daß fu¨r alle i ∈ I der Abschluß V¯i kompakt
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ist und eine offene Umgebung Ui ⊇ V¯i besitzt, auf der eine (orientierte) Bla¨tte-
rungskarte der Form (‡) definiert ist. Desweiteren sei (αi)i∈I eine der U¨berdeckung
(Vi)i∈I untergeordnete glatte Partition der Eins. Es kann angenommen werden,
daß das Bu¨ndel E u¨ber Vi und Ui trivialisierbar ist.
Es sei ε > 0 beliebig, C ⊆M kompakt mit |φ(x)| < ε fu¨r alle x ∈M \C und L
eine kompakte Teilmenge von M , deren Inneres L◦die Menge C entha¨lt. Fu¨r alle
ξ ∈ Γc(M,E) mit supp(ξ) ⊆M \ C◦ gilt dann ‖φ · ξ‖ ≤ ε · ‖ξ‖.
Da die Partition der Eins lokal endlich, ist die Menge J = {i ∈ I |Vi ∩ L 6= ∅}
endlich. Man setze α :=
∑
j∈J αj . Dann sind α und 1 − α glatte Funktionen auf
M mit Werten in [0, 1], nach Definition der Menge J ist supp(1 − α) ⊆ M \ L◦,
und es gilt
T − αTα = (1− α)T + αT (1− α) = T (1− α) + (1− α)Tα.
Es sei nun ein beliebiges Element f ∈ Γ∞c (M,E) mit ‖f‖ ≤ 1 gewa¨hlt. Es gilt
supp(1− α) ⊆M \L◦ ⊆M \C, und der Operator T verkleinert den Tra¨ger einer
Funktion nur. Somit folgt
supp (1− α)T (f) ⊆ M \ L◦ sowie supp αT (1− α)(f) ⊆ M \ L◦,
und man erha¨lt die Abscha¨tzung
‖φ(T − αTα)(f)‖ ≤ ‖φ(1− α)T (f)‖+ ‖φαT (1− α)(f)‖
≤ ε · ‖1− α‖ · ‖T‖ · ‖f‖+ ε · ‖α‖ · ‖T‖ · ‖1− α‖ · ‖f‖
≤ 2ε · ‖T‖.
Andererseits gilt ‖(1−α)φ(f)‖ = ‖φ(1−α)(f)‖ ≤ ε, da supp((1−α)f) ⊆M \L◦
ist. Wa¨hlt man χ ∈ C∞(M) mit 0 ≤ χ ≤ 1, χ|C = 1 und χ|M\L = 0 und schreibt
man f = χf + (1 − χ)f , so gilt supp(χf) ⊆ L und somit (1 − α)Tαχ(f) = 0,
da (1 − α) auf L die Nullfunktion ist. Da supp(1 − χ) ⊆ M \ C◦ gilt, ergibt sich
‖φ(1− χ)f‖ ≤ ε. Zusammen erha¨lt man
‖(T − αTα)φ(f)‖ ≤ ‖T (1− α)φ(f)‖+ ‖(1− α)T αφ (χ+ (1− χ))(f)‖
≤ ‖T‖ · ‖(1− α)φ(f)‖+ ‖(1− α)T αφχ(f)‖
+‖(1− α)T αφ (1− χ)(f)‖
≤ ε · ‖T‖ + 0 + ‖1− α‖ · ‖T‖ · ‖α‖ · ‖φ(1− χ)(f)‖
≤ 2ε · ‖T‖.
Fu¨r den Nachweis, daß T ∈ Ψ∗0,M (M,F ; End(E)) gilt, ist zu zeigen, daß sich die
Elemente φT und Tφ in Operatornorm durch PDOs der Ordnung Null approxi-
mieren lassen. Aufgrund der obigen Abscha¨tzungen genu¨gt es daher zu zeigen, daß
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sich φ(αTα) und (αTα)φ durch endliche Summen von Operatoren der Form Pa
darstellen lassen.
Nun gilt αTα =
∑
i,j∈J αjTαi, und die Summe ist endlich. Aus der Eigenschaft,
daß der Operator T den Tra¨ger eines Schnitts verkleinert, folgt, daß αjTαi = 0
gilt, falls supp (αi) ∩ supp (αj) = ∅ ist (also insbesondere fu¨r Vi ∩ Vj = ∅).
Gilt supp (αi) ∩ supp (αj) 6= ∅, so wa¨hle man eine Funktion χj ∈ C∞(M) mit
0 ≤ χj ≤ 1, χj = 1 auf supp(αi)∩ supp(αj) und χj = 0 auf M \Vi; der Tra¨ger von
χj ist also in der kompakten Menge V¯i enthalten. Da χj auf dem Durchschnitt der
Tra¨ger von αi und αj konstant mit Wert 1 ist, gilt
αj T αi = χj αj T αi.
Nach Wahl der U¨berdeckung ist eine orientierte Bla¨tterungskarte auf der offenen
Umgebung Ui von V¯i definiert; die Tra¨ger der Funktionen χjαj und αi sind in Ui
enthalten. Analog argumentiert man fu¨r die Operatoren φαjTαi bzw. αjTαiφ.
Fu¨r den Nachweis, daß der Operator T ein PDO von Ordnung Null auf M ist,
ist somit nur noch das folgende Lemma zu zeigen.
Lemma 2.2.11. Es sei φ : U - Ω = U1 × U2 ⊂ Rr × Rq eine orientierte
Bla¨tterungskarte fu¨r (M,F), so daß die Bu¨ndel F und E = Λ∗F∗ ⊗ C u¨ber Ω
trivial sind. Sind ψ1, ψ2 ∈ C∞c (M) mit supp(ψi) ⊂ U , so gilt ψ1Tψ2 = Pa fu¨r ein
a ∈ S0(Ω(2), (Rr)∗, EΩ).
Beweis. Es sei u¨ber U ein orientierter vertikaler orthonormaler Rahmen gewa¨hlt,
d.h. vertikale Vektorfelder X1, . . . , Xr, welche die Bedingung 〈Xi|p, Xj |p〉p = δij
erfu¨llen. (Ein solcher kann aus einem Rahmen, welcher zum Beispiel durch die
Koordinatenfunktionen gegeben ist, mithilfe des Gram-Schmidt-Verfahrens kon-
struiert werden.) Die Abbildung
F|U - Ω× Rr, (p,
∑
λiXi|p) 7→ (φ(p), (λ1, . . . , λr))
ist dann ein glatter Isomorphismus von Vektorbu¨ndeln, welcher die Riemannsche
Struktur von F mit der kanonischen Riemannschen Struktur auf Rr und die Ori-
entierung auf F mit der Standard-Orientierung auf Rr identifiziert. In analoger
Weise erha¨lt man eine Trivialisierung des vertikalen a¨ußeren Bu¨ndels.
Unter dieser Identifikation stimmt die Einschra¨nkung von T auf U mit dem
vertikalen Dirac-Operator auf Ω u¨berein; letzterer sei mit TΩ bezeichnet. Wie in
2.1.17 gezeigt, ist na¨mlich die vertikale deRham-Ableitung in lokalen Koordina-
ten definiert, und unter dem trivialisierenden Vektorbu¨ndelmorphismus wird eine
orientierte Orthonormalbasis der Fasern des vertikalen a¨ußeren Bu¨ndels auf die
Standardbasis von Λ∗(Rr)∗ ⊗ C abgebildet. Der vertikale Hodge-?-Operator ent-
spricht dann gerade dem gewo¨hnlichen Hodge-?-Operator des Rr.
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Fu¨r den Nachweis, daß ψ1Tψ2 ein PDO von Ordnung Null ist, reicht es nach
2.2.5 aus, das Standardskalarprodukt vertikaler Differentialformen auf Ω zu ver-
wenden. Unter diesen Identifikationen entspricht TΩ der konstanten Familie von
Dirac-Operatoren auf dem Rr.
Bezeichnet D = d+d∗ den (unbeschra¨nkten) Dirac-Operator auf Rr, so ist
dieser als Differentialoperator der Ordnung 1 auch ein klassischer PDO der Ord-
nung 1 (dessen Symbol nicht notwendigerweise kompakten Tra¨ger hat). Somit ist
der Operator 1 +D2 ein klassischer (Pseudo)Differentialoperator der Ordnung 2.
Die Funktion ψ2 hat kompakten Tra¨ger; es genu¨gt daher, den Operator 1 + D2
auf Schnitten zu betrachten, deren Tra¨ger in einer festen kompakten Teilmenge
C1 ⊆ Rr enthalten sind.
Da D im wesentlichen selbstadjungiert ist, ist der Operator 1 + D2 positiv
und selbstadjungiert. Wie in [GES94, Section I.1.7] beschrieben, ko¨nnen dann
die (komplexen) Potenzen von 1 + D2 als PDOs definiert werden, welche mit
den durch Funktionalkalku¨l definierten Potenzen u¨bereinstimmen. Insbesondere
ist (1 +D2)−1/2 ein PDO von Ordnung -1.
Mit D verkleinert auch (1+D2)−1/2 den Tra¨ger einer Funktion ho¨chstens. Gilt
supp(ψ2) ⊆ C1 × C2 ⊆ U1 × U2 fu¨r kompakte Mengen C1 ⊆ U1 und C2 ⊂ U2,
so wa¨hle man eine glatte Funktion mit kompaktem Tra¨ger χ ∈ C∞c (U1 × U2) mit
χ = 1 auf C1 × C2. Unter der Identifikation von TΩ = DΩ(1 + D2Ω)−1/2 mit der
konstanten Familie von Dirac-Operatoren auf U1 × U2 erha¨lt man die Zerlegung
ψ1 · TΩ · ψ2 = (ψ1 ·DΩ · χ) ◦ (χ · (1 +D2Ω)−1/2 · ψ2).
Somit kann TΩ als Komposition eines PDO von Ordnung 1 und eines PDO von
Ordnung -1 geschrieben werden, deren Amplituden beide kompakten Tra¨ger ha-
ben. Aus 2.2.2 (2.) folgt dann, daß TΩ ein PDO von Ordnung Null ist, dessen
Amplitude einen kompakten Tra¨ger hat. Dies war zu zeigen.
Insbesondere folgt aus dieser Beschreibung des vertikalen Dirac-Operators auf
(M,F), daß sein (Haupt)Symbol (bis auf Symbole von Ordnung kleiner als Null)
durch
σ
(
x, ξ;
D√
1 +D2
)
=
1√
1 + ‖ξ‖2 · (λiξ − λ
∗
(iξ)∗) fu¨r ξ ∈ F∗x
gegeben ist; man vgl. 2.1.22.
Bemerkung 2.2.12. Die Details von Shubins Konstruktion komplexer Potenzen
von PDOs aus [GES94, Section I.1.7] im einzelnen anzugeben, wu¨rde den Rahmen
der bisher beschriebenen Resultate weit u¨berschreiten. Fu¨r die im Beweis von
2.2.11 vorliegende Situation sollen daher nur die wesentlichen Ideen kurz skizziert
werden:
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Es sei d das deRham-Differential auf Rr, d∗ der adjungierte Operator und
D := d+d∗. Als Differentialoperator der Ordnung 2 ist A := 1+D2 ein klassischer
PDO der Ordnung 2 (man vgl. etwa 2.2.3), dessen Symbol durch a(x, ξ) = 1+‖ξ‖2
fu¨r x ∈ Rr und ξ ∈ (Rr)∗ gegeben ist; fu¨r das Hauptsymbol gilt a2(x, ξ) = ‖ξ‖2.
Da A ein positiver Operator ist, gilt die folgende Elliptizita¨tsbedingung (mit
einem Parameter λ):
a2(x, ξ)− λ 6= 0 fu¨r alle x ∈ Rr, ξ ∈ (Rr)∗ \ {0} und λ ≤ 0.
Daher kann zu A− λ · id eine Parametrix B = B(λ) konstruiert werden, d.h. ein
PDO von Ordnung -2, so daß
B(λ) ◦ (A− λ · id) = id+R1(λ) und (A− λ · id) ◦B(λ) = id+R2(λ)
gilt, wobei R1 und R2 Operatoren mit glattem Kern sind. Fu¨r die Resolvente von
A− λ · id gilt dann
(A− λ · id)−1 = B(λ) + T (λ);
dabei ist T ein Operator mit glattem Kern, welcher fu¨r λ→∞ mit Ordnung |λ|−2
abfa¨llt. Wa¨hlt man ρ > 0, so daß {λ ∈ C | |λ| ≤ ρ} ∩ SpecA = ∅ gilt, und ist
Γ = Γ1 ∪ Γ2 ∪ Γ3 der Weg, welcher durch
Γ1 = {λ ∈ C | −∞ < λ ≤ ρ},
Γ2 = {ρ · eiϕ ∈ C | pi ≥ ϕ ≥ −pi},
Γ3 = {λ ∈ C | ρ ≥ λ > −∞}
gegeben ist, so konvergiert fu¨r z ∈ C mit Re z < 0 das Integral
Az :=
i
2pi
∫
Γ
λz(A− λ · id)−1 dλ.
Fu¨r z ∈ C und k ∈ Z mit k > Re z setze man Az := Ak ◦Az−k. Hierdurch werden
die komplexen Potenzen von A definiert, welche klassische PDOs der Ordnung 2z
mit Hauptsymbol (a2)z sind.
Durch Auswerten auf einem vollsta¨ndigen Orthonormalsystem fu¨r A folgt, daß
die Operatoren Az mit den durch Funktionalkalku¨l definierten Potenzen u¨berein-
stimmen.
Kapitel 3
Deformation von Lie-Gruppen
und -Algebren
In diesem Kapitel kann nun das Deformationsbild der Assembly-Abbildung fu¨r
fast zusammenha¨ngende Lie-Gruppen definiert werden.
Als Motivation fu¨r die folgenden Konstruktionen wird zuna¨chst die Deforma-
tion von Lie-Algebren beschrieben. Im zweiten Abschnitt werden die beno¨tigten
Resultate fu¨r (fast zusammenha¨ngende) Lie-Gruppen bereitgestellt, so daß im An-
schluß die Deformation auf dem Gruppenniveau durchgefu¨hrt werden kann.
Ist G eine fast zusammenha¨ngende Lie-Gruppe mit maximal kompakter Un-
tergruppe K, so wird die Deformation durch ein glattes Gruppenbu¨ndel G u¨ber
R beschrieben, welches außerhalb Null trivial mit Faser G ist, und dessen Null-
faser durch das semidirekte Produkt von K mit dem Tangentialraum TeK(G/K)
der Quotientenmannigfaltigkeit gegeben ist. Informell gesprochen beschreibt die
Deformation einen Prozeß, im Verlaufe dessen die Lie-Gruppe in einer Richtung
flach gezogen wird, ohne die (geometrische) Struktur in der anderen Richtung zu
a¨ndern.
Die Betrachtung der glatten Kategorie und des Untergruppenbu¨ndels der Zu-
sammenhangskomponenten von G erfolgt aus technischen Gru¨nden, um im folgen-
den Kapitel bei der Konstruktion der Familie von Dirac-Elementen der Deforma-
tion die Resultate aus Kapitel 2 nutzen zu ko¨nnen.
Nach diesen Vorbereitungen kann unter Verwendung des Resultats 1.3.6 das
Deformationsbild der Assembly-Abbildung definiert werden: Ist B eine G-Algebra,
so erha¨lt man ein oberhalb stetiges Feld von C∗-Algebren u¨ber dem Intervall [0, 1],
welches trivial außerhalb von Null mit Faser BorG ist, und dessen Nullfaser durch
Bo (TeK(G/K)oK) gegeben ist. Die Auswertungsabbildungen in Null und Eins
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definieren dann eine Abbildung
K∗(B o (TeK(G/K)oK)) - K∗(B or G).
Hierdurch ist das Deformationsbild der Assembly-Abbildung gegeben, wobei die
linke Seite (wie in Anhang A beschrieben) mit der topologischen K-Theorie von
G mit Koeffizienten in B zu identifizieren ist.
3.1 Deformation von Lie-Algebren
Zuna¨chst sollen Deformationen von Lie-Algebren betrachtet werden, wie sie zu-
erst in [IW53] studiert wurden. In der Literatur werden Deformationen von die-
sem Typ auch als Kontraktionen bezeichnet. Im folgenden sei stets (g, [·, ·]) eine
endlich-dimensionale reelle Lie-Algebra mit n := dim g <∞.
Proposition 3.1.1. Ist U : g - g eine invertierbare lineare Abbildung, so
definiert
[·, ·]U := U−1[U(·), U(·)]
eine Lie-Klammer auf g, und
U : (g, [·, ·]U ) - (g, [·, ·])
ist ein Isomorphismus von Lie-Algebren.
Beweis. Da U und U−1 lineare Abbildungen sind und die Lie-Klammer [·, ·] li-
near in beiden Komponenten ist, ist auch [·, ·]U in beiden Komponenten linear.
Desweiteren gilt
[X,Y ]U = U−1[U(X), U(Y )] = −U−1[U(Y ), U(X)] = −[Y,X]U
und [X, [Y, Z]U ]U = U−1[U(X), [U(Y ), U(Z)]] fu¨r alle X,Y, Z ∈ g, und es folgt
[X, [Y, Z]U ]U + [Y, [Z,X]U ]U + [Z, [X,Y ]U ]U = 0
aus der Jacobi-Identia¨t der Lie-Klammer [·, ·], angewandt auf die Elemente U(X),
U(Y ) und U(Z). Somit definiert auch [·, ·]U eine Lie-Klammer auf g.
Schließlich gilt fu¨r X,Y ∈ g
U([X,Y ]U ) = U(U−1([U(X), U(Y )])) = [U(X), U(Y )].
Die Abbildung U : (g, [·, ·]U ) - (g, [·, ·]) respektiert die Lie-Multiplikation und
ist somit ein Isomorphismus von Lie-Algebren.
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Bemerkungen 3.1.2. (i) Fixiert man eine Basis X1, . . . , Xn von g, so existie-
ren eindeutig bestimmte Koeffizienten crij ∈ R, so daß
[Xi, Xj ] =
n∑
r=1
crijXr
gilt, und die Lie-Multiplikation ist eindeutig durch die sogenannten Struk-
turkonstanten crij bestimmt.
Umgekehrt definiert jeder Satz von Konstanten arij , welcher die Bedingungen
(1) arij = −arji und
(2)
∑n
k=1 a
k
ija
r
kl + a
k
jla
r
ki + a
k
lia
r
kj = 0
fu¨r alle i, j, l, r = 1, . . . , n erfu¨llt, in eindeutiger Weise eine Lie-Multiplikation
auf g (welche von der gewa¨hlten Basis abha¨ngt).
(ii) Sind in der Situation des obigen Satzes die linearen Abbildungen U und U−1
bezu¨glich der gewa¨hlten Basis durch die Matrizen (uij) und (vrs) gegeben,
so berechnen sich die Strukturkonstanten von [·, ·]U aus denen von [·, ·] wie
folgt:
crij(U) =
n∑
r,k,l,m=1
vrmukiuljc
m
kl.
Satz 3.1.3. Es sei g = ℘⊕k eine Zerlegung der Lie-Algebra in eine direkte Summe
von Untervektorra¨umen. Fu¨r alle t 6= 0 sei eine lineare Abbildung von g auf sich
selbst gegeben durch
Ut = t · id℘⊕ idk,
und es sei
[·, ·]t := [·, ·]Ut = U−1t [Ut(·), Ut(·)]
Ist k eine Unteralgebra von g, so existiert
[·, ·]0 := limt→0 [·, ·]t
und definiert eine Lie-Multiplikation auf g mit folgenden Eigenschaften:
(i) ℘ ist ein abelsches Ideal in (g, [·, ·]0).
(ii) Die Lie-Multiplikation [·, ·]0 stimmt auf k× k mit der urspru¨nglichen u¨berein.
(iii) Sind X,X ′ ∈ ℘, Y, Y ′ ∈ k mit [X,Y ] = X ′ + Y ′, so ist [X,Y ]0 = X ′.
Die Lie-Algebra (g, [·, ·]0) ist somit das semidirekte Produkt von ℘ und k.
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Beweis. Nach der obigen Bemerkung genu¨gt es, die Aussagen fu¨r die Strukturkon-
stanten nach Wahl einer Basis von g zu zeigen. Es seien dazu Basen X1, . . . Xk von
k und Xk+1, . . . , Xn von ℘ gewa¨hlt. Fu¨r t 6= 0 ist die Abbildung Ut invertierbar,
und nach Teil (ii) der Bemerkung gilt fu¨r die Strukturkonstanten von Ut:
crij(t) = vrruiiujjc
r
ij
mit
ull =
{
1 : l ≤ k
t : l > k
und vrr =
{
1 : r ≤ k
t−1 : l > k.
Damit lassen sich die neuen Strukturkonstanten explizit angeben:
crij(t) =

crij : i, j, r ≤ k
t · crij : i, r ≤ k, j > k
t · crij : j, r ≤ k, i > k
t2 · crij : i, j > k, r ≤ k
t−1 · crij : i, j ≤ k, r > k
crij : i ≤ k, j, r > k
crij : j ≤ k, i, r > k
t · crij : i, j, r > k.
Ist k eine Unteralgebra von g, so gilt crij = 0 fu¨r i, j ≤ k und r > k. Also existiert
in allen Fa¨llen
arij := c
r
ij(0) := lim
t→0
crij(t);
genauer gilt
arij =

crij : i, j, r ≤ k
crij : i ≤ k, j, r > k
crij : j ≤ k, i, r > k
0 : sonst
Da die Strukturkonstanten crij die Bedingungen c
r
ij = −crji und die Jacobi-Identita¨t
erfu¨llen, gilt dies auch fu¨r die arij . Erstere Bedingung ist klar, und fu¨r letztere
berechnet man
n∑
k=1
akija
m
kl + a
k
jla
m
ki + a
k
lia
m
kj = lim
t→0
n∑
k=1
vkkuiiujjvmmurrull(ckijc
m
kl + c
k
jlc
m
ki + c
k
lic
m
kj)
= 0,
da der Ausdruck in der Klammer identisch 0 ist. Also definieren die Strukturkon-
stanten in der Tat eine Lie-Klammer [·, ·]0 auf g, deren geforderte Eigenschaften
sich direkt aus den Werten der Strukturkonstanten ergeben.
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Bezeichnet gt := (g, [·, ·]t) fu¨r t ∈ R die bezu¨glich Ut deformierte Lie-Algebra, so
la¨ßt sich das Feld (gt)t∈R als sog. Lie-Algebroid mit trivialem Anker auffassen,
dessen Fasern außerhalb 0 isomorph zueinander sind. Genauer gilt:
Proposition 3.1.4. Man betrachte A := g × R als Vektorraumbu¨ndel u¨ber R,
und es bezeichne Γ(A) die Algebra der glatten Schnitte. Setzt man [f, g](t) :=
[f(t), g(t)]t, so definiert die Abbildung
[·, ·] : Γ(A)× Γ(A) - Γ(A)
(f, g) 7→ [f, g],
eine Lie-Multiplikation auf Γ(A).
Beweis. Es ist nur zu zeigen, daß mit f, g ∈ Γ(A) auch [f, g] differenzierbar ist.
Dies sieht man aber sofort, wenn man eine Basis X1, . . . , Xn von g wie in obigem
Beweis wa¨hlt:
Gilt f(t) =
∑n
i=1 λi(t) ·Xi und g(t) =
∑n
j=1 µj(t) ·Xj mit glatten Funktionen
λi, µj : R - R, so gilt
[f, g](t) =
n∑
i,j,r=1
λi(t) · µj(t) · crij(t) ·Xr,
und die Glattheit folgt aus der Tatsache, daß auch die Funktionen crij glatt sind,
wie an der expliziten Darstellung im vorigen Beweis zu sehen ist.
Ein Lie-Algebroid ist im allgemeinen nicht integrierbar, d.h. es muß keinen Lie-
Gruppoid geben, dessen zugeho¨riger Lie-Algebroid mit dem gegebenen u¨berein-
stimmt. Mit anderen Worten: Es gibt keine Aussage, die dem dritten Theorem
von Lie entsprechen wu¨rde.
Im folgenden Abschnitt wird der Deformationsprozeß daher durch direkte Kon-
struktion eines Bu¨ndels von Lie-Gruppen beschrieben. Die Konstruktion ist durch
folgende U¨berlegungen motiviert:
Ist G eine endlich-dimensionale reelle Lie-Gruppe mit Lie-Algebra g und H
eine abgeschlossene Untergruppe von G, so besitzt H selbst die Struktur einer
Lie-Gruppe, und die zugeho¨rige Lie-Algebra h ist in natu¨rlicher Weise eine Unter-
algebra von g.
In der Nullfaser des zu konstruierenden Bu¨ndels von Lie-Gruppen ist die Unter-
gruppe H unvera¨ndert zu lassen und der Rest “flach” zu machen; genauer gesagt,
wird die Lie-Gruppe G zum semidirekten Produkt von H mit dem Tangentialraum
der Quotientenmannigfaltigkeit G/H deformiert.
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Fu¨r t 6= 0 ist die deformierte Lie-Algebra gt isomorph zu g = g1. Also sollen
auch die korrespondierenden Lie-Gruppen Gt lokal isomorph zu G sein. Aus der
Theorie der Lie-Gruppen ist bekannt, daß die Exponentialfunktion eine Umgebung
der Null in g diffeomorph auf eine Umgebung der Eins in G abbildet, und die
Multiplikation wird dort beschrieben durch die Campbell-Hausdorff-Formel; man
vgl. etwa [Tit83, III, 4.2 - 4.3].
Es bezeichne im folgenden Ht(·, ·) die Campbell-Hausdorff-Reihe fu¨r gt, und
man setze H := H1. Sind g1, g2 ∈ G mit gi = exp(Zi), so daß die Campbell-
Hausdorff-Reihe Ht(Z1, Z2) (bezu¨glich einer geeignet gewa¨hlten Norm) konver-
giert, so definiere man g1 ∗t g2 := exp(Ht(Z1, Z2)). Mit dieser Verknu¨pfung ist
Gt := (G, ∗t) eine “lokale Gruppe” zur Lie-Algebra gt mit Exponentialfunktion
expt = exp.
Die Summanden der Campbell-Hausdorff-Reihe sind iterierte Kommutatoren.
Per vollsta¨ndiger Induktion zeigt man leicht fu¨r die Deformationsabbildungen Ut:
Proposition 3.1.5.
Ut([. . . [X1, X2]t, X3]t, . . . , Xk]t) = [. . . [Ut(X1), Ut(X2)], Ut(X3)], . . . , Ut(Xk)]
Hieraus ergibt sich sofort:
Korollar 3.1.6. Sind Z1, Z2 ∈ g, so daß die auftretenden Campbell-Hausdorff-
Reihen konvergieren, so gilt Ut(Ht(Z1, Z2)) = H(Ut(Z1), Ut(Z2)).
Damit erha¨lt man:
Satz 3.1.7. Fu¨r g = expt(Z) ∈ Gt setze man Φt(g) := exp(Ut(Z)) ∈ G. Dann
ist φt : Gt - G ein lokaler Isomorphismus, fu¨r den das folgende Diagramm
kommutiert:
gt
Ut - g
Gt
expt
? Φt - G.
exp
?
Beweis. Die Kommutativita¨t des Diagramms ist klar nach Definition der Abbil-
dungen. Sind gi = expt(Zi) ∈ Gt fu¨r i = 1, 2, so gilt unter Verwendung des obigen
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Korollars
Φt(g1 ∗t g2) = Φt(exp(Ht(Z1, Z2)))
= exp(Ut(Ht(Z1, Z2)))
= exp(H(Ut(Z1), Ut(Z2)))
= exp(Ut(Z1)) · exp(Ut(Z2))
= Φt(g1) · Φt(g2),
d.h. Φt ist ein lokaler Homomorphismus. Dieser ist sogar ein lokaler Isomorphis-
mus, da die korrespondierende Abbildung auf dem Niveau der Lie-Algebren ein
Isomorphismus ist.
3.2 Fast zusammenha¨ngende Lie-Gruppen
Um die im vorigen Abschnitt beschriebene Deformation auf fast zusammenha¨ngen-
de Lie-Gruppen u¨bertragen zu ko¨nnen, werden zuna¨chst die beno¨tigten Resultate
aus der Theorie der Lie-Gruppen bereitgestellt; Lie-Gruppen sind dabei stets als
reell-analytische Mannigfaltigkeiten zu verstehen.
Im folgenden sei G eine reelle Lie-Gruppe endlicher Dimension mit Lie-Algebra g,
H ⊆ G eine abgeschlossene Untergruppe mit Lie-Algebra h und m ein Vektorraum-
komplement von h in g. Desweiteren bezeichne q : G - G/H die kanonische
Quotientenabbildung, wobei G/H mit der Quotiententopologie versehen sei.
Theorem 3.2.1. Es gibt genau eine analytische Struktur auf G/H, so daß G eine
Lie-Transformationsgruppe fu¨r G/H ist; insbesondere ist G/H eine analytische
Mannigfaltigkeit.
Genauer gesagt: Es existiert eine Umgebung V0 von 0 in m, so daß die Ein-
schra¨nkung der Exponentialfunktion V0 homo¨omorph auf ihr Bild in G und die
Quotientenabbildung das Bild exp(V0) homo¨omorph auf q(exp(V0)) in G/H abbil-
det. Die analytische Struktur ist so definiert, daß die Abbildung
Exp := q ◦ exp |V0 : V0 - Exp(V0) ⊆ G/H
ein Diffeomorphismus ist. Da d exp |0 = id ist, la¨ßt sich m mit dem Tangentialraum
von G/H in q(e) = eH identifizieren.
Beweis. [Hel78, II.4.1 und II.4.2].
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Satz 3.2.2. Fu¨r jedes g ∈ G ist die Konjugation Ig : G - G, x 7→ gxg−1 ein
analytischer Diffeomorphismus mit Ig(e) = e und induziert daher einen Isomor-
phismus
Ad(g) := d Ig|e : g - g.
Die Abbildung Ad : G - Gl(g) ist ein analytischer Homomorphismus, und es
gilt
Ig(exp(X)) = g · exp(X) · g−1 = exp(Ad(g)(X))
fu¨r alle g ∈ G und X ∈ g.
Beweis. Folgt aus [Hel78, II.1.12].
Satz 3.2.3. Fu¨r g ∈ G ist die Linksmultiplikation
Lg : G/H - G/H, xH 7→ gxH
ein analytischer Diffeomorphismus. Ist h ∈ H, so gilt Lh(eH) = eH, und Lh
induziert einen Isomorphismus
τh := dLh|eH : V - V,
wobei V := TeH(G/H) den Tangentialraum von G/H in q(e) = eH bezeichne. Es
gilt τhh′ = τh ◦ τh′, und die Abbildung
τ : H × V - V, (h,X) 7→ τh(X)
ist analytisch. Daher ist das semidirekte Produkt V oH eine Lie-Gruppe. Deswei-
teren kommutieren fu¨r h ∈ H die folgenden Diagramme:
G
Ih - G
G/H
q
?
Lh
- G/H
q
?
g
Ad(h)- g
V
d q|e
?
τh
- V
d q|e
?
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Gilt zusa¨tzlich Ad(h)(m) ⊆ m, so kommutiert auch das Diagramm
m
Ad(h)- m
V
σ
6
τh
- V,
σ
6
wobei σ := (d q|e)|−1m ist.
Beweis. Nach 3.2.1 istG eine Lie-Transformationgruppe fu¨r den homogenen Raum
G/H. Insbesondere ist die Abbildung
G×G/H - G/H, (g, xH) 7→ gxH
analytisch, und fu¨r alle g ∈ G ist die Linkstranslation Lg ein Diffeomorphismus
mit Inversem Lg−1 . Durch U¨bergang zu den Differentialen der Linkstranslationen
erha¨lt man durch
G× T (G/H) - T (G/H), (g, (xH,X)) 7→ (gxH, dLg(X))
eine glatte G-Wirkung auf dem Tangentialbu¨ndel T (G/H).
Fu¨r alle h ∈ H ist dLh : V - V ein Isomorphismus. Einschra¨nken der
obigen Wirkung auf die abgeschlossene Teilmenge H × V definiert somit eine
glatte Wirkung
τ : H × V - V,
und das semidirekte Produkt V o H ist eine analytische Lie-Gruppe. Die Ver-
knu¨pfungen sind dabei gegeben durch
(X,h) · (Y, l) = (X + τh(Y ), hl) und (X,h)−1 = (−τh−1(X), h−1).
Die Kommutativita¨t des ersten Diagramms rechnet man sofort nach; hieraus folgt
dann die Kommutativita¨t der anderen beiden Diagramme durch U¨bergang zu den
Differentialen.
Bemerkung 3.2.4. Die Lie-Unteralgebra h ⊆ g der Untergruppe H ⊆ G ist
invariant unter der Einschra¨nkung der adjungierten Darstellung auf H. Ist H
sogar kompakt, so ist H vollsta¨ndig reduzibel. Da h ein H-invarianter Teilraum
von g fu¨r die Darstellung
AdH : H - Aut(g)
ist, folgt insbesondere, daß fu¨r H ⊆ G kompakt ein H-invariantes Komplement
von h in g existiert. Fu¨r kompakte Untergruppen sei der Unterraum m ⊆ g stets
so gewa¨hlt, daß Ad(H)(m) ⊆ m gilt.
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Satz 3.2.5. Es existieren beschra¨nkte, offene Nullumgebungen Ug ⊆ g, Um ⊆ m
und Uh ⊆ h, so daß die Abbildungen
ψ : Ug - G, Z 7→ exp(Z)
und
φ : Um × Uh - G, (X,Y ) 7→ expX · exp(Y )
analytische Diffeomorphismen auf eine offene Umgebung des neutralen Elements
in G sind. Da H eine (abgeschlossene) Untergruppe von G ist, kann Uh so gewa¨hlt
werden, daß W0 := exp(Uh) eine offene Umgebung von e in H ist, und auch die
Abbildung
φ˜ : Um ×W0 - G, (X,h) 7→ exp(X) · h
ist dann ein analytischer Diffeomorphismus auf ihr Bild.
Beweis. Folgt aus [Hel78, II.1.6 und II.2.4].
Ab jetzt sei die Lie-Algebra g mit einer Norm ‖ · ‖ versehen, welche die Bedingung
‖[X,Y ]‖ ≤ ‖X‖ · ‖Y ‖ fu¨r alle X,Y ∈ g
erfu¨llt. Eine solche Norm existiert immer: Ist na¨mlich ‖ · ‖′ eine beliebige Norm
auf g, so existiert aufgrund der Stetigkeit der Lie-Klammer eine Konstante C > 0
mit ‖[·, ·]‖′ ≤ C · ‖ · ‖′ · ‖ · ‖′, und ‖ · ‖ := C · ‖ · ‖′ liefert das Gewu¨nschte.
Satz 3.2.6. Es bezeichne H(T1, T2) die Campbell-Hausdorff-Reihe in den Varia-
blen T1, T2. Diese ist absolut konvergent auf der Menge
O = {(Z1, Z2) ∈ g× g | ‖Z1‖+ ‖Z2‖ < log 2}
und gleichma¨ßig konvergent auf kompakten Teilmengen von O. Fu¨r (Z1, Z2) ∈ O
gilt
exp(H(Z1, Z2)) = exp(Z1) · exp(Z2).
Insbesondere folgt: Sind U1, U2 beschra¨nkte Teilmengen von g, so existiert ein
 > 0, so daß die Abbildung
U1 × U2 × (−, ) - g,
(Z1, Z2, t) 7→ H(t · Z1, t · Z2)
wohldefiniert und analytisch ist.
Beweis. Vgl. [Bou98b, II, §7.2, Prop. 1] bzw. [Tit83, III, §3.5]. Die Campbell-
Hausdorff-Reihe stellt auf O eine analytische Abbildung dar, welche als absolut
konvergente Reihe auf kompakten Teilmengen von O gleichma¨ßig konvergiert.
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Die Campbell-Hausdorff-Reihe la¨ßt sich in der FormH(Z1, Z2) =
∑∞
n=1Hn(Z1, Z2)
schreiben, wobei die homogenen Anteile Hn Linearkombinationen n-facher Lie-
Klammern sind. Fu¨r die ersten drei Terme gilt etwa H1(Z1, Z2) = Z1 + Z2,
H2(Z1, Z2) = 12 [Z1, Z2] und H3(Z1, Z2) =
1
12 [Z1, [Z1, Z2]]− 112 [Z2, [Z1, Z2]].
Zu einer lokal-kompakten Gruppe G bezeichne G0 die Zusammenhangskomponen-
te der Eins. Diese ist ein abgeschlossener Normalteiler in G, und die Gruppe der
Zusammenhangskomponenten G/G0 ist total unzusammenha¨ngend.
Definition 3.2.7. Eine lokal-kompakte Gruppe G heißt fast zusammenha¨ngend,
falls die Gruppe G/G0 der Zusammenhangskomponenten kompakt ist.
Bemerkung 3.2.8. Ist G eine Lie-Gruppe mit Lie-Algebra g, so ist daß Bild
exp(g) der Exponentialfunktion in G0 enthalten. Somit entha¨lt G0 eine wegzu-
sammenha¨ngende Umgebung der Eins; daher ist G0 auch offen in G, und die
Topologie auf G/G0 ist diskret.
Eine Lie-Gruppe G ist somit genau dann fast zusammenha¨ngend, wenn G nur
endlich viele Zusammenhangskomponenten besitzt.
Fu¨r fast zusammenha¨ngende Lie-Gruppen hat man den folgenden Struktursatz:
Theorem 3.2.9. Es sei G eine fast zusammenha¨ngende Lie-Gruppe mit Lie-
Algebra g. Dann gibt es eine kompakte Untergruppe K ⊆ G und endlich viele
Unterra¨ume S1, . . . , Sk ⊆ g, deren Summe direkt ist, so daß fu¨r Ei := exp(Si) und
E := E1 × . . .× Ek die folgenden Bedingungen erfu¨llt sind:
(i) Fu¨r alle x ∈ K und alle i = 1, . . . , k gilt x · Ei · x−1 = Ei.
(ii) Die durch Multiplikation gegebene Abbildung E ×K - G ist ein Diffeo-
morphismus analytischer Mannigfaltigkeiten.
(iii) Zu jeder kompakten Untergruppe L ⊆ G existiert ein Element x ∈ E mit
x · L · x−1 ⊆ K.
Insbesondere ist K eine maximal kompakte Untergruppe in G.
Beweis. Man vergleiche [Hoc68, XV, Thm. 3.1]. Die Tatsache, daß K maximal
kompakt in G ist, folgt leicht: Ist na¨mlich M ⊆ G eine kompakte Untergrup-
pe, welche K entha¨lt, so folgt aus Bedingung (iii), daß ein Element x ∈ G mit
xKx−1 ⊆ xMx−1 ⊆ K gibt. Somit mu¨ssen M und K die gleiche Dimension
und die gleiche Anzahl von Zusammenhangskomponenten haben, woraus M = K
folgt.
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Nach Aussage (iii) des Theorems ist klar, daß die maximal kompakte Untergrup-
pe einer fast zusammenha¨ngenden Lie-Gruppe eindeutig bis auf Konjugation be-
stimmt ist. Als weitere Folgerung erha¨lt man:
Korollar 3.2.10. Ist G eine fast zusammenha¨ngende Lie-Gruppe mit maximal
kompakter Untergruppe K, so ist der homogene Raum G/K zusammenha¨ngend,
K ∩ G0 ist eine maximal kompakte Untergruppe von G0, und K0 = K ∩ G0 ist
die Zusammenhangskomponente der Eins in K. Die homogenen Ra¨ume G/K und
G0/K0 sind in kanonischer Weise diffeomorph.
Beweis. Wie im Beweis von 3.2.9 sieht man, daß K ∩G0 maximal kompakt in G0
und somit nach 3.2.9 (ii), angewandt auf G0, zusammenha¨ngend ist. Die restlichen
Aussagen folgen dann sofort.
Bemerkung 3.2.11. Als zusammenha¨ngende Lie-Gruppe wirkt G0 orientierungs-
erhaltend auf dem homogenen Raum G/K.
Ist λ ein Haarmaß der fast zusammenha¨ngenden Lie-Gruppe G, so definiert
die Einschra¨nkung auf die offene Untergruppe G0 ein Haarmaß λ0 auf G0.
Die kanonischen Abbildungen q : G -- G/K und q0 : G0 -- G/K sind
eigentlich. Ist N ∈ N die Anzahl der Zusammenhangskomponenten von G, so gibt
es nach 3.2.9 Elemente k1, . . . , kN ∈ K, so daß G die disjunkte Vereinigung der
Mengen G0 ·k1, . . . , G0 ·kN ist. Ist f ∈ Cc(G/K), so gilt (f ◦ q)(g ·ki) = (f ◦ q0)(g)
fu¨r alle g ∈ G0 und i = 1, . . . , N , und es folgt∫
G
f ◦ q dλ = N ·
∫
G0
f ◦ q0 dλ0.
Fu¨r eine kompakte Untergruppe ist nach 3.2.4 aus abstrakten Gru¨nden klar, daß
ein K-invariantes Vektorraumkomplement m von k ⊂ g existiert. Im folgenden
Beispiel kann ein solches konkret beschrieben werden:
Beispiel 3.2.12. Es sei G eine halbeinfache und zusammenha¨ngende Lie-Gruppe.
Ist die zugeho¨rige Lie-Algebra g von kompaktem Typ, so ist nach dem Satz von
Weyl (vgl. [HN91, III.5.13]) die Gruppe G kompakt. Fu¨r K = G und k = g ist
m = 0 trivialerweise ein K-invariantes Vektorraumkomplement.
Ist die Lie-Algebra g nicht von kompaktem Typ, so betrachte man eine Cartan-
Zerlegung g = ℘⊕ k, und es bezeichne K := 〈exp k〉 die von exp k erzeugte analy-
tische Untergruppe in G. Da fu¨r X ∈ k auch (expX)−1 = exp(−X) ∈ exp k liegt,
besteht K gerade aus endlichen Produkten von Elementen aus exp k.
Die Cartan-Zerlegung hat die Eigenschaft, daß fu¨r die Lie-Klammer die Bezie-
hungen
[k, k] ⊆ k, [k, ℘] ⊆ ℘ und [℘, ℘] ⊆ k
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gelten. Ist X ∈ k und Y ∈ ℘, so gilt also
ad(X)(Y ) = [X,Y ] ∈ ℘,
und per vollsta¨ndiger Induktion erkennt man, daß fu¨r alle n ∈ N auch
(ad(X))n(Y ) ∈ ℘
gilt. Andererseits gilt in einer Lie-Gruppe die Beziehung
Ad(expX) = exp(ad(X)) =
∞∑
n=0
(adX)n
n!
.
Da ℘ als endlich-dimensionaler Unterraum in g abgeschlossen ist, folgt also fu¨r
alle X ∈ k die Beziehung Ad(expX)(℘) ⊂ ℘. Andererseits ist Ad eine Darstellung
von G, d.h. es gilt Ad(k1k2) = Ad(k1)Ad(k2). Da die Untergruppe K von exp k
erzeugt wird, folgt also Ad(k)(℘) ⊆ ℘ fu¨r alle k ∈ K.
Ist das Zentrum von G endlich, so ist nach [Hel78, VI.1.1(i)] K eine maximal
kompakte Untergruppe von G, und die Cartan-Zerlegung (mit m := ℘) liefert das
Gewu¨nschte.
Auch in dem Fall, daß G unendliches Zentrum besitzt, ist (G,K) ein Riem-
mansches symmetrisches Paar im Sinne von [Hel78], und – ausgehend von der
Cartan-Zerlegung der Lie-Algebra g – kann die maximal kompakte Untergruppe
wie im Beweis von [Hel78, VI.2.2] gewa¨hlt werden:
Ist Z(G) nicht endlich, so ist K = 〈exp k〉 nicht kompakt; es existiert eine
Zerlegung k = ks ⊕ ka, wobei ka eine abelsche Unteralgebra ist. Es bezeichnen Ks
und Ka die analytische Untergruppen von K, welche zu ks und ka korrespondieren.
Die Untergruppe Ka besitzt eine Zerlegung in ein direktes Produkt analytischer
Untergruppen Ka = T × E, wobei T ein Torus und E analytisch isomorph zu
einem euklidischen Raum ist. Dann ist
K˜ := KsT = {kt | k ∈ Ks, t ∈ T}
eine maximal kompakte Untergruppe; ihre Elemente kommutieren mit denen aus
E. Aus Ka = T × E folgt ka = kT ⊕ kE , und man setze m := kE ⊕ ℘.
Da K˜ ⊆ K gilt, folgt wie oben Ad(k)(℘) ⊆ ℘ fu¨r alle k ∈ K˜. Anderer-
seits gilt Ik |E = idE fu¨r alle k ∈ K˜, und daher folgt mit Ad(k) = (d Ik)e auch
Ad(k)|kE = idkE , also insgesamt Ad(k)(m) ⊆ m, was zu zeigen war.
3.3 Deformation von Lie-Gruppen
In diesem Abschnitt wird nun die Deformation von fast zusammenha¨ngenden Lie-
Gruppen durch Konstruktion eines glatten Gruppenbu¨ndels G u¨ber R beschrieben.
Die Konstruktion des Gruppenbu¨ndels ist motiviert durch [Con94, II.10.β].
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Desweiteren wird das Untergruppenbu¨ndel der Zusammenhangskomponenten
von G eingefu¨hrt. Dieses wird im folgenden Kapitel bei der Konstruktion des Dirac-
Elements zur Definition einer Orientierung beno¨tigt, um wie in 2.1.21 das Resultat
von Wolf fu¨r die Definition des vertikalen Dirac-Operators nutzen zu ko¨nnen.
Im folgenden sei stets G eine (endlich-dimensionale, reelle) fast zusammenha¨ngen-
de Lie-Gruppe mit zugeho¨riger Lie-Algebra g.
Auf der Lie-Algebra sei – wie im vorigen Abschnitt angegeben – eine Norm
fixiert, welche die Bedingung ‖[X,Y ]‖ ≤ ‖X‖ · ‖Y ‖ fu¨r alle X,Y ∈ g erfu¨llt.
Desweiteren sei K ⊆ G eine maximal kompakte Untergruppe von G mit Lie-
Algebra k und m ein Vektorraumkomplement von k in g, so daß Ad(k)(m) ⊆ m fu¨r
alle k ∈ K gilt.
Zur Vereinfachung der Schreibweise werden folgende Notationen eingefu¨hrt:
Es bezeiche V := TeK(G/K) den Tangentialraum an G/K im Punkt eK;
dieser wird nach 3.2.1 mit dem K-invarianten Unterraum m der Lie-Algebra g
identifiziert, so daß g = V ⊕ k gilt. Die Einschra¨nkung der Norm auf g definiert
eine Norm auf V .
Die maximal kompakte Untergruppe K wirkt auf V wie in 3.2.3, und es be-
zeichne V oK das semidirekte Produkt. Unter der Identifikation von V mit dem
Unterraum m ⊆ g gilt fu¨r die Wirkung τ = Ad.
Desweiteren seien offene und zusammenha¨ngende Umgebungen V0 von 0 ∈ V
und W0 von e ∈ K wie in 3.2.5 fixiert, so daß die Einschra¨nkung der Abbildung
ϕ : V ×K - G, (X, k) 7→ exp(X) · k
auf V0 × W0 ein Diffeomorphismus auf das Bild ϕ(V0 × W0) ⊆ G ist. Da die
Multiplikation von G analytisch ist, ist fu¨r jedes k ∈ K die Abbildung
V0 ×W0k - G, (X,hk) 7→ exp(X)hk
ebenfalls ein Diffeomorphismus auf ihr Bild. Im folgenden werden die Notationen
R× = R \ {0}, R+ = {x > 0} und R− = {x < 0} verwendet.
Man betrachte die disjunkte Vereinigung
G := (V oK × {0}) •∪ (G× R×)
mit der kanonischen Projektion p : G - R. Unter faserweisen Operationen ist
G ein Bu¨ndel von Gruppen u¨ber R.
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Fu¨r eine Teilmenge A ⊆ R setze man GA := p−1(A) und insbesondere Gt := G{t}
fu¨r t ∈ R. Ist t 6= 0, so la¨ßt sich Gt mit G identifizieren; ebenso kann G0 mit V oK
identifiziert werden.
Satz 3.3.1. Als Bu¨ndel von Gruppen ist G ein Gruppoid bezu¨glich der folgenden
Strukturabbildungen:
• Source- und Target-Abbildung:
kanonische Projektion p : G - R
• Eins-Abbildung:
u : R - G, t 7→
{
(0, e, 0) fu¨r t = 0
(e, t) fu¨r t 6= 0
• Inversion:
i : G - G, (ξ, t) 7→ (ξ−1, t)
• partielle Multiplikation:
m : G(2) - G, ((ξ1, t), (ξ2, t)) 7→ (ξ1 · ξ2, t),
wobei G(2) := G ×R G = {(ζ, η) ∈ G × G | p(ζ) = p(η)} ist.
Beweis. Klar.
Ein erstes Ziel ist es, G mit der Struktur eines glatten Gruppenbu¨ndels zu versehen.
Als glatter Gruppoid besitzt G dann ein glattes Haarsystem, wie im ersten Kapitel
beschrieben wurde. Dazu betrachte man auf G die folgende Topologie:
Definition 3.3.2. Es sei
Φ : V ×K × R - G
definiert durch
(X, k, t) 7→
{
(X, k, 0) fu¨r t = 0
(exp(tX)k, t) fu¨r t 6= 0.
Es bezeichne T die Topologie auf G, welche von den Mengen des folgenden Typs
erzeugt wird:
(I) O ⊆ G× R× offen,
(II) Φ(U ×Wk × (−, )) fu¨r  > 0, U offen (und beschra¨nkt) in V mit tU ⊆ V0
fu¨r alle |t| < , k ∈ K und W offene Umgebung von e ∈ K mit W ⊆W0.
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Dabei bezeichnen V0 bzw. W0 die fixierten offenen und zusammenha¨ngenden Um-
gebungen des neutralen Elements in V bzw. K.
Motiviert ist die Definition der Topologie auf G durch den im ersten Abschnitt
beschriebenen Deformationsprozeß fu¨r Lie-Algebren; man vergleiche insbesondere
3.1.7.
Bemerkung 3.3.3. Nach Wahl der Umgebungen bildet
ϕ : V ×K - G, (X, k) 7→ exp(X) · k
die Menge V0×W0 diffeomorph auf ihr Bild in G ab. Da die Rechtsmultiplikation
mit Elementen aus G ebenfalls ein Diffeomorphismus ist, ist die oben definierte
Abbildung Φ auf jeder Menge des Typs (II) injektiv.
Die Mengen des Typs (II), welche als typische Umgebungen von Elementen der
Nullfaser von G anzusehen sind, besitzen die folgende Durchschnittseigenschaft:
Lemma 3.3.4. Fu¨r i = 1, 2 seien Mi = Ui×Wiki×(−i, i) ⊆ V ×K×R gegeben,
so daß Φ(Mi) eine offene Menge vom Typ (II) in G ist. Dann existiert zu jedem
Punkt in Φ(M1) ∩ Φ(M2) ∩ G0 eine offene Umgebung M = U ×Wk × (−, ) in
V ×K × R, so daß Φ(M) vom Typ (II) ist und Φ(M) ⊆ Φ(M1) ∩ Φ(M2) gilt.
Die Mengen des Typs (II) bilden somit eine Umgebungsbasis der Punkte in G0.
Beweis. Fu¨r (X, k, 0) ∈ Φ(M1) ∩ Φ(M2) ist U1 ∩ U2 =: U eine offene (und be-
schra¨nkte) Umgebung von X in V . Mit  := min(1, 2) gilt dann tU ⊆ V0 fu¨r
alle |t| < . Desweiteren ist W1k1 ∩ W2k2 eine offene Umgebung von k in K.
Setzt man W := (W1k1 ∩W2k2)k−1 ∩W0, so ist M = U ×Wk × (−, ) offen
in V × K × R, und es gilt M ⊆ M1 ∩M2. Daher ist Φ(M) vom Typ (II) mit
Φ(M) ⊆ Φ(M1) ∩ Φ(M2).
Satz 3.3.5. Die Topologie T von G besitzt folgende Eigenschaften:
(i) Die Einschra¨nkungen T|G0 bzw. T|GR× definieren die Standard-Topologie von
G0 bzw. GR× = G× R×.
(ii) T ist Hausdorffsch.
(iii) T erfu¨llt das zweite Abza¨hlbarkeitsaxiom.
(iv) T ist lokal-kompakt.
Beweis. Es ist klar, daß die Einschra¨nkungen von Mengen des Typs (I) (bzw. des
Typs (II)) die gewo¨hnliche Topologie von G×R× (bzw. von G0) erzeugen. Fu¨r den
Nachweis von (i) ist daher nur zu zeigen, daß die Einschra¨nkung von Mengen des
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Typs (II) auf GR× offen in G × R× ist. Nun gilt aber fu¨r eine solche basis-offene
Menge
Φ(U ×Wk × (−, )) ∩ GR× = Φ(U ×Wk × (0, )) ∪ Φ(U ×Wk × (−, 0)).
Die Abbildung
µ : V ×K × R× - V ×K × R×, (X, k, t) 7→ (tX, k, t)
ist ein analytischer Diffeomorphismus, und die Einschra¨nkung der Abbildung Φ
auf U ×Wk × (0, ) ist gerade gegeben als Komposition der Abbildungen
U ×Wk × (0, ) µ- µ(U ×Wk × (0, )) ϕ×id- G× R×.
Dies zeigt, daß die Einschra¨nkung von Φ ein Diffeomorphismus auf ihr Bild ist,
und somit ist Φ(U ×Wk × (0, )) ∩ GR+ = Φ(U ×Wk × (0, )) offen in G × R+;
analog argumentiert man fu¨r Φ(U ×Wk × (−, )) ∩ GR− .
Nach Definition der Topologie ist klar, daß je zwei Punkte aus GR× und Punkte
aus G0 von Punkten aus GR× durch offene Umgebungen in G getrennt werden
ko¨nnen.
Es seien also zwei Punkte (X1, k1, 0) und (X2, k2, 0) der Nullfaser G0 gegeben.
Gilt k1 6= k2, so gibt es eine offene, zusammenha¨ngende Nullumgebung V˜ ⊆ V0
in V und eine offene Umgebung W˜ ⊆ W0 des Einselements in K, so daß fu¨r die
offene Umgebung ϕ(V˜ × W˜ ) = exp(V˜ ) · W˜ des Einselements in G
ϕ(V˜ × W˜ ) · k1 ∩ ϕ(V˜ × W˜ ) · k2 = ∅
gilt. Wa¨hlt man nun offene, beschra¨nkte Umgebungen Ui von Xi in V und  > 0,
so daß t · Ui ⊆ V˜ fu¨r alle 0 < |t| <  gilt, so trennen die offenen Umgebungen
Φ(U1 × W˜k1 × (−, )) und Φ(U2 × W˜k2 × (−, )) die Punkte (X1, k1, 0) und
(X2, k2, 0).
Gilt dagegen k1 = k2 =: k und X1 6= X2, so gibt es offene und beschra¨nkte
Umgebungen U1, U2 ⊆ V von X1 bzw. X2 mit trivialem Durchschnitt. Ist  > 0
so gewa¨hlt, daß t · Ui ⊆ V0 fu¨r alle 0 < |t| <  gilt, so gilt auch t · U1 ∩ t · U2 = ∅
fu¨r alle 0 < |t| < , und die offenen Umgebungen Φ(U1 × W0k × (−, )) und
Φ(U2×W0k× (−, )) trennen die Punkte (X1, k, 0) und (X2, k, 0). Somit ist auch
Aussage (ii) gezeigt.
Die Aussage (iii) ist klar, da sowohl V × K × R als auch G × R× das zwei-
te Abza¨hlbarkeitsaxiom erfu¨llen und daher eine abza¨hlbare Basis der Topologie
besitzen. Gleiches gilt nach Definition der Topologie T dann auch fu¨r G.
Es bleibt die Aussage (iv) zu zeigen. Da G × R× lokal-kompakt ist, besitzt
jeder Punkt aus GR× eine kompakte Umgebung. Gleiches ist auch fu¨r die Punkte
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ξ = (X, k, 0) ∈ G0 zu zeigen. Da auch V × K × R lokal-kompakt ist, jede offene
Umgebung eines Punktes also eine kompakte Umgebung entha¨lt, genu¨gt es, fol-
gende Aussage zu zeigen: Ist Φ(M) eine basis-offene Umgebung des Typs (II) von
ξ mitM = U×Wk×(−, ), so ist die Einschra¨nkung ΦM := Φ|M :M - G von
Φ auf M stetig. Es genu¨gt dabei, die Stetigkeit auf Erzeugern der Topologie T zu
testen. Man setze M× := U ×Wk× ((−, ) \ {0}), welches eine offene Teilmenge
von M ist.
Ist O ⊂ G × R× offen, so ist nach (i) auch O ∩ Φ(M) = O ∩ Φ(M×) offen in
G×R×. Da ΦM injektiv ist, gilt Φ−1M (O) ⊆M×. Wie im Beweis von der Aussage
(i) sieht man, daß die Einschra¨nkung von ΦM auf M× sich als Verknu¨pfung von
Diffeomorphismen schreiben la¨ßt und somit einen Diffeomorphismus auf ihr Bild
induziert. Daher ist Φ−1M (O) = Φ
−1
M (O ∩ Φ(M−)) ⊆ M− offen, insbesondere also
auch offen in M .
Ist andererseits Φ(M1) eine offene Menge vom Typ (II) in G gegeben, so gilt
Φ−1M (Φ(M1)) = Φ
−1
M (Φ(M1)∩Φ(M)). Man setze T := Φ(M1)∩Φ(M), T0 := T ∩G0
und T× := T ∩ GR× . Aufgrund des vorigen Falls ist Φ−1M (T×) offen in M . Nach
3.3.4 existiert zu jedem ξ ∈ T0 eine offene Umgebung Φ(Mξ) des Typs (II) von ξ
mit Mξ ⊆M und Φ(Mξ) ⊆ T ; es gilt also T = T× ∪
⋃
ξ∈T0 Φ(Mξ) und somit
Φ−1M (T ) = Φ
−1
M (T1) ∪
⋃
ξ∈T0
Φ−1M (Φ(Mξ)) = Φ
−1
M (T1) ∪
⋃
ξ∈T0
Mξ
aufgrund der Injektivita¨t von ΦM . Als Vereinigung offener Mengen ist daher auch
Φ−1M (Φ(M1)) = Φ
−1
M (T ) offen in M , woraus die Stetigkeit von ΦM folgt.
Satz 3.3.6. Das Gruppenbu¨ndel G besitzt eine analytische Struktur, welche von
Produktkarten auf den Erzeugern der Topologie vom Typ (I) und (II) erzeugt wird.
Beweis. Sowohl G×R× als auch V ×K ×R sind analytische Mannigfaltigkeiten.
Betrachtet man Produktkarten von G × R× und Produktkarten von V ×K × R,
welche auf Mengen des Typs (II) definiert sind, so ist nur zu zeigen, daß die auf-
tretenden Kartenwechsel glatt sind. Diese Karten erzeugen dann eine analytische
Struktur auf G.
Der Kartenwechsel zweier Karten von G×R× ist glatt. Sind zwei offene Men-
gen Φ(M1) und Φ(M2) vom Typ (II) mit Mi = Ui ×Wiki × (−i, i) und zwei
Produktkarten von V ×K × R auf M1 und M2 gegeben, so genu¨gt es zu zeigen,
daß zu jedem Punkt aus Φ(M1) ∩ Φ(M2) eine Umgebung existiert, so daß die
Einschra¨nkung des Kartenwechsels auf diese Umgebung glatt ist.
Ist (ξ, t) ∈ Φ(M1) ∩ Φ(M2) mit t = 0, so entha¨lt Φ(M1) ∩ Φ(M2) nach 3.3.4
eine Umgebung Φ(M) von (ξ, 0) vom Typ (II) mit M ⊆ M1 ∩M2, und die Ein-
schra¨nkung des Kartenwechsels auf M ist glatt.
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Ist t > 0, so genu¨gt es, die Abbildung Φ auf M+i := Ui × Wiki × (0, i) zu
betrachten. Dort la¨ßt sich Φ als Komposition der folgenden (lokalen) Diffeomor-
phismen schreiben:
Ui ×Wiki × (0, i) - V0 ×Wki × (0, i), (X, k, t) 7→ (tX, k, t),
V0 ×Wki × (0, i) - G× (0, i), (X, k, t) 7→ (exp(X) · k, t)
Als Komposition lokaler Diffeomorphismen ist auch in dieser Situation der Kar-
tenwechsel glatt. Analog argumentiert man fu¨r t < 0.
Es bleibt der Kartenwechsel fu¨r eine Karte vom Typ (I) und eine Karte vom
Typ (II) zu betrachten. Ist eine Produktkarte auf der Umgebung U×Wk× (−, )
gegeben, so gilt
Φ(U ×Wk × (−, )) ∩ GR× = Φ(U ×Wk × ((−, ) ∩ R×)),
und wie oben la¨ßt sich die Einschra¨nkung von Φ als Komposition der Abbildungen
U ×Wk × ((−, ) ∩ R×) - V0 ×Wk × ((−, ) ∩ R×), (X, l, t) 7→ (tX, l, t),
V0 ×Wk × ((−, ) ∩ R×) - G× ((−, ) ∩ R×), (X, l, t) 7→ (exp(X) · l, t)
beschreiben. Die einzelnen Abbildungen sind analytische Diffeomorphismen auf
ihr Bild; somit ist auch der Kartenwechsel mit einer Karte vom Typ (I) (lokal) ein
analytischer Diffeomorphismus.
Mit dieser analytischen Struktur ist das Gruppenbu¨ndel G eine analytische (und
somit insbesondere eine glatte) Mannigfaltigkeit. Fu¨r den Nachweis, daß G ein
glatter Gruppoid ist, muß noch die Glattheit der Strukturabbildungen gezeigt
werden.
Lemma 3.3.7. Die kanonische Projektion p : G - R ist eine Submersion.
Beweis. Lokal bezu¨glich Produktkarten vonG×R× bzw. V×K×R ist p : G - R
gerade die Projektion auf den letzten Faktor, und eine Abbildung ist genau dann
eine Submersion, wenn sie lokal eine Projektion ist.
Lemma 3.3.8. Die Eins-Abbildung u : R - G ist analytisch, und das Bild
u(R) ist eine abgeschlossene Untermannigfaltigkeit von G.
Beweis. Lokal ist die Abbildung u als kartesisches Produkt einer konstanten Ab-
bildung mit der Identita¨t auf R gegeben und somit glatt. Anhand der Definition
der analytischen Struktur auf G sieht man sofort, daß u(R) eine abgeschlossene
Untermannigfaltigkeit ist.
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Satz 3.3.9. Die Inversion i : G - G ist analytisch.
Beweis. Auf der offenen Teilmenge GR× = G×R× von G ist die Inversion i gerade
durch iG× idR× gegeben, wobei iG : G - G die Inversenbildung der Lie-Gruppe
G bezeichnet. Daher ist i|GR× analytisch.
Fu¨r den Nachweis der Analytizita¨t in der Nullfaser ist zuna¨chst zu zeigen, daß
die Inversenbildung bezu¨glich passend gewa¨hlter Kartenumgebungen beschrieben
werden kann. Zu (X, k, 0) ∈ G0 sei Φ(U ×Wk−1 × (−, )) eine Kartenumgebung
vom Typ (II) von i(X, k, 0) = (τk−1(−X), k−1, 0), wobei U als offene Kugel um
Null in V (bezu¨glich der fixierten Norm) gewa¨hlt werden kann.
Die Inversenbildung in der Nullfaser
iG0 : V oK - V oK, (Y, l) 7→ (τl−1(−Y ), l−1)
ist analytisch, also insbesondere stetig. Daher existiert eine offene, beschra¨nkte
Umgebung UX von X in V sowie eine offene Umgebung WX des Einselementes
von K mit WX ⊆W0, so daß iG0(UX ×WXk) ⊆ U ×Wk−1 gilt.
Aufgrund der Beschra¨nktheit der Menge UX existiert 0 < X ≤ mit t·UX ⊆ V0
fu¨r alle 0 < |t| < X . Ist (Y, l, t) ∈ UX ×WXk × (−X , X) mit t 6= 0, so gilt
i(Φ(Y, l, t)) = i(exp(tY ) · l, t)
= (l−1 exp(−tY ) · l · l−1, t)
= (exp(t · τl−1(−Y )) · l−1, t)
= Φ(τl−1(−Y ), l−1, t) ∈ Φ(U ×Wk−1 × (−, ))
unter Verwendung von 3.2.2 und 3.2.3.
Dies zeigt, daß die Inversenbildung lokal auf passend gewa¨hlten Kartenumge-
bungen beschrieben werden kann. Auf diesen Umgebungen ist die Abbildung i
jedoch gegeben durch
UX ×WXk × (−X , X) - U ×Wk−1 × (−, ),
(Y, l, t) 7→ (τl−1(−Y ), l−1, t) = (iG0(Y, l), t),
woraus die Analytizita¨t von i folgt.
Schließlich ist noch zu zeigen, daß die partielle Multiplikation auf G analytisch ist.
Dazu sei zuna¨chst in zwei Bemerkungen an bekannte Tatsachen aus der Theorie
der Lie-Gruppen und -Algebren erinnert, deren eher technische Folgerungen im
anschließenden Beweis genutzt werden.
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Bemerkung 3.3.10. Fu¨r die Lie-Gruppe G und die Zerlegung g = V ⊕ k ihrer
Lie-Algebra seien die kanonischen Projektionen auf die beiden Unterra¨ume mit
piV : g - V und pik : g - k bezeichnet. Nach 3.2.5 sind die Abbildungen
α : V ⊕ k - G, (X,Y ) 7→ exp(X) · exp(Y ) und
β : V ⊕ k - G, (X,Y ) 7→ exp(X + Y )
lokal in einer Umgebung von Null analytische Diffeomorphismen. Es gibt somit
offene Nullumgebungen Oα und Oβ in g = V ⊕ k, so daß α−1 ◦ β : Oβ - Oα
ein analytischer Diffeomorphismus ist; fu¨r alle Z ∈ Oβ gilt
(α−1 ◦ β)(Z) = piV ◦ (α−1 ◦ β)(Z) + pik ◦ (α−1 ◦ β)(Z).
Ist Z1, . . . Zr eine Basis von V , Zr+1, . . . Zr+s eine Basis von k, so wird (indem
man ggf. zu einer Verkleinerung von Oβ u¨bergeht) die Abbildung piV ◦ (α−1 ◦ β)
auf Oβ durch konvergente Potenzreihen fj ∈ R[[ζ1, . . . , ζr+s]] gegeben, d.h. es gilt
piV ◦ (α−1 ◦ β)(
r+s∑
j=1
ajZj) =
r∑
j=1
fj(a1, . . . , ar+s) · Zj .
Fu¨r Z ∈ g lassen sich die Koeffizientenabbildungen Z 7→ aj(Z) als Projektionen
von g nach R auffassen; diese sind als lineare Abbildungen insbesondere analytisch,
und fu¨r j > r gilt aj(Z) = aj(pik(Z)).
Da α(0, 0) = e = β(0, 0) gilt, ist auch fj(0) = 0 fu¨r alle j; der konstante Term
aller Potenzreihen fj ist somit Null.
Jede Potenzreihe in den Variablen ζ1, . . . , ζr+s la¨ßt sich eindeutig schreiben als
Summe zweier Potenzreihen, wobei die erste eine Potenzreihe in den ersten r Va-
riablen ζ1, . . . , ζr und die zweite ein Element des von den Elementen ζr+1, . . . , ζr+s
erzeugten Ideals ist.
Fu¨r 1 ≤ j ≤ r besitzen die Potenzreihen fj somit eine eindeutige Zerlegung
fj = gj + hj mit gj ∈ R[[ζ1, . . . , ζr]] und hj ∈ (ζr+1, . . . ζr+s) ⊆ R[[ζ1, . . . , ζr+s]],
dem von ζr+1, . . . ζr+s erzeugten Ideal. Letztere lassen sich daher in der Form
hj =
s∑
l=1
ζr+l · h˜(l)j
schreiben, wobei h˜(l)j eine Potenzreihe in R[[ζ1, . . . , ζr+s]] ist, welche das gleiche
Konvergenzverhalten wie hj aufweist.
Da α(X, 0) = β(X, 0) fu¨r alle (X, 0) ∈ Oα∩Oβ gilt, folgt aus dem Identita¨tssatz
fu¨r Potenzreihen gj = ζj fu¨r alle 1 ≤ j ≤ r.
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Insgesamt ergibt sich also fu¨r alle Z =
∑r+s
j=1 ajZj ∈ Oβ:
piV (α−1 ◦ β)(
r+s∑
j=1
ajZj) =
r∑
j=1
fj(a1, . . . , ar+s) · Zj
=
r∑
j=1
(gj + hj)(a1, . . . , ar+s) · Zj
=
r∑
j=1
ajZj +
r∑
j=1
hj(a1, . . . , ar+s) · Zj
= piV (Z) +
r∑
j=1
s∑
l=1
ar+l · h˜(l)j (a1, . . . , ar+s) · Zj .
Desweiteren gilt α(0, Y ) = β(0, Y ) fu¨r alle (0, Y ) ∈ Oα ∩ Oβ . Hieraus ergibt sich
(α−1 ◦ β)(0, Y ) = 0 + Y und somit piV ◦ (α−1 ◦ β)(0, Y ) = 0.
Ist Z =
∑r+s
i=r+1 ai · Zi ein Element von (Oα ∩ Oβ) ∩ k, so folgt aus obiger
Darstellung insbesondere
s∑
l=1
ar+l · h˜(l)j (0, . . . , 0, ar+1, . . . , ar+s) = 0
fu¨r alle j = 1, . . . , r. Wa¨hlt man speziell Z = ar+l ·Zr+l fu¨r l ∈ {1, . . . , s}, so folgt
ar+l · h˜(l)j (0, . . . , 0, ar+l, 0, . . . , 0) = 0
und damit
h˜
(l)
j (0, . . . , 0, ar+l, 0, . . . , 0) = 0.
Die Potenzreihen h˜(l)j haben daher den konstanten Term Null.
Potenzreihen konvergieren absolut und gleichma¨ßig auf kompakten Teilmengen
ihres Konvergenzbereiches. Diese Tatsache wird spa¨ter genutzt, um die Multipli-
kation im Gruppenbu¨ndel lokal beschreiben zu ko¨nnen. Schließlich sei noch an eine
Aussage u¨ber die analytische Fortsetzbarkeit von Potenzreihen erinnert:
Ist f ∈ R[[ζ1, . . . , ζd, t]] eine Potenzreihe in d + 1 Variablen, welche auf einem
offenen Quader Q1×Q2 ⊆ Rd×R um Null konvergiert, und konvergiert t−1 ·f(·, t)
fu¨r t → 0 gleichma¨ßig auf Q1 gegen Null, so la¨ßt sich t−1 ·f in t = 0 zu einer
analytischen Funktion mit dem Wert Null fortsetzen.
Schreibt man na¨mlich f = t · g + h mit zwei Potenzreihen g ∈ R[[ζ1, . . . , ζd, t]]
und h ∈ R[[ζ1, . . . , ζd]], welche auf Q1 × Q2 konvergieren, so folgt h = 0 und
g(x, 0) = 0 fu¨r alle x ∈ Q1 aus der Tatsache, daß limt→0 t−1 · f(x, t) = 0 gilt.
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Bemerkung 3.3.11. Ist – wie weiter oben bereits erwa¨hnt – die Lie-Algebra g
mit einer Norm versehen, welche ‖[X,Y ]‖ ≤ ‖X‖ · ‖Y ‖ erfu¨llt, so konvergiert die
Campbell-Hausdorff-Reihe absolut und gleichma¨ßig auf kompakten Teilmengen
von
O = {(X,Y ) ∈ g× g | ‖X‖+ ‖Y ‖ < log 2}.
Nach 3.2.6 stellt sie dort eine analytische Funktion dar, fu¨r welche
exp(H(X,Y )) = exp(X) exp(Y )
gilt. Ist H =
∑∞
n=1Hn die Zerlegung der Campbell-Hausdorff-Reihe in ihre ho-
mogenen Bestandteile, so sind die einzelnen Hn Linearkombinationen n-facher
iterierter Kommutatoren in X und Y ; insbesondere gilt also
Hn(tX, tY ) = tnHn(X,Y ) fu¨r t ∈ R, X, Y ∈ g.
Der erste Summand ist dabei gegeben durch H1(X,Y ) = X + Y .
Da V ein abgeschlossener Teilraum von g ist, konvergiert die Einschra¨nkung
der Campbell-Hausdorff-Reihe auf kompakten Teilmengen von
OV = {(X,Y ) ∈ V × V | ‖X‖+ ‖Y ‖ < log 2}
ebenfalls absolut und gleichma¨ßig und stellt auch dort eine analytische Funktion
dar. Fu¨r X,Y ∈ V ergibt sich insbesondere pik(H(X,Y )) = pik(
∑∞
n=2Hn(X,Y )),
da H1(X,Y ) = X + Y ein Element von V ist.
Zu jeder beschra¨nkten Teilmenge C ⊆ g× g existiert 0 <  < 1, so daß t1/3 ·C
fu¨r alle 0 ≤ |t| ≤  in einer (fest gewa¨hlten) kompakten Nullumgebung in O
enthalten ist; dasselbe gilt fu¨r t · C, da  < 1 vorausgesetzt ist.
Ist (X,Y ) ∈ C, so konvergieren die Reihen H(tX, tY ) und H(t1/3X, t1/3Y )
absolut, und beide Ausdru¨cke konvergieren gleichma¨ßig fu¨r t → 0 gegen Null. Es
gilt die Abscha¨tzung
(∗) ‖
∞∑
n=2
Hn(tX, tY )‖ = ‖
∞∑
n=2
t2n/3Hn(t1/3X, t1/3Y )‖
= ‖t4/3
∞∑
n=2
t
2n−4
3 Hr(t1/3X, t1/3Y )‖
≤ t4/3
∞∑
n=2
‖Hn(t1/3X, t1/3Y )‖.
Nach diesen Vorbereitungen kann nun gezeigt werden:
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Satz 3.3.12. Die partielle Multiplikation m : G(2) - G ist analytisch.
Beweis. Die offene Teilmenge GR××R GR× von G(2) la¨ßt sich mit G×G×R× iden-
tifizieren, und die Multiplikation ist (faserweise) gegeben durch die Multiplikation
in G. Somit ist m dort analytisch.
Fu¨r den Nachweis der Analytizita¨t in der Nullfaser ist zu zeigen, daß die Mul-
tiplikation in passend gewa¨hlten Kartenumgebungen als Komposition analytischer
Abbildungen geschrieben werden kann.
Zu ξ1 = (X1, k1, 0) und ξ2 = (X2, k2, 0) in G0 mit
ξ := (X, k, 0) := m(ξ1, ξ2) = (X1 + τk1(X2), k1k2, 0)
seien offene beschra¨nkte Umgebungen U und U0 von X in V mit U¯0 ⊆ U so-
wie eine offene Umgebung W des neutralen Elements in K mit W · W ⊆ W0
gewa¨hlt. Hierbei ist W0 wieder die bei der Definition der Topologie fixierte offene
Nullumgebung des Einselements in K. Aufgrund der Stetigkeit der Multiplikation
in G0 = V oK existieren offene beschra¨nkte Umgebungen Ui von Xi in V sowie
offene Umgebungen Wi des neutralen Elements in K mit Wi ⊆W0, so daß
(U1 ×W1 · k1) · (U2 ×W2 · k2) ⊆ U0 ×W · k ⊆ U ×W ·W · k
gilt. Desweiteren sei 0 <  < 1 gewa¨hlt, so daß einerseits Φ(Ui×Wi·ki×(−, )) und
Φ(U ×W ·W ·k× (−, )) offene Umgebungen vom Typ (II) sind und andererseits
die Norm der Elemente 1/3 · Y1 und 1/3 · τl1(Y2) fu¨r alle Yi ∈ Ui und l1 ∈ W · k1
kleiner als 14 log 2 ist.
Nach 3.3.11 konvergieren die Campbell-Hausdorff-Reihen H(tY1, tτl1(Y2)) und
H(t1/3Y1, t1/3τl1(Y2)) dann fu¨r alle |t| <  absolut, und auf den gewa¨hlten Umge-
bungen konvergieren die Reihen gleichma¨ßig fu¨r t→ 0 gegen Null.
Ist Yi ∈ Ui, li ∈ Wki und 0 < |t| < , so ist das Produkt wieder durch die
Campbell-Hausdorff-Formel gegeben:
m(Φ(Y1, l1, t),Φ(Y2, l2, t)) = (exp(tY1)l1 exp(tY2)l2, t)
= (exp(tY1)l1 exp(tY2)l−11 l1l2, t)
= (exp(tY1) exp(tτl1(Y2))l1l2, t)
= (exp(H(tY1, tτl1(Y2)))l1l2, t).
Der Nachweis, daß hierdurch auf Kartenumgebungen eine analytische Abbildung
gegeben ist, beruht im wesentlichen auf folgender Idee: Unter Ausnutzung des
Kartenwechsels α−1 ◦ β aus 3.3.10 ist zu zeigen, daß
exp(H(tY1, tτl1(Y2))) = exp(t ·A1) · exp(A2)
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mit A1 ∈ U und A2 ∈ k geschrieben werden kann. Ist exp(A2) ∈W , so gilt
exp(A2) · l1 · l2 ∈W ·W · k
und somit
m(Φ(Y1, l1, t),Φ(Y2, l2, t)) ∈ Φ(U ×W ·W · k × (−, )),
und an der genauen Gestalt von A1 und A2 ist die Analytizita¨t abzulesen. Es ist
dann zu zeigen, daß die Abbildungen
U1 ×W1k1 × U2 ×W2k2 × (−, ) A˜1- U
(Y1, l1, Y2, l2, t) 7→
{
Y1 + τl1(Y2) : t = 0
A1(Y1, l1, Y2, l2, t) : t 6= 0
und
U1 ×W1k1 × U2 ×W2k2 × (−, ) A˜2- W ·W · k
(Y1, l1, Y2, l2, t) 7→
{
l1l2 : t = 0
exp(A2(Y1, l1, Y2, l2, t)) l1l2 : t 6= 0
analytisch sind.
Wie in 3.3.10 sei Oβ eine offene Nullumgebung in g = V ⊕ k, so daß der
Kartenwechsel χ := α−1 ◦ β auf Oβ definiert ist und einen Diffeomorphismus auf
das Bild χ(Oβ) darstellt.
Durch U¨bergang zu kleinerem  kann angenommen werden, daß fu¨r alle Yi ∈ Ui,
li ∈Wki und 0 < |t| < 
H(tY1, tτl1(Y2)) ∈ Oβ
gilt, der Basiswechsel χ also definiert ist. Dann gilt
A2 = (pik ◦ χ)
(
H(tY1, tτl1(Y2))
)
,
und durch U¨bergang zu einem kleineren  kann angenommen werden, daß exp(A2)
inW liegt. Nun ist der Ausdruck (pik ◦χ)
(
H(tY1, tτl1(Y2))
)
auch fu¨r t = 0 definiert
und nimmt dort den Wert Null an. Hieraus folgt
A˜2(Y1, l1, Y2, l2, t) = exp
(
(pik ◦ χ)
(
H(tY1, tτl1(Y2))
)) · l1 · l2
fu¨r alle (Y1, l1, Y2, l2, t) ∈ U1 ×W1k1 × U2 ×W2k2 × (−, ), und als Verknu¨pfung
analytischer Funktionen ist auch A˜2 analytisch.
Es bleibt die Analytizita¨t von A˜1 zu verifizieren. Dazu sei Z1, . . . Zr+s eine
Basis von g = V ⊕ k, so daß der Kartenwechsel χ durch die in 3.3.10 angegebenen
Potenzreihen beschrieben wird. Es gilt
A1 = t−1 · (piV ◦ χ)
(
H(tY1, tτl1(Y2))
)
fu¨r t 6= 0.
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Nach 3.3.10 gilt mit aj = aj(H(tY1, tτl1(Y2))) und unter Verwendung der Zerlegung
H =
∑∞
n=1Hn der Campbell-Hausdorff-Reihe:
(piV ◦ χ)
(
H(tY1, tτl1(Y2))
)
=
piV
(
H(tY1, tτl1(Y2))
)
+
r∑
j=1
s∑
ν=1
ar+ν · h˜(ν)j
(
H(tY1, tτl1(Y2))
) · Zj =
piV
(
H1(tY1, tτl1(Y2))
)
+ piV
( ∞∑
n=2
Hn(tY1, tτl1(Y2))
)
+
r∑
j=1
s∑
ν=1
ar+ν · h˜(ν)j
(
H(tY1, tτl1(Y2))
) · Zj .
Aufgrund der Wahl der Umgebungen Ui bzw. W1 gilt
piV
(
H1(tY1, tτl1(Y2))
)
= piV
(
tY1 + tτl1(Y2)
)
= t · (Y1 + τl1(Y2)) ∈ t · U0,
und aus der Abscha¨tzung (∗) aus 3.3.11 folgt, daß der Ausdruck
t−1 · piV
( ∞∑
n=2
Hn(tY1, tτl1(Y2))
)
beschra¨nkt ist und fu¨r t → 0 gleichma¨ßig gegen Null konvergiert. Er la¨ßt sich
also insbesondere in t = 0 durch den Wert Null zu einer analytischen Funktion
fortsetzen.
Fu¨r die Summanden des dritten Terms gilt nach 3.3.10: Die Funktionen h˜(ν)j
sind analytisch mit h˜(ν)j (0) = 0. Die Funktionen ar+ν sind linear, und es gilt
ar+ν(Z) = 0 fu¨r alle Z ∈ V . Somit folgt
ar+ν
(
H(tY1, tτl1(Y2))
)
= ar+ν
(
H1(tY1, tτl1(Y2))
)
+ ar+ν
( ∞∑
n=2
Hn(tY1, tτl1(Y2))
)
= ar+ν
( ∞∑
n=2
Hn(tY1, tτl1(Y2))
)
,
da H1(tY1, tτl1(Y2)) = t · (Y1 + τl1(Y2)) ein Element in V ist. Unter Verwendung
der Abscha¨tzung (∗) aus 3.3.11 folgt, daß die Ausdru¨cke
t−1 · ar+ν
( ∞∑
n=2
Hn(tY1, tτl1(Y2))
)
fu¨r t→ 0 gleichma¨ßig gegen Null konvergieren und sich in t = 0 zu einer analyti-
schen Funktion mit dem Wert Null fortsetzen lassen.
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Nach Wahl der Umgebungen gilt U¯0 ⊆ U . Insbesondere kann  so klein gewa¨hlt
werden, daß fu¨r alle (Y1, l1, Y2, l2, t) ∈ U1 ×W1k1 × U2 ×W2k2 × (−, ) mit t 6= 0
A1(Y1, l1, Y2, l2, t) = t−1 · (piV ◦ χ)
(
H(tY1, tτl1(Y2))
)
ein Element von U ist und sich sich die Funktion A1 in t = 0 durch
A1(Y1, l1, Y2, l2, 0) = Y1 + τl1(Y2)
zu einer analytischen Funktion fortsetzen la¨ßt. Diese Fortsetzung stimmt aber
gerade mit A˜1 u¨berein, was den Nachweis der Glattheit der Multiplikation ab-
schließt.
Zusammenfassend la¨ßt sich sagen:
Theorem 3.3.13. Das oben konstruierte Gruppenbu¨ndel G p- R ist ein glatter
Gruppoid. Dieser wird im folgenden als Deformationsgruppoid zum Paar (G,K)
bezeichnet.
Als glatter Gruppoid besitzt G ein glattes (linkes) Haarsystem; man vergleiche
1.1.8. Ein solches Haarsystem auf G sei im weiteren fixiert.
Ist G0 die Zusammenhangskomponente der Eins in G und K0 = K ∩ G0 die
Zusammenhangskomponente der Eins in K, so ist
Gcon := (V oK0 × {0})
•∪ G0 × R×
ein Untergruppenbu¨ndel von G. Dieses wird im folgenden auch als Bu¨ndel der
Zusammenhangskomponenten von G bezeichnet. Es gilt:
Satz 3.3.14. Das Bu¨ndel der Zusammenhangskomponenten Gcon ist offen und
abgeschlossen in G. Insbesondere ist Gcon ein glatter Gruppoid, und durch Ein-
schra¨nken des Haarsystems von G erha¨lt man ein glattes Haarsystem fu¨r Gcon.
Beweis. Da G0 offen in G ist, ist die Teilmenge GconR× offen in G, und jede offene
Umgebung vom Typ (II) eines Punktes in der Nullfaser Gcon0 ist nach Definition
der Topologie von G bereits in Gcon enthalten. Somit ist Gcon offen in G.
Zum Nachweis der Abgeschlossenheit kann das Folgenkriterium genutzt wer-
den. Von Interesse ist dabei nur der folgende Fall: Es sei (γn)n∈N eine Folge in
GconR× , welche gegen einen Punkt in G0 konvergiert.
Nach Definition der Topologie kann dabei ohne Einschra¨nkung angenommen
werden, daß γn = (exp(tn ·Xn) ·kn, tn) gilt, wobei (Xn)n∈N eine konvergente Folge
in V , (kn)n∈N eine konvergente Folge in K und (tn)n∈N eine Nullfolge in R ist.
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Da exp(V ) ⊆ G0 gilt, folgt aus γn ∈ G0 auch kn ∈ exp(−tn · Xn) · G0 ⊆ G0,
und aus der Abgeschlossenheit von K ∩G0 = K0 in K ergibt sich lim kn ∈ K0 und
somit lim γn ∈ Gcon0 , was zu zeigen war.
Die Einschra¨nkung der analytischen Struktur von G macht Gcon zu einem glat-
ten Gruppoiden, und aus der Offenheit folgt die Aussage u¨ber das Haarsystem.
3.4 Deformationsbild der Assembly-Abbildung
Mithilfe des im vorigen Abschnitt konstruierten Deformationsgruppoiden G einer
fast zusammenha¨ngenden Lie-Gruppe G mit maximal kompakter Untergruppe K
kann nun das Deformationsbild der Assembly-Abbildung definiert werden.
Es bezeichne G[0,1] die Einschra¨nkung von G auf die (invariante) Teilmenge
[0, 1] ⊆ R. Der Gruppoid G[0,1] ist lokal-kompakt, und die Einschra¨nkung des
(glatten) Haarsystems von G ist ein stetiges Haarsystem auf G[0,1].
Proposition 3.4.1. Ist B eine G-Algebra, so besitzt die triviale C[0, 1]-Algebra
B = C[0, 1]⊗B in natu¨rlicher Weise die Struktur einer G[0,1]-Algebra.
Beweis. Es bezeichne β : G - Aut(B) die (stark stetige) Wirkung von G auf
der C∗-Algebra B; die Einschra¨nkung der Wirkung auf die maximal kompakte
Untergruppe macht B zu einer K-Algebra.
Bezeichnet B := C[0, 1] ⊗ B die triviale C[0, 1]-Algebra, so ist B die Algebra
der stetigen Schnitte auf [0, 1] mit Werten im trivialen Bu¨ndel mit Faser B. Setzt
man fu¨r γ ∈ G[0,1]
αγ(b) =
{
βg(b), falls γ = (g, t) ∈ G× (0, 1]
βk(b), falls γ = (X, k, 0),∈ G0
so definiert α eine stetige G[0,1]-Wirkung auf B. Die Bedingung αγ·η = αγ ◦ αη ist
trivialerweise erfu¨llt, da βgh = βg ◦ βh fu¨r alle g, h ∈ G gilt. Es bleibt also nur zu
zeigen, daß mit F ∈ p∗B auch α(F ) ein stetiger Schnitt in p∗B ist.
Gilt F = f ⊗ b fu¨r f ∈ C0(G[0,1]) und b ∈ B, so ist
α(F )(γ) = f(γ)⊗ αγ(b)
stetig auf G(0,1] = G× (0, 1], und es bleibt noch die Stetigkeit in G0 zu zeigen.
Ist (X, k, 0) ∈ G0 und (γn)n∈N eine Folge in G(0,1], welche gegen (X, k, 0) konver-
giert, so kann aufgrund der Definition der Topologie von G[0,1] ohne Einschra¨nkung
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angenommen werden, daß γn = (exp(tnXn)kn, tn) fu¨r tn 6= 0 gilt mit limXn = X,
lim kn = k und lim tn = 0. Die Wirkung β ist stark stetig; insbesondere gilt also
lim
n→∞βexp(tnXn)kn(b) = βk(b)
und somit
α(F )(γn) = F (γn)⊗ βexp(tnXn)kn(b)
n→∞- F (X, k, 0)⊗ βk(b) = α(F )(X, k, 0).
Ist andererseits (γn)n∈N eine Folge in G0, welche gegen (X, k, 0) konvergiert, gilt
also γn = (Xn, kn, 0) ∈ G0 fu¨r alle n ∈ N mit lim (Xn, kn) = (X, k), so folgt
limαγn(b) = limβkn(b) = βk(b) wieder aufgrund der Tatsache, daß β eine stark
stetige Wirkung ist. Dies zeigt, daß α(F ) = α(f ⊗ b) ein Element von p∗B ist.
Die Elemente der Form f ⊗ b erzeugen einen dichten Unterraum von p∗B =
C0(G[0,1]) ⊗ B, und es folgt, daß α : p∗B - p∗B eine stetige G[0,1]-Wirkung
ist.
Bemerkung 3.4.2. Das reduzierte verschra¨nkte Produkt B or G[0,1] ist nach
1.3.4 eine C[0, 1]-Algebra und definiert somit ein (oberhalb) stetiges Feld von
C∗-Algebren. Da die Nullfaser G0 = V oK des Gruppenbu¨ndels eine mittelbare
Gruppe ist, folgt aus 1.3.8, daß die Faser von Bor G[0,1] in Null mit B o (V oK)
identifiziert werden kann.
Außerhalb von Null ist das Gruppenbu¨ndel G(0,1] jedoch trivial mit Faser G,
und auch die Einschra¨nkung B(0,1] ist trivial. Nach 1.3.9 ist die Einschra¨nkung
(B or G[0,1])(0,1] ein stetiges Feld von C∗-Algebren u¨ber (0, 1]. Daher lassen die
Fasern von B or G[0,1] in t ∈ (0, 1] sich mit B or G identifizieren.
Aufgrund von 1.3.5 ko¨nnen die gewo¨hnlichen Formeln aus dem Gruppenfall
(d.h. unter Verwendung der Modularfunktion von G) benutzt werden.
Ist B eine G-Algebra, so la¨ßt sich – wie in Anhang A beschrieben – die topologische
K-Theorie von G mit Koeffizienten in B mit K∗(B o (V o K)) = K∗(B o G0)
identifizieren.
Wendet man das Theorem 1.3.6 auf den Deformations-Gruppoiden G[0,1] und
die triviale C[0, 1]-Algebra B = C[0, 1] ⊗ B mit der oben beschriebenen Wir-
kung des Gruppoiden G[0,1] an, so erha¨lt man fu¨r F := {t} ⊆ [0, 1] surjektive
∗-Homomorphismen qt : C∗r (G[0,1],B) - C∗r (Gt, B), welche eine Abbildung in
der K-Theorie induzieren.
Ist t = 0, so gilt G(0,1] = G×(0, 1], und C∗r (G(0,1],B(0,1]) =˜C0((0, 1])⊗C∗r (G,B)
ist zusammenziehbar. Daher gilt K∗(C∗r (G(0,1],B(0,1]) = 0.
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Die Nullfaser G0 =˜V o K des Gruppoiden ist eine mittelbare Gruppe. Nach
1.3.6 ist somit die Sequenz
0 - C0((0, 1])⊗ C∗r (G,B) - B or G
q0- B0 or G0 - 0
exakt, und aus der exakten 6-Term-Sequenz in K-Theorie folgt, daß die Abbildung
q0,∗ ein Isomorphismus in der K-Theorie ist.
Unter den Identifizierungen C∗r (G0,B0) = C∗(V o K,B) = B o (V o K) und
C∗r (G1,B1) = C∗r (G,B) = B or G gilt:
Definition 3.4.3. Die Abbildung
q1,∗ ◦ q−10,∗ : K∗(C∗(V oK,B)) - K∗(C∗r (G,B))
heißt die Deformationsabbildung fu¨r G mit Koeffizienten in der G-Algebra B.
Ziel der Arbeit ist es zu zeigen, daß sich diese Deformationsabbildung mit der
Assembly-Abbildung fu¨r G (wie sie in Anhang A beschrieben wird) identifizieren
la¨ßt. Als nu¨tzlich wird sich dabei die folgende einfache Beobachtung erweisen:
Beispiel 3.4.4. Es sei H = (V oK)× [0, 1] das triviale Gruppenbu¨ndel mit der
kanonischen Struktur als lokal-kompakter Gruppoid und konstantem Haarsystem.
Jede K-Algebra B la¨ßt sich als V o K-Algebra (mit trivialer Wirkung von V )
auffassen, und das reduzierte verschra¨nkte Produkt (C[0, 1] ⊗ B) or H la¨ßt sich
nach 1.3.9 mit C[0, 1]⊗ C∗(V oK,B) identifizieren.
Per Definition liefert die identische Abbildung
id : (C[0, 1]⊗B)or H - C[0, 1]⊗ C∗(V oK,B)
eine Homotopie zwischen den Evaluationsabbildungen q0 und q1. In dieser Situa-
tion ist die Deformationsabbildung q1,∗ ◦ q−10,∗ fu¨r H also gerade die Identita¨t in der
K-Theorie.
Kapitel 4
Dirac-Element fu¨r
Deformationsgruppoide
In diesem Kapitel soll Kasparovs Konstruktion des Dirac-Elements einer fast zu-
sammenha¨ngenden Gruppe auf den Fall des Deformationsgruppoiden u¨bertragen
werden. Wie im Anhang beschrieben, ist die Assembly-Abbildung fu¨r fast zusam-
menha¨ngende Gruppen a¨quivalent zu der Abbildung, die durch Kasparov-Produkt
mit dem Dirac-Element definiert wird. Faßt man das Dirac-Element fu¨r den Grup-
poiden als stetige Familie von KK-Elementen auf und benutzt man die Tatsache,
daß die Assembly-Abbildung fu¨r mittelbare Gruppen ein Isomorphismus ist, so
kann schließlich die Deformations- mit der Assembly-Abbildung identifiziert wer-
den.
Zuna¨chst sei kurz an Kasparovs Konstruktion aus [Kas95] bzw. [Kas88] erin-
nert. Ist G eine fast zusammenha¨ngende Gruppe mit maximal kompakter Unter-
gruppe K, so besitzt der homogene RaumM = G/K die Struktur einer (orientier-
baren) vollsta¨ndigen Riemannschen Mannigfaltigkeit, und es kann der Hilbertraum
der quadrat-integrierbaren (komplexwertigen) Differentialformen L2(M,Λ∗M) ge-
bildet werden.
Die Algebra Γ0(M,C`(M)) der Schnitte ins assoziierte Clifford-Bu¨ndel des Ko-
tangentialbu¨ndels wirkt auf L2(M,Λ∗M) wie im Kapitel u¨ber gebla¨tterte Man-
nigfaltigkeiten beschrieben. Bezeichnet d das deRham-Differential von Differenti-
alformen und d∗ den formal adjungierten Operator, so ist T := d+d
∗√
1+(d+d∗)2
ein
adjungierbarer Operator, und das Paar [(L2(M,Λ∗M), T )] definiert ein Element
in KKG(Γ0(M,C`(M)),C). Dieses Element ist das Dirac-Element fu¨r G.
Es bezeichne im folgenden G wieder den Deformationsgruppoiden zum Paar
(G,K), wobei G eine fast zusammenha¨ngende reelle Lie-Gruppe endlicher Dimen-
sion und K eine maximal kompakte Untergruppe von G ist.
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4.1 Der homogene Raum G/K
In diesem Abschnitt wird zuna¨chst der homogene Raum G/K konstruiert. Die-
ser ist eine gebla¨tterte Mannigfaltigkeit, wobei die Bla¨tterungsstruktur durch eine
surjektive Submersion G/K - R gegeben ist und R als abgeschlossene Unter-
mannigfaltigkeit in G/K eingebettet werden kann.
Die Multiplikation des Deformationsgruppoiden definiert in natu¨rlicher Weise
eine G-Wirkung auf dem homogenen Raum, und auch die vertikalen Vektorbu¨ndel
aus dem zweiten Kapitel ko¨nnen mit einer glatten G-Wirkung versehen werden.
Mithilfe dieser Wirkungen kann eine G-invariante Riemannsche Struktur und
eine vertikale Orientierung auf dem homogenen Raum definiert werden. Dazu
werden zwei fu¨r Lie-Gruppen bekannte Resultate u¨ber die Fortsetzbarkeit von
Vektorbu¨ndelmorphismen bzw. von a¨quivarianten Schnitten auf die Situation des
Deformationsgruppoiden erweitert.
Satz 4.1.1. Die kompakte Lie-Gruppe K wirkt frei und analytisch auf der Man-
nigfaltigkeit G durch faserweise Rechtsmultiplikation
β : G ×K - G, ((g, t), l) 7→
{
(X, kl, 0), falls (g, t) = (X, k, 0) ∈ G0
(gl, t), falls (g, t) ∈ G× R× = GR× .
Der Quotient M := G/K besitzt die Struktur einer analytischen Mannigfaltigkeit,
und die kanonische Surjektion pi : G - M ist eine (offene und eigentliche)
analytische Submersion.
Beweis. Offenbar definiert β eine freie Wirkung vonK auf G. Faßt man K := K×R
als abgeschlossenen Untergruppoiden von G auf, so la¨ßt sich G ×K mit dem Fa-
serprodukt G ×R K identifizieren, und die Analytizita¨t von β ergibt sich aus der
Analytizita¨t der Multiplikation von G, eingeschra¨nkt auf die Untermannigfaltigkeit
G ×R K ⊆ G(2).
Die Tatsache, daß auf M eine analytische Struktur existiert, so daß pi eine
(offene) analytische Submersion ist, folgt dann aus [Var84, Cor. 2.9.11], und die
Eigentlichkeit ist eine Konsequenz der Kompaktheit von K.
Da K faserweise auf G wirkt, hat man eine natu¨rliche Projektion pr : M - R,
welche mit der Projektion p : G - R vertra¨glich ist, d.h. es gilt p = pr ◦pi. Im
folgenden wird die NullfaserM0 = pr−1(0) mit V , fu¨r t > 0 die FaserMt mit G/K
und MR× mit G/K × R× identifiziert.
Faserweise gilt Mt = Gt/K; nach 3.2.10 sind somit die Fasern von M zusam-
menha¨ngend, und M la¨ßt sich als Quotient Gcon/K0 des Untergruppoiden der
Zusammenhangskomponenten beschreiben.
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Bezeichnet q : G - G/K die kanonische Projektion, so ist die Abbildung
Exp := q ◦ exp |V : V - G/K
nach 3.2.1 lokal in einer Umgebung von 0 ein Diffeomorphismus auf ihr Bild.
Definiert man die Abbildung
Φ˜ : V × R - M, (X, t) 7→
{
(X, 0) fu¨r t = 0
(Exp(tX), t) fu¨r t 6= 0,
so wird wie bei der Definition der Karten fu¨r G die analytische Struktur von M
durch Kartenumgebungen folgenden Typs erzeugt:
(I) O × I fu¨r O ⊆ G/K offen, I ⊆ R× offen,
(II) Φ˜(U × (−, )) fu¨r  > 0, U ⊆ V offen und beschra¨nkt mit Exp |tU ist
Diffeomorphismus auf Exp(tU) ⊆ G/K fu¨r alle 0 < |t| < .
Aus dieser Beschreibung der analaytischen Struktur folgt, daß die natu¨rliche Ab-
bildung pr :M - R lokal eine Projektion und somit eine Submersion ist. Des-
weiteren ist die Abbildung u˜ : R - M , welche als Komposition u˜ = pi ◦ u
gegeben ist, glatt. Man setze M0 := u˜(R). Aus der Beschreibung der analytischen
Struktur folgt sofort:
Proposition 4.1.2. Die Abbildung pr :M - R ist eine surjektive Submersion,
und M0 ist eine abgeschlossene Untermannigfaltigkeit von M . Insbesondere wird
durch pr auf M die Struktur einer gebla¨tterten Mannigfaltigkeit definiert, deren
Bla¨tter Mt = pr−1(t) zusammenha¨ngend sind.
Die beiden Abbildungen p : G - R und pr :M - R sind surjektive Submer-
sionen. Hieraus folgt, daß
p× pr : G ×M - R× R
transversal zur Diagonalen ∆ ⊆ R× R ist; das Pullback
G ×RM = (p× pr)−1(∆) = {(γ, x) ∈ G ×M | p(γ) = pr(x)}
ist daher eine abgeschlossene Untermannigfaltigkeit von G ×M .
Wie im Gruppenfall wirkt der Deformationsgruppoid durch Multiplikation von
links auf dem Quotienten G/K:
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Satz 4.1.3. Die Multiplikation auf G definiert kanonisch eine analytische Links-
wirkung
α : G ×RM - M, (γ, x) 7→ γ · x,
und die induzierte Abbildung
(piG , α) : G ×RM - G ×RM, (γ, x) 7→ (γ, α(γ, x))
ist ein Diffeomorphismus.
Beweis. Es ist klar, daß durch α eine Linkswirkung gegeben ist. Die Analytizita¨t
von α folgt aus der Existenz lokaler Schnitte fu¨r die Submersion pi : G - M
und der Kommutativita¨t des Diagramms
G ×R G
pi ◦m- M
G ×RM.
idG ? pi
?
α
-
Die inverse Abbildung zu (piG , α) ist gegeben durch (i ? idM ) ◦ (piG , α) ◦ (i ? idM ),
wobei i : G - G die Inversenbildung in G ist.
Genauso wirkt Gcon von links durch Multiplikation auf M ; beide Wirkungen sind
faserweise transitiv.
Da pr :M - R eine surjektive Submersion ist, wird hierdurch eine Bla¨tterungs-
struktur auf M gegeben, und wie in Kapitel 2 kann man definieren:
Definition 4.1.4. Das vertikale Tangentialbu¨ndel von M ist definiert als
TV(M) := ker(T (M) - pr∗ T (R)).
Die Einschra¨nkung des vertikalen Vektorbu¨ndels auf eine Faser Mt von M ent-
spricht, wie in Kapitel 2 beschrieben, dem Tangentialbu¨ndel der Faser. Desweiteren
la¨ßt sich die Einschra¨nkung von TV(M) auf die abgeschlossene Untermannigfal-
tigkeit M0 mit dem trivialen Bu¨ndel M0 × V identifizieren. Da M0 =˜R zusam-
menziehbar ist, ist jedes Vektorbu¨ndel u¨ber M0 trivialisierbar.
Im weiteren Verlauf wird beno¨tigt, daß der Deformationsgruppoid G glatt auf dem
vertikalen Tangentialbu¨ndel operiert. Dazu sei zuna¨chst folgendes u¨berlegt:
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Es sei E
f- M ein glattes Vektorbu¨ndel; als solches ist es lokal trivial, und
f ist insbesondere eine surjektive Submersion. Somit ist auch die Komposition
f˜ := f ◦ pr : E - M - R lokal eine Projektion, insbesondere also auch eine
(surjektive) Submersion.
Das Faserprodukt G ×R E = {(γ, e) ∈ G × E | p(γ) = f˜(e)} ist daher eine
abgeschlossene Untermannigfaltigkeit von G × E, und eine Wirkung des glatten
Gruppoiden G auf dem Totalraum von E (als glatte Mannigfaltigkeit) ist definiert
wie in 1.1.4.
Definition 4.1.5. Ein glattes Vektorbu¨ndel f : E - M heißt G-Vektorbu¨ndel,
falls eine glatte Wirkung αf : G ×R E - E existiert, die mit α vertra¨glich ist
in dem Sinn, daß das Diagramm
G ×R E
αf - E
G ×RM
idG ?f
? α - M
f
?
kommutiert, und so daß fu¨r alle (γ, x) ∈ G ×R M die induzierte Abbildung der
Fasern αf,(γ,x) : Ex - Eγ·x ein Homomorphismus ist.
Aus den algebraischen Bedingungen einer Wirkung wie in 1.1.4 folgt dann, daß
αf,(γ,x) fu¨r alle (γ, x) ∈ G ×RM ein linearer Isomorphismus ist.
Bemerkung 4.1.6. Genau wie in 4.1.3 zeigt man, daß fu¨r eine glatte Wirkung
αf die Abbildung (piG , αf ) ein Diffeomorphismus u¨ber (piG , α) ist.
Bezeichnet piM : G×RM - M , piM (γ, x) := x die Projektion auf den zweiten
Faktor, so la¨ßt sich
G ×R E = {(γ, (x, e)) ∈ G × E | p(γ) = (f ◦ pr)(x, e) = pr(x)}
= {((γ, x), e) | (γ, x) ∈ G ×RM, e ∈ Ex}
= pi∗M (E)
mit dem Pullback von E mittels piM identifizieren.
Hieraus folgt sofort:
Proposition 4.1.7. Ist αf : G ×R E - E eine Abbildung, welche die algebrai-
schen Bedingungen einer Gruppoid-Wirkung aus 1.1.4 erfu¨llt, so definiert αf auf
E die Struktur eines G-Vektorbu¨ndels genau dann, wenn die Abbildung
ψαf : pi
∗
M (E) - pi
∗
M (E), ((γ, x), e) 7→ ((γ, γ · x), αf,(γ,x)(e))
eine glatter Vektorbu¨ndel-Homomorphismus u¨ber (piG , α) ist.
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Bemerkung 4.1.8. Die Abbildung ψαf : pi
∗
M (E) - pi
∗
M (E) ist genau dann
ein glatter Vektorbu¨ndelmorphismus, falls fu¨r alle (γ0, x0) ∈ G ×R M eine offene
Umgebung U von (γ0, x0) existiert, so daß die Einschra¨nkungen pi∗M (E)|U =˜U×W
und pi∗M (E)|(piG?α)(U) =˜ (piG ? α)(U)× W˜ trivialisierbar sind und die Abbildung
U - Hom(W, W˜ ), (γ, x) 7→ αf,(γ,x)
glatt ist.
Aus 4.1.7 und 4.1.8 ergibt sich:
Proposition 4.1.9. Ist E ein G-Vektorbu¨ndel u¨ber M und τ ein glatter Vektor-
funktor von Isomorphismen (im Sinne von [Bou67, 7.6.6]), so ist auch τ(E) ein
G-Vektorbu¨ndel.
Beweis. Klar mit abstract nonsense.
Diese U¨berlegungen sollen nun zum Nachweis genutzt werden, daß das vertikale
Tangentialbu¨ndel vonM die Struktur eines G-Vektorbu¨ndels besitzt. Die Wirkung
ist dabei folgendermaßen gegeben:
Der Deformationsgruppoid G wirkt faserweise auf dem Quotienten M durch
Linksmultiplikation; fu¨r γ ∈ Gt ist die Abbildung
Lγ :Mt - Mt, x 7→ γ · x
ein Diffeomorphismus, induziert also einen Isomorphismus der Tangentialra¨ume
T (Lγ) : Tx(Mt) - Tγ·x(Mt),
wobei die Tangentialra¨ume der Faser mit den jeweiligen vertikalen Tangential-
ra¨umen von M identifiziert werden ko¨nnen.
Um zu zeigen, daß TV(M) ein G-Vektorbu¨ndel ist, mu¨ssen zuna¨chst einige
U¨berlegungen zu den auftretenden vertikalen Tangentialbu¨ndeln angestellt wer-
den:
Bemerkung 4.1.10. Es bezeichnen pG : G ×M - G und pM : G ×M - M
die kanonischen Projektionen. Unter dem Isomorphismus
T (G ×M) e=- T (G)× T (M), Z 7→ (T (pG)(Z), T (pM )(Z))
la¨ßt sich TV(G)× TV(M) := p∗G(TV(G))⊕ p∗M (TV(M)) als Untervektorbu¨ndel von
T (G ×M) auffassen.
Das Tangentialbu¨ndel der Untermannigfaltigkeit G ×R M von G ×M besitzt
die Beschreibung
T (G ×RM) = {(X,Y ) ∈ T (G ×M) | T (p)(X) = T (pr)(Y )}.
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Da p und pr surjektive Submersionen sind, ihre Differentiale also surjektive Homo-
morphismen der jeweiligen Tangentialbu¨ndel liefern, folgt aus obiger Beschreibung
von T (G×RM), daß auch die Einschra¨nkungen piG = pG |G×RM und piM = pM |G×RM
surjektive Submersionen sind.
Ist (X,Y ) ∈ T (G ×R M), so gilt T (piG)(X,Y ) = X; ist (X,Y ) ∈ kerT (piG),
so folgt X = 0 und damit T (pr)(Y ) = T (p)(0) = 0, d.h. es gilt Y ∈ TV(M).
Das vertikale Tangentialbu¨ndel kerT (piG) der durch piG : G ×R M - G defi-
nierten Bla¨tterung la¨ßt sich daher mit dem zuru¨ckgezogenen Bu¨ndel pi∗MT
V(M)
identifizieren.
Desweiteren kommutiert das Diagramm
G ×RM
piM - M
G
piG
? p - R,
pr
?
und p0 := p◦piG = pr ◦piM ist eine surjektive Submersion. Ist (X,Y ) ∈ T (G×RM),
so gilt T (p0)(X,Y ) = T (p)(X) = T (pr)(Y ). Fu¨r das durch p0 definierte vertikale
Tangentialbu¨ndel erha¨lt man somit
TV(G ×RM) := ker
(
T (G ×RM) T (p0)- T (R)
)
= {(X,Y ) ∈ T (G ×RM) | T (p)(X) = 0 = T (pr)(Y )}
=˜ pi∗G(T
V(G))⊕ pi∗M (TV(M)).
Proposition 4.1.11. Es sei α : G ×R M - M die Wirkung aus 4.1.3 durch
faserweise Linksmultiplikation. Die Einschra¨nkung ihres Differentials auf die ver-
tikalen Tangentialbu¨ndel definiert eine glatte Abbildung
T (α) : TV(G ×RM) - TV(M).
Ist (γ, x) ∈ (G ×RM)t und (X,Y ) ∈ TV(γ,x)(G ×RM), so gilt
T (α)(X,Y ) = T (Rx)γ(X) + T (Lγ)x(Y ),
wobei Rx : Gt - Mt, γ˜ 7→ γ˜ · x und Lγ : Mt - Mt, x˜ 7→ γ · x˜ faserweise
durch Multiplikation gegeben sind.
Beweis. Fu¨r den ersten Teil der Aussage ist nur zu zeigen, daß die Ableitung von
α vertikale Tangentialvektoren in vertikale Tangentialvektoren u¨berfu¨hrt. Dies ist
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aber klar aufgrund der Definition der vertikalen Tangentialbu¨ndel, da das Dia-
gramm
G ×RM
α - M
R
pr
?
p
0
-
kommutiert und somit T (α)(TV(G ×RM)) ⊆ kerT (pr) = TV(M) gilt.
Ist (X,Y ) ∈ TV(γ,x)(G ×RM), so gilt (X,Y ) = (X, 0) + (0, Y ). Die Abbildung
ι : Gt - (G ×RM)t ⊂ - G ×RM, γ˜ 7→ (γ˜, x)
ist eine abgeschlossene Immersion. Ist γ˜ = (g, t) ∈ Gt, so gilt unter der Identifika-
tion TVγ˜ (G) = Tg(Gt) fu¨r ihr Differential T (ι)(X) = (X, 0). Desweiteren la¨ßt sich
die Komposition α ◦ ι mit Rx : Gt - Mt ⊂ - M identifizieren. Daher folgt
T (α)(γ,x)(X, 0) = T (α)(γ,x)(T (ι)γ(X)) = T (α ◦ ι)γ(X) = T (Rx)γ(X).
Analog zeigt man T (α)(γ,x)(0, Y ) = T (Lγ)x(Y ).
Lemma 4.1.12. Die Einschra¨nkung des Differentials der Abbildung
αˆ := (piG , α) : G ×RM - G ×RM, (γ, x) 7→ (γ, γ · x)
definiert eine glatte Abbildung
T (αˆ) : TV(G ×RM) - TV(G ×RM),
und fu¨r (X,Y ) ∈ TV(G ×RM) gilt:
T (αˆ)(X,Y ) = (X,T (α)(X,Y )).
Beweis. Die Tatsache, daß T (αˆ) eine glatte Abbildung auf dem vertikalen Tan-
gentialbu¨ndel definiert, folgt wie im vorigen Beweis aus der Kommutativita¨t des
Diagramms
G ×RM
αˆ- G ×RM
R.
p0
?
p
0
-
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Ist (X,Y ) ∈ TV(G ×RM), so folgt
T (αˆ)(X,Y ) = (T (piG ◦ αˆ)(X,Y ), T (piM ◦ αˆ)(X,Y )) = (X,T (α)(X,Y )),
da piG ◦ αˆ = piG und piM ◦ αˆ = α gilt.
Nach diesen Vorbereitungen kann man nun zeigen:
Satz 4.1.13. Das vertikale Tangentialbu¨ndel TV(M) ist ein G-Vektorbu¨ndel.
Beweis. Bezeichnet wieder Lγ : Mt - Mt die Linksmultiplikation mit γ ∈ Gt,
so ist die Abbildung
α˜ : G ×R TV(M) - TV(M),
(
γ, (x, Y )
) 7→ (γ · x, T (Lγ)(Y ))
eine Wirkung u¨ber α : G ×RM - M durch lineare Isomorphismen. Nach 4.1.7
ist also nur noch zu zeigen, daß die Abbildung
ψ : pi∗M (T
V(M)) - pi∗M (T
V(M)),(
(γ, x), Y
) 7→ ((γ, γ · x), T (Lγ)(Y ))
glatt ist. Nach 4.1.10 gilt TV(G ×RM) =˜pi∗G(TV(G))⊕ pi∗M (TV(M)). Daher sind
ι : pi∗M (T
V(M)) - TV(G ×RM), Y 7→ (0, Y )
und
q : TV(G ×RM) - pi∗M (TV(M)), (X,Y ) 7→ Y
glatte Morphismen von Vektorbu¨ndeln, und aus 4.1.11 und 4.1.12 folgt, daß ψ sich
als Komposition ψ = q◦T (αˆ)◦ι schreiben la¨ßt. Somit ist ψ insbesondere glatt.
Mit 4.1.9 folgt:
Korollar 4.1.14. Das vertikale Kotangentialbu¨ndel, das vertikale a¨ußere Bu¨ndel
und die jeweiligen Komplexifizierungen sind glatte G-Vektorbu¨ndel.
Die Existenz einer G-invarianten Riemannschen Metrik auf dem vertikalen Tan-
gentialbu¨ndel von M la¨ßt sich a¨hnlich wie im Fall von Lie-Gruppen zeigen. Da-
zu werden die folgenden zwei Resultate beno¨tigt, welche Modifikationen der ent-
sprechenden Aussagen fu¨r Lie-Gruppen sind. Letztere finden sich zum Beispiel in
[Bou98b, III, §1.8].
Im folgenden wird wieder mit M0 die durch die Einbettung R ⊂ u˜- M definierte
abgeschlossene Untermannigfaltigkeit von M aus 4.1.2 bezeichnet und K = K×R
als (abgeschlossener) Untergruppoid von G aufgefaßt.
Der Gruppoid K wirkt glatt auf M0, und die Einschra¨nkung eines glatten
G-Vektorbu¨ndels E - M auf M0 ist ein glattes K-Vektorbu¨ndel.
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Satz 4.1.15. Es seien E und F glatte G-Vektorbu¨ndel u¨berM . Desweiteren sei ein
glatter, K-a¨quivarianter Morphismus Φ0 : E|M0 - F |M0 der Einschra¨nkungen
der Vektorbu¨ndel auf M0 gegeben; fu¨r alle (k, v) ∈ K ×R E|M0 gilt also
Φ0(k · v) = k · Φ0(v).
Dann existiert genau eine Fortsetzung Φ : E - F von Φ0 zu einem glatten G-
a¨quivarianten Morphismus von G-Vektorbu¨ndeln, so daß also Φ(γ · w) = γ · Φ(w)
fu¨r alle (γ,w) ∈ G ×R E gilt.
Beweis. Da M0 =˜R zusammenziehbar ist, sind die Einschra¨nkungen E|M0 und
F |M0 trivialisierbar mit Faser E0 bzw. F 0. Der Gruppoid G wirkt faserweise tran-
sitiv auf M , und E ist ein G-Vektorbu¨ndel; daher ist die Abbildung
G ×R E|M0 - E, (γ, v) 7→ γ · v
surjektiv. Ist w ∈ E und (γ, v) ∈ G ×R E|M0 mit γ · v = w, so gilt fu¨r eine
G-a¨quivariante Fortsetzung
Φ(w) = Φ(γ · v) = γ · Φ(v) = γ · Φ0(v).
Dies zeigt die Eindeutigkeitsaussage.
Ist w = γ · v = γ˜ · v˜ fu¨r γ, γ˜ ∈ G und v, v˜ ∈ E|M0 , so muß p(γ) = p(γ˜)
und v, v˜ ∈ Ex fu¨r x = u˜(p(γ)) ∈ M0 gelten. Dann ist γ · x = γ˜ · x, und aus
γ−1 · γ˜ · x = x ∈M0 folgt γ−1 · γ˜ ∈ K = K ×R. Aufgrund der K-A¨quivarianz von
Φ0 ergibt sich dann
γ · Φ0(v) = γ · Φ0(γ−1 · γ˜ · v˜) = γ · γ−1 · γ˜ · Φ0(v˜) = γ˜ · Φ0(v˜).
Durch Φ(γ · v) := γ · Φ0(v) fu¨r (γ, v) ∈ G ×R E|M0 wird also eine wohldefinierte
G-a¨quivariante Fortsetzung Φ : E - F von Φ0 definiert. Es bleibt zu zeigen,
daß diese Abbildung ein glatter Vektorbu¨ndelmorphismus ist.
Ist x ∈M mit x = γx ·ux fu¨r (γx, ux) ∈ G×RM0, so kommutiert das Diagramm
Ex
Φx - Fx
Eux
γ−1·
? Φ0ux- Fux ,
γ·
6
und nach U¨bergang zu lokalen Trivialisierungen der Bu¨ndel ist zu zeigen, daß die
Zuordnung x 7→ Φx = γx ◦ Φ0ux ◦ γ−1x glatt ist.
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Dazu sei x0 ∈M fixiert. Die Abbildung pi : G - M ist eine Submersion. Da-
her existiert eine offene Umgebung U von x0 ∈M und eine Untermannigfaltigkeit
U˜ von G, so daß die Einschra¨nkung
θ := pi|U˜ : U˜ - U
ein Diffeomorphismus ist. Durch U¨bergang zu einer Verkleinerung von U˜ bzw. U
kann folgendes angenommen werden:
(1) Die Einschra¨nkungen E|U bzw. F |U sind trivial mit Faser N bzw. N˜ .
(2) Fu¨r γ ∈ G und uγ := u˜(p(γ)) ∈M0 bezeichne ψγ : Euγ - Eγ·uγ den durch
v 7→ γ · v gegebenen Isomorphismus. Identifiziert man unter der Trivialisie-
rung E|M0 =˜M0 × E0 die Fasern Euγ mit E0, so sind die Abbildungen
U˜ - Hom(E0, N), γ 7→ ψγ und U˜ - Hom(N,E0), γ 7→ ψ−1γ
glatt. Analoge Aussagen gelten fu¨r das Bu¨ndel F mit Abbildungen ψ˜γ .
Die erste Aussage folgt aus der Tatsache, daß Vektorbu¨ndel per Definition lokal
trivial sind. Die zweite Aussage ergibt sich aus folgenden U¨berlegungen:
Es sei γ0 = θ−1(x0) ∈ U˜ und u0 = u˜(p(γ0)) ∈ M0, also x0 = γ0 · u0. Die
G-Wirkung auf E definiert nach 4.1.7 einen Vektorbu¨ndelautomorphismus von
pi∗M (E). Nach 4.1.8 ist dieser lokal auf einer offenen Umgebung W0 von (γ0, u0) in
G ×RM gegeben durch eine glatte Abbildung
W0 - Iso(E0, N), (γ, x) 7→ ψ(γ,x).
Die Abbildung ιG : G ⊂ - G ×RM , definiert durch ιG(γ) =
(
γ, u˜(p(γ))
)
, ist glatt,
und auf ι−1G (W0) entspricht ψιG(γ) gerade der Abbildung ψγ aus Punkt (2).
Mit U˜ ist auch U˜ ∩ ι−1G (W0) eine Untermannigfaltigkeit von G, und der U¨ber-
gang zu dieser Verkleinerung liefert die gewu¨nschten Eigenschaften aus (2) fu¨r das
Bu¨ndel E. In analoger Weise erha¨lt man die Aussage (2) auch fu¨r das Bu¨ndel F .
Ist Φx : N - N˜ die Einschra¨nkung von Φ auf die Fasern in x ∈ U , und ist
ux := u˜(pr(x)) ∈M0, so ist Φx gegeben als Komposition
N
ψ−1
θ−1(x)- E0
Φ0ux- F 0
ψ˜θ−1(x)- N˜ ;
hierbei wurde ausgenutzt, daß die Einschra¨nkungen der Bu¨ndel E und F auf M0
trivialisierbar mit Faser E0 und F 0 sind. Faßt man Φ0 als glatten Morphismus der
Trivialisierungen auf, so folgt aus obiger Beschreibung, daß die Abbildung
U - Hom(N, N˜), x 7→ Φx
als Verknu¨pfung glatter Abbildungen wieder glatt ist. Dies zeigt, daß Φ : E - F
ein glatter Morphismus von Vektorbu¨ndeln ist.
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Korollar 4.1.16. Es sei E ein glattes G-Vektorbu¨ndel u¨ber M , so daß die Ein-
schra¨nkung E|M0 (K × R)-a¨quivariant mit dem trivialen Bu¨ndel mit Faser E0
identifiziert werden kann. Desweiteren sei ein glatter Schnitt σ0 : M0 - E|M0
gegeben, so daß die Wirkung von K × R auf σ0(M0) trivial ist, d.h. es gelte
σ0(k · x) = σ0(x) = k · σ0(x) fu¨r alle (k, x) ∈ (K × R)×RM0.
Dann besitzt σ0 eine eindeutige Fortsetzung zu einem glatten G-a¨quivarianten
Schnitt σ :M - E.
Beweis. Die Eindeutigkeit ist wie oben wieder klar: Ist σ : M - E eine G-
a¨quivariante Fortsetzung von σ0, so gibt es zu jedem x ∈M Elemente γ ∈ G und
ux ∈M0 mit x = γ · ux. Aufgrund der G-A¨quivarianz von σ gilt dann
σ(x) = σ(γ · ux) = γ · σ(ux) = γ · σ0(ux).
Dies zeigt, daß ho¨chstens eine G-a¨quivariante Fortsetzung von σ0 existiert.
Andererseits la¨ßt sich durch obige Gleichung eine Fortsetzung zu einem G-
a¨quivarianten Schnitt σ :M - E definieren. Ist na¨mlich x = γ · uγ = γ˜ · uγ˜ fu¨r
γ, γ˜ ∈ G und uγ , uγ˜ ∈ M0, so gilt wieder uγ = uγ˜ und γ−1 · γ˜ ∈ K × R, und aus
der (K × R)-Invarianz von σ0 folgt
γ · σ0(uγ) = γ · σ0(γ−1 · γ˜ · uγ˜) = γ · γ−1 · γ˜ · σ0(uγ˜) = γ˜ · σ0(uγ˜).
Somit ist durch σ(γ · x) := γ · σ0(x) fu¨r (γ, x) ∈ G ×RM0 ein wohldefinierter und
G-a¨quivarianter Schnitt σ :M - E gegeben, welcher σ0 fortsetzt.
Es bleibt die Glattheit von σ zu zeigen. Dazu sei eine (K × R)-a¨quivariante
Trivialisierung E|M0 =˜M0×E0 gewa¨hlt. Es bezeichne F das triviale Vektorbu¨ndel
auf M , dessen Faser aus dem Unterraum der K-invarianten Elemente von E0
besteht. Versehen mit der trivialen G-Wirkung ist F ein G-Vektorbu¨ndel u¨ber M .
Die Einschra¨nkung von F auf M0 la¨ßt sich als Untervektorbu¨ndel von E|M0
auffassen. Die Einbettung Φ0 : F |M0 ⊂ - E|M0 ist insbesondere (K × R)-a¨qui-
variant; nach 4.1.15 la¨ßt sie sich zu einem G-a¨quivarianten glatten Vektorbu¨ndel-
morphismus Φ : F - E fortsetzen.
Da k · σ0(x) = σ0(x) fu¨r alle (k, x) ∈ (K × R) ×R M0 gilt, la¨ßt sich σ0 als
(K ×R)-a¨quivarianter Schnitt M0 - F |M0 auffassen. Das Bu¨ndel F ist trivial
mit trivialer G-Wirkung. Daher definiert
σ˜ :M - F, x 7→ (x, σ0(ux))
einen glatten, G-a¨quivarianten Schnitt, wobei ux := u˜ ◦pr(x) glatt von x abha¨ngt.
Aus der G-A¨quivarianz von Φ folgt dann fu¨r x = γ · ux (mit γ ∈ G)
σ(x) = γ · σ0(ux) = γ · Φ0(σ0(ux)) = Φ(γ · σ0(ux)) = Φ(σ˜(x));
4.1. DER HOMOGENE RAUM G/K 123
die letzte Identita¨t ergibt sich aufgrund der G-A¨quivarianz von σ˜, wobei in den
vorletzten beiden Termen σ0 als Schnitt M0 - F |M0 aufzufassen ist. Als
Verknu¨pfung glatter Abbildungen ist somit auch σ glatt, was den Beweis ab-
schließt.
Beispiel 4.1.17. Die Einschra¨nkung des vertikalen Tangentialbu¨ndels TV(M)
auf die Untermannigfaltigkeit M0 la¨ßt sich (K×R)-a¨quivariant mit dem trivialen
Bu¨ndel M0 × V identifizieren, wobei V wieder den Tangentialraum TeK(G/K)
bezeichnet. Dies sieht man wie folgt:
Nach Definition der analytischen Struktur auf M ist die Abbildung
Φ : V × R - M, (X, t) 7→
{
(X, 0) fu¨r t = 0
(Exp(tX), t) fu¨r t 6= 0
lokal in einer Umgebung von (0, 0) ∈ V × R ein Diffeomorphismus auf ihr Bild.
Das Tangentialbu¨ndel von V × R la¨ßt sich mit (V × R) × (V × R) identifizieren;
fu¨r das vertikale Tangentialbu¨ndel gilt dann TV(V × R) = (V × R)× (V × {0}).
Auf V ×R× ist die Abbildung Φ als Komposition Φ = (Exp× id) ◦ µ gegeben,
wobei
µ : V×R× - V × R×, (X, t) 7→ (tX, t)
ein Diffeomorphismus ist. Fu¨r einen Tangentialvektor (v, λ) ∈ T(X,t)(V × R) gilt
dann T (µ)(X,t)(v, λ) = (t · v + λ · X,λ). Insbesondere folgt (fu¨r λ = 0), daß die
Ableitung von µ vertikale Tangentialvektoren auf vertikale Tangentialvektoren ab-
bildet.
Fu¨r (v, 0) ∈ TV(0,t)(V × R×), d.h. fu¨r t 6= 0, ergibt sich aus T (Exp)0 = id dann
T (Φ)(0,t)(v, 0) = (t · v, 0). Unter der Identifizierung von M0 mit {0} ×R ⊆ V ×R
folgt, daß die Abbildung
M0 × V - TV(M)|M0 , (t, v) 7→
{
(0, v) fu¨r t = 0
(t, t · v) fu¨r t 6= 0
eine Trivialisierung der Einschra¨nkung TV(M)|M0 des vertikalen Tangentialbu¨ndels
ist. Diese ist (K × R)-a¨quivariant, da die Gruppe K linear auf V wirkt.
Genauso lassen sich die aus dem vertikalen Tangentialbu¨ndel konstruierten
Vektorbu¨ndel (wie z.B. das vertikale Kotangentialbu¨ndel, die daraus gewonnen
a¨ußeren Bu¨ndel und die jeweiligen Komplexifizierungen) u¨ber M0 (K × R)-a¨qui-
variant trivialisieren. Fu¨r das vertikale Kotangentialbu¨ndel ist etwa die Abbildung
M0 × V ∗ - TV,∗(M)|M0 , (t, w) 7→
{
(t, w) fu¨r t = 0
(t, t−1w) fu¨r t 6= 0
eine (K × R)-a¨quivariante Trivialisierung.
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Als Anwendung von 4.1.16 ergibt sich:
Satz 4.1.18. Das vertikale Tangentialbu¨ndel TV(M) besitzt eine G-invariante
Riemannsche Metrik.
Beweis. Da die Gruppe K kompakt ist, existiert auf V = TeK(G/K) ein K-
invariantes Skalarprodukt 〈·, ·〉0. Setzt man fu¨r X,Y ∈ TgK(G/K)
〈X,Y 〉gK = 〈T (Lg)−1(X), T (Lg)−1(Y )〉0,
so wird hierdurch eine G-invariante Riemannsche Metrik auf dem homogenen
Raum G/K definiert.
Unter der Identifizierung von (TV,∗(M)⊗TV,∗(M))|M0 mit dem trivialen Bu¨n-
del la¨ßt sich der konstante Schnitt
M0 - M0 × (V ∗ ⊗ V ∗), x 7→ 〈·, ·〉0
nach 4.1.16 zu einem G-invarianten Skalarprodukt auf TV(M) fortsetzen.
Die G-invariante Riemannsche Metrik auf dem vertikalen Tangentialbu¨ndel von
M definiert in kanonischer Weise auf dem vertikalen Kotangentialbu¨ndel und dem
vertikalen a¨ußeren Bu¨ndel (bzw. den jeweiligen Komplexifizierungen) G-invariante
euklidische (bzw. hermitesche) Metriken.
Beispiel 4.1.19. Wie eben bemerkt, existiert auf dem komplexifizierten vertikalen
Kotangentialbu¨ndel TV,∗(M) ⊗ C eine G-invariante hermitesche Metrik, und es
bezeichne Q die assoziierte quadratische Form. Diese ist ebenfalls invariant unter
der Wirkung von G, und wie im zweiten Kapitel beschrieben kann das assoziierte
vertikale Clifford-Bu¨ndel C`V(M) gebildet werden.
Fu¨r (γ, x) ∈ G ×RM erfu¨llt die kanonische Abbildung
ι(γ,x) : T
V,∗
x (M)⊗ C
γ·- TV,∗γ·x (M)⊗ C ⊂ - C`Vγ·x(M)
die Relation
ι(γ,x)(ξ) · ι(γ,x)(ξ) = Qγ·x(γ · ξ) · 1 = Qx(ξ) · 1,
wobei die letzte Identita¨t aus der G-Invarianz der quadratischen Form folgt.
Aufgrund der universellen Eigenschaft von Clifford-Algebren setzt sich ι(γ,x)
daher zu einem Isomorphismus C`Vx (M) - C`Vγ·x(M) fort. Hierdurch wird auf
dem vertikalen Clifford-Bu¨ndel die Struktur eines glatten G-Vektorbu¨ndels defi-
niert.
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Bemerkung 4.1.20. Es bezeichne Gcon wieder das Untergruppenbu¨ndel der Zu-
sammenhangskomponenten von G aus 3.3.14. Durch Einschra¨nkung der Wirkung
besitzt jedes glatte G-Vektorbu¨ndel auf M in natu¨rlicher Weise die Struktur eines
glatten Gcon-Vektorbu¨ndels, und die Riemannsche Struktur aus 4.1.18 ist ebenfalls
Gcon-invariant.
Die Resultate 4.1.15 und 4.1.16 gelten genauso, wenn man G durch Gcon und
K × R durch K0 × R ersetzt.
Als weitere Folgerung von 4.1.16 erha¨lt man dann:
Satz 4.1.21. Auf M existiert eine vertikale Volumenform, d.h. ein nirgends ver-
schwindender glatter Schnitt
ω :M - Λn(TV,∗(M)),
wobei n = dimG/K ist. Hierdurch wird insbesondere eine Orientierung auf den
Fasern Mt definiert.
Beweis. Ist v1, . . . , vn eine Orthonormalbasis von V ∗, so folgt aufgrund der K0-
Invarianz des Skalarprodukts auf Λn(V ∗) fu¨r alle k ∈ K0
‖k · (v1 ∧ . . . ∧ vn)‖ = ‖v1 ∧ . . . ∧ vn‖
und somit k · (v1 ∧ . . . ∧ vn) = ± v1 ∧ . . . ∧ vn. Da K0 als zusammenha¨ngende
Lie-Gruppe orientierungserhaltend wirkt, folgt k · (v1 ∧ . . .∧ vn) = v1 ∧ . . .∧ vn fu¨r
alle k ∈ K0.
Unter Identifizierung der Einschra¨nkung von Λn(TV,∗(M)) auf M0 mit dem
trivialen Bu¨ndel mit Faser Λn(V ∗) la¨ßt sich die konstante Abbildung
M0 - M0 × Λn(V ∗), x 7→ v1 ∧ . . . ∧ vn
nach 4.1.16 zu einem nirgends verschwindenden Gcon-a¨quivarianten Schnitt aufM
fortsetzen.
Die im obigen Beweis konstruierte vertikale Volumenform ist per Definition links-
invariant unter der Wirkung von Gcon, d.h. es gilt ω(γ · x) = γ · ω(x) fu¨r alle
(γ, x) ∈ Gcon ×RM .
Die Submersion M
pr- R definiert eine Bla¨tterungsstruktur auf M ; aus der Exi-
stenz der oben konstruierten vertikalen Volumenform folgt somit, daß M vertikal
orientierbar ist. Andererseits besitzt das vertikale Tangentialbu¨ndel eine (kon-
struktionsgema¨ß linksinvariante) Riemannsche Metrik. In dieser Situation wurde
bereits im zweiten Kapitel eine Volumenform konstruiert. Aufgrund der Links-
invarianz der Riemannschen Metrik gilt:
126 KAPITEL 4. DIRAC-ELEMENT FU¨R DEFORMATIONSGRUPPOIDE
Satz 4.1.22. Die in 2.1.13 definierte vertikale Volumenform auf M , welche in
positiv orientierten lokalen Koordinaten x1, . . . , xn, t durch
ω = g1/2 dx1 ∧ . . . ∧ dxn := (det〈 ∂
∂xi
,
∂
∂xj
〉)1/2 dx1 ∧ . . . ∧ dxn
gegeben wird, ist linksinvariant unter der Wirkung von Gcon.
Beweis. Fu¨r γ ∈ Gcont bezeichne Lγ : Mt - Mt, x 7→ γ · x den durch Links-
multiplikation gegebenen Diffeomorphismus. Es ist zu zeigen, daß L∗γ(ωt) = ωt
gilt, wobei ωt die Einschra¨nkung der vertikalen Volumenform ist, welche durch die
Riemannsche Metrik gegeben wird. Es genu¨gt, die Aussage lokal auf Kartenum-
gebungen zu zeigen.
Dazu sei p ∈Mt und (U, φ) eine positiv orientierte Bla¨tterungskarte fu¨rM mit
Lγ(p) ∈ U . Die Koordinatenfunktionen der Karte seien mit x1, . . . , xn, t bezeich-
net. Dann existiert eine Bla¨tterungskarte (V, ψ) um p ∈M mit Koordinatenfunk-
tionen y1, . . . , yn, t, so daß V ∩Mt = Lγ−1(U ∩Mt) und yi = xi ◦ Lγ auf V ∩Mt
gilt. Diese Karte ist ebenfalls positiv orientiert, da Gcont als zusammenha¨ngende
Lie-Gruppe orientierungserhaltend auf Mt = Gt/K wirkt.
Fu¨r diese speziellen Koordinatenumgebungen gilt aufgrund der Definition des
Differentials der Abbildung Lγ
T (Lγ)m(
∂
∂yi
|m) = ∂
∂xi
|γ·m
fu¨r alle m ∈ V ∩Mt. Aus der Linksinvarianz der Riemannschen Metrik folgt dann
gφij(Lγ(m)) = 〈
∂
∂xi
|γ·m, ∂
∂xj
|γ·m〉γ·m
= 〈T (Lγ−1)γ·m(
∂
∂xi
|γ·m), T (Lγ−1)γ·m(
∂
∂xi
|γ·m)〉m
= 〈 ∂
∂yi
|m, ∂
∂yj
|m〉m
= gψij(m)
und somit auch
gφ(Lγ(m)) = det
(
gφij(Lγ(m))
)
= det
(
gψij(m)
)
= gψ(m).
Auf U ∩Mt ist die vertikale Volumenform gegeben durch
ωt = (gφ)1/2 · dx1 ∧ . . . ∧ dxn.
Fu¨r die zuru¨ckgezogene Form L∗γ(ωt) auf V ∩Mt gilt dann
L∗γ(ωt) = [(g
φ)1/2 ◦ Lγ ] · d(x1 ◦ Lγ) ∧ . . . ∧ d(xn ◦ Lγ)
= (gψ)1/2 · d y1 ∧ . . . ∧ d yn.
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Letzteres entspricht aber genau der lokalen Beschreibung von ωt bezu¨glich der
Karte (V, ψ).
Bemerkung 4.1.23. Nach 4.1.1 ist die Abbildung pi : G -- M eigentlich;
gleiches gilt fu¨r die kanonische Abbildung p˜i : Gcon -- M . Fu¨r alle f ∈ Cc(M)
ist daher pi∗f = f ◦ pi ein Element von Cc(G) und p˜i∗f = f ◦ p˜i ein Element von
Cc(Gcon).
Ist λ = (λt)t∈R ein glattes Haarsystem fu¨r G und bezeichnet λ˜ das durch
Einschra¨nkung gewonnene glatte Haarsystem von Gcon, so definiert die Familie
von Bildmaßen (p˜i(λ˜t))t∈R eine glatte und treue Familie von Maßen auf M ; fu¨r
diese Familie von Maßen gilt∫
x∈Mt
f(x) d p˜i(λ˜t)(x) =
∫
γ∈Gcont
(f ◦ p˜i)(γ) d λ˜t(γ).
Andererseits definiert die linksinvariante vertikale Volumenform ebenfalls eine
glatte und treue Familie von Maßen auf M , und beide Familien stimmen bis auf
Multiplikation mit einer strikt positiven glatten Funktion auf R u¨berein. Dies sieht
man folgendermaßen:
Durch faserweise Integration nach der vertikalen Volumenform wird eine (nicht-
triviale) linksinvariante positive Linearformen auf Cc(Mt) definiert. Es gilt Mt =
Gt/K = Gcont /K0, als kompakte Gruppe istK0 unimodular, und die Einschra¨nkung
der Modularfunktion von Gcont auf K0 ist die konstante Funktion mit Wert Eins.
Fixiert man auf K0 ein Haarmaß mit
∫
K0
d k = 1, so ist die Abbildung
Cc(Gcont ) - Cc(Mt), f 7→ (f [ : γK0 7→
∫
k∈K0
f(γk) d k)
surjektiv, und es gilt (g ◦ p˜i)[ = g fu¨r alle g ∈ Cc(Mt).
Nach dem Satz von Weyl (vgl. etwa [Els96, Kapitel VIII, §3.5]) stimmt die
durch Integration nach der Volumenform gewonnene Linearform bis auf einen
positiven Faktor mit derjenigen Linearform auf Cc(Mt) u¨berein, welche durch
g 7→ ∫Gcont g ◦ p˜i d λ˜t gegeben wird, und wie in Beispiel 1.1.10 (ii) sieht man, daß
die Faktoren eine glatte Funktion auf R definieren.
Durch Multiplikation des Haarsystems von Gcon (und G) mit einer Funktion aus
C∞(R)+ kann daher ohne Einschra¨nkung der Allgemeinheit angenommen werden,
daß beide Konstruktionen dieselbe Familie von Maßen auf M liefern, welche lokal
in den Fasern a¨quivalent zum Lebesgue-Maß auf dem Rn sind.
Ist N die Anzahl der Zusammenhangskomponenten der fast zusammenha¨ngen-
den Lie-Gruppe G, so gilt unter Verwendung von 3.2.11∫
Mt
f · ωt =
∫
Gcont
f ◦ p˜i d λ˜t = 1
N
∫
Gt
f ◦ pi dλt
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fu¨r alle f ∈ Cc(M). Im folgenden sei das Haarsystem auf G stets so normiert, daß
die Familie von Bildmaßen p˜i(λ˜) auf M mit der durch die vertikale Volumenform
aus 4.1.22 definierten Familie von Maßen auf M u¨bereinstimmt.
4.2 Konstruktion des Dirac-Elements
In diesem Abschnitt kann nun in Analogie zu [Kas88, 4.2] die Familie von Dirac-
Elementen fu¨r den Deformationsgruppoiden G konstruiert werden.
Unter Verwendung der im vorigen Abschnitt konstruierten G-Wirkungen auf
den vertikalen Vektorbu¨ndeln wird eine Wirkung des Gruppoiden auf der Al-
gebra Γ0(M,C`V(M)) der im Unendlichen verschwindenden Schnitte ins verti-
kale Clifford-Bu¨ndel sowie auf dem Hilbertmodul L2(M,Λ∗,VC (M)) der quadrat-
integrierbaren vertikalen Differentialformen konstruiert, so daß eine G-a¨quivariante
Darstellung von Γ0(M,C`V(M)) auf L2(M,Λ∗,VC (M)) existiert.
Ist F der vertikale Dirac-Operator aus 2.1.21, so kann unter Verwendung der
Resultate u¨ber Familien von Pseudodifferentialoperatoren gezeigt werden, daß das
Paar [(L2(M,Λ∗,VC (M)), F )] ein Element in der G-a¨quivarianten KK-Theorie defi-
niert.
Zusa¨tzlich wird in 4.2.6 eine Morita-A¨quivalenz fu¨r das reduzierte verschra¨nkte
Produkt von Γ0(M,C`V(M)) und G konstruiert, welche im folgenden Abschnitt
zur Identifikation der Assembly-Abbildung mit der Deformationsabbildung ge-
nutzt wird.
Es sei angemerkt, daß sowohl das vertikale Clifford-Bu¨ndel als auch das verti-
kale a¨ußere Bu¨ndel eine natu¨rliche Z/2Z-Graduierung besitzen, welche von der
G-Wirkung respektiert wird.
Proposition 4.2.1. Die Algebra A := Γ0(M,C`V(M)) der im Unendlichen ver-
schwindenden stetigen Schnitte ins vertikale Clifford-Bu¨ndel vonM ist eine Z/2Z-
graduierte C0(R)-Algebra.
Beweis. Jede Clifford-Algebra ist eine Z/2Z-graduierte C∗-Algebra. Da C`V(M)
ein stetiges Bu¨ndel von C∗-Algebren u¨ber M ist, ist A eine C0(M)-Algebra unter
punktweiser Multiplikation, und durch
(ϕ · a)(x) = ϕ(pr(x)) · a(x) fu¨r ϕ ∈ C0(R) und a ∈ A
wird auf A die Struktur einer C0(R)-Algebra definiert.
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Die G-Wirkung auf der Algebra Γ0(M,C`V(M)) la¨ßt sich unter Verwendung der
G-Wirkung auf dem vertikalen Clifford-Bu¨ndel definieren, welche im vorigen Ab-
schnitt beschrieben wurde. Um dies zu formalisieren, werden zuna¨chst einige Zwi-
schenschritte beno¨tigt.
Im folgenden seien wieder mit piG und piM die Projektionen von G ×R M auf G
bzw. M bezeichnet.
Lemma 4.2.2. Die Abbildung
ψ : Γ0(M,C`V(M))⊗ C0(G) - Γ0(G ×RM,pi∗MC`V(M)),
s⊗ f 7→ [(γ, x) 7→ f(γ) · s(x)]
ist ein graduierungserhaltender C0(G)-Homomorphismus.
Beweis. Fu¨r f ∈ C0(G), s ∈ Γ0(M,C`V(M)) und (γ, x) ∈ G ×RM ist
ψ(s⊗ f)(γ, x) = f(γ) · s(x) ∈ C`Vx (M) =˜ (pi∗MC`V(M))(γ,x).
Daher definiert ψ(s⊗ f) einen Schnitt auf G ×RM mit Werten in pi∗MC`V(M).
Mit f und s verschwindet auch ψ(s⊗f) im Unendlichen: Ist  > 0, so existieren
kompakte Teilmengen C ⊆ G und L ⊆M , so daß f bzw. s außerhalb von C bzw.
M in Norm kleiner als  sind. Dann ist C ×R L eine kompakte Teilmenge von
G ×RM , und fu¨r alle (γ, x) ∈ (G ×RM) \ (C ×R L) gilt
‖f(γ) · s(x)‖ <  ·max{‖f |∞, ‖s‖∞}.
Fu¨r den Nachweis, daß ψ(s⊗f) stetig ist, sei ein Netz (γi, xi) in G×RM gegeben,
welches gegen (γ0, x0) konvergiert. Es ist zu zeigen, daß das Netz (f(γi) · s(xi)) in
pi∗MC`V(M) gegen f(γ0) · s(x0) konvergiert.
Mit C`V(M) - M ist auch pi∗MC`V(M) - G ×R M ein stetiges Bu¨ndel
von C∗-Algebren. Man setze
ai := f(γi) · s(xi), ui := f(γ0) · s(xi) und a := u := f(γ0) · s(x0)
mit ai, ui ∈ (pi∗MC`V(M))(γi,xi) und a = u ∈ (pi∗MC`V(M))(γ0,x0). Aufgrund der
Stetigkeit von s und f konvergiert (ui) gegen u und (ai − ui) gegen Null, und aus
1.2.7 folgt die Stetigkeit von ψ(s⊗ f).
Auf C0(G), Γ0(M,C`V(M)) und Γ0(G ×RM,pi∗MC`V(M)) sind die ∗-Algebren-
strukturen jeweils punktweise definiert. Daher ist klar, daß ψ einen ∗-Homomor-
phismus auf dem algebraischen Tensorprodukt Γ0(M,C`V(M))C0(G) definiert,
welcher sich auf Γ0(M,C`V(M))⊗ C0(G) fortsetzen la¨ßt.
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Die C0(G)-Modulstruktur auf Γ0(G ×R M,pi∗MC`V(M)) ist durch punktwei-
se Multiplikation nach Zuru¨ckziehen von Funktionen via der stetigen Abbildung
piG : G ×R M - G definiert, und man rechnet sofort nach, daß ψ ein C0(G)-
Modulhomomorphismus ist, welcher die Z/2Z-Graduierung respektiert.
Lemma 4.2.3. Die Abbildung ψ aus 4.2.2 faktorisiert u¨ber
p∗Γ0(M,C`V(M)) = Γ0(M,C`V(M))⊗C0(R) C0(G)
zu einem graduierungserhaltenden C0(G)-Isomorphismus
ψ¯ : p∗Γ0(M,C`V(M))
e=- Γ0(G ×RM,pi∗MC`V(M)).
Beweis. Es gilt ψ(s · φ⊗ f) = ψ(s⊗ φ · f) fu¨r alle f ∈ C0(G), s ∈ Γ0(M,C`V(M))
und φ ∈ C0(R) Nach 1.2.3 (2) faktorisiert ψ u¨ber p∗Γ0(M,C`V(M)), und man
erha¨lt einen Z/2Z-graduierten ∗-Homomorphismus
ψ¯ : p∗Γ0(M,C`V(M)) - Γ0(G ×RM,pi∗MC`V(M)),
welcher mit den C0(G)-Modulstrukturen vertra¨glich ist.
Fu¨r den Nachweis, daß ψ¯ ein Isomorphismus ist, genu¨gt es nach 1.2.9 zu zeigen,
daß die induzierten Abbildungen auf den Fasern bijektiv sind. Fu¨r die Fasern in
γ ∈ G gilt jedoch
(Γ0(M,C`V(M))⊗C0(R) C0(G))γ =˜ Γ0(M,C`V(M))p(γ) =˜ Γ0(Mp(γ),C`(Mp(γ))),
(s⊗ f)γ 7→ f(γ) · sp(γ) = f(γ) · s|Mp(γ)
und
(Γ0(G ×RM,pi∗MC`V(M)))γ =˜ Γ0(Mp(γ),C`(Mp(γ))),
F 7→ F |{γ}×Mp(γ) .
Der Homomorphismus ψ¯γ der Fasern in γ ∈ G ist dann gegeben durch
(Γ0(M,C`V(M))⊗C0(R) C0(G))γ
ψ¯γ- (Γ0(G ×RM,pi∗MC`V(M)))γ ,
f(γ) · s|Mp(γ) = (s⊗ f)γ 7→ [(γ˜, x) 7→ f(γ˜) · s(x)]|{γ}×Mp(γ) .
Unter den obigen Identifikationen ist ψ¯γ die Identita¨t auf der Faser und somit
bijektiv. Dies zeigt, daß ψ¯ ein (graduierter) Isomorphismus von C0(G)-Algebren
ist.
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Die G-Wirkungen auf M und C`V(M) definieren nach 4.1.3 und 4.1.6 Diffeomor-
phismen α : G ×RM - G ×RM und α˜ : G ×R C`V(M) - G ×R C`V(M), so
daß das Diagramm
G ×R C`V(M)
α˜- G ×R C`V(M)
G ×RM
? α - G ×RM
?
kommutiert. Unter der Identifikation pi∗MC`V(M) =˜G ×R C`V(M) aus 4.1.6 gilt:
Satz 4.2.4. Die Abbildung
Γ0(G ×RM,pi∗MC`V(M)) - Γ0(G ×RM,pi∗MC`V(M)),
F 7→ α˜ ◦ F ◦ α−1
ist ein Isomorphismus von C0(G)-Algebren; dieser definiert unter dem Isomorphis-
mus ψ¯ : p∗Γ0(M,C`V(M)) - Γ0(G ×R M,pi∗MC`V(M)) aus 4.2.3 eine stetige
G-Wirkung
ϕ : p∗Γ0(M,C`V(M)) - p∗Γ0(M,C`V(M))
auf Γ0(M,C`V(M)), welche die Z/2Z-Graduierung respektiert.
Beweis. Fu¨r F ∈ Γ0(G×RM,pi∗MC`V(M)) folgt aus der Kommutativita¨t des obigen
Diagramms, daß auch α˜ ◦ F ◦ α−1 ein stetiger Schnitt auf G ×RM mit Werten in
pi∗MC`V(M) ist, welcher wie F im Unendlichen verschwindet.
Genauso ist auch α˜−1 ◦ F ◦ α ein Element von Γ0(G ×R M,pi∗MC`V(M)); die
Abbildung
Γ0(G ×RM,pi∗MC`V(M)) - Γ0(G ×RM,pi∗MC`V(M)), F 7→ α˜ ◦ F ◦ α−1
ist daher bijektiv, und man rechnet direkt nach, daß sie ein graduierungserhalten-
der C0(G)-Homomorphismus ist.
Unter dem Isomorphismus von p∗Γ0(M,C`V(M)) und Γ0(G×RM,pi∗MC`V(M))
aus 4.2.3 erha¨lt man somit einen graduierungserhaltenden Isomorphismus von
C0(G)-Algebren
ϕ : p∗Γ0(M,C`V(M)) - p∗Γ0(M,C`V(M)).
Fu¨r den Nachweis, daß durch ϕ eine G-Wirkung auf Γ0(M,C`V(M)) definiert wird,
ist noch die Bedingung ϕγ·γ˜ = ϕγ ◦ ϕγ˜ fu¨r alle (γ, γ˜) ∈ G(2) zu zeigen.
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Jedes Element der Faser Γ0(G×RM,pi∗MC`V(M))γ la¨ßt sich als Einschra¨nkung
F |{γ}×Mp(γ) eines Schnitts F ∈ Γ0(G ×RM,pi∗MC`V(M)) schreiben. Das Bild unter
der induzierten Abbildung der Fasern ist dann gegeben durch
F |{γ}×Mp(γ) 7→ (α˜ ◦ F ◦ α)|{γ}×Mp(γ) .
Identifiziert man die Faser in γ ∈ Gt wieder mit Γ0(Mt,C`(Mt)), so ist die Abbil-
dung der Faser gegeben durch
ϕγ : Γ0(Mt,C`(Mt)) - Γ0(Mt,C`(Mt)),
f 7→ [x 7→ γ · f(γ−1 · x)].
Ist nun γ˜ ein weiteres Element von Gt, so gilt
ϕγ(ϕγ˜(f))(x) = γ · ϕγ˜(f)(γ−1 · x) = γ · γ˜ · f(γ˜−1 · γ−1 · x) = ϕγ·γ˜(f)(x).
Es gilt also ϕγ ◦ ϕγ˜ = ϕγ·γ˜ fu¨r alle (γ, γ˜) ∈ G(2). Somit definiert ϕ eine stetige
Wirkung von G auf Γ0(M,C`V(M)).
Faserweise ist hierdurch die Wirkung der Gruppe Gt auf Γ0(Mt,C`(Mt)) gegeben,
wie sie in den Arbeiten von Kasparov auftaucht.
Bemerkung 4.2.5. Die AlgebraA = Γ0(M,C`V(M)) la¨ßt sich auch als induzierte
Algebra des Untergruppenbu¨ndels K = K × R ⊆ G auffassen.
Es bezeichne C`V(M0) die Einschra¨nkung des vertikalen Clifford-Bu¨ndels auf
die Untermannigfaltigkeit M0 ⊂ M = G/K, wobei sich M0 wieder mit R identi-
fizieren la¨ßt. Ist B = Γ0(M0,C`V(M0)) die Algebra der stetigen Schnitte in das
Bu¨ndel C`V(M0), so ist A als C0(R)-Algebra isomorph zur induzierten Algebra
IndB := {f ∈ Γb(G, p∗C`V(M0)) | f(γ · k) = k−1 · f(γ) fu¨r (γ, k) ∈ G ×R K
und ‖f(γK)‖ γK→∞- 0}.
Unter der Identifikation von M0 mit R kann dabei das Bu¨ndel C`V(M0) vermo¨ge
der Projektion p : G - R zu einem glatten Bu¨ndel von C∗-Algebren u¨ber G
zuru¨ckgezogen werden.
Der Isomorphismus ist gegeben durch
Φ : IndB - A, Φ(f)(γK) := γ · f(γ).
Faßt man A und IndB als (oberhalb) stetige Felder von C∗-Algebren u¨ber R auf,
so wird auf IndB eine G-Wirkung definiert durch
(γ · f)(η) := f(γ−1 · η)
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fu¨r f ∈ (IndB)t und γ, η ∈ Gt. Es gilt
Φ(γ · f)(ηK) = η · [(γ · f)(η)] = γ · γ−1 · η · f(γ−1 · η) = γ · Φ(f)(γ−1 · ηK).
Somit ist Φ ein G-a¨quivarianter Isomorphismus.
Bezeichnet V = TeK(G/K) wieder den Tangentialraum der Quotientenmannigfal-
tigkeit, so la¨ßt sich das Bu¨ndel C`V(M0) (K × R)-a¨quivariant mit dem trivialen
Bu¨ndel M0 × C`(V ∗) identifizieren, da die Untermannigfaltigkeit M0 =˜R von M
zusammenziehbar ist. Das verschra¨nkte Produkt Γ0(M0,C`V(M0))or (K×R) ist
somit als C0(R)-Algebra isomorph zu C0(R)⊗ (C`(V ∗)oK).
Das folgende Resultat wird im na¨chsten Abschnitt zur Modifikation der durch
das Dirac-Element definierten Assembly-Abbildung genutzt:
Satz 4.2.6. Die C0(R)-Algebren Γ0(M,C`V(M))or G und C0(R)⊗ (C`(V ∗)oK)
sind Morita-a¨quivalent.
Beweis. Man setze A = Γ0(M,C`V(M)) und B = Γ0(R,C`V(M0)), wobei M0
mit R identifiziert wird. Nach den vorausgehenden Bemerkungen und nach 1.3.5
genu¨gt es zu zeigen, daß die Algebren A := Cr,∗(G,A) und B := Cr,∗(K × R,B)
Morita-a¨quivalent sind.
Wie in 4.2.5 la¨ßt sich fu¨r alle t ∈ R die Faser At mit der induzierten Algebra
IndGtK Bt identifizieren. Die Algebra B ist eine (K × R)-Algebra. Als kompakte
Gruppe ist K unimodular, und auf K sei ein Haarmaß µ mit µ(K) = 1 fixiert.
Fu¨r K := K × R bezeichne q : K - R die kanonische Projektion.
Setzt man A0 := Γc(G, p∗A]), B0 := Γc(K × R, q∗B]) und X0 := Γc(G, p∗B]),
so sind dies C0(R)-Moduln unter faserweise Multiplikation, und A0 bzw. B0 sind
dichte ∗-Unteralgebren von A bzw. B.
Fu¨r a ∈ A0, b ∈ B0 und x, y ∈ X0 definiere man die folgenden Operationen:
a · x(γ) =
∫
η∈Gp(γ)
a(η, γ) · x(η−1 · γ) ·∆p(γ)(η)1/2 dλp(γ)(η)
x · b(γ) =
∫
k∈Kp(γ)
αk(x(γ · k) · b(k−1) ) dµ(k)
A0〈x, y〉(γ, η) = ∆p(γ)(γ)−1/2 ·
∫
k∈Kp(γ)
αk(x(η · k) · y(γ−1 · η · k)∗) dµ(k)
〈x, y〉B0(k) =
∫
γ∈Gq(k)
x(γ−1)∗ · αk(y(γ−1 · k)) dλt(γ)
Dabei bezeichnet ∆t die Modularfunktion der Isotropiegruppe Gt, α ist die Wir-
kung von G auf A, und faserweise wird At mit der induzierten Algebra von Bt
identifiziert.
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Die obigen Operationen sind faserweise definiert, also insbesondere mit den
C0(R)-Modulstrukturen vertra¨glich, und sie sind stetig bezu¨glich der induktiven
Limes-Topologien. Faserweise entsprechen die Operationen denen aus Greens Im-
primitivita¨tssatz; man vergleiche auch 1.3.19.
Mit den obigen Operationen ist X0 ein Pra¨-Hilbert-A0,B0-Bimodul, und es
genu¨gt zu zeigen, daß X0 ein Pra¨-Imprimitivita¨tsbimodul im Sinne von [RW98,
Def. 3.9] ist. Dies folgt durch faserweise Anwendung von Greens Imprimitivita¨ts-
satz: Zuna¨chst gilt A0〈x, y〉·z = x ·〈y, z〉B0 , da die Operationen faserweise definiert
sind.
Nach Green liegt das Bild der inneren Produkte A0〈X0,X0〉 und 〈X0,X0〉B0
faserweise dicht in A bzw. B. Da es außerdem invariant unter Multiplikation mit
Funktionen aus C0(R) ist, folgt aus Fells Kriterium 1.2.6, daß das Bild der inneren
Produkte dicht in A bzw. B liegt.
Ebenfalls nach Green gilt fu¨r x ∈ X0 und alle t ∈ R(
A0〈x, x〉
)
t
= (A0)t〈xt, xt〉 ≥ 0 in At.
Nach 1.2.10 ist dann A0〈x, x〉 ≥ 0 in A, und genauso sieht man, daß 〈x, x〉B0 ≥ 0
in B ist. Es bleibt zu zeigen, daß fu¨r alle a ∈ A0, b ∈ B0 und x ∈ X0
〈a · x, a · x〉B0 ≤ ‖a‖2 · 〈x, x〉B0 und A0〈x · b, x · b〉 ≤ ‖b‖2 · A0〈x, x〉
ist. Nach Green gilt fu¨r alle t ∈ R faserweise(〈a · x, a · x〉B0)t = 〈at · xt, at · xt〉(B0)t ≤ ‖at‖2 · 〈xt, xt〉(B0)t = ‖at‖2 · (〈x, x〉B0)t.
Mit ‖at‖ ≤ ‖a‖ folgt aus 1.2.10 dann 〈a · x, a · x〉B0 ≤ ‖a‖2 · 〈x, x〉B0 , und analog
ergibt sich die zweite Ungleichung.
Somit ist X0 ein Pra¨-Imprimitivita¨tsbimodul, welcher sich zu einer Morita-
A¨quivalenz von A und B vervollsta¨ndigen la¨ßt.
Zuru¨ck zur Konstruktion des Dirac-Elements:
Bezeichnet ΛV,∗(M) das (komplexifizierte) vertikale a¨ußere Bu¨ndel auf M , so be-
sitzt dieses nach den U¨berlegungen aus dem zweiten eine glatte hermitesche Struk-
tur.
Unter Verwendung der glatten Familie von Maßen, welche durch die linksinva-
riante vertikale Volumenform 4.1.22 definiert wird, kann wie in 2.1.8 der Hilbert-
C0(R)-Modul L2(M) := L2(M,ΛV,∗(M)) konstruiert werden; er la¨ßt sich als ober-
halb stetiges Feld von Hilbert-Ra¨umen u¨ber R auffassen. Die Faser L2(M)t ist
gerade die Komplettierung von Γc(Mt,Λ∗(Mt)), also L2(Mt).
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Nach 2.1.11 wirkt A = Γ0(M,C`V(M)) durch adjungierbare Operatoren auf
L2(M), und man sieht sofort, daß diese Darstellung χ : A - L(L2(M)) ein
graduierungserhaltender C0(R)-Homomorphismus ist.
Es bleibt eine G-Wirkung auf L2(M) zu konstruieren und nachzuweisen, daß die
Darstellung χ G-a¨quivariant ist. Zur Definition der Wirkung wird wieder ausge-
nutzt, daß das vertikale a¨ußere Bu¨ndel ein G-Vektorbu¨ndel ist.
Definitionsgema¨ß gilt fu¨r den via der Projektion p : G - R zuru¨ckgezogenen
Hilbertmodul
p∗L2(M) = L2(M)⊗C0(R) p∗C0(R).
Unter dem Isomorphismus p∗C0(R) = C0(G)⊗C0(R) C0(R) =˜C0(G) la¨ßt sich dann
p∗L2(M) als internes Tensorprodukt L2(M)⊗C0(R)C0(G) beschreiben, wobei C0(R)
wieder durch
p∗ : C0(R) - Cb(G) =M(C0(G)), ϕ 7→ ϕ ◦ p
auf C0(G) wirkt. Die Menge Γc(M,ΛV,∗(M))C0(R)Cc(G) ist ein dichter Teilraum
von p∗L2(M); fu¨r die Fasern in γ ∈ Gt gilt
(Γc(M,ΛV,∗(M))C0(R) Cc(G))γ
e=- Γc(Mt,Λ∗(Mt)),
(s⊗ f)γ 7→ f(γ) · s|Mt .
Lemma 4.2.7. Die Abbildung
ψ : Γc(M,ΛV,∗(M))C0(R) Cc(G) - Γc
(G ×RM,pi∗M (ΛV,∗(M)))
s⊗ f 7→ [(γ, x) 7→ f(γ) · s(x)]
la¨ßt sich zu einem isometrischen Isomorphismus von Hilbert-C0(G)-Moduln
ψ : p∗L2(M) - L2(G ×RM,pi∗M (ΛV,∗(M)))
auf die Komplettierungen fortsetzen.
Beweis. Nach 4.1.10 ist die Abbildung piG : G ×R M - M eine surjektive
Submersion, deren Fasern (G×RM)γ =˜Mp(γ) zusammenha¨ngend sind. Bezeichnet
(µt)t∈R die durch die vertikale Volumenform gegebene glatte Familie von Maßen
fu¨r pr : M - R, so la¨ßt sie sich zu einer glatten Familie von Maßen fu¨r die
Abbildung piG : G ×R M - G zuru¨ckziehen; man vergleiche auch die Bemer-
kung im Anschluß an 1.1.5. Nach 2.1.8 besitzt Γc
(G ×R M,pi∗M (ΛV,∗(M))) daher
die Struktur eines Pra¨-Hilbertmoduls, welcher sich zu einem Hilbert-C0(G)-Modul
vervollsta¨ndigen la¨ßt.
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Sind s ∈ Γc(M,ΛV,∗(M)) und f ∈ Cc(G), so wird durch ψ(s ⊗ f) ein Schnitt
ins Bu¨ndel pi∗M (Λ
V,∗(M)) definiert, und der Tra¨ger von ψ(s ⊗ f) ist enthalten in
der kompakten Menge (
supp(f)× supp(s)) ∩ G ×RM.
A¨hnlich wie in 4.2.2 folgt aus dem Kriterium 1.2.7, daß ψ(s⊗f) ein stetiger Schnitt
ist, und man rechnet direkt nach, daß die Abbildung ψ ein C0(G)-Modulhomomor-
phismus ist. Außerdem erha¨lt ψ die inneren Produkte: Sind s1⊗f1, s2⊗f2 Elemente
von Γc(M,ΛV,∗(M))C0(R) Cc(G) und ist γ ∈ G mit p(γ) = t, so gilt
〈ψ(s1 ⊗ f1), ψ(s2 ⊗ f2)〉(γ) =
∫
x∈Mt
〈f1(γ) · s1(x), f2(γ) · s2(x)〉x dµt(x)
= f1(γ) ·
(∫
x∈Mt
〈s1(x), s2(x)〉x dµt(x)
)
· f2(γ)
= 〈s1 ⊗ f1, s2 ⊗ f2〉(γ).
Das Bild von ψ liegt dicht in Γc
(G ×R M,pi∗M (ΛV,∗(M))). Somit setzt sich ψ zu
einem isometrischen Isomorphismus fort.
Bemerkung 4.2.8. Identifiziert man die Fasern von Γc(M,ΛV,∗(M))C0(R)Cc(G)
bzw. Γc
(G×RM,pi∗M (ΛV,∗(M))) in γ ∈ Gt mit Γc(Mt,Λ∗(Mt)), so ist die induzierte
Abbildung ψγ : L2(Mt) - L2(Mt) der Fasern gerade die Identita¨t.
Nach 4.1.6 kann das zuru¨ckgezogene Bu¨ndel pi∗M (Λ
V,∗(M)) mit G ×R ΛV,∗(M)
identifiziert werden. Die G-Wirkungen auf ΛV,∗(M) und M definieren Diffeomor-
phismen
α˜ : G ×R ΛV,∗(M) - G ×R ΛV,∗(M) und α : G ×RM - G ×RM,
so daß das Diagramm
G ×R ΛV,∗(M)
α˜- G ×R ΛV,∗(M)
G ×RM
? α - G ×RM
?
kommutiert. Wie im Fall der Algebren kann so eine G-Wirkung auf L2(M) definiert
werden:
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Satz 4.2.9. Die Abbildung
U : Γc(G ×RM,G ×R ΛV,∗(M)) - Γc(G ×RM,G ×R ΛV,∗(M));
F 7→ α˜ ◦ F ◦ α−1
setzt sich zu einem unita¨ren Operator auf die Komplettierung fort. Unter dem
Isomorphismus ψ aus 4.2.7 definiert U eine Wirkung auf L2(M), welche mit der
Z/2Z-Graduierung vertra¨glich ist, und die Linkswirkung von Γ0(M,C`V(M)) auf
L2(M) ist G-a¨quivariant.
Beweis. Wie in 4.2.4 sieht man, daß U ein C0(G)-linearer Isomorphismus ist und
die inverse Abbildung durch U−1(F ) = α˜−1 ◦ F ◦ α gegeben ist.
Fu¨r F,G ∈ Γc(G ×RM,G ×R ΛV,∗(M)) und (γ, x) ∈ G ×RM schreibe man
U(F )(γ, x) = γ · F (γ, γ−1 · x) und U(G)(γ, x) = γ ·G(γ, γ−1 · x).
Die Funktion x 7→ 〈U(F )(γ, x), U(G)(γ, x)〉x ist ein Element von Cc(Mp(γ)). Be-
zeichnet (µt)t∈R die durch die vertikale Volumenform gegebene glatte Familie von
Maßen fu¨r pr :M - R, (λt)t∈R das glatte Haarsystem fu¨r G, und ist N die An-
zahl der Zusammenhangskomponenten der fast zusammenha¨ngenden Lie-Gruppe
G = G1, so gilt nach 4.1.23 fu¨r γ ∈ Gt
〈U(F ), U(G)〉(γ) = 1
N
∫
γ˜∈Gt
〈U(F )(γ, pi(γ˜)), U(G)(γ, pi(γ˜))〉pi(γ˜) dλt(γ˜)
=
1
N
∫
γ˜∈Gt
〈γ ·F (γ, γ−1 ·pi(γ˜)), γ ·G(γ, γ−1 ·pi(γ˜))〉pi(γ˜) dλt(γ˜)
(†)
=
1
N
∫
γ˜∈Gt
〈F (γ, γ−1 · pi(γ˜)), G(γ, γ−1 · pi(γ˜))〉γ−1pi(γ˜) dλt(γ˜)
(‡)
=
1
N
∫
γ˜∈Gt
〈F (γ, pi(γ˜)), G(γ, pi(γ˜))〉pi(γ˜) dλt(γ˜)
= 〈F,G〉(γ).
Die Identita¨t (†) folgt aus der G-Invarianz der Metrik auf ΛV,∗(M), und (‡) folgt
aus der Linksinvarianz des Haarsystems sowie der Tatsache, daß γ−1 · pi(γ˜) =
pi(γ−1 · γ˜) gilt.
Somit la¨ßt sich U zu einem adjungierbaren Operator mit U∗ = U−1 auf die
Komplettierung fortsetzen. Unter dem Isomorphismus aus 4.2.7 definiert U ein
unita¨res Element in L(p∗L2(M)). Dieses erha¨lt die Graduierung auf L2(M), da G
graduierungserhaltend auf ΛV,∗(M) wirkt.
Fu¨r den Nachweis, daß durch U eine stetige Wirkung auf L2(M) definiert wird,
bleibt die Bedingung Uγ·γ˜ = Uγ ◦ Uγ˜ fu¨r alle (γ, γ˜) ∈ G(2) zu zeigen.
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Ist F ∈ Γc(G ×RM,G ×R ΛV,∗(M)) und γ ∈ Gt, so gilt fu¨r x ∈Mt
U(F )(γ, x) = γ · F (γ, γ−1 · x).
Unter der Identifizierung der Faser (p∗L2(M))γ mit L2(Mt) ist die von U induzierte
Abbildung der Fasern gegeben durch
Uγ : L2(Mt) - L2(Mt); f 7→ [x 7→ γ · f(γ−1 · x)].
Wie im Beweis von 4.2.4 folgt dann Uγ·γ˜ = Uγ ◦ Uγ˜ fu¨r alle (γ, γ˜) ∈ G(2). Somit
definiert U eine stetige Wirkung von G auf L2(M); die Wirkung auf den Fasern
entspricht dabei wieder der von Kasparov betrachteten Wirkung der Gruppe Gt.
Fu¨r die G-A¨quivarianz der Darstellung von χ : Γ0(M,C`V(M)) - L(L2(M))
ist zu zeigen, daß fu¨r alle γ ∈ G und a ∈ A
Uγχp(γ)(ap(γ))U
∗
γ = χp(γ)(αγ(ap(γ)))
gilt. Da die Konstruktion faserweise mit der von Kasparov u¨bereinstimmt, folgt
dies aus [Kas88, 4.2]. Man argumentiert wie folgt: Die Algebra der Schnitte ins
vertikale Clifford-Bu¨ndel wird von vertikalen Kovektorfeldern erzeugt. Ist γ ∈ Gt,
ωt ∈ L2(Mt,Λ∗Mt) und at ∈ Γ0(Mt,C`(Mt)) ein Kovektorfeld, so gilt fu¨r den
durch das Dachprodukt gegebenen Operator
γ · (λat(ωt)) = γ · (at ∧ ωt) = (γ · at) ∧ (γ · ωt) = λγ·at(γ · ωt).
Aufgrund der G-Invarianz der Metrik gilt auch γ · (λ∗at(ωt)) = λ∗γ·at(γ ·ωt), und da
χ(at) = λat + λ∗a∗t ist, folgt die G-A¨quivarianz der Darstellung χ.
Bemerkung 4.2.10. Ist γ ∈ Gt und bezeichnet Lγ−1 : Mt - Mt, x 7→ γ−1 · x
den durch Linkstranslation gegebenen Diffeomorphismus, so entspricht Uγ(ω) fu¨r
ω ∈ L2(Mt) gerade der zuru¨ckgezogenen Differentialform (Lγ−1)∗(ω).
Nach 4.1.1 und 4.1.10 sind pr : M - R und piG : G ×R M - G surjektive
Submersionen. Sie definieren auf M und G ×RM die Struktur gebla¨tterter Man-
nigfaltigkeiten.
Im ersten Fall gilt fu¨r das vertikale Tangentialbu¨ndel F = TV(M), und im
zweiten Fall la¨ßt sich FG = ker(T (G×RM) - T (G)) nach 4.1.10 mit pi∗M (TV(M))
identifizieren.
Im folgenden bezeichne F := D√
1+D2
∈ L(L2(M)) den vertikalen Dirac-Operator
aus 2.1.21 fu¨r M .
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Lemma 4.2.11. Unter dem Isomorphismus
ψ : p∗L2(M) = L2(M)⊗C0(R) C0(G) - L2(G ×RM,pi∗M (ΛV,∗(M))),
s⊗ f 7→ [(γ, x) 7→ f(γ) · s(x)]
aus 4.2.7 entspricht F ⊗ 1 dem vertikalen Dirac-Operator fu¨r G ×RM . Die durch
Einschra¨nkung erhaltenen Operatoren (F ⊗ 1)γ = Fp(γ) auf L2(Mp(γ)) sind gerade
die Operatoren aus Kasparovs Dirac-Element der Isotropiegruppe Gt. Nach 2.2.10
sind alle diese Operatoren PDOs von Ordnung Null.
Beweis. Da FG = pi∗M (TV(M)) gilt, la¨ßt sich auch das vertikale a¨ußere Bu¨ndel
Λ∗(F∗G⊗C) mit pi∗M(ΛV,∗(M)) identifizieren. Ist dVM die vertikale deRham-Ableitung
und ?M der vertikale Hodge-?-Operator von M , so ist nach Konstruktion des ver-
tikalen Dirac-Operators nur zu zeigen, daß unter dem Isomorphismus ψ die Ope-
ratoren dVM ⊗1 und ?M ⊗ 1 der vertikalen deRham-Ableitung bzw. dem vertikalen
Hodge-?-Operator auf G ×RM entsprechen.
Es sei n := rk (TV(M)). Ist die vertikale Orientierung auf M gegeben durch
die vertikale Volumenform volM :M - Λn(TV,∗(M)), so ist durch
volG×RM : G ×RM - pi∗M (Λn(TV,∗(M))) =˜ ΛnF∗G , (γ, x) 7→ volM (x)
eine vertikale Volumenform auf G ×R M gegeben. Diese definiert auf den Fa-
sern (FG)(γ,x) = TV(M)x dieselbe Orientierung wie volM . Der vertikale Hodge-
?-Operator ha¨ngt jedoch nur von der Orientierung auf den Fasern ab. Dies zeigt,
daß unter dem Isomorphismus ψ der Operator ?M ⊗ 1 dem vertikalen Hodge-?-
Operator von G ×RM entspricht.
Die vertikale deRham-Ableitung ist lokal auf Koordinatenumgebungen defi-
niert. Jeder Punkt (γ0, x0) ∈ G ×R M besitzt eine offene Umgebung der Form
U = UG × UM × I mit UG ⊆ Gt, UM ⊆ Mt und I ⊆ R fu¨r t = p(γ0) = pr(x0). In
lokalen Koordinaten sieht man sofort, daß
ψ((dVM ⊗1)(s⊗ f)) = dVG×RM (ψ(s⊗ f))
fu¨r alle s ∈ Γ∞c (M,ΛV,∗(M)⊗C) und f ∈ C∞0 (G) gilt, und die Elemente der Form
ψ(s ⊗ f) erzeugen einen dichten Unterraum von L2(G ×RM,pi∗M (ΛV,∗(M))). Der
Operator dVM ⊗1 entspricht also der vertikalen deRham-Ableitung von G ×R M ,
und zusammen mit obigen U¨berlegungen fu¨r den vertikalen Hodge-?-Operator
folgt, daß der Operator F ⊗1 sich mit dem vertikalen Dirac-Operator auf G ×RM
identifizieren la¨ßt.
Analoge U¨berlegungen zeigen, daß die Einschra¨nkung der Operatoren F bzw.
F⊗1 den Operatoren aus Kasparovs Dirac-Element der jeweiligen Isotropiegruppe
entsprechen. Faßt man die FasernMt vonM und (G×RM)γ =˜Mp(γ) von G×RM als
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trivial gebla¨tterte Mannigfaltigkeiten auf, so folgt aus 2.2.10, daß die Operatoren
F , F ⊗ 1 und alle durch Einschra¨nkung erhaltenen Operatoren der Fasern PDOs
von Ordnung Null sind.
Vermo¨ge der Abbildung
uG : G e=- G ×RM0 ⊂ - G ×RM, γ 7→ (γ, p(γ))
la¨ßt sich G mit einer abgeschlossenen Untermannigfaltigkeit von G ×RM identifi-
zieren, und es gilt piG ◦ uG = id.
Bezeichnet E = Λ∗F∗ ⊗ C = ΛV,∗(M) das komplexe vertikale a¨ußere Bu¨ndel
vonM , so ist die Einschra¨nkung E|M0 trivialisierbar, daM0 =˜R zusammenziehbar
ist. Die Einschra¨nkung pi∗ME|uG(G) la¨ßt sich mit dem zuru¨ckgezogenen Bu¨ndel E|M0
identifizieren und ist somit ebenfalls trivialisierbar.
Unter Verwendung von 2.1.10 sieht man, daß die volle C∗-Algebra der Bla¨tte-
rung mit Werten in den Endomorphismen des vertikalen a¨ußeren Bu¨ndels isomorph
zur Algebra der kompakten Operatoren auf dem entsprechenden L2-Hilbertmodul
ist, d.h. es gilt sowohl
C∗(M,F ; End(E)) =˜ K(L2(M))
als auch
C∗(G ×RM,FG ; End(pi∗ME)) =˜ K(L2(G ×RM,pi∗ME)).
Nach 2.2.9 erha¨lt man fu¨r die gebla¨tterte Mannigfaltigkeit (M,F) eine kurze ex-
akte Sequenz
0 - KM (L2(M,E)) - Ψ∗0(M,F ; End(E))
σ- ΣM (M,F∗;L(E)) - 0.
Genauso erha¨lt man fu¨r die gebla¨tterte Mannigfaltigkeit (G ×R M,FG) und die
Fasern von M bzw. G ×RM (welche als trivial gebla¨tterte Mannigfaltigkeiten auf-
gefaßt werden ko¨nnen) die entsprechenden kurzen exakten Sequenzen.
Es folgt, daß ein PDO der Ordnung Null auf M genau dann (faserweise) kompakt
(bis auf Multiplikation mit einer im Unendlichen verschwindenden Funktion) ist,
falls sein Symbol (faserweise) Null ist. Das Symbol eines PDO von Ordnung Null
auf M ist jedoch genau dann Null, wenn die Einschra¨nkung auf jede Faser Mt
Null ist; mit dem Symbol eines PDO von Ordnung Null ist dabei das Bild unter
der Abbildung σ gemeint.
Somit ist ein PDO von Ordnung Null auf M kompakt (bis auf Multiplikation
mit einer im Unendlichen verschwindenden Funktion), wenn die Einschra¨nkung
des Operators auf jede Faser kompakt (bis auf Mulitiplikation mit einer im Un-
endlichen verschwindenden Funktion) ist. Die gleichen U¨berlegungen gelten fu¨r
PDOs der Ordnung Null auf G ×RM .
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Satz 4.2.12. Das Tripel E := (L2(M), χ, F ) definiert einen G-a¨quivarianten
Kasparov-Γ0(M,C`V(M)), C0(R)-Zykel und somit ein Element in der G-a¨quiva-
rianten Kasparov-Gruppe KKG(Γ0(M,C`V(M)), C0(R)).
Beweis. Aufgrund der vorausgehenden Resultate dieses Abschnitts ist klar, daß
L2(M) ein G-a¨quivarianter Hilbert-Γ0(M,C`V(M)), C0(R)-Bimodul ist.
Die vertikale deRham-Ableitung und der formal adjungierte Operator sind
homogen vom Grad 1 auf glatten vertikalen Differentialformen mit kompaktem
Tra¨ger. Somit ist auch F = D√
1+D2
ein homogener Operator vom Grad 1. Nach
1.4.1 bleiben noch die folgenden Bedingungen zu zeigen:
Fu¨r alle a ∈ Γ0(M,C`V(M)) und a′ ∈ p∗Γ0(M,C`V(M)) gilt
(i) a(F − F ∗) ∈ K(L2(M)),
(ii) a(F 2 − 1) ∈ K(L2(M)),
(iii) [F, a] ∈ K(L2(M)) und
(iv) a′(U(F ⊗ 1)U∗ − (F ⊗ 1)) ∈ K(p∗(L2(M))).
Hierbei bezeichnet U die G-Wirkung auf L2(M) aus 4.2.9. Im vorliegenden Fall
eines Gruppenbu¨ndels vereinfacht sich Bedingung (iv), da die Source- und Range-
Abbildung u¨bereinstimmen. Desweiteren wurde der Isomorphismus 1.2.14 von
p∗(K(L2(M))) und K(p∗(L2(M))) genutzt.
Da der Operator F selbstadjungiert ist, ergibt sich Bedingung (i) sofort. Die
Elemente aus Γ0(M,C`V(M)) wirken auf L2(M) durch Clifford-Multiplikation wie
in 2.1.11; diese ist gegeben durch das Dachprodukt und Kontraktion mit vertikalen
Differentialformen. Die durch Clifford-Multiplikation gegebenen Operatoren sind
also Differentialoperatoren der Ordnung 0.
Als solche ha¨ngt ihr Symbol nur von den Punkten x ∈ M und nicht von
den Elementen der Kotangentialra¨ume T ∗xM ab: Die Symbole der Operatoren
aus (i) bis (iii) ha¨ngen somit nach 2.1.20 nur von den Elementen des vertikalen
Kotangentialbu¨ndels TV,∗M ab, und ihre Werte stimmen mit den Werten der
Symbole u¨berein, die man durch Einschra¨nkung auf die Fasern erha¨lt.
Nach [Kas88, 4.2] sind die Einschra¨nkungen der Operatoren aus (ii) und (iii)
kompakte Operatoren auf der jeweiligen Faser von L2(M), und diese haben nach
2.2.9 Symbol Null. Nach den oben angestellten U¨berlegungen ist dann auch das
Symbol der Operatoren a(F 2 − 1) und [F, a] identisch Null, und somit folgt aus
2.2.9, daß sie Elemente von KM (L2(M,E)) sind.
Fu¨r ϕ ∈ C0(M) und a ∈ Γ0(M,C`V(M)) gilt daher ϕ ·a ·(F 2−1) ∈ K(L2(M)).
Da nach Cohens Faktorisierungssatz C0(M) · Γ0(M,C`V(M)) = Γ0(M,C`V(M))
gilt, folgt Bedingung (ii).
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Fu¨r Aussage (iii) kann man ohne Einschra¨nkung annehmen, daß a = a1 · a2
ist, wobei ai ∈ Γ0(M,C`V(M)) homogene Elemente sind. In diesem Fall gilt fu¨r
den Kommutator
[F, a] = [F, a1]a2 + (−1)∂F ·∂a1a1[F, a2].
Benutzt man wieder, daß C0(M)·Γ0(M,C`V(M)) dicht in Γ0(M,C`V(M)) liegt, so
erkennt man, daß die beiden Summanden kompakte Operatoren sind, und somit
auch [F, a] in K(L2(M)) liegt.
Fu¨r den Nachweis von (iv) sei zuna¨chst an folgende Resultate erinnert: Der
zuru¨ckgezogene Hilbertmodul p∗L2(M) la¨ßt sich mit L2(G ×RM,pi∗M (E)) identi-
fizieren; dabei bezeichnet E wieder das vertikale (komplexifizierte) a¨ußere Bu¨ndel
aufM und piM : G×RM - M die Projektion auf die zweite Komponente. Unter
dieser Identifikation entspricht F ⊗ 1 nach 4.2.11 dem vertikalen Dirac-Operator
auf G ×RM , welcher ein PDO von Ordnung Null ist.
Um nun a¨hnlich wie fu¨r Bedingung (ii) und (iii) argumentieren zu ko¨nnen, ist
zu zeigen, daß auch die Operatoren U und U∗ aus 4.2.9 PDOs von Ordnung Null
sind, deren Symbol nur von den vertikalen Kotangentialvektoren auf M und der
Einschra¨nkung der Operatoren auf die G-Fasern von G ×RM abha¨ngt.
Die unita¨ren Elemente aus 4.2.9 werden definiert durch die G-Wirkung auf der
Mannigfaltigkeit M und dem Vektorbu¨ndel E; letztere ist gegeben durch lineare
Isomorphismen der Fasern von E. Somit sind U und U∗ Differentialoperatoren der
Ordnung Null, und als solche ist ihr Symbol unabha¨ngig von den Kotangential-
vektoren von T ∗(G ×RM).
Es sei zuna¨chst angenommen, daß a′ = a  ϕ fu¨r a ∈ Γ0(M,C`V(M)) und
ϕ ∈ C0(G) gilt. Identifiziert man die Faser von L2(G ×R M,pi∗ME) in γ ∈ Gt mit
L2(Mt), so ist die Einschra¨nkung des Operators aus (iv) gegeben durch
a′γ · (UγFtU∗γ − Ft) = ϕ(γ) · a|L2(Mt) · (γ Ftγ−1 − Ft).
Nach [Kas88, 4.2] sind diese Operatoren kompakt; sie haben somit Symbol Null.
Dann ist auch das Symbol von a′(U(F⊗1)U∗−(F⊗1)) identisch Null, und aus der
kurzen exakten Sequenz 2.2.9 fu¨r die gebla¨tterte Mannigfaltigkeit G ×R M folgt,
daß der Operator a′(U(F ⊗ 1)U∗ − (F ⊗ 1)) kompakt bis auf Multiplikation mit
einer im Unendlichen verschwindenden Funktion auf G ×RM ist.
Da die Elemente der Form a  ϕ einen dichten Unterraum von p∗L2(M) er-
zeugen, gilt dies fu¨r alle Elemente a′ ∈ p∗L2(M). Eine weitere Anwendung von
Cohens Faktorisierungssatz zeigt dann, daß auch Bedingung (iv) erfu¨llt ist. Somit
sind die definierenden Eigenschaften fu¨r einen Kasparov-Zykel gezeigt.
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Bemerkung 4.2.13. Unter Verwendung von 2.1.22 kann man auch direkt nach-
rechnen, daß die Symbole der Operatoren in (i) - (iv) (faserweise) Null sind.
Dies liefert eine alternative Mo¨glichkeit, die Operator-Bedingungen von Kasparovs
Dirac-Element aus [Kas88, 4.2] nachzuweisen.
Nach 2.1.22 gilt fu¨r die (Haupt)Symbole von Dt bzw. D2t
σ(x, ξ;Dt) = λiξ − λ∗(iξ)∗ bzw. σ(x, ξ;D2t ) = ‖ξ‖2;
dabei bezeichnet λiξ wieder den durch das Dachprodukt gegebenen Operator auf
dem a¨ußeren Bu¨ndel. Bis auf Terme von Ordnung kleiner als Null ist das Symbol
des klassischen PDO Ft dann durch
σ(x, ξ;Ft) =
1√
1 + ‖ξ‖2 · (λiξ − λ
∗
(iξ)∗)
gegeben; man vergleiche auch 2.2.12.
Als Algebra wird Γ0(Mt,C`(Mt)) erzeugt von C0(Mt) und Kovektorfeldern,
welche im Unendlichen verschwinden. Es genu¨gt daher fu¨r Erzeuger b ∈ C0(Mt)
und a ∈ Γ0(Mt, T ∗(Mt)⊗ C) zu zeigen, daß das Symbol der Operatoren (i) - (iv)
faserweise Null ist.
Das Kovektorfeld a wirkt auf den Differentialformen punktweise durch Clifford-
Multiplikation. Aus 2.1.6 folgt somit, daß das (Haupt)Symbol in einem Punkt
ξ ∈ T ∗x (Mt) durch σ(x, ξ; a) = λa(x) + λ∗(a(x))∗ gegeben ist.
Da Ft selbstadjungiert ist, gilt σ(a(Ft−F ∗t )) = 0 und σ(b(Ft−F ∗t )) = 0. Nach
2.1.22 gilt (bis auf Symbole von Ordnung kleiner als Null)
σ(x, ξ;F 2t − 1) =
‖ξ‖2
1 + ‖ξ‖2 − 1 = −
1
1 + ‖ξ‖2 .
Somit ist σ(a(F 2t −1)) durch eine stetige Funktion auf dem Totalraum des Kotan-
gentialsbu¨ndels T ∗(Mt) mit Werten in L(E|Mt) gegeben, welche im Unendlichen
verschwindet, d.h. durch ein Element von CMt(T ∗Mt;L(E|Mt)). Nach 2.2.1 ist
dann σ(a(F 2t − 1)) = 0 in ΣMt(Mt, T ∗Mt;L(E|Mt)); ebenso gilt σ(b(F 2t − 1)) = 0.
Fu¨r ξ ∈ T ∗x (Mt) gilt nach 2.1.7 fu¨r den graduierten Kommutator[
(λiξ − λ∗(iξ)∗), (λa(x) + λ∗(a(x))∗)
]
= 0.
Somit ist [Dt, a] ein PDO der Ordnung Null; man vergleiche auch 2.2.2. Der Ope-
rator (1 +D2t )
−1/2 ist ein PDO von Ordnung -1. Sein Symbol ist gegeben durch
die skalare Funktion ξ 7→ (1 + ‖ξ‖2)−1/2; diese kommutiert mit σ(a). Daher ist
[a, (1 +D2t )
−1/2] ein PDO von Ordnung -2, und es folgt σ([Ft, a]) = 0, da
[Ft, a] = [Dt, a] · (1 +D2t )−1/2 +Dt · [a, (1 +D2t )−1/2]
ein PDO von Ordnung -1 ist. Analog zeigt man σ([Ft, b]) = 0.
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Schließlich ist der Operator Ft invariant unter der Wirkung von Gt: Nach 4.2.10
ist die Wirkung von γ ∈ Gt auf glatten Differentialformen gegeben durch Zuru¨ck-
ziehen via der Linkstranslation Lγ−1 . Aus der Theorie glatter Mannigfaltigkeiten
ist bekannt, daß die deRham-Ableitung mit dem Pullback via glatter Abbildungen
vertauscht, d.h. es gilt dt Uγ = Uγ dt; dies zeigt man wie im Beweis von 2.1.16. Da
Gt unita¨r auf L2(Mt) wirkt, kommutiert auch der adjungierte Operator d∗t mit Uγ .
Hieraus folgt dann UγFtUγ−1 −Ft = 0, und somit haben auch die Operatoren aus
(iv) faserweise Symbol Null.
Aus der exakten Sequenz 2.2.9 fu¨r die Fasern Mt folgt mit Cohens Faktorisie-
rungssatz, daß die Operatoren aus (i) - (iv) faserweise kompakt sind. Somit kann
man auch auf diese Weise zeigen, daß der Operator aus Kasparovs Dirac-Element
[Kas88, 4.2] die Bedingungen fu¨r ein KK-Element erfu¨llt.
Da G ein Gruppenbu¨ndel ist, ist jede Teilmenge der Basis G(0) = R invariant. Be-
trachtet man speziell die abgeschlossene Teilmenge [0, 1], so ist die Einschra¨nkung
G[0,1] ein lokal-kompakter Gruppoid. Durch Einschra¨nkung des Haarsystems von
G erha¨lt man ein stetiges Haarsystem auf G[0,1], und die kanonische Abbildung
φ : G[0,1] - G ist ein strikter Morphismus lokal-kompakter Gruppoide.
Bezeichnet ϕ : [0, 1] - R die kanonische Einbettung, so induziert der strikte
Morphismus (φ, ϕ) nach 1.4.3 eine Abbildung
φ∗ : KKG(Γ0(M,C`V(M)), C0(R)) - KKG[0,1](ϕ∗(Γ0(M,C`V(M))), C[0, 1]).
Definition 4.2.14. Ist [E ] := [(L2(M), χ, F )] ∈ KKG(Γ0(M,C`V(M)), C0(R)) das
Element aus 4.2.12, so heißt
[DG ] := φ∗([E ]) ∈ KKG[0,1]
(
ϕ∗
(
Γ0(M,C`V(M))
)
, C[0, 1]
)
das Dirac-Element der Deformation.
Faserweise stimmt das Dirac-Element des Deformationsgruppoiden mit den von
Kasparov in [Kas88, 4.2] definierten Dirac-Elementen der Isotropiegruppen u¨be-
rein.
4.3 Assembly-Abbildung via Deformation
Nachdem das Dirac-Element der Deformation im vorigen Abschnitt konstruiert
wurde, kann nun gezeigt werden, daß fu¨r eine fast zusammenha¨ngende Lie-Gruppe
G die Assembly-Abbildung (mit beliebigen Koeffizienten) mit der Deformations-
abbildung 3.4.3 identifiziert werden kann. Dabei wird ausgenutzt, daß mittelbare
Gruppen – also insbesondere auch die Nullfaser V oK des Deformationsgruppoi-
den – die Baum-Connes-Vermutung erfu¨llen.
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Wie am Ende von Anhang A beschrieben, wird die topologische K-Theorie
von G mit Koeffizienten in der G-Algebra B mit K∗(B o (V o K)) identifiziert
und die Assembly-Abbildung durch das Kasparov-Produkt mit dem modifizierten
Dirac-Element von G beschrieben; man vgl. A.9.
Auch fu¨r das Dirac-Element der Deformation aus 4.2.14 mu¨ssen die entspre-
chenden Modifikationen durchgefu¨hrt werden. Insbesondere wird hier die Morita-
A¨quivalenz aus 4.2.6 genutzt.
Zuna¨chst sei noch einmal an Kasparovs Definition der RKK-Gruppen erinnert:
Definition 4.3.1. Es seien A und B C0(X)-Algebren. A¨hnlich wie KK(A,B) ist
die Gruppe RKK(X;A,B) definiert als Menge der A¨quivalenzklassen (bezu¨glich
Homotopie) von Kasparov-Zykeln (E, T ) ∈ E(A,B) mit der zusa¨tzlichen Be-
dingung, daß fu¨r alle f ∈ C0(X), a ∈ A, b ∈ B und e ∈ E die Gleichung
(fa)eb = ae(bf) in E erfu¨llt ist.
Man hat einen natu¨rlichen Vergiß-Funktor
F : RKK(X;A,B) - KK(A,B),
und auch in der RKK-Theorie ist das Kasparov-Produkt definiert.
Proposition 4.3.2. Ist D eine σ-unitale C0(X)-Algebra, so existiert ein natu¨rli-
cher Homomorphismus
σX,D : RKK(X;A,B) - RKK(X;A⊗C0(X) D,B ⊗C0(X) D),
welcher mit dem Kasparov-Produkt vertra¨glich ist.
Beweis. Der Beweis findet sich in [Kas88, 2.19 und 2.21]. Ist η = [E,α, T ] ein
Element in RKK(X;A,B), so gilt
σX,D(η) = [E ⊗B (B ⊗C0(X) D), α˜, T ⊗ 1] ∈ RKK(X;A⊗C0(X) D,B ⊗C0(X) D),
wobei die Wirkung α˜ gegeben ist durch
(a⊗ d)(e⊗ b⊗ d1) = (−1)∂d(∂e+∂b)ae⊗ b⊗ dd1
fu¨r a ∈ A, b ∈ B, e ∈ E und d, d1 ∈ D.
Als Folgerung erha¨lt man:
Korollar 4.3.3. Es sei D = C0(X) ⊗D eine triviale C0(X)-Algebra. Unter den
Isomorphismen A⊗C0(X)D =˜A⊗D bzw. B⊗C0(X)D =˜B⊗D definieren σX,D(η)
und σD(η) fu¨r η ∈ RKK(X;A,B) dasselbe Element in KK(A⊗D,B ⊗D).
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Definition 4.3.4. Sind A,B C0(X)-Algebren, so bezeichne fu¨r eine stetige Ab-
bildung p : Y - X
p∗ : RKK(X;A,B) σX,C0(Y )- RKK(X; p∗A, p∗B) F- KK(p∗A, p∗B)
den durch p∗(ξ) := F(σX,C0(Y )(ξ)) definierten Homomorphismus abelscher Grup-
pen. Hierbei ist F wieder der Vergiß-Funktor.
Speziell wird die folgende Situation betrachtet werden:
Es sei X = [0, 1], Y = {t} ⊆ X, und es bezeichne ι : Y - X die kanonische
Einbettung. Fu¨r eine C[0, 1]-Algebra B gilt dann ι∗B =˜Bt, und ist E ein Hilbert-
B-Modul, so gilt analog ι∗E =˜Et. Die Abbildung
ι∗ : RKK([0, 1];A,B) - KK(At,Bt)
aus 4.3.4 wird in dieser Situtuation auch als Einschra¨nkungshomomorphismus auf
die Faser in t ∈ [0, 1] bezeichnet.
Mithilfe von folgendem Lemma wird gezeigt werden, daß die Deformations- und
die Baum-Connes-Assembly-Abbildung identifiziert werden ko¨nnen; die Idee, diese
Methode zu nutzen, geht auf eine Anregung von G. Skandalis zuru¨ck.
Lemma 4.3.5. Es seien A,B C[0, 1]-Algebren, t ∈ [0, 1], und es sei ein Element
η ∈ RKK([0, 1];A,B) gegeben. Bezeichnet ι : {t} - [0, 1] die kanonische Ein-
bettung, so kommutiert das Diagramm
K∗(A) ⊗Aη - K∗(B)
K∗(At)
qt,∗
? ⊗ι∗A ι∗(η)- K∗(Bt).
rt,∗
?
Beweis. Die Quotientenabbildung qt : A - At ist unter der Identifikation von
At mit ι∗A durch a 7→ a ⊗ 1 gegeben; gleiches gilt fu¨r rt : B - Bt. Es genu¨gt
zu zeigen, daß
q∗t (ι
∗(η)) = rt,∗(η) ∈ KK(A, ι∗B)
gilt. Aufgrund der funktoriellen Eigenschaften des Kasparov-Produkts (man vgl.
etwa [Bla98, 18.7.1]) folgt dann na¨mlich fu¨r ξ ∈ KK(D,A)
qt,∗(ξ)⊗At ι∗(η) = ξ ⊗A q∗t (ι∗(η))
= ξ ⊗A rt,∗(η)
= rt,∗(ξ ⊗A η),
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d.h. fu¨r jede separable C∗-Algebra D kommutiert das Diagramm
KK(D,A) ⊗Aη - KK(D,B)
KK(D,At)
qt,∗
? ⊗ι∗Aι∗(η)- KK(D,Bt).
rt,∗
?
Wa¨hlt man D = C, so erha¨lt man die Aussage des Lemmas fu¨r K0, und fu¨r
D = C0(R) folgt die Aussage fu¨r K1.
Wird η von dem Zykel [E, φ, T ] ∈ RKK([0, 1];A,B) repra¨sentiert, so gilt
ι∗(η) = [E ⊗B ι∗B, φ˜, T ⊗ 1] und somit q∗t (ι∗(η)) = [E ⊗B ι∗B, φ˜ ◦ qt, T ⊗ 1].
Andererseits gilt
rt,∗(η) = [E ⊗B ι∗B, φ⊗ 1, T ⊗ 1].
Die Linkswirkung von B auf ι∗B ist dabei jeweils durch den Quotientenhomomor-
phismus rt : B - Bt =˜ ι∗B gegeben.
Fu¨r die Identita¨t q∗t (ι∗(η)) = rt,∗(η) ist also nur zu zeigen, daß die Wirkungen
von A u¨bereinstimmen. Nach Definition der Wirkung φ˜ aus 4.3.2 gilt fu¨r a ∈ A,
b ∈ B, e ∈ E und λ, µ ∈ C
φ˜(a⊗ λ)(e⊗ b⊗ µ) = φ(a)(e)⊗ b⊗ λµ
und somit
(φ˜◦qt)(a)(e⊗ b⊗µ) = φ˜(a⊗1)(e⊗ b⊗µ) = φ(a)(e)⊗ b⊗µ = (φ⊗1)(a)(e⊗ b⊗µ).
Dies zeigt φ˜ ◦ qt = φ⊗ 1, was den Beweis abschließt.
Es sei nun B eine G-Algebra und B := C[0, 1] ⊗ B die G[0,1]-Algebra aus 3.4.1.
Man setze Γ0(M,C`V(M))[0,1] := Γ0(M,C`V(M))⊗C0(R)C[0, 1]; insbesondere gilt
dann Γ0(M,C`V(M))[0,1]⊗C[0,1]B =˜ Γ0(M,C`V(M))[0,1]⊗B. Nach 1.4.2 und 1.4.5
ist klar:
Proposition 4.3.6. Ist [DG ] das Dirac-Element der Deformation fu¨r (G,K) aus
4.2.14, so definiert
[DG,B] := jG[0,1],r(τB([DG ]))
ein Element von RKK ([0, 1]; (Γ0(M,C`V(M))[0,1] ⊗ B)or G[0,1] , B or G[0,1]). Es
wird als Dirac-Element der Deformation fu¨r die Koeffizienten-Algebra B bezeich-
net.
Unter den Isomorphismen 1.3.5 verschra¨nkter Produkte von Gruppenbu¨ndeln ent-
spricht die Einschra¨nkung von [DG,B] auf eine Faser in t ∈ [0, 1] dem reduzierten
Descent von Kasparovs Dirac-Element der Gruppe Gt.
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A¨hnlich wie im Anhang A.9 kann nun das Dirac-Element [DG,B] folgendermaßen
modifiziert werden: Es bezeichne
• δ˜ = σC[0,1](δ) ∈ KKK×[0,1]
(
C[0, 1]⊗C0(V ), C[0, 1]⊗C`(V ∗)
)
die KKK×[0,1]-
A¨quivalenz, welche aus der KKK-A¨quivalenz δ ∈ KKK(C0(V ),C`(V ∗)) aus
Kasparovs Bott-Periodizita¨tssatz [Kas81, §5, Thm.7] gewonnen wird,
• [XB] die durch 4.2.6 gegebene Morita-A¨quivalenz der verschra¨nkten Produk-
te C[0, 1]⊗ ((C`(V ∗)⊗B)oK) und (Γ0(M,C`V(M))[0,1] ⊗B)or G[0,1],
• Ψ : C[0, 1]⊗(Bo(V oK)) - C[0, 1]⊗((B⊗C0(V ))oK) den Isomorphis-
mus, welcher durch den Isomorphismus Bo (V oK) - (B⊗C∗(V ))oK
fu¨r semidirekte Produkte von Gruppen und den K-a¨quivarianten Isomor-
phismus B ⊗ C∗(V ) =˜B ⊗ C0(V ) gegeben ist. Unter der Identifikation aus
3.4.4 la¨ßt sich Ψ als Isomorphismus vom verschra¨nkten Produkt des trivia-
len Gruppenbu¨ndels Bo ((V oK)× [0, 1]) auf C[0, 1]⊗ ((B⊗C0(V ))oK)
auffassen.
Unter Verwendung des Kasparov-Produkts in der RKK-Theorie setze man dann
[D˜] := [D˜G,B] := [Ψ]⊗ jK×[0,1](τB(δ˜))⊗ [XB]⊗ [DG,B]
∈ RKK ([0, 1];C[0, 1]⊗ (B o (V oK)) , B or G).
Der Einschra¨nkungshomomorphismus ι∗t aus 4.3.4 fu¨r ιt : {t} ⊂ - [0, 1] ist ver-
tra¨glich mit dem Kasparov-Produkt. Die RKK-Elemente [Ψ] und jK×[0,1](τB(δ˜))
sind trivial u¨ber [0, 1]; insbesondere gilt
ι∗0(jK×[0,1](τB(δ˜))) = ι
∗
1(jK×[0,1](τB(δ˜))) = jK(σB(δ))
in KK
(
(B ⊗ C0(V ))oK , (B ⊗ C`(V ∗))oK
)
und
ι∗0([Ψ]) = ι
∗
1([Ψ]) = [ψ] ∈ KK
(
B o (V oK) , (B ⊗ C0(V ))oK
)
,
wobei ψ den Isomorphismus B o (V oK) e=- (B ⊗ C0(V ))oK bezeichnet.
Unter den Isomorphismen aus 1.3.5 entsprechen die durch Einschra¨nkung er-
haltenen Elemente ι∗t ([XB]) gerade den Morita-A¨quivalenzen aus Greens Imprimi-
tivita¨tssatz; man vergleiche auch 1.3.19 und 4.2.6. Insbesondere sind die durch das
Kasparov-Produkt mit diesen Elementen definierten Abbildungen Isomorphismen
in der KK-Theorie.
Bezeichnet DVoK Kasparovs Dirac-Element der mittelbaren Gruppe V oK, so
entspricht das Element ι∗0([DG,B]) gerade jVoK(σB(DVoK)), und das Kasparov-
Produkt mit letzterem ist ein Isomorphismus in der KK-Theorie, da mittelbare
Gruppen die Baum-Connes-Vermutung fu¨r beliebige Koeffizienten erfu¨llen. Dies
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folgt aus der in Anhang A beschriebenen Dirac-Dual-Dirac-Methode, da fu¨r mit-
telbare Gruppen das Dirac- und das Dual-Dirac-Element zueinander inverse KK-
A¨quivalenzen sind. Mit 4.3.5 la¨ßt sich nun zeigen:
Theorem 4.3.7. Fu¨r jede G-Algebra B la¨ßt sich die Deformationsabbildung 3.4.3
mit der Baum-Connes-Assembly-Abbildung A.9 identifizieren.
Beweis. Man betrachte A = C[0, 1]⊗ (B o (V oK)) und Bor G[0,1] fu¨r die G[0,1]-
Algebra B = C[0, 1] ⊗ B. Es bezeichne ιt : {t} - [0, 1] wieder die kanonische
Einbettung fu¨r t ∈ [0, 1], und es sei [D˜] ∈ RKK([0, 1];A,B or G[0,1]) das (modifi-
zierte) Dirac-Element fu¨r G[0,1] mit Koeffizienten in der G[0,1]-Algebra B.
Mit qt : A - At und rt : Bor G[0,1] - (Bor G[0,1])t seien die kanonischen
Quotientenabbildungen bezeichnet. Dabei kann die Faser (Bor G[0,1])1 mit BorG
und (BoG[0,1])0 mit Bo(V oK) identifiziert werden; analog lassen sich die Fasern
A0 und A1 mit B o (V oK) identifizieren.
Nach 4.3.5 kommutiert fu¨r alle t ∈ [0, 1] das Diagramm
K∗(A) ⊗A[D˜] - K∗(B or G[0,1])
K∗(At)
qt,∗
? ⊗ι∗t (A)ι∗t ([D˜])- K∗((B or G[0,1])t).
rt,∗
?
Wie in Kapitel 3.3 beschrieben, induzieren q0 und r0 Isomorphismen in K-Theorie;
also kommutiert auch das Diagramm
K∗(A1)
⊗ι∗1(A)ι∗1([D˜])- K∗((B or G[0,1])1)
K∗(A)
q1,∗
6
⊗A[D˜] - K∗(B or G[0,1])
r1,∗
6
K∗(A0)
q−10,∗
6
⊗ι∗0(A)ι∗0([D˜])- K∗((B or G[0,1])0).
r−10,∗
6
Dabei entspricht die obere horizontale Abbildung gerade der Assembly-Abbildung
A.9 fu¨r G mit Koeffizienten in B, und die durch Kasparov-Produkt mit ι∗0([D˜])
gegebene untere horizontale Abbildung ist die Assembly-Abbildung fu¨r die mittel-
bare Gruppe V oK mit Koeffizienten in B. Das γ-Element von V oK ist jedoch
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das Einselement in KKVoK(C,C). Daher ist die untere horizontale Abbildung ein
Isomorphismus von K∗(B o (V oK)).
Da A eine triviale C[0, 1]-Algebra ist, ist die Abbildung q1,∗ ◦ q−10,∗ nach 3.4.4
gerade die Identita¨t, wa¨hrend r1,∗ ◦ r−10,∗ die in 3.4.3 definierte Deformations-
Abbildung ist.
Das obige kommutative Diagramm wird damit zu
K∗(B o (V oK))
µB - K∗(B or G)
K∗(B o (V oK))
id
6
=˜- K∗(B o (V oK)),
deform
6
und unter dem durch die untere horizontale Abbildung gegebenen Isomorphis-
mus la¨ßt sich die Deformationsabbildung 3.4.3 mit der Assembly-Abbildung A.9
identifizieren.
Bemerkung 4.3.8. Nach den Bemerkungen vor 4.3.7 gilt ι∗0(Ψ) = ι∗1(Ψ) und
ι∗0(jK×[0,1](τB(δ˜))) = ι∗1(jK×[0,1](τB(δ˜))). Aus dem letzten Diagramm im obigen
Beweis erha¨lt man somit das kommutative Diagramm
KK∗(C, (B ⊗ Γ0(G/K,C`(G/K)))or G)
· ⊗ jG,r(σB(DG))- KK∗(C, B or G)
KK∗(C, (B ⊗ C`(V ∗))or K)
· ⊗ ι∗1([X∗B])
?
KK∗(C, (B ⊗ (C0(V )⊗ C`(V ∗)))o (VoK))
· ⊗ ι∗0([XB])
?
KK∗(C, B o (V oK))
· ⊗ jVoK(σB(DVoK))
? deform - KK∗(C, B or G).
id
?
Dabei ist X∗B die inverse Morita-A¨quivalenz zu XB, es bezeichnen DG bzw. DVoK
Kasparovs Dirac-Elemente fu¨r die Gruppen G = G1 bzw. V o K = G0, und die
untere horizontale Abbildung ist die Deformationsabbildung.
Identifiziert man (wie in Anhang A beschrieben) die topologische K-Theorie
Ktop∗ (G;B) mit KK∗(C, (B ⊗ Γ0(G/K,C`(G/K))) or G), so entspricht die obere
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horizontale Abbildung der Assembly-Abbildung µB. Die vertikalen Abbildungen
auf der linken Seite sind Isomorphismen.
Die Identifikation der Assembly-Abbildung µB mit der Deformationsabbildung
ist daher bis auf Morita-A¨quivalenz durch die dritte vertikale Abbildung gegeben.
Diese entspricht der Assembly-Abbildung der Gruppe V oK mit Koeffizienten in
B, wobei die Untergruppe V trivial auf B wirkt. Die Abbildung ist gegeben durch
Multiplikation mit dem Dirac-Element
DVoK = [L2(V,Λ∗(V ∗ ⊗ C), d+d
∗√
1(d+d∗)2
] ∈ KKVoK(C0(V )⊗ C`(V ∗),C).
Dieses ist eine KK-A¨quivalenz; das inverse Element ist gegeben durch das Dual-
Dirac-Element
ηVoK = [C0(V )⊗ C`(V ∗), F ] ∈ KKVoK(C, C0(V )⊗ C`(V ∗)).
Unter der Identifikation von V mit V ∗ ist der Operator F definiert durch punkt-
weise (Clifford-)Multiplikation mit der beschra¨nkten Funktion
F : V - V ∗ ⊂ - C`(V ∗), v 7→ v√
1 + ‖v‖2 .
Die mittelbare Gruppe V oK ist ein semidirektes Produkt. Es existiert ein par-
tieller Descent-Funktor JV : KKVoK - KKK , fu¨r den jVoK = jK ◦ JV gilt.
Dieser wurde von Je´roˆme Chabert in [Cha00] konstruiert.
Da V trivial auf C`(V ∗) wirkt, gilt
(C0(V )⊗ C`(V ∗))o V =˜ (C0(V )o V )⊗ C`(V ∗) =˜ K(L2(V ))⊗ C`(V ∗),
und wie bereits bemerkt, la¨ßt sich C∗(V ) K-a¨quivariant mit C0(V ) identifizieren.
Somit la¨ßt sich JV (DVoK) als Element von
KKK(K(L2(V ))⊗ C`(V ∗), C∗(V )) =˜ KKK(C`(V ∗), C0(V ))
auffassen. Es wa¨re interessant, dieses Element genauer zu beschreiben und z.B. zu
untersuchen, ob es Kasparovs K-a¨quivarianter Bott-Periodizita¨t aus [Kas81, §5,
Thm.7] entspricht.
Fu¨r eine fast zusammenha¨ngende Lie-Gruppe G und eine G-Algebra B ergibt sich
aus 4.3.7 eine weitere Mo¨glichkeit zu zeigen, ob G die Baum-Connes-Vermutung
mit Koeffizienten in B erfu¨llt:
Bezeichnet B = C[0, 1]⊗B die triviale C[0, 1]-Algebra mit der Wirkung des De-
formationsgruppoiden G, so folgt aus der Beschreibung der Deformationsabbildung
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3.4.3 und obigem Theorem, daß die Assembly-Abbildung fu¨r G mit Koeffizienten
in B genau dann ein Isomorphismus ist, wenn der durch Evaluation in 1 gegebene
Homomorphismus
q1 : B or G[0,1] -- B or G
einen Isomorphismus in der K-Theorie induziert.
Jede fast zusammenha¨ngende Lie-Gruppe besitzt ein γ-Element; wie im Anhang
beschrieben, folgt aus dem Satz von Tu (vgl. [Tu99, Prop. 5.23]), daß die Assembly-
Abbildung fu¨r jede Koeffizientenalgebra B injektiv ist. Diese Tatsache ergibt sich
schon aus Kasparovs Arbeiten [Kas95] bzw. [Kas88].
Zum Nachweis der Baum-Connes-Vermutung mit Koeffizienten in der G-Algebra
B genu¨gt es daher aufgrund von 4.3.7 zu zeigen, daß die von q1 induzierte Abbil-
dung in der K-Theorie surjektiv ist.
Kapitel 5
Fast zusammenha¨ngende
Gruppen
Mo¨chte man versuchen, das Deformationsbild der Assembly-Abbildung auf eine
gro¨ßere Klasse von Gruppen zu erweitern, so liegt es nahe, als na¨chstes fast zu-
sammenha¨ngende Gruppen zu betrachten.
Im ersten Abschnitt dieses Kapitels wird unter Verwendung bekannter Struk-
turresultate fu¨r fast zusammenha¨ngende Gruppen ein kurzer Ausblick gegeben,
welche Schritte noch unternommen werden mu¨ssen, um das Deformationsbild der
Assembly-Abbildung auch in dieser Situation definieren zu ko¨nnen.
Nach [CEN03] erfu¨llt jede fast zusammenha¨ngende Gruppe die Baum-Connes-
Vermutung mit trivialen Koeffizienten. Im zweiten Abschnitt wird gezeigt, daß
die K-Theorie der reduzierten Gruppen-C∗-Algebra in dieser Situation eine freie
Gruppe in ho¨chstens abza¨hlbar vielen Erzeugern ist. Dieses Resultat wurde in
der Literatur bisher nur unter einer zusa¨tzlichen Orientierungsvoraussetzung be-
schrieben. Insbesondere gilt die Aussage natu¨rlich fu¨r die in den vorigen Kapiteln
betrachteten fast zusammenha¨ngenden Lie-Gruppen.
5.1 Fast zusammenha¨ngende Gruppen und Deforma-
tion
Es sei zuna¨chst an die Definition 3.2.7 erinnert:
Ist G eine lokal-kompakte Gruppe, so ist die Zusammenhangskomponente des
neutralen Elements G0 ein abgeschlossener Normalteiler in G. Die Gruppe G heißt
fast zusammenha¨ngend, falls die Gruppe der Zusammenhangskomponenten G/G0
kompakt ist.
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Die folgenden Aussagen u¨ber fast zusammenha¨ngende Gruppen finden sich im
Anhang des Artikels [Abe75] von Abels:
Jede fast zusammenha¨ngende Gruppe G besitzt eine maximal kompakte Unter-
gruppe K, und letztere ist eindeutig (bis auf Konjugation mit Elementen in G)
bestimmt. Der homogene Raum G/K ist eine vollsta¨ndige Riemannsche Man-
nigfaltigkeit, auf der eine stetige Wirkung der Gruppe durch Linksmultiplikation
definiert ist.
Es bezeichne L(G) die Menge aller stetigen Homomorphismen von der additi-
ven Gruppe R nach G, versehen mit der kompakt-offenen Topologie (welche mit
der Topologie u¨bereinstimmt, die durch gleichma¨ßige Konvergenz auf kompakten
Mengen gegeben ist).
Sind X,Y ∈ L(G), so konvergiert die Folge ((X(s/n) · Y (s/n))n)n∈N in G
gegen einen Wert (X + Y )(s). Die hierdurch definierte Addition und die skalare
Multiplikation, welche durch (r · X)(s) = X(r · s) gegeben ist, sind stetig, und
nach Abels ist L(G) ein vollsta¨ndiger lokal-konvexer topologischer R-Vektorraum.
Die adjungierte Darstellung Ad : G× L(G) - L(G), definiert durch
Adx(X)(s) := x ·X(s) · x−1,
ist stetig. Desweiteren gibt es eine stetige Abbildung
exp : L(G) - G, exp(X) := X(1),
welche der Exponentialabbildung einer Lie-Gruppe entspricht; insbesondere gilt
exp(X)−1 = exp(−X). Aufgrund der Definitionen ist klar, daß
x · exp(X) · x−1 = exp(Adx(X))
fu¨r alle x ∈ G und X ∈ L(G) gilt.
Abels bemerkt, daß auf L(G) eine stetige Lie-Algebrenstruktur definiert wer-
den kann, so daß das Campbell-Hausdorff-Theorem gilt.
Fu¨r fast zusammenha¨ngende Gruppen hat man den folgenden Struktursatz, wel-
cher das Analogon des Resultats 3.2.9 fu¨r Lie-Gruppen ist:
Theorem 5.1.1. Ist G eine fast zusammenha¨ngende Gruppe und K ⊆ G eine
maximal kompakte Untergruppe, so existiert eine Teilmenge E von G, so daß die
folgenden Bedingungen erfu¨llt sind:
(i) Fu¨r alle x ∈ K gilt x · E · x−1 = E.
(ii) Die Multiplikation E ×K - G ist ein Homo¨omorphismus.
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(iii) Zu jeder kompakten Untergruppe L ⊆ G existiert ein Element x ∈ E mit
x · L · x−1 ⊆ K.
(iv) Betrachtet man L(G) als K-Modul unter Einschra¨nkung der adjungierten
Darstellung auf K, so gibt es endlich-dimensionale Unterra¨ume V1, . . . Vr
von L(G), deren Summe V := V1 + . . .+ Vr direkt ist, so daß die Abbildung
σ : V1 ⊕ . . .⊕ Vr - G, σ(x1, . . . , xr) := exp(x1) · . . . · exp(xr)
ein Homo¨omorphismus auf E ist, und so daß fu¨r alle 1 ≤ i ≤ r die Mengen
Ei := exp(Vi) invariant unter der Wirkung von K sind.
Desweiteren gilt L(G) = V ⊕ L(K), und die Abbildungen σ : V - E sowie
pi|E : E - G/K sind K-a¨quivariante Isomorphismen.
Beweis. [Abe75, Theorem A.5 und Korollar A.6].
Insbesondere folgt hieraus, daß der homogene Raum G/K zusammenha¨ngend ist.
Der endlich-dimensionale Unterraum V ⊆ L(G) und die Unterra¨ume V1, . . . , Vr
von V sind invariant unter der adjungierten Wirkung von K. Also kann das semi-
direkte Produkt V oK gebildet und das Gruppenbu¨ndel
G := (V oK)× {0} •∪ G× (0, 1]
betrachtet werden. Nach (ii) und (iv) ist die Abbildung
ϕ : V ×K - G, (v, k) 7→ σ(v) · k
ein Homo¨omorphismus. Setzt man
Φ : V ×K × [0, 1] - G, (v, k, t) 7→
{
(v, k, 0) : t = 0
(σ(t · v) · k, t) : t 6= 0,
so kann a¨hnlich wie in 3.3.2 auf G die Topologie betrachtet werden, welche von
den Mengen des Typs
(I) O ⊆ G× (0, 1] offen und
(II) Φ(U ×W × [0, )) fu¨r 0 <  < 1, U offen in V , W offen in K
erzeugt wird. Da die Abbildung ϕ ein Homo¨omorphismus ist, kann man wie in
Kapitel 3.3 zeigen, daß G mit der von diesen Mengen erzeugten Topologie ein
lokal-kompakter Hausdorff-Raum ist, der das zweite Abza¨hlbarkeitsaxiom erfu¨llt,
daß die Einschra¨nkung der Topologie auf G0 bzw. G × (0, 1] der gewo¨hnlichen
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Topologie entspricht, und daß die natu¨rliche Projektion G -- [0, 1] eine offene
und stetige Abbildung ist. Desweiteren ist die Einsabbildung [0, 1] ⊂ - G stetig.
Mit einer analogen Argumentation wie im Beweis von [Abe75, A.5] kann man
auch zeigen, daß die Einschra¨nkung von exp einen lokalen Homo¨omorphismus
V - E liefert. Aus 5.1.1 (ii) folgt dann, daß
V oK - G, (v, k) 7→ exp(v) · k
eine offene Umgebung des neutralen Elements in V o K homo¨omorph auf eine
offene Umgebung der Eins in G abbildet, und es kann exakt dieselbe Definition
der Topologie wie in Kapitel 3.3 gewa¨hlt werden.
Fu¨r alle X ∈ L(G) ist exp(−X) = exp(X)−1. Ist dann v ∈ V und k ∈ K, so gilt
(exp(v) · k)−1 = k−1 · exp(−v) = exp(Adk−1(−v)) · k−1.
Aufgrund der Stetigkeit der adjungierten Darstellung kann man genau wie in 3.3.9
zeigen, daß die faserweise Inversenbildung eine stetige Abbildung auf G ist.
Bei der Multiplikation ergibt sich allerdings ein Problem: Im Fall einer fast zu-
sammenha¨ngenden Lie-Gruppe wurden in 3.3.10 und 3.3.11 die Analytizita¨t der
Multiplikation und die Konvergenzeigenschaften der Campbell-Hausdorff-Reihe
ausgenutzt.
Nach [Abe75, A.6] gilt L(G) = V ⊕L(K). Mo¨chte man die Beweisstrategie auf
den Fall fast zusammenha¨ngender Gruppen u¨bertragen, so ist zu zeigen, daß die
Abbildungen
L(G) - G, X 7→ exp(X) und V ⊕ L(K) - G, (v, Y ) 7→ exp(v) · exp(Y )
eine offene Nullumgebung in L(G) homo¨omorph auf eine offene Umgebung der
Eins in G abbilden. Die Gestalt des durch diese beiden Abbildungen gegebenen
“Kartenwechsels” ist zu untersuchen, und es ist ein Ersatz fu¨r die Abscha¨tzung
in 3.3.11 zu zeigen, um den Beweis der Stetigkeit der Multiplikation aus dem Lie-
Gruppenfall zu u¨bertragen.
Ist die Stetigkeit der Multiplikation gezeigt, so folgt, daß G - [0, 1] ein lokal-
kompaktes Gruppenbu¨ndel mit offener Projektion auf die Basis ist; G besitzt daher
ein stetiges Haarsystem, und wie in Kapitel 3.4 kann fu¨r jede G-Algebra B das
Deformationsbild der Assembly-Abbildung definiert werden.
Zur Identifikation der Deformations- mit der Assembly-Abbildung wurde im Lie-
Gruppenfall eine stetige Familie von Dirac-Elementen konstruiert. Zur U¨bertra-
gung dieser Konstruktion kann das folgende Resultat verwendet werden:
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Theorem 5.1.2. Es sei G eine fast zusammenha¨ngende Gruppe. Dann entha¨lt
jede Umgebung des Einselements von G einen kompakten Normalteiler N , so daß
G/N eine Lie-Gruppe ist.
Beweis. [MZ55, 4.6].
Ist K eine maximal kompakte Untergruppe von G (welche bis auf Konjugation
eindeutig bestimmt ist), so ist der kompakte Normalteiler N in K enthalten, und
K/N ist eine maximal kompakte Untergruppe von G/N . Der Normalteiler N wirkt
trivial auf dem homogenen Raum G/K, denn fu¨r g ∈ G gilt
N · g ·K = g ·N ·K = g ·K,
und es ist G/K =˜ (G/N)/(K/N). Die Lie-Gruppe G/N ist mit G fast zusam-
menha¨ngend, und die Wirkung von G auf G/K faktorisiert u¨ber G - G/N .
Insbesondere erha¨lt man das Dirac-Element von G als Bild des Dirac-Elements
von G/N unter dem kanonischen Homomorphismus
KKG/N (Cτ (G/K),C) - KKG(Cτ (G/K),C),
wobei Cτ (G/K) wie in Anhang A die Algebra der im Unendlichen verschwinden-
den stetigen Schnitte mit Werten im Clifford-Bu¨ndel von G/K bezeichnet. Wie
im dritten und vierten Kapitel kann der Deformationsgruppoid G˜ und das Dirac-
Element der Deformation fu¨r G/N konstruiert werden.
Ist G˜[0,1] die Einschra¨nkung zu einem stetigen Gruppenbu¨ndel u¨ber [0, 1], so hat
man einen kanonischen Homomorphismus von Gruppenbu¨ndeln qN : G - G˜[0,1],
welcher stetig ist bezu¨glich der oben definierten Topologie auf G.
Wenn gezeigt ist, daß G mit dieser Topologie ein lokal-kompakter Gruppoid ist
(d.h. falls der Nachweis der Stetigkeit der Multiplikation gelungen ist), dann ist
die Abbildung qN ein strikter Morphismus. Das Dirac-Element fu¨r G˜[0,1] la¨ßt sich
dann zu einer stetigen Familie von Dirac-Elementen fu¨r G zuru¨ckziehen, und genau
wie in Kapitel 4.3 zeigt man, daß die Deformationsabbildung mit der Assembly-
Abbildung u¨bereinstimmt.
Somit ist zumindest eine Strategie gegeben, wie man versuchen kann, das De-
formationsbild der Assembly-Abbildung auf fast zusammenha¨ngende Gruppen zu
u¨bertragen. Im Detail steckt hier natu¨rlich noch Arbeit.
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5.2 Topologische K-Theorie mit trivialen Koeffizienten
Zentrales Resultat der Arbeit [CEN03] ist die Aussage, daß fu¨r jede fast zusam-
menha¨ngende Gruppe G (also insbesondere auch fu¨r jede fast zusammenha¨ngende
Lie-Gruppe) die Assembly-Abbildung mit trivialen Koeffizienten ein Isomorphis-
mus ist. Zur Bestimmung der K-Gruppen K∗(C∗r (G)) genu¨gt es in dieser Situation
daher, die topologische K-Theorie Ktop∗ (G) zu berechnen.
Ist wieder K ⊆ G eine maximal kompakte Untergruppe und V = TeK(G/K)
der Tangentialraum der Quotientenmannigfaltigkeit, so la¨ßt sich die topologische
K-Theorie von G (wie in Anhang A beschrieben) mit
K∗(C0(V )oK) =˜ KK∗(C,C`(V ∗)oK)
identifizieren. Dabei ist C`(V ∗) die (Z/2Z-graduierte) assoziierte Clifford-Algebra
des Kotangentialraums V ∗ der Mannigfaltigkeit G/K im Punkt eK.
In der oben erwa¨hnten Arbeit wird unter der Voraussetzung, daß die Wirkung
von K eine auf V gegebene Orientierung erha¨lt, bewiesen, daß die auftretenden
K-Gruppen frei sind. Dieses Resultat gilt jedoch auch ohne die Orientierungsvor-
aussetzung, wie in diesem Abschnitt gezeigt wird.
Das folgende Resultat ist wohlbekannt:
Proposition 5.2.1. Fu¨r jede lokal-kompakte Gruppe G ist C∗r (G × R) isomorph
zu C∗r (G)⊗ C0(R), und somit gilt K∗(C∗r (G× R)) =˜ K∗+1(C∗r (G)).
Anwenden la¨ßt es sich insbesondere auf eine fast zusammenha¨ngende Gruppe G
mit maximal kompakter Untergruppe K. Mit G ist auch G × R eine fast zusam-
menha¨ngende Gruppe, deren maximal kompakte Untergruppe sich mit K identi-
fizieren la¨ßt. Fu¨r den Tangentialraum der Quotientenmannigfaltigkeit (G×R)/K
im Punkt eK gilt dann
TeK(G× R/K) =˜TeK(G/K)× R.
Zur Berechnung von K∗(C∗r (G)) genu¨gt es also unter Verwendung des obigen Re-
sultats, den Fall zu betrachten, daß dimG/K = dimTeK(G/K) gerade ist.
Im folgenden sei fu¨r k ∈ N mit Mk = Mk(C) die Algebra der komplexwertigen
k × k-Matrizen bezeichnet.
Lemma 5.2.2. Auf der MatrixalgebraMk sei eine Z/2Z-Graduierung durch einen
Automophismus  : Mk - Mk mit 2 = id gegeben. Dann ist (Mk, ) Morita-
a¨quivalent zu Mk mit der trivialen Wirkung.
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Beweis. Fu¨r jeden separablen Hilbertraum H ist die Sequenz
1 - T - U(H) Ad- Aut(K(H)) - 1
exakt; man vergleiche z.B. [RW98, Chapter 1]. Daher gilt  = Adu fu¨r ein unita¨res
Element u ∈ Mk mit u2 = 1. Die Abbildung U : Mk - Mk, definiert durch
x 7→ u ·x, erfu¨llt U2 = id, und (Mk, U) ist eine Morita-A¨quivalenz der graduierten
Algebren (Mk, ) und (Mk, id).
Fu¨r die K-Theorie K∗(C∗r (G)) einer fast zusammenha¨ngende Gruppe G la¨ßt sich
nun zeigen:
Theorem 5.2.3. Ist G eine fast zusammenha¨ngende Gruppe, so ist K∗(C∗r (G))
eine freie Gruppe in ho¨chstens abza¨hlbar vielen Erzeugern.
Beweis. Es sei wieder V = TeK(G/K) der Tangentialraum der Quotientenman-
nigfaltigkeit, wobei K eine maximal kompakte Untergruppe von G ist. Nach 5.2.1
genu¨gt es den Fall zu betrachten, daß dimV = 2k gerade ist. Die kompakte Grup-
pe K wirkt auf dem euklidischen Raum V (und dem Dualraum V ∗) durch lineare
Isometrien. Die Z/2Z-Graduierung der Clifford-Algebra, die durch den Homomor-
phismus
V ∗ - V ∗ ⊂ - C`(V ∗), v 7→ −v
gegeben ist, kommutiert mit der K-Wirkung auf C`(V ∗).
Nach [CEN03] ist die Assembly-Abbildung mit trivialen Koeffizienten fu¨r eine
fast zusammenha¨ngende Gruppe ein Isomorphismus. Wie in Anhang A beschrie-
ben, gilt somit
K∗(C∗r (G)) =˜ K
top
∗ (G) =˜ KK∗(C,C`(V ∗)oK),
wobei C`(V ∗) die Z/2Z-graduierte Clifford-Algebra ist.
Unter Verwendung des Isomorphismus B.6 von C`(V ∗) und M2k kann eine
K-Wirkung und Z/2Z-Graduierung auf der Matrixalgebra M2k definiert werden.
Dann sind auch die verschra¨nkten Produkte C`(V ∗)oK und M2k oK isomorph,
wobei letztere Algebra eine Z/2Z-Graduierung tra¨gt, und es gilt
K∗(C∗r (G)) =˜ KK∗(C,M2k oK).
Nach einem Resultat von Mackey, Takesaki und Green ist das verschra¨nkte Pro-
duktM2koK isomorph zuM2k⊗C∗(K,ω) (vgl. [Ech96, 1.14.15]), wobei C∗(K,ω)
die getwistete Gruppen-C∗-Algebra vonK fu¨r einen (Borel-)Kozykel ω ∈ H2(K,T)
ist.
Die getwistete Gruppen-C∗-Algebra C∗(K,ω) ist ein Quotient der gewo¨hnli-
chen Gruppen-C∗-Algebra C∗(K ×ω T) der zentralen Erweiterung K ×ω T (vgl.
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[Ech96, 1.1 und 1.1.4]). Mit K und T ist auch die Erweiterung K ×ω T kompakt;
somit ist C∗(K×ωT) isomorph zu einer direkten Summe von (ho¨chstens abza¨hlbar
vielen) Matrixalgebren. Selbiges gilt dann auch fu¨r den Quotienten C∗(K,ω), da
Matrixalgebren einfach sind.
Ist C∗(K,ω) =˜
⊕
i∈IMli , so gilt
M2k oK =˜M2k ⊗ C∗(K,ω) =˜M2k ⊗ (
⊕
i∈I
Mli) =˜
⊕
i∈I
(M2k ⊗Mli) =˜
⊕
i∈I
M2k·li .
Somit ist M2k o K isomorph zu einer (ho¨chstens abza¨hlbaren) direkten Summe
von Matrixalgebren
⊕
j∈JMj , und unter diesem Isomorphismus ist auf
⊕
j∈JMj
eine Z/2Z-Graduierung durch einen Automorphismus  mit 2 = 1 definiert.
Matrixalgebren sind einfach, und fu¨r alle j0 ∈ J ist mit Mj0 auch (Mj0) ein
Ideal in
⊕
j∈JMj . Es folgt, daß es genau einen Index j1 ∈ J mit (Mj0) = Mj1
gibt. Somit gilt
M2k oK =˜ (
⊕
j∈J1
Mj)⊕ (
⊕
k∈J2
(N (0)k ⊕N (1)k )),
wobei Mj und N
(0)
k = N
(1)
k Matrixalgebren mit (Mj) = Mj und (N
(0)
k ) = N
(1)
k
sind.
Der Funktor B 7→ KK∗(C, B) ist vertra¨glich mit endlichen direkten Summen.
Hieraus folgt
K∗(C∗r (G)) =˜ KK∗(C,M2koK) =˜ KK∗(C,
⊕
j∈J1
Mj) ⊕ KK∗(C,
⊕
k∈J2
(N (0)k ⊕N (1)k )),
und fu¨r den Nachweis, daß K∗(C∗r (G)) eine freie Gruppe in ho¨chstens abza¨hlbar
vielen Erzeugern ist, genu¨gt es zu zeigen, daß dies fu¨r die beiden Summanden auf
der rechten Seite gilt.
Ist j ∈ J1, so definiert  eine Graduierung auf der MatrixalgebraMj . Nach 5.2.2
ist (Mj , ) Morita-a¨quivalent zu (Mj , id). Somit ist auch (
⊕
j∈J1 Mj , ) Morita-
a¨quivalent zu
⊕
j∈J1 Mj mit der trivialen Graduierung, und es folgt
KK∗(C,
⊕
j∈J1
Mj) =˜ K∗(
⊕
j∈J1
Mj) =˜
⊕
j∈J1
K∗(Mj)
aufgrund der Stetigkeit der K-Theorie. Fu¨r Matrixalgebren gilt jedoch K0(Mj) =˜Z
und K1(Mj) = 0, und es ist gezeigt, daß KK∗(C,
⊕
j∈J1 Mj) eine freie Gruppe in
ho¨chstens abza¨hlbar vielen Erzeugern ist.
Es bleibt KK∗(C,
⊕
k∈J2(N
(0)
k ⊕ N (1)k )) zu betrachten. Fu¨r k ∈ J2 setze man
N := N (0)k = N
(1)
k , f := pi2 ◦  ◦ ι1 und g := pi1 ◦  ◦ ι2, wobei ιi : N ⊂ - N ⊕N
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die kanonische Einbettung und pii : N ⊕N -- N den kanonischen Quotienten-
homomorphismus bezeichne.
Aus 2 = id folgt, daß f und g zueinander inverse Morphismen sind. Fu¨r die
Einschra¨nkung von  auf N ⊕N gilt dann
 = F ◦ (f, f−1) : N ⊕N - N ⊕N, (a, b) 7→ (f−1(b), f(a)).
Hierbei bezeichnet F den durch F(a, b) = (b, a) definierten Isomorphismus von
N ⊕N . Die Abbildung
h := (f, id) : N ⊕N - N ⊕N, (a, b) 7→ (f(a), b)
ist ein Isomorphismus. Fu¨r diesen gilt
(h ◦ )(a, b) = h(f−1(b), f(a)) = (b, f(a)) = (F ◦ h)(a, b),
und somit ist h ein graduierungserhaltender Isomorphimus von (N ⊕ N, ) und
(N⊕N,F). Identifiziert man die Clifford-Algebra C`1 wie in B.3 mit C⊕C (wobei
der Graduierungsoperator auf C ⊕ C durch α(λ, µ) = (µ, λ) gegeben ist), so ist
(N ⊕N,F) isomorph zum graduierten Tensorprodukt N⊗ˆC`1. Die Matrixalgebra
N im letzten Ausdruck ist dabei trivial graduiert.
Im U¨bergang zur direkten Summe erha¨lt man einen Isomorphismus⊕
k∈J2
(N (0)k ⊕N (1)k ) =˜
⊕
k∈J2
(N (0)k ⊗ˆC`1) =˜ (
⊕
k∈J2
N
(0)
k )⊗ˆC`1
graduierter C∗-Algebren, wobei
⊕
k∈J2 N
(0)
k im letzten Term mit der trivialen
Graduierung versehen ist. Wieder unter Ausnutzung der Stetigkeit der K-Theorie
folgt
KK∗(C,
⊕
k∈J2
(N (0)k ⊕N (1)k )) =˜ KK∗(C, (
⊕
k∈J2
N
(0)
k )⊗ˆC`1)
=˜ KK∗+1(C,
⊕
k∈J2
N
(0)
k ) =˜
⊕
k∈J2
K∗+1(N
(0)
k ).
Fu¨r die (trivial graduierte) Matrix-Algebra N (0)k gilt aber
K∗+1(N
(0)
k ) =˜
{
0 fu¨r ∗ = 0
Z fu¨r ∗ = 1.
Somit ist gezeigt, daß auch KK∗(C,
⊕
k∈J2(N
(0)
k ⊕ N (1)k )) eine freie Gruppe in
ho¨chstens abza¨hlbar vielen Erzeugern ist.
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Ist speziell V ein endlich-dimensionaler reeller Vektorraum, auf dem eine kom-
pakte Gruppe K wirkt, so ist das semidirekte Produkt G := V o K eine fast
zusammenha¨ngende Gruppe; diese ist insbesondere mittelbar. Nach Wahl eines
K-invarianten Skalarprodukts la¨ßt sich V K-a¨quivariant mit der dualen Gruppe
Vˆ identifizieren, und es gilt
C∗(V oK) =˜ C∗(V )oK =˜ C0(V )oK.
Nach dem Green-Julg-Theorem gilt KK∗ (C0(V )) =˜ K∗(C0(V )oK). Als Folgerung
aus obigem Resultat ergibt sich somit:
Korollar 5.2.4. Ist V ein endlich-dimensionaler reeller Vektorraum mit steti-
ger Wirkung einer kompakten Gruppe K, so ist KK∗ (C0(V )) eine freie Gruppe in
ho¨chstens abza¨hlbar vielen Erzeugern.
Fu¨r den Fall, daß die kompakte Gruppe K endlich ist, wurde letzteres Ergebnis
mit anderen Methoden in [Kar02] bewiesen. Desweiteren zeigt Karoubi, daß sich
in dieser Situation der Rang der K-Gruppen durch die Anzahl gewisser Konjuga-
tionsklassen der endlichen Gruppe K beschreiben la¨ßt.
Wirkt die maximal kompakte Untergruppe K der fast zusammenha¨ngenden Grup-
pe G orientierungserhaltend auf dem Tangentialraum V = TeK(G/K), so la¨ßt
sich das Resultat 5.2.3 noch verfeinern, wie in [CEN03, §7] gezeigt wurde: Ist
n = dimG/K, so ist K0+n(C∗r (G)) eine freie Gruppe in ho¨chstens abza¨hlbar vie-
len Erzeugern, und es gilt K1+n(C∗r (G)) = 0.
Insbesondere gilt dieses Resultat fu¨r jede zusammenha¨ngende Lie-Gruppe. In
diesem Fall ist auch die maximal kompakte Untergruppe K zusammenha¨ngend,
und K wirkt orientierungserhaltend auf V = TeK(G/K).
Anhang A
Die Assembly-Abbildung
Die Beschreibung der Baum-Connes-Assembly-Abbildung, wie sie in diesem An-
hang gegeben wird, folgt im wesentlichen der Arbeit [KS03].
Desweiteren wird auf die Dirac-Dual-Dirac-Methode eingegangen. Dieser Zu-
gang zur Untersuchung der Baum-Connes-Vermutung basiert auf Ideen, die Kas-
parov in [Kas95] und [Kas88] beschrieben hat; er wurde u.a. von Tu weiterent-
wickelt.
Jede fast zusammenha¨ngende Gruppe besitzt ein γ-Element. In dieser Situa-
tion kann die Assembly-Abbildung im wesentlichen durch das Kasparov-Produkt
mit dem Dirac-Element der Gruppe beschrieben werden. Diese Darstellung der
Assembly-Abbildung (wie sie sich in A.9 findet) wird im Rest der vorliegenden
Arbeit benutzt.
Definition A.1. Der universelle eigentlicheG-Raum einer lokal-kompakten Grup-
pe G ist ein eigentlicher metrisierbarer G-Raum EG, welcher die folgenden Bedin-
gungen erfu¨llt:
Der Quotientenraum EG/G ist parakompakt, und zu jedem eigentlichen metri-
sierbaren G-Raum X mit X/G parakompakt existiert eine (bis auf G-a¨quivariante
Homotopie) eindeutig bestimmte G-a¨quivariante Abbildung X - EG.
Zu jeder lokal-kompakten Gruppe G existiert ein Modell fu¨r den universellen ei-
gentlichen G-Raum EG. Dieses ist bis auf G-a¨quivariante Homotopie eindeutig
bestimmt.
Beispiel A.2. Es sei G eine fast zusammenha¨ngende Gruppe, d.h. eine lokal-
kompakte Gruppe, so daß der Quotient G/G0 kompakt ist. Hierbei bezeichnet G0
die Zusammenhangskomponente des neutralen Elements in G.
Jede fast zusammenha¨ngende Gruppe besitzt eine maximal kompakte Unter-
gruppe K ⊆ G. Diese ist bis auf Konjugation eindeutig bestimmt. Nach [Abe75]
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ist der Quotient G/K ein Modell fu¨r EG, und G/K besitzt die Struktur einer
vollsta¨ndigen Riemannschen Mannigfaltigkeit, welche K-a¨quivariant diffeomorph
zum Tangentialraum TeK(G/K) ist; man vergleiche auch [Kas88, 5.6].
Definition A.3. Fu¨r eine G-C∗-Algebra B definiert man die topologische K-
Theorie von G mit Werten in der G-Algebra B durch
Ktop∗ (G;B) := lim→ KK
G
∗ (C0(X), B),
wobei der induktive Limes u¨ber das gerichtete System aller G-kompakten Teil-
mengen X ⊆ EG zu bilden ist.
Ist X ein eigentlicher G-Raum, so ist C0(X) eine eigentliche G-Algebra, und das
volle verschra¨nkte Produkt von C0(X) mit G stimmt mit dem reduzierten u¨berein.
Wie folgt la¨sst sich ein Hilbert-C0(X)oG-Modul ΛX,G konstruieren:
Auf Cc(X) ist eine rechte Wirkung von Cc(G,C0(X)) ⊆ C0(X)oG durch
ξ · f =
∫
s∈G
s(ξ) · s(f(s−1)) ·∆−1/2G (s) d s
und ein Cc(G,C0(X))-wertiges inneres Produkt durch
〈ξ1, ξ2〉(t) = ∆−1/2G (t) · ξ¯1 · t(ξ2)
definiert. Die G-Wirkung auf Cc(X) ist dabei gegeben durch (s(ξ))(x) = ξ(s−1x).
Eine cut-off-Funktion fu¨r X ist eine stetige, positive Funktion c : X - R,
so daß fu¨r jede kompakte Teilmenge C ⊆ X auch supp c∩G ·C kompakt ist, und
fu¨r die die Bedingung ∫
s∈G
c(s−1x) d s = 1 fu¨r alle x ∈ X
gilt. Eine solche cut-off-Funktion existiert, und
ι : Cc(X) - Cc(G,C0(X)), ι(ξ)(s) := ∆
−1/2
G (s) · c1/2 · s(ξ)
definiert eine Einbettung von Cc(X) in den Pra¨-Hilbertmodul Cc(G,C0(X)) ⊆
C0(X) o G. Das oben definierte innere Produkt ist positiv, und Cc(X) la¨ßt sich
zu einem Hilbert-C0(X)oG-Modul ΛX,G vervollsta¨ndigen.
Ebenso wie die obige Aussage wird in [KS03] gezeigt, daß die Algebra der
kompakten Operatoren K(ΛX,G) isomorph zu C0(G\X) ist, wobei letztere auf
Cc(X) durch punktweise Multiplikation wirkt.
Zusammen mit dem Null-Operator definiert der oben konstruierte Hilbertmo-
dul somit ein Element [ΛX,G] ∈ KK(C0(G\X), C0(X)oG).
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Ist X G-kompakt, der Raum G\X also kompakt, so ist C0(G\X) unital. Somit
existiert ein kanonischer Homomorphismus u : C - C0(G \X), und durch
λX,G := u∗([ΛX,G]) wird ein Element von KK(C, C0(X) o G) =˜K0(C0(X) o G)
definiert.
Definition A.4. Ist X eine G-kompakte Teilmenge von EG, so ist die Assembly-
Abbildung µB[X] auf dem Niveau von X mit Koeffizienten in der G-Algebra B
definiert als Komposition
KKG∗ (C0(X), B)
µB[X]- KK∗(C, B or G)
KK∗(C0(X)oG,B or G).
jG,r
? λ
X,G
⊗ ·
-
Die vertikale Abbildung ist dabei Kasparovs Descent-Homomorphismus. (Man be-
achte, daß die Algebra C0(X) eigentlich ist und somit C0(X) o G =˜C0(X) or G
gilt.) Die durch U¨bergang zum induktiven Limes erhaltene Abbildung
µB : Ktop∗ (G;B) - K∗(B or G)
heißt die Assembly-Abbildung fu¨r G mit Koeffizienten in der G-Algebra B.
In einem abstrakten Rahmen wird in [MN06] gezeigt, daß die Assembly-Abbil-
dung in natu¨rlicher Weise isomorph ist zu einer Abbildung, welche durch einen
sog. Dirac-Morphismus gegeben ist. Besitzt die lokal-kompakte Gruppe G ein γ-
Element, so la¨ßt sich diese Variante aber auch konkreter beschreiben.
Definition A.5. Ein Element γ = γG ∈ KKG(C,C) heißt γ-Element fu¨r die
lokal-kompakte Gruppe G, falls die folgenden zwei Bedingungen erfu¨llt sind:
(1) Es gibt eine eigentliche G-Algebra A und Elemente D ∈ KKG(A,C) sowie
η ∈ KKG(C,A), so daß γG = η ⊗A D gilt. Die Elemente D bzw. η heißen
das Dirac- bzw. das Dual-Dirac-Element von G.
(2) Es gilt p∗Z(γG) = 1Z ∈ RKKG(Z;C0(Z), C0(Z)) fu¨r jeden eigentlichen G-
Raum Z, wobei pZ die kanonische Abbildung von Z auf die einpunktige
Menge {pt} ist.
Eine G-Algebra A ist eigentlich, falls A eine C0(X)-Algebra fu¨r einen eigentlichen
G-Raum X mit G-a¨quivarianter Strukturabbildung C0(X) - ZM(A) ist.
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Aufgrund der universellen Eigenschaft von EG ist Bedingung (2) a¨quivalent zu der
Bedingung, daß
p∗EG(γG) = 1EG ∈ RKKG(EG;C0(EG), C0(EG))
gilt. Das γ-Element ist ein Idempotent und eindeutig bestimmt, falls es existiert.
IstH eine abgeschlossene Untergruppe vonG, so ist γH := resGH(γG) das γ-Element
fu¨r H.
Aus Bedingung (2) der Definition eines γ-Elements folgt, daß fu¨r jeden eigentlichen
G-Raum X und jede G-C∗-Algebra B das Kasparov-Produkt u¨ber C mit γ die
Identita¨t auf KKG∗ (C0(X), B) ist. Bezeichnet na¨mlich
FX : RKKG∗ (X;C0(X), C0(X)) - KKG∗ (C0(X), C0(X))
den Vergiß-Funktor, so gilt
FX(1X) = 1C0(X) sowie FX ◦ p∗X = σC0(X),
und aus der Kommutativita¨t des Kasparov-Produkts u¨ber C folgt
x⊗Cγ = γ⊗Cx = σC0(X)(γ)⊗C0(X)x = FX(p∗X(γ))⊗C0(X)x = 1C0(X)⊗C0(X)x = x
fu¨r alle x ∈ KKG∗ (C0(X), B). Insbesondere folgt hieraus, daß die Abbildung
· ⊗C η : KKG∗ (C0(X), B) - KKG∗ (C0(X),A⊗B), x 7→ x⊗C η = x⊗B σB(η)
ein injektiver Homomorphismus ist. Das gleiche gilt im U¨bergang zum induktiven
Limes, also fu¨r Ktop∗ (G;B).
Beispiel A.6. Kasparov hat in [Kas88] gezeigt, daß jede fast zusammenha¨ngende
lokal-kompakte Gruppe G ein γ-Element besitzt.
Wirkt eine solche Gruppe G eigentlich und isometrisch auf einer vollsta¨ndigen
Riemannschen MannigfaltigkeitM , so ist das Dirac-Element wie in [Kas88, 4.2] ein
Element in KKG(Cτ (M),C), wobei Cτ (M) die Algebra der stetigen Schnitte ins
assoziierte Clifford-Bu¨ndel des (komplexifizierten) Kotangentialbu¨ndels bezeich-
net, welche im Unendlichen verschwinden.
Ist L2(M,Λ∗M) der Hilbertraum der (komplexen) quadrat-integrierbaren Dif-
ferentialformen auf M , d die deRham-Ableitung und d∗ der (formal) adjungierte
Operator zu d, so gilt fu¨r das Dirac-Element
D = [L2(M,Λ∗M),
d+d∗√
1 + (d+d∗)2
] ∈ KKG(Cτ (M),C).
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Kovektorfelder wirken dabei auf den Differentialformen durch punktweises Dach-
produkt und Kontraktion; aufgrund der universellen Clifford-Eigenschaft erha¨lt
man eine Linkswirkung der Algebra Cτ (M) auf dem Hilbertraum L2(M,Λ∗M).
Ist K eine maximal kompakte Untergruppe von G, so kann M = G/K als Mo-
dell fu¨r den universellen eigentlichen G-Raum EG gewa¨hlt werden. In Kasparovs
Notation ist G/K eine spezielle G-Mannigfaltigkeit, und es gilt
D ⊗C η = 1Cτ (G/K);
daher sind · ⊗C η und · ⊗Cτ (G/K) D zueinander inverse Isomorphismen zwischen
Ktop∗ (G;B) und K
top
∗ (G,Cτ (G/K)⊗B). Man vergleiche [Kas88, 5.1, 5.6 und 5.7].
Ist die fast zusammenha¨ngende Gruppe mittelbar, so sind D und η zueinander
inverse KKG-A¨quivalenzen, d.h. es gilt auch
γG = η ⊗Cτ (G/K) D = 1C.
Gilt speziell G = V oK fu¨r einen euklidischen Vektorraum V , auf dem die kom-
pakte Gruppe K durch lineare Isometrien wirkt, so ist Cτ (V oK/K) isomorph zu
C0(V )⊗ C`(V ∗), und das Dual-Dirac-Element ist durch
η = [C0(V )⊗ C`(V ∗), F ] ∈ KKVoK(C, C0(V )⊗ C`(V ∗))
gegeben. Unter der kanonischen Identifikation von V mit V ∗ ist der Operator F
dabei durch die beschra¨nkte Funktion
F : V - V ∗ ⊂ - C`(V ∗), v 7→ v√
1 + ‖v‖2
definiert, welche durch punktweise Clifford-Multiplikation auf C0(V ) ⊗ C`(V ∗)
wirkt.
Die Aussage wird von Kasparov in [Kas81, §5, Thm. 7] in der K-a¨quivarian-
ten KK-Theorie gezeigt. Betrachtet man die Wirkung von V auf C0(V ) durch
Translation im Argument und versieht man C`(V ∗) mit der trivialen Wirkung
von V , so definiert η auch ein Element in der V oK-a¨quivarianten KK-Theorie,
und die Aussage u¨ber das Produkt folgt aus der Tatsache, daß fu¨r mittelbare (fast
zusammenha¨ngende) Gruppen die Restriktionsabbildung ein Isomorphismus ist;
man vergleiche auch [Kas88, 5.9].
Proposition A.7 (Tu). Besitzt G ein γ-Element, so ist fu¨r jede G-Algebra B die
Assembly-Abbildung µB mit Koeffizienten in B injektiv.
Beweis. [Tu99, Prop. 5.23].
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Theorem A.8. Fu¨r jede eigentliche G-Algebra A ist die Assembly-Abbildung µA
mit Koeffizienten in A bijektiv.
Beweis. [CEM01, Thm. 2.2].
Ist A eine eigentliche und B eine beliebige G-Algebra, so ist auch die G-Algebra
A⊗B eigentlich.
Ist γ = η⊗AD ein γ-Element der lokal-kompakten Gruppe G mit D ∈ KKG(A,C)
und η ∈ KKG(C,A) fu¨r eine eigentliche G-Algebra A, so ist nach den weiter oben
angestellten U¨berlegungen die durch das Kaparov-Produkt mit dem Dual-Dirac-
Element gegebene Abbildung auf der topologischen K-Theorie injektiv. Zusammen
mit A.8 folgt, daß Ktop∗ (G;B) mit µA⊗B(K
top
∗ (G;B) ⊗C η ) identifiziert werden
kann.
Das Kasparov-Produkt ist assoziativ und mit dem Descent vertra¨glich. Somit
kommutiert das Diagramm
Ktop∗ (G;B) ⊂
· ⊗C η - Ktop∗ (G;A⊗B)
· ⊗A D -- Ktop∗ (G;B)
K∗(B or G)
µB
? · ⊗ jG,r(η ⊗ 1B)- K∗((A⊗B)or G)
=˜ µA⊗B
? · ⊗ jG,r(D ⊗ 1B)- K∗(B or G).
µB
?
Unter dem Isomorphismus Ktop∗ (G;B) =˜µA⊗B(K
top
∗ (G;B) ⊗C η) entspricht die
Assembly-Abbildung µB daher dem Kasparov-Produkt mit jG,r(D ⊗ 1B).
Nach A.7 ist die Assembly-Abbildung µB injektiv; da die Assembly-Abbildung
fu¨r eigentliche Algebren ein Isomorphismus ist, folgt aus der Kommutativita¨t des
rechten Quadrats, daß µB genau dann surjektiv (und somit ein Isomorphismus)
ist, wenn die durch das Produkt mit jG,r(D ⊗ 1B) gegebene Abbildung surjektiv
ist.
Da die durch Multiplikation mit dem γ-Element gegebene obere horizontale
Abbildung die Identita¨t auf Ktop∗ (G;B) ist, ist µB genau dann ein Isomorphismus,
wenn die Abbildung
· ⊗BorG jG,r(γ ⊗ 1B) : K∗(B or G) - K∗(B or G)
die Identita¨t auf K∗(B or G) ist. Letztere Bedingung ist insbesondere fu¨r alle
Gruppen erfu¨llt, fu¨r die γG = 1 gilt.
Ist G wieder eine fast zusammenha¨ngende Gruppe, so gilt D ⊗C η = 1Cτ (G/K).
In diesem Fall liefern die Kasparov-Produkte mit dem Dirac- bzw. Dual-Dirac-
Element zueinander inverse Isomorphismen der topologischen K-Theorie Ktop∗ (G;B)
mit Ktop∗ (G;Cτ (G/K)⊗B).
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Desweiteren ist fu¨r eine fast zusammenha¨ngende Gruppe G mit maximal kom-
pakter Untergruppe K der universelle eigentliche G-Raum EG = G/K bereits
G-kompakt. Fu¨r jede G-Algebra B gilt daher
Ktop∗ (G;B) = KK
G
∗ (C0(G/K), B).
Da in diesem Fall G \ EG = {pt} gilt, folgt
λG/K,G = ΛG/K,G ∈ KK(C, C0(G/K)oG),
und die Assembly-Abbildung mit Koeffizienten in der G-Algebra B ist gegeben
als Komposition
KKG∗ (C0(G/K), B)
µB- KK∗(C, B or G)
KK∗(C0(X)oG,B or G).
jG,r
? λG/
K,
G
⊗ ·
-
Wie oben bemerkt wurde, ist die Multiplikation mit dem γ-Element die Identita¨t
auf KKG∗ (C0(G/K), B), und nach [Kas88, Cor. zu Thm. 5.7] ist die Restriktions-
abbildung
rGK : KK
G
∗ (C0(G/K), B) - KK
K
∗ (C0(G/K), B)
ein Isomorphismus. Unter Verwendung des K-a¨quivarianten Diffeomorphismus
V = TeK(G/K) =˜G/K erha¨lt man somit die Identifikation
Ktop∗ (G;B) =˜ KK
G
∗ (C0(G/K), B) =˜ KK
K
∗ (C0(G/K), B) =˜ KK
K
∗ (C0(V ), B).
Wie in [CE01b, Lemma 7.7] sieht man, daß Tensorieren mit C0(V ) einen natu¨rli-
chen Isomorphismus
σC0(V ) : KK
K
∗ (C0(V ), B) - KK
K
∗ (C0(V )⊗ C0(V ), B ⊗ C0(V ))
liefert. Aus Kasparovs Bott-Periodizita¨tssatz [Kas81, §5, Thm.7] folgt jedoch, daß
die Algebra C0(V )⊗ C0(V ) KKK-a¨quivalent zu C ist, und man erha¨lt die Identi-
fikationen
KKK∗ (C0(V ), B)
σC0(V )
=˜ KKK∗ (C0(V )⊗ C0(V ), C0(V )⊗B)
=˜ KKK∗ (C, C0(V )⊗B)
G−J
=˜ K∗((B ⊗ C0(V ))oK),
wobei der letzte Isomorphismus aus dem Green-Julg-Theorem folgt.
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Als euklidischer Vektorraum mit linearer K-Wirkung ist V in kanonischer Wei-
se K-a¨quivariant isomorph zu V ∗ =˜ Vˆ . Fu¨r abelsche Gruppen gilt C0(Vˆ ) =˜C∗(V );
somit la¨ßt sich C0(V ) K-a¨quivariant mit C∗(V ) identifizieren. Unter der trivialen
Wirkung von V auf B gilt B ⊗ C∗(V ) =˜B o V , und es folgt
(B ⊗ C0(V ))oK =˜ (B ⊗ C∗(V ))oK =˜ (B o V )oK =˜B o (V oK).
Abelsche und kompakte Gruppen sind mittelbar. Somit ist auch das semidirekte
Produkt V oK eine mittelbare Gruppe, und fu¨r mittelbare Gruppen stimmen die
vollen und reduzierten verschra¨nkten Produkte u¨berein.
Somit la¨ßt sich fu¨r eine fast zusammenha¨ngende Gruppe G die topologische
K-Theorie Ktop∗ (G;B) von G mit Koeffizienten in B mit K∗(B o (V oK)) identi-
fizieren.
Die topologische K-Theorie mit Werten in der G-Algebra B la¨ßt sich auch noch
auf eine andere Weise mit K∗(B o (V oK)) identifizieren:
Der homogene Raum G/K besitzt die Struktur einer vollsta¨ndigen Riemannschen
Mannigfaltigkeit, auf der die Gruppe G via Linkstranslation durch Isometrien
wirkt. Bezeichnet wieder V den Tangentialraum der Mannigfaltigkeit G/K im
Punkt eK, so la¨ßt sich Cτ (G/K) mit der induzierten Algebra
IndGK(C`(V ∗)) = {f ∈ Cb(G,C`(V ∗)) | f(gk) = k−1 · f(g) ∀g ∈ G, k ∈ K
und ‖f(g)‖ gK→∞- 0}
identifizieren, wobei der G-a¨quivariante Isomorphismus durch
IndGK(C`(V ∗)) - Cτ (G/K); f 7→ ( gK 7→ g · f(g) )
gegeben wird. Nach [Kas95, §5, Lemma 1 (2)] ist die Abbildung
IndGK(C`(V ∗))⊗B - IndGK(C`(V ∗)⊗B),
∑
i
fi(g)⊗ bi 7→
∑
i
fi(g)⊗ g−1 · bi
fu¨r jede G-Algebra B ein G-a¨quivarianter Isomorphismus.
Somit sind nach Greens Imprimitivita¨tssatz C`(V ∗)oK und Cτ (G/K)or G
Morita-a¨quivalent; ebenso hat man eine Morita-A¨quivalenz von (C`(V ∗)⊗B)oK
und IndGK(C`(V ∗)⊗B)or G =˜ (Cτ (G/K)⊗B)or G.
Nach Kasparovs Bott-Periodizita¨tssatz [Kas81, §5, Thm.7] sind die Algebren
C0(V ) und C`(V ∗) KKK-a¨quivalent; Tensorieren mit B liefert somit eine KKK-
A¨quivalenz der Algebren C0(V )⊗B und C`(V ∗)⊗B.
Aus der Vertra¨glichkeit der Descent-Abbildung mit dem Kasparov-Produkt
und der Tatsache, daß der Descent das Einselement auf das Einselement abbildet,
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folgt daher die KK-A¨quivalenz von (C`(V ∗) ⊗ B) o K und (C0(V ) ⊗ B) o K.
Letztere Algebra ist wie oben beschrieben isomorph zu B o (V oK).
Somit erha¨lt man Isomorphismen
KK∗(C, B o (V oK)) =˜ KK∗(C, (C0(V )⊗B)oK)
=˜ KK∗(C, (C`(V ∗)⊗B)oK)
=˜ KK∗(C, (Cτ (G/K)⊗B)or G);
der zweite Isomorphismus folgt dabei aus Kasparovs Bott-Periodizita¨t, der dritte
aus der Morita-A¨quivalenz aus Greens Imprimitivita¨tssatz.
Nach A.6 ist die Abbildung Ktop∗ (G;B)
·⊗Cη- Ktop∗ (G;Cτ (G/K) ⊗ B) ein Iso-
morphismus; gleiches gilt fu¨r die Assembly-Abbildung mit Koeffizienten in der
eigentlichen G-Algebra Cτ (G/K)⊗B, d.h. es gilt
K∗(B o (V oK)) =˜ KK∗(C, (Cτ (G/K)⊗B)or G) =˜ Ktop∗ (G;B).
Diese zweite Identifikation muß nicht mit der vorigen u¨bereinstimmen.
Anwenden lassen sich letztere U¨berlegungen natu¨rlich insbesondere auf den Fall
einer fast zusammenha¨ngenden Lie-Gruppe G mit maximal kompakter Untergrup-
pe K. Zusammenfassend la¨ßt sich folgendes festhalten:
Ist G eine fast zusammenha¨ngende (Lie-)Gruppe mit maximal kompakter Unter-
gruppe K, so bezeichne V = TeK(G/K) den Tangentialraum der Mannigfaltigkeit
G/K im Punkt eK und V ∗ den Dualraum zu V , welcher mit dem Pontrjagin-Dual
Vˆ identifiziert werden kann. Fu¨r eine G-Algebra B sei
• [DG] ∈ KKG(Cτ (G/K),C) Kasparovs Dirac-Element,
• δ ∈ KKK(C0(V ),C`(V ∗)) die KKK-A¨quivalenz aus Kasparovs Bott-Periodi-
zita¨tssatz,
• [XB] ∈ KK((C`(V ∗)⊗B)oK, (Cτ (G/K)⊗B)or G) das durch die Morita-
A¨quivalenz gegebene KK-Element und
• ψ : B o (V oK) - (B ⊗ C0(V ))oK der Isomorphismus, welcher durch
den K-a¨quivarianten Isomorphismus B ⊗ C∗(V ) =˜B ⊗ C0(V ) und den Iso-
morphismus B o (V oK) - (B ⊗C∗(V ))oK fu¨r semidirekte Produkte
von Gruppen gegeben ist.
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Definition A.9. Das Element
[DG,B] := [ψ]⊗ jK(δ⊗ 1B)⊗ [XB]⊗ jG,r([DG]⊗ 1B) ∈ KK(Bo (V oK), BorG)
heißt das Dirac-Element zum Paar (G,K) fu¨r die Koeffizientenalgebra B.
Unter den oben gemachten Identifikationen wird die Assembly-Abbildung mit
Koeffizienten in B
µB : Ktop∗ (G;B) =˜ K∗(B o (V oK)) - K∗(B or G),
x 7→ x⊗ [DG,B]
dann durch das Kasparov-Produkt mit dem Dirac-Element fu¨r (G,K) gegeben.
Anhang B
Clifford-Algebren
An dieser Stelle sollen kurz einige Resultate aus der Theorie der Clifford-Algebren
bereitgestellt werden, welche im Verlauf der Arbeit beno¨tigt werden. Im allgemei-
nen ko¨nnen Clifford-Algebren fu¨r (endlich-dimensionale) Vektorra¨ume u¨ber einem
beliebigen Ko¨rper k definiert werden, wobei an einigen Stellen vorausgesetzt wer-
den muß, daß die Charakteristik von k ungleich 2 ist. Fu¨r die vorliegende Arbeit
sind aber nur Clifford-Algebren u¨ber reellen oder komplexen Vektorra¨umen von
Interesse. Deshalb sei im folgenden stets k = R oder k = C.
Referenzen fu¨r die Theorie von Clifford-Algebren sind z.B. der Artikel [ABS64],
die Bu¨cher [Cru90] und [Kar78], sowie die Arbeiten [Kas81] und [Kas88]. Im Ge-
gensatz zu den u¨brigen erwa¨hnten Autoren verwendet Kasparov eine abweichende
Vorzeichenkonvention. Zumindest im Fall komplexer Clifford-Algebren sind die
unterschiedlich definierten Strukturen zueinander isomorph.
Die folgende Definition verwendet die Konvention von Kasparov:
Definition B.1. Es sei V ein endlich-dimensionaler k-Vektorraum mit einer qua-
dratischen Form Q. In der Tensoralgebra
T (V ) :=
∞⊕
n=0
V ⊗n
(wobei V ⊗0 = k gilt und V ⊗n das n-fache Tensorprodukt von V bezeichnet) sei
I(Q) das von der Menge
{v ⊗ v −Q(v) · 1 | v ∈ V }
erzeugte zweiseitige Ideal. Der Quotient
C`(V ) := C`(V,Q) := T (V )/I(Q)
heißt die Clifford-Algebra von V (bzw. zum Paar (V,Q)).
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Die Tensoralgebra T (V ) besitzt in natu¨rlicher Weise eine Z/2Z-Graduierung mit
T (V )(0) =
⊕∞
n=0 V
⊗2n und T (V )(1) =
⊕∞
n=0 V
⊗2n+1. Das Ideal I(Q) wird von
homogenen Elementen erzeugt, und diese Zerlegung definiert auch eine Z/2Z-
Graduierung auf C`(V ).
Als Algebra wird C`(V ) von k und V unter der Relation v · v = Q(v) · 1 fu¨r
alle v ∈ V erzeugt; es gibt eine kanonische Einbettung ι : V ⊂ - C`(V ).
Die Clifford-Algebra erfu¨llt die folgende universelle Eigenschaft:
Satz B.2. Es sei V ein endlich-dimensionaler k-Vektorraum mit einer quadrati-
schen Form Q, A eine unitale k-Algebra und φ : V - A ein Homomorphismus,
welcher die Bedingung φ(v) · φ(v) = Q(v) · 1 fu¨r alle v ∈ V erfu¨llt.
Dann existiert genau ein Algebrenhomomorphismus φ¯ : C`(V ) - A, so daß
das folgende Diagramm kommutiert:
V
φ - A
C`(V )
ι
?
φ¯
-
Beweis. Da C`(V ) als Algebra von k und V erzeugt wird, gibt es ho¨chstens einen
Algebrenhomomorphismus φ¯, welcher φ fortsetzt.
Aufgrund der universellen Eigenschaft der Tensoralgebra la¨ßt sich die Abbil-
dung φ zu einem Algebrenhomomorphismus φ˜ : T (V ) - A fortsetzen. Aus der
Bedingung φ(v) ·φ(v) = Q(v) ·1 folgt, daß das Ideal I(Q) im Kern von φ˜ enthalten
ist. Somit faktorisiert φ˜ u¨ber einen Homomorphismus φ¯ : C`(V ) - A.
Die universelle Eigenschaft charakterisiert die Clifford-Algebra zum Paar (V,Q)
eindeutig bis auf Isomorphie.
Die Z/2Z-Graduierung auf C`(V ) wird durch den Isomorphismus der Clifford-
Algebra gegeben, welcher von dem Homomorphismus V - C`(V ), v 7→ −v
induziert wird.
Ist die quadratische Form nicht-entartet, so erha¨lt man durch Polarisierung
ein Skalarprodukt auf V . Umgekehrt definiert jedes Skalarprodukt in kanonischer
Weise eine quadratische Form auf V .
Wirkt eine lokal-kompakte Gruppe G (stark stetig) durch lineare Isometrien
auf einem euklidischen (oder hermiteschen) Vektorraum V , so ist die quadratische
Form Q invariant unter dieser Wirkung, und aufgrund der universellen Eigenschaft
setzt sich die Wirkung in kanonischer Weise zu einer G-Wirkung auf C`(V ) fort.
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Ist e1, . . . en eine Orthonormalbasis von V bezu¨glich Q, so erfu¨llen diese Elemente
die Relationen
ei · ei = 1 sowie ei · ej = −ej · ei fu¨r i 6= j,
und die Elemente der Form eI = ei1 · . . . · eir fu¨r I = {i1 < . . . < ir} ⊆ {1, . . . , n}
(wobei e∅ = 1 zu setzen ist) bilden eine k-Basis von C`(V ). Die Clifford-Algebra
ist somit eine k-Algebra der Dimension 2dimV .
Gilt k = R, so la¨ßt sich die quadratische Form auf V in kanonischer Weise zu einer
quadratischen Form die Komplexifizierung V ⊗ C fortsetzen, und es gilt
C`(V ⊗ C) =˜ C`(V )⊗ C.
In dieser Situation wird auch die suggestive Notation C`(V ) fu¨r die komplexe
Clifford-Algebra eines reellen Vektorraums verwendet.
Beispiel B.3. Gilt dimV = 1 und ist v ∈ V ein Element mit Q(v) = 1, so
ist {1, v} eine Basis von C`(V ). Die Elemente e1 = 12(1 + v) und e2 = 12(1 − v)
bilden ebenfalls eine Basis von C`(V ), welche die Bedingungen ei · ei = ei und
e1 · e2 = 0 = e2 · e1 erfu¨llen. Durch e1 7→ (1, 0) und e2 7→ (0, 1) wird somit ein
Algebrenisomorphismus C`(V )
e=- k⊕ k definiert. Unter diesem Isomorphismus
wird die Z/2Z-Graduierung auf k⊕k durch den Automorphismus F(λ, µ) = (µ, λ)
gegeben.
Ist dagegen V ein reeller euklidischer Vektorraum mit dimV = 2, so ist die
(komplexe) Clifford-Algebra C`(V ) isomorph zur Algebra der 2× 2-Matrizen mit
Werten in C.
Fu¨r eine Orthonormalbasis {e1, e2} von V wird na¨mlich durch
1 7→
(
1 0
0 1
)
, e1 7→
(
0 1
1 0
)
, e2 7→
(
0 i
−i 0
)
, e1 · e2 7→
(
−i 0
0 i
)
ein Isomorphismus C`2
e=- M2(C) definiert. Unter diesem Isomorphismus gilt
fu¨r die Z/2Z-Graduierung auf M2(C)
M2(C)(0) = {
(
λ 0
0 µ
)
| λ, µ ∈ C} und M2(C)(1) = {
(
0 λ
µ 0
)
| λ, µ ∈ C}.
Proposition B.4. Fu¨r zwei endlich-dimensionale k-Vektorra¨ume V und W mit
quadratischen Formen QV und QW gilt
C`(V ⊕W ) =˜ C`(V )⊗ˆC`(W ).
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Dabei ist V ⊕W die orthogonale direkte Summe der beiden Vektorra¨ume, versehen
mit der quadratischen Form QV ⊕QW , und auf der rechten Seite bezeichnet ⊗ˆ das
graduierte Tensorprodukt der beiden Clifford-Algebren.
Beweis. Aufgrund der Eigenschaften des graduierten Tensorpodukts erfu¨llt die
lineare Abbildung
f : V ⊕W - C`(V )⊗ˆC`(W ), (v, w) 7→ v⊗ˆ1 + 1⊗ˆw
die Bedingung
f(v, w) · f(v, w) = (v · v)⊗ˆ1 + (v⊗ˆ1) · (1⊗ˆw) + (1⊗ˆw) · (v⊗ˆ1) + 1⊗ˆ(w · w)
= (v · v)⊗ˆ1 + v⊗ˆw − v⊗ˆw + 1⊗ˆ(w · w)
= (QV (v) +QW (w)) · (1⊗ˆ1).
Aus der universellen Eigenschaft der Clifford-Algebren folgt, daß f sich zu einem
Algebrenhomomorphismus
f¯ : C`(V ⊕W ) - C`(V )⊗ˆC`(W )
fortsetzen la¨ßt. Da f(V ⊕ 0) = V ⊗ˆ1 und f(0⊕W ) = 1⊗ˆW gilt, ist die Abbildung
f¯ surjektiv. Aus Dimensionsgru¨nden ist f¯ ein Isomorphismus.
Proposition B.5. Sind V undW zwei (endlich-dimensionale) reelle Vektorra¨ume
mit quadratischen Formen QV bzw. QW und ist dimV = 2k gerade, so existiert
ein Isomorphismus
C`(V ⊕W ) =˜C`(V )⊗ C`(W ),
wobei auf der rechten Seite das ungraduierte Tensorprodukt verwendet wird und
V ⊕W die orthogonale direkte Summe der beiden Vektorra¨ume bezeichnet.
Beweis. Ist e1, . . . , e2k eine Orthonormalbasis von V , so erfu¨llt ε := ie1e2 die
Bedingungen ε2 = 1, ε∗ := −ie2e1 = ε und ε · v = −v · ε fu¨r alle v ∈ V . Setzt man
f(v, w) = v ⊗ 1 + ε⊗ w fu¨r v ∈ V und w ∈W,
so gilt
f(v, w) · f(v, w) = (v · v)⊗ 1 + 1⊗ (w · w) = (QV (v) +QW (w)) · (1⊗ 1),
und aufgrund der universellen Eigenschaft setzt sich die Abbildung zu einem Al-
gebrenhomomorphismus
f : C`(V ⊕W ) - C`(V )⊗ C`(W )
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fort. Fu¨r v ∈ V und w ∈ W gilt f(v, 0) = v ⊗ 1 sowie f(0, w) = ε ⊗ w. Die
(komplexen) Vielfachen dieser Elemente erzeugen C`(V ) ⊗ C`(W ) als Algebra.
Somit ist die Abbildung f surjektiv und daher ein Isomorphismus, da C`(V ⊕W )
und C`(V ) ⊗ C`(W ) endlich-dimensionale Vektorra¨ume von gleicher Dimension
sind.
Bezeichnet α den Isomorphismus von C`(V ), welcher die Z/2Z-Graduierung defi-
niert (also den durch α(v) = −v fu¨r v ∈ V gegebenen Isomorphismus der Clifford-
Algebra C`(V )), und β den Graduierungsoperator von C`(W ), so wird unter dem
Isomorphismus f auch C`(V )⊗C`(W ) zu einer Z/2Z-graduierten Algebra, wobei
der Graduierungsoperator durch den Automorphismus (α, β) gegeben wird.
Unter Ausnutzung des Isomorphismus Mk(C)⊗Ml(C) =˜Mk·l(C) fu¨r Matrixalge-
bren folgt aus B.5 per Induktion:
Satz B.6. Es sei V ein reeller Vektorraum mit quadratischer Form Q. Ist dimV =
2k gerade, so gilt C`(W ) =˜M2k(C).
Es sei nun wieder V ein euklidischer Vektorraum mit dimV = n < ∞; das Ska-
larprodukt und die assoziierte quadratische Form seien in kanonischer Weise auf
die Komplexifizierung fortgesetzt. Es bezeichne Λ∗V ⊗ C = ⊕nr=0 ΛrV ⊗ C die
(komplexifizierte) assoziierte a¨ußere Algebra.
Der durch das Skalarprodukt gegebene kanonische Isomorphismus V =˜V ∗ de-
finiert fu¨r alle 1 ≤ r ≤ n einen Isomorphismus (ΛrV ⊗ C)∗ =˜ Λr(V ⊗ C)∗; auf der
a¨ußeren Algebra kann somit ein Skalarprodukt definiert werden, so daß Λ∗V ⊗ C
ein komplexer Hilbertraum ist.
Durch eine Einbettung der Clifford-Algebra C`(V ) in die beschra¨nkten Operatoren
dieses Hilbertraums wird auf C`(V ) die Struktur einer C∗-Algebra definiert. Diese
Konstruktion wurde im zweiten Kapitel bereits beschrieben. Der Vollsta¨ndigkeit
halber wird sie an dieser Stelle noch einmal wiederholt:
Fu¨r ξ ∈ V ⊗ C bezeichne ξ∗ das durch komplexe Konjugation erhaltene Element,
λξ : Λ∗V ⊗ C - Λ∗V ⊗ C
den durch λξ(ω) := ξ ∧ω definierten Operator, und λ∗ξ den adjungierten Operator
bezu¨glich des Skalarprodukts der a¨ußeren Algebra.
Sind w1, . . . , wk ∈ V ⊗ C, so gilt
λ∗ξ(w1 ∧ . . . ∧ wk) =
k∑
j=1
(−1)j−1〈ξ, wj〉 · w1 ∧ . . . wˆj . . . ∧ wk;
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insbesondere ist die Zuordnung ξ 7→ λ∗ξ antilinear. Es gilt λ2ξ = 0 = (λ∗ξ)2 und
(λξ + λ∗ξ∗)
2 = Q(ξ) · id .
Letzteres sieht man wie folgt: Ist e1, . . . , en eine (komplexe) Orthonormalbasis
von V ⊗ C mit e∗i = ei, so gilt fu¨r ξ =
∑n
j=1 aj · ej und ξ∗ =
∑n
j=1 a¯j · ej unter
Ausnutzung der Antilinearita¨t von ξ 7→ λ∗ξ
(λξ + λ∗ξ∗)
2 = λξλ∗ξ∗ + λ
∗
ξ∗λξ =
n∑
j,k=1
ajak · (λejλ∗ek + λ∗ekλej ).
Durch Nachrechnen auf der Orthonormalbasis ei1 ∧ . . . ∧ eip fu¨r i1 < . . . < ip und
0 ≤ p ≤ n von Λ∗V ⊗ C erkennt man, daß
λejλ
∗
ek
+ λ∗ekλej = 0 fu¨r j 6= k und λejλ∗ej + λ∗ejλej = id
gilt. Somit ergibt sich
(λξ + λ∗ξ∗)
2 = (
n∑
j=1
a2j ) · id = Q(ξ) · id .
Aufgrund der universellen Eigenschaft von Clifford-Algebren setzt sich die Abbil-
dung
V ⊗ C - L(Λ∗V ⊗ C), ξ 7→ λξ + λ∗ξ∗
zu einem Algebrenhomomorphismus
C`(V ) - L(Λ∗V ⊗ C)
fort. Mit der von dieser Darstellung gegebenen Operatornorm und Involution wird
C`(V ) zu einer C∗-Algebra; alle weiter oben angegebenen Strukturen und Isomor-
phismen der Clifford-Algebra sind mit dieser Struktur als C∗-Algebra vertra¨glich.
Ist M eine Riemannsche Mannigfaltigkeit, so la¨ßt sich das Tangentialbu¨ndel von
M in kanonischer Weise mit dem Kotangentialbu¨ndel identifizieren. Auf der Kom-
plexifizierung des Kotangentialbu¨ndels ist dann eine hermitesche Metrik definiert,
bezu¨glich derer das assoziierte Clifford-Bu¨ndel gebildet werden kann. Dieses ist
ein Bu¨ndel von C∗-Algebren u¨ber der Mannigfaltigkeit M , da sich die oben be-
trachtete faserweise Konstruktion auf das Bu¨ndel u¨bertragen la¨ßt.
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