Abstruct-Among all cases of two-channel FIR perfect-reconstruction QMF structures which yield linear-phase filters, only two cases yield good filters in the practical sense. In this paper, lattice-type structures are derived for both cases-to structurally enforce the perfectreconstruction and linear-phase properties simultaneously. The structure in the first case is related to the linear prediction lattice structure. For the second case, new structures are developed by propagating the perfect-reconstruction and linear phase properties. Design examples, based on optimization of the parameters in the lattice structures, are presented for both cases.
I. INTRODUCTION
UADRATURE mirror filters (in short, QMF's) are used in many speech and communications applications [l] , [2] . A two-channel QMF bank is shown in Fig.   1 where H o ( z ) , HI ( z ) are the transfer functions of analysis bank filters, and F , ( z ) , F , (z) are the synthesis filters. The reconstructed signal, in general, suffers from aliasing error, amplitude, and phase distortions, due to the fact that the filters H , ( z ) , H,(z), F o ( z ) , and F , ( z ) are not ideal. A common requirement in most applications is that the reconstructed signal R ( n ) should be "as close" to x ( n ) as possible in some well-defined sense. A system that is free from aliasing, amplitude, and phase distortions is called a perfect-reconstruction QMF bank. The reconstructed signal is therefore just a time-delayed version of the transmitted signal x ( n ) , i.e., y ( n ) = b.r(n -no) for some nonzero constant b and some positive integer no.
The theory of perfect reconstruction, when the number of channels is a power of 2, is well known [2]- [4] . The design method in [2] and [3] is based on spectral factorization of an FIR halfband filter. The elegant choices of H o ( z ) , H l ( z ) , F o ( z ) , and F,(z)cancelaliasingandyield a perfect-reconstruction system. Some methods of perfect reconstruction for an arbitrary number of channels have been reported recently [5] - [7] . In [6] and [lo], a procedure for designing two-channel perfect-reconstruction systems with linear-phase FIR filters has been outlined. This procedure is based on judicious factorization of a Q Manuscript received April 23, 1988; revised September 26, 1988 . This work was supported in part by the National Science Foundation under Grants DCI 8552579 and MIP 8604456. T. Q. Nguyen was an Aerojet Fellow during the first half of the period when this work was performed.
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IEEE Log Number 8926679. linear-phase FIR halfband filter. However, the number of possible spectral factors grows exponentially with respect to the order of the filters and the resulting filters are not guaranteed to be optimal. In a recent paper [20] , the authors discussed several properties of M-channel linearphase perfect-reconstruction systems and, moreover, they derived a lattice structure for the two-channel linear-phase perfect-reconstruction QMF bank. Based on optimization of these lattice coefficients, they have been able to obtain good design examples.
The linear-phase analysis filters Ho ( z ) Let H k ( z ) and F k ( z ) , 0 I k 5 1, denote the analysis and synthesis filters, respectively, of a two-channel QMF bank. We can always represent them in terms of their polyphase components [ 11, [5] , [ 1 13 as ( ( z 2 ) and
z -( l -/ ) R / , J ( z 2 ) .
(1)
With E ( z ) [ E k . / ( z ) ] and R ( z ) 2 [ R l . k ( z ) respectively. In this paper, the term "perfect reconstruction" is synonymous with the condition det E ( z ) = bz-'. Our aim is to obtain a structure for the pair of transfer functions [ H o ( z ) , HI ( z ) ] with overall form as in Fig. 4 . The structure should have the following features regardless of the multiplier values in the structure: 1) Ho(z) and HI ( z ) are linear-phase FIR filters; 2) det E(z) = bz-'; 3) every pair of FIR transfer functions [ Ho (z ), HI (z ) ]
with the above two properties should be realizable by the structure. Such a structure will be called a linear-phase perfectreconstruction structure, and such a pair [ H o ( z ) [20] . In fact, if we constrain H o ( z ) and HI ( z ) to be linear-phase filters, it will be necessary to give up the power-complementary property [2 11. All the QMF analysis filter designs in this paper have the linear-phase and perfect-reconstruction property, accomplished by relaxing the power-complementary requirement.
We would like to mention the fact that for the case of M channels where M > 2, all three requirements, namely, perfect reconstruction, linear phase, and power complementarity, can be simultaneously imposed on the QMF structure (see comments below (9) in [20] ). It turns out that the resulting structure in [20] yields only trivial filters for the case of two-channel QMF bank [21] . In Section 11, we derive the necessary form of E ( z ) such that Ho(z) and HI ( z ) are linear-phase FIR analysis filters of orders No -1 and N I -1, respectively. Imposing the perfect-reconstruction condition on the above E ( z ) , we first show that the only two cases which yield nontrivial analysis filters are such that the sum of their lengths is a multiple of 4 and either 1) both filters have odd order and opposite symmetry, 2) both filters have even order and are symmetric. We study the first case extensively in Section I11 and present a structure which covers all pairs of odd-order linear-phase FIR analysis filters with opposite symmetry. I This structure is closely related to the linear prediction lattice structure [8] . With the perfect-reconstruction condition imposed on this lattice structure (with some modifications), most pairs of linear-phase perfect-reconstruction odd-order analysis filters (with opposite symmetry) are covered. We follow the theory by a design example. Similarly, the second case is discussed in Section IV. Based on the theory of symmetric polynomials, we show that all symmetric even-order linear-phase perfect-reconstruction pairs can be realized using this structure. A design example is included.
Notations Used in the Paper: We consider only realcoefficient linear-phase FIR filters in this paper. Boldfaced letters indicate vectors and matrices whereas superscript T denotes transposition. Node-labelings, such as TN ( z ) in Fig. 5 , are often used to denote the transfer function from the input x ( n ) to the indicated node. If the impulse response t, of T ( z ) is symmetric, we say " T ( z ) is symmetric," and so on. The center of a linear-phase FIR transfer function is defined to be the center of symmetry or antisymmetry of t,,. Clearly, the center of T(z) could be either an integer or an odd multiple of ( 1 /2).
The tilde accent-on a transfer matrix F( z ) is defined such that E ( z ) = F T ( z -' ) . In the scalarcase:F(z) = F ( z -' ) . The mirror image of T( z), denoted by T( z ) is defined as At this point, we would like to warn the reader that the acronym QMF is a misnomer. The letter "M" which stands for "mirror" was originally invented [24] because the response I HI (e'") I was a perfect mirror image of 1 H o ( e j " ) I with respect to 2~/ 4 which is a "quarter" of or 'Independent work in this direction has also been reported in I251 [H"(Z) . H,(2)1.
27r. In order to obtain linear-phase analysis filters which are compatible with perfect reconstruction, it is necessary to give up the "Quadrature Mirror" property. However, the better alternative to the acronym QMF, viz., "maximally decimated analysis/synthesis system, " is too inconvenient for frequent use (unless a new acronym such as MDASS is added to the evergrowing list of acronyms!). We shall therefore use the term QMF to signify any system which can be drawn as in Fig. 1 .
TWO-CHANNEL LP PR FIR QMF BANKS
The impulse response of a linear-phase real-coefficient filter could be either a symmetric or an antisymmetric sequence and, furthermore, its center could be either an integer or an odd multiple of ( 1 / 2 ) (i.e., its order could be either even or odd [9] \ if ck is an odd multiple of ( 1 / 2 ) .
Having found the necessary form for E ( z ) , we proceed to examine which case (out of 16 possible ones) could yield nontrivial filters under the perfect-reconstruction constraint. In Table I we shall eventually summarize these 16 possibilities.
Suppose that both filters H k ( z ) are antisymmetric (i.e., Jo = JI = -l ) , then they both have a zero at z = 1.
Consequently, perfect reconstruction is not possible here since we cannot reconstruct the zero-frequency component of the signal. The 12 remaining cases can be reduced further by observing that the second column in Table I is the same as its third column if we interchange the filters. Thus, there are only 8 cases to consider, namely, the cases that lie in the first and second columns of 
Since det E ( z ) is required to be a delay (i.e., Z-' where r is a nonnegative integer), the above equation yields
The only solution for Jo and Jl from (9) is Jo = J1 = 1 (we have excluded the case when Jo = JI = -1 above since PR is not possible here). In other words, PR is possible only if both filters are symmetric. Writing (9) Using the relation in (7), E ( z ) has the following form:
Moreover, we note from (6a) and (6b) that cko = c k l ; 
C. co and cl are Integer and Odd Multiple of ( I /2) ( N o -1 and NI -1 are Even and Odd)
We will not discuss the other case where co is an odd multiple of ( 1 / 2 ) and cI is an integer here since it can be similarly derived. Using (7), E ( z ) takes the form Using the fact that cl0 = cI I [derived from (6a) and (6b)], 
We summarize all the cases in Table I . From the table, we observe that there are only two distinct cases which yield nontrivial filters. These are the S A 0 0 and SSEE cases, which we shall hereafter call Type A and Type B, respectively.
Let us now discuss the properties of the synthesis filters of a PR system. From [ H o ( z ) , HI ( z ) ] is a linear-phase FIR S A 0 0 pair, and that det E ( z ) is a delay. Our aim here is to obtain FIR lattice structures for the pair [ H o ( z ) , HI ( z ) ] such that it is guaranteed to be Type A . We shall first propose a structure, and then prove that (almost) any Type A pair can be realized by the structure, so that the structure is a general tool for optimal design of such pairs of filters. (The parenthetical adjective "almost" is elaborated toward the end of this section.) The basic ingredient of the proof will be to show that such a pair can be systematically synthesized in the proposed structural form. In the following discussions, the synthesis procedures are primarily rools for such proofs.
Without loss of generality, we assume that H , ( z ) and H I ( z ) are symmetric and antisymmetric, respectively. is automatically constrained by the structure to be such ( z ) ] is an MIP, and UN ( z ) is a maximum-phase FIR filter.
If we permit k, to be arbitrary real numbers (i.e., not constrained to be k:, < 1 ), then UN (I) and TN ( z ) are still related as UN ( z ) = pN ( z ) , but UN ( z ) can now have arbitrary phase response. Caution should, however, be exercised concerning the possibility of k:, = 1, which leads to "singularities" as elaborated a few paragraphs later. We shall now exploit the fundamental features of this structure (unconstrained k,,,, with k;n # 1 ) to eventually obtain Type A pairs. The MIP is then generated as The inverse relation is evidently which is represented in Fig. 5 . The purpose of the delay 1s to align the centers of symmetry of both
Ho(z) and H l ( z ) .
For arbitrary choices of Ho(z) and HI ( z ) , the filters TN ( 2 ) and UN ( z ) obtained from (22) It can be verified that (23) and (24) are singular. The meaning of this singularity situation is discussed further in Appendix A. In what follows, we shall outline a method to overcome singularity situations.
The iteration in (23) is not the only means of construct- and which works as follows: zm is an arbitrary real number. The parameter k, is chosen to be
Utr,(z)] is MIP, the factor ( z -' -z , ) is cancelled off in (25b) by the same choice of kin. Furthermore, since the U,,,-I (z) ] is guaranteed to be a reduced-order FIR MIP! The purpose of the number z,, is to avoid the possibility of k i being unity. Since T,, ( z ) 2~ U,,, ( z ) is a finite degree polynomial, it has only m zeros so that there is guaranteed to exist z , such that T, (z,,,) and U,(z,,) # 0. Except for this restriction, z, is entirely arbitrary. In order to find a z, that works, it is only necessary to try out at most 3m values,
it is shown that such a z,,, is guaranteed to exist as long as there is no common factor between TN ( z ) and UN ( z ) . (It is also shown in Appendix C that such a common factor cannot exist if [Ho(z), Hl(z) ] is a PR pair.) Fig. 6(b) shows the structural interpretation of the new order-reduction scheme. The resulting structure for arbitrary MIP [ T N ( z ) Substituting (28b) in (24), we obtain r,,, -I ,,,, -I --U,,, = 0. Thus, an order reduction by two is automatically enforced, so that ( 2 9 ) By combiSing (29) and (28a), we also see that [Til-?(:) such that tm.o = ft,.,, forcing k, = 1. Suppose that the optimal filter happens to be one of these excluded filters. Then, in practice, we can still always get as close to it as possible by using the structure of Fig. 9 . Thus, these excluded filters are not expected to result in serious loss of generality.
A result similar to Lemma 3.1 does not hold for the structure with the generalized building blocks shown in Fig. 7 . Even if such a result were true, the quantity E -I ( z ) which arises in the synthesis bank would contain the inverses of these building blocks. These inverse building blocks would contain the two factors 1 /( 1 -z-Iz,,) and l / ( z -' -z,) at least one of which is necessarily unstable (i.e., synthesis filters are IIR and unstable) for any choice of z,*. This observation excludes the consideration of Fig. 7 for the rest of this paper.
Example 3. I : In the optimization procedure, we additionally use two scale factors 0, and P2 at the end of the structure in Fig. 9 . The objective function to be minimized is 
0
A mathematical optimization subroutine [15) is used to search for an optimal solution. In order to initialize the lattice coefficients, we use the tabulated linear-phase filters designed earlier by Johnston 1221, (1, p. 4011 . For our example, the filter 64D was used for HO( z ) , and H I ( z ) was taken to be Ho( -z ) . With this "initial pair," the lattice of Fig. 5 was synthesized. Since the filters obtained from [ l , p. 4011 give only an approximation to a PR pair, the even-numbered coefficients k2, do not turn out to be zero. These were forced to be zero during initialization, and the odd-numbered coefficients reoptimized using [ 151.
The frequency responses of these reoptimized filters are shown in Fig. 10(a) . The number of lattice sections in the example is equal to 32 and the transition bandwidth is Af = 0.086. Notice that these filters form an exact PR pair, and retain the PR property in spite of quantization of the coefficients k,, to a n j desired level. The synthesis filters F o ( z ) and F , ( z ) can be obrained by using (20). Table I1 displays the lattice coefficients k2,,, + I , and the impulse responses of both analysis filters. It is interesting to compare the above perfect-reconstruction design with Johnston's 64D filter in [ I , p. 4011 (to be referred to as the 64D filter in the following discussion). Both designs have linear phase and filter lengths equal to 64. The PR pair has a minimum stopband attenuation of about 42 dB, and reconstruction error equal to zero. On the other hand, the 64D filter has a better minimum stopband attenuation of about 65 dB, but a nonzero reconstruction error (defined in [l]) of about 0.002 dB. Both designs have about the same transition bandwidth, viz., A f = 0.086. The tradeoff is therefore very clear. For comparison, the frequency responses of the 64D-analysis filters are shown in Fig. 10(b) , and the impulse response coefficients in Table 111 . Notice that the significantly large coefficients in the 64D filter agree closely with those in the PR pair. The 64D filters satisfy the relation HI ( z ) = HO( -z ) , whereas the PR pair does not. It can in fact be shown that, with H , ( z ) = HO( -z ) , it is impossible to force det E ( I) to be an exact delay unless H, ( z ) is a trivial function (see Appendix D). Notice, finally, that some of the trailing coefficients in the PR pair (Table 11) are very small (compared to the ones in Table 111 ). These can be replaced with "zero" without significant effect on the PR property.
A second major difference between the above PR design and the 64D filter is that the 64D pair [ H,, ( z ),
is approximately power complementary, i.e., 1 ~~( e ' " ) 1 ' + ( H I ( e ' " ) 1' = 1 [see Fig. 10(c) ]. In fact, the design procedure in [22] is such that [24] . After relaxing these two restrictions, we can obtain good PR pairs which in addition have linear phase. Implementation Complexity: A further interesting point of comparison between the 64D design and our PR design 
where N ' is the length of Ho(z); and c) the decimation by a factor of 2. Only two of these three factors can be simultaneously exploited, due to the fact that N ' is even (see [16] for details). As a result, we require 128/4 = 32 MPU to implement the 64D pair using a direct-form polyphase structure. The number of APU's required is 32. Now consider the PR pair of length 64 designed above [ Table I1 and Fig. 10(a) ], implemented in lattice form of Fig. 9 . There are 32 lattice sections in the structure. Each lattice section can be implemented efficiently using only one multiplication and three addition operations (see [ 171 and [18] ). Second, both the decimators can be moved to the left of all the building blocks in Fig. 9 (which are functions of z 2 ) by replacing zP2 with z -' in these building blocks (see [l] or use the identity (a) in Fig. 11 of [ 191) . With such rearrangement, each lattice building block operates at the lower rate, and so the total number of MPU's is equal to (32 + 2)/2 = 17. The number of APU's required can be similarly verified to be 49. In conclusion, for the same filter length, the PR pair requires only 17 MPU and 49 APU, whereas the 64D pair requires 32 MPU and 32 APU.
The significant features of the above comparison are summarized in Table IV . As a final observation, suppose 'A unit of time is defined to be the sampling period ofthe input sequence x ( r 7 ) in Fig. 1. we consider Johnston's 32D pair in [ 11. This filter has the same number of MPU and nearly the same attenuation as the PR pair under discussion, and in addition has reconstruction error = 0.025 dB [l] . In other words, the 32D pair and the above PR pair have nearly the same cost (assuming that the multiplication time significantly dominates addition time) and same performance, except the reconstruction error. The only price paid for perfect reconstruction appears to be the overall group delay of the QMF bank, which is 63 for the PR pair, and 31 for the 32D pair.
The structure in Fig. 9 can be partly generalized for the case where M is an even integer. We briefly discuss this in Appendix E. 
IV. ANALYSIS FILTERS AND LATTICE STRUCTURES
In other words, the lengths of any Type B pair of filters have to obey both (31) and (32) simultaneously.
We would like to find a structure which covers all Type
B pairs of filters [ H o ( z ) , H I ( z ) ] . We accomplish this by
showing that every such pair can be synthesized as a cascaded lattice. The building blocks of the lattice will be such that the Type B property propagates down the structure. Consider Fig. ll(a) 
vo ( ,=o f j z -j and U ( z ) = Cy'_+' ujz-'. We assume that to = uo = 1 (see justification later). From (41), the condition "det B'""'(z) = delay" is equivalent to
Equating the like powers of z in (42), we obtain Thus, any choices of uk and tk that satisfy (43) guarantee that det B"""( z ) = cz-('+ ' ) . In the synthesis procedure, we show how to find uk, 1 I k I / such that the
is forced to be a delay by choosing tk as in (43), and the synthesis procedure is completed.
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(44)
Since we are interested in obtaining causal filters P ' ( z ) , Q r ( z ) , we should choose U ( z ) such that
( 45 1 and
for some causal FIR a o ( z ) , a I ( z ) . Now, forcing the condition (45) automatically guarantees (46) because (45) implies
which, in view of (42) 
for some causal FIR P o ( z ) , Ol(z). We now show that (47) implies (48) automatically because of the constraint (36). For this, note that m -41 -2 is the degree of Pr ( z ) so that m/2 -21 -1 > 0, which implies m/2 -I -1 1 1 + 1. As a result, (36) implies, in particular,
for some causal FIR 6 , ( z ) . Multiplying both sides of (47) by P , I ( z ) and substituting (49) results in
for some causal FIR 6, ( z ) . Sincep,, # 0 by assumption, (50) implies (48) proving that (47) implies (48). Summarizing, we can ensure that we obtain a causal reduced-degree Type B pair [ P ' ( z ) , Q r ( z ) ] in Fig. Il(a) simply by satisfying (47)! The condition (47) can be satisfied by choosing the coefficients U , , 1 i n I 1 of U ( z ) '~, ( Z ) . This can be written as a triangular set of equations The first equation above is automatically satisfied because of (33). The remaining equations can be satisfied by solving for a unique set u l , * e , U / because pr,,# 0 in (51).
In summary, we first find U ( z ) satisfying (51) and then find T ( z ) using (43). Consequently, B('""(z) is determined. To be able to apply the same synthesis procedure on the Type B pair [ P ' ( z ) , Q ' ( z ) ] , its coefficients have to satisfy a condition analogous to (33). Denoting the coefficients of P ' ( z ) and Q ' ( z ) by p; and q;, this condition is satisfied by a scale factor a, ifph # 0 and q; # 0. The complete building block for the case where pb # 0 and qb # 0 is shown in Fig. Il(b) . Clearly, (33) cannot be satisfied by just a scale factor if p(, = 0 or qh = 0. We now elaborate on the remedy for this case ( pb = 0 or q,!,
The remedy is to choose the extra freedom rI + such that qh # 0. With qb # 0, we show now that ifp; = 0, then we can always pull out a delay of the specific form z-*~"' [as demonstrated in Fig. ll(c) ] such that the first coefficient of Vo( z ) is nonzero. (Having done so, the pair [ VI ( z ) , Q ' ( z ) ] is a causal Type B pair. We can therefore repeat the above order-reduction process.) For this, represent the pair P ' ( z ) and Q ' ( z ) in polyphase form:
We know that the determinant of E ' ( z ) is a delay by our above construction of the pair [ P ' ( z ) , Q ' ( z ) ] . Thus,
If, for some reason, we have ph = 0, then P b ( z ) Q ; ( z ) has the form z-la ( z ) where a ( z ) is some causal FIR system. Because of (52b), this implies that Pi ( z ) Q~( Z ) has this form as well. Since 91, # 0, this necessarily implies pi = 0. In other words, p; = 0 implies p ; = 0 as well. More generally, it is easily verified based on this type of argument that if pI: = 0 for 0 5 n I K with pk+ # 0, then K is odd. This means we can factorize P ' ( z ) as P ' ( z ) With this, Fig. 1 l(a) becomes Fig. 1 l(c) process can now be repeated to obtain a Type B structure as shown in Fig. 12 where AJ ( z 2 ) is shown in Fig. 1 l(c) .
Note that Fig. 1 l(b) is the same as Fig. 1 l(c) when K, = 0.
The only remaining question to be answered is whether or not we can choose tl+ such that q; # 0 (and c # 0). The answer is in the affirmative. From (44), / 9; = q,n,2/+2 + qm,2/+4 -C f j p , 2 / + 2 -2 j -t/+Ipr.o.
J = o (53)
It is clear from the above equation and the assumption pr,o # 0, that we have to choose r l t l such that ( 5 4 ) We summarize the synthesis procedure as follows.
Given a Type B pair
-2 ) and m (where m is even) which satisfies ( 3 3 ) , do the following.
Compute U,,, 0 I n 5 1 using (51) and t,, using (43). Choose the coefficient t l + I such that q; # 0. This deter- Fig. 1 l(c) .
Since Fig. ll(b) is a special case (K,,, = 0) of Fig.  1 l(c) , therefore, the most general building block AJ ( 2 ) of the overall Type B structure (in Fig. 12 ) is as in Fig. Example 4.1: The building blocks in Fig. 12 have the two added freedoms, namely, I,,, and K,,,. To simplify the optimization process, we choose I,, = K,,, = 0 for all blocks A, ( z ) in Fig. 12 . The resulting structure to be used in the optimization procedure is shown in Fig. 13 where 1 l(c).
Even though the structure has 2N parameters cyrn, a,,,, 1 I m I N , there are only N degrees of freedom. This is evident from the deviation of the structure above. Thus, the parameters a,, are precisely the free parameters t l + I used in (43), and can be chosen arbitrarily. In the design example, we fixed the parameters a,,, to be equal to 64 and optimized cylli. The choice U,,, = 64 is, however, entirely arbitrary and not based on any engineering judgement. At this point in time, we do not have any indication that a particular set of a,, should be preferred to another. We have N = 1 1 , and the transition bandwidth Af = 0.1 in the example. The orders of Ho( z ) and H , ( z ) are thus 22 and 24, respectively. We minimize the objective function described in (30) using [ 151. The magnitude responses of the optimized analysis filters are shown in Fig.  14(a) . The lattice coefficients CY,,, and the impulse responses of both filters are summarized in Table v . The complexity of this structure can be readily computed by noting that there is only one multiplier per building block in Fig. 13 , namely, cy,,, (a,,, = 64 can be realized by shifting). Moreover, each building block can be implemented with 5 addition operations. Thus. with a factor o f 3 saving [22] were designed for the even-length case, and therefore are not suitable for comparison to the Type B PR system reported in this paper.
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A . Comparison of Type A and Type B Systems
To compare the two types of PR systems reported in this paper, we design a Type A pair with the same number of sections and transition bands as the Type B pair in Example 4.1, i.e., N = 11 and Af = 0.1. The frequency response of this Type A pair is shown in Fig. 14(b) . The lengths of the Type A analysis filters are 22. The passband and stopband errors of H0 ( z ) and H I ( 2 ) for both PR systems are summarized in Table VI . The number of MPU's and APU's required for both types are also included in the table. From the table, it is evident that both systems have nearly identical filtering performance, and require the same number of MPU's. Type B systems, however, require a larger number of APU's.
V. CONCLUDING REMARKS We have described two perfect-reconstruction structures for the two-channel QMF bank, free of aliasing and distortions of any kind, in which the analy-sis filters have linear phase. The first lattice structure relates closely to the LPC lattice, and it covers most of the S A 0 0 LP PR FIR pairs of filters. The second lattice structure covers all SSEE LP PR FIR pairs of filters. Furthermore, the perfect-reconstruction and linear-phase properties of these filters are structurally enforced (in spite of quantization of the lattice coefficients). Design examples are given to verify the theory. ( z ) . An attempt to synthesize this [ TN ( z ) , UN ( z ) I using ( A l ) will once again bring about the situation k:, = 1, but the synthesis procedure cannot be carried out beyond this point.
APPENDIX B EXISTENCE OF z,,, As explained in Section 111, a singularity situation can be avoided by using the modified recursion (25a), (25b), with k,,, as in (26). We can find a z,?, such that kf,, # 1 (and kf,, < 0 0 ) as long as none of the three polynomials f ' l ( z ) = T n k ) -um(z) + CIz-(2,rl + I ) which is a very restricted class of transfer functions indeed. In order to obtain a good PR pair, it is therefore essential to remove the restriction
HI ( z ) = H,( -z ) .
APPENDIX E M-CHANNEL GENERALIZATIONS (EVEN M , SAOO)
Let Hk ( z ) be the analysis filters of odd order Nk -1 , 0 I k P M -1 . Furthermore, we assume that the first This structure (Fig. 16 ) yields PR odd-order linear-phase the most genera1 structure for this PUTose, at this time. This is currentlv under studv. 
