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Abstract
An inequality of Interpolation type for Multilinear Forms with a two-part dependence condition is proved.
It generalizes the work of Bradley and Bryc [Theorem 3.6, Multilinear forms and measures of dependence
between random variables, J. Multivariate Anal. 16 (1985) 335–367] and Prakasa Rao [Bounds for rth order
joint cumulant under rth order strong mixing, Statist. Probab. Lett. 43 (1999) 427–431].
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1. Introduction
We start with some deﬁnitions and notations. IfW is nonnegative random variable on a proba-
bility space (,F, P ), then for each z ∈ (0, 1), deﬁne the quantile
QW(z) := inf{t0 : P(W > t)z}.
We notice that tQW(z) if and only if P(W > t)z.
For any set A, IA or I (A) will denote the indicator function of A. Let A be any -ﬁeld ⊂ F .
A simple random variable is a random variable for which the range is a ﬁnite set. We denote by
S(A) the set of C-valued A-measurable simple random variables. If A1, . . . ,Ar are -ﬁelds, a
function F : S(A1)× · · · × S(Ar )→ C is said to be a multilinear form if it is linear in each of
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its variables. If in addition for all X1 ∈ S(A1), . . . , Xr ∈ S(Ar ) we have that
|F(X1, . . . , Xr)|‖Xk‖1 ·
∏
i =k
‖Xi‖∞ for k = 1, . . . , r (1)
thenwe say thatF is amultilinear product form.Multilinear forms arise in the study of dependence
coefﬁcients. A very common example of amultilinear form isCov(X1, X2).More generallywhen
r2, there is the multivariate cumulant:
Cum(X1, . . . , Xr) :=
∑
(−1)p−1(p − 1)!

E ∏
j∈v1
Xj

 . . .

E ∏
j∈vp
Xj

 ,
where the sum is taken over the partitions (v1, . . . , vp) of {1, . . . , r} for p = 1, . . . , r . If one
multiplies the cumulant by (
∑r
p=1 pr · (p − 1)!)−1, then it satisﬁes (1) and thus it becomes a
product form. In [3], some inequalities concerning multilinear product forms are proved using
interpolation theory. The main goal of this paper is to prove the following theorem:
Theorem 1. Suppose r is a positive integer and that p = (p1, . . . , pr) ∈ [1,∞]r is such that∑r
i=1 p
−1
i 1. Deﬁne the number c = Card{i ∈ {1, . . . , r} : pi < ∞} −
∑r
i=1 p
−1
i . Then there
exists a constant C = C(p) that is a function only of p such that the following holds: suppose
(,F, P ) is a probability space,A1, . . . ,Ar are -subﬁelds ofF ,F : S(A1)×· · ·×S(Ar )→ C
is a multilinear product form and  and  are numbers in [0, 1] such that for every choice of events
Ai ∈ Ai , one has that
|F(IA1 , . . . , IAr )|+  ·
r∏
i=1
[P(Ai)]1/pi ; (2)
then for all X1 ∈ S(A1), . . . , Xr ∈ S(Ar ), we have
|F(X1, . . . , Xr)|4r ·
∫ 
0
r∏
i=1
Q|Xi |(z) dz+ C · (1− log())c ·
r∏
i=1
‖Xi‖pi .
The case when  = 0 was proved in [3]. Rio proved several results related to the case  =
0 (see for example [8, Theorem 1.1]). In [6] Prakasa Rao studied the case in which F is the
cumulant function and
∑r
i=1 p
−1
i = 1. By a simple application of Riesz–Thorin’s Multilinear
Interpolation Theorem (see [1, p. 18, Exercise 13]), if F is a multilinear product form and p =
(p1, . . . , pr) ∈ [1,∞]r is such that∑ri=1 p−1i 1, then for all X1 ∈ S(A1), . . . , Xr ∈ S(Ar ),
we have F(X1, . . . , Xr)
∏r
i=1 ‖Xi‖pi (see [3, p. 349] for details). However, Theorem 1 gives
a bound for F that gets small as  and  get small.
The assumption (2) is called a two-part dependence condition. Peligrad [5] proved a CLT
for a class of strictly stationary sequences that satisfy a two-part dependence condition. These
sequences arise, for example, when one applies a certain nonlinear smoothing algorithm of Tukey
[9] (the “3R” or “running median” smoother) to strictly stationary -mixing sequences (see [4]).
The CLT in [5] involved the parameters  and  both getting small. In such problem as ﬁnding
a CLT for the estimators of cumulants (themselves or their spectral densities), we would like the
parameters  and  to be small so that Theorem 1 could be applied.
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2. Preliminaries
We will use the following lemmas.
Lemma 1. Suppose that the simple random variables X1 ∈ S(A1), . . . , Xr ∈ S(Ar ) are non-
negative real-valued. Then
F(X1, . . . , Xr) =
∫ ∞
0
· · ·
∫ ∞
0
F(I (X1 > t1), . . . , I (Xr > tr)) dt1 . . . dtr .
Proof. Let 0 = bi,0 < bi,1 < bi,2 < · · · < bi,ni the values in the range of Xi , i = 1, . . . , r with
the possible exception of bi,0 = 0. Then
Xi =
ni∑
j=0
bi,j · I (Xi = bi,j ) =
ni∑
j=1
(bi,j − bi,j−1)I (Xibi,j ).
Using the multilinearity of F we get
F(X1, . . . , Xr)
=
n1∑
j1=1
· · ·
nr∑
jr=1
r∏
i=1
(bi,ji − bi,(ji−1))F (I (X1b1,j1), . . . , I (Xrbr,jr ))
=
n1∑
j1=1
· · ·
nr∑
jr=1
∫ b1,j1
b1,(j1−1)
. . .
∫ br,jr
br,(jr−1)
F (I (X1 > t1), . . . , I (Xr > tr)) dt1 . . . dtr
=
∫ ∞
0
. . .
∫ ∞
0
F(I (X1 > t1), . . . , I (Xr > tr)) dt1 . . . dtr . 
The following result is essentially due to Rio [7].
Lemma 2. Suppose thatX1, . . . , Xr are nonnegative real-valued simple random variables.Then
∫ ∞
0
. . .
∫ ∞
0
min{P(X1 > t1), . . . , P (Xr > tr), } dt1 . . . dtr =
∫ 
0
r∏
i=1
QXi (z) dz.
Proof. A proof is given by Prakasa Rao [6, Eq. (1.1)]. 
Lemma 3. Suppose L and M are each a positive integer, and t > 0. Then
∞∑
n1=L
· · ·
∞∑
nM=L
2−t max{n1,...,nM }M! 2
−t ·L
(1− 2−t )M .
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Proof. We notice that
∞∑
n1=L
· · ·
∞∑
nM=L
2−t max{n1,...,nM }
M!
∞∑
n1=L
∞∑
n2=n1
· · ·
∞∑
nM−1=nM−2
∞∑
nM=nM−1
2−t ·nM
and the result follows by applying M times the geometric series formula. 
We recall the fact that any complex random variableY can be written as Y = Y1− Y2+
√−1 ·
(Y3−Y4), where Yj for j = 1, . . . , 4 are nonnegative random variables with Yj  |Y |. First recall
that any complex random variable can be written in the form Y = (Y ) + √−1 · (Y ), where
(Y ) and (Y ) denote respectively the real and imaginary part of Y. Then the random variables
Y1 = max{(Y ), 0}, Y2 = max{−(Y ), 0}, Y3 = max{(Y ), 0} and Y4 = max{−(Y ), 0} will
have the desired property. This, the multilinearity of F and the facts thatQYj Q|Y |, j = 1, . . . , 4
show that in order to prove Theorem 1, it is enough to prove the following proposition.
Proposition 1. Suppose the hypothesis of Theorem 1 holds, and in addition the random variables
X1, . . . , Xr are real-valued and nonnegative. Then
|F(X1, . . . , Xr)|
∫ 
0
r∏
i=1
QXi (z) dz+
C
4r
· (1− log())c
r∏
i=1
‖Xi‖pi .
It follows from Proposition 1 that Theorem 1 remains valid with its ﬁnal inequality replaced
by the one above if we have the extra assumption that the random variables X1, . . . , Xr are real
and nonnegative.
The proof of Proposition 1 begins as follows:
Since F is a product form, for each k ∈ {1, . . . , r}, we have
|F(I (X1 > t1), . . . , I (Xr > tr))|
‖I (Xk > tk)‖1
∏
i =k
‖I (Xi > ti)‖∞
‖I (Xk > tk)‖1
= P(Xk > tk). (3)
Using the main assumption (2),
|F(I (X1 > t1), . . . , I (Xr > tr))|+  ·
r∏
i=1
[P(Xi > ti)]1/pi . (4)
Combining (3) and (4) we obtain
|F(I (X1 > t1), . . . , I (Xr > tr))|
 min
{
P(X1 > t1), . . . , P (Xr > tr), +  ·
r∏
i=1
[P(Xi > ti)]1/pi
}
778 F. Picard / Journal of Multivariate Analysis 98 (2007) 774–788
 min {P(X1 > t1), . . . , P (Xr > tr), }
+min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
r∏
i=1
[P(Xi > ti)]1/pi
}
.
Using this inequality and Lemma 1 we obtain
|F(X1, . . . , Xr)|
=
∣∣∣∣
∫ ∞
0
. . .
∫ ∞
0
F(I (X1 > t1), . . . , I (Xr > tr)) dt1 . . . dtr
∣∣∣∣

∫ ∞
0
. . .
∫ ∞
0
|F(I (X1 > t1), . . . , I (Xr > tr))| dt1 . . . dtr

∫ ∞
0
. . .
∫ ∞
0
min{P(X1 > t1), . . . , P (Xr > tr), } dt1 . . . dtr
+
∫ ∞
0
· · ·
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xr > tr),
 ·
r∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr
and by Lemma 2 we know that∫ ∞
0
. . .
∫ ∞
0
min{P(X1 > t1), . . . , P (Xr > tr), } dt1 . . . dtr =
∫ 
0
r∏
i=1
QXi (z) dz.
So it is enough to prove the following:∫ ∞
0
. . .
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xr > tr), 
r∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr
 C
4r
· (1− log())c ·
r∏
i=1
‖Xi‖pi .
So we see that the proof of Proposition 1 reduces to the following lemma:
Lemma 4. Suppose r is a positive integer and p = (p1, . . . , pr) ∈ [1,∞]r with∑ri=1 p−1i 1 ,
 ∈ [0, 1]. Deﬁne the number c = c(p) := Card{k : pk < ∞} −∑ri=1 p−1i . Then there exists a
constant C = C(p) that is a function only of p such that the following holds:
If X1, . . . , Xr are nonnegative simple random variables, then we have∫ ∞
0
. . .
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
r∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr
C · (1− log())c ·
r∏
i=1
‖Xi‖pi .
(Notice that C is basically the same as in Proposition 1 and Theorem 1 with the difference that
it has been multiplied by (4r )−1.) Here and for the rest of the paper, log will denote the logarithm
to the base e. As usual, log2 denotes the logarithm to the base 2.
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3. Proof of Lemma 4
If  = 0, the proof is trivial. So we can assume 0 < 1. We will separate the proof into four
cases.
Case 1: p ∈ (1,∞)r and∑ri=1 p−1i < 1.
The proof will be written out here under the extra assumption that r2. If instead r = 1,
the proof is similar but much simpler. For each j ∈ {1, 2, . . . , r}, deﬁne the positive constant
Kj = Kj(p) (where p = (p1, . . . , pr)) as follows:
Kj =Kj(p)
= 2
(
r∏
k=1
1
21/pk − 1
)
×
∑(r − (1+ Card A))! · 1(
1− 2−(1/pj+1−
∑r
k=1 1/pk)
)r−(1+Card A)

 , (5)
where the sum is taken over all sets A{2, 3, . . . , r} (including the empty set). Note that it can
be rewritten
Kj =Kj(p)
= 2
(
r∏
k=1
1
21/pk − 1
)
×
r−2∑
l=0
(
r − 1
l
)(r − (1+ l))! · 1(
1− 2−(1/pj+1−
∑r
k=1 1/pk)
)r−1−l

 .
For each j ∈ {1, . . . , r}, deﬁne the positive constant Cj = Cj (p) as follows:
Cj =Cj (p)
= 2rKj + 2r+2 · [max{p1, p2, . . . , pr}]r−1.
Deﬁne the positive C = C(p) as follows:
C =
r∑
j=1
Cj .
Now suppose X1, . . . , Xr are nonnegative simple random variables. Let H : [0,∞)r −→ R be
deﬁned as
H(t1, . . . , tr ) := min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
r∏
i=1
[P(Xi > ti)]1/pi
}
. (6)
Our aim is to show that∫ ∞
0
. . .
∫ ∞
0
H(t1, . . . , tr ) dt1 . . . dtr C · (1− log())c ·
r∏
i=1
‖Xi‖pi .
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For each i = 1, . . . , r , deﬁne the nondecreasing sequence ai,n by
ai,0 = 0,
ai,n =QXi (2−n) for n1.
Also we deﬁne Ji,n := [ai,n, ai,n+1). If ai,n = ai,n+1 then Ji,n = ∅. We see that
2−n−1 < P(Xi > xi)2−n, xi ∈ Ji,n, i = 1, . . . , r.
In [2], it is proved that for k = 1, . . . , r
1
2
∞∑
n=0
2−n|Jk,n|pkEXpkk
which implies( ∞∑
n=0
2−n|Jk,n|pk
)1/pk
21/pk‖Xk‖pk . (7)
We see that{
J1,n1 × · · · × Jr,nr : n1, . . . , nr ∈ {0, 1, 2, ..}
}
is a collection of pairwise disjoint subsets of [0,∞)r such that the support H is contained in the
union of that collection. Therefore if we deﬁne for each i1, . . . , ir ∈ {0, 1, 2, 3, . . .},
Gi1,...,ir :=
∫
· · ·
∫
(x1,...,xr )∈J1,i1×···×Jr,ir
H(x1, . . . , xr ) dx1 · · · dxr ,
it is easy to see that
∫ ∞
0
. . .
∫ ∞
0
H(t1, . . . , tr ) dt1 . . . dtr =
∞∑
i1=0
· · ·
∞∑
ir=0
Gi1,...,ir .
Since each of the Gi1,...,ir ’s is nonnegative, we have that
∞∑
i1=0
. . .
∞∑
ir=0
Gi1,...,ir

∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1,i1+i2,...,i1+ir +
∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1+i2,i1,i1+i3,...,i1+ir
+ · · · +
∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1+i2,i2+i3,...,i1+ir ,i1 . (8)
We will ﬁnd an upper bound for
∞∑
i1=0
. . .
∞∑
ir=0
Gi1,i1+i2,...,i1+ir =
∞∑
i2=0
· · ·
∞∑
ir=0

 ∞∑
i1=0
Gi1,i1+i2,...,i1+ir

 . (9)
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The upper bounds for the other terms of (8) can be found in a similar way. In order to ﬁnd the
upper bound for (9), we will ﬁnd two bounds for
∞∑
i1=0
Gi1,i1+i2,...,i1+ir . (10)
The ﬁrst bound will be used when all the integers i2, . . . , ir are “reasonably small” and the second
one will be used when at least one of the integers i2, . . . , ir is “large”.
By (6) , for (x1, . . . , xr ) ∈ J1,i1 × · · · × Jr,ir we have
H(x1, . . . , xr ) min{2−i1 , . . . , 2−ir ,  · 2−i1/p1−···−ir /pr }
and hence
Gi1,...,ir  |J1,i1 | . . . |Jr,ir |min{2−i1 , . . . , 2−ir ,  · 2−i1/p1−···−ir /pr }. (11)
Let s be the number such that
1
p1
+ 1
p2
+ · · · + 1
pr
+ 1
s
= 1.
Obviously, s > 1. We deﬁned s in order to apply Hölder’s inequality. ChooseM the nonnegative
integer such that
Ms · log2(1/) < M + 1.
For any nonnegative integers i2, . . . , ir ,
∞∑
i1=0
Gi1,i1+i2,...,i1+ir
=
M−1∑
i1=0
Gi1,i1+i2,...,i1+ir +
∞∑
i1=M
Gi1,i1+i2,...,i1+ir . (12)
First we will get a bound for the ﬁrst term in the right-hand side of (12). Using (11), Hölder’s
inequality (with exponents p1, p2, . . . , pr and s), (7) and the deﬁnition of M we get
M−1∑
i1=0
Gi1,i1+i2,...,i1+ir

M−1∑
i1=0
 · 2−i1/p1 · 2−(i1+i2)/p2 · · · 2−(i1+ir )/pr · |J1,i1 | · |J2,i1+i2 | . . . |Jr,i1+ir |
=  ·
M−1∑
i1=0
|J1,i1 | · 2−(i1)/p1
{
r∏
k=2
|Jk,i1+ik | · 2−(i1+ik)/pk
}
· 1


M−1∑
i1=0
|J1,i1 |p1 · 2−i1


1/p1
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×


r∏
k=2

M−1∑
i1=0
|Jk,i1+ik |pk · 2−(i1+ik)


1/pk


(
M−1∑
m=0
1s
)1/s

(
2 · E|X1|p1
)1/p1 ·
{
r∏
k=2
(
2 · E|Xk|pk
)1/pk}M1/s
=  · 21/p1+···+1/pr ·M1/s
r∏
k=1
‖Xk‖pk
 · 2 · (s · log2(1/))1/s
r∏
k=1
‖Xk‖pk
4 ·  · (log2(1/))1/s
r∏
k=1
‖Xk‖pk .
For the last inequality, we used the fact that s1/s < 2 which is easy to prove using calculus.
Now, we get an upper bound for the second term in the right-hand side of (12). Let imax :=
max{i2, . . . , ir}. Notice that 2−imax+i2/p2+···+ir /pr 1. Thus using (11), Hölder’s inequality, (7)
and the deﬁnition of M we have,
∞∑
i1=M
Gi1,i1+i2,...,i1+ir

∞∑
i1=M
|J1,i1 | · |J2,i1+i2 | . . . .|Jr,i1+ir | · 2−i1−imax
= 2−imax+i2/p2+···+ir /pr ·
∞∑
i1=M
|J1,i1 | · 2−i1/p1
{
r∏
k=2
|Jk,i1+ik | · 2−(i1+ik)/pk
}
· 2−i1/s

∞∑
i1=M
|J1,i1 | · 2−i1/p1
{
r∏
k=2
|Jk,i1+ik | · 2−(i1+ik)/pk
}
· 2−i1/s


 ∞∑
i1=M
·|J1,i1 |p12−i1


1/p1


r∏
k=2

 ∞∑
i1=M
|Jk,i1+ik |pk · 2−(i1+ik)


1/pk


×

 ∞∑
i1=M
2−ii


1/s
21/p1 · ‖X1‖p1
{
r∏
k=2
21/pk‖Xk‖pk
}
(2−M+1)1/s
= 21/p1+···+1/pr ·
{
r∏
k=1
‖Xk‖pk
}
· (2−M+1)1/s
21/p1+···+1/pr ·
{
r∏
k=1
‖Xk‖pk
}
· (2−s log2(1/)+2)1/s
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= 21/p1+···+1/pr ·
{
r∏
k=1
‖Xk‖pk
}
·  · 22/s
= 2 · 21/s · 
r∏
k=1
‖Xk‖pk
4 ·  ·
r∏
k=1
‖Xk‖pk .
So combining the last two inequalities in (12), we get that for any nonnegative integers i2, . . . , ir ,
∞∑
i1=0
Gi1,i1+i2,...,i1+ir 4 · (1+ (log2(1/))1/s)
r∏
k=1
‖Xk‖pk . (13)
Now we get another inequality for (10). We recall that we deﬁned imax = max{i2, . . . , ir}. By
(11), Hölder’s inequality and (7)
∞∑
i1=0
Gi1,i1+i2,...,i1+ir

∞∑
i1=0
|J1,i1 | · |J2,i1+i2 | . . . |Jr,i1+ir | · 2−(i1+imax)
= 2−imax+i2/p2+···+ir /pr
∞∑
i1=0
|J1,i1 | · 2−i1/p1
{
r∏
k=2
|Jk,i1+ik |2−(i1+ik)/pk
}
· 2−i1/s
2−imax+i2/p2+···+ir /pr
×

 ∞∑
i1=0
|J1,i1 |p12−i1


1/p1
·


r∏
k=2

 ∞∑
i1=0
|Jk,i1+ik |pk2−(i1+ik)


1/pk

·

 ∞∑
i1=0
2−i1


1/s
2−imax+i2/p2+···+ir /pr · 21/p1‖X1‖p1 . . . 21/pr‖Xr‖pr · 21/s
= 2 · 2−imax+i2/p2+···+ir /pr ·
r∏
i=1
‖Xi‖pi . (14)
We are now ready to ﬁnd an upper bound for (9). Let L be the nonnegative integer such that
L− 1 max
{
p1 · s
s + p1 , . . . ,
pr · s
s + pr
}
· log2
(
1

)
< L.
Then
∞∑
i1=0
. . .
∞∑
ir=0
Gi1,i1+i2,...,i1+ir
=
L∑
i2=1
· · ·
L∑
ir=1
∞∑
i1=1
Gi1,i1+i2,...,i1+ir +
∑
imaxL
∞∑
i1=0
Gi1,i1+i2,...,i1+ir (15)
(here∑imaxL means the sum over all (i2, . . . , ir ) ∈ {0, 1, 2, . . .}r−1 such that imaxL).
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We will later bound the ﬁrst term in the right-hand side of (15) using (13). Now we turn our
attention to the second term. Since by (14) we have∑
imaxL
∞∑
i1=0
Gi1,i1+i2,...,i1+ir
2 ·
r∏
i=1
‖Xi‖pi ·
∑
imaxL
2−imax+i2/p2+···+ir /pr ,
we will get an upper bound for that last sum. For that purpose, note that∑
imaxL
2−imax+i2/p2+···+ir /pr
=
∑
A

 L−1∑
i(2)=0
· · ·
L−1∑
i(a)=0
∞∑
i(a+1)=L
· · ·
∞∑
i(r)=L
2−imax+i(2)/p(2)+···+i(r)/p(r)


=
∑
A

 L−1∑
i(2)=0
· · ·
L−1∑
i(a)=0
2i(2)/p(2)+···+i(a)/p(a)


×

 ∞∑
i(a+1)=L
· · ·
∞∑
i(r)=L
2−imax+i(a+1)/p(a+1)+···+i(r)/p(r)

 , (16)
where each sum is taken over all subsetsA{2, 3, . . . , r} and for eachA, we choose one permuta-
tion  : {2, 3, . . . , r} → {2, 3, . . . , r} such that (2), . . . , (a) ∈ A and (a + 1), . . . , (r) /∈ A
(where a = 1+ Card(A)). Using lemma 3 we get that
∞∑
i(a+1)=L
· · ·
∞∑
i(r)=L
2−imax+i(a+1)/p(a+1)+···+i(r)/p(r)

∞∑
i(a+1)=L
· · ·
∞∑
i(r)=L
2−imax·(1/p1+1/p(2)+···+1/p(a)+1/s)
(r − a)! · 2
−L·(1/p1+1/p(2)+···+1/p(a)+1/s)
(1− 2−(1/p1+1/s))r−a (17)
and by a direct computation using the geometric series formula
L−1∑
i(2)=0
· · ·
L−1∑
i(a)=0
2i(2)/p(2)+···+i(a)/p(a)
= 2
L/p(2) − 1
21/p(2) − 1 · · ·
2L/p(a) − 1
21/p(a) − 1
 2
L/p(2)
21/p(2) − 1 · · ·
2L/p(a)
21/p(a) − 1
= 2
L·(1/p(2)+···+1/p(a))
(21/p(2) − 1) · · · (21/p(a) − 1)
2L·(1/p(2)+···+1/p(a))
(
r∏
i=1
1
21/pi − 1
)
. (18)
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So using (17) and (18) into (16)
∑
imaxL
∞∑
i1=0
Gi1,i1+i2,...,i1+ir
2 ·
r∏
i=1
‖Xi‖pi
∑
imaxL
2−imax+i2/p2+···+ir /pr
2 ·
r∏
i=1
‖Xi‖pi
∑
A
(r − a)! · 2
−L·(1/p1+1/s)(
1− 2−(1/p1+1/s))r−a
r∏
i=1
1
21/pi − 1
= 2 ·
r∏
i=1
‖Xi‖pi2−L·(1/p1+1/s)
(∑
A
(r − a)! · 1(
1− 2−(1/p1+1/s))r−a
r∏
i=1
1
21/pi − 1
)
= K1 · 2−L·(1/p1+1/s) ·
r∏
i=1
‖Xi‖pi , (19)
where K1 was deﬁned by Eq. (5). Using (13), (19) and the deﬁnition of L
∞∑
ii=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1,i1+i2,...,i1+ir
=
∞∑
i2=0
· · ·
∞∑
ir=0

 ∞∑
i1=0
Gi1,i1+i2,...,i1+ir


=
L−1∑
i2=0
· · ·
L−1∑
ir=0
∞∑
i1=0
Gi1,i1+i2,...,i1+ir +
∑
imaxL
∞∑
i1=0
Gi1,i1+i2,...,i1+ir

L−1∑
i2=0
· · ·
L−1∑
ir=0
4 · (1+ (log2(1/))1/s)
r∏
k=1
‖Xk‖pk +
∑
imaxL
∞∑
i1=0
Gi1,i1+i2,...,i1+ir
= 4 · Lr−1 · (1+ (log2(1/))1/s)
r∏
k=1
‖Xk‖pk +
∑
imaxL
∞∑
i1=0
Gi1,i1+i2,...,i1+ir
4 · Lr−1 · (1+ (log2(1/))1/s)
r∏
k=1
‖Xk‖pk +K1 · 2−L·
(
1
p1
+ 1
s
) r∏
i=1
‖Xi‖pi
4
(
max
{
p1 · s
s + p1 , . . . ,
pr · s
s + pr
}
log2(1/)+ 1
)r−1
(1+ (log2(1/))1/s)
r∏
k=1
‖Xk‖pk
+K1 ·  ·
r∏
i=1
‖Xi‖pi .
4[max {p1, p2, . . . , pr}]r−1(1+ log2(1/))r−1(1+ (log2(1/))1/s)
r∏
k=1
‖Xk‖pk
+K1 ·  ·
r∏
i=1
‖Xi‖pi .
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For the next to last inequality, we used the following facts that follow from the deﬁnition of L:
−L < − log2(1/)
p1 · s
s + p1
and
L max
{
p1 · s
s + p1 , . . . ,
pr · s
s + pr
}
· log2 (1/)+ 1.
By using the fact that 1(1 + log2(1/))r−1+1/s , proving 1 + (log2(1/))1/s21−1/s · (1 +
log2(1/))1/s using Hölder’s inequality in two dimensions and other elementary facts, we see
that
∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1,i1+i2,i1+i3,...,i1+ir C1 · (1+ log(1/))r−1+1/s ·
r∏
i=1
‖Xi‖pi .
Similarly we can prove that
∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1+i2,i1,i1+i3,...,i1+ir C2 · (1+ log(1/))r−1+1/s ·
r∏
i=1
‖Xi‖pi
. . .
∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1+i2,...,i1+ir ,i1Cr · (1+ log(1/))r−1+1/s ·
r∏
i=1
‖Xi‖pi .
Thus, ∫ ∞
0
. . .
∫ ∞
0
H(t1, . . . , tr ) dt1 . . . dtr
=
∞∑
i1=0
· · ·
∞∑
ir=0
Gi1,...,ir

∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1,i1+i2,...,i1+ir +
∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1+i2,i1,i1+i3,...,i1+ir
+ · · · +
∞∑
i1=0
∞∑
i2=0
· · ·
∞∑
ir=0
Gi1+i2,i2+i3,...,i1+ir ,i1
C1 · (1+ log(1/))r−1+1/s ·
r∏
i=1
‖Xi‖pi
+C2 · (1+ log(1/))r−1+1/s ·
r∏
i=1
‖Xi‖pi
...
...
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+Cr · (1+ log(1/))r−1+1/s ·
r∏
i=1
‖Xi‖pi
= C · (1+ log(1/))r−1+1/s ·
r∏
i=1
‖Xi‖pi
since C = C1 + · · · + Cr . This completes the proof of the Case 1.
Case 2: p ∈ (1,∞)r and∑ni=1 p−1i = 1.
Deﬁne C = C(p) as in Case 1. We can choose a sequence {pn = (p1,n, . . . , pr,n)} in (1,∞)r
such that
∑r
i=1 p
−1
i,n < 1 and pn → p. Thus by Case 1, for each n ∈ {1, 2, . . .}∫ ∞
0
. . .
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
r∏
i=1
[P(Xi > ti)]1/pi,n
}
dt1 . . . dtr
C(pn) · (1− log())c(pn) ·
r∏
i=1
‖Xi‖pi,n . (20)
We leave to the reader to check that as n → ∞, C(pn) → C(p) , c(pn) → c(p) = r − 1 and
that‖Xi‖pi,n → ‖Xi‖pi for i = 1, . . . , r (note that the Xi’s are simple). So by taking the limit
n→∞ in (20) we get the result for Case 2.
Case 3: p ∈ (1,∞]r and∑ni=1 p−1i 1.
Now we allow the possibility that some pi’s are equal to inﬁnity. Without loss of generality, we
can assume that for some m ∈ {0, . . . , r}, pi < ∞ for im and pi = ∞ for i > m. The proof
will be written out here for the case 1mr − 1. (If instead m = 0, the proof is quite trivial;
and the case m = r is covered in Cases 1 and 2.) We deﬁne C = C(p) := C(p1, . . . , pm) from
Case 1 and 2.∫ ∞
0
· · ·
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
r∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr
=
∫ ∞
0
· · ·
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
m∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr

∫ ∞
t1=0
· · ·
∫ ∞
tm=0
∫ ‖Xm+1‖∞
tm+1=0
. . .
∫ ‖Xr‖∞
tr=0
×min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
m∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr

∫ ∞
t1=0
. . .
∫ ∞
tm=0
∫ ‖Xm+1‖∞
tm+1=0
· · ·
∫ ‖Xr‖∞
tr=0
×min
{
P(X1 > t1), . . . , P (Xk > tm),  ·
m∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr
=
∫ ∞
0
· ·
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xk > tm),
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 ·
m∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtm
r∏
i=m+1
‖Xi‖∞
C · (1− log())m−
∑r
i=1 p−1i ·
r∏
i=1
‖Xi‖pi .
For the last inequality we applied the result obtained in Cases 1 and 2. This proves Case 3.
Case 4: p ∈ [1,∞]r .
If p ∈ (1,∞] then we are in one the previous cases. If one pi’s is equal to 1, then the condition∑r
i=1 p
−1
i = 1 imply that all the other pi’s are equal to ∞. So we may assume without loss of
generality that p1 = 1 and p2 = · · · = pr = ∞. We deﬁne C = C(p) = 1. Then∫ ∞
0
· · ·
∫ ∞
0
min
{
P(X1 > t1), . . . , P (Xr > tr),  ·
r∏
i=1
[P(Xi > ti)]1/pi
}
dt1 . . . dtr
=
∫ ∞
0
· · ·
∫ ∞
0
min {P(X1 > t1), . . . , P (Xr > tr)} dt1 . . . dtr
=
∫ ∞
t1=0
∫ ‖X2‖∞
t2=0
· · ·
∫ ‖Xr‖∞
tr=0
×min{P(X1 > t1), . . . , P (Xr > tr)} dt1 . . . dtr

∫ ∞
0
P(X1 > t1) dt1
r∏
i=2
‖Xi‖r∞ = ‖X1‖1
r∏
i=2
‖Xi‖r∞.
This proves Case 4 and thus Lemma 4 is proved. 
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