Abstract. A conjunctive Boolean network (CBN) is a finite state dynamical system, whose variables take values from a binary set, and the value update rule for each variable is a Boolean function consisting only of logic AND operations. We investigate the asymptotic behavior of a CBN by computing its periodic orbits. When the underlying digraph is strongly connected, the periodic orbits of the associated CBN has been completely understood, one-to-one corresponding to binary necklaces of a certain length given by the loop number of the graph. We characterize in the paper the periodic orbits of a CBN over an arbitrary weakly connected digraph. We establish, among other things, a new method to investigate its asymptotic behavior. Specifically, we introduce a graphical-approach, termed system reduction, which turns the underlying digraph into a special weakly connected digraph whose strongly connected components are all cycles. We show that the reduced system uniquely determines the asymptotic behavior of the original system. Moreover, we provide a constructive method for computing the periodic orbit of the reduced system, which the system will enter for a given but arbitrary initial condition.
Introduction.
A Boolean network is a finite state dynamical system whose variables are of Boolean type, labeled as "1" and "0". The value update rule for each variable is a Boolean function, depending only on a selected subset of the variables. Boolean networks have a wide range of applications in biochemistry, molecular biology, genetics, genomics and neuroscience, to name just a few, and can serve as efficient models for biological regulatory systems, such as neural network [13, 14, 20] or gene regulatory networks [19] .This line of research began with Boolean network representations of molecular networks [17] , and was later generalized to the so-called logical models [25] . Since then there have been studies of various classes of Boolean networks which are particularly suited to the logical expression of gene regulation [22] .
A special class of Boolean networks, of particular interest to us here, is the socalled conjunctive Boolean networks (CBNs). Roughly speaking, a CBN is such that the Boolean functions for the variables are comprised only of the logic "AND" operations 1 (a precise definition is given in Subsection 2.3). Even though the update rule of a CBN is relatively simple, it has several relevant properties, which are critical in modeling complex network systems. For example, a CBN is monotonic, i.e., the output value of a Boolean function for each variable is non-decreasing if the number of 1's in the inputs increases. Evidence has been provided in [24] that biochemical networks are "close to monotone". We also note that each Boolean function in a CBN is a canalyzing function [16] , meaning that if an input of the function holds a certain value, called the canalyzing value, then the output value of the function is uniquely determined regardless of the other values of the inputs. For example, the canalyzing value is 0 for a Boolean function in a CBN. Boolean networks with canalyzing functions are used to model genetic networks [12, 18] . For the above reasons, CBNs have drawn special attention most recently. The stability structure of the periodic orbits in a strongly connected CBN has been investigated in [9] . Controllability and Observability of CBNs have been addressed in [8, 6, 7, 27, 26] .
We characterize in the paper the asymptotic behavior of a CBN over a weakly connected digraph. Since a CBN is a finite dynamical system, for any initial condition the trajectory generated by the system enters a periodic orbit (also known as a limit cycle) in finite time steps [5] . Recently, periodic orbits of Boolean networks have been studied from different aspects via different approaches. For example, in [28] , the authors presented an efficient algorithm to find periodic orbits for medium to largescale networks. A new matrix product called semi-tensor product has been defined in [3, 4] , which converts a Boolean function into an equivalent algebraic form, and it has been shown to be a useful tool to analyze the number of periodic orbits, the number of cycles of different lengths, etc.
However, for a Boolean network with general update rules, it is often hard to know exactly what the periodic orbits are. Nevertheless, within the scope of CBNs, we shall see that a fairly complete characterization can be obtained. In particular, we provide in the paper a complete answer to the following question:
Q: Given an initial condition of a CBN (over a weakly connected digraph), what is the periodic orbit the system will enter? Toward the end of the paper, we construct a map (in Subsection 4.3) which assigns an arbitrary initial condition to a state in the periodic orbit which the system will enter with the given initial condition.
Asymptotic behaviors of CBNs have been studied over strongly connected digraphs. We recall here a few known facts: First, it has been shown in [15, 10] that if the underlying digraph is strongly connected, then a positive integer is the period of a certain periodic orbit if and only if it divides the lengths of all cycles in that corresponding digraph. Further, we have shown in [9] that the set of periodic orbits can be identified with the set of binary necklaces, with the length being the greatest common divisor of all these cycles' lengths (a detailed overview of this fact will be given in Subsection 3.1). However, such a one-to-one correspondence does not carry over to the case where the underlying graph is only weakly connected.
To address the challenge, we introduce in this paper a new graphical approach, termed system reduction, which turns the underlying digraph of a CBN into a significantly simplified weakly connected digraph whose strongly connected components are all cycles. The key fact (Theorem 3.5, Subsection 3.2) we will establish along the analysis is that the asymptotic behavior of the original CBN can be uniquely determined by the corresponding reduced system. One is thus able to characterize the periodic orbits of the original system by characterizing the periodic orbits of the reduced system. This paper expands on our previous work [2] by providing several critical properties about the dynamics of (weakly connected) CBNs, a finer and more thorough analysis of their asymptotic behavior, and complete proofs of the lemmas and the main results that were left out of that conference paper. The remainder of the paper is organized as follows: In Section 2, we provide key definitions and notations for digraphs, binary necklace, and CBNs. In section 3, we introduce the notion of a reduced system as well as the associated induced dynamics. Furthermore, we show that the induced dynamics defined on the reduced system uniquely determines the asymptotic behavior of the original system. Thus, the analysis can be simplified by investigating only the asymptotic behavior of a reduced system. This is done in Subsection 4.1. Specifically, we introduce there a simple class of digraphs, termed elementary digraphs, and characterize the asymptotic behaviors of the CBNs defined on these digraphs. We then show in Subsections 4.2 and 4.3 that one can use the elementary digraphs as building blocks to characterize the asymptotic behavior of a general reduced system. The paper ends with conclusions and outlooks in Section 5.
Preliminaries.
We introduce here definitions and notations about digraphs, binary necklaces, and CBNs.
2.1. Digraphs and their strong component decompositions. We introduce here some notations associated with a digraph. Let G = (V, E) be a digraph, with V the vertex set and E the edge set. The cardinality of G, denoted by |G|, is the number of vertices. We denote by v i v j an edge from v i to v j in G. We call v i an in-neighbor of v j and v j an out-neighbor of v i . We denote by N in (v i ) and N out (v i ) the sets of in-neighbors and out-neighbors, respectively, of vertex v i . For a subset
Let G be a subgraph of G and v i be a vertex of G . We denote by N in (v i ; G ) (resp. N out (v i , G )) the in-neighbors (resp. out-neighbors) of v i , but within the graph G . Similarly, we define
A digraph is said to be weakly connected if the undirected graph, obtained by ignoring the orientations of the edges, is connected. A digraph is said to be strongly connected if for any two distinct vertices v i and v j in the graph, there is a path from v i to v j . A digraph comprised of only a single vertex, with/without the self-arc, is by default strongly connected. Let G = (V, E) be a digraph, and G i = (V i , E i ) and G j = (V j , E j ) be two subgraphs of G. Then, G i and G j are said to be disjoint if V i ∩V j = ∅. Further, we say that a subgraph G i is induced by
We now introduce the following definition:
1. The subgraphs G i 's are pairwise disjoint, and moreover,
Each G i is strongly connected, and moreover, there does not exist a strongly connected subgraph
We note here that the strong component decomposition (SCD) exists and is unique (see, for example [1] ). We also note that the SCD induces a partial order on the collection of the subgraphs G i 's. Specifically, for two distinct subgraphs G i and G j , we say that G j is a successor of G i (and correspondingly, G i is a predecessor of G j ) if there exists a path from a vertex v i ∈ V i to a vertex v j ∈ V j . For simplicity, we denote this relationship by G i G j . Further, we say that G j is an immediate successor of G i if G i G j , and moreover, there does not exist another
Given a weakly connected graph G, we denote by S(G) the collection of the subgraphs G i 's of G obtained by the SCD. Let S 0 (G) be a subset of S(G) collecting the subgraphs that are maximal with respect to the partial order defined above. We then let S 1 (G) be the immediate successor of S 0 (G) defined as follows: Each G j ∈ S 1 (G) is an immediate successor of some G i ∈ S 0 (G); moreover, for any other G i ∈ S 0 (G), either G i and G j are not comparable or G j is an immediate successor of G i . Similarly, we define S 2 (G) to be the immediate successor of S 1 (G). Since there are only finitely many subgraphs, there must exist an integer L such that S L+1 (G) = ∅. We may as well choose L to be the smallest integer for the relation above to hold. Then, each S l (G), 0 ≤ l ≤ L, is nonempty, and moreover, we have that S(G) = L l=0 S l (G), i.e., the subsets S l (G)'s form a partition of S(G).
Binary necklace.
A binary necklace of length p is an equivalence class of p-character strings over the binary set F 2 = {0, 1}, taking all rotations as equivalent. For example, in the case p = 4, there are six different binary necklaces, as illustrated in Fig. 1 . The order of a necklace is the cardinality of the corresponding equivalence class, and it is always a divisor of p. We refer the reader to [21] for the number of binary necklaces of a given length, and further, to [11, 23] for the number of binary necklaces with a given number of 1's. Fig. 1 . We illustrate here all binary necklaces of length 4. In the figure, if the bead is plotted in dark blue (resp. light yellow), then it holds value "1" (resp, "0").
2.3. Conjunctive Boolean network. Let F 2 = {0, 1} be the finite field. A function f on n variables is a Boolean function if it is of the form f : F n 2 → F 2 . The value update rule associated with a Boolean network on n variables x 1 (t), . . . , x n (t) can be described by a set of Boolean functions f 1 , . . . , f n :
For convenience, we let x(t) := (x 1 (t), . . . , x n (t)) ∈ F n 2 be the state of the Boolean network at time t, and let
Definition 2.2 (Conjunctive Boolean network [15] ). A Boolean network f = (f 1 , . . . , f n ) is conjunctive if each Boolean function f i can be expressed as follows:
with ji ∈ {0, 1} for all j = 1, . . . , n. The associated dependency graph is a digraph G = (V, E) of n vertices. An edge v i v j exists in G if and only if ij = 1.
Note that a CBN uniquely determines its dependency graph and vice versa. We can thus refer a CBN to its dependency graph, i.e., we use the phrase "a CBN G". With the dependency graph, we can re-write (2.1) as follows:
By recursively applying the above expression, we obtain x i (t) = vj ∈N t in (vi) x j (0), which expresses the current state of vertex v i in terms of the initial conditions of other vertices. In particular, if x(0) ≥ x (0) (the inequality is entry-wise), then
For the remainder of the paper, we let the dependency graph G be weakly connected. Note that if G is not connected, then the results established in the paper can be applied to the connected components of G. We also note that if a vertex v i of G has no incoming neighbor, then from Definition 2.2, ji = 0 for all j = 1, . . . , n, and hence, from (2.1), f i (x 1 , . . . , x n ) = 1. In other words, x i (t) ≡ 1 for all t, which implies that the Boolean variable x i does not affect the rest at all. We can thus trim the size of the CBN by simply ignoring x i . More precisely, we trim the dependency graph by deleting any vertex v i that does not have an incoming neighbor, together with the edges that are incident to v i . For the above reason, we assume in the sequel that each vertex of the dependency graph G has at least one incoming neighbor.
Since a CBN is a finite dynamical system, for any initial condition x(0) ∈ F n 2 , the trajectory x(0), x(1), . . . will enter a periodic orbit in a finite number of time steps. Specifically, there exist a time t 0 ≥ 0 and an integer number p ≥ 1 such that x(t 0 + p) = x(t 0 ). Further, if x(t 0 + p ) = x(t 0 ) for any p = 1, . . . , p − 1, then the sequence {x(t 0 ), . . . , x(t 0 + p − 1)}, taking rotations as equivalent, is said to be a periodic orbit, and we call p its period.
3. Reduced systems and induced dynamics. We introduce in the section the notion of a reduced system associated with a CBN. A reduced system is a significantly simplified system, which exhibits almost the same asymptotic behavior as the original CBN. The section is divided into three parts: In Subsection 3.1, we review a few facts about the asymptotic behavior of a strongly connected CBN. Then, in Subsection 3.2, we define precisely a reduced system, and state the first main result of the paper (Theorem 3.5), which relates the asymptotic behavior of the reduced system to the asymptotic behavior of the original system. Subsection 3.3 is then devoted to the proof of Theorem 3.5.
3.1. Review of strongly connected CBNs. Let G be strongly connected, and {C 1 , . . . , C m } be the collection of cycles in G, and n i be the length of the cycle C i for i = 1, . . . , m. Let p be the greatest common divisor (gcd) of the n i 's:
In the case G is a single vertex without a self-arc, we set p = 0. The integer p is also known as the loop number of the graph G. We have the following fact:
Lemma 3.1. Let G be strongly connected, and the loop number p be positive. Then, p is the period of a periodic orbit of the CBN G if and only if p divides p.
We refer to [15, 10] for a proof of Lemma 3.1. We now fix the graph G, and introduce an equivalence relation defined on the vertex set V of G. A vertex v i is said to be related to v j , or simply written as v i ∼ p v j , if there exists a path from v i to v j whose length is a multiple of p. We have shown in [9] that the relation "∼ p " defined above is an equivalence relation. For a vertex v of G, we denote by [v] the equivalence class that contains v. Now, let two vertices v i and v j be in the same equivalence class. Then, it is known that the length of any walk from v i to v j is a multiple of p (see, for example, [9] ). An immediate consequence is then the following:
be the restriction of the state
. We now state in the following lemma a few properties about periodic orbits of a strongly connected CBN.
Lemma 3.3. Let G be strongly connected and the loop number p be positive. Let x(0) be an initial condition of a CBN G. Then, there exists a time step N , divisible by p, such that the following hold:
1. For any i = 0, . . . , p − 1,
where 1 is a vector of 1's of an appropriate dimension.
For any t ≥ N and any
Moreover,
Remark 1. The first item of Lemma 3.3 says that if there exists an entry of x [vi] (0) holding the value 0, then all the entries of x [vi] (N ) will hold the value 0. The second item of Lemma 3.3, together with the second item of Lemma 3.2, implies that the state x(N ) is in a periodic orbit (though N is not necessarily the minimum integer for the CBN to enter the periodic orbit).
We refer the reader to Section 3 in [9] for analyses and a proof of the above lemma. From item 2 of Lemma 3.3, the periodic orbits of the CBN G correspond one-to-one to the binary necklaces of length p. To see this, we first let s = α 0 . . . α p−1 be a binary necklace, with α i being either 0 or 1. Then, the periodic orbit associated with s is given as follows: we first define a state x ∈ F n 2 by setting x [vi] = α i 1, for i = 0, . . . , p − 1. Then, from Lemma 3.3, the state x is in a periodic orbit (as one can let N = 0). Note that if the order of the binary necklace s is q (which divides p), then the corresponding periodic orbit is simply the sequence {x, f (x), . . . , f q−1 (x)}, taking rotations as equivalent. Conversely, given a periodic orbit, one can first pick a state x out of the orbit, and then define a binary necklace x 0 x 1 . . . x p−1 , with the x i 's being the states of the vertices v i 's.
Reduced systems.
We now consider a weakly connected CBN G. By applying the strong component decomposition (see Definition 2.1), we obtain its strongly connected components (or simply strong components) G 1 , . . . , G q . An example of weakly connected digraph is provided in Fig. 2 . We further denote by p i the loop number of G i , for i = 1, . . . , q. If p i > 0, then within G i = (V i , E i ), we can define the equivalence relation " ∼ pi " on its vertex set V i . From Lemma 3.2, by choosing an arbitrary vertex v i0 ∈ V i and vertices
we obtain equivalence classes [v ij ]'s, for j = 0, . . . , p i − 1, which partition the vertex set V i . If p i = 0, then G i is comprised only of a single vertex without a self-arc. For consistency, we denote by v i0 the single vertex and [v i0 ] the singleton {v i0 }. For the remainder of the paper, we fix these choices of the vertices v i 's, i = 0, . . . , p − 1. The digraph in the figure is weakly connected, consisting of three strongly connected components, denoted by G 1 , G 2 , G 3 . In this example, p 1 = 2, p 2 = 3, and p 3 = 6. Vertices in the same color belong to the same equivalence class. We also have that S 0 (G) = {G 1 , G 2 } and
We construct the associated reduced system (as a CBN) by defining its dependency graph, denoted by H = (U, F ). The digraph H is weakly connected, comprised of q strongly connected components, i.e., the numbers of strongly connected components of G and of H are the same. Denote by H i = (U i , F i ) for i = 1, . . . , q, the strongly connected components of H. Each H i is a cycle of length p i , with
In the case p i = 0, we simply have U i = {u i0 } and F i = ∅. We provide an example of reduced system in Fig. 3 . In this way, the vertices u ij 's of H i correspond one-to-one to the equivalence classes [v ij ]'s of G i . Moreover, if p i > 0, then the out-neighbor (resp. in-neighbor) of u ij in H i is u i (j+1) mod p i (resp. u i (j−1) mod p i ), which is consistent with (3.1). Now, to determine the digraph H, it suffices to specify the edges that connect the cycles H i 's. Let u ij and u i j , with i = i , be vertices of H i and of H i , respectively. Then, u ij u i j is an edge of H if there exists an edge v v in G with v ∈ [v ij ] and v ∈ [v i j ]. The construction of the digraph H is now complete. Definition 3.4 (Reduced system). Given a weakly connected CBN G, we call the CBN H as constructed above its reduced system. Similarly, we let S(H) := {H 1 , . . . , H q } be the collection of the strongly connected components of H. We impose the same partial order on S(H) as we did for S(G). We further partition S(H) into
where S 0 (H) is the collection of the maximal elements and each
Note that from our construction of H, we have that H i H j if and only if G i G j , and hence H i ∈ S l (H) if and only if G i ∈ S l (G). We also recall an earlier assumption that each vertex of the digraph G has at least one incoming neighbor. So, if G i ∈ S 0 (G), then p i > 0, and hence the length of the cycle H i is positive.
We now relate the asymptotic behavior of a CBN G to the asymptotic behavior of its reduced system H. In the remainder of the section, we will use x (resp. y) to denote the state of the CBN G (resp. H). Let x(0) be an initial condition of G. An induced initial condition y(0) of H is defined as follows: Let y ij (0) be the initial condition of the vertex u ij , and define
In other words, y ij (0) is 1 if and only if all the
With the definitions and notations above, we now state the first main result of the paper:
Theorem 3.5. Let x(0) be an initial condition of a weakly connected CBN G, and y(0) be the induced initial condition of its reduced system H. Then, there exists a time step N such that x(N ) and y(N ) are in periodic orbits of G and H, respectively. Moreover, for any t ≥ N , the following hold:
1. For any strongly connected component G i ,
2. For each strong component G i of positive loop number p i ,
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Remark 2. Since the vertices u ij 's of H one-to-one correspond to the equivalence classes [v ij ]'s, the first item of Theorem 3.5 implies that the asymptotic behavior of a CBN can be uniquely determined by the asymptotic behavior of its reduced system. The second item implies that in a periodic orbit, the dynamics x Vi (t) proceeds as if G i was a disjoint strongly connected component (compared with the second item of Lemma 3.3).
Since the period of a periodic orbit of x(t) is completely determined by the x Vi (t)'s, for p i > 0, we have the following fact as an immediate consequence of Theorem 3.5.
Corollary 3.6. Let N G > 0 be the least common multiple of the loop numbers p i . Then, the period of any periodic orbit of system G divides N G .
3.3. Analyses and Proof of Theorem 3.5. We now have a sequence of lemmas that lead to the proof of Theorem 3.5. We first deal with the special case where x(0) is already in a periodic orbit of system G (Lemmas 3.7 and 3.8). We then extend the results to a general case using the facts established in Lemmas 3.9 and 3.10. We start with the following fact:
Lemma 3.7. Let x(0) be in a periodic orbit of system G. Then, (3.3) holds for any t ≥ 0 (i.e., N = 0).
Proof. We first show that if the two vertices v k and v l belong to the same equivalence class [v ij ] in the strongly connected component
Suppose to the contrary that there exists a time step t 0 ≥ 0 such that x k (t 0 ) = x l (t 0 ). Without loss of generality, we let x k (t 0 ) = 0 and x l (t 0 ) = 1. Let σ i (t 0 ) be the total number of 0's held by the vertices in G i at time t 0 . Since x(t 0 ) is in a periodic orbit, if we let T be the period, then σ i (t 0 ) = σ i (t 0 + mT ) for any m ≥ 0. Now, consider an auxiliary CBN whose dependency graph is G i . Let a state z(t 0 ) of G i be defined as z(t 0 ) := x Vi (t 0 ). Appealing to Lemma 3.3, we obtain a positive integer N , as a multiple of p i , such that z(t 0 + N ) is in a periodic orbit of system G i , and moreover,
Let σ i (t), for t ≥ t 0 , be the total number of 0's in G i . Since z k (t 0 ) = 0 and z l (t 0 ) = 1, and v k , v l belong to the same equivalence class
On the other hand, for any vertex v j in G i and any t ≥ t 0 , we have N t−t0 in
which, in particular, implies that σ i (t) ≥ σ i (t). But then,
which is a contradiction. We have thus shown that x k (t) = x l (t) if v k and v l belong to the same equivalence class.
Next, we show that (3.3) holds. The proof will be carried out by induction on time step t. For the base case t = 0, (3.3) holds by (3.2) and the fact that the vertices in the same equivalence class hold the same value. For the inductive step, we assume that (3.3) holds for t, and we prove for (t + 1). It suffices to show that x k (t + 1) = y ij (t + 1) for some (and hence any) v k ∈ [v ij ]. We first show that if y ij (t + 1) = 1, then x k (t + 1) = 1. Using the induction hypothesis, we have
, and hence
, and v l v k is an edge. Then, v l ∈ N in (v k ), and moreover, by the induction hypothesis, x l (t) = y i j (t) = 0. We thus conclude that x k (t + 1) = 0. This completes the proof.
For each G i of positive loop number p i , we let # i (t) := pi−1 j=0 y ij (t). The following result establishes the second item of Theorem 3.5:
Lemma 3.8. Let x(0) be in a periodic orbit of system G. Then, for each G i with positive p i , # i (t) is constant. Thus, for any t ≥ 0,
Proof. For any t ≥ 0, we have y ij (t + 1) = u k ∈Nin(ui j ) y k (t). Since p i is positive, u i (j−1) mod p i is in N in (u ij ). Thus, if y i (j−1) mod p i (t) = 0, then y ij (t + 1) = 0. The above arguments imply that # i (t), which is the number of 1's possessed by the vertices of H i , is nonincreasing in t. From Lemma 3.7, y(0) is in a periodic orbit of H. It thus follows that # i (t) = # i (0) for any t ≥ 0, and hence (3.4) has to hold.
We have established Theorem 3.5, but only for the case where x(0) is in a periodic orbit. We now extend the results to a general case where x(0) is not necessarily in a periodic orbit of system G.
Lemma 3.7 implies that if x(0) is in a periodic orbit of system G, then y(0) is in a periodic orbit of the reduced system H of the same period. Conversely, we have the following fact:
Lemma 3.9. Suppose that for each equivalence class [v ij ], x [vi j ] (0) = y ij (0)1, and moreover, y(0) is in a periodic orbit of system H; then, x(0) is in a periodic orbit of system G.
Proof. It suffices to show that for any t ≥ 0, the vertices that belong to the same equivalence class hold the same value. If this holds, then we can apply the same arguments as in the proof of Lemma 3.7 and obtain that x [vi j ] (t) = y ij (t)1 for any t ≥ 0 and any equivalence class [v ij ].
Suppose not, and let (t 0 +1), for t 0 ≥ 0, be the first time step such that there exist two vertices v k and v l in an equivalence class [v ij ] such that x k (t 0 + 1) = x l (t 0 + 1). Without loss of generality, we assume that x k (t 0 +1) = 0 and x l (t 0 +1) = 1. Since the equivalence class [v ij ] contains at least two vertices v k and v l , the loop number p i of This manuscript is for review purposes only. 
Correspondingly, we have y i (j−1) mod p i (t 0 ) = 1.
On the other hand, since x k (t 0 + 1) = 0, there must exist a vertex
be the equivalence class that contains v k . By construction of H, we have u i j ∈ N in (u ij ). From the assumption on t 0 , we have x [v i j ] (t 0 ) = 0 and y i j (t 0 ) = 0. It then follows that y ij (t 0 + 1) = 0. But then, from (3.4) and the fact that y(0) is in a periodic orbit of system H, we have y i (j−1) mod p i (t 0 ) = 0, which is a contradiction.
To proceed, we define a map ρ :
as follows: For a given state x and an equivalence class [v ij ], we let
We then recursively define a sequence ξ t ∈ F |G| 2 , for t ≥ 0, as follows: For the base case t = 0, we let ξ 0 := ρ(x(0)). For the inductive step, we let ξ t+1 := ρ(f (ξ t )), i.e., we first let the dynamics of system G proceed one time step, with ξ t the current state, to obtain f (ξ t ), and then apply the map ρ to obtain ξ t+1 .
Lemma 3.10. The following hold for the sequence {ξ t } t≥0 :
1. For any t ≥ 0 and any equivalence class
2. For a given but arbitrary s ≥ 0, we let x (s) := ξ s . Then, there exists a time step N s ≥ s such that x(t) = x (t) for any t ≥ N s , i.e., the two trajectories x(t) and x (t), for t ≥ s, will eventually be the same.
Proof. The first item can be established by induction on t ≥ 0. We omit the proof since it is similar to the proof of Lemma 3.7. We prove below the second item. The proof is carried out by induction on s ≥ 0.
Base case: s = 0. We choose N 0 sufficiently large so that both x(N 0 ) and x (N 0 ) are in periodic orbits of periods T and T , respectively. Now, for each v i , we write
Suppose to the contrary that x i (N 0 ) = 0 but x i (N 0 ) = 1; then, there must be a vertex v a ∈ N N 0 in (v i ) such that x a (0) = 0 and x a (0) = 1. By the construction of x (0), there is a vertex v a ∈ [v a ] such that x a (0) = 0. Without loss of generality, we assume that v a is a vertex of G k . Since [v a ] contains at least two vertices v a and v a , the loop number p k of G k is positive. Appealing to the proof of Lemma 3.7, we obtain a time step lp k with l > 0 such that x [va] (l p k ) = 0 for all l ≥ l. Now, let N 0 := N 0 + lp k T . For ease of notation, we let ∆ := N 0 − lp k , and write
This manuscript is for review purposes only. Inductive step. We assume that the lemma holds for s ≥ 0, and prove for (s + 1). From the induction hypothesis, there exists an integer N s ≥ s such that x(t) = x (t) for any t ≥ N s . Now, let x (s + 1) := ξ s+1 . Then, one can treat x (s + 1) and x (s + 1) as two "initial" conditions of system G (compared with x(0) and x (0) in the base case), and obtain a time step N s+1 ≥ (s + 1) such that x (t) = x (t) for any t ≥ N s+1 . Without loss of generality, we can assume that N s+1 ≥ N s . Then, x(t) = x (t) = x (t) for any t ≥ N s+1 .
With the lemmas above, we are now in a position to prove Theorem 3.5:
Proof of Theorem 3.5. We choose s ≥ 0 such that y(s) is in a periodic orbit of the reduced system H. Then, from Lemma 3.9 and the first item of Lemma 3.10, we have that ξ s is in a periodic orbit of system G. Moreover, from Lemma 3.7, if we let x (s) := ξ s , then for any t ≥ s and any equivalence class
Further, from the second item of Lemma 3.10, there exists a time step N s ≥ s such that for any t ≥ N s and any equivalence class By relabeling the vertices if necessary, we assume that e = a p−−1 b 0 is the edge from J − to J + . The way we label the vertices of J is rather to facilitate the definition of the map ω which will be introduced shortly.
We next consider a CBN whose dependency graph is J. We describe below the asymptotic behavior of the system. Let x ∈ F |J| 2 be an arbitrary initial state of the system J. With a slight abuse of notation, we let x − := x V− , and x + := x V+ , and let x −,i (resp. x +,i ) be the value of x on vertex a i (resp. b i ). We now introduce a map ω : F |J| 2 → F |J| 2 , which assigns x to a particular state ω(x) in the periodic orbit which the system J will enter with x being the initial condition (a precise statement will be given in Lemma 4.2 below).
Definition of ω. Let ω − (x) (resp. ω + (x)) be the restriction of ω(x) to V − (resp. V + ). For ω − (x), we simply let ω − (x) := x − .
For ω + (x), we first let N J := lcm{p − , p + }, i.e., the least common multiple of p − and p + . We then set
The above definition of ω + makes use of the choice we label the vertices of J in which e = a p−−1 b 0 is the edge from J − to J + . We illustrate ω in Fig. 5 . Note that from the definition of ω, we have ω(x) ≤ x (entry-wise) for any x ∈ F |J| . With the map ω defined above, we have the following result: Lemma 4.2. For any initial condition x(0) and any l > 0, x(lN J ) = ω(x(0)). Proof. First, note that J − is a cycle, and there is no path from a vertex of J + to a vertex of J − . Thus, for any l ≥ 0, x − (lp − ) = x − (0) = ω − (x(0)). Since N J is a multiple of p − , we have x − (lN J ) = ω − (x(0)) for any l ≥ 0.
We now show that x + (lN J ) = ω + (x(0)) for any l > 0. Fix a vertex b i in J + , we consider the sets N jp+ in (b i ) for j ≥ 1. From the definition of an elementary digraph and the way the vertices are labeled, we have
Note that N J is a multiple of p + . It follows from the above expression that
Since N J is also a multiple of p − , for any integer i, we have i
in (b i ) for any l > 0, and hence
This completes the proof.
Union of elementary digraphs.
We consider a CBN K whose dependency graph can be obtained by patching together two elementary digraphs. Specifically, the digraph K satisfies either of the two conditions: i). The digraph K is comprised of two strongly connected components K − and K + , each of which is a cycle of positive length. Moreover, there exist two (distinct) edges e and e from K − to K + . ii). The digraph K is comprised of three strongly connected components K − , K − and K + , each of which is a cycle of positive length. Moreover, there exists an edge e from K − to K + and another edge e from K − to K + . Note that in either case, the digraph K can be expressed as a union of two elementary digraphs: In the first case, K is the union of J := (K − , K + , e ) and J := (K − , K + , e ); in the second case, K is the union of J := (K − , K + , e ) and J := (K − , K + , e ).
We now describe the asymptotic behavior of the CBN K. Similarly, we assign each initial condition x to a particular state in the corresponding periodic orbit.
First, for a given state x ∈ F |K| 2 , we let x − , x − and x + be defined by restricting x to K − , K − and K + , respectively. In the case K is of type i), x − and x − refer to the same state obtained by restricting
by restricting x to the elementary subgraphs J and J , respectively. We can then apply the map ω to both x and x , and obtain two states ω(x ) and ω(x ). Note, in particular, that both ω + (x ) and ω + (x ) are states of the cycle K + .
Next, we introduce an operation "•", which sends the pair (ω + (x ), ω + (x )) to another state on K + , denoted by ω + (x ) • ω + (x ). The definition of • is simply the Hadamard product, i.e., entry-wise multiplication. Specifically, given a vertex b i of the cycle K + , we let ω +,i (x ) (resp. ω +,i (x )) be the value of ω + (x ) (resp. ω + (x )) on b i . Then the value of ω + (x ) • ω + (x ) on b i is given by
We now have the following fact for the CBN K: Lemma 4.3. Let p − , p − and p + be the lengths of cycles J − , J − and J + , respectively. Let N K := lcm{p − , p − , p + }. For any initial condition x(0) and any l > 0,
Proof. For x − (t) and x − (t), we have x − (lp − ) = x − (0) and x − (lp − ) = x − (0) for any l ≥ 0. Since N K is a multiple of both p − and p − , we have that for any l ≥ 0,
The two subsets on the right hand side of (4.2) are not disjoint; indeed, their intersection is the singleton {b i }. Since x +,i (t) ∈ {0, 1}, x 2 +,i (t) = x +,i (t). By (4.2), we factorize x +,i (lN K ) as follows:
Since N K is a multiple of p − , p − , and p + , we apply the same argument as in the proof of Lemma 4.2 and identify the two factors in the above expression as follows:
which holds for any l > 0. We thus obtain
This completes the proof.
A mild generalization. We now consider any reduced weakly connected digraph H that satisfies the following condition: Let S(H) be the collection of strongly connected components of H, which are all cycles of positive length. Further, decompose S(H) = L l=0 S l (H), with S l (H) the immediate successor of S l−1 (H). Then, L = 1, and moreover, S 1 (H) is comprised of only one cycle. It should be clear that any elementary digraph J, or the digraph K, satisfies the condition above. It is also clear that any such digraph H can be obtained by taking the union of several elementary digraphs which share the same "lower" cycle. We express the digraph
) is an elementary digraph. An illustration of H is in Fig. 6 . 
Let x(t) be a state of the CBN H, and x (k) (t) be the restriction of x(t) to J (k) . Since the Hadamard product is associative and commutative, there is no ambiguity to define
The following fact then generalizes Lemma 4.3:
− be the length of cycle H 
We omit the proof as it is similar to the proof of Lemma 4.3.
4.3.
On a general reduced system. We now extend the results established in the previous subsections to the case where H is an arbitrary reduced digraph. But for simplicity of exposition, we assume that all cycles (i.e. the strongly connected components) of H have positive lengths. The analysis for the most general case follows similarly. A discussion will be included at the end of the section.
Our objective here is to generalize the map ω to a map Ω, which sends an initial condition x of the system H to a state Ω(x) in the corresponding periodic orbit. In particular, we show below that the map Ω can be obtained by repeatedly applying the map ω and the Hadamard product "•".
For a given state x, we define Ω(x) by specifying its value on each strongly connected component H i , denoted by Ω i (x). The definition will be carried out by induction on the number l:
Base case l = 0. For each
, Ω is the identity map when restricted to each H i ∈ S 0 (H). Inductive step. We now assume that Ω j (x) has been defined for every H j ∈ l−1 k=0 S k (H), for some l ≥ 1. We now define Ω i (x) for each H i ∈ S l (H). Since H is connected, for a given H i ∈ S l (H), there exists at least one H j ∈ S k (H), for
We have thus defined the map Ω. Note that for any x ∈ F |H| , we have Ω(x) ≤ x. We further illustrate Ω via the following example.
Example. We consider the reduced system H in Fig. 7 , with the initial conditions of the vertices given on the left of the arrows. There are four strongly connected components (cycles), labeled as H i = (U i , F i ) for i = 1, . . . , 4. It should be clear that S 0 (H) = {H 1 , H 2 }, S 1 (H) = {H 3 }, and S 2 (H) = {H 4 }. We now illustrate the map Ω. First, note that Ω 1 and Ω 2 are the identity maps when restricted to U 1 and U 2 . Next, for Ω 3 , we have that Elem(H 3 ) = {J 1 , J 2 } where J 1 := (H 1 , H 3 , e 1 ) and J 2 := (H 2 , H 3 , e 2 ), and hence
Finally, for Ω 4 , we have that Elem(H 4 ) = {J 3 , J 4 } where J 3 := (H 1 , H 4 , e 3 ) and J 4 := (H 3 , H 4 , e 4 ), and hence
The output values of the Ω i 's are illustrated in Fig. 7 . With the map Ω at hand, we state the second main result of the paper:
Theorem 4.5. Let x(0) be an initial condition of a reduced system H. There exists a time step N , as a multiple of lengths of the cycles in H, such that x(lN ) = Ω(x(0)) for any l > 0.
Remark 3. Theorem 4.5, combined with the second item of Theorem 3.5, implies that from t = N , the dynamics of system H proceeds as if H was comprised of disjoint cycles H i 's. Let p i be the length of H i . Then, x Ui (N + lp i ) = Ω i (x(0)) for any l ≥ 0. Base case: L = 1. In this case, the time step N can be taken as the least common multiple of all cycle lengths. We show below that x(lN ) = Ω(x) for any 
Next, we pick a cycle H i out of S 1 (H). Recall that Elem(H i ) is the collection of any elementary subgraph J of H such that J + = H i . For convenience, we let H i be the subgraph of H obtained by taking the union of these elementary subgraphs, i.e., H i = ∪ J∈Elem(Hi) J. It should be clear that the state x Ui (t) of H i depends only on the initial condition of H i , but not of any other component of H. Thus, we can appeal to Lemma 4.4 and obtain that for any l > 0,
where N H i is the least common multiple of the lengths of cycles in the subgraph H i .
Since N H i divides N , we have x Ui (lN ) = Ω i (x(0)) for all l > 0. This holds for all H i ∈ S 1 (H), and hence x(lN ) = Ω(x(0)) for all l > 0. Inductive step. We assume that Theorem 4.5 holds for L − 1 for L > 1, and prove for L. We first let U := U − Hi∈S L (H) U i , i.e., U i is the collection of vertices which do not belong to any H i in S L (H). We then let H be the subgraph of H induced by U . Note that the state x U (t) of H depends only on the initial condition of H , but not of any H i ∈ S L (H). In other words, if only x U (t) needs to be determined, then we can simply investigate the system H with x U (0) the initial condition.
The digraph H may be comprised of multiple (weakly) connected components. We label them as
. . , m. Thus, the induction hypothesis applies to every H (k) , and hence to their (disjoint) union H . In particular, there exists a time step N , as a multiple of lengths of the cycles in H , such that x U (lN ) = Ω H (x U (0)) for any l > 0, where the subindex H in Ω H indicates that the map Ω is applied to the digraph H . Note that if we let N be a multiple of N , then it still holds that x U (lN ) = Ω H (x U (0)) for all l > 0. Thus, we increase N if necessary so that N is a multiple of lengths of all cycles in H.
We now consider the state x Ui (t) for H i ∈ S L (H). To proceed, we first introduce two new initial conditions x (0) and x (0) for the system H: The first one x (0) is given by
The other one x (0) is given by
We state below a few facts about x (0) and x (0). First, for x (0), note that Ω H (x U (0)) ≤ x U (0), and hence x (0) ≤ x(0). Next, for x (0), since N is a multiple of p i , we have x Ui (N ) ≤ x Ui (0) for any H i ∈ S L (H), and hence x (0) ≤ x (0). We thus have x (0) ≤ x (0) ≤ x(0), and hence for any l ≥ 0,
On the other hand, by construction, we have x(N ) = x (0), and hence for any l ≥ 0,
Combining (4.5) and (4.6), we obtain for l ≥ 0,
We show below that
It suffices to show that for any
L (H), and similarly, let H i := ∪ J∈Elem(Hi) J. Since x U (0) is already in a periodic orbit of system H , we know from Theorem 3.5 that the dynamics of x U (t) proceeds as if H was comprised of disjoint cycles. This, in particular, implies that the state x Ui (t) of H i depends only on the initial condition of H i , but not of any other component of H. We thus appeal again to Lemma 4.4 and obtain that for any l > 0,
Since N H i divides N , we have x Ui (lN ) = Ω i (x(0)) for all l > 0. We have thus shown that (4.8) holds. Now, from (4.7) and (4.8), we have x(lN ) = Ω(x(0)) for all l ≥ 2. Thus, if we let N := 2N , then x(lN ) = Ω(x(0)) for all l > 0. This completes the proof.
Remark 4. Taking a closer look at the proof of Theorem 4.5, we have the following fact about the transition time for the system H to enter a periodic orbit from an arbitrary initial condition. Let N H be the least common multiple of lengths of the cycles in H. Then, for any initial condition x(0) of system H, x(2 L−1 N H ) is in a periodic orbit.
We conclude this subsection with a discussion on the case where the reduced digraph H has a cycle of length 0, i.e., a single vertex without self-arc. The analysis for the asymptotic behavior for such a case does not differ too much from the analysis we had earlier. We sketch below a few key modifications one needs to accommodate into the existing arguments.
First, instead of using S(H), we define S + (H) as the collection of cycles of positive lengths in H. Since S + (H) is a subset of S(H), the partial order " " defined on S(H) induces a partial order on S + (H). Similarly, we decompose
is an immediate successor of S l−1 (H). Next, we modify the definition of an elementary digraph J so that it is now comprised of an "upper" cycle J − , a "lower" cycle J + , and a path (instead of an edge) from J − to J + . Note that with the modified version, we can still "patch" multiple elementary digraphs if their "down" cycles share the same length.
Correspondingly, the map ω also needs to be rectified. Let the connecting path of an elementary graph J be comprised of more than one edge (otherwise, J agrees with our earlier definition). We denote it by J 0 = a p−−1 c 0 · · · c m−1 b 0 for m ≥ 1. Let ω − , ω + and ω 0 be defined by restricting ω to V − , V + and the vertices c i 's, respectively. We still let ω − be the identity map. For ω 0 , we let ω 0,i (x) := x −,i mod p− for any i = 0, . . . , m − 1. For ω + , we let Finally, for the map Ω, we modify the definition by replacing S(H) with S + (H) and using the rectified elementary graphs and the map ω. Further, we note that the co-domain of Ω is not the entire state of H, but rather its restriction to cycles of positive lengths. On the other hand, if a state x(t) is in a periodic orbit of system H, then x(t) can be uniquely determined by the x Ui (t)'s where the H i 's are cycles This manuscript is for review purposes only.
in H of positive lengths. Thus, the map Ω completely characterizes the asymptotic behavior of system H.
Conclusions and Outlooks.
We have characterized, in this paper, the asymptotic behavior of CBNs over weakly connected digraphs. In particular, we have provided a complete answer to the question of which periodic orbit the system will enter with a given initial condition. Along the analysis, we have introduced a new graphical-approach, termed system reduction, for studying this type of problem. We have shown that the reduced system uniquely determines the asymptotic behavior of the original system. Such an approach significantly simplifies the analysis, and moreover, it could be modified and applied to other types of Boolean networks.
There are several research directions we will pursue in the future as an outgrowth of this study. First, we recall from Corollary 3.6 that the period of any periodic orbit of a CBN G divides N G , the least common multiple of lengths of the cycles in G. Yet, we note that it is not true that any divisor of N G can be the period of a periodic orbit. We can thus ask the question of: what are the possible periods of periodic orbits of the CBN G? We can further ask: what is the relationship between the network topology G and the possible periods?
Second, we can address issues about the stability structure of the periodic orbits of a CBN. Consider the situation where x(0) is in a periodic orbit of a CBN G, and yet at a certain time step t, there is a vertex, say v i , whose value does not follow the update rule, i.e., x i (t) = ¬f i (x(t − 1)). Then, with the current state x(t) as an "initial condition", the system will enter another (possibly the same) periodic orbit. The stability structure of a CBN G is then about characterizing all such transitions from one periodic orbit to another. This problem has been investigated in [9] , but only for the case where G is strongly connected.
Third, we are also interested in orbit/state-controllability of weakly connected CBNs: Assuming that there is a selected subset of variables whose values are determined by external inputs, we ask whether one is able to steer the system to any desired periodic orbit or state, by controlling the sequence of values of the external inputs. For steering the system to any desired state, the question has been addressed in [8] and [27] most recently. For steering the system to any desired periodic orbit, [8] has addressed the case when the underlying graph is strongly connected. We believe that the results developed in this paper will be be useful in investigating the orbit-controllability of general weakly connected CBNs.
