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In a globally changing climate, the question of whether (and how fast) species can                                         
adapt to alterations in their ecosystems has become a matter of major importance. The 
investigation of the endogenous (density-dependent) and exogenous (density-
independent) processes that regulate population dynamics and thus determine the pros-
pective trajectory of populations can provide valuable answers to these questions. In 
this thesis, I experimentally assess population responses to environmental (biotic and 
abiotic) conditions through the study of individual life-histories in order to reveal the 
underlying mechanisms of population regulation, using a vertebrate ectotherm with 
known ecological plasticity, the common lizard (Zootoca vivipara), as a model species.
As a species from a vulnerable taxon, the here presented results could help improve our 
predictive capacity concerning natural population responses of species at higher risk 
against future environmental changes and thus improve the effectiveness of the ongoing 
efforts to conserve biodiversity.
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FOREWORD 
The ultimate objective of all conservation efforts is to preserve diversity (i.e., variability) 
at different levels of biological and ecological organization. Variability among 
individuals of a species is required for natural selection to occur, and thus the 
evolutionary processes responsible for the global biodiversity that we observe today 
could not have happened in its absence. It has long been recognized that intra-specific 
variability can facilitate adaptation to naturally variable environments and thus favor 
the persistence of species over time. Adaptation can be achieved through phenotypic 
plasticity—the ability of a single genotype to produce different phenotypes in 
alternative environments—or through changes in the genetic composition of 
populations via selection, a process that can be more or less slow, depending on each 
species’ biology.  
 In a globally changing climate, the question of whether (and how fast) species can 
adapt to alterations in their ecosystems, especially those of anthropogenic origin, has 
become of paramount importance. To answer this question, we must first know how 
species respond in situ to environmental change (adaptive capacity), and to what extent 
they are affected by those changes (sensitivity). Such knowledge can be used to improve 
management of conservation efforts and aid the preservation of biodiversity. Climatic 
patterns are predicted to change at unprecedented speed in recent history, bringing 
novel climates to most land areas to which organisms are not a priori adapted and 
consequently, an increase in extinction risk is likely to result. Current bioclimatic 
models aiming to predict future species distributions in response to climate change 
(and thus their persistence or extinction) give projections that can be very variable and 
their predictions may fail, among other things, due to inaccurate ecological 
assumptions. More importantly, their predictions do not necessarily rely on causality 
between environmental conditions and distributions, and, in truth, little is known 
about the proximate causes of climate-change related extinctions. This gap could be 
bridged with manipulative studies (experiments) on potential proximate causes of 
population decline, which entail the assessment of cause-effect relationships between 
biotic or abiotic factors and the local dynamics of populations, and with the 
improvement of our knowledge on species biology (e.g., environmental tolerances).  
There exists a close relationship between individual fitness (roughly, survival and 
reproduction), demographic features of populations and density-independent (i.e., 
exogenous) factors, which connect through individual life-histories. At the individual 
12  ENVIRONMENTAL DETERMINANTS OF POPULATION DYNAMICS 
level, the study of life-history traits can help us understand the vulnerability of a 
species to environmental alterations and the action of selective pressures that shape 
population dynamics, which in turn determine their prevalence or extinction. Thus, 
life-history theory constitutes an appropriate framework to understand the action and 
mechanisms of natural selection operating on populations under different 
environments. 
 The aim of this thesis project was to experimentally assess population responses to 
environmental (biotic and abiotic) conditions through the study of individual life-
histories, revealing relationships of causation, and explore the proximate mechanisms 
involved using as a model species a vertebrate ectotherm with known ecological 
plasticity, the common lizard (Zootoca vivipara). 
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PRESENTACIÓN 
El objetivo final de todos los esfuerzos conservacionistas es preservar la diversidad (i.e., 
variabilidad) a diferentes niveles de organización biológica y ecológica. La variabilidad 
entre los individuos de una especie es necesaria para que la selección natural actúe, y 
por lo tanto, los procesos evolutivos responsables de la biodiversidad global que 
observamos hoy no podrían haber ocurrido en su ausencia. Durante mucho tiempo ha 
sido reconocido que la variabilidad intra-específica puede facilitar la adaptación a 
ambientes naturalmente variables y por lo tanto favorecer la persistencia de las especies 
a lo largo del tiempo. La adaptación puede lograrse a través de la plasticidad 
fenotípica—la capacidad de un solo genotipo para producir diferentes fenotipos en 
diferentes ambientes—o mediante cambios en la composición genética de las 
poblaciones a través de selección, un proceso que puede ser más o menos lento, 
dependiendo de la biología de cada especie. 
 Ante un clima global cambiante, la cuestión de si (y cómo de rápido) las especies 
pueden adaptarse a las alteraciones de los ecosistemas, especialmente aquellas de 
origen antropogénico, ha adquirido suma importancia. Para responder a esta pregunta, 
primero debemos saber cómo responden las especies a los cambios ambientales y en 
qué medida se ven afectadas por dichos cambios. Este conocimiento puede ser 
utilizado para mejorar la gestión de los esfuerzos conservacionistas y ayudar a la 
preservación de la biodiversidad. Está previsto que los patrones climáticos cambien a 
una velocidad sin precedentes en la historia reciente, trayendo nuevos climas a la 
mayor parte de las áreas terrestres, a los cuales los organismos no están adaptados y, en 
consecuencia, es probable que se produzca un aumento del riesgo de extinción. Los 
modelos bioclimáticos actuales destinados a predecir los efectos del futuro cambio 
climático en la distribución de las especies (y por tanto su persistencia o extinción) dan 
proyecciones que pueden ser muy variables y/o predicciones que pueden fallar, entre 
otras cosas, debido a supuestos ecológicos inexactos. Más importante aún, dichas 
predicciones no se apoyan necesariamente en relaciones de causalidad entre 
condiciones ambientales y distribución, con lo que en realidad, se sabe más bien poco 
sobre las causas próximas de las extinciones relacionadas con el cambio climático. Esta 
brecha podría ser salvada con estudios basados en la manipulación (experimentos) de 
las posibles causas inmediatas de declive poblacional, que implican la evaluación de 
relaciones causa-efecto entre factores bióticos o abióticos y la dinámica poblacional a 
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nivel local, y también con la mejora de nuestro conocimiento sobre la biología de las 
especies (p. ej., sus tolerancias ambientales). 
 Existe una estrecha relación entre la eficacia biológica individual (a grandes rasgos, 
la supervivencia y reproducción), factores independientes de la densidad (i.e., 
exógenos) y los parámetros demográficos de las poblaciones, conectados a través de las 
historias vitales individuales. A nivel individual, el estudio de los rasgos de las historias 
vitales puede ayudarnos a entender la vulnerabilidad de una especie frente a 
alteraciones ambientales así como la acción de las presiones de selección sobre la 
dinámica poblacional que, a su vez, determinan su prevalencia o extinción. Por ello, la 
teoría en torno a las historias vitales constituye un marco adecuado para entender la 
acción y los mecanismos de la selección natural que operan en las poblaciones bajo 
diferentes ambientes. 
 El objetivo de este proyecto de tesis es evaluar experimentalmente las respuestas 
poblacionales frente a condiciones ambientales (bióticas y abióticas) a través del 
estudio de las historias vitales individuales, poniendo de manifiesto relaciones de 
causalidad, y explorar los mecanismos próximos implicados, utilizando como especie 
modelo un vertebrado ectotermo con conocida plasticidad ecológica, la lagartija de 
turbera (Zootoca vivipara). 
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Populations and conservation 
The individuals of a species can be found distributed over a wide geographical range, 
at times inhabiting different biogeographical regions within different continents 
(Sclater 1858; Wallace 1876). At a larger scale, a group of individuals of the same 
species occupying a specific area at a certain time, capable of interbreeding, constitute 
a population (Chapman and Reiss 1998). Thus, species are composed of a number of 
populations among and within which variability may exist. Populations are 
characterized by demographic features, mainly, the number of individuals (size and 
density), the age structure and sex ratio, and by demographic rates: births, deaths, 
immigration, and emigration (Chapman and Reiss 1998). The changes in the 
demographic features of populations are ultimately determined by changes in 
demographic rates, which are directly linked to the main events and processes of 
individual life cycles (e.g., reproduction, growth rates, mortality; Dublin and Lotka 
1925; Steiner et al. 2014).  
 Population dynamics (also, demography) follow the changes in the size and 
demographic rates of biological populations over time and/or space (Chapman and 
Reiss 1998). We could roughly consider this as the “behavior” of populations. In turn, 
the broader field of population ecology is concerned with how populations interact with 
the environment and how this affects population dynamics. In nature, different 
population dynamic patterns can be observed, ranging from the simplest case of a 
population strongly regulated around a stable equilibrium at one end, to random 
population growth/decline at the other (Cappuccino and Price 1995). Commonly, 
populations are in a state of balance achieved by regular oscillations around an average 
density (i.e., following periodic cycles; Kendall et al. 1998; Nicholson 1954). 
 The study of population ecology is pivotal in conservation biology (Soulé 1985), a 
discipline that is most concerned with the planet’s biodiversity and aims to preserve 
species and their ecosystems by determining the factors and causes of natural 
population declines (especially those of anthropogenic origin), and by developing 
proactive strategies to prevent extinctions (Caughley 1994; Primack 2004). In general, 
six categories of threats to biodiversity have been proposed: habitat loss and 
degradation, introduced invasive species, environmental pollution, disease and 
parasitism, unsustainable use (e.g., overexploitation), and global climate change 
(Gibbons et al. 2000; Primack 2004). More often than not, the decline of a species is 
the result of a cumulative effect of two or more of these problems, and there can exist 
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synergisms among threats (Sala et al. 2000). For example, the main effects of climate 
change on biodiversity are mediated through habitat changes in response to local 
weather parameters (IPCC 2013), which may aggravate the habitat degradation 
problem. In turn, changes in habitat conditions can facilitate the colonization of new 
areas by invasive species, or constitute environmental stressors that impair individual 
resistance to disease or parasites (Gibbons et al. 2000).  
 Recent studies suggest that climate change will become the major global threat to 
biodiversity in the coming decades of the 21st century, even surpassing habitat loss 
(IPCC 2014b; Leadley et al. 2010). Projections from models of virtually all available 
scenarios of CO2 emissions for the future agree in a general trend of “further warming 
and changes in all components of the climate system” with variation in their 
magnitude (IPCC 2013), including alterations on components of temperature, 
precipitation, and drought (see Table 1.1). However, assessing changes in biodiversity 
as a consequence of climate change is a complicated task due to biotic uncertainties 
and statistical limitations of the available methodologies (Araújo and Rahbek 2006; 
Dawson et al. 2011; IPCC 2013), largely based on species distribution models (SDMs; 
Guisan and Thuiller 2005). SDMs such as “empirical niche” or “climate-envelope” 
models are built on correlative relationships between current (or past, in the case of 
paleoclimatic models) environmental climatic variables and current (or past) 
geographic patterns of species distributions. Among biotic uncertainties, incomplete 
surveys or data records on species distributions, potentially simplistic ecological 
assumptions, and failure to capture the biological idiosyncrasies of different species 
can impair the accuracy of future predictions and incur in high variability among 
projections from alternative models (Bellard et al. 2012; Keenan et al. 2011). Despite 
these drawbacks, the vast majority of published studies implementing modeling tools, 
including those with the most conservative approaches (e.g., consensus models, 
averaging projections; Araújo et al. 2005; Thuiller 2004), support the causal 
attribution to climate change of the observed biological trends on species and 
ecosystems across the globe (Araújo et al. 2006; Bellard et al. 2012; Jiguet et al. 2007; 
Parmesan 2006; Parmesan et al. 2000; Parmesan and Yohe 2003; Sinervo et al. 2010; 
Walther et al. 2002). In sum, the consensus about the role of climate change in the 
current and future loss of biodiversity is substantially robust. 
 In the face of current and future climatic change, conservationists are increasingly 
concerned about the impacts of weather-related change on virtually all levels of 
biodiversity, from organisms to biomes (Figure 1.1). The vulnerability of a species to the 
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effects of climate change, this is, its propensity to be adversely affected (IPCC 2014b), 
is not only a matter of exposure. Exposure refers to the presence of species in places and 
habitats that could be negatively affected by climate change and thus it determines the 
likelihood of experiencing its impacts. SDMs are useful tools to assess exposure but 
practically do not consider sensitivity or adaptive capacity, the other two dimensions of 
climate change vulnerability (Dawson et al. 2011; Foden et al. 2013; Pacifici et al. 
2015). Sensitivity describes a species’ susceptibility or tolerance to climatic variation 
and it depends on a variety of intrinsic factors, including physiological tolerances, 
ecological traits, and microhabitat specialization (Dawson et al. 2011; Foden et al. 
2013; Williams et al. 2008). The adaptive capacity refers to a species’ ability to cope 
with adverse impacts of climate change, either in situ or through dispersal and/or 
migration to more favorable areas, and depends on both intrinsic (e.g., phenotypic 
plasticity, genetic diversity, colonization ability) and extrinsic factors (e.g., magnitude 
and nature of climatic change; Dawson et al. 2011). Therefore, the combination of 
multiple, complementary approaches to SDMs, including e.g., paleoecological records, 
direct observations, experiments, and mechanistic models, is essential to take into 
Figure 1.1 Likely effects of 
climate change compo-
nents (left) on different 
levels of biodiversity 
(right), from individual 
organisms (above) to 
biomes (below), with 
particular examples in 
aspects of organisms and 
populations. Adapted 
from Bellard et al. 2012. 
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account all three aspects of vulnerability and achieve more accurate vulnerability and 
risk assessments (Bellard et al. 2012; Dawson et al. 2011; Keenan et al. 2011).  
 Among complementary approaches, mechanistic methods like population models 
and experimental manipulations are particularly recommended to assess aspects of 
sensitivity and adaptive capacity (e.g., Drake 2005; Knapp et al. 2002; Mearns et al. 
1997). Unfortunately, at least in the last two decades, correlative approaches alone 
have remained the preferred option (Pacifici et al. 2015; Sinclair et al. 2010). 
Nevertheless, considerable effort has recently been dedicated to identify the gaps and 
limitations of current approaches (e.g., Bellard et al. 2012; Guisan and Thuiller 2005; 
McMahon et al. 2011; Sinclair et al. 2010) and to make recommendations to improve 
species vulnerability assessments, among which stand out: 
1. The need to study a wider range of species. So far, studies have been limited 
to a small percentage of all known biodiversity and they have been biased 
geographically and taxonomically. While taxonomic groups of birds, 
mammals and plants have been particularly well studied, many others have 
been neglected (Bellard et al. 2012; Pacifici et al. 2015). 
2. The need to investigate species responses in terms of sensitivity and adaptive 
capacity. Populations of many species are estimated to have the potential to 
respond via microevolution or via phenotypic plasticity to changing climate 
(Baker et al. 2004; Visser 2008). The limits of such capacity must be 
determined empirically to predict in situ ecological and evolutionary responses 
to environmental change (Dawson et al. 2011; Nicotra et al. 2015).  
3. The need to take into account dynamics that determine extinction risk at 
local scale. This would increase the accuracy of predictions, but it also 
requires a deeper understanding of the ecological mechanisms acting at the 
inter-individual level that are responsible for a given population dynamic (e.g., 
Clutton-Brock and Coulson 2002). 
 In conclusion, more experimental studies on the individual level and demography 
are needed. The experimental manipulation of populations constitutes a fitting 
approach to address all three issues above, if applied to species from understudied 
taxonomic groups (Benton and Beckerman 2005). It can provide comprehensive 
information on the effects of environmental factors on the adaptive capacity of 
individuals and the mechanisms underlying dynamic processes (Beckerman et al. 2002; 
Nicotra et al. 2015).  
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From individual life-histories to the dynamics of 
populations 
Individual organisms are the fundamental units of populations, as populations are the 
units of species (Chapman and Reiss 1998). While evolution occurs at the population 
level (Mayr 1998), it is individual organisms that are the product of natural selection 
(Darwin 1859). Lincoln et al. (1998) defined the term “life history” as “the significant 
features of the life cycle through which an organism passes, with particular reference to 
strategies influencing survival and reproduction”. The phenotypic traits that describe 
an organism’s life-history are thus called life-history traits and are closely related to 
individual fitness, i.e., an individual’s contribution to the gene pool of the next 
generation relative to the contributions of other individuals (Darwin 1872; Haldane 
1924). Some of the more relevant life-history traits are (Stearns 1992):  
○ Size at birth. 
○ Growth pattern. 
○ Age and size at maturity. 
○ Number, size, and sex ratio of offspring. 
○ Reproductive investment. 
○ Longevity. 
Like many phenotypic traits, life-history traits have a tendency to vary among 
individuals in a population, thus differences in fitness among life-history variants may 
exist. The fitness of a particular life-history is closely linked to the intrinsic rate of 
increase (in size) for a population (Lande 1982). Since life-history theory seeks to 
explain how variation in life-history traits can lead to variation in fitness, it can help us 
understand the action of natural selection on individuals and therefore populations 
(Stearns 1992). The key steps are to identify the sources of, and constraints to life-
history variation and to translate their effects into generally applicable relationships 
between life-history traits and population growth (Stearns and Koella 1986). The 
strong links between life-history traits, fitness and population dynamics, and their 
natural variability make individual life-histories crucial in understanding how 
individuals will respond to environmental change (Lessells 2008). 
Currently, we can find two phenomenological approaches to the understanding of 
the mechanisms by which the environment affects individual life-histories and the 
dynamics of populations. On the one hand, the “top-down” approach (Benton and 
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Beckerman 2005) uses inference from population-level experiments to deduce the 
biological mechanism responsible for population dynamics. On the other hand, the 
“bottom-up” approach (Benton and Beckerman 2005) relies on the rationale presented 
above that environmental conditions cause changes in life-history traits of individual 
organisms, thereby changes in demographic rates, and ultimately population dynamics. 
In turn, changes on populations are likely to modify the interaction network at the 
community and ecosystem levels (Bellard et al. 2012; Rudolf and Rasmussen 2013; 
Walther 2010; see also Figure 1.1). The bottom-up approach offers insight into how 
individual strategies translate into higher-level changes that top-down approaches 
cannot provide (e.g., Benton and Beckerman 2005; De Roos et al. 2003). 
Consequently, if we want to explore the causes of variation in population dynamics, 
we must look into the mechanisms affecting the life-histories of individuals. 
Life-histories in structured populations 
In population biology, a distinction is made between “unstructured” and “structured” 
populations. In unstructured populations, demographic rates are considered roughly 
identical across individuals (e.g., a bacteria colony). However, in most cases this 
assumption is an oversimplification of reality, insofar as the individuals that make up 
populations differ in attributes such as size, age, ontogenetic development, 
physiological state, or their history of past experiences. This allows to group the 
individuals of a population according to classes or stages. Structured populations can 
be more or less complex, depending on the number of stages and the resulting 
diversity of interactions among individuals (Coulson and Godfray 2007). 
Unsurprisingly, structured populations are more challenging to describe for theoretic 
population ecologists and even though almost a century has passed since the modern 
resurgence of the field, the first population models to incorporate structures (other 
than discrete age) date back to a few decades ago, and the development of 
comprehensive models that describe and/or predict the changes of these populations 
is still ongoing (Caswell 2001; De Roos et al. 2003). 
 The importance of accounting for population structure when assessing the effects 
of environmental conditions on life-history traits resides in the ample ecological 
variation (e.g., diet, phenology, habitat use) that exists among different stages within 
the same species, which can even surpass the differences found between two different 
species (Rudolf and Rasmussen 2013; Trivers 1972). One of the largest sources of this 
inter-stage variation stems from differences in body size and developmental stage (e.g., 
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allometry during ontogeny). Certain age or stage classes are typically more susceptible 
to perturbations than others and this is reflected in variances of individual 
reproductive rates and survival/mortality rates among stages (Coulson et al. 2001; 
Coulson and Godfray 2007; Steiner et al. 2014). For instance, it is common for the 
younger cohorts to exhibit greater mortality than adults and for reproductive 
performance to diminish with age after maturation (i.e., reproductive senescence; Nussey 
et al. 2013). Good examples of these phenomena have been documented in long-term 
population studies of mammals (Broussard et al. 2003; Clutton-Brock and Coulson 
2002; Hayward et al. 2013), fish (May 1974), birds (Blums et al. 1996; Jovani and Tella 
2004; Reed et al. 2008), reptiles (Massot et al. 2011; Miller et al. 2014; Richard et al. 
2005) and insects (Bonduriansky and Brassil 2002). As a result, the structure 
composition of populations is disrupted, which can have important consequences for 
its dynamic, the functional configuration of their communities, and thus ecosystem 
processes (Coulson et al. 2001; Coulson and Godfray 2007; Rudolf and Rasmussen 
2013). This suggests that natural ecosystems could be much more sensitive to 
perturbations than previously thought and emphasizes the importance of 
understanding how intra-population variation drives local scale dynamics. 
Life-history variation 
Because life-history traits are related to fitness, they are generally under considerable 
selection. Variation in life-history traits is thus affected by selection pressures that can 
act on them either directly and/or owing to indirect constraints (Stearns 1992). 
Taxonomic level analyses have shown that inter-specific life-history variation can have a 
large environmental component, even after correcting for patterns of covariation 
within phylogenetic families (i.e., variation due to common ancestry (Dunham and 
Miles 1985; Miles and Dunham 1992; Winemiller and Rose 1992). The same can be 
said about intra-specific variation, where differences in life-histories among individuals 
are not purely genotypic (Roff 1992; Stearns 1992).  
 In fact, an individual’s phenotype is a combination of genes and the environment 
in which they are expressed (West-Eberhard 1989). As a result, during ontogeny the 
same genotype can produce alternative morphological, physiological, and behavioral 
phenotypes in different environments—ideally the fittest phenotype in each particular 
environment—a process that is known as phenotypic plasticity (Pigliucci 2005; Box 1.1) 
and adds a new dimension to inter-individual variation in life-history traits. The set of 
phenotypes produced by the same genotype across a range of environments is called a 
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reaction norm and describes the environment-phenotype function specific of a genotype 
(Figure I, Box 1.1). Phenotypic plasticity is considerably important for adaptation 
(DeWitt and Scheiner 2004) and almost all life-histories are phenotypically plastic. 
Take for instance the timing of reproductive events for an iteroparous, multivoltine, 
oviparous species during a reproductive season: when to lay a clutch, with how many 
eggs, and how many times are ‘decisions’ that vary tremendously among individuals 
(e.g., Bauwens 1999) and are certainly affected by the environmental conditions (Visser 
2008; Visser et al. 2003). The fitness (e.g., offspring survival to breed) associated with 
each possible strategy can vary just as much and sometimes life-history patterns that 
reduce the fitness variance, or “bet-hedging strategies” (Slatkin 1974), are favored (Roff 
1992; Stearns 1992).  
 Plasticity would be perfect if organisms could measure directly the components of 
the environment that determine the optimal trait phenotype and immediately respond  
Any given phenotype (e.g., trait) is not plastic if it remains constant across a range of 
environments (e.g., G1, Figure I); the steepness of the slope indicates how much plasticity 
exists in an individual. When the reaction norms of two alternative genotypes never cross 
(e.g., G3 & G4, Figure I), ineludibly one genotype is superior to the other across all 
environments. If the phenotype is a fitness trait, it will eventually be fixed in the population. 
Conversely, crossing (i.e., not parallel) reaction norms (e.g., G2 & G3 or G2 & G4, Figure I) 
whose relative competitiveness depends on the environmental conditions, are expected to be 
pervasive because, in this case, no genotype is always superior to the others (Stearns 1989). 
Crossing reaction norms reveal genotype × environment interactions (G × E). G × E may refer 
to either: 1) a phenotype as a result of ongoing interactions between genes and environments 
throughout the development at the individual level; or 2) genetic variation for the slope of the 
reaction norm at the population level (Pigliucci 2005). Reaction norms are not necessarily 
linear. 
 
Box 1.1|Reaction norms and plasticity  
Figure I | Reaction norms of 
alternative genotypes (G). Slopes 
that differ from zero show 
different levels of individual 
plasticity. Crossing reaction 
norms depict genotype × 
environment interactions. 
Environment
Ph
en
ot
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e
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to adapt. However, the proximate external cues involved in the plasticity often differ 
from the variables that determine selection (e.g., because the latter are not available at 
the time) and environmental variables are only useful as cues if they are reliable, that 
is, if they accurately predict the future environment responsible for selection 
(Lancaster and Sinervo 2011; Shuster and Wade 2003; Visser 2008). On the other 
hand, plasticity has costs and limitations concerning the capacity for immediate change 
and the production of the optimal phenotype (Pigliucci 2005; Schlichting and Smith 
2002; Snell-Rood et al. 2010) arising from information acquisition costs, lag-time 
limits to response, insufficient genetic variation, and physiological restrictions due to 
developmental modularity (level of integration), among others (DeWitt et al. 1998; 
Snell-Rood et al. 2010). 
 In summary, micro-evolutionary processes of local adaptation via selection, 
phenotypic plasticity to local environmental heterogeneity, and physiological 
constraints are likely to be important factors in shaping life-history variation (Dunham 
and Miles 1985). We can reunite the processes that introduce and affect variation in 
life-history traits among individuals in a population in two types (Flatt and Heyland 
2011): 
A. Environmental variation with age- or stage-specific effects. 
B. Constraining trade-offs between connected life-history traits. 
 
A. Environmental variation 
Hardly any population grows indefinitely. In fact, for a real population to persist in the 
long term, demographic rates cannot remain constant (Coulson and Godfray 2007). 
There are a number of environmental factors acting on populations that influence 
population dynamics and whose effects are traditionally classified in two categories: 
Density-dependent (also known as endogenous or deterministic) and density-independent 
(also known as exogenous or stochastic) effects. Density-dependent effects are mediated 
through changes in population size (density) or structure of the current population, 
whereas density-independent effects are temporal and/or spatial fluctuations that 
affect the demographic rates of all individuals, independently of population size 
(Coulson and Godfray 2007). The most common types of density-independent effects 
are demographic and environmental stochasticity (Figure 1.2). Quite frequently, there will 
be interactions between density-independent and density-dependent effects that alter 
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Figure 1.2 Illustration of density-
dependent and density-independent 
effects in two unstructured populations 
differing only in size (a: n = 6; b: n = 
12). Environmental stochasticity (e.g., 
weather) affects all individuals in the 
same way, irrespective of population 
size (blue arrow; a = b). Demographic 
stochastic effects, also independent of 
population size, result from fluctuations 
in probabilistic discrete events (e.g., by 
chance, some individuals suffer reduced 
reproductive rate; proportion of 
downward red arrows, a = b). In 
contrast, the magnitude of density-
dependent effects (green color 
saturation) changes according to 
population density (e.g., competition; a 
< b). 
the stability of the dynamic (Coulson et al. 2001; Sæther 1997), which is especially 
important in populations with more than one stable equilibrium and populations that 
do not settle on a stable equilibrium but show persistent cycles (Box 1.2).  
 Both biotic and abiotic factors can affect population growth directly or indirectly by 
influencing the frequency, extent, magnitude, or duration of one or more 
demographic processes (either in a density -dependent or -independent manner). Biotic 
factors include, among others, interactions of 
individuals either with members of their own 
species (e.g., intraspecific competition, 
crowding, cannibalism) or members of 
different species (e.g., interspecific 
competition, predation, mutualism, 
parasitism), population sex-ratio, or the 
species generation time. Competition in 
structured populations has the potential of 
becoming asymmetric among individuals 
from different stages, which can also lead to 
cyclical population oscillations (Box 1.2; De 
Roos and Persson 2003).  
 Abiotic factors such as weather variables 
(e.g., precipitation, temperature, humidity) 
are important sources of environmental 
stochasticity (Stenseth et al. 2002; Figure 1.2). 
These interact with physiological mechanisms 
and introduce variation in values of 
phenotypic traits (Forchhammer et al. 2001), 
thus they also affect life-histories of 
individuals. In this manner, environmental 
stochasticity has a direct effect on the size and 
structure of the current population (i.e., a 
density-independent effect) and, at the same 
time, these changes in population density 
influence the future trajectory of the 
population (e.g., via density-dependent effects 
on life-history traits and, thereby, on the 
a
b
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population growth rate; Sibly and Hone 2002). 
 Sometimes, the disruptive effects of environmental stochasticity are of such 
magnitude that cannot be counteracted by endogenous mechanisms and thus a lack of 
population regulation can temporarily occur. Unregulated systems do not fluctuate 
around a long-term stationary probability distribution of population density (e.g., 
populations undergoing exponential growth/decline; Turchin 1995). An example of 
an extreme effect of environmental stochasticity is when a whole population is 
destroyed by means of catastrophic random events (Easterling et al. 2000; Singer and 
Thomas 1996). Extreme climatic events can promote such stochastic effects in 
population (and community) trajectory (Kreyling et al. 2011). Other examples of 
population deregulation are species’ invasions and population density trends caused by 
anthropogenic changes in the environment. Identifying the relevant abiotic variables 
in population regulation is important to understand the mechanisms by which climate 
influences population ecology (Hallett et al. 2004). 
Box 1.2|Population cycles 
Cyclic population dynamics are common in nature (Kendall et al. 1998). Classic theoretical 
ecology distinguished two types of cycles: cycles in which the fluctuation periodicity was 
slightly larger than the generation time of the individual, or “single generation cycles”, and 
cycles where the fluctuation periodicity was at least twice as large than the generation time, or 
“delayed-feedback cycles” (Gurney and Nisbet 1985). Alternative mechanisms of competition 
were considered responsible for this dichotomy (Gurney and Nisbet 1985; Gurney et al. 
1983). Today, it has been shown that both types of cycles can result from a single model, 
using a flexible time delay of the effect of competition. Thus, it is not possible to infer the 
exact mechanism of competition (i.e., the biological mechanism) acting in a population only 
from the oscillation period (Pfaff et al. 2014). 
The original description of delayed-feedback cycles prompted an interest in the 
consequences of delayed life-history effects in population dynamics. Such effects may result, 
for example, when conditions during early development influence an individual or cohort’s 
performance later in life (Beckerman et al. 2002) or when maternal (or paternal) effects (i.e., 
“the causal influence of the maternal genotype or phenotype on the offspring 
phenotype”(Wolf and Wade 2009) significantly influence offspring performance (Benton et 
al. 2001). These lags in regulation also promote the possibility of cycles through delayed 
density-dependence (Turchin et al. 1999). Other causes of cycles are consumer-resource 
interactions such as predator-prey interactions (Lotka 1925; Volterra 1926), host-parasitoid, 
and host-pathogen interactions (Anderson and May 1981; Kendall et al. 1999), and periodic 
fluctuations in the environment with density-independent effects (Kendall et al. 1999). 
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B. Life-history trade-offs 
One of the basic tenets of life-history theory states that different fitness-related traits 
are connected by constraining relationships derived from the allocation of limited 
resources (e.g., time, energy) between competing processes/functions within a single 
individual (Stearns 1992). Such linkages or trade-offs among traits are numerous and 
diverse, including those between current reproduction and survival, current 
reproduction and future reproduction, current reproduction and growth, and number 
and quality of offspring.  
 Perhaps because they are more straightforward, intrinsic trade-offs between life-
history traits that share a finite resource pool occurring within the individual have 
received much more attention (Roff 1992; Stearns 1992). However, allocation 
decisions may also have ecological consequences (or “costs”), for example when a trade-
off between reproduction and susceptibility to extrinsic threats such as predators or 
parasites exists (Sheldon and Verhulst 1996). In the same line, the most prominent 
trade-offs concern reproduction, and any change in a parent’s strategy of resource 
allocation during reproduction is likely to have implications for their offspring 
(Stearns 1989). These intergenerational trade-offs can be a source of parent-offspring 
conflict and may have influenced the evolution of reproductive strategies and other 
associated life-history trade-offs, e.g., the trade-off between number and quality of 
offspring (Brown and Shine 2009; Dupoué et al. 2015; Kölliker and Richner 2001). 
Stearns (1992) addressed the former type of trade-off as physiological trade-offs and the 
latter as micro-evolutionary trade-offs, making a distinction between intrinsic or 
individual-level versus population-level trade-off constraints.  
 It is important to take into account that the apparent lack of a trade-off does not 
necessarily mean that it does not exist (Stearns 1989). Firstly, some trade-offs have 
been shown to be conditional and only become apparent when resources are limited, 
either in the environment or due to an individual’s condition (e.g., under stressful 
conditions, Marden et al. 2003). Secondly, there may be variation in energy acquisition 
and allocation among individuals (Van Noordwijk and de Jong 1986), or genotype by 
environment interactions (Box 1.3; Reznick et al. 2000), preventing the observation of 
a trade-off.  
 Trade-offs commonly favor life-history plasticity and affect the evolution of most 
organisms in nature. It makes sense for traits with functional relationships to have 
integrated responses. When life-history traits have integrated, plastic responses, 
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Life-history trade-offs arise from genetic trade-offs (Reznick et al. 2000) when there is a 
genetic correlation between traits, which both positively affect fitness, but are negatively 
related to each other. These micro-evolutionary trade-offs (see main text) are expressed 
through physiological trade-offs and are defined by the population-level response to selection 
(Stearns 1992).  
Box 1.3|Not so apparent trade-offs  
In Figure I, a trade-off between trait A and trait B 
shows different reaction norms in 3 alternative 
environments (e1, e2, e3). The overall phenotypic 
correlation can be negative, but genetic correlations 
(bold lines) can be negative (left line) in some 
environments, positive (right line), or zero or non-
significant (center, circle). Only when the correlation 
is negative can we perceive the trade-off, but genotype 
× environment interactions change the genetic 
correlations across environments (Stearns 1989). 
 
  
selection for compensation is likely, such that plastic changes in one trait that decrease 
fitness are compensated with plastic changes in a different trait that increase it (Stearns 
1992). Integrated plastic responses can be explained by intrinsic trade-offs or genetic 
correlations among traits (i.e., different traits controlled by the same genes) that may 
be involved in more than one trade-off, producing pleiotropy (i.e., one gene influences 
multiple phenotypic traits). For example, one of the leading theories of senescence is 
based on antagonistic pleiotropic effects: Pleiotropic genes with beneficial early-life 
effects on survival or reproductive output also have deleterious effects on survival or 
reproduction later in life (Rose and Charlesworth 1980; Williams 1957). Ultimately, it 
is lifetime fitness that matters. Trade-offs can promote or constrain divergence 
(Cummings 2007; Haak et al. 2011) and adaptation (Colautti et al. 2010). Plasticity 
itself can be susceptible of short-term evolutionary change (Stearns 1992). However, in 
order to be evolutionarily relevant, plasticity must have a genetic basis (Reznick et al. 
2000).  
  Life-history trade-offs—whether these take place within the lifetime of an individual 
or across generations—and plasticity underlie many delayed density-dependent effects 
with consequences for population dynamics (Beckerman et al. 2002). Trade-offs 
between current and future fitness, for example, such as early life reproductive 
expenditure versus lifetime survival, introduce lagged effects on population density (see 
Trait B
Tr
ai
t A
e1
e2
e3
Figure I | G × E interaction. 
Adapted from Stearns (1989). 
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Box 1.2). More significantly, delayed life-history effects can give rise to cohort effects 
when all individuals in a cohort experience common environmental conditions that 
produce differences in their future performance compared to other cohorts 
(Beckerman et al. 2002). In structured populations, environmental conditions shared 
by any stage can lead to cohort effects (Albon et al. 1987). Through maternal effects, 
individual life-history responses can be transmitted between generations, potentially 
generating cohort effects on offspring (Benton et al. 2005; Benton et al. 2001).  
 Finally, environmental variability can directly influence trade-offs (or behaviors that 
affect trade-offs), which leads to delayed changes in individual survival or 
reproduction, or indirectly through the impact of the maternal environment on 
offspring. In such ways, current environmental effects are translated by a trade-off into 
a change in density, further resulting in a density-dependent effect at a later time 
(Beckerman et al. 2002).  
Proximate causes of life-history trade-offs 
In a general sense, the mechanisms underlying life-history trade-offs are still poorly 
studied. Most of the physiological processes related to growth, reproduction, and 
storage/allocation of resources are under the regulation of the endocrine system. Thus 
hormones may constitute an important component of animal life-history (Flatt and 
Heyland 2011). Hormones commonly mediate different physiological processes 
simultaneously, and in turn, a single process is affected by the action of multiple 
hormones, creating complex physiological networks that result in correlated patterns 
in phenotypic trait responses (Stearns 1992). This makes hormones (and endocrine 
regulation) an obvious candidate mechanism to mediate phenotypic correlations 
(Sinervo and Svensson 1998).  
 But what are the processes that create trade-offs? The traditional concept of trade-
off (i.e., intrinsic trade-off) is based on the limited availability of critical resources that 
must be allocated into competing functions (see above, Van Noordwijk and de Jong 
1986). Another possibility more recently described is that trade-offs are caused by 
signaling networks, independent of the allocation of critical resources to competing 
life-history functions (Leroi 2001). In trade-offs mediated by molecular signals, 
environmental or physiological cues are “sensed by the neurosensory apparatus, and 
integrated and processed into hormonal signals within endocrine cells. In target 
tissues, cognate receptors coordinate metabolism, growth, reproduction, homeostasis, 
and stress responses to ensure maximal reproductive success.” (Flatt and Heyland 
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2011; Lessells 2008). In other words, the endocrine networks that regulate metabolism 
also respond to abiotic and social stressors that trigger a signaling cascade that operates 
through physiological and molecular response pathways with pleiotropic effects (i.e., 
multiple phenotypic expressions) on life-history traits (Box 1.4, Figure 1.3; Lancaster 
and Sinervo 2011; Schwartz and Bronikowski 2011; Sinervo and Svensson 1998). The 
opportunity for context-dependent modulation of the physiological pathways involved 
in a trade-off confers tremendous potential for plasticity of phenotypes along the trade-
off continuum with adaptive value (Alonzo and Sinervo 2001; Dufty et al. 2002; 
Sinervo and Miles 2011). Both the social (e.g., crowding) and abiotic (e.g., weather) 
context could trigger a stress response that alters the expression of genetic trade-offs 
through multiple mechanisms (Figure 1.3; DeWitt et al. 1998; Sinervo et al. 2008; 
Snell-Rood et al. 2010). For example, it has been suggested that in social systems, 
epistasis (i.e., an interaction between genes that modifies their expression) between the 
genes present in one individual and those present in other social actors could alter the 
allocation of resources to competing life-history functions within interacting 
individuals, a process in turn mediated through pleiotropy. Consequently, life-history 
trade-offs could result from social interactions (Sinervo et al. 2008; Sinervo and Miles 
2011), and social interactions promote polymorphism (i.e., alternative trait 
phenotypes) in life strategies (Lancaster and Sinervo 2011). In temporal and/or 
spatially variable conditions, gene interactions can maintain polymorphisms within 
populations (Sinervo et al. 2008). 
 The vast majority of research on the endocrine regulation of life-history trade-offs 
has been conducted on the effects of steroid hormones (Sinervo and Svensson 1998). 
Among them, glucocorticoids (“stress hormones”) and androgens (“sex hormones”) are 
the most common. Because glucocorticoids are the main products of the physiological 
response to environmental stressors (see Box 1.4), they are perfect candidates for the 
study of life-history plasticity in response to external cues. Environmental stressors 
importantly affect the hormonal regulation of behavior; they have been shown to alter 
reproduction (e.g., mating decisions, reproductive investment) and metabolic 
physiology and consequently stress hormones likely mediate important life-history 
trade-offs, e.g., between reproduction and longevity (Figure 1.3; Schwartz and 
Bronikowski 2011; Tokarz and Summers 2011).  
 It is worth noting that the physiological and cellular responses to environmental 
and metabolic stress differ between endothermic and ectothermic organisms. On the 
one hand, the ability to regulate their metabolic function through behavioral 
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In response to a stress factor (e.g., dietary, 
predatory, temperature, agonistic social 
interactions) that disrupts homeostasis, vertebrates 
usually initiate a physiological stress response 
triggered by the activation of the hypothalamic–
pituitary–adrenal (HPA) axis (Figure I), which is 
regulated by both the central and peripheral 
nervous systems. The initial release of the 
neurotrans-mitter noradrenaline by the 
sympathetic nervous system stimulates the 
synthesis and release of vasopressin and 
corticotropin-releasing hormone (CRH) at the 
hypothalamus. Both hormones stimulate the 
pituitary gland (hypophysis) to produce 
adrenocorticotropic hormone (ACTH), which in 
turn stimulates the adrenal glands’ cortex to secrete 
glucocorticoids. Glucocorticoids are involved in a 
general process of diverting energy to immediate 
survival functions such as gluconeogenesis 
(synthesis of glucose), the mobilization of stored 
glucose (its release into circulating blood), and the 
reduction of the immune response (inflammation; 
Hickman et al. 2001). In many birds, reptiles, 
amphibians and some small mammals, 
corticosterone (CORT) is the main glucocorticoid 
released, whose concentration rises in the blood 
stream within few minutes (Tokarz and Summers 
2011), while cortisol is released in fish, primates 
and other mammals. 
Box 1.4| The stress response in vertebrates 
 
modulation of their body temperature has conferred ectotherms immense flexibility of 
lifestyles and the capacity to acclimate life-history traits to local spatial and temporal 
variation in resource availability (Shine 2005). On the other hand, inhabiting 
environments with stochastic variation of thermal or hydric conditions may represent 
an extra cost for ectothermic animals due to higher metabolic costs of acclimation 
(Kassahn et al. 2009). In any case, the molecular pathway of the stress response (e.g., 
HPA axis components) and its functionality is highly conserved across evolution, 
including invertebrate (e.g., honeybees) and vertebrate species (Box 1.4; Huising and 
Flik 2005; Westphal and Seasholtz 2006), emphasizing its key adaptive role. 
Figure I | The neuroendocrine pathway 
of the stress response in vertebrates (HPA 
axis), regulating hormones and products: 
Corticotropin-releasing hormone (CRH); 
adrenocorticotropic hormone (ACTH); 
corticosterone (CORT). 
Pituitary gland
ACTH
adrenals
glucocorticoids
(CORT, cortisol)
Hypothalamus
CRH
34  ENVIRONMENTAL DETERMINANTS OF POPULATION DYNAMICS 
Figure 1.3 Plastic modulation of life-history traits through molecular/physiological pathways with pleiotropic 
effects involved in the trade-off between longevity and reproduction/growth. Cort effects (Box 1.4) result 
from transcription activation of genes with encoding glucocorticoid response elements (GRE). Cytoplasmic 
transcription factors (e.g., FOXO) are inhibited by the binding of IGF-1, eventually activating genes for 
growth/reproduction. In the absence of IGF-1 (e.g., under stress), FOXO enters the nucleus and activates 
genes for stress response/longevity. Metabolic pathways of energy (ATP) production release reactive oxygen 
species (ROS) that produce oxidative stress causing cellular (e.g., DNA) damage, which eventually decrease 
lifespan. Heat shock genes (HSP) up-regulate under heat stress, increasing growth rate (metabolic rate) and 
ROS production, thus mortality. Adapted from Schwartz and Bronikowski (2011). 
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On the adequacy of the common lizard as a model 
species and the experimental manipulation approach 
Reptiles, lizards among them, are tremendously diverse in their life-history traits and 
show high environmental plasticity (Dunham and Miles 1985; Shine 2005), which a 
priori would suggest a high flexibility to adjust life-history traits to local environmental 
change. However, at least in Europe, species’ assemblages of reptiles have been found 
to be relatively more distant from equilibrium with present-day climate than plants and 
breeding birds. As a result, reptile responses to climate change are harder to forecast 
accurately by current climatic models that precisely rely on the correlation between 
current distributions and climatic variables (Araújo and Pearson 2005; see also page 
18). Furthermore, climatic change is expected to affect ectotherms such as reptiles 
particularly quickly, given their dependence on environmental abiotic conditions. The 
poor dispersal ability of many reptiles is also likely to contribute substantially to a 
slower response against local environmental alteration since this affects their capacity 
to shift their geographical distribution, which makes them extremely vulnerable to 
rapid climatic change (Araújo et al. 2006). However, a short-term shift of distribution 
in response to environmental change could be unnecessary if a species has sufficient 
innate phenotypic plasticity (Kerr and Kharouba 2007). Yet this may also increase the 
species’ vulnerability over the long term if further in situ responses to change become 
constrained, hindering adaptation (e.g., because the limit of plasticity is reached), by 
reducing the opportunity for selection (Logan et al. 2014) or due to negative, delayed 
or correlative effects on local population dynamics. The overall reported decline of 
reptile species across the globe in recent decades (Araújo et al. 2006; Gibbons et al. 
2000; Sinervo et al. 2010) justifies the current concern for their conservation (Böhm et 
al. 2013), emphasizes the lack of available data and studies on the possible causes of 
reptile population declines (Pacifici et al. 2015) and calls for a better understanding of 
the drivers of local dynamics and the traits that characterize their sensitivity and 
adaptive capacity. 
 The common lizard, Zootoca vivipara (Lichtenstein, 1823)(= Lacerta vivipara), is the 
only species of the genus Zootoca, subfamily Lacertinae (Squamata: Lacertidae)(Pyron et 
al. 2013) and the extant reptile with the widest geographical distribution. It mainly 
occupies the Temperate Zone in Eurasia, from Ireland and Galicia (Spain) in the west 
to Japan (Hokkaido island) and Russia (Sakhalin island) in the east, and from 
Scandinavia (within the Arctic Circle) in the north to northern Spain, northwestern 
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Macedonia and southwestern Bulgaria in the south (Figure 1.4; Agasyan et al. 2010; 
Salvador 2014). Such an ample distribution is commonly attributed to the species’ 
ecological plasticity and life-history variation (Adolph and Porter 1993; Lorenzon et al. 
2001). Z. vivipara is one of the few reptiles that exhibit a bimodal reproductive system: 
some populations are viviparous (live-bearing) while others are oviparous (egg-laying). 
Viviparous forms presumably evolved under cold environments and allowed the 
species to colonize new areas of unfavorable climate (Heulin et al. 1999; Rodriguez-
Diaz and Braña 2012; Surget-Groba et al. 2006; Tinkle and Gibbons 1977).  
 Within its distribution range, different clades have been identified based on 
mitochondrial DNA analyses, karyotype features and reproductive mode but so far 
recognized subspecies remain scarce (Arribas 2009; Surget-Groba et al. 2006; Surget-
Groba et al. 2001; also see Cornetti et al. 2015, suggesting the separation of clades A 
and E in the Alps into two different species). In the Iberian Peninsula, phylogenetic 
analyses based on mitochondrial and nuclear DNA have revealed four main lineages 
corresponding to the French and Spanish sides of the Pyrenees, the Basque country 
and the Cantabro - Galician mountains, namely “Southern France” clade (French 
Pyrenees), “NE Spain” clade (Pyrenees), “north-central Spain” clade (Eastern 
Cantabrian Mountains and Basque Country), and “NW Spain” clade (Western 
Cantabrian Mountains; Milá et al. 2013). The subspecies Z. vivipara louislantzi Arribas 
2009 was recently described for the Cantabro-Pyrenean populations (= western 
 
Figure 1.4 World distribution of Z. vivipara (in black), recognized lineages (in colors) and 
corresponding subspecies: A) eastern oviparous clade (Z. v. carniolica); B) western oviparous 
clade (Z. v. louislantzi); C) first central viviparous clade (Z. v. vivipara = Z. v. pannonica); D) 
eastern viviparous clade (Z. v. sachalinensis); E) western viviparous clade (Z. v. vivipara = Z. v. 
pannonica); F) second central viviparous clade (Z. v. vivipara). Based on Arribas (2009) and 
Surget-Groba et al. (2006). 
D
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oviparous clade (B, Figure 1.4; Arribas 2009). The populations established for the 
purposes of this thesis were composed of individuals exclusively originating from the 
Pyrenean clade (“NE Spain” clade sensu Milá et al. 2013). 
Lifestyle, Ecology and Habitat 
Z. vivipara is a diurnal, small lizard (adult snout-to-vent length, SVL: 45-70 mm) with 
ground-dwelling habits (House et al. 1980) that preys on small invertebrates, including 
Araneae and Homoptera (Avery 1966; Avery 1971; Heulin 1986). The existence of 
sexual dimorphism and distinct developmental stages during ontogeny are related to 
the ample variability of features among individuals within populations, whether 
morphological, ecological or phenological. The annual activity period extends from 
February-April to late September-October depending on sex, age and climatic 
conditions and hibernation takes place from then on until the next spring (Bauwens 
and Verheyen 1987; Roig et al. 2000). Adult males emerge prior to females and 
younger individuals (van Nuland and Strijbosch 1981) and mating occurs immediately 
after female emerge from hibernation (Bauwens and Verheyen 1985; Breedveld and 
Fitze 2015). Hibernation is necessary for vitellogenesis, thus the completion of female 
ovarian cycle, and reproduction (Gavaud 1983). Average life expectancy (of individuals 
that survived their first year) is 5 years (Avery 1975a), and female life expectancy is 
longer than the male’s (Richard et al. 2005; Ronce et al. 1998). All individuals over 
two years are reproductively active, and some reproduce during their first year of life if 
a minimum body size is attained, because sexual maturity depends on body size rather 
than age (Bauwens 1999; Heulin 1985b). 
 During development, individuals can be classified in three distinct age classes 
(Figure 1.5): juvenile, subadult (yearling) and adult stage. Sexual dimorphism is less 
conspicuous in juveniles and at this stage sex can be determined by ventral scale count 
(Lecomte et al. 1992), a character that remains constant throughout the lizard’s life 
(Bauwens and Verheyen 1987). From subadult stage onwards at least some secondary 
sexual traits are unambiguously recognizable (e.g., ventral coloration, femoral pores, 
thickness of the tail base, distinct body size; Figure 1.5) and used in sex identification.  
 The mating system is polygynandrous, and reproducing males have on average 
more partners than females (Laloi et al. 2004). Antagonistic competition among males 
and context-dependent female mate choice determine male mating success (Fitze et al. 
2008; Fitze et al. 2005; Heulin 1988; San-Jose et al. 2014). Bigger, and in better 
condition males are typically more successful (Fitze et al. 2010; Heulin 1988) and tail 
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length and bite force also affect male reproductive success (Huyghe et al. 2013). 
Females can lay up to three clutches in one reproductive season (Roig et al. 2000) and 
clutch size is positively correlated with female body size (Avery 1975b; Pilorge et al. 
1983). Trade-offs between the size and number of offspring (Bauwens 1999), current 
and future reproduction (Bleu et al. 2013; Le Galliard et al. 2008), early reproduction 
and late-life performance (senescence; Massot et al. 2011) and between reproductive 
investment and immune function (Meylan et al. 2013) have been reported. The species 
does not present parental care, juveniles are autonomous after birth/hatching, and 
Figure 1.5 Female (above) and male (below) ontogenetic stages: (a, d) juvenile; (b, e) subadult;
and (c, f) adult. Dorsal and ventral views (only ventral for juveniles) of six different individuals
are shown. Sexual dimorphism is conspicuous from subadult stage onwards. Image scale is 1:1 in
c and f. 
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only oviparous females search for specific oviposition sites (van Nuland and Strijbosch 
1981). Incubation conditions like temperature influence incubation time and 
newborn morphology (Rodriguez-Diaz and Braña 2012; Rodríguez-Díaz et al. 2010). 
 Common lizards usually occupy humid soil habitats such as peatbogs and 
heathlands with bushy vegetation. They are abundant near watercourses in grasslands 
and shrublands surrounding forested areas with sufficient environmental humidity 
(Castroviejo et al. 1970; Grenot and Heulin 1990; Salvador 2014). In the Iberian 
Peninsula the species is confined to the Eurosiberian climatic region, well-
characterized by a shorter duration of the dry season and much lower aridity (i.e., more 
precipitation and more days with rainfall throughout the year; Moreno et al. 1990), 
which suggests humidity is the most relevant abiotic environmental factor limiting its 
distribution (Ceirans 2007). In fact, Z. vivipara is highly vulnerable to hydric loss due 
to its elevated rate of evaporative water loss, through the skin and respiration (Grenot 
and Heulin 1990; Grenot et al. 1987). Furthermore, water constraints affect growth, 
activity patterns, reproduction and survival (Le Galliard et al. 2010; Lorenzon et al. 
2001; Lorenzon et al. 1999; Marquis et al. 2008) relatively more than mean 
temperature conditions (Clusella-Trullas et al. 2011; Le Galliard et al. 2010). 
Population dynamic 
Common lizard populations are stage-structured with overlapping generations. 
Population density is generally highly variable (Grenot and Heulin 1990; Heulin 
1985a; Pilorge 1981; Pilorge 1982; Pilorge 1987), and it is usually higher in humid 
habitats presumably due to the presence of more abundant trophic resources (Heulin 
1985a; Heulin 1986). Female survival is negatively affected by density (Pilorge et al. 
1987) and male-biased sex ratios (Le Galliard et al. 2005c). Adult sex ratio varies from 
one region to another, although the average found across European populations is 
female-biased (Heulin et al. 1997).  
 Population dynamic is vastly complex, affected by density-dependent factors 
(Massot et al. 1992) operating through, e.g., asymmetric inter-cohort competition for 
trophic resources, parasite incidence (Mugabo et al. 2015; Mugabo et al. 2013), or 
delayed effects of conditions experienced during early development (Massot and 
Aragon 2013; Mugabo et al. 2010). Other factors influencing population regulation 
are maternal effects and socially-acquired information about density on patterns of 
juvenile dispersal (Bestion et al. 2014; Cote et al. 2008; Massot and Clobert 1995; 
Meylan and Clobert 2004), and climatic conditions, which are associated with intra-
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cohort variation (Le Galliard et al. 2010). In the Pyrenean oviparous clades, adult 
males exhibit a color polymorphism with six alternative morphs that behave like a 
single locus with 3 alleles (orange, o; yellow, y, and white, w; San-Jose et al. 2014; 
Sinervo et al. 2007). Morphs can be classified on the basis of the number of putative 
color alleles using two color scores (o score: 2 = oo; 1 = yo, wo; 0 = yy, wy, and ww; and w 
score: 2 = ww; 1 = wy, wo; 0 = yy, yo, and oo). The dominant morph frequency in the 
population cycles in agreement with rock-paper-scissors (RPS) dynamics (Sinervo et al. 
2007) consisting of three intransitive morphs (≈ strategies), where each morph prevails 
over another and is defeated by a third. Rapid morph cycles have been suggested to be 
maintained by cumulative episodes of frequency-dependent selection imposed by 
female mate choice on male morphs and frequency-dependent selection on juvenile 
survival (San-Jose et al. 2014).  
Experimental populations system 
The experiments included in this thesis were carried out using an experimental system 
that allowed monitoring the demographic changes of closed populations of common 
lizards and manipulating specific environmental conditions under an otherwise 
standardized environment. The experimental populations system is located near the 
Pyrenean Institute of Ecology in Jaca (central Pyrenees, Huesca, Spain) at 820 m a.s.l. 
It consists of 16 semi-natural common lizard populations maintained in outdoor 
enclosures (10 x 10 m). Each enclosure is delimited by galvanized metal walls buried 
into the ground that reach 1 m high above the surface (Figure 1.6). A covering net 
prevents avian predation and the surrounding walls prevent both lizard migration and 
the intrusion of terrestrial predators. All enclosures consist of standardized habitat, 
containing vegetation, water ponds, rocks and logs providing lizards with sites for 
hiding or hibernating, and thermoregulation. Irrigation is controlled trough an 
automatic sprinkling system, vegetation is mechanically controlled with regularity, and 
food is naturally available (e.g., Araneae, Homoptera, Orthoptera, Coleoptera, 
Hymenoptera, larvae of Lepidoptera, Oligochaeta). The established common lizard 
populations conform to the age structure and density observed in natural populations. 
More information can be found in the methods section of the following chapters 
(chapters I and II).  
 The use of experimental systems such as this one, allows us to test hypotheses to 
confirm whether a putative agent of population regulation is causally linked to the 
dynamic of the species, or simply associated with it (Caughley 1994). Experiments 
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provide stronger inferences than field observations on the effects of environmental 
variables because they allow to control extrinsic factors (environmental variability) and 
remove confounding variables, contributing to the reduction of unexplained or biased 
trait variances (Sibly and Hone 2002) to reveal true causal effects. For this reason, 
causal hypotheses can only be tested with manipulative studies (i.e., experiments), 
exposing the biological mechanisms underlying population regulation (Turchin 1995) 
and providing an important link between modeling theory and field observation 
(Benton and Beckerman 2005). Based on these advantages, an experimental approach 
was considered appropriate for the purpose of this thesis project, namely: to assess 
relationships of causation between environmental (biotic and abiotic) conditions and 
individual life-history variation, in order to understand the mechanisms that 
determine population dynamics of Z. vivipara. 
 
Figure 1.6 (a) Distant view of the complete experimental populations system in Jaca (Huesca, 
Spain); (b) diagram of an enclosure’s set up and (c) actual appearance of an enclosure. 
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OBJECTIVES 
The general objective of this thesis is to contribute reliable knowledge on the 
mechanisms underlying demographic processes of population regulation. This 
knowledge is fundamental to guide conservation efforts in the face of current and 
future climatic change (Dawson et al. 2011; Pacifici et al. 2015). Using an 
experimental approach, we investigate the effects of exogenous (i.e., climate) and 
endogenous factors on individual life-histories that in turn determine population 
dynamics (Benton and Beckerman 2005; Steiner et al. 2014). We use structured 
populations of Z. vivipara as a model system to reveal cause-effect responses to 
environmental change in an ectotherm species from a currently underrepresented and 
vulnerable taxon (reptiles). 
 The first part of this thesis (from chapters I to III) is concerned with the 
population-level dynamics of common lizards and the biological mechanisms behind 
them, with special interest on the role played by the abiotic environment and 
population structure. As it has been mentioned in the previous section, a determinant 
factor in the distribution and ecology of this species is habitat humidity, and thus it 
was chosen for experimental manipulation. Climate observations show that changes 
are occurring in the amount, intensity, frequency and type of precipitation (IPCC 
2013). Therefore, three aspects of water availability/supply, which determine the level 
of habitat humidity, are investigated: total amount, stochasticity, and intensity. 
 In chapter I we examine the effects of habitat humidity (exogenous factor), in terms 
of amount, and population genetic characteristics (i.e., morph frequencies; 
endogenous factor) on life-history traits of different age classes. We address four 
principal questions to reveal the potential mechanism(s) involved in population 
regulation: 1) Do abiotic conditions (habitat humidity) affect life-histories of 
individuals? 2) Do abiotic conditions interact with the genetic characteristics during 
population regulation? 3) Are the effects of habitat humidity and/or genetic 
characteristics immediate or delayed (or both)? 4) How is inter-age class competition 
affected by these effects and what are the consequences at the population level? 
 In chapter II we investigate the effects of abiotic stochasticity, in terms of frequency 
and intensity of precipitation events, on life-history traits of different age classes. We 
study whether increased stochasticity would reduce population growth rate and 
increase the chance of population extinction as theory posits (Drake 2005; Saether and 
Engen 2004) and the effects that high intensity events (extreme events) may have at the 
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population level. We also investigate the mechanisms involved in the potential 
changes in population dynamics. In particular, we address the questions: 1) What are 
the effects of increased stochasticity on key life-history traits (individual growth, 
survival and reproduction)? 2) What are the effects of extreme events? 3) Do 
stochasticity and extreme events’ effects interact? 4) How does this affect short- and 
long-term population dynamic? 
 In chapter III we explore whether and how habitat humidity and the adult morph 
frequency of the population affect frequency-dependent sexual selection, or more 
specifically, the patterns of male-morph competitiveness and thus the effects of 
exogenous and endogenous factors on female mate choice and/or male-male 
competition. We further discuss the consequences of such effects on male 
reproductive success for the maintenance of common lizards’ polymorphism and the 
RPS dynamics of populations.  
 The second part of this thesis (chapter IV) focuses on individuals to explore, with a 
higher level of detail, one of the proximate mechanisms that might be operating in life-
history variation at the organism level, which in turn could explain some of the 
changes observed at the population level. In chapter IV we test the effects of 
corticosterone (a glucocorticoid) in female mating behavior in the context of sexual 
conflict and its consequences for reproduction. Specifically: 1) Do females try to 
reduce the costs of mating during context-dependent mate choice? 2) Could hormones 
(such as corticosterone) be mediating these plastic responses? 
 Finally, I present a general discussion on the main findings of previous chapters 
and lay out the conclusions reached. 
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ABSTRACT 
Climatic change is expected to affect individual life-histories, and ultimately population 
dynamics, potentially increasing population vulnerability to extinction. While the importance 
of genetic diversity has been highlighted for adaptation and population persistence, it remains 
elusive whether responses of life-history traits to a given environmental condition depend on 
population genetic characteristics. Here we tested this hypothesis, using the polymorphic 
common lizard Zootoca vivipara as a model species. We simultaneously manipulated habitat 
humidity, a major climatic predictor of Zootoca’s distribution, and adult male color morph 
frequency of 12 independent populations, and assessed their effects on individual life-history 
traits. Interactive effects of humidity and morph frequency had immediate effects on life-history 
traits of juveniles and yearlings (growth and body condition) and adults (survival), and delayed 
effects on offspring size. In yearlings, higher humidity led to larger female final body size, and 
lower humidity led to higher male compared to female survival. In juveniles and yearlings, 
several treatment effects were compensated over the course of the experiment. The results show 
that individual responses to environmental conditions depend on the population genetic 
characteristics, age class and sex, and that these affect intra- and inter-age class competition. 
This indicates that species’ responses to changing environments, e.g., to climate change, are 
highly complex, and difficult to accurately reconstruct and predict without information on the 
genetic characteristics and demographic structure of populations. 
Keywords: Age-structured populations, age class effects, life-history variation, Zootoca vivipara, 
humidity, color morph frequency. 
 
Climatic, and more generally, 
environmental conditions can affect 
individual performance (e.g., growth rate, 
survival), population dynamics, and life-
history evolution (Bjørnstad and Hansen 
1994; Lindstrom 1999). Changes in 
environmental conditions may 
potentially destabilize populations 
(Lindström and Kokko 2002) and 
increase their vulnerability to extinction 
(Lande 1993; Melbourne and Hastings 
2008). Population stability depends, 
among other factors, on genetic diversity, 
which facilitates adaptation and 
population persistence (Sgrò et al. 2011; 
Whiteley et al. 2015; but see Lande and 
Shannon 1996). Genetic characteristics 
of populations, such as genetic diversity 
per se (i.e., the genetic diversity within 
species, populations, or subpopulations), 
or the genotypic frequencies of 
polymorphisms, may affect the adaptive 
capacity of populations and species. This 
is because genetic morphs often differ in 
life-history strategies (reviewed in 
McKinnon and Pierotti 2010) and traits 
affecting population dynamics (San-Jose 
et al. 2014; Sinervo et al. 2008). 
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However, experiments determining 
whether and how the interaction between 
population genetic characteristics and 
environmental conditions affects life-
history traits and demography are scarce 
(Bolton et al. 2015). Thus, whether the 
effects of environmental change on life-
history traits and performance depend on 
the genetic characteristics of populations 
remains ambiguous, and so does their 
effects on the extinction risk of 
populations (Araújo et al. 2005; Lande 
and Shannon 1996; McMahon et al. 
2011; Pacifici et al. 2015; Pertoldi et al. 
2007; Sinclair et al. 2010). 
 The effects of environmental change 
also depend on whether and how an 
organism is able to cope with a change. 
Organisms may show an immediate 
response (e.g., Ergon et al. 2001), a 
delayed response, or they may not be able 
to respond and go extinct (Bellard et al. 
2012; Charmantier et al. 2008; 
Hoffmann and Sgrò 2011; Visser 2008). 
Immediate responses frequently result 
from plasticity whereby organisms can 
cope with the changing environment or 
adapt behaviorally (Bertossa 2011; 
Charmantier et al. 2008). Delayed 
responses include (micro)evolutionary 
adaptation (Bellard et al. 2012; Visser 
2008) and delayed life-history effects 
(Beckerman et al. 2002). The latter may 
result from environmental effects (e.g. 
effects of the maternal and/or offspring 
environment) on the expression of life-
history traits (Lindstrom 1999; Mousseau 
and Fox 1998) and trade-offs among 
current and future reproduction (Le 
Galliard et al. 2008). Delayed life-history 
effects can also affect individual 
performance and give rise to cohort 
effects, including trans-stage and trans-
generational effects, potentially affecting 
a population's response to changing 
environments (Benton et al. 2004; 
Benton et al. 2006). In summary, several 
studies suggest that the effects of 
environmental conditions and 
environmental change may depend, 
among others, on population genetic 
characteristics, age structure, and 
plasticity, but no unambiguous 
experimental evidence is yet available. 
 Here, we experimentally tested 
whether the effects of abiotic 
environmental conditions on life-history 
traits depend on the population's genetic 
characteristics. We used the common 
lizard (Zootoca vivipara) as a model 
species. The common lizard is a highly 
hydrophilic species and populations 
exhibit a pronounced age structure 
(Avery 1975a; Heulin 1985b). Adult 
males exhibit a genetic color 
polymorphism (Fitze et al. 2014; San-Jose 
et al. 2012; San-Jose et al. 2013) and the 
polymorphism frequency determines the 
population's genetic characteristics 
(Sinervo et al. 2007). Z. vivipara 
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occurrence is strongly associated with 
humidity (Ceirans 2007; Peñalver-Alcázar 
et al. 2016; Pilorge 1987) and climate 
change models predict a global increase 
in overall precipitation, mean and 
extreme temperature, and alteration of 
local precipitation patterns (IPCC 2013). 
Given the importance of humidity for Z. 
vivipara, we simulated environmental 
change by experimentally exposing lizards 
to different humidity regimes and crossed 
this treatment with a morph frequency 
treatment using a 2 x 3 design. Before the 
experiment started, lizards were 
maintained and clutches were incubated 
under standardized conditions. 
Thereafter, lizards were released in semi-
natural populations (i.e., outdoor 
populations with natural vegetation, prey, 
and climatic conditions, in which lizards 
were enclosed and protected from 
predation; e.g., Le Galliard et al. 2008; Le 
Galliard et al. 2005b; San-Jose et al. 
2014) with different humidity conditions 
and different morph frequencies. After 
one year, they were recaptured for egg 
laying and for quantifying treatment 
effects on individual life-history traits 
(namely, size and body condition at 
reproduction, growth rates, annual 
survival, reproductive and offspring 
traits). Conditions during egg laying and 
egg incubation were the same for all 
individuals/eggs. This experimental 
design allowed testing for immediate 
treatment effects on released lizards and 
for delayed effects on the newborns.  
 We predicted (1) significant effects of 
habitat humidity on life-history traits, 
especially of juveniles and yearlings, 
because they allocate most of their energy 
to growth and thus should be particularly 
susceptible to environmental conditions 
(Pilorge et al. 1987). If climatic effects 
depend on population genetic 
characteristics, we predicted (2) a 
significant interaction between habitat 
humidity and adult color morph 
frequency on individual life-histories. 
Moreover, we predicted that (3) inter-age 
class competition depends on the 
humidity and/or color morph frequency, 
and that effects will be most pronounced 
in the youngest age classes due to 
resource-based asymmetric competition 
(Massot et al. 1992). Specifically, we 
predicted that juveniles will be more 
affected than yearlings, and adults will be 
the least affected given that dominance 
interactions are size-dependent (Lecomte 
et al. 1994; Pilorge et al. 1987; San-Jose et 
al. 2016). Based on previous 
observational and experimental evidence 
(Bleu et al. 2013; Le Galliard et al. 2006; 
Lorenzon et al. 2001; Lorenzon et al. 
1999; Marquis et al. 2008), we also 
predicted (4) delayed treatment effects on 
the offspring's phenotype. Particularly, 
positive effects of humidity on clutch size 
and hatchling size, presumably mediated 
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through increased habitat productivity 
(e.g., more available food) and/or a 
higher reproductive investment (Bleu et 
al. 2013; Le Galliard et al. 2006). 
MATERIALS AND METHODS 
Model species  
The common lizard is a small, sexually 
dimorphic (e.g., females are longer than 
males, sexes differ in ventral coloration), 
ground-dwelling lacertid that 
preferentially inhabits hygrophilic and 
mesophilic habitats and its spatial 
distribution is linked with soil humidity 
(Braña 1996; Peñalver-Alcázar et al. 
2016). Z. vivipara has a highly permeable 
skin, which increases the risk of hydric 
loss (Grenot et al. 1987) and its hydric 
balance is mainly controlled by 
environmental factors and behavioral 
regulation, i.e., by microhabitat selection 
or use (Grenot and Heulin 1990; 
Lorenzon et al. 1999). Water availability 
constrains growth and reproduction (Le 
Galliard et al. 2006; Lorenzon et al. 
1999), litter size (Bleu et al. 2013), 
juvenile performance (Le Galliard et al. 
2010) and reproductive performance 
(Marquis et al. 2008), including juvenile 
size at hatching (Le Galliard et al. 2006; 
Lorenzon et al. 2001; Marquis et al. 
2008). The activity period lasts from 
March to October and reproduction 
begins immediately after females emerge 
from hibernation (Breedveld and Fitze 
2015; Fitze et al. 2010). Most individuals 
attain sexual maturity in their second 
year of life and maturation depends on 
body size rather than age. The observed 
minimal reproductive body size varies 
between 40 - 45 mm (Bauwens 1999; 
Heulin 1985b). Juvenile mortality is 
considerably high (up to 90%) and once 
survived the first year, average lifespan is 
4 - 5 years in males and 5 - 6 years in 
females (Avery 1975a). The reproductive 
system is polygynandrous and multiple 
paternity is common (Fitze et al. 2005). 
Females lay 1 to 3 clutches per year 
(Heulin et al. 1994; Horváthová et al. 
2013; Roig et al. 2000) and once the 
clutch is laid, no parental care is 
provided. In Pyrenean populations, 
females lay on average 5 eggs per clutch 
(range 1-9). Adult Z. vivipara are socially 
dominant over yearlings, adults and 
yearlings over juveniles, and adult males 
over adult females (Pilorge et al. 1987).  
 In the Pyrenean populations, adult 
males, but not females (Arribas 2009), 
exhibit ventral color morphs that behave 
like a single locus with 3 alleles (white, w; 
yellow, y; and orange, o; Sinervo et al. 
2007). Morphs can be classified using two 
color scores (namely, o and w score), 
which account for the number of putative 
color alleles (o score: 2 = oo; 1 = yo, wo; 0 
= yy, wy, and ww; w score: 2 = ww; 1 = wy, 
wo; 0 = yy, yo, and oo; Sinervo et al. 2007). 
Color morphs differ visually and are 
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determined by differential carotenoid 
deposition (San-Jose et al. 2012; San-Jose 
et al. 2013), which is unaffected by 
carotenoid ingestion (Fitze et al. 2009; 
San-Jose et al. 2013), in line with genetic 
determination of color morphs (Fitze et 
al. 2014). Male color morphs exhibit 
alternative behavioral strategies and 
periodic frequency cycles (Sinervo et al. 
2007). Females have whitish bellies and 
exhibit context-dependent mate choice 
(Fitze et al. 2010), choosing mate partners 
whose offspring survive best under the 
predominant adult color morph 
frequency in autumn (Fitze et al. 2014; 
San-Jose et al. 2014; Sinervo et al. 2007). 
Experimental design 
From May 2009 to June 2011, lizards 
originally captured in the Spanish central 
Pyrenees (Roncesvalles, Somport, and 
Formigal; “NE Spain” clade, Milá et al. 
2013) were maintained under semi-
natural conditions in 12 enclosures 
located at the field station 'El Boalar' near 
Jaca, Spain (Figure S2.1). Enclosures (100 
m2) were surrounded by galvanized metal 
walls and covered by nets, preventing 
lizards from escaping and avoiding 
terrestrial and avian predation. Each 
enclosure contained a patch of natural 
vegetation, two water ponds, and four 
stone piles providing natural food and 
water as well as basking sites and shelters. 
The hydric conditions were identical in 
all 12 enclosures until May 2010, when 
all lizards were recaptured. Thereafter 
lizards were released in enclosures 
(randomly with respect to the population 
of origin) attributed to different 
experimental treatments (see below and 
Figure S2.2). In each enclosure, 20 adults 
(males n = 8, females n = 12), 5 to 6 
yearlings (males n = 2, females n = 3 or 4), 
and 18 to 20 newborn juveniles were 
introduced (population size: n = 43 - 46). 
The adult sex ratio, age structure and 
population density were similar to the 
average found across oviparous 
populations (Heulin et al. 1997).  
 Two treatments, adult male color-
morph frequency (“CMF”) and humidity 
treatment, were applied at the population 
level using a 3 x 2 factorial design. Four 
enclosures were biased towards orange 
(hereafter, orange biased: “Ob”), 4 
towards yellow (“Yb”), and 4 towards 
white (“Wb”) allele dominance (Figure 
S2.2). The 8 adult males released per 
enclosure (i.e., 16 alleles) matched an 
allelic proportion as close as possible to 
2:1:1 (dominant allele: subdominant 
allele 1: subdominant allele 2; Figure 
S2.2). Male color morphs were scored by 
eye and verified using photographs (for 
further details see Sinervo et al. 2007).  
 Half of the enclosures of each CMF 
treatment were exposed to high (“H”) 
humidity and the other half to low (“L”) 
humidity (Figure S2.2). The level of 
humidity was manipulated using an 
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automatic irrigation system that 
uniformly irrigated each enclosure twice a 
day (i.e., at 9 a.m. and 5:30 p.m.). At each 
irrigation, enclosures belonging to the H 
treatment were sprinkled for 12, and 
those of the L treatment for 5, minutes. 
Each irrigation was split into two shifts 
(H: 6 and 6 minutes; L: 3 and 2 minutes 
of irrigation). The second shift started 2 
and 9 minutes (H and L treatment, 
respectively) after the end of the first 
shift. This procedure guaranteed that in 
all enclosures 14 minutes passed between 
the start and end of the irrigation and 
thus lizards of all treatments were 
exposed to the same treatment length. 
From 2009 to May 2010 the humidity 
regime was between the L and H level of 
the humidity treatment: each enclosure 
was sprinkled for 8 minutes in the 
morning and 5 minutes in the afternoon. 
 The humidity of the enclosures 
without irrigation is below the common 
lizard’s natural humidity requirements, 
allowing humidity manipulation within 
the species’ natural range. The simulated 
H and L levels conformed to the highest 
and lowest 10-15 percentile of the 
humidity range found in natural 
populations of the Pyrenees (Peñalver-
Alcázar et al. 2016). In every enclosure 
the humidity level was periodically 
measured (in June, July, August, April 
and May) by taking 5 soil core samples of 
identical volume from each enclosure 
and calculating average soil moisture 
content using a gravimetric method: mwet-
mdry. Measurements of soil humidity 
included natural precipitation and it was 
significantly different between humidity 
treatments in all occasions (all P < 0.05). 
All lizards were individually marked by 
toe-clipping, weighted to the nearest mg 
and measured to the nearest mm. Lizards 
were randomly distributed among 
treatments (except with respect to adult 
male color morph) and there were no 
significant initial differences in snout-
vent length (SVL) or body condition (BC; 
the residuals from the regression between 
body size and weight) among treatments 
and experimental populations (all P > 
0.360). 
Measurements of life-history traits  
After June 2010, lizards were recaptured 
during two capture-recapture sessions (in 
August 2010 and September 2010), each 
consisting of three consecutive days of 
intensive captures with equal effort across 
time and enclosures. All captured 
individuals were identified, measured for 
SVL, weighted, photographed, and 
released back at the exact capture 
location the following morning. From 
May 23rd to June 8th 2011, the enclosures 
were completely emptied and captured 
individuals maintained in the laboratory. 
We recorded individual growth rate, SVL 
and BC at the end of the study, and 
annual survival.  
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Measurements of reproductive traits 
All lizards were housed under the same 
standardized conditions in the laboratory. 
They were kept individually in terraria (20 
x 15 x 15 cm) containing a shelter, a 
water pond, a rock for basking, and peat 
soil as substrate. Light and heat were 
provided by a 40W bulb following a 12h 
light: 12h dark photoperiod. Ultraviolet 
(UV) lamps provided UVB and UVA for 
two hours per day (12 a.m. – 2 p.m.) to 
facilitate calcium metabolism (San-Jose et 
al. 2014). Water was available ad libitum 
and prey items, Galleria mellonella, Acheta 
domestica, or Lumbricus terrestris were 
provided every other day. Terraria of 
females were inspected twice a day for 
laid clutches. Upon laying, clutch size 
(i.e., the number of eggs) and laying date 
were recorded and laid clutches were 
thereafter incubated individually in a 
constantly humid atmosphere at 21°C 
during the day (from 9 a.m. to 9 p.m.) 
and 19°C during the night (Heulin et al. 
1997). On the day of hatching, offspring 
sex (determined by ventral scale count; 
Lecomte et al. 1992), SVL, tail length (to 
the nearest mm), and body mass (to the 
nearest mg) were recorded.  
Statistics 
Statistical analyses were performed in R 
(R 2.15.2) using packages nlme (Pinheiro 
et al. 2013), and lme4 (Bates et al. 2013). 
Life-history traits were analyzed for each 
age class (juveniles, yearlings, adults) and, 
where applicable, time period (release-
August, August-September, September-
June) separately using linear mixed 
models. To test for significant differences 
among age classes or time periods (i.e., 
treatment × age class, or treatment × time 
period interactions), models including 
either all age classes or all time periods 
were run (Table 2.1).  
 Humidity and CMF treatments, sex, 
and all first-order interactions were 
modeled as fixed effects, and initial SVL 
(“ISVL”; for juveniles: the SVL at 
hatching; for yearlings and adults: the 
SVL at the beginning of the experiment) 
or initial body condition (“IBC”) as 
covariates, the latter only in BC analyses. 
Enclosure ID and, in models on 
juveniles, mother ID nested within 
enclosure ID were modeled as random 
effects. Hatching date was included as a 
covariate in the analyses of juvenile and 
offspring traits (i.e., SVL, BC and tail 
length at hatching).  
 Growth rate was defined as the 
difference in SVL between two capture 
events divided by the number of days 
passed (∆SVL/∆Time; e.g., Clobert et al. 
2000; Le Galliard et al. 2010; Sorci et al. 
1996a), excluding the number of days 
spent in hibernation (from the 1st of 
November to the 1st of March; e.g., 
Mugabo et al. 2010). “Final SVL” refers 
to the SVL and “final BC” to the BC 
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reached at the end of the study (June 
2011), i.e., during the reproductive 
season. In the analyses of final SVL and 
final BC, “time” accounted for the total 
time spent inside the populations from 
release to recapture. Relative clutch size 
(“Rclsize”; the residuals of the regression 
of clutch size on female SVL), a measure 
of a female's reproductive effort (Massot 
et al. 2011), was added as a covariate in 
offspring models, accounting for female 
body size-independent differences in 
clutch size. Offspring sex ratio was 
calculated as the number of male 
hatchlings divided by the number of 
hatchlings. 
 Two adjacent enclosures suffered 
abnormally high mortality due to 
invasion of terrestrial predators and 
within one month only few individuals 
remained alive (4 out of 43, and 5 out of 
43, respectively). Consequently, we 
excluded both populations from the 
analyses. Offspring of undetermined sex 
(i.e., equivocal sex attribution) were 
excluded from offspring analyses (n = 37). 
The average recapture probability of 
surviving yearlings and adults was 87% 
and 90% in juveniles. Thus, annual 
survival probability was analyzed using 
generalized linear mixed-effects models 
with binomial error distribution and a 
logit link. This model included the same 
parameters as the above-described 
models.  
 Model simplification was performed 
following Zuur et al. (2009) and 
likelihood ratio tests were used to test 
parameter significance. In the minimal 
adequate model, the significance of the 
main effects was tested using ANOVA 
type III tests. P values for random effects 
were corrected for testing on the 
boundary (Zuur et al. 2009). In all 
Gaussian models, the assumptions of 
independence, normality and 
homoscedasticity were verified on the 
residuals. In some models 
heteroscedasticity existed and was taken 
into account by specifying a varIdent 
structure. All non-Gaussian models were 
tested for overdispersion, and no 
evidence for overdispersion existed. For 
significant factors containing more than 
two groups, post hoc tests were performed 
using pairwise contrasts and Holm-
Bonferroni corrections were applied to 
account for multiple comparisons (Holm 
1979). The significance level was set at P 
= 0.05 and estimates ± standard errors 
are provided. 
RESULTS  
Treatment effects on life-history traits 
Effects on body size and growth 
Final SVL was significantly affected by a 
triple interaction between humidity, sex, 
and age class (χ22 = 8.38, P = 0.015; Table 
2.1) and it positively correlated with ISVL 
(χ21 = 76.29, P < 0.001). Only in 
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yearlings, the interaction between 
humidity and sex was significant (Figure 
2.1). No other effects were found (P ≥ 
0.120).  
Juveniles	
We found no significant treatment effects 
(Table 2.1) nor differences between sexes 
on juvenile final SVL (Table S2.1). ISVL 
and time inside the enclosure positively 
correlated with final SVL (χ21 = 6.05, P = 
0.014 and χ21 = 11.11, P < 0.001, 
respectively). There was a significant 
interaction between humidity, CMF, and 
time period on juvenile growth rate (χ24 = 
16.65, P = 0.002; Table 2.1). From release 
to August and from September to June, 
the interaction humidity by CMF 
significantly affected growth rate (Table 
2.2), showing that individuals belonging 
to different CMF treatments responded 
differently to humidity (see Figure 2.2a). 
Growth rate differences from release to 
August were balanced by the differences 
from September to June, leading to no 
treatment effects on final SVL (Table 
S2.1; for more details see appendix A1). 
In addition, juveniles grew faster from 
August to September in L compared to H 
(Table 2.2). 
 Sex and hatching date effects on 
juvenile growth rate differed among time 
periods (Table S2.2). Males grew 
significantly faster than females from 
release to August, while females grew 
faster than males from September to June 
(Table 2.2). Hatching date negatively 
correlated with growth rate from release 
to August but it positively correlated 
from September to June (Table 2.2). In 
both cases, the opposing growth patterns 
led to no significant differences in 
juvenile final SVL (Figure 2.1).  
Yearlings 
Yearling final SVL was significantly 
affected by an interaction between 
humidity and sex (χ21 = 8.46, P = 0.004; 
Figure 2.1). Females in H humidity had 
larger final SVL than females in L (Post 
hoc: χ21 = 15.49, P < 0.001), while males 
were unaffected. As in juveniles, ISVL 
positively correlated with final SVL (χ21 = 
24.23, P < 0.001).  
 
Figure 2.1 Final snout-vent length (SVL) 
of juveniles, yearlings and adults by 
humidity treatment (H: High; L: Low) and 
sex. Means ± SE are given. Horizontal bars 
depict main effects (i.e., sex differences) or 
post hoc contrasts, and asterisks indicate 
statistical significance: *** P < 0.001. 
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 There was a significant interaction 
between humidity, sex and time period 
(χ22 = 7.95, P = 0.019; Table 2.1) on 
yearling growth rate. Only from August 
to September, humidity effects depended 
on the sex (Table 2.2; Figure 2.2b). 
Females in H humidity grew faster than 
females in L, while no differences existed 
in males. There was also a significant 
interaction between CMF, sex and time 
period on growth rate (Table 2.1). The 
interaction between CMF and sex 
affected growth rate only from August to 
September (Table 2.2; Figure 2.2c). In 
Yb, females grew faster than males (Post 
hoc: χ21 = 7.61, P = 0.017), while in Wb, 
males grew faster than females. In 
contrast, from release to August, females 
in Wb populations grew faster than males 
(Figure 2.2c). Growth differences from 
Table 2.1 Summary of treatment effects on measured life-history traits of common lizards. Shown 
are the results of models including all time periods or age classes, and models for each time period 
and/or age class separated. Significant (+) and non-significant (○) treatment effects are reported. 
Significant interactions are indicated by superscripts (see notes: *; †; ‡; §), the locations of the 
original analyses (below the measured traits), and of the direction of the effects are provided. 
Symbol size depicts the level of statistical significance: + P < 0.05; + P < 0.01; + P < 0.001. 
Life-history trait Treatment 
All time 
periods 
rel-Aug Aug-Sept Sept-Jun Direction 
Juvenile growth CMF +*† +† ○ +† 
Fig. 2.2a (Table S2.2 / 2.2) Humidity +*† +† + +† 
Yearling growth CMF +*§ + +§ ○ Fig. 2.2c, 
Fig. 2.2b (Table S2.3 / 2.2) Humidity +*§ ○ +§ ○ 
Adult growth CMF ○ ○ ○ +§ 
in text (in text) Humidity ○ ○ ○ ○ 
  All ages Juveniles Yearlings Adults Direction 
Final SVL CMF ○ ○ ○ ○ 
Fig. 2.1 (in text / Table S2.1) Humidity +‡§ ○ +§ ○ 
Final BC CMF +‡† +† + ○ 
Fig. 2.3 (in text) Humidity +‡† +† ○ ○ 
Survival  CMF +‡† / +§ +§ + +† 
Fig. 2.4 
(in text) Humidity +‡† / +§ ○ ○ +† / +§ 
*Interaction with time period 
†Interaction between treatments 
§Interaction with sex 
‡Interaction with age class 
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release to August balanced by growth 
differences from August to September, 
leading to no CMF × sex effect on final 
SVL (for further details see appendix A2). 
Moreover, CMF affected growth rate 
from release to August (Table 2.2). 
Yearlings in Ob populations grew faster 
than yearlings in Wb populations (Z = 
2.96, P = 0.009; Figure 2.2c) and this 
difference was compensated by slightly 
higher growth rates of Wb compared to 
Ob populations from August to 
September, leading to no CMF effect on 
final SVL (Table 2.1). 
 
Figure 2.2  Juvenile growth rate by color morph frequency (CMF; orange-, yellow-, and white-
biased) and humidity treatment (a; H: High humidity; L: Low humidity); yearling growth rate 
by humidity and sex (b) and CMF and sex (c) for each of the three time periods. Shown are 
means ± SE, horizontal bars depict main effects (sex and CMF differences) or post hoc 
contrasts, and asterisks indicate the level of statistical significance: * P < 0.05; ** P < 0.01; *** 
P < 0.001. 
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Table 2.2 Treatment effects on juvenile and yearling growth rates (mm day-1) measured over 
three time periods: release-August, August-September, September-June. Results of likelihood 
ratio tests are shown and the minimal adequate model is depicted in bold. Plain values 
correspond to the values before backward elimination. 
Effects release-August August-September September-June 
 χ2 df P χ2 df P χ2 df P 
JUVENILES          
Fixed          
CMF 21.07 2 <0.001 5.79 2 0.055 132.30 2 <0.001 
Humidity 25.99 1 <0.001 4.88 1 0.027 0.170 1 0.680 
CMF × humidity 17.63 2 <0.001 1.08 2 0.634 19.65 2 <0.001 
Sex 6.86 1 0.009 0.20 1 0.991 12.52 1 <0.001 
CMF × sex 0.32 2 0.851 0.19 2 0.926 † † † 
Humidity × sex 1.30 1 0.255 0.27 1 0.556 1.98 1 0.159 
ISVL (mm) 0.62 1 0.432 1.05 1 0.380 16.01 1 <0.001 
Hatching date (days) 41.85 1 <0.001 0.70 1 0.268 21.05 1 <0.001 
Random          
Enclosure ID 0.26 2 0.438 1.69 2 0.214 2.08 2 0.177 
Mother ID[Enclos. ID] 0.32 1 0.286 0.76 1 0.191 <0.01 1 0.500 
YEARLINGS          
Fixed          
CMF 7.45 2 0.024 1.57 2 0.455 3.67 2 0.160 
Humidity 0.24 1 0.625 3.89 1 0.048 2.27 1 0.132 
CMF × humidity 1.41 2 0.494 5.43 2 0.066 1.53 2 0.464 
Sex 18.50 1 <0.001 2.76 1 0.096 0.61 1 0.434 
CMF × sex <0.01 2 0.998 9.24 2 0.010 2.250 2 0.325 
Humidity × sex 0.11 1 0.735 4.51 1 0. 034 <0.01 1 0.948 
ISVL (mm) 43.14 1 <0.001 4.49 1 0.034 7.29 1 0.007 
Humidity × ISVL 0.35  1 0.555 4.54 1 0.033 2.38 1 0.123 
Random          
Enclosure ID 0.17 2 0.458 <0.01 2 0.500 <0.01 2 0.500 
† not possible to model since not enough juveniles survived in each of the combinations. 
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 Finally, there was also a significant 
triple interaction between humidity 
treatment, ISVL and time period on 
growth rate (Table S2.3). From release to 
August and from September to June the 
correlation was more negative in L than 
in H (although humidity × ISVL was not 
statistically significant), while from 
August to September it was significantly 
more negative in H (Table 2.2), leading 
to a non-significant humidity × ISVL 
interaction on final SVL (Table S2.1).  
Adults 
In adults, we found no significant 
treatment effects on final SVL (all P ≥ 
0.122; Table 2.1). Final SVL of males was 
shorter than that of females (χ21 = 28.90, 
P < 0.001; Figure 2.1), and it positively 
correlated with ISVL (χ21 = 57.97, P < 
0.001). Neither treatments nor their 
interaction significantly affected adult 
growth rate (Table 2.1). However, a CMF 
by sex interaction affected growth from 
September to June; females in Yb grew 
faster than females in Ob (χ21 = 6.83, P = 
0.045) and Wb (χ21 = 9.12, P = 0.015). 
Growth rate was also affected by the 
interactions between sex and time period 
(χ22 = 30.45, P < 0.001) and ISVL and 
time period (χ22 = 62.58, P < 0.001). 
Females grew faster than males from 
release to August (χ21 = 45.57, P < 0.001), 
but not in the other two periods (August-
September: χ21 = 45.57, P = 0.294; 
September-June: χ21 = 1.44, P = 0.229). In 
turn, ISVL negatively correlated with 
growth rate from release to August and 
August to September (χ21 = 98.98, P < 
0.001, and χ21 = 9.53, P < 0.001, 
respectively), but not from September to 
June. 
Effects on body condition 
Final BC was affected by a significant 
triple interaction between humidity, 
CMF and age class (χ24 = 14.01, P = 
0.007; Table 2.1; Figure 2.3). The 
interaction between treatments affected 
juveniles (χ22 = 12.81; P = 0.002), but not 
yearlings or adults (P ≥ 0. 230; Table 2.1). 
 
Figure 2.3 Final body condition (BC) of 
juveniles, yearlings and adults by color morph 
frequency (CMF; orange-, yellow-, and white-
biased are colored with their respective 
colors) and humidity treatment (High 
humidity: bold and Low humidity: plain 
circles). Means ± SE are given. Horizontal 
bars depict significant main effects (CMF 
differences) or post hoc contrasts and asterisks 
statistical significance: * P < 0.05; *** P < 
0.001. 
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Final BC was also affected by an 
interaction between sex and age class (χ22 
= 13.82, P = 0.001), an interaction 
between time spent in the enclosure and 
age class (χ24 = 6.50, P = 0.039), and it 
was positively correlated with IBC (χ21 = 
6.23, P = 0.013). Final BC differed 
between sexes in juveniles, but not in 
yearlings or adults (all P > 0.281) and 
time in the enclosure negatively 
correlated with final BC of yearlings (χ21 
= 5.09, P = 0.024), but not of juveniles or 
adults (all P > 0.445).  
Juveniles 
In Wb populations, juveniles in H 
humidity showed higher final BC than 
those in L (Post-hoc: χ21 = 7.10, P = 0.023; 
Figure 2.3). In Yb populations, juveniles 
tended to have higher BC in L than in H 
humidity (χ21 = 4.19, P = 0.081), while 
Ob populations were unaffected (P = 
0.270). Moreover, in H humidity, final 
BC of juveniles of Ob populations was 
significantly higher than of Wb 
populations, and tended to be higher 
than Yb populations (χ21 = 7.41, P = 
0.039; χ21 = 6.02, P = 0.071, respectively; 
Figure 2.3). In L humidity, juveniles of 
Wb populations had lower body 
condition than those of Yb and Ob 
populations, but these differences were 
not statistically significant (all P ≥ 0.134). 
In addition, females had lower final BC 
than males (χ21 = 16.41, P < 0.001). 
Yearlings 
CMF significantly affected yearling final 
BC (χ22 = 10.99, P = 0.004). In Ob and 
Yb populations final BC was higher than 
in Wb populations (Post-hoc: Z = 4.27, P < 
0.001 and Z = 3.82, P < 0.001, 
respectively; Figure 2.3). There was a 
significant interaction between humidity, 
CMF, and time period on body 
condition change (Table S2.4), revealing 
different humidity by CMF effects in 
different time periods. Given the absence 
of an interaction between humidity and 
CMF on final BC (P = 0.230), interactive 
treatment effects were compensated over 
the course of the experiment. 
Effects on survival 
Survival was affected by a significant 
interaction between humidity, CMF, and 
age class (χ24 = 10.17, P = 0.038; Table 
2.1; Figure 2.4). Post-hoc contrasts showed 
that adults in H humidity survived worse 
in Wb compared to Ob and Yb 
populations (Z = 3.73, P < 0.001; Z = 
3.07, P = 0.006, respectively;  Figure 
2.4c), while no humidity differences 
existed in L, juveniles, and yearlings 
(Figure 2.4a, b). The interactions between 
CMF and sex (χ22 = 8.79, P = 0.012), and 
humidity and sex (χ21 = 6.30, P = 0.012) 
were also significant (Table 2.1). Males 
survived worse in Wb populations 
compared to Ob (χ21 = 15.42, P < 0.001) 
and Yb (χ21 = 11.64, P = 0.003) 
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populations, and they survived better 
than females in Ob populations (χ21 = 
8.81, P = 0.009). Moreover, in L 
humidity males survived better than 
females (χ21 = 10.11, P = 0.003), while no 
differences existed in H (χ21 = 0.18, P = 
0.668).  
Reproductive success 
A total of 71 females laid a clutch. 
Average clutch size was 5.37 ± 0.16 eggs, 
and 241 juveniles hatched successfully 
(i.e., alive; males: n = 124; females: n = 
80; undetermined sex: n = 37). We found 
no significant differences in clutch size 
among treatments or interactions with 
treatments (all P > 0.570). Clutch size 
positively correlated with female SVL (χ21 
= 9.02, P = 0.003). 
Offspring traits 
Offspring sex ratio was on average 0.61 
(i.e., male biased), and was affected by 
CMF (χ22 = 6.30, P = 0.043). Post hoc tests 
revealed male biased sex ratios in Ob and 
Yb and female biased sex ratios in Wb 
populations (Z = 2.31, P = 0.05; Z = 2.33, 
P = 0.049, respectively; Figure S2.3).  
 SVL of hatchlings was significantly 
affected by an interaction between 
humidity and CMF (Table S2.5; Figure 
S2.4). Post hoc tests showed that in Ob 
populations, hatchlings of mothers from 
H humidity were larger than those of 
mothers from L humidity (0.91 mm; χ21 = 
5.75, P = 0.049). In L, offspring of Ob 
mothers were significantly shorter than 
those of Wb (1.50 mm; χ21 = 7.86, P = 
 
Figure 2.4 Interaction of color morph 
frequency (CMF; orange-, yellow-, and white-
biased) and humidity (H: High; L: Low) on 
annual survival probability of all three age 
classes: juveniles (a), yearlings (b) and adults 
(c). Shown are mean expected survival 
probabilities ± 95% CI. Horizontal bars 
depict post hoc contrasts and asterisks 
indicate statistical significance: ** P < 0.01; 
*** P < 0.001. 
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0.025) or Yb mothers (1.40 mm; χ21 = 
11.77, P = 0.004). Males and females 
differed in size at hatching (Table S2.5); 
females were on average 1.74 ± 0.98 mm 
longer than males irrespective of 
treatment. Additionally, Rclsize and 
hatching date were negatively correlated 
with the progeny's SVL, the latter 
showing that early hatching juveniles 
were larger than later hatched juveniles.  
 Tail length at hatching was unaffected 
by treatments but it differed between 
sexes (Table S2.5). Males had 0.610 ± 
0.030 mm longer tails than females. 
Neither Rclsize nor hatching date 
affected tail length. Similarly, offspring 
body condition at hatching was 
unaffected by treatments but it differed 
between sexes (Table S2.5). Males 
exhibited higher body condition than 
females. Additionally, tail length and 
body condition at hatching positively 
correlated. 
DISCUSSION 
Using an experimental approach, we 
tested whether and how environmental 
conditions and population genetic 
characteristics affect life-history traits, 
which are closely tied to demographic 
parameters, and thus alter the dynamics 
of populations (Bjørnstad and Hansen 
1994). Our results reveal effects of 
habitat humidity on juvenile growth 
(prediction 1), and interactive effects of 
habitat humidity and population genetic 
characteristics (i.e., adult color morph 
frequency) on growth and body condition 
of juveniles and yearlings (2), pointing to 
treatment effects on inter-age class 
competition (3). We also found 
interactive effects on adult survival and 
delayed interactive treatment effects on 
offspring traits (4)(Table 2.1). These 
results show that abiotic environmental 
conditions and population genetic 
characteristics are immediate and delayed 
(parentally-derived) sources of inter- and 
intra-age class variation in life-history 
traits, and thus that they influence the 
dynamics of populations (Bolnick et al. 
2011; Lindstrom 1999).  
 Genetic variability (e.g., in terms of 
genotype diversity and frequency) is 
thought to favor population persistence 
and resilience via evolutionary rescue 
(Whiteley et al. 2015). Color 
polymorphic species are considered to be 
less vulnerable against changes in 
selective regimes, e.g., resulting from 
climate change, on account of their 
higher genetic variability and enhanced 
evolutionary potential (Forsman et al. 
2008). However, the genetic architecture 
of many color polymorphisms is based on 
clusters of loci where color is linked with 
other traits, potentially constraining trait 
divergence (Bolton et al. 2015; 
McKinnon and Pierotti 2010; 
Wellenreuther et al. 2014) and thus the 
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role of population genetic characteristics 
in population stability is unclear. 
 Moreover, it has been suggested that 
genetic characteristics are of lesser 
importance to short-term population 
viability, although they might be crucial 
in the long-term (Lande 1988). In 
contrast to this suggestion, here we 
experimentally demonstrate that 
environmental effects depend on the 
genetic characteristics of a population 
(i.e., morph frequency) and that their 
interaction affects life-history traits, 
demography, and thus short-term 
population dynamics. For example, the 
effects of habitat humidity on adult 
survival depended on the morph 
frequency (Table 2.1; Figure 2.4c). In H 
humidity, Wb populations showed 
reduced adult survival compared to Ob 
and Yb populations. Because juvenile 
mortality is characteristically high, 
recruitment alone cannot compensate a 
significant drop in adult survival, putting 
these populations at risk (Bestion et al. 
2015). Thus, population genetic 
characteristics can help predicting the 
impact of environmental change on local 
dynamics of Z. vivipara populations. 
Furthermore, close natural populations 
of Z. vivipara are often synchronous with 
respect to color morph phase (Sinervo et 
al. 2007) and thus neighboring 
populations may share a similar fate in 
response to environmental change, with 
consequences for meta-population 
dynamics. These results agree with earlier 
studies suggesting that population genetic 
characteristics influence the demographic 
trajectory of populations (e.g., in 
butterflies, Hanski and Saccheri 2006; in 
killifish, Leips et al. 2000; in moths, 
Nokelainen et al. 2013), and thus may be 
more relevant to short-term population 
dynamics than previously thought. 
 Our results also revealed plastic 
compensatory patterns (Charmantier et 
al. 2008), in line with flexible life-history 
strategies that allow to compensate for 
immediate effects of adverse conditions 
later in life (Le Galliard et al. 2008; Le 
Galliard et al. 2010; Lorenzon et al. 
2001; Sorci et al. 1996a). For instance, 
humidity by CMF effects on early growth 
of juveniles (i.e., from release to August) 
and body condition change in yearlings 
were compensated over the course of the 
experiment, resulting in no interactive 
effects on final body size and body 
condition (Table 2.1). A priori this ability 
confers high potential for adaptation and 
resilience against unfavorable 
environmental changes. Additionally, 
treatments had delayed effects on 
offspring body size, an important 
determinant of age at maturation 
(Stearns 1992) and asymptotic body size 
(Fitze and Le Galliard 2008), the latter 
predicting reproductive success. This 
suggests that mothers may prepare 
78  ENVIRONMENTAL DETERMINANTS OF POPULATION DYNAMICS 
 
offspring for the conditions they will 
experience (Mousseau and Fox 1998), for 
instance, through offspring sex-ratio 
(Maślak et al. 2010) or juvenile body size 
adjustment, which may constitute 
another mechanism of delayed 
compensation (see Le Galliard et al. 
2008).  
 Treatment effects also differed 
between sexes and age classes (Table 2.1; 
Figures 2.1-2.4). Sex differences are in 
line with sex-specific selective pressures 
(Pilorge et al. 1987), alternative life-
history strategies (Massot et al. 1992) and 
different environmental sensitivity 
between the sexes (Lindstrom 1999). In 
yearlings, humidity affected growth rates 
and final SVL of females, but not of 
males (Table 2.1; Figures 2.1, 2.2b), and 
no treatment by sex effects existed on 
growth rates and SVL in juveniles and 
adults. Smaller final SVL of yearling 
females in L is in line with reduced food 
availability and variability in L humidity 
conditions (Chikoski et al. 2006; 
Ferguson 2004), and with slower growth 
rates induced by lower humidity per se 
(Lorenzon et al. 1999). Moreover, this 
sex-specific treatment effect is in line with 
higher energetic demands of females 
compared to males, due to their larger 
body sizes (Hulbert and Else 2004), 
pointing to increased susceptibility to 
environmental conditions of females. 
Given that SVL affects the timing of 
recruitment, a key demographic 
parameter contributing to variation in 
population growth (Coulson et al. 2005), 
humidity effects on SVL of female 
yearlings directly affect population 
dynamics and sexual selection (Fitze and 
Le Galliard 2008). Interestingly, sex and 
morph frequency-dependent sex 
differences in growth were compensated 
over the course of the experiment in 
juveniles and yearlings, respectively. In 
contrast, males of all age classes survived 
better in L humidity populations than 
females, while no differences existed in 
H. This indicates that in drier conditions, 
sex ratios of Z. vivipara populations will 
skew towards males due to higher male 
survival and later female recruitment, 
leading to an increase in male sexual 
harassment, reduced female survival, and 
eventually, to population collapse (Le 
Galliard et al. 2005c). 
 Differences in treatment effects 
among age classes agreed with the inter-
age class competition hierarchy (adult 
dominance over yearlings, and older-age-
class dominance over juveniles; Lecomte 
et al. 1994; Pilorge et al. 1987) since 
adults were the least affected while 
yearlings and juveniles were strongly 
affected by treatments (Table 2.1). CMF 
effects arise through differences in 
competition between adult males and the 
other age classes/sex (note: only adult 
morph frequency differed among CMF 
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treatments, but neither the number of 
lizards nor their characteristics), and thus 
treatment by age class effects are in line 
with dominance interactions based on 
resources, where the competitively 
superior individuals restrain the energy 
intake of the competitively inferior 
individuals if the resources are limited 
(Beckerman et al. 2003; De Roos and 
Persson 2003; Nicholson 1954). CMF by 
humidity interactions thus reveal an 
interplay between ecological conditions 
and intra- (in adults) or inter-age class 
competition (Mugabo et al. 2011; 
Mugabo et al. 2010). More generally, 
demographic changes in age and sex 
structure (i.e., sex-ratios) affect intra- and 
inter-age class competition and 
population effective size (Lande 1988), 
which can also importantly affect 
population dynamics and viability 
(Clutton-Brock and Parker 1995). 
 In conclusion, here we experimentally 
show that population responses to 
environmental change depend on the 
population genetic characteristics, and on 
its age-, and sex-structure, revealing their 
complexity. While some effects induced 
by environmental conditions could be 
compensated through behavioral short-
term adaptation (e.g., plastic 
compensation patterns of differences in 
initial growth), others may threat 
population viability (e.g., alteration of 
demographic structure and morph 
frequency cycles). Since the genetic 
characteristics and the age- and sex- 
structures of a population generally vary 
over a species’ distribution range (Corl et 
al. 2010; McLean and Stuart-Fox 2014), 
predicting species’ responses to climatic 
change might be more challenging than 
previously thought (Bellard et al. 2012; 
Dawson et al. 2011; IPCC 2013; 
McMahon et al. 2011; Parmesan 2006). 
Our results suggest that a lack of data on 
genetic characteristics and demographic 
structure of local populations may 
importantly compromise the 
conservation of biodiversity, as well as the 
understanding of a species’ evolutionary 
history. 
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SUPPLEMENTARY MATERIAL 
Figure S2.1 
 
Figure S2.1: Experimental timeline. Initially, all lizards were maintained in enclosures 
under standardized conditions (a). Once gestation was advanced (i.e., late April - early 
May), all lizards were recaptured and maintained in the laboratory under standardized 
conditions. Adults and yearlings were released on the same day into enclosures with 
different humidity regimes and three different male color morph frequencies were 
established (cross-hatched part; b; Figure S2.2). The laid clutches of gravid females (full 
circles) were incubated under standardized conditions and newborn offspring released 
into experimental conditions the day after hatching (a; arrows). One year later, all 
individuals were recaptured, maintained in the laboratory, and laid clutches were again 
maintained under standardized conditions, in order to measure transgenerational 
treatment effects on phenotypic traits of newborn offspring (c). See also methods. 
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Figure S2.2 
 
Figure S2.2: Ternary plot showing the initial (June 2010) adult male color morph 
frequency (CMF) of the 12 experimental populations. Three CMFs were established 
(Ob, Yb and Wb), each in four enclosures. In Ob, CMF was biased towards orange (o) 
allele dominance, in Yb towards yellow (y) allele dominance and in Wb towards white 
(w) allele dominance. Half of the populations of each CMF treatment were maintained 
under high humidity conditions (H; bold circle) and half under low humidity 
conditions (L; thin circle). In each population, 20 adults (8 males and 12 females), 5 to 
6 yearlings (2 males and 3 or 4 females), and 18 to 20 newborn juveniles were released 
(population size: 43-46). Black arrows indicate the reading direction for each axis. 
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Figure S2.3 
 
Figure S2.3: Color morph frequency (CMF) effects on offspring sex ratio (n male 
offspring/(n male offspring + n female offspring)). Data are given as mean ± SE. 
Horizontal bars depict post hoc contrasts and asterisks indicate statistical significance: * 
P < 0.05. 
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Figure S2.4 
 
Figure S2.4: Effects of color morph frequency (CMF) and humidity treatment (H: 
High; L: Low) on SVL (mm) at hatching. Means ± SE are given. Horizontal bars depict 
post hoc contrasts and asterisks indicate statistical significance: * P < 0.05; ** P < 0.01. 
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Table 2.1: Treatment effects on juvenile, yearling, and adult final SVL (mm). Results 
of likelihood ratio tests are shown and the minimal adequate model is depicted in 
bold. Plain values correspond to the values before backward elimination. 
 
  
Effects Juveniles Yearlings Adults 
 χ2 df P χ2 df P χ2 df P 
Fixed          
CMF 5.01 2 0.082 0.29 2 0.866 4.21 1 0.122 
Humidity 1.07 1 0.301 22.58 1 <0.001 0.20 1 0.652 
CMF × humidity 2.92 2 0.233 4.63 2 0.100 1.79 1 0.409 
Sex 0.08 1 0.778 79.83 1 <0.001 28.90 1 <0.001 
CMF × sex † † † 2.61 2 0.271 1.24 1 0.539 
Humidity × sex 0.14 1 0.703 8.46 1 0.004 1.76 1 0.185 
ISVL (mm) 6.05 1 0.014 24.23 1 <0.001 57.97 1 <0.001 
Time (days) 11.11 1 <0.001 1.43 1 0.232 0.936 1 0.333 
Random          
Enclosure ID 0.61 2 0.367 <0.01 2 0.500 <0.01 2 0.500 
Mother ID[Enclos. 
ID] 
<0.01 1 0.500       
† not possible to model since not enough juveniles survived in each of the combinations. 
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Table S2.2: Treatment effects on juvenile growth rate (mm day-1) for all time periods. 
Shown are likelihood ratio tests and P values of the minimum adequate model. 
Significant values are depicted in bold. 
Effects χ2 df P 
Fixed    
CMF 27.736 2 < 0.001 
Humidity 12.221 1 < 0.001 
CMF × humidity 10.544 2 0.005 
Sex 5.161 1 0.023 
Hatching date (days) 80.020 1 < 0.001 
Time period 16.385 2 < 0.001 
Time period × sex 7.547 2 0.023 
Time period × CMF 51.758 4 < 0.001 
Time period × humidity 11.180 2 0.004 
Time period × hatching date 46.112 2 < 0.001 
Time period × CMF× humidity 16.649 4 0.002 
Random    
Enclosure ID 0.420 2 0.405 
Mother ID[Enclosure ID] < 0.001 1 1.000 
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Table S2.3: Treatment effects on yearling growth rate (mm day-1) for all time periods. 
Shown are likelihood ratio tests and P values of the minimum adequate model. 
Significant values are depicted in bold. 
Effects χ2 df P 
Fixed    
CMF 7.481 2 0.024 
Humidity 0.330 1 0.566 
CMF × humidity 9.690 2 0.008 
Sex 6.584 1 0.010 
CMF × sex 2.732 2 0.255 
Humidity × sex 2.559 1 0.110 
ISVL (mm) 8.257 1 < 0.001 
Time period 59.922 2 < 0.001 
Time period × sex 7.678 2 0.021 
Time period × CMF 9.762 4 0.045 
Time period × humidity 5.648 2 0.059 
Time period × ISVL 13.377  0.001 
Time period × CMF × sex 14.036 4 0.007 
Time period × CMF × humidity 11.599 4 0.021 
Time period × humidity × sex 7.953 2 0.019 
Time period × humidity × ISVL 6.448 2 0.040 
Random    
Enclosure ID < 0.001 2 0.500 
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Table S2.4: Indirect treatment effects on offspring traits: Offspring SVL (mm), tail 
length (mm) and body condition at hatching. In the analysis on body condition, 
offspring tail length was additionally included as a covariate. Results of likelihood ratio 
tests are shown and the minimal adequate model is depicted in bold. Plain values 
correspond to the values before backward elimination.  
Effects SVL Tail length Body condition 
 χ2 df P χ2 df P χ2 df P 
Fixed          
CMF 0.94 2 0.625 0.56 2 0.757 0.32 2 0.852 
Humidity 6.77 1 0.009 0.26 1 0.608 0.13 1 0.718 
CMF × humidity 7.51 2 0.023 0.42 2 0.811 0.36 2 0.834 
Sex 45.75 1 < 0.001 13.94 1 < 0.001 27.28 1 < 0.001 
CMF × sex 3.31 2 0.191 3.45 2 0.178 1.46 2 0.482 
Humidity × sex 0.36 1 0.549 0.05 1 0.817 0.53 1 0.466 
Relative clutch size 11.86 1 < 0.001 2.56 1 0.110 0.05 1 0.814 
Hatching date (days) 12.73 1 < 0.001 1.94 1 0.164 0.05 1 0.829 
Tail length (mm)       43.72  < 0.001 
Random          
Enclosure ID 0.51 2 0.387 3.24 2 0.099 0.034 2 0.491 
Mother ID[Enclos. ID] 44.46 1 < 0.001 79.37 1 < 0.001 30.57 1 < 0.001 
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Table S2.5: Treatment effects on yearling body condition change (i.e., difference in 
BC between two captures divided by the number of days passed) for all time periods. 
Shown are likelihood ratio tests and P values of the minimum adequate model. 
Significant values are depicted in bold. 
Effects χ2 df P 
Fixed    
CMF 2.833 2 0.242 
Humidity 1.232 1 0.267 
CMF × humidity 6.463 2 0.039 
Sex 4.138 1 0.042 
CMF × sex 1.106 2 0.575 
Humidity × sex 5.841 1 0.016 
IBC 6.353 1 0.012 
Time period 8.505 2 0.014 
Time period × sex 11.041 2 0.004 
Time period × IBC 9.029 2 0.011 
Time period × CMF 19.533 4 < 0.001 
Time period × humidity 12.791 2 0.002 
Time period × CMF × sex 12.743 4 0.013 
Time period × humidity × sex 10.509 2 0.005 
Time period × CMF × humidity 26.725 4 < 0.001 
Random    
Enclosure ID <0.001 2 0.500 
 
  	
96  ENVIRONMENTAL DETERMINANTS OF POPULATION DYNAMICS 
 
Appendix A. Results: Treatment effects by time period 
1. Humidity × CMF effects on juvenile growth 
There was a significant triple interaction between humidity treatment, CMF treatment, 
and time period on juvenile growth rate rate (χ24 = 16.65, P = 0.002, Table S2.2; Figure 
2.2a). Post hoc tests on growth rate between release and August revealed significantly 
higher growth rates in Ob and Yb populations of L compared to H humidity (χ21 = 
16.83, P < 0.001; χ21 = 18.98, P < 0.001, respectively; Figure 2.2a) and in Wb 
populations growth rates tended to be higher in H compared to L humidity (χ21 = 3.00, 
P = 0.083). In H humidity, juveniles of Yb populations exhibited lower growth rates 
than those of Ob and Wb populations (χ21 = 16.28, P < 0.001; χ21 = 10.41, P = 0.004, 
respectively). In L humidity, juveniles of Ob populations exhibited higher growth rates 
than those of Yb and Wb populations (χ21 = 10.86, P = 0.004; χ21 = 26.79, P < 0.001, 
respectively). Growth rates between August and September significantly differed 
between humidity groups, with L juveniles growing 0.045 ± 0.013 mm day-1 faster than 
H humidity juveniles (Table 2.2). CMF tended to affect growth rate (P = 0.055) and no 
significant interaction between CMF and humidity existed (Table 2.2). Juvenile growth 
from September to June was significantly affected by an interaction between CMF and 
humidity. In the Yb treatment, juveniles in H humidity grew significantly faster than 
in L (χ21 = 17.12, P < 0.001; Figure 2.2a), and there were no significant differences in 
the Wb and Ob populations (P = 1.000). In H humidity, juveniles of Yb populations 
grew significantly faster than those of Ob and Wb populations (χ21 = 14.71, P < 0.001; 
χ21 = 7.94, P = 0.024, respectively). In L humidity, no significant differences existed 
between CMF treatment groups (all P > 0.050). Differences in growth rate from release 
to August were thus compensated by differences in growth from September to June 
(e.g., in H, lower growth rate of Yb from release to August was compensated by higher 
growth rate of Yb from September to June), resulting in no interactive effect on Final 
SVL. 
2. CMF × sex effects on yearling growth 
There was a significant interaction between CMF, sex and time period on yearling 
growth rate (Table S2.3). Rerunning the model with Yb and Wb populations only 
(excluding Ob populations) rendered a significant interaction between CMF, sex and 
time period (χ22 = 11.52, P = 0.003), while rerunning the model with Yb and Ob 
populations only (excluding Wb populations) rendered no significant interaction (χ22 = 
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3.76, P = 0.153). This shows that the interaction arose due to the opposite growth 
patterns existing in Yb and Wb populations. In Yb populations females grew faster in 
both time periods (Figure 2.2c) and in Wb populations females grew faster than males 
from release to August, while males grew faster than females from August to 
September (Figure 2.2c). In Wb populations, differential growth between sexes from 
release to August was compensated by differential growth between sexes from August 
to September, leading to no significant CMF × sex interaction on Final SVL (Table 
S2.1).  
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ABSTRACT 
Climatic stochasticity can affect population dynamics through changes in individual life-history 
traits via two routes: directly affecting demographic rates and/or indirectly through changes in 
population density. In structured populations, life-history traits may be affected in a stage-
specific manner and increased stochasticity could disrupt population structure, leading to long-
term population decline. Increased climatic stochasticity, including increased frequency of 
climatic extremes, is one of the main predictions of climate change and thus it is crucial to 
understand how life-history components respond to abiotic fluctuations. We experimentally 
manipulated precipitation stochasticity and the occurrence of extreme events in age-structured 
populations of a short-lived ectothermic vertebrate and assessed individual growth, survival and 
reproductive success during one year. Increased stochasticity led to reduced annual survival 
probability in all age classes of the population. Asymmetric contest competition and inter-
cohort agonistic social interactions were likely the mechanisms involved. The effects of extreme 
events usually depended on the level of stochasticity or individual features (e.g., sex). The 
probability of reproducing differed with age, but not among treatments. However, overall 
reproductive output was higher in lightly stochastic populations and females exhibited 
alternative strategies with respect to reproductive timing and investment under different 
stochasticity levels, with potential adaptive value. We discuss the potential consequences of 
increased climatic stochasticity on population structure and growth. 
Keywords: Population dynamics, age-structured populations, Zootoca vivipara, climate change, 
humidity, extremes. 
 
Individual life-history phenotypes result 
from complex interactions between gene 
expression and environmental conditions 
during ontogeny (West-Eberhard 2003). 
The biotic (e.g., food resources) and 
abiotic (e.g., climate) environment 
commonly experience stochastic variation 
over time and/or space and 
environmental stochasticity can strongly 
affect population dynamics through 
changes in life-history traits (Benton and 
Beckerman 2005; Koons et al. 2008; 
Sæther 1997; Steiner et al. 2014).  
In structured populations, where 
individuals are classified into different 
stages according to, e.g., age, size or 
ontogenetic development, life-history 
traits of certain age or stage classes may 
be much more susceptible to stochastic 
perturbation than others (Benton et al. 
2006), i.e., individual reproductive rates 
or timing and survival in response to 
stochasticity can vary with stage and age 
(Steiner et al. 2014). When life-history 
traits are affected in a stage-specific 
manner, this increases the complexity of 
the effects of environmental stochasticity, 
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which makes them harder to predict. 
Unfortunately, theoretical population 
models often ignore stochasticity and 
simplify populations’ structure, albeit 
every natural environment fluctuates to 
some degree and most animal 
populations have complex stage-
structures. 
Environmental stochasticity may 
influence population dynamics in two 
ways: First, through direct effects on 
demographic parameters (e.g., size and 
structure) of the current population; and 
second, as a consequence of interactive 
effects with density-dependence (Benton 
and Beckerman 2005; Coulson and 
Godfray 2007). For example, weather 
stochasticity can have direct effects on 
life-history traits, e.g., stage-dependent 
growth, survival, and reproduction, 
which are linked to population growth 
rate (Coulson et al. 2006; Dublin and 
Lotka 1925; Steiner et al. 2014) and thus 
population size. In turn, population size 
(density) affects the intensity of 
competition, predation, parasitism, or 
disease among individuals (Anderson and 
May 1978; Samhouri et al. 2009) and can 
modify the future trajectory of the 
population.  
In structured populations, the 
disruption of population structure by 
changes in individual life-histories 
increases the variance in annual 
population growth rate, which tends to 
reduce population growth rates on the 
long-term (Coulson and Godfray 2007; 
Drake 2005; Saltz et al. 2006). 
Furthermore, a positive temporal 
correlation between stochastic effects 
frequently occurs, potentially increasing 
their severity (Johst and Wissel 1997; 
Marion et al. 2000). All of the above 
leads to a higher probability of 
population extinction (Coulson and 
Godfray 2007; Lande 1993) and thus 
uncovering whether and by which 
underlying mechanisms environmental 
stochasticity affects life-histories of 
individuals in structured populations is 
of central interest. 
One of the most relevant sources of 
environmental stochasticity is climate 
and, consequently, climate change. 
Therefore, it is crucial to identify how 
and through which life-history 
components climatic variables affect 
demographic rates of populations (Boyce 
et al. 2006; Hallett et al. 2004). This will 
allow understanding species’ vulnerability 
to climate change, especially since life-
history traits are good determinants of 
population dynamics and extinction 
probability (Dawson et al. 2011; Jiguet et 
al. 2007; Pacifici et al. 2015). To this end, 
the limiting factors leading to population 
decline and extinction need to be 
identified and experimentally validated 
(Caughley 1994). However, very few 
experiments have manipulated candidate 
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limiting factors and thus the proximate 
causes of climate-related extinctions 
remain obscure (Boyce et al. 2006; Cahill 
et al. 2013).  
Model projections on future climate 
change (IPCC 2013) agree that by the 
end of the 21st century an increase in the 
intensity and frequency of extreme events 
(e.g., more frequent hot temperature 
extremes, more frequent and intense 
extreme precipitation events, longer and 
frequent heat waves) and precipitation 
variability on regional scales will be very 
likely. In sum, climate change is expected 
to alter environmental variability, 
increasing climatic stochasticity (Boyce et 
al. 2006; Easterling et al. 2000), which 
may increase population extinction risk 
(see above). Climate extremes could be an 
important component of stochasticity; 
they are involved in shaping species 
distributions (Kerr and Kharouba 2007), 
have been shown to drive local 
population dynamics in some taxa (e.g., 
butterflies, birds; Parmesan et al. 2000), 
and are associated with population 
extinction events (Ehrlich et al. 1980; 
Thomas et al. 1996). Yet the 
understanding of the relationships 
between climatic stochasticity, extreme 
events and the biotic processes that 
determine population dynamics is 
limited.  
The aim of the current study was to 
provide the first robust experimental 
evidence unraveling whether climatic 
stochasticity might be an important 
source of population decline and 
extinction. The effects of stochasticity 
were assessed on individual life-history 
traits in structured populations, allowing 
us to identify the biological mechanisms 
through which life-history traits may 
modify complex intra-population 
dynamics. Climatic stochasticity was 
manipulated in two ways: through the 
stochasticity of precipitation and the 
occurrence of extreme events. The 
independent and simultaneous 
manipulation of these two factors that 
under natural conditions are predicted to 
coincide further allowed pinpointing the 
effects’ origin.  
We used an ectothermic species, the 
Eurasian common lizard (Zootoca 
vivipara), as model organism since reptiles 
are particularly threatened by climate 
change due to their generally reduced 
dispersal capacity and high dependence 
on local climatic conditions (Araújo et al. 
2011; Araújo et al. 2006). Under 
available climatic scenarios for the 21st 
century, the potential distribution area of 
most species of reptiles in Europe 
(including Z. vivipara) is predicted to 
contract (Araújo et al. 2011; Araújo et al. 
2006). Z. vivipara is the lacertid with the 
world’s largest geographical distribution. 
It inhabits hygrophilic environments and 
its geographic distribution is limited by 
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humidity conditions (Ceiran 2007), 
especially in southern populations. Its 
water requirements are associated with 
growth and activity patterns (Grenot et al. 
1987; Lorenzon et al. 1999; chapter I). 
affecting survival and reproduction 
(Lorenzon et al. 2001) and thus 
potentially population dynamics. 
Here, we predicted negative effects of 
increased stochasticity on individual life-
history traits, particularly of the youngest 
age classes, resulting in short- (and 
potentially long-) term population 
decline. Growth rates, survival, or 
reproductive success may be negatively 
affected due to energetic constraints 
derived from disturbed resource 
availability (i.e., reduced carrying 
capacity) and/or increased intra-
population competition (Mugabo et al. 
2011; Mugabo et al. 2010). Changes on 
survival probability are expected to have a 
more immediate effect on population size 
than changes in growth patterns or 
reproductive investment, which allow for 
compensatory responses later in life (Bleu 
et al. 2013; Le Galliard et al. 2008; Le 
Galliard et al. 2010). The timing of 
reproduction was also predicted to be 
affected by climatic stochasticity, in line 
with previously documented changes in 
the phenology of many taxa in response 
to climate change (Parmesan 2006). We 
predicted predominantly short-term 
effects of extreme events, proportional to 
the relative magnitude of the simulated 
event, presumably through similar 
biological mechanisms (Parmesan et al. 
2000). 
MATERIALS AND METHODS 
Study species 
Populations of Z. vivipara are stage-
structured, sexually dimorphic (Braña 
1996) and exhibit overlapping 
generations. For individuals that survive 
to their first birthday average lifespan is 4 
- 5 years, and despite growth being 
continuous throughout life, in general 
the species’ ontogenetic development can 
be divided into three distinct age classes—
namely juveniles (newborn individuals), 
yearlings (born the previous season), and 
adults—based on differences in body size 
and coloration (Avery 1975a; Bauwens 
and Verheyen 1985; Pilorge and Castanet 
1981). Mortality is highest in juveniles 
(up to 90%; Adolph and Porter 1993; 
Avery 1975a; Heulin et al. 1997; Pilorge 
and Castanet 1981) and conditions 
experienced during early development 
importantly affect immediate and 
subsequent performance (e.g., Massot 
and Aragon 2013; Mugabo et al. 2010). 
Age at maturation is size-dependent and 
is determined by growth during the first 
year of life (Heulin 1985b). Growth and 
survival determine the recruitment rate 
in the population. In our study system, 
males start to emerge from hibernation at 
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the end of February-early March, 
followed by females a few weeks later. 
The mating period starts immediately 
after female emergence (Breedveld and 
Fitze 2015). In the Pyrenean populations, 
Z. vivipara is oviparous and average clutch 
size is 5 eggs (Peñalver-Alcázar et al. 
2015). Female snout-to-vent-length (SVL) 
and clutch size are positively correlated 
(Avery 1975b). 
Experimental design 
All lizards used for this experiment 
originated from natural populations of 
the Spanish central Pyrenees (“NE Spain” 
clade, Milá et al. 2013). In June 2011, we 
established 12 independent, semi-natural 
lizard populations at el Boalar, Jaca 
(Huesca, Spain), located within 75km 
distance from Z. vivipara’s natural 
distribution area. Each population was 
enclosed by galvanized metal walls and 
covered by a net, preventing escapes and 
terrestrial or avian predation. Enclosures 
consisted of 100 m2 of planted 
vegetation, two water ponds, 14 logs, and 
four stone piles, providing natural food, 
water, basking sites and shelters. All 
populations comprised 20 adults (males n 
= 8, females n = 12), 5 to 7 yearlings 
(males n = 2 - 4, females n = 2 - 4) and 25 
to 30 newborn juveniles (51 - 56 
individuals per population in total). 
Lizards were individually marked by toe-
clipping, weighted (± 1 mg) and measured 
(± 1 mm) before release. At release, there 
were no significant differences in SVL 
and body condition (i.e., the residuals 
from the regression between SVL and 
body mass) among populations in any of 
the age classes (SVL: Adults: F11,228 = 0.31, 
P = 0.98; yearlings: F11,59 = 0.36, P = 0.97; 
juveniles: F11,319 = 0.29, P = 0.987; BC: 
Adults: F11,228 = 0.29, P = 0.987; yearlings: 
F11,59 = 0.40, P = 0.950; juveniles: F11,319 = 
1.11, P = 0.354). 
 Two experimental treatments, each 
taking two levels, were applied at the 
population level using a 2 x 2 factorial 
design. Each treatment combination thus 
consisted of three enclosures. Firstly, 
climatic stochasticity was manipulated by 
simulating differences in precipitation 
using two alternative sprinkling regimes: 
highly stochastic (“HS”), when the 
sprinkling frequency was random, or 
lightly stochastic (“LS”), when the 
sprinkling frequency was regular. Each 
treatment level was assigned to six 
populations. LS populations were 
sprinkled twice a day, at 9.00 a.m. and 
6.00 p.m. for 5 minutes, i.e., 28 times per 
fortnight. HS populations were also 
sprinkled 28 times per fortnight (for 5 
minutes each) but at randomized hours 
and days. Secondly, in half of the 
populations extreme events (“E”) were 
simulated, while in the other half no 
extreme (“nE”) events existed. Extreme 
weather events are defined as weather 
events that rarely occur at a particular 
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place and time of year (extreme 
frequency), or have very severe magnitude 
(extreme intensity). Statistically, an event 
of extreme frequency or intensity lies in 
the upper or lower 10th percentile of the 
probability distribution of observations 
(IPCC 2014a). The simulated extreme 
events occurred once per month (June, 
July, August, and September) and 
consisted of 1 hour of uninterrupted 
water sprinkling. The average intensity of 
produced precipitation was ≥ 15 mm/h, 
which corresponds to the lower limit of 
“intense” intensity of precipitation 
according to the Spanish State 
Meteorological Agency (AEMET; intense 
precipitation: > 15 ≤ 30 mm/h). Events 
of “intense” (and above) intensity of 
precipitation are naturally rare during the 
summer months and occur with an 
average frequency of ≤ 0.75 times per 
month, according to daily observational 
precipitation data recorded in the region 
for 59 years (Table S3.1). In LS 
populations, extreme events happened on 
the 15th of each month, whereas in HS 
populations extreme events occurred at a 
random day of the month. To 
manipulate the stochasticity of the 
supplied water, but not the amount of 
supplied water per se, the duration of 
daily sprinkling was adjusted in E 
populations by subtracting 1 minute of 
sprinkling per sprinkling event, so that 
every 30 days the total amount of water 
supplied to every treatment group (and 
population) was the same.  
Growth and annual survival 
measurements 
After the initial release, individuals were 
recaptured in August and September 
using a robust design with three 
successive secondary sampling days per 
primary capture session. In June of the 
following year, all alive lizards were 
recaptured by emptying the enclosures. 
SVL (to the nearest mm) and body mass 
(to the nearest mg) of all captured 
individuals were measured. Growth rates 
were estimated as the difference in SVL 
between two captures divided by the 
interval of time passed (∆SVL/∆Time). 
The growth rate estimate between 
September and June excluded the time 
spent in hibernation (assumed to be from 
the 1st of November to the 1st of March 
(e.g., chapter I). SVL at the recapture in 
June was termed “final SVL”. Recapture 
probability in June was 1, thus annual 
survival probability was directly derived 
from the recapture data. 
Reproduction 
During the breeding season, females were 
regularly captured and the developmental 
status of the eggs verified using 
abdominal palpation. Females in an early 
stage of pregnancy were released at the 
capture location, while those in an 
advanced stage of pregnancy were 
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brought into the laboratory and housed 
in individual terraria until egg laying. 
Terraria (20 x 15 x 15 cm) contained 2 cm 
of peat soil substrate, a shelter, a water 
pool and a basking surface, and were 
maintained at a light cycle of 12L:12D. 
UV light was provided for two hours a 
day (from 12 a.m. to 2 p.m.) to facilitate 
calcium metabolism. Water was available 
ad libitum and food items were provided 
every other day (larvae of Galleria 
mellonella, Acheta domestica, or Lumbricus 
terrestris). Once a week, diet was 
complemented with a standard reptile 
supplement of calcium (Microcalcium 
TerraVit, JBL, Neuhofen, Germany). 
Inspection for laid clutches was 
performed daily in the morning and late 
in the afternoon. For detected clutches, 
laying date, clutch size (number of eggs), 
clutch weight and female weight were 
recorded. Laid clutches were incubated at 
21°C during the day and 19°C during the 
night (Heulin et al. 1994) in standard 
refrigerated incubators with a humid 
environment. Hatching date was noted 
and incubation time calculated (i.e., 
number of days passed between laying 
and hatching) for every hatchling. 
Statistics 
Statistical analyses were performed in R 
version 2.15.2. Growth rates, final SVL 
and annual survival were analyzed 
separately for each age class with mixed-
effects models using package nlme 
(Pinheiro et al. 2013) for Gaussian 
distributions and lme4 (Bates et al. 2013) 
for non-Gaussian (poisson or binomial) 
distributions. Treatments—stochasticity 
and extreme events—and sex were 
modeled as fixed factors, and whenever 
possible their first and second order 
interactions were included in the model. 
Initial body size (ISVL; i.e., SVL at 
hatching for juveniles and SVL at release 
for yearlings and adults) was modeled as a 
covariate. Enclosure identity was 
modeled as a random effect. Juvenile 
analyses additionally included hatching 
date as a covariate in the models on 
growth and survival, and clutch identity 
nested within enclosure identity, 
modeled as a random effect. Models 
analyzing final SVL included total time 
spent in the enclosures for all age classes.  
 The probability of a surviving female 
being gravid (gravid = 1 / non-gravid = 0) 
(e.g., Lorenzon et al. 2001) , clutch size, 
relative clutch size (“Rclsize”; the 
residuals of the regression between 
female SVL and clutch size—which is a 
size-independent measure of female 
reproductive effort), and laying date were 
analyzed for all females, and incubation 
time for all hatchlings. These models 
included treatments as fixed effects, 
female/mother age class (i.e., the age they 
were at release) and their interactions, as 
well as enclosure identity as a random 
factor. Clutch identity, nested within 
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enclosure identity was modeled as a 
random factor in the case of incubation 
time analysis. SVL was used instead of 
age class in clutch size analysis. Laying 
date was added as a covariate in clutch 
size and Rclsize analyses, and the latter as 
a covariate in laying date analysis. 
Hatchling size and Rclsize were included 
as covariates in incubation time analysis. 
Quadratic relationships between 
covariates and independent variables 
were tested and a significant effect existed 
only between Rclsize and incubation 
time. 
 Model simplification was performed 
following Zuur et al. (2009) and 
significance of model terms was assessed 
using likelihood ratio tests. Model 
assumptions of normality and 
homogeneity of variance were verified on 
the residuals. Post hoc tests were 
performed using Tukey tests or pairwise 
contrasts with a Holm-Bonferroni 
correction (Holm 1979). Significance 
levels of all reported tests are two-tailed 
with P = 0.05. P - values for random 
effects were corrected for testing on the 
boundary (Zuur et al. 2009). Estimates 
are always presented with standard errors. 
RESULTS 
Growth pattern 
Juveniles 
Final SVL was unaffected by the 
treatments (all P > 0.799), sex, ISVL, total 
time spent in the enclosure, and the 
interaction between sex and ISVL (all P > 
0.151).  
Stochasticity significantly affected 
juvenile growth rate from September to 
June. Juveniles grew 0.020 ± 0.006 mm 
day-1 faster in HS than in LS populations 
(n = 57; χ21 = 7.18, P = 0.007). Extreme 
events was not significant (χ21 = 0.01, P = 
0.903) and none of the treatments 
affected juvenile growth rate in the other 
time periods (all P > 0.406). From release 
to August, juvenile growth rate was 
negatively correlated to hatching date (n = 
 
Figure 3.1 Treatment effects (stochasticity × 
extreme events) on yearling growth rate from 
release to August (n = 54), August to 
September (n = 34), and September to June 
(n = 28). Shown are means ± SE. Likelihood 
ratios (χ2), degrees of freedom and P - values 
from the LMM are given. Horizontal lines 
indicate significant interactions, while tree-
like lines indicate significant main effects, i.e. 
between extreme events treatment groups. 
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126; χ21 = 18.49, P < 0.001), and from 
September to June it was positively 
correlated (n = 57; χ21 = 8.16, P = 0.004). 
Sex, ISVL and their interaction was not 
significant in any time period (all P > 
0.223).  
Yearlings 
Yearling final SVL was not significantly 
affected by the treatments (P > 0.148) but 
it differed between sexes (n = 43; χ21 = 
16.26, P < 0.001; females SVL - male 
SVL: 3.29 ± 0.75 mm) and ISVL was 
positively correlated (χ21 = 9.92, P = 
0.001). Total time spent in the enclosure 
and the interaction between sex and 
ISVL were not significant (all P = 0.357).  
Yearling growth rates were 
significantly affected by an interaction 
between stochasticity and extreme events 
from release to August and August to 
September (statistics in Figure 3.1). In 
both cases, there was a crossover 
interaction and while neither difference 
in means between the levels of one factor 
within a specific level of the other was 
significantly different from zero, they 
were significantly different from each 
other. From release to August, the 
difference between HS and LS (i.e., HS - 
LS) was negative in E populations and it 
was positive in nE populations (Figure 
3.1). From August to September, the 
difference between HS and LS was 
positive in E populations and negative in 
nE populations (Figure 3.1). Yearling 
growth rate was also affected by an 
interaction between extreme events and 
sex from release to August (n = 54; χ21 = 
4.71, P = 0.030). Post hoc tests revealed 
that males in nE populations grew faster 
than males in E (χ21 = 7.76, P = 0.011), 
and in E, females grew faster than males 
(χ21 = 13.28, P < 0.001). From September 
to June, yearling growth rate was 
significantly affected by extreme events 
(Figure 3.1). Individuals of nE 
populations grew faster than those of E 
populations.  
From August to September, there was 
a significant interaction between sex and 
ISVL (χ21 = 7.48, P = 0.006). While 
growth rate was negatively correlated with 
ISVL in males (χ21 = 6.10, P = 0.027), 
females were unaffected (χ21 = 1.69, P = 
0.193). Sex did not affect growth rate 
from September to June (P > 0.555). 
ISVL was negatively correlated with 
yearling growth rate from release to 
August (χ21 = 30.92, P < 0.001), but not 
from September to June (P > 0.058).  
Adults 
Final SVL was significantly affected by 
stochasticity (n = 135; χ21 = 4.02, P = 
0.045). Lizards in LS populations grew 
0.499 ± 0.251 mm larger than those in 
HS populations. Furthermore, final SVL 
differed between sexes (χ21 = 23.08, P < 
0.001); females were on average 1.541 ± 
110  ENVIRONMENTAL DETERMINANTS OF POPULATION DYNAMICS 
 
0.314 mm larger than males. Final SVL 
was positively correlated with ISVL (χ21 = 
150.97, P < 0.001) but unaffected by total 
time spent within the enclosure (χ21 = 
0.27, P = 0.600).  
From September to June, adult 
growth rate was affected by a triple 
interaction among stochasticity, extreme 
events and sex (n = 91; χ21 = 5.09, P = 
0.024). Females grew faster than males in 
both extreme events treatment groups of 
HS populations and females also grew 
faster than males in LS, E populations 
(Figure 3.2). 
From release to August, growth rate 
was significantly affected by stochasticity 
(n = 193; χ21 = 4.17, P = 0.041) and not 
by extreme events (χ21 = 0.07, P > 0.794). 
Adults grew faster in LS populations than 
in HS populations (estimate: 0.008 ± 
0.004 mm day-1). From August to 
September, growth rate was significantly 
affected by an interaction between 
stochasticity and sex (n = 139; χ21 = 4.24, 
P = 0.039) and extreme events was not 
significant (χ21 = 1.44, P > 0.231). Post hoc 
contrasts revealed that females grew faster 
in LS than HS populations (χ21 = 9.10, P 
= 0.005), while males were unaffected (χ21 
= 0.02, P = 0.880). From release to 
August, females grew faster than males 
(χ21 = 26.79, P < 0.001; estimate: 0.018 ± 
0.003 mm day-1) and growth rate was 
negatively correlated with ISVL (χ21 = 
48.02, P < 0.001). ISVL was not 
significant in the other time periods and 
the interaction between sex and ISVL was 
never significant (all P > 0.457). 
Survival 
Juveniles 
Juvenile survival was affected by a 
significant interaction between 
stochasticity and sex (Table 3.1, Figure 
3.3). While males exhibited higher 
survival in LS populations, females 
exhibited similar survival in LS and HS 
populations. Survival was negatively 
affected by hatching date (Table 1), i.e., 
juveniles born earlier in the season had 
higher survival probability. 
Figure 3.2 Treatment effects (stochasticity × 
extreme events × sex) on adult growth rate 
from September to June (n = 91). Shown are 
means ± SE. Likelihood ratios (χ2), degrees of 
freedom and P - values from post hoc contrasts 
are given. 
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Extreme events, ISVL and all other 
interactions were not significant. 
Yearlings 
Yearlings survived better in LS than HS 
populations (Table 3.1; estimate [logits]: 
1.458 ± 0.570). Survival was also affected 
by an interaction between sex and ISVL 
(Table 3.1). ISVL was negatively 
correlated with survival in females (χ21 = 
7.10, P = 0.015), but not in males (χ21 = 
0.38, P = 0.535). Extreme events and all 
other interactions were not significant. 
Adults 
Adults survived significantly better in LS 
than HS populations (estimate [logits]: 
Table 3.1 Treatment effects on annual survival of juveniles (n = 291), yearlings (n = 71) and 
adults (n = 238). The minimum adequate model is depicted in bold. Significance of model terms 
was tested using likelihood ratio tests (χ2). 
Effects Juveniles Yearlings Adults 
 χ2 df P χ2 df P χ2 df P 
Stochasticity 0.01 1 0.936 6.37 1 0.011 4.61 1 0.032 
Extreme events (EE) 0.02 1 0.882 0.42 1 0.515 0.77 1 0.381 
Stochasticity × EE 0.01 1 0.920 0.00 1 0.998 0.02 1 0.893 
Sex 1.78 1 0.182 0.19 1 0.664 10.05 1 0.001 
Stochasticity × sex 4.70 1 0.030 1.67 1 0.196 0.00 1 0.974 
Extreme events × sex 0.03 1 0.862 0.04 1 0.848 1.26 1 0.262 
ISVL (mm) 0.13 1 0.722 7.10 1 0.007 2.00 1 0.158 
ISVL × sex 0.02 1 0.881 5.98 1 0.014 3.13 1 0.077 
Hatching date (days) 30.87 1 < 0.001       
          
 
Figure 3.3 Annual survival of juveniles in 
relation to stochasticity treatment and sex. 
Shown are mean expected survival 
probabilities ± 95% CI. Sample size: n = 
291. 
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1.213 ± 0.516; Table 3.1) and males 
exhibited higher survival than females 
(estimate [logits]: 0.955 ± 0.304; Table 
3.1). Extreme events, ISVL and all 
interactions were not significant. 
Reproductive success 
Probability of being gravid 
The probability of being gravid was not 
significantly affected by stochasticity and 
extreme events (χ21 = 0.20, P = 0.656; χ21 
= 0.13, P = 0.722, respectively) and it 
depended on the female's age class (χ22 = 
98.96, P < 0.001). Adult and yearling 
females were significantly more likely of 
being gravid than juveniles (yearlings in 
June; Post hoc: Z = 7.33, P < 0.001; Z = 
4.39, P < 0.001, respectively; predicted 
probabilities: adults: 0.90, 95% CI 
[0.80,0.95]; yearlings: 0.95, 95% CI 
[0.70,0.99]; juveniles: 0.11, 95% CI 
[0.05,0.24]). Minimum body size of 
gravid females was 50 mm and only 5 
females born the previous year (i.e., 
released juveniles) were gravid (1 in HS, 4 
in LS populations). 
Age-specific reproductive investment 
and timing of reproduction 
Females laid a total of 85 clutches among 
all populations: 34 clutches in HS versus 
51 clutches in LS, and 41 in E versus 44 
in nE. 
Clutch size was unaffected by 
treatments, laying date and their 
interactions (all P > 0.347) and it was 
positively correlated with female SVL (n = 
85; χ21 = 7.68, P < 0.001). Body-size 
independent reproductive investment of 
females (Rclsize) significantly differed 
among stochasticity treatments (χ21 = 
11.69, P < 0.001). Rclsize was higher in 
HS than in LS populations (estimate: 
0.740 ± 0.346). Moreover, Rclsize was 
significantly affected by an interaction 
between extreme events and laying date 
(n = 85; χ21 = 6.44, P = 0.011). Rclsize was 
significantly lower in E compared to nE 
populations for laying dates above the 
mean (Figure 3.4). Additionally, Rclsize 
significantly differed among age classes 
(χ22 = 7.68, P = 0.021). Yearling females 
exhibited significantly higher Rclsize than 
adult females (Post hoc: Z = 3.17, P = 
 
Figure 3.4 Effects of extreme events on 
relative clutch size (Rclsize) by laying date. 
Data points and lines are predicted from 
the LMM. The vertical dotted line depicts 
mean laying date (15.3 days). 
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0.004). 
Laying date significantly differed 
between stochasticity treatments (n = 85; 
χ21 = 6.39, P = 0.011); females in LS 
populations laid 4.04 ± 1.42 days later 
than females in HS. Laying date was age-
specific, with adults and yearlings laying 
earlier than juveniles (χ21 = 10.99, P = 
0.004; Post hoc: Z = 6.47, P < 0.001; Z = 
5.66, P < 0.001, respectively).  
Incubation time was significantly 
affected by an interaction between 
stochasticity and the quadratic Rclsize (n 
= 195; χ21 = 12.80, P = 0.002; Figure 3.5). 
In HS populations, incubation time 
increased with female investment, 
reached a maximum around Rclsize = 1 
and thereafter decreased (χ21 = 8.51, P = 
0.007). In contrast, in LS populations 
incubation time did not depend on 
Rclsize (χ21 = 2.72, P = 0.099). There 
existed a significant interaction between 
mother age class and hatchling size (χ21 = 
12.01, P = 0.002). Post hoc analyses 
revealed that the incubation time of the 
eggs laid by juveniles (current yearlings) 
had a negative correlation with hatchling 
size (χ21 = 37.74, P < 0.001), while this 
effect was non-significant in females of 
other age classes (all P > 0.290). 
DISCUSSION 
The experimental manipulation of 
abiotic conditions predicted by future 
scenarios of climate change can provide 
valuable knowledge on the mechanisms 
that drive individual and population 
responses to environmental changes and 
thus improve our predictive capacity. In 
theoretical models, introducing 
environmental stochasticity reduces long-
term population growth rates, and 
increases the probability of population 
extinction (Coulson and Godfray 2007). 
In accord with this idea, our results 
showed that increased stochasticity led to 
reduced survival probability in all three 
age classes of the population (Table 3.1).  
 In stochastic environments, 
productivity is expected to vary with time, 
potentially alternating between periods of 
 
Figure 3.5 Incubation time by relative 
clutch size (Rclsize, i.e., female investment) 
depending on stochasticity treatment (HS, 
LS). Lines are predicted from the LMM. 
Symbols depict mother age class: circle: 
adults; diamond: released yearlings 
(current adults); square: released juveniles 
(current yearlings).  
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over-abundance and scarcity. The 
periodicity of these productivity pulses 
strongly depends on environmental 
abiotic conditions (Sears et al. 2004). 
Precipitation stochasticity produces 
fluctuations in habitat humidity, which 
in turn affect prey availability, prey 
diversity and habitat quality (Kardol et al. 
2011; Lorenzon et al. 2001; Tsiafouli et 
al. 2005). For short-lived organisms, 
short-term temporal deprivation of 
resources can have a significant impact 
(e.g., Le Galliard et al. 2005a; Massot and 
Aragon 2013). Furthermore, food 
shortage leads to a reduction of energy 
stores (Schultner et al. 2013), suggesting 
that in stochastic environments, stored 
lipids may importantly decline during 
periods of scarcity (Avery 1970).  
 The reduction of resource abundance 
also increases the level of intra-
population competition (Benton and 
Beckerman 2005), which may constrain 
the acquisition of energy. Younger Z. 
vivipara have a lower amount of fat 
reserves per unit body weight and a 
higher metabolic rate than adults (Avery 
1974), and asymmetric inter-cohort 
competition exists between juveniles and 
older individuals due to differential body 
sizes (Massot et al. 1992; Mugabo et al. 
2010). Thus, intensified contest 
competition for food/water resources 
and space in HS populations and the 
depletion of fat stores may have been 
responsible for increased mortality of 
juveniles and yearlings (Mugabo et al. 
2011). Juvenile and yearling survival have 
a direct impact on recruitment and 
increased mortality may negatively affect 
the future breeding population size, thus 
population growth (De Roos et al. 2003; 
Steiner et al. 2014). The fact that adult 
survival was also affected by stochasticity 
suggests that intra-cohort competition 
was also present, at least within this 
cohort. Adult survival varies little within 
the year (Heulin et al. 1997), but has a 
large effect on population growth rate 
(Boyce et al. 2006; Pfister 1998). 
Increased adult mortality may lead to 
population decline and increase the 
chance of population extinction in the 
long-term, in agreement with the 
theoretical predictions of increased 
stochasticity (Drake 2005; Saether and 
Engen 2004).  
 The effects of stochasticity on survival 
probability were also sex specific in 
juveniles. Thus not only population size, 
but also population structure, may be 
affected by increased stochasticity. Male 
juveniles survived better than females in 
LS populations and females survived 
similarly in LS and HS (Figure 3.3). If 
male and female juveniles of Z. vivipara 
have similar energetic requirements, as 
has been suggested (Le Galliard et al. 
2005a), this effect cannot be explained by 
intra-cohort competition for food. In 
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contrast, it may result from sex-specific 
inter-cohort agonistic social interactions. 
In other words, males and females may 
experience different levels of competition 
within the same social environment 
(Lecomte et al. 1994). As a consequence 
of sex-specific survival, climatic 
stochasticity may eventually lead to 
altered sex-ratios in the population. 
Irrespective of population size, adult sex-
ratio can further affect survival 
probability in a sex-specific manner, 
intensifying the sex bias and increasing 
the risk of population collapse (Le 
Galliard et al. 2005b). For example, it has 
been shown that in male-biased 
populations, female common lizards 
suffer from reduced survival and 
reproductive success (Fitze et al. 2005; Le 
Galliard et al. 2005c).  
 Contrary to what is commonly found 
in wild populations, adult males survived 
better than females (Heulin et al. 1997; 
Pilorge 1981). Because our experimental 
system prevented the presence of 
predators, this result suggests that 
predation may be an important cause of 
male mortality in natural populations 
(Clobert et al. 2000). In support of this 
idea, adult males have longer activity 
periods (Bauwens 1981), higher 
catchability (Bauwens and Thoen 1981), 
and they are more mobile than females 
during reproductive season, all of which 
increase the risk of predation 
(Magnhagen 1991). Moreover, male-
biased predation is common among some 
typical Z. vivipara predators (Christe et al. 
2006).  
 In yearlings, ISVL was negatively 
correlated with survival in females, but 
not in males. Given that yearling final 
SVL was correlated with ISVL, and sexual 
maturity is size-dependent, initially larger 
female yearlings might have been the 
target of male harassment in spring; 
however, their smaller sizes relative to 
adult females may have impaired their 
capacity to cope with male aggression 
during copulation attempts, imposing 
high fitness costs (Fitze and Le Galliard 
2008; Heulin 1988; Le Galliard et al. 
2005c). Alternatively, larger individuals 
may require more food and water for 
maintenance than smaller ones (Hulbert 
and Else 2004), which would make them 
more vulnerable to the scarcity of 
resources. Since Z. vivipara is a sexually 
dimorphic species, male and smaller 
female yearlings would have similar sizes, 
which would explain why this correlation 
was only found in females. 
 Because juveniles and yearlings 
allocate most of their energy to growth, 
growth rate should be particularly 
susceptible to environmental changes in 
both age classes (Pilorge et al. 1987). 
Accordingly, juvenile and yearling growth 
rates were significantly different among 
treatments at least for one time period. 
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The occurrence of extreme events was 
only relevant to yearlings, although its 
effects usually depended on the level of 
stochasticity (Figure 3.1) or the 
individual’s sex. Nevertheless, final SVL 
was not affected by treatments, suggesting 
life-history plasticity and the existence of 
compensatory patterns of growth in both 
cohorts (Lorenzon et al. 2001; Mugabo et 
al. 2011; Mugabo et al. 2010; Sorci et al. 
1996a). In LS populations, adults grew 
faster between release and August, an 
important period of resource acquisition 
and build-up of fat reserves (Avery 1974), 
suggesting that reduced environmental 
stochasticity allows for a more consistent 
feeding. Only females were affected by 
stochasticity from August to September, 
and from September to June, males grew 
slower than females in every treatment 
combination except in the most stable 
(predictable) of all (LS, nE; Figure 3.2). 
These differences between sexes may be 
explained by differential patterns of 
acquisition or allocation of resources to 
functions (e.g., towards reproduction and 
intra-sexual competition instead of 
growth in males). 
 We found no differences among 
treatments in the proportion of 
reproducing females. Only age class 
determined the probability of being 
gravid, with released adults and yearlings 
more likely to reproduce than juveniles, 
as expected. However, in absolute terms, 
the number of produced clutches was 
higher in LS populations. Since only the 
first reproductive attempt was taken into 
account (i.e., the first clutch), the higher 
clutch production was not the result of 
differences in fecundity but of higher 
survival probabilities of potentially 
reproductive females in LS populations. 
Additionally, clutch size was not affected 
by treatments. In Z. vivipara, most of the 
intra-population variance in clutch size is 
attributable to female size and genetic 
causes (Bauwens and Verheyen 1987; 
Shine 2005). Thus, population declines 
could not be easily compensated through 
changes in e.g., the number of offspring 
(Stearns 1992). Overall, the fact that 
adults and yearlings were as likely to 
produce a clutch, that clutch size was not 
significantly affected by treatments, only 
by body size, and that final SVL was 
significantly larger in adults from LS 
populations, suggest that reproductive 
output in HS populations may be lower 
than in LS populations, which confers 
the former a higher risk of population 
decline.  
 With respect to the timing of 
reproduction, we found earlier laying 
dates in adults and yearlings compared to 
juveniles. These age differences could be 
attributed to individual physiological 
conditions related to size and are in line 
with sexual maturation being size-
dependent (Bauwens 1999; Bauwens and 
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Verheyen 1985; Heulin 1985b). Juveniles 
may need additional growth before 
reaching the minimum size necessary for 
reproduction, thus delaying the time of 
clutch production. Additionally, we 
found earlier laying dates in HS 
populations, supporting that the timing 
of reproduction is influenced by 
environmental factors, which may confer 
great adaptive potential (Bauwens and 
Verheyen 1985; Heulin et al. 1994; 
Olsson and Shine 1997; Roig et al. 
2000).  
 Early hatching is advantageous 
because it provides more time for 
juveniles to grow and store energy before 
hibernation, which is associated with 
increased juvenile wintering survival 
(Bauwens 1981; Bauwens and Verheyen 
1985; Bauwens and Verheyen 1987). 
Consistent with this, we found that 
hatching date was negatively correlated 
with juvenile survival, irrespective of 
treatments. Other than laying date, 
hatching date may depend on the length 
of the incubation period. Incubation 
time varied with female reproductive 
effort (Rclsize) only in HS populations 
and Rclsize showed a non-linear 
relationship with incubation time (Figure 
3.5). Interestingly, Rclsize was also 
significantly higher in HS populations. 
Because we incubated all the eggs under a 
constant environment and in the absence 
of predators, these differences in 
incubation time cannot be explained by 
incubation conditions. Altogether, the 
results on laying date, incubation time 
and Rclsize point to a strategy adopted by 
females in HS populations in response to 
more unpredictable environmental 
conditions to lay earlier in the season and 
have shorter incubation times, at the 
expense of increased reproductive effort, 
presumably to guarantee better juvenile 
survival (see above) and/or the 
opportunity to lay several clutches in a 
single activity season (e.g., a bet-hedging 
strategy; Adolph and Porter 1996). This 
could, however, negatively affect future 
reproductive attempts because current 
and future reproductive effort trade-off in 
this species (Bleu et al. 2013).  
 Yearlings, possibly reproducing for the 
first time, showed higher reproductive 
effort than adults and higher 
reproductive effort is positively correlated 
to hatchling/reproductive success 
(Romero-Diaz unpubl. data; Sinervo 
1990). This result supports the existence 
of alternative reproductive strategies in 
different age classes (Richard et al. 2005), 
and is in line with the hypothesis that 
selection on reproductive performance is 
stronger earlier in life than later in life 
(Stearns 1992). 
 Here we have shown that climatic 
stochasticity influences population 
dynamics of Z. vivipara through effects on 
life-history traits of individuals from all 
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cohorts. The biological mechanisms 
involve the interplay of density-
independent (climatic stochasticity) and 
density-dependent processes 
(competition) that result in intra-
population variation in growth, survival 
and reproductive success. Our results 
were in agreement with the main 
theoretical predictions of increased 
environmental stochasticity, namely long-
term population decline and increased 
risk of extinction. This and previous 
studies on common lizards have revealed 
the species’ potential for adaptation 
through plasticity of life-history traits 
(Adolph and Porter 1993; Lorenzon et al. 
2001; Lorenzon et al. 1999). However, 
our results suggest that there are limits to 
the capacity of individuals to cope with 
increased climatic stochasticity.  
 We hypothesize that it is unlikely that 
the here shown direct, negative effects on 
individual fitness (e.g., survival) could be 
rapidly counteracted at the population 
level through, e.g., increased fecundity or 
relaxed intra-population competition 
after a population decline, for several 
reasons. First, the negative effects of poor 
years on population growth are greater 
than the positive effects of good years and 
stochastic effects are often temporally 
correlated (Coulson and Godfray 2007). 
Second, there may be other delayed 
negative effects of stochasticity on 
individual performance on subsequent 
seasons or even on the following 
generations (Mugabo et al. 2010; chapter 
I). Third, depending on the population 
size, additional effects such as 
demographic stochasticity, Allee effects, 
or inbreeding depression may further 
contribute to population declines. 
Finally, because population structure is 
also disturbed (e.g., sex-ratios), there 
would be a higher risk of population 
instability, regardless of population size. 
In conclusion, we demonstrate that 
increased stochasticity of habitat 
humidity is a climate-change related 
factor that could potentially act as a 
proximate mechanism in the 
distributional shift projected for Z. 
vivipara in the upcoming decades, 
although presumably not the only one. 
Future studies should consider 
simultaneously the effects of different 
environmental factors because, as it has 
been suggested, the environmental 
changes produced by different aspects of 
climate change may have opposite effects 
in the dynamics of populations (Drake 
2005).  
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SUPPLEMENTARY MATERIAL 
Table S3.1: Observations of daily precipitation during the summer months recorded 
by the Spanish State Meteorological Agency (AEMET) from 1951 to 2010 at the 
“Huesca/Pirineos” meteorological station (42° 05' 00.1" N, 0° 19' 35.0" W). The 
magnitude of intense precipitation events (>15mm/h < 30mm/h) established by 
AEMET is based on historical observations over national territory. 
 June July August September Total 
Days with data 1715 1805 1757 1752 7029 
Days with precipitation ( > 0 mm) 431 270 291 374 1366 
Days with potential intense (or 
above intense) precipitation events 
(> 15 mm/day) 
57 20 43 58 178 
Maximum frequency of intense (or 
above) precipitation events 
3.3% 1.1% 2.5% 3.3% 2.5% 
Maximum frequency of intense (or 
above) precipitation events 
with respect to days with 
precipitation 
13.2% 7.4% 14.8% 15.5% 13% 
Maximum per year average of days 
with intense (or above) precipitation 
0.97 0.34 0.73 0.98 3.01 
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ABSTRACT 
Genetic variation (polymorphisms) can be maintained by frequency-dependent (FD) sexual 
selection. Recent evidence suggested that rock-paper-scissors (RPS) frequency cycles observed in 
polymorphic common lizard males (Z. vivipara) are generated by FD (context-dependent) female 
mate choice, reinforced by FD selection on offspring survival, yet few experimental evidence 
exists. To test how FD selection is determined we set up Z. vivipara populations differing in 
male morph frequency and the abiotic environment. We then modeled different mating 
patterns allowing for different types of sexual selection and tested their fit with the 
experimental data. The relative competitiveness (i.e., reproductive success) of male morphs was 
best explained by FD inter-sexual selection, which was mainly driven by the morph frequency of 
the maturing cohort, and by interactive effects of the abiotic environment. These results 
highlight the importance of social and abiotic factors for the maintenance of polymorphisms, 
might explain why frequency cycles are generally irregular and spatially synchronous, and why 
polymorphic geographic variation across a species’ range exists. They also suggest that 
environmental change (e.g., climate) may affect the maintenance and evolution of 
polymorphisms. 
Keywords: Frequency-dependent sexual selection, reproductive strategies, color polymorphism, 
morph reproductive success, lizard. 
 
Sexual selection is an important process 
driving rapid, divergent evolution of 
secondary sexual traits (Andersson 1994; 
Darwin 1871; Kirkpatrick 1982; Lande 
1981). Sexual selection can be strongly 
directional, e.g., through “runaway 
selection” (Fisher 1930), depleting 
genetic variation. However, condition-
dependent mechanisms, genotype by 
environment interactions, as well as 
mechanisms of balancing selection may 
slow divergent evolution and lead to the 
maintenance of genetic variation (e.g., 
Grafen 1990; Sinervo and Lively 1996; 
Tolle and Wagner 2011). Alternative 
mating or reproductive strategies (i.e., 
polymorphisms) exist in a diversity of 
animal and plant species (Fleming 1996; 
Gross 1996; Mayer and Charlesworth 
1991; Roulin 2004; Shuster and Wade 
1991; Sinervo and Lively 1996; Werren 
and Charnov 1978) illustrating the 
maintenance of genetic variation.  
 Theory poses that polymorphisms can 
persist over time due to frequency-
dependent (FD) sexual selection (Kokko 
et al. 2007; Sinervo and Calsbeek 2006), 
a way of non-random mating in which 
the fitness of one morph depends on its 
frequency relative to that of alternative 
morphs in the population (Ayala and 
Campbell 1974; Fisher 1930). Negative 
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FD selection (FDS) can maintain 
polymorphisms by means of a mating 
advantage of rare types, and negative FDS 
is often coupled to positive FDS, 
generating highly complex dynamics. The 
latter arise either due to rare morph 
advantage combined with self-type mate 
preference (i.e., assortative mating; e.g., 
Kokko et al. 2014) or 
cooperation/altruism to self-types (e.g., 
Rock-Paper-Scissors dynamics; Sinervo 
and Calsbeek 2006; Sinervo et al. 2006; 
Sinervo et al. 2007). Key mechanisms 
potentially explaining negative FDS 
include, among others, context-
dependent sexual selection, negative FD 
survival selection, and genotype by 
environment interactions, all of which 
may crucially depend on environmental 
conditions (e.g., climate, food and mate 
availability, intensity of competition). For 
example, abiotic conditions may affect 
the morphs’ fitness payoffs and thereby 
lead to the predominance of different 
morphs in different environmental 
conditions (Roulin 2004). Moreover, the 
effects of environmental conditions may 
be additive or interactive, the latter 
potentially explaining the commonly 
observed deviations from theoretic model 
predictions, such as the irregular orbits 
exhibited by frequency cycles (e.g., 
Sinervo and Lively 1996). Despite the 
numerous observations being congruent 
with FDS in nature (Kokko and Rankin 
2006; Shuster and Wade 2003) and the 
suggested impact of environmental 
conditions, experimental evidence for 
negative FD mechanisms maintaining 
polymorphisms and the effects of the 
environment on FDS remain scarce 
(Sinervo and Calsbeek 2006). 
 Here we experimentally tested the 
relevance of environmental conditions 
for models explaining the temporal 
maintenance of genetic variation, using 
the European common lizard (Zootoca 
vivipara) as a model species. Male Z. 
vivipara exhibit a ventral color 
polymorphism that is associated with 
alternative mating strategies, similarly to 
other color-polymorphic species (reviewed 
in Neff and Svensson 2013). Z. vivipara 
males exhibit six color phenotypes 
consistent with a single locus with three 
alleles (orange, o, yellow, y, and white, w), 
yielding six putative color genotypes: ww, 
wy, wo, yy, yo, and oo (Sinervo et al. 2007). 
Color alleles are linked with endurance 
and body size: body size of o and w males 
is larger than that of y males, and o alleles 
confer higher, size-independent 
endurance compared to w and y, whereas 
w confers high endurance through 
allometry compared to y (Sinervo et al. 
2007). The morphs’ performance 
differences and the color morph 
frequency-dependent recruitment of the 
offspring generate Rock-Paper-Scissors 
(RPS) dynamics where the o strategy beats 
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o strategy beats w, w beats y and y beats o 
(San-Jose et al. 2014; Sinervo et al. 2007), 
which are congruent with the rapid 
morph frequency cycles observed in wild 
populations (Sinervo et al. 2007). These 
observed frequency cycles advance in the 
correct direction but their orbits are 
generally irregular (Fig. 5b in Sinervo et 
al. 2007), despite the rather regular 
model predictions (and Fig. 7 in Sinervo 
et al. 2007; Fig. 4b in Sinervo and Lively 
1996); nevertheless, some 
synchronization may exist among close 
populations, keeping them in phase (Fig. 
5c in Sinervo et al. 2007). 
 A recent experiment demonstrated 
that morph frequency cycles are 
generated by two independent, 
cumulative FD selective episodes: 
negative FD sexual selection reinforced 
by FD offspring survival (San-Jose et al. 
2014; Sinervo et al. 2007). The observed 
FD sexual selection may be the result of 
two mechanisms. First, as suggested in 
Uta stansburiana (Sinervo and Lively 
1996), intra-sexual competition among 
adult male color morphs may impose 
negative FD sexual selection. Second, FD 
sexual selection can also be produced by 
inter-sexual selection (e.g., Fitze et al. 
2014; Sinervo et al. 2007), and more 
specifically, by context-dependent female 
mate choice (Fitze et al. 2014; San-Jose et 
al. 2014; Sinervo et al. 2007). Context-
dependent female mate choice is 
frequently based on cues from the social 
and abiotic environment (Alonzo and 
Sinervo 2001; Shuster and Wade 2003) 
and on male traits, including male color 
morph, body size and body condition 
(Fitze et al. 2008). Given that color 
morph is associated with body size and 
performance (see above) and thus with 
traits signaling male quality, these traits, 
rather than male color morph, may 
explain male reproductive success and the 
observed patterns of negative FD sexual 
selection. Moreover, abiotic 
environmental conditions may affect the 
morphs’ fitness payoffs and performance 
(Roulin 2004). In other words, there may 
be different effects of a given 
environmental condition on each morph 
(i.e., an interactive effect). For example, 
bigger morphs that need more resources 
for maintenance may have an advantage 
in food-rich environments, and a 
disadvantage in food-poor environments, 
while the opposite might be true in 
smaller morphs. 
To disentangle between mechanisms 
of selection and to determine the role of 
environmental conditions, we 
manipulated adult male color morph 
frequency and environmental conditions 
in semi-natural populations using a 3 x 2 
factorial design. We tested whether and 
how environmental conditions affect 
sexual selection and investigated the 
prevailing mating pattern (i.e., random 
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mating, simple non-random mating, FD 
mating, environment-dependent FD 
mating) and the traits involved in sexual 
selection. More specifically, we tested 
whether the observed sexual selection is 
affected by male color morph or rather by 
associated traits (i.e., SVL and body 
condition; Sorci et al. 1996a). We also 
tested whether the selection depends on 
abiotic conditions, either additively or 
interactively. To test among types of 
sexual selection we manipulated 
population color morph frequency of 
adult males, but not of the maturing male 
cohort (i.e., the yearlings). If intra-sexual 
selection is responsible for the imposed 
selection, we predicted that adult male 
color morph frequency will predict male 
competitiveness best and that the 
maturing male’s color morph frequency 
will be of minor or no importance, given 
that maturing males are not competing 
for access to females. In contrast, if inter-
sexual selection is important, we 
predicted that both, the maturing and 
the adult male’s color morph frequency 
will be important, since maturing males 
become adults in summer, and take part 
in juvenile survival selection in autumn. 
This prediction stems from theoretic 
models and experimental results (Fitze et 
al. 2014; San-Jose et al. 2014; Sinervo et 
al. 2007), which indicate that females 
choose mate partners in order to 
optimize offspring survival (i.e., survival 
in autumn). To disentangle among 
hypotheses, we modeled the different 
mating patterns, traits and abiotic 
conditions, assessed their fit to the 
experimental data and tested their 
importance using an information 
theoretic approach. 
MATERIALS AND METHODS 
Study species  
Z. vivipara is a small (adult snout-to-vent 
length, SVL: 45-70 mm) lacertid widely 
distributed across Eurasia. It inhabits 
hygrophilic and mesophilic habitats 
including moist heathlands and peat 
bogs. Environmental humidity 
importantly limits growth, condition, 
survival and reproduction of Z. vivipara 
(Le Galliard et al. 2010; Lorenzon et al. 
2001; Lorenzon et al. 1999; Marquis et 
al. 2008), because of the species’ high rate 
of evaporative water loss (Grenot and 
Heulin 1990; Grenot et al. 1987).  
 Individuals emerge from hibernation 
between March and May and they enter 
hibernation between late September and 
October (Roig et al. 2000). Sexual 
maturity is reached at about 2 years of age 
and reproduction begins immediately 
after female emergence from hibernation 
(Breedveld and Fitze 2015). Their 
reproductive system is polygynandrous 
(Fitze et al. 2005; Richard et al. 2005). 
The average lifespan of Z. vivipara is 2.8 
years (Strijbosch and Creemers 1988) and 
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once survived the first year, it is 4 - 5 
years (Avery 1975a; Pilorge and Castanet 
1981; Sorci et al. 1996b). Maximum 
observed lifespan is 7 years for males and 
11 years for females (Richard et al. 2005). 
Juvenile mortality is considerably high 
during the first year of life (Avery 1975a). 
Sub-adults (< 2 years) and adults survive 
with a similar probability (Heulin et al. 
1997) and adult males generally survive 
worse than females (Heulin et al. 1997; 
Richard et al. 2005). There exists 
important generational overlap and 
populations are age-structured. In the 
Pyrenean populations males exhibit 6 
alternative color morphs as described 
above, and females exhibit no color 
morphs (Arribas 2009). 
Experimental system 
Lizard populations were maintained in 
twelve semi-natural outdoor enclosures 
(100 m2), which consisted of planted 
natural grassland, two water ponds, four 
stone piles and several logs that provided 
lizards with basking sites, shelters and 
hibernation burrows. Each population 
consisted of 20 adults (i.e., ≥ 2 years old; 
males n = 8, females n = 12), 5 to 6 
yearlings (i.e., 1 year old; males n = 2, 
females n = 3 - 4) and 18 to 20 newborn 
juveniles (population total n = 43 - 46). 
Lizards were individually marked by toe-
clipping, weighted to the nearest mg and 
measured to the nearest mm upon 
release.  
 In May 2010, three adult color morph 
frequencies and two types of humidity 
conditions were established, using a 3 x 2 
factorial design. Adult color morph 
frequency was biased towards o (orange), 
y (yellow), or w (white) predominance, 
and each of the frequencies was 
established in four populations. The 
maturing male morphs (i.e., yearlings) 
were randomly distributed and did not 
differ among treatments and populations. 
Two populations of each color morph 
treatment were exposed to higher, and 
the other two to lower habitat humidity. 
Habitat humidity was manipulated by 
irrigating each population twice a day 
(i.e., at 9 a.m. and 5:30 p.m.). At each 
irrigation, enclosures belonging to the 
higher humidity treatment (H) were 
sprinkled for 12, and those of the lower 
humidity treatment (L) for 5 minutes. 
Each irrigation was split into two shifts 
(H: 6 and 6 minutes; L: 3 and 2 minutes 
of irrigation). The second shift started 2 
and 9 minutes (H and L treatment, 
respectively) after the end of the first 
shift. This procedure guaranteed that in 
all enclosures 14 minutes passed between 
the start and end of the irrigation and 
thus lizards of all treatments were 
exposed to the same treatment length. At 
the start of the experiment no initial 
differences existed in SVL or body 
condition among populations and 
treatments, across all ages (all P < 0.91). 
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Age-structure, density, sex ratio and 
habitat structure did not differ either. 
Paternity assignment 
In May 2011, females were recaptured at 
regular intervals to determine the stage of 
female gravidity by ventral palpation. 
Females in an advanced stage of gravidity 
were brought into the laboratory and 
housed in individual terraria containing 
peat soil as substrate, a shelter, a water 
pond, and a basking surface (rock). Light 
(photoperiod: 12 L: 12 D) and heat were 
provided by a 40W bulb and UV light 
was provided for 2 hours/day. Water was 
available ad libitum and females were fed 
different prey items every other day 
(namely larvae of Galleria mellonella, 
Acheta domestica, and Lumbricus terrestris). 
Twice a day terraria were inspected for 
laid clutches and these were incubated at 
21°C during the day (i.e., 9 a.m. to 9 
p.m.) and 19°C during the night (Heulin 
et al. 1997). All newborn juveniles were 
measured and a genetic sample was 
collected. Thereafter offspring were 
released in new standardized populations 
that did not differ in color morph 
frequency, i.e., in a common garden. This 
assured that observed differences among 
color morph treatments are due to sexual 
selection and could not have arisen due 
to differences in survival selection. 
Offspring were recaptured one year later 
(in May 2012) to quantify male 
competitiveness (for the precise 
definition see ‘Model development and 
analysis’), which was calculated based on 
recruiting offspring, since only these 
contribute to RPS dynamics (Sinervo et 
al. 2007).  
 DNA was extracted from the collected 
genetic sample using a BioSprint 96 
DNA Blood Kit (Qiagen, Hilden, 
Germany). Five highly polymorphic 
microsatellite DNA loci (Lv-3–19, Lv-4–
72, Lv-4-alpha, Lv-4–115, Lv-4-X; 
Boudjemadi et al. 1999), were amplified 
using previously established methods (for 
details see Laloi et al. 2004). Since the 
genetic profile of all mothers and 
putative fathers was known, the paternity 
was assigned manually and the program 
Cervus 3.0 (Marshall et al. 1998) was 
used to verify the correctness of the 
attribution. All surviving offspring were 
successfully attributed to a single father 
and the paternity was used to quantify 
male reproductive success, based on 
which the male’s competitiveness was 
modeled (see below). 
Model development and analysis 
To estimate the relative competitiveness 
effect of each allele, we first described a 
general model that allows for non-
random mating, such that a male’s 
competitiveness (which we scale such that 
it is linearly related to predicted mating 
success) can depend on his alleles as well 
as the population composition (i.e., the 
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frequency of o, y and w alleles). Each 
allele’s contribution to a male’s 
competitiveness is denoted Co, Cy, or Cw 
for orange, yellow and white, respectively. 
Assuming linearity for simplicity, we 
modeled this as a function of the 
populations’ relative allele frequencies 
(po, py, and pw) using parameters αi, βi, and 
γi, where i = o, y, or w, for Co, Cy, and Cw, 
respectively; parameters with a subscript 
“b” denote intercepts: 
ܥ௢ ൌ ߙୠ ൅ ߙ୭݌୭ ൅ ߙ୷݌୷ ൅ ߙ୵݌୵ (1) 
ܥ୷ ൌ ߚୠ ൅ ߚ୭݌୭ ൅ ߚ୷݌୷ ൅ ߚ௪݌୵ (2) 
ܥ୵ ൌ ߛୠ ൅ ߛ୭݌୭ ൅ ߛ୷݌୷ ൅ ߛ୵݌୵ (3) 
 In the simplest case, only adult male 
alleles might be used to determine the 
values of pi. However, the maturing 
cohort’s alleles predict the frequency 
cycle advance (San-Jose et al. 2014; 
Sinervo et al. 2007), and key for testing 
the relative roles of intra-sexual or inter-
sexual selection. We therefore introduced 
a parameter x, ranging between 0 and 1, 
to allow yearling alleles to be included if x 
> 0. Here x describes the relative weight 
of yearling allele frequencies (i.e., of the 
maturing cohort; Yi,) compared to adult 
allele frequencies (Ai), with x = 0.5 giving 
equal weight to both: 
݌௜ ൌ ௫௒೔ାሺଵି௫ሻ஺೔௫൫௒౥ା௒౯ା௒౭൯ାሺଵି௫ሻ൫஺౥ା஺౯ା஺౭൯ (4) 
 Here pi corresponds to the allelic 
frequencies used in equations (1) to (3), 
and Ai and Yi to the adult and yearling 
allele frequencies of the experimental 
populations. Using these equations, we 
computed a relative competitiveness score 
(ck) for each male that took part in the 
mating competition (i.e., all recaptured 
males as well as males that fertilized eggs, 
but died before recapture). Other males 
were not considered, given that common 
lizards cannot store sperm during 
hibernation (Bleu et al. 2011a; pers. 
obs.). Relative competitiveness is given 
by:  
ܿ௞ ൌ ௘
ሺ಴೔శ಴ೕሻ
∑ ௘ሺ಴౥శ಴౯శ಴౭ሻ೙ೖసభ
  (5) 
where i and j are the individual’s first and 
second color alleles (o, y or w; note that i 
= j in the case of homozygotes), and k 
denotes the kth individual in a population 
of n individuals. Consequently, for each 
population, the sum of all individual c 
values was 1.  
 Based on this general model we 
developed a set of nested candidate 
models describing our different 
hypotheses (Table 4.1). We started with 
three initial models of mating pattern: 
‘R’, random mating; ‘nR’, simple non-
random mating; and ‘F’, frequency-
dependent non-random mating. Model R 
estimated no parameters. Model nR 
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included only the intercept in the 
estimation of Ci (equations 1-3), allowing 
for a baseline difference in mating success 
among morphs that is independent of the 
color allele frequency. Model F estimated 
ck as a function of the individual color 
morph frequency relative to that of the 
other morphs (equations 1-5). 
 Additional models were built as 
alterations of the above R, nR and F 
models, by including up to three 
parameters that can potentially affect 
male competitiveness (Table 4.1): 
humidity, male body size, and male body 
condition. The abbreviations of the 
models (Table 4.1) reflect the factors that 
are included. Habitat humidity, which 
had been experimentally manipulated, 
was coded as ‘H’ (Table 4.1), and used in 
equations with 1 denoting higher, and 0 
lower humidity. Its effects were modeled 
by adding parameters αh, βh, and γh to 
equations 1-3. We either constrained αh 
to equal βh and γh	 (we term this the 
additive model for humidity) or allowed 
them to differ from each other (termed 
the interaction model for humidity, as its 
effect may now differ depending on 
population composition). Male snout-to-
vent-length (SVL, ‘V’ in Table 4.1) was 
taken as body size and male body 
condition (‘B’) was estimated as the 
residuals of the regression between SVL 
and body mass. Male body size (Fitze and 
Le Galliard 2008) and male body 
condition affect male mating success 
(Fitze et al. 2010; Fitze et al. 2008; 
Heulin 1988) and their effect might be 
independent of morph frequency. 
 Finally, in the set of F models, 
competitive interactions within and 
between alleles were considered to be 
either asymmetrical (‘A’) or symmetrical 
(‘S’). In the presence of asymmetrical 
competitive interactions, an alleles’ 
competiveness was allowed to differ 
among contexts (i.e., allele frequencies). 
In a model, this can be done by 
estimating coefficients that are allowed to 
differ between alleles of different color 
(i.e., in equations 1-3 and in ‘FA’, Table 
4.1:	 αi ≠ βi	 ≠ γi, i = o, y, w). We also 
included a more restrictive symmetrical 
option because the observed RPS 
dynamic for Z. vivipara suggests 
competitive interactions such that o beats 
w, w beats y, and y beats o and the 
magnitude of their effect is similar. 
Symmetrical competitive interactions 
(‘FS’ models, Table 4.1) were modeled by 
constraining coefficients to have the same 
value for all ‘self’ effects (an allele 
experiencing the effect of the frequency 
of itself; i.e., αo, βy, and γw in equations 
1, 2, and 3, respectively), and likewise for 
the effect of alleles assumed to be ‘better-
than-self’ (an allele experiencing the effect 
of the frequency of the allele that is 
expected to beat it; i.e., αy, βw, and γo in 
equations 1, 2, and 3, respectively), and 
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likewise for alleles that are ‘worse-than-
self’ (i.e., αw, βo, and γy in equations 1, 2, 
and 3, respectively). This was coded using 
a common parameter, l, for self, better-
than-self, and worse-than-self allele 
frequency effects, such that αo, βy, and γw 
were replaced by l1; αy, βw, and γo by l2 
(note: o beats w and thus o performs 
better with respect to w (γo) compared to 
itself (αo); Table S4.1), and αw, βo, and γy	
by l3 (note: o loses against y and thus o 
performs worse with respect to y (βo) 
compared to itself (αoሻ; see also Table 
S4.2). 
 In a variant of the FD structure we 
assumed that the presence of inferior 
competitors has a negligible effect on the 
focal allele’s competitiveness (i.e., αw in 
(1), βo in (2) and γy in (3) were set to 0). 
Here an allele’s relative competitiveness 
only depends on the frequency of the self 
and better-than-self alleles in the 
population. This alternative, termed 
‘inferior competitors negligible’ (models 
with an ‘I’, Table 4.1) was modeled in 
combination with the assumption of 
symmetrical or asymmetrical competitive 
interactions (e.g., models FSI and FAI, 
respectively; Table 4.1).  
 Since a published RPS model for Z. 
vivipara (Sinervo et al. 2007) predicts that 
the magnitude of the interactions will not 
be fully symmetrical (Table S4.1a), we 
also modeled the competitive interactions 
suggested by earlier published evidence 
(hereafter denominated as ‘proposed’ 
frequency-dependence; ‘FP’). In this 
model, the effects of the worse-than-self 
allele’s frequency (i.e., αw, βo, and γy), the 
self-allele frequency on w (i.e., γw), and 
the better-than-self allele frequency on o 
allele competitiveness (i.e., αy) were all 
assumed negligible, i.e., set to 0. The 
effects of the better-than-self allele’s 
frequency were equivalent in w and y 
allele competitiveness (i.e., βw equals γo), 
both parameters being replaced by l4. 
Finally, self-allele effects on o and y allele 
competitiveness were allowed to differ 
from each other (i.e., αo ≠	βy; Table 4.1).  
 Model development and model fit 
were performed in MATLAB®, using 
Maximum Likelihood Estimation (MLE). 
The use of MLE together with a model 
selection procedure (calculation of AIC 
scores, Burnham and Anderson 2002) 
allowed us to quantify the relative 
importance of different hypotheses and 
mechanisms affecting sexual selection. 
The best x was determined using MLE 
and then used to assess the model fit. In 
all models, a data point (a recruited 
offspring with known sire) contributes an 
additive value ln(ck) to the log-likelihood 
of the model, according to the identity (k) 
of the sire. If the model predicted a small 
relative competitiveness for the actual 
sire, then ln(ck) << 0. If, on the other 
hand, the model produced a good match 
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Table 4.1 Description of used nested candidate models. For each model the number of 
estimated parameters (K) and parameter nomenclature are given. (αi): parameters related to 
o allele competitiveness; (βi): parameters related to y allele competitiveness; (γi): parameters 
related to w allele competitiveness; l1: effects of self-allele frequency; l2: effects of better-than-
self allele frequency; l3 effects of worse-than-self allele frequency; l4 effect of the better-than-
self performing allele frequency in FP models; (b): intercept; (B): body condition; (v): SVL; 
(h): humidity. 
Model K parameters model description 
FPIH 9 
αb, βb, γb, 
αo, βy, l3, l4, 
αh, βh, γh 
proposed frequency-dependent model explaining RPS 
cycles in Z. vivipara (βw = γo = l4); inferior competitors 
negligible (l3 = 0); humidity is relevant 
FSIH 8 
αb, βb, γb, 
l1, l2, l3, 
αh, βh, γh 
frequency-dependent mating; symmetric; inferior 
competitors negligible (αw = βo = γy = l3 = 0); humidity is 
relevant 
FPI 6 
αb, βb, γb, 
αo, βy, l3, l4 
proposed frequency-dependent model explaining RPS 
cycles in Z. vivipara (βw = γo = l4); inferior competitors 
negligible (l3 = 0) 
FAI 9 
αb, αo, αy, 
βb, βy, βw, 
γb, γo, γw, 
frequency-dependent mating; asymmetric; inferior 
competitors negligible (αw = βo = γy = 0) 
FSH 9 
αb, βb, γb, 
l1, l2, l3 
αh, βh, γh, 
frequency-dependent mating; symmetric; humidity is 
relevant 
FSIHV 11 
αb, βb, γb,  
l1, l2, l3, 
αh, βh, γh, 
αv, βv, γv 
frequency-dependent mating; symmetric; inferior 
competitors negligible (l3 = 0); humidity and male 
snout-to-vent length (SVL) are relevant 
FSIHB 11 
αb, βb, γb, 
l1, l2, l3, 
αh, βh, γh, 
αB, βB, γB, 
frequency-dependent mating; symmetric; inferior 
competitors negligible (l3 = 0); humidity and male 
body condition are relevant 
nRH 6 
αb, βb, γb, 
αh, βh, γh simple non-random mating; humidity is relevant 
nRHB 9 
αb, βb, γb, 
αh, βh, γh, 
αB, βB, γB 
simple non-random mating; humidity and male body 
condition are relevant 
FSI 5 
αb, βb, γb, 
l1, l2, l3 
frequency-dependent mating; symmetric; inferior 
competitors negligible (l3 = 0) 
FS 6 
αb, βb, γb, 
l1, l2, l3 
frequency-dependent mating; symmetric 
nRHV 9 
αb, βb, γb, 
αh, βh, γh, 
αv, βv, γv 
non-random mating; humidity and male snout-to-vent 
length (SVL) are relevant 
FA 12 αi, βi, γi frequency-dependent mating; asymmetric, i = b, o, y, w  
nR 3 αb, βb, γb simple non-random mating 
R 0 - random mating 
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between the competitiveness distribution 
and the identity of the actual sire, then 
ln(ck) is closer to zero, leading to a better 
AIC value as a whole.  
 Model comparison was done using 
Akaike Information Criteria corrected for 
finite sample sizes (AICc; Burnham and 
Anderson 2002; Burnham et al. 2011; 
Johnson and Omland 2004). The model 
with the lowest AICc is considered the 
‘best’ model and models with ∆s > 2.0 
AICc were considered to have a 
significantly lower support (Burnham and 
Anderson 2002). For model comparison, 
models with non-additive effects and 
models with an excessive number of 
parameters were discarded given their 
consistently poorer performance (i.e., 
poorer than the models reported in Table 
4.2).   
RESULTS  
The random mating (R) and simple non-
random mating (nR) models were least 
supported (Table 4.2). The best model 
without FD mating (nRH, rank 8th Table 
4.2) differed by more than 3 AICc from 
the best fitting model, indicating little 
support. The three best supported 
models, FPIH, FSIH and FPI, differed by 
less than 2 AICc (Table 4.2). The 
evidence ratios wFPIH / wFPI and wFSIH / 
wFPI showed that FPIH and FSIH were 
2.5 and 2.2 times more likely than FPI, 
respectively. FPIH was only 1.14 more 
likely than FSIH and thus there was a 
certain degree of uncertainty regarding 
the best model. These two models had 
very similar structures: they included FD 
mating, negligible effects of worse-than-
self alleles, and assumed symmetrical 
effects of better-than-self alleles. In FPIH 
and FPI, symmetry of better-than-self 
effects was assumed for y and w alleles 
but not for o alleles, while in FSIH 
symmetry was assumed for all three 
alleles. The yearling morph frequency was 
of high importance (x ≥ 0.697; Table 4.2) 
in all but two models, providing strong 
support for the hypothesis that yearling 
allele frequencies importantly affect male 
competitiveness.  
 The two best fitting models included 
habitat humidity. In general, models 
including habitat humidity had lower 
AICcs than those without it (Table 4.2) 
and their summed evidence ratio was 
0.773/0.225 = 3.43 (Table 4.2). 
Moreover, excluding habitat humidity 
from the models led to worse model fits, 
despite being more parsimonious (∆ = 
1.84, 5.55, 5.61, and 12.32 for FPIH vs. 
FPI, FSIH vs. FSI, FSH vs. FS, and nRH 
vs. nR, respectively; Table 4.2). All 
models including interactive habitat 
humidity (parameters allowed to differ 
between morphs) were much better than 
those including identical habitat 
humidity effects for all morphs (all ∆ ≥ 
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8.2; tested models: 1st, 2nd and 5th, Table 
4.2). 
 The inclusion of body condition (in 
models FSIHB and nRHB) did not 
improve the fit. Compared to FSIH and 
nRH models, models including body 
condition had lower support: ∆ = 3.07 
and ∆ = 1.3, respectively. This indicates 
that the FD model without body 
condition explained the observed mating 
pattern better. Models with body size 
(snout-to-vent length, SVL) ranked in 
position 6 and 12, and the inclusion of 
SVL led in every case to worse fits, ∆ ≥ 
2.7 (compared to models FSIH and nRH, 
ranking 2nd and 8th, Table 4.2). 
Interactive effects of habitat humidity 
and SVL led to much less supported 
 Table 4.2 Comparison of the candidate models (see Table 4.1) and their fit to 
the observed male relative competitiveness. The corrected Akaike’s information 
criterion (AICc), the difference between the AICc of the top model and the 
model considered (∆i), Akaike weights (wi), and the estimated best x value are 
given for each model. 
 
 rank model(i) AICc ∆i wi estimated x  
 1 FPIH 174.89 0.00 0.271 *  
 2 FSIH 175.16 0.26 0.237 0.9899  
 3 FPI 176.73 1.84 0.108 0.6970  
 4 FAI 176.95 2.06 0.097 0.7980  
 5 FSH 177.48 2.59 0.074 1 (set to 0.9999)  
 6 FSIHV 177.84 2.95 0.062 1 (set to 0.9999)  
 7 FSIHB 178.22 3.33 0.051 0.0505  
 8 nRH 178.25 3.36 0.050 any (set to 1)  
 9 nRHB 179.55 4.66 0.026 any (set to 1)  
 10 FSI 180.71 5.82 0.015 0.8586  
 11 FS 183.09 8.20 0.004 0.8586  
 12 nRHV 184.86 9.97 0.002 any (set to 1)  
 13 FA 185.33 10.43 0.001 0.7980  
 14 nR 190.57 15.68 0.000 any (set to 1)  
 15 R 202.26 27.37 0.000 any (set to 1)  
 *Several x were optimal: 0.3030, 0.2323, 0.1111, 0.0404, 0.0202  
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models (all ∆ ≥ 7.02; models not shown). 
Of the considered environmental 
conditions and individual traits, only 
habitat humidity had a strong effect on 
male reproductive success and its effect 
differed for each allele’s competitiveness 
(i.e., interactive; Table 4.1).   
DISCUSSION 
Negative FDS can explain the 
maintenance of genetic variation (Sinervo 
and Calsbeek 2006) and potential 
mechanisms producing negative FDS 
might be affected by environmental 
conditions. Nevertheless, the relative 
importance of environmental conditions 
on the mechanisms maintaining genetic 
variation has rarely been investigated. 
Here we experimentally tested whether 
and how environmental conditions affect 
the operation of negative FDS and 
simultaneously disentangled among 
different mechanisms of selection. To 
this end, we manipulated the adult color 
morph frequency of populations and 
exposed them to different humidity 
regimes using a 3 x 2 factorial design. We 
modeled different mating patterns and 
hypotheses, and tested their relevance 
based on the relative competitiveness 
(i.e., reproductive success) of adult males, 
assessed through molecular paternity 
analyses of recruiting offspring and thus 
through those contributing to FD 
selection.  
 The results showed that models 
including FD mating performed better 
than alternative scenarios, which is in 
line with previous theory (Sinervo et al. 
2007) and experimental evidence (San-
Jose et al. 2014). Yearling allele 
frequencies were of higher importance 
than adult allele frequencies (large x), 
showing that intra-sexual competition 
among mature males could not explain 
the observed sexual selection pattern 
since in that case we would have expected 
very low values for x (ideally zero). 
Reproductive success of males was 
instead best explained when the models 
took into account current yearling morph 
frequencies as well as the adult color 
morph frequency, and thus the adult 
color morph frequency experienced by 
the offspring during maturation. This is 
in line with interpretations that 
intersexual selection may operate based 
on context-dependent (plastic) female 
choice, where the mating success of males 
varies based on the prevailing color 
morph frequency that will also determine 
offspring survival (San-Jose et al. 2014; 
Sinervo et al. 2007). When individual 
fitness depends on the local social 
environment (Bleay et al. 2007), context-
dependent mate choice allows adjusting 
the reproductive behavior in order to 
improve fitness in each environment 
(Shuster and Wade 1991). Such plastic 
reproductive strategies confer an 
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advantage in the presence of 
environmental changes, and they 
constitute a paramount component of 
species persistence (Ghalambor et al. 
2007; Shuster and Wade 2003). 
 Habitat humidity was an important 
determinant of male competitiveness and 
the observed patterns of sexual selection, 
suggesting that environmental factors can 
affect the maintenance of genetic 
variation. Habitat humidity interactively 
affected the color allele competitiveness 
and all models only including additive 
effects (where the effect of humidity is 
the same for all morphs) performed 
badly. The observed interactive effects 
might contribute to explaining why RPS 
orbits are irregular and deviate from the 
trajectories predicted by theory (Sinervo 
and Lively 1996). Moreover, since the 
climatic conditions of close populations 
are generally highly auto-correlated, the 
detected interactive effects might also 
explain why orbits of close populations 
are synchronous (Sinervo et al. 2007).  
 Habitat humidity may also affect RPS 
dynamics beyond its direct effect on 
sexual selection. It has been shown that 
habitat humidity affects growth rate 
(chapter I) and therefore body size—a  
trait that in many species, including Z. 
vivipara (Bauwens and Verheyen 1985), is 
closely linked with the timing of sexual 
maturation. Reduced yearling growth in 
drier habitats (Lorenzon et al. 1999; 
chapter I) increases the time to 
maturation, which will lead to longer 
frequency cycles (Sinervo et al. 2007). 
This is consistent with observations from 
high altitude populations, where RPS 
cycles are longer (Sinervo et al. 2007). 
Similarly, higher humidity increases 
juvenile survival (Marquis et al. 2008), 
and humidity-induced survival differences 
among morphs (chapter I) may indirectly 
affect RPS dynamics. Additional results 
point to differences in ecological 
performance among morphs in 
alternative humidity environments (e.g., 
chapter I; Sinervo et al. 2007), with the 
potential to affect RPS dynamics. All 
these effects could in principle explain 
deviations from a perfect RPS orbit, by 
increasing or decreasing the magnitude of 
the color morph frequency change and 
the speed of the frequency cycles. Morph 
specific ecological performances may also 
contribute to the existence of geographic 
variation in morph frequencies and they 
may affect the stability of the 
polymorphism at local scales (McLean 
and Stuart-Fox 2014), stressing the 
importance of the local polymorphic 
configuration (i.e., morph composition 
and frequency) for population dynamics 
and evolution (Corl et al. 2010). 
 The above suggests that the time to 
reach adult body size could have an 
impact on RPS cycles. Our model was 
not directly testing such delayed effects, 
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but it was able to investigate whether 
body size or body condition have a more 
immediate effect on the current sexual 
selection. This was, perhaps surprisingly, 
not supported: there was little support for 
any of the models in which male traits 
different from color morph (e.g., body 
condition, body size) affected male 
competitiveness (Table 4.2), suggesting 
that these traits are of reduced 
importance for sexual selection.  
 In conclusion, our results provide 
important experimental evidence that 
negative FDS operates in Z. vivipara and 
can thus potentially drive the observed 
RPS cycles. The results were in line with 
predictions of RPS theory and 
additionally support the hypothesis that 
context-dependent female mate choice, 
and not intra-sexual competition, 
imposes the observed negative FD sexual 
selection (San-Jose et al. 2014; Sinervo et 
al. 2007). Genetic polymorphisms are 
widespread in nature, and FD sexual 
selection is one of the main processes 
that can be responsible for their 
maintenance (Kokko et al. 2007). 
Negative FDS was affected by abiotic 
factors of the local environment, showing 
that the persistence and the evolution of 
polymorphisms depend on habitat 
conditions, since these alter the 
competitive environment. These results 
could potentially contribute to explaining 
why orbits of frequency cycles deviate 
from the regular trajectories predicted by 
theoretic models (Sinervo and Lively 
1996), as well as why orbits of close 
populations are synchronous. The 
detected mechanisms might further 
generate geographic variation across a 
species’ range, and/or population 
divergence with potential evolutionary 
consequences (e.g., speciation; McLean 
and Stuart-Fox 2014), they may affect the 
maintenance of polymorphisms, and they 
render populations vulnerable to 
environmental change, including climatic 
change. This shows that ecological and 
evolutionary processes are intertwined, 
bringing closer together population 
ecology, population genetics, and 
evolutionary biology (Saccheri and 
Hanski 2006). 
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SUPPLEMENTARY MATERIAL 
Table S4.1: Congruency of a) the frequency-dependency modeled by Sinervo et al. 
(Table 4.1; 2007), and b) the FD modeled in this study. In a) a value of 1 implies no 
effect of the common color allele on the focal allele (“immunity”); values ‘c’ or ‘k’ < 1 
imply a negative impact, and 0 denotes “elimination” of the focal allele by the 
common color allele, according to the authors. 
 
Common adult male color allele 
 o w y 
Juvenile allele payoff 
   
a) Sinervo et al. 2007 
   
o c < 1 1 1 
w 0 1 1 
y 1 0 k < 1 
b) this study 
   
o αo αw αy 
w γo γw γy 
y βo βw βy 
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Table S4.2: Parameter values obtained for each model described in Table 4.1. 
  Model FPIH FSIH FPI FAI FSH 
 
 K 9 8 6 9 9 
E
st
im
at
ed
 p
ar
am
et
er
s 
O
ra
ng
e 
αb -56.24 9.85 1.14 0.24 -1.05 
αo (l1) 110.16 6.59 22.60 7.88 -66.49 
αy (l2) 0 7.07 0 -428.28 -66.06 
αw(l3) 0 0 0 0 -72.98 
Y
el
lo
w
 
βb -15.74 3.68 17.93 6.06 -11.52 
βo (l3) 0 0 0 0 -72.98 
βy(l1) -82.82 6.59 -19.01 -437.80 -66.49 
βw(l2)/(l4) -5.44 7.07 -4.14 0.80 -66.06 
W
hi
te
 
γb -26.65 11.64 9.19 0.34 0.74 
γo(l2)/ (l4) -5.44 7.07 -4.14 116.40 -66.06 
γy(l3) 0 0 0 0 -72.98 
γw(l1) 0 6.59 0 -960.63 -66.49 
H
um
id
ity
 αh -0.89 -5.40   2.61 
βh 43.04 0.05   12.26 
γh 1.16 -11.83   -4.23 
B
od
y 
co
nd
iti
on
 αB        
βB         
γB         
SV
L 
αv      
βv      
γv      
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Table S4.2 (Continuation): Parameter values obtained for each model described 
in Table 4.1. 
 
 
Model FSIHV FSIHB nRH nRHB FSI 
 
 
K 11 11 6 9 5 
E
st
im
at
ed
 p
ar
am
et
er
s 
O
ra
ng
e 
αb 7.93 0.93 101.10 0.86 1.73 
αo (l1) 8.02 -10.24     -14.32 
αy (l2) 8.64 -11.19     -4.31 
αw(l3) 0 0     0 
Y
el
lo
w
 
βb -10.24 -5.16 69.37 -2.47 0.18 
βo (l3) 0 0     0 
βy(l1) 8.02 -10.24     -14.32 
βw(l2)/(l4) 8.64 -11.19     -4.31 
W
hi
te
 
γb -7.15 -1.28 101.16 0.95 -1.67 
γo(l2)/ (l4) 8.64 -11.19     -4.31 
γy(l3) 0 0     0 
γw(l1) 8.02 -10.24     -14.32 
H
um
id
ity
 αh  -9.24  3.94 -49.14 0.59   
βh  9.50  5.86 -17.94 3.31   
γh  -14.69  -2.98 -51.61 -2.48   
B
od
y 
co
nd
iti
on
 αB  0.08  1.65   0.84   
βB  0.06  -1.20   -0.19   
γB  0.37  -0.38   0.85   
SV
L 
αv      
βv      
γv      
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Table S4.2 (Continuation): Parameter values obtained for each model 
described in Table 4.1. 
 
 Model FS nRHV FA nR R 
  K 6 9 12 3 0 
E
st
im
at
ed
 p
ar
am
et
er
s 
O
ra
ng
e 
αb 1.09 -0.007 -3.50 0.63   
αo (l1) 256.05  -289.90     
αy (l2) 266.06  -445.40     
αw(l3) 270.36  1145.10     
Y
el
lo
w
 
βb -0.45 0.003 -0.50 -0.07   
βo (l3) 270.36  -294.90     
βy(l1) 256.05  -452.00     
βw(l2)/(l4) 266.06  1148.80     
W
hi
te
 
γb -2.30 0.02 2.30 -0.60   
γo(l2)/ (l4) 266.06  -96.50     
γy(l3) 270.36  278.80     
γw(l1) 256.05  -515.00     
H
um
id
ity
 αh  -0.01       
βh  3.88       
γh  -1.76       
B
od
y 
co
nd
iti
on
 αB         
βB         
γB         
SV
L 
αv  0.07    
βv  -0.0004    
γv  -0.07    
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ABSTRACT 
According to the ‘chase-away’ hypothesis, costly female mate choice evolved due to sexual 
conflict over mating rate, while traditional hypotheses put explanations based on direct or 
indirect fitness benefits forward. Here we disentangle among hypotheses by experimentally 
increasing female mating costs by means of blood corticosterone level manipulation in female 
common lizards (Zootoca vivipara). Two females, one with increased costs and one control 
female, were simultaneously presented to a male and thereafter to a known or a novel male, the 
latter treatment allowing to detect strategies maximizing indirect fitness benefits. Females with 
higher corticosterone levels (Cort) were more aggressive towards males and mated less. 
Furthermore, small Cort females did not copulate and copulation probability of Cort, but not 
of control females, increased with body size. The results are consistent with the chase-away 
hypothesis and the evolution of female strategies that reduce mating costs. The corticosterone 
effects and the phylogenetic conservation of the stress response further suggest that an ample 
range of environmental and social factors, through their effect on glucocorticoid levels, may 
affect sexual conflict in a wide range of species. 
Keywords: Sexual selection, female choice, stress, multiple mating, novelty, lizard, Lacerta 
vivipara. 
 
During reproduction, different sexes 
usually show conflicting optimal fitness 
strategies, resulting in a sexual conflict 
whose outcome is determined by the sex-
specific balance of costs and benefits of 
mating (Parker 1979). Assuming 
conventional sex-roles, paternity often 
requires little more than a contribution 
of sperm, which is energetically cheap to 
produce. Moreover, in many species 
males provide less parental care than 
females, and in other species paternal 
care is absent (Clutton-Brock and 
Vincent 1991; Trivers 1972). It is 
generally accepted that male fitness is 
limited by the number of potential mates 
and not by sperm production (Andersson 
1994; Bateman 1948; Trivers 1972), 
potentially favoring the evolution of 
polygyny and explaining male preference 
for novel females (Kelley et al. 1999; 
Orrell and Jenssen 2002; Tokarz 1992). 
Polygyny generally leads to intrasexual 
competition among males for access to 
females, which constitutes the males' 
costs of reproduction (Andersson 1994; 
Darwin 1874). In contrast to males, 
females typically invest more in 
reproduction and their number of 
offspring do not proportionally increase 
with the number of mates (Bateman 
1948), potentially explaining why females 
exert stronger mate choice (Andersson 
1994; Trivers 1972).  
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Traditional hypotheses argue that 
costly female mate choice evolved because 
females may gain direct (e.g., resources) 
or indirect benefits by means of mate 
choice, the latter by choosing fathers that 
provide ‘good genes’, produce ‘sexy sons’ 
('good genes' and 'sexy sons' hypotheses; 
Andersson 1994; Fisher 1930; Gavrilets 
and Hayashi 2005; Tokarz 1995), or by 
optimizing the offspring's genetic 
diversity (Jennions and Petrie 2000). In 
line with these ideas are trade-up 
strategies during which females first 
assure fertilization of their eggs and 
thereafter mate with a male that provides 
‘good genes’ or produces ‘sexy sons’ (Fitze 
et al. 2010). However, the costs associated 
with mating and particularly with 
multiple mating, may jeopardize survival 
and fecundity (Andersson 1994). Direct 
costs include the time and energy used 
for mate discrimination and mating per 
se, as well as male coercion and 
harassment, which can produce injuries 
and death (Arnqvist and Rowe 2005; 
Clutton-Brock and Parker 1995; Le 
Galliard et al. 2008; Le Galliard et al. 
2005c). Indirect costs may arise due to 
the transmission of sexual diseases, 
parasites and infections (Andersson 
1994). Given the ample range of costs, it 
is not clear whether the benefits obtained 
from female mate choice may indeed 
compensate the arising costs (Gavrilets et 
al. 2001; Kirkpatrick and Barton 1997). 
A more recent hypothesis, the ‘chase-
away’ hypothesis (Holland and Rice 
1998), claims that female mate choice is 
the result of sexual conflict over mating 
and that females evolved resistance 
against males rather than preference (e.g., 
Gavrilets et al. 2001). In other words, 
whereas males benefit from mating with 
multiple females, females evolved 
resistance against suboptimal mating 
attempts, in order to reduce the costs of 
mating (Clutton-Brock and Parker 1995; 
Gavrilets et al. 2001; Gavrilets and 
Hayashi 2005; Holland and Rice 1998; 
Kokko 2005; Rowe et al. 2005). Recent 
theoretical and mathematical work 
provide evidence for this hypothesis, but 
experimental support is only available in 
insects (Arnqvist and Rowe 2005; Hall et 
al. 2008; Perry et al. 2009; Wigby and 
Chapman 2004). 
Here we disentangle among 
hypotheses by experimentally amplifying 
the female's mating costs and by 
manipulating partner novelty. We 
quantified treatment effects on male and 
female reproductive behavior and 
reproductive success using a vertebrate, 
the common lizard Zootoca vivipara, as a 
model species. The polygynandrous 
common lizard exhibits female mate 
choice and females' costs of mating 
include harmful interactions resulting 
from male harassment, forced copulas, 
and severe injuries (Fitze et al. 2005; Fitze 
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and Le Galliard 2008; Le Galliard et al. 
2005c). Reported reproductive costs of 
females moreover include the energetic 
burden of fecundity and pregnancy (Bleu 
et al. 2011b; Le Galliard et al. 2003), 
increased risk of predation (Van Damme 
et al. 1989), and increased exposure to 
parasites (Meylan et al. 2013; White et al. 
2011). Most of these costs result in 
increased corticosterone levels (Dauphin-
Villemant et al. 1990; Moore and Jessop 
2003; Romero 2002; Tokarz and 
Summers 2011). Female lizards were 
attributed to two groups. In one group, 
the mating costs were amplified by 
manipulating blood corticosterone levels, 
and the behavior and reproductive 
success was compared with control 
females. Corticosterone is a 
glucocorticoid involved in the stress 
response that has important implications 
on reproduction, since glucocorticoids 
can impair or inhibit reproductive and 
social activity (Moore and Miller 1984; 
Tokarz and Summers 2011; Wingfield et 
al. 1998). In many species of amphibians, 
reptiles, birds and small mammals, 
females exhibit higher levels of 
corticosterone than males during the 
breeding season (e.g., Klose et al. 2006; 
Romero 2002; Taylor et al. 2004) and 
elevated levels of corticosterone affect 
fecundity, clutch size, hatching success, 
juvenile corpulence and juvenile 
dispersion (De Fraipont et al. 2000b; 
Ganesh and Yajurvedi 2002; Meylan et 
al. 2002), and thus are close correlates of 
lifetime reproductive success. We 
presented pairs of females—one 
corticosterone treated and one control 
female—with a single male and tested 
treatment effects on multiple mating, 
presenting female pairs on a subsequent 
day either with a novel or a known male.  
If females try to reduce costs by 
restricting mating rate (see above, 
Holland and Rice 1998), we predicted 
that females with amplified mating costs 
(i.e., corticosterone treated females) 
would exhibit lower copulation 
probability than control females and 
more reluctance to mate, and to mate 
multiply once fertilization is ensured. 
Under the traditional hypotheses, we 
predicted that corticosterone and control 
females would exhibit equal copulation 
probability and no differences in multiple 
mating patterns. In this scenario, 
multiple mating may be a strategy to 
increase mating benefits, either direct or 
indirect (Jennions and Petrie 2000). 
Indirect benefits may derive e.g., from 
increased viability, genetic diversity, 
and/or sexual attractiveness of the 
offspring (Arnqvist and Nilsson 2000; 
Jennions and Petrie 2000; Uller and 
Olsson 2008). So far, evidence for 
indirect benefits in common lizards only 
points towards increased genetic quality 
or genetic diversity (Fitze et al. 2010; 
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Laloi et al. 2011). Direct benefits may 
include e.g., obtained sperm, nuptial 
gifts, parental care, and access to nesting 
sites. Common lizards provide no 
parental care, no nuptial gifts, nor do 
they defend or monopolize nesting sites 
(Peñalver-Alcázar et al. 2015), thus only 
direct material benefits through 
obtaining sperm are possible, given that 
sperm quantity might be an additional 
limiting factor for female reproduction 
(Ball and Parker 1997; Uller and Olsson 
2005). In other words, females may try to 
ensure the complete fertilization of the 
eggs by multiple mating (Birkhead 1998; 
Uller and Olsson 2008). In the latter 
case, no differences in the probability of 
mating with a second male may exist 
among corticosterone and control 
females, nor among novel- and known-
partner females, given that all females 
may need to acquire additional sperm. 
To discern whether females may mate 
multiply to obtain direct or indirect 
benefits, females of the novel-partner 
group were exposed to another two novel 
males, and females of the known-partner 
group were exposed twice to the same 
new male (Figure 5.1). If indirect benefits 
are sought, we predicted that females 
presented to a known male would show 
reduced interest. However, when 
presented to a new male, females of the 
known-partner group should show the 
same interest as the females of the novel-
partner group, given that mating with 
novel partners may increase the indirect 
benefits of mating. 
MATERIALS AND METHODS 
Species description 
The common lizard, Zootoca vivipara, is a 
small polygynandrous Lacertid (snout-to-
vent length (SVL) of adults: 45-70 mm) 
that inhabits peat bogs and moist 
heathland across Eurasia (Massot et al. 
1992). The species presents sexual size 
dimorphism, with females being longer 
than males (Braña 1996). In the Pyrenean 
populations, male lizards emerge from 
hibernation in February-early March, on 
average one month prior to the females, 
who emerge between late March and the 
beginning of April (Bauwens 1981). 
Mating is size assortative and takes place 
from the first day after female emergence 
onwards (Breedveld and Fitze 2015; Fitze 
et al. 2010). Males mainly compete for 
access to mate partners (Fitze and Le 
Galliard 2011) and can father offspring 
of up to 14 different females, while 
females give birth to offspring of up to 5 
different males (Fitze et al. 2005; Laloi et 
al. 2004). Overall, qualitatively 
better/bigger males are more likely to 
father offspring (Fitze et al. 2008; Heulin 
1988). Female lizards ovulate 
spontaneously in absence of mating (Bleu 
et al. 2011a) and can lay more than one 
clutch per year (Heulin et al. 1994). 
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Experimental procedure 
In 2009, adult male and female common 
lizards were introduced into two separate 
semi-natural populations at the Instituto 
Pirenaico de Ecología (CSIC, Jaca, 
Spain), to avoid any intersexual contact. 
Each population (100 m2) was enclosed 
with galvanized metal walls and consisted 
of a patch of natural vegetation, two 
water ponds, and four stone piles 
providing natural food and water as well 
as basking sites and shelters. Forty adult 
males and 40 adult females were captured 
in the two enclosures in March and April 
2010, right after female emergence. 
Following capture, all lizards were 
individually identified, weighted to the 
nearest mg, and measured (SVL) to the 
nearest mm. During the experiment 
lizards were housed under standardized 
conditions in individual terraria (25 x 15 
x 15 cm) containing a water pool and 
shelter. Light and heat were provided by 
a 40W bulb from 7 a.m. to 6 p.m. and a 
UV lamp from 12 a.m. to 2 p.m. Water 
was available ad libitum and all animals 
were fed every other day with moth larvae 
(Galleria mellonella, Pyralidae). Males and 
females were placed in separated shelves 
and all individuals were isolated from 
neighbors. Within sexes, individuals of 
the same treatment group were randomly 
distributed among shelves and floors (all 
P > 0.05). Since female emergence from 
hibernation occurs over several weeks 
(Breedveld and Fitze 2015; pers. obs.), we 
attributed them to three blocks. In each 
block, emerging females were captured 
during 10±2 days and once the number 
of females required for a block was 
collected, males were captured. All 
mating assays took place during April. 
Time from emergence and time spent in 
captivity did not differ for lizards among 
blocks (all P > 0.56). 
Corticosterone treatment 
Effects of corticosterone on mate choice 
and intra- and intersexual behavior were 
investigated by experimentally 
manipulating blood corticosterone levels. 
Females of similar SVL (average range 
(biggest-smallest) = 0.7 mm; minimum = 
0 mm; and maximum = 2 mm) and body 
condition (average range (biggest-smallest) 
= 0.35; minimum = 0.04; and maximum 
= 0.67) were paired. One female of the 
pair was randomly attributed to a 
corticosterone group (‘Cort’) and the 
other to a control group (‘Control’). 
There were no differences in SVL or 
body condition between treatment 
groups (F1, 38 < 0.01, P > 0.92). Cort 
females were submitted to a daily 
application of a dilution of 4.5 μl of 
commercial sesame oil mixed with 
corticosterone (1.5 μg of corticosterone 
per μl of oil; Corticosterone Sigma 
C2505), a dose that raises blood 
corticosterone levels to an average of 
194.5±7.9 ng/ml and thus by 94.7% 
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(Gonzalez-Jimena and Fitze 2012). In 
female common lizards, increases of 
similar magnitude occur during the 
mating period, more precisely, from early 
to mid-gestation (Dauphin-Villemant et 
al. 1990). Control females were treated 
with 4.5 μl of sesame oil only. Before the 
beginning of the mating assays, 
treatments were applied twice a day (i.e., 
at 6 a.m. and 6 p.m.) for four days. The 
duration and the magnitude of the blood 
corticosterone increase correspond to a 
corticosterone elevation observed during 
the acute stress response, during which 
animals do not shift behavior from 
reproduction to self-maintenance 
(Breuner et al. 2008). Besides the applied 
corticosterone treatment, the handling 
and conditions of confinement were 
exactly the same for all groups of lizards.  
Set-up of mating assays 
Mating assays were conducted in 2500 
cm2 escape-proof wooden boxes 
containing a heat rock for 
thermoregulation (substrate temperature 
30±2ºC) and two roofless cardboard 
refuges, allowing lizards to hide from 
conspecifics and be watched continuously 
by the observer. Natural daylight and two 
halogen lamps illuminated the mating 
boxes and surrounding dark cloth 
provided a standardized environment. 
The day before use, all boxes and heat 
rocks were cleaned with water-diluted 
bleach. 
 Each block was subjected to two 
mating trials: ‘Trial A’ followed by ‘Trial 
B’. Both trials consisted of two sets of 
mating assays carried out on consecutive 
days (namely ‘day 1’/‘day 2’), hereafter 
referred to as ‘day of presentation’. 
Female pairs (one Cort, one Control) 
thus had the opportunity to copulate on 
four consecutive days. On each day they 
were presented with a single male (Figure 
5.1). In each trial, half of the female pairs 
were presented twice with the same male 
(the known-partner group, ‘KP’ 
henceforth) or with two different males 
(the novel-partner group, ‘NP’). The two 
types of presentation are hereafter 
referred to as ‘partner novelty’. Each male 
was presented to two female pairs and 
either used in Trial A or Trial B, while 
female pairs were used in both trials 
(Figure 5.1). Consequently, females and 
males had the opportunity to mate with 2 
or 4 different partners, in the KP or the 
NP group, respectively. 
 The within trial design allowed testing 
if corticosterone and partner novelty 
affect 1) the probability of mating and 2) 
the likelihood of mating with multiple 
partners. Trial B was conducted to 
control for effects produced by potential 
sperm limitation (i.e., bet-hedging against 
insufficient sperm quantities), and in the 
case of its existence, to disentangle 
between direct and indirect benefits 
derived from partner novelty. A female of 
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the novel-partner group that shows equal 
mating interest in consecutive assays at 
Trial A (i.e., on day 1 and day 2) could i) 
not have enough sperm or ii) seek the 
novelty of her partner. A female of the 
known-partner group that loses interest at 
her second assay in Trial A (day 2), could 
i) already have enough sperm or ii) find a 
lack of novelty in her partner. Presenting 
either female with a new novel male in a 
subsequent set of assays (Trial B), resolves 
this ambiguity: if females copulate again, 
it is likely due to male novelty and not 
due to a lack of sperm (note: most 
Figure 5.1 Experimental design. Each half of a block consisted of 4 sets of mating assays (rows), 
two trials (Trial A and Trial B, see columns), and a total of 16 mating assays. A full block 
consisted of twice the here shown mating assays, thus 8 sets of mating assays and 32 mating 
assays in total. In each mating assay one Cort ( ) and one Control (○) female, were presented ●
with one male. Half of the female pairs were presented with the same partner on two 
consecutive days, a.k.a. the known-partner group (KP), while the other half were presented with 
different partners, i.e., the novel-partner group (NP). Each female pair was used in two 
consecutive trials (A and B) following the same experimental design, while males were only 
used in one trial. See text for additional details. 
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females lay clutches fathered by 1 or 2 
males; (Fitze et al. 2005). 
 In blocks 1 and 2, two simultaneous 
mating assays were conducted in each of 
four time intervals (between 9 and 11h, 
11 and 13h, 13 and 15h, and 15 and 
17h), i.e., eight mating assays per day, 
whereas in block 3 one mating assay was 
conducted at each time interval, i.e., four 
mating assays per day. All experiments 
were conducted within the daily activity 
period described for this species (House 
et al. 1980) and the number of potential 
partners was within the natural range of 
multiple-partner mating revealed by 
paternity analyses (Laloi et al. 2004). 
Because in this species mating is size 
assortative (Heulin 1988) and there is 
sexual size dimorphism, pairs of females 
were matched with males of slightly 
smaller SVL (on average 4.3 mm smaller). 
Male and female SVL and body 
condition did not differ among 
treatments in any of the blocks 
(corticosterone treatment, P > 0.9; 
partner novelty, P > 0.5). In each mating 
assay, the male was introduced first into 
the box and the two females of a pair 
were thereafter released simultaneously to 
avoid the pre-setting of a dominance 
hierarchy (Aragón et al. 2006). Lizard 
behavior was recorded using digital 
camcorders (JVC Everio GZ-MG730) 
placed above the boxes at a standard 
distance. Videos were watched blind with 
respect to treatments and all intra- 
(female to female) and intersexual (female 
to male and vice versa) behavior was 
quantified. The following general 
behaviors were recorded: N approaches, N 
tongue extrusions, N chases, N escapes, N 
bites, N fights (i.e., ‘rolling’), and N 
appeasement displays (tail and forelimb 
rapid movements; Gonzalez-Jimena and 
Fitze 2012), and the intersexual mating 
behaviors: N pre-copulations, average 
duration of pre-copula, and probability of 
copulation (1= successful copulation; 0= 
no copulation). All variables are 
described in detail elsewhere (Gonzalez-
Jimena and Fitze 2012). The above 
mentioned behaviors were analyzed per 
time elapsed between introduction of the 
females into the box and the start of the 
copulation, in the case of pre-copulatory 
behaviors, and between the end of the 
copulation and the end of the mating 
assay in the case of post-copulatory 
behaviors. All behavioral variables (except 
those describing copulatory behavior) 
thus correspond to N behaviors per time 
unit. 
Statistics 
Data analyses were performed using 
JMP© (SAS Institute Inc.) and R (R 
Development Core Team 2012), with 
packages geepack (Yan 2002) and lme4 
(Bates et al. 2011). Male and female intra- 
and intersexual interactive behavior, 
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before and after copula, was summarized 
using principal component (PC) analysis. 
Principal components with eigenvalues > 
1 were selected and analyzed with 
Generalized Estimating Equations (GEE). 
Corticosterone treatment of the actor 
(when analyzing female behavior) or of 
the receiver (when analyzing male 
behavior), partner novelty, trial, and day 
of presentation were modeled as factors, 
their interactions included and subject 
ID was included using the id argument of 
the geeglm function to account for 
repeated measures. In the analyses of 
female behavior, the sex of the receiver 
was additionally included and a female's 
average time spent walking and 
scratching/climbing was added as a 
covariate to control for enhanced activity 
of Cort lizards. Moreover, actor SVL was 
included as a covariate in all analyses. 
The probability of copulation was 
analyzed using a binomial logistic mixed 
model, with corticosterone treatment, 
day of presentation, trial, and partner 
novelty as fixed factors and female SVL as 
a covariate. Partner novelty was nested 
within mating assay, which was modeled 
as a random factor. Average pre-copula 
duration was analyzed using GLMs with 
negative binomial error to account for 
overdispersion.  
 Initial models included all parameters 
and their interactions and non-significant 
terms were backward eliminated. 
Weighted GEEs were used to correct 
 Table 5.1 Principal components analysis of pre- (fb; females before) and post-
copulatory (fa; females after) female intra- and intersexual behavior. Shown are 
component loadings for rotated components with eigenvalues ≥1. Main 
explanatory variables are depicted in bold. 
 
  component loadings  
  pre-copulatory  post-copulatory  
 behavior PC1fb PC2fb PC3fb PC1fa PC2fa  
 N tongue extrusions -0.213 0.764 0.311 -0.149 0.771  
 N approaches 0.101 0.755 -0.188 -0.032 0.816  
 N escapes 0.759 -0.112 0.051 0.897 0. 199  
 N chases 0.425 0.418 -0.409 -0.096 -0.208  
 N appeasement displays 0.739 0.063 0.138 0.918 0.078  
 N bites 0.578 0.090 0.605 0.545 -0.271  
 N fights 0.123 -0.018 0.738    
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high heteroscedasticity. Bonferroni-holm 
corrections were applied to post-hoc 
comparisons (Holm 1979). Two-tailed 
tests with significance level P ≤ 0.05 were 
used throughout. Model assumptions 
were tested (Zuur et al. 2009) and results 
of minimal adequate models are shown.  
RESULTS 
Treatment effects on interactive 
behavior 
Pre-copulatory female behavior  
Three principal components had 
eigenvalues greater than 1 (Table 5.1). 
The first principal component (PC1fb; 
‘females before’ copulation) accounted for 26.88% 
of the variance in behavior. It described 
‘submissive behavior’ since the number 
of appeasement displays and escapes 
loaded highest. The second principal 
component (PC2fb) explained 19.42% of 
the variance and mainly described the 
number of approaches and tongue 
extrusions, hence ‘interest’, and the third 
component (PC3fb) explained 14.99% of 
the variance and represented the number 
of fights and bites, hence ‘aggressive 
behavior’.  
Submissive behavior (PC1fb) 
Corticosterone treatment, partner 
novelty, day of presentation and trial did 
not significantly affect submissive 
behavior (Table 5.2). There was a 
significant interaction between sex and 
SVL (Table 5.2, Figure 5.2a). In general, 
females were more submissive towards 
males and submissive behavior towards 
males was negatively correlated with 
female SVL (χ21 =14.20, P < 0.001), while 
submissive behavior towards females was 
not significantly correlated with female 
SVL (χ21 = 4.30, P = 0.153). No other 
interactions were significant (all P > 
0.05).  
Interest (PC2fb) 
There was a significant interaction 
between corticosterone treatment and 
SVL on female interest (Table 5.2, Figure 
5.2b). In Cort females interest increased 
with SVL (χ21 =18.65, P < 0.001) while it 
was not size-dependent in Control 
females (χ21 = 0.01, P = 1.000). Female 
interest was significantly lower during 
Trial B (Table 5.2), and partner novelty 
and day of presentation were not 
significant (all P > 0.05). There was also a 
significant interaction between the sex of 
the receiver and female SVL (Table 5.2, 
Figure 5.2c). Interest towards other 
females increased with female SVL (χ21 = 
9.44, P = 0.008) and no significant 
relationship existed towards males (χ21 = 
1.28, P = 1.000). All other interactions 
were not significant (all P > 0.05). 
Aggressive behavior (PC3fb)  
There was a significant interaction 
between corticosterone treatment and sex 
(Table 5.2, Figure 5.3), showing that Cort  
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Table 5.2 Treatment effects on female pre- (fb; females before) and post-copulatory (fa; females after) 
submissive behavior (PC1), interest (PC2), and aggressive behavior (PC3). Shown are 
estimates ± SE (when significant), test statistics and P values of the minimal adequate model 
derived from GEEs. Estimates correspond to the factor level given in brackets and 
significance is depicted in bold. 
Submissive behavior PC1fb  PC1fa 
parameter estimate±SE χ2(1) P estimate ± SE χ2(1) P 
Cort treatment     0.05 0.818 
SVL -0.01±0.00 4.29 0.038 -0.10±0.03 9.52 0.002 
sex [males] 0.94±0.32 8.83 0.003 0.56±0.15 13.86 <0.001 
trial     0.83 0.361 
Cort treatment*trial 
[Control, Trial B] 
   -0.74±0.35 4.33 0.037 
sex*SVL [males] -0.01±0.00 7.04 0.008    
Interest PC2fb PC2fa 
Cort treatment [Control] 2.85±1.00 8.13 0.004 4.13±1.80 5.25 0.022 
SVL 0.06±0.01 24.75 <0.001  2.18 0.139 
sex [male] 1.36±0.56 5.93  0.015    
trial [Trial B]  -0.15±0.06 5.28 0.021 -0.46±0.10 19.04 <0.001 
Cort treatment*SVL 
[Control]  
-0.05±0.02 8.80 0.003 -0.07±0.03 6.13 0.013 
sex*SVL [male] -0.02±0.01 5.72 0.017    
Aggressive behavior PC3fb  
Cort treatment  0.49 0.484   
day of presentation [day 
2] 
-0.05±0.02 3.98 0.046   
SVL 0.01±0.00 8.70 0.003   
sex [male] 0.09±0.03 6.45 0.011   
Cort treatment*sex 
[Control, male] 
-0.09±0.04 4.83 0.028   
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females were more aggressive than 
Control females towards males (χ21 = 
5.07, P = 0.024), while no significant 
difference existed towards females (P = 
0.394). Aggressive behavior was also 
conditioned by day of presentation 
(Table 5.2). On day 1, females were 
significantly more aggressive than on day 
2. Additionally, larger females were more 
aggressive regardless of treatment (Table 
5.2). Partner novelty, trial and the other 
interactions were not significant (all P >  
 
Figure 5.2 Relationship of pre- and post-copulatory female behavior and body size (SVL) 
depending on the sex of the receiver (a, c) or the corticosterone treatment (b, d). Shown are 
pre-copulatory submissive behavior (PC1fb) and interest (PC2fb), and post-copulatory interest 
(PC2fa). The vertical dashed line depicts average female SVL and solid lines represent 
predictions from GEE models. Thicker lines denote significant slopes (P < 0.05). 
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0.05).  
Post-copulatory female behavior 
No fights took place after copula. Two 
PCs had eigenvalues >1. PC1fa explained 
32.94% of the variance and represented 
submissive behavior since escapes and 
appeasement displays loaded highest 
whereas PC2fa accounted for 23.69% of 
the variance and described ‘interest’, 
because the number of approaches and 
tongue extrusions loaded highest (Table 
5.1). 
Submissive behavior (PC1fa) 
There was a significant interaction 
between corticosterone treatment and 
trial. Cort females were more submissive 
than Control females at Trial B (Table 
5.2; individual contrast t83 = 2.60, P = 
0.038), but not at Trial A (t83 = 0.23, P = 
0.994). Moreover, submissive behavior 
showed by Cort females was not 
significantly different between Trial A 
and Trial B (t83 = 0.91, P = 0.750), while 
Control females exhibited more 
submissive behavior at Trial A than at 
Trial B (individual contrast: t83 = 2.65, P 
= 0.034). Females were more submissive 
against males than females, and 
submissive behavior was significantly and 
negatively correlated with female SVL 
(Table 5.2). Partner novelty, day of 
presentation and the other interactions 
were not significant (all P > 0.05). 
Interest (PC2fa) 
There was a significant interaction 
between corticosterone treatment and 
SVL. Interest decreased with SVL in 
Control females and it increased with 
SVL in Cort females (Table 5.2, Figure 
5.2d). Female interest was significantly 
lower during Trial B (Table 5.2) and 
partner novelty and day of presentation 
were not significant.  
Pre-copulatory male behavior 
Three principal components had 
eigenvalues >1. PC1mb explained 28.43% 
of the variance and represented 
‘aggressive behavior’ since the number of 
chases and fights loaded highest. PC2mb 
 
Figure 5.3 Female pre-copulatory 
aggressive behavior (PC3fb) in relation to 
corticosterone treatment and sex of the 
receiver. Shown are means ± SE. 
Significant differences from post-hoc 
contrasts between groups are depicted by 
an asterisk (*P < 0.05). 
male female
Cort
Control
P
re
−c
op
ul
at
or
y 
ag
gr
es
si
ve
 b
eh
av
io
r (
P
C
3 
fb
)
0
1
2
3
4
5 *
168  ENVIRONMENTAL DETERMINANTS OF POPULATION DYNAMICS 
 
explained 28.71% of the variance and 
escapes and appeasement displays loaded 
highest, representing ‘submissive 
behavior’. PC3mb accounted for 17.23% 
of variance and described approaches and 
tongue extrusions, both representing 
‘interest’ (Table 5.3).  
 Corticosterone treatment and partner 
novelty did not significantly affect male 
behavior (Table 5.4). Males were less 
aggressive (PC1mb) on day 2 compared to 
day 1 (Table 5.4). Additionally, larger 
males were less submissive (PC2mb, Table 
5.4). No other effects or interactions were 
significant (all P > 0.05). 
Post-copulatory male behavior 
No fights occurred after copulation. 
Three principal components had 
eigenvalues >1 (Table 5.3). In PC1ma 
(38.16% of variance), the number of 
bites, chases, and appeasement displays 
loaded highest, representing ‘aggressive 
behavior’. PC2ma (28.95% of variance) 
described interest, because approaches 
and tongue extrusions loaded highest, 
whereas in PC3ma (18.38%) only escapes 
loaded high, which corresponded to 
‘submissive behavior’.  
 Males showed no significant 
differences in post-copulatory behavior 
towards Cort or Control females (Table 
5.4). Male interest was significantly 
affected by an interaction between 
partner novelty and day of presentation 
(Table 5.4; Figure 5.4). Males exhibited 
Table 5.3 Principal component analysis of pre- (mb; males before) and post-copulatroy (ma; 
males after) male intersexual behavior. Shown are component loadings for rotated 
components with eigenvalues ≥1. Main explanatory variables are depicted in bold. 
 component loadings 
 pre-copulatory post-copulatory 
behavior PC1mb PC2mb PC3mb PC1ma PC2ma PC3ma 
N tongue extrusions 0.057 -0.193 0.827 -0.028 0.948 -0.086 
N approaches 0.107 0.243 0.785 -0.050 0.948 0.072 
N escapes 0.035 0.819 -0.013 -0.022 0.011 0.927 
N chases 0.904 -0.069 0.045 0.961 -0.054 0.121 
N appeasement displays -0.020 0.805 0.040 0.911 -0.011 -0.146 
N bites 0.518 0.097 0.085 0.621 -0.065 0.524 
N fights 0.891 -0.051 0.042    
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more interest in the NP compared to the 
KP group on day 2 (χ21 = 6.56, P = 0.021), 
but not on day 1 (χ21 = 1.97, P = 0.160). 
Moreover, males of the KP group showed 
significantly more interest on day 1 
compared to day 2 (χ21 = 12.57, P < 
0.001). Interest was also affected by the 
interaction between partner novelty and 
SVL (Table 5.4), it significantly increased 
with male SVL in the KP (χ21 = 5.69, P = 
0.034), but not in the NP group (P > 
0.111). 
 There was a significant interaction 
between day of presentation and male 
SVL in all male behaviors (Table 5.4). On 
day 2, more aggressive, more submissive 
Table 5.4 Treatment effects on pre- (mb; males before) and post-copulatory (ma; males after) aggressive 
behavior (PC1mb, PC1ma), submissive behavior (PC2mb, PC3ma), and interest (PC3mb, PC2ma) of 
males. Shown are estimates ± SE (when significant), test statistics and P values of the minimal 
adequate model derived from GEEs. Estimates correspond to the factor level given in brackets 
and significance is depicted in bold. 
Submissive behavior PC2mb PC3ma 
parameter estimate ± SE χ2(1) P estimate ± SE χ2(1) P 
day of presentation [day 2]    19.31±2.53 14.16 <0.001 
SVL -0.01±0.00 4.88  0.027  0.20 0.656 
day of presentation*SVL 
[day 2] 
   -0.35±0.09 14.21 <0.001 
Interest PC3mb PC2ma 
partner novelty [KP]    -12.97±5.10 6.46 0.011 
day of presentation    -14.94±4.96 9.08 0.003 
SVL    -0.21±0.08 18.84 <0.001 
partner novelty*day of 
presentation [KP, day 2] 
   -0.92±0.37 6.20 0.013 
partner novelty*SVL [KP]    0.24±0.09 6.53 0.011 
day of presentation*SVL 
[day 2] 
   0.27±0.09 8.66 0.003 
Aggressive behavior PC1mb PC1ma 
day of presentation [day 2] -0.34±0.14 6.11 0.013 15.26±4.06 14.08 <0.001 
SVL     0.48 0.489 
day of presentation*SVL 
[day 2] 
   -0.27±0.07 14.13 <0.001 
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and less interest behavior were exhibited, 
and both aggressive and submissive 
behaviors decreased while interest 
increased with increasing male body size 
(PC1ma: χ21 = 16.61, P < 0.001; PC2ma: χ21 
= 7.86, P = 0.010; PC3ma: χ21 = 21.30, P < 
0.001, respectively). No size-dependent 
effects existed on day 1 (all P ≥ 0.084). 
Mating behavior 
Average pre-copulation duration did not 
depend on corticosterone treatment, 
partner novelty, day of presentation, or 
trial (all P > 0.05). However, male SVL 
positively predicted pre-copulation 
duration (χ21 = 6.22, P = 0.012; estimate = 
0.24±0.10).  
 Twenty-two of the 80 mating assays 
(27.5%) resulted in successful copulation. 
In none of the assays did a male copulate 
with more than one female. Of the 22 
copulations, 17 occurred with Control (9 
NP, 8 KP) and 5 with Cort (5 KP) females 
(Figure 5.5a). The probability of 
copulation was significantly affected by 
an interaction between corticosterone 
treatment and female SVL (χ21 = 5.39, P = 
0.020). The probability of copulation 
increased with SVL in Cort females and 
it was not size-dependent in Control 
females (Figure 5.5b). Small Cort females 
did not copulate at all, while small 
females of the Control group copulated 
with the same probability as large 
females. 68.18% of the copulations 
occurred on day 1, and 22.73% of 
females mated more than once. 60% of 
the multiple mating females belonged to 
the KP and 40% to the NP group. 
Corticosterone treatment, partner novelty 
and day of presentation were not 
significant (all P > 0.05).  
DISCUSSION 
Two sets of competing hypotheses may 
explain why females are choosy. 
Traditional hypotheses argue that costly 
female mate choice evolved because 
females may gain direct or indirect 
benefits, while the chase-away hypothesis 
suggests that females evolved resistance, 
rather than preference to males (e.g., 
 
Figure 5.4 Interactive effect of partner 
novelty and day of presentation on male 
post-copulatory interest (PC2ma). Shown 
are predicted means ± SE from the GEE 
model. Significant post-hoc contrasts 
between groups are depicted by an asterisk 
(* P < 0.05; *** P < 0.001). 
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Gavrilets et al. 2001). The latter predicts 
that the costs associated with mating, and 
not the expected benefits, determine a 
female's will to mate. Here we disentangle 
among hypotheses by amplifying the costs 
in females, but not in males, and 
assessing its effect on mating behavior of 
both sexes. The level of blood 
corticosterone of female common lizards 
was manipulated right after emergence 
from hibernation, when females are 
exposed to stressors such as male 
harassment (leading to energetic 
demands and physical struggle) and 
reproductive investment (e.g., egg 
production and carrying of offspring). 
 As predicted by the chase-away 
hypothesis, mating behavior significantly 
differed among Cort and Control 
females, both before and after 
copulation. Cort females were 
significantly more aggressive towards 
males (Figure 5.3), they bit and fought 
more, being consistent with more 
pronounced reluctance. As a 
consequence, Cort females copulated 
significantly less than Control females 
(Figure 5.5a), which is in line with the 
chase-away hypothesis. Moreover, 
amplification of the experienced costs 
affected female behavior (Figure 5.2b, d) 
and reproduction in a size-dependent 
manner (Figure 5.5b). Interest increased 
with body size in Cort but not in Control 
females, suggesting that in the Cort 
 
Figure 5.5 (a) Number of copulations in relation to corticosterone treatment 
(Cort/Control) and partner novelty (KP/NP). (b) Probability of copulation in relation to 
corticosterone treatment and female SVL. Model predictions for Cort (grey) and Control 
(black) groups are depicted with solid lines. In (b) data point size corresponds to the 
number of females, with the smallest dot representing n = 1 and the biggest dot n = 18. 
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treatment only large females could afford 
exhibiting increased interest. There was a 
similar interaction on the probability of 
copulation. Indeed, smaller females of 
the Cort group did not copulate at all, 
while larger females of the Cort group 
copulated with the same probability as 
Control females. This pattern cannot be 
attributed to differential corticosterone 
levels between small and large females, 
since basal and post-treatment 
corticosterone levels vary among 
individuals independently of female body 
size or corpulence (Meylan et al. 2003; 
Summers 1995). The observed effects on 
interest and copulation probability are 
consistent with previous experiments by 
Le Galliard et al. (2008) and Fitze et al. 
(2005) where, in populations of male-
biased sex ratio (populations with higher 
reproductive costs to females), females 
exhibited reduced reproductive 
investment and increased number of 
mating partners with increased female 
body size, respectively. These size-
dependent effects suggest that large and 
short females respond differently to raises 
in corticosterone levels. Larger females 
may be better able to cope with adversity 
and, consequently, the experienced 
mating costs may have a lower relative 
importance (e.g., Summers 1995). Also, 
the benefits associated with their larger 
size (e.g., larger clutch size; Barbault and 
Mou 1988) might offset the costs.  
 Under the chase-away hypothesis, 
females incurring in higher mating costs 
should exhibit higher reluctance to 
copulate in order to avoid additional 
mating costs, imposing direct selection 
on mating biases (Kokko et al. 2003; 
Kokko and Monaghan 2001; West-
Eberhard 1983). In this study, males that 
successfully copulated with Cort females 
had on average significantly larger SVLs 
(an indicator of male quality) than males 
that copulated with Control females (F1,20 
= 5.01, P = 0.037; see also Fitze et al. 
2010), which is in line with this 
prediction.  
 According to the traditional 
hypotheses, we predicted that females 
may mate multiply to gain indirect 
benefits. Here we found no evidence for 
such a strategy, since Cort females mated 
less than Control females and copulated 
on average with larger males. Moreover, 
partner novelty did not increase females’ 
interest, nor the probability of copulating 
and there were no significant differences 
between treatment groups in the 
probability of multiple mating. Females 
also exhibited more interest towards 
females than males (Figure 5.2c), less 
interest in Trial B, and more submissive 
(i.e., appeasement displays, escapes) and 
aggressive behavior towards males than 
females independently of treatments, 
congruent with the avoidance of males 
and reluctance to copulations.  
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 Males showed reduced post-copulatory 
interest towards KP on day 2 (Figure 5.4), 
an interaction that was expected since in 
the KP group the female pair presented 
on day 1 was also novel. Males also 
exhibited size-dependent pre-copulatory 
submissive behavior and post-copulatory 
interest. No other treatment effects 
existed, showing that a male's behavior 
towards Cort and Control females did 
not differ and thus male and female 
behavior were independent. In other 
words, increased aggression of Cort 
females towards males cannot be 
explained by increased interest or 
harassment of males towards Cort 
females. 
 The detected effects of corticosterone 
(i.e., of the acute stress response) on 
intersexual selection and female mating 
behavior suggest that many other 
intrinsic or extrinsic factors may affect a 
female’s mating behavior and thereby the 
strength of sexual selection through their 
effects on glucocorticoid levels. For 
example, unpredictable extrinsic events, 
sources of stress, have been reported to 
increase corticosterone levels within 
minutes or hours (Wingfield et al. 1998). 
Such events include the appearance of 
predators, conspecifics, parasites, 
infection, and wounding, and at the 
population scale, parameters like 
population density (e.g., crowding), food-
predator balance, and weather conditions 
(Le Galliard et al. 2008; Summers and 
Norman 1988; Svensson et al. 2001; 
Wingfield 2003). Low temperatures, 
storms, heavy rain, floods, low humid 
areas, among others have shown to 
trigger rapid glucocorticoid secretion 
(Wingfield and Kitaysky 2002) in 
numerous species of vertebrates (Cash 
and Holberton 2005; Jessop et al. 2000; 
Wingfield 1983; Wingfield 2003), 
suggesting that they may affect the 
cost/benefit balance and thus the 
opportunity and intensity of sexual 
selection (Berger et al. 2014; Hall et al. 
2008) in a large number of organisms 
(Clinchy et al. 2004; Summers and 
Norman 1988). 
In summary, here we show that 
increased costs during mating, simulated 
by manipulating blood corticosterone 
levels, led to higher female reluctance 
and thereby to stronger intersexual 
selection. The results are congruent with 
the chase-away hypothesis, which suggests 
that females evolved resistance to reduce 
the direct costs of mating. Moreover, they 
suggest that factors affecting 
glucocorticoid levels, and possibly other 
physiological components, may directly 
feedback on the strength of sexual 
selection. Given the phylogenetic 
conservation of the stress response in 
vertebrates, it is thus likely that in many 
species an ample range of extrinsic 
environmental and social factors affect 
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the intensity of sexual selection and, 
more generally, the strength of the sexual 
conflict.  
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The preservation of biodiversity is one of the most challenging endeavors the scientific 
community has undertaken and huge efforts are being devoted in order to improve the 
efficacy of current and future species’ management actions in the face of recent and 
upcoming environmental change. However, although there is a growing body of work 
that investigates the causes and mechanisms of population decline leading to the loss 
of biodiversity (Pacifici et al. 2015), there is an urgent need to investigate a wider range 
of species at a more detailed level to draw robust conclusions based on causation and 
in this way identify the proximate causes of climate-change related extinctions (Cahill 
et al. 2013; Dawson et al. 2011). This thesis had the broad aim to contribute reliable 
knowledge on the factors and mechanisms driving population dynamics by 
experimentally assessing relationships of causation between environmental change and 
individual life-histories. 
Population dynamics and life-history evolution 
Species’ population dynamics are governed by changes in demographic rates (e.g., 
births, deaths, migration), which in turn produce changes in population size, structure, 
or spatial distribution over time (Benton et al. 2006). Today, it is widely recognized 
that the presence of density dependence is one of the necessary conditions for 
population regulation to occur (Turchin 1995). Nevertheless, virtually all populations 
are influenced by exogenous variables and population dynamics result from the 
interplay of density-dependent and density-independent processes (Benton et al. 2006). 
Consequently, it has become extremely relevant to assess how exogenous factors 
interact with the demographic characteristics of populations, especially since this can 
help improve the effectiveness of conservation measures, slowing down the loss of 
biodiversity.  
 In this thesis, we have experimentally studied the effects of exogenous and 
endogenous factors (and their interaction) on semi-natural populations to reveal the 
underlying biological mechanisms of regulation using the common lizard, Zootoca 
vivipara, as a model species. We hypothesized that environmental changes predicted by 
future scenarios of climate change would affect life-history traits that determine 
individual fitness, possibly in different ways for individuals of different stages, altering 
demographic rates and thus the trajectory of the population in a potentially 
unexpected direction. As seen in chapters I and II, several immediate effects on life-
history traits resulted from the interaction between habitat humidity, morph frequency 
and age structure, from habitat humidity on age structure, and precipitation 
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(humidity) stochasticity on age structure. Both experiments suggested that mechanisms 
of asymmetric inter-cohort competition between the adult and younger age classes and 
also intra-cohort competition, at least among adults, importantly affect the dynamics of 
common lizard populations, confirming the key role of density-dependent processes in 
population regulation. A straightforward cause of competition among age classes was 
likely ecological (i.e., competition for resources such as food or space), since there is 
ample overlap in the size of prey items across ages (Avery 1966). This density-
dependent effect might have stemmed from the indirect variation in resource 
abundance due to changes in environmental humidity (Chikoski et al. 2006; Tsiafouli 
et al. 2005). The main effects of humidity and their interaction with morph frequency 
(chapters I and III) further pointed towards the existence of different ecological 
performances among male morphs (Sinervo et al. 2007). We also found some evidence 
for an alternative form of inter-cohort competition, namely, social competition (i.e., 
agonistic social interactions). This latter form of negative density-dependence would 
have stemmed from differences in the intensity of social interactions, determined by 
population age and sex structure, and morph frequencies (considering density 
constant), and proved to be more specific than resource competition, because not all 
individuals would be necessarily affected (e.g., male-male aggression does not affect 
females; cannibalism of juveniles by adults does not affect yearlings). In agreement 
with these results, both types of inter-cohort competition have been reported in 
previous common lizard studies, where either density or resource abundance (but not 
climatic variables) was directly manipulated (Massot et al. 1992; Mugabo et al. 2010).  
 On the other hand, not all environmentally-induced immediate effects could be 
explained by mechanisms of inter-cohort competition. For instance, adults are 
dominant over yearlings and juveniles and thus the observed treatment effects on adult 
growth and survival (chapters I and II) were more likely the result of intra- (not inter-) 
cohort competition. We cannot disregard the existence of additional effects 
independent of density contributing to life-history variation, since starting populations 
were all equal in size and density per se was not manipulated (e.g., Bestion et al. 2015). 
In order to disentangle between strict density-independent effects and density-
independent effects acting in interaction with density-dependence, resource availability 
and climatic conditions would need to be manipulated independently and 
simultaneously.  
 Nonetheless, by manipulating climatic conditions and demographic factors we 
revealed further interactions between density-dependent and density-independent 
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processes. For example, treatment effects often differed between the sexes. It has long 
been acknowledged that males and females differ in their life-histories largely due to 
differences in their reproductive strategies (Trivers 1972). Usually, females compete 
among themselves for resources such as food, whereas males ultimately compete only 
for members of the opposite sex. Therefore, it is not surprising that the environment 
affects the sexes differently, examples of which can be found in species from multiple 
taxa (Clutton-Brock et al. 1985; Coulson et al. 2001; Wilkin and Sheldon 2009). Male 
and female common lizards also respond differently to environmental conditions and 
are believed to be submitted to different selective pressures (Pilorge et al. 1987). 
However, sex differences have not always been detected in previous experiments 
despite the existence of a clear sexual dimorphism in growth and adult body size (Le 
Galliard et al. 2005a; Mugabo et al. 2010). Our results were in line with other studies 
that indeed found sexual differences in life-history responses to environmental 
conditions in common lizards (Le Galliard et al. 2010; Massot et al. 1992) and thus 
supported the existence of different ecological requirements, acquisition or allocation 
of energy between sexes, and/or differences in the level of social competition 
experienced by each sex (Mugabo et al. 2011). 
 Another major determinant of population dynamics is reproduction, since it 
directly relates to birth rates. In general, we found no immediate differences in female 
fecundity (clutch size, probability of being gravid) among experimental treatments 
(chapters I and II). However, the results of chapters III and IV supported the existence 
of context-dependent mating patterns, with habitat humidity influencing frequency-
dependent mate choice. Thus, population structure also affects male competitiveness 
in terms of reproductive success in this species. This suggests that not only natural 
selection but also sexual selection are simultaneous acting forces that contribute to 
shape the dynamics of common lizard populations, and not necessarily in the same 
direction (e.g., the morph favored by females during mate choice may have an 
ecological disadvantage in the current environment). The combined effects of both 
selective pressures thus may influence the persistence of the polymorphism, and the 
morph composition and frequency in the population has further demographic 
(chapter I) and evolutionary (McLean and Stuart-Fox 2014) consequences. 
 Importantly, conditions experienced during early development can also have long-
term effects in subsequent life stages or even generations (Metcalfe and Monaghan 
2001), and common lizards are no exception (Bleu et al. 2011b; Le Galliard et al. 
2005a; Le Galliard et al. 2010; Lindstrom 1999; Mugabo et al. 2011; Mugabo et al. 
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2011). The here observed immediate effects on different age classes, e.g., on juvenile or 
yearling growth, may affect future individual performance through trade-offs between 
growth and future reproduction or between growth and future survival (Le Galliard et 
al. 2010; Marquis et al. 2008), producing delayed density-dependence with substantial 
effects on the dynamics of structured populations. Such delayed effects generate lagged 
responses that frequently increase population variability and may lead to population 
instability (Beckerman et al. 2002). They may also induce and sustain population 
oscillations (i.e., cycles; De Roos et al. 2003). In general, patterns of compensation 
during development (e.g., poor juvenile growth can trade-off with fast yearling growth, 
Le Galliard et al. 2010) should buffer the demographic consequences of age cohort 
effects. However, the ability to compensate can also be restrained by inter-cohort 
interactions in stage-structured populations (Mugabo et al. 2010). Likewise, the 
conditions experienced by one generation, even during the early stages of life, can 
cause effects across one, or more generations (Burton and Metcalfe 2014). In chapter I, 
we showed an example of such trans-generational delayed effects, namely, the effects 
on offspring size and offspring sex-ratio derived from conditions experienced by the 
parental generation. Trans-generational effects are also a potential source of lag of 
density-dependence and increase population variability (Benton et al. 2001). In short, 
the here presented results strongly supported the well put statement: “the observed life- 
history is the result of a complex interplay between current conditions, past conditions 
within the organisms’ lifetimes, and the conditions experienced by previous 
generations” (Benton and Beckerman 2005).  
 Altogether, the findings of this thesis are in line with the idea that the interplay 
between density-independent and density-dependent factors are behind life-history 
trait evolution and population regulation of Z. vivipara (Figure 6.1; Pilorge 1981) and 
highlight the role of demographic structure (whether age or sex classes) and genetic 
characteristics (morph frequency), not merely density, in density-dependent processes. 
Given that most natural populations of most species have some kind of stage-structure, 
similar mechanisms of regulation would be possible in a wide variety of taxa. For 
example, our results agree with previous population experiments carried out, e.g., with 
mites (Benton and Beckerman 2005; Benton et al. 2004), water fleas (Drake and 
Lodge 2004), and field observations of other vertebrates, including birds and mammals 
(Albon et al. 1987; Clutton-Brock and Coulson 2002; Coulson et al. 2001; 
Forchhammer et al. 2001; Sæther et al. 2004), where the form of density dependence 
changed with environmental stochasticity and individuals from different stage classes 
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responded in different ways to density and climate. Additional experiments, e.g., with 
butterflies, killifish, and moths (see discussion chapter I and references therein) have 
suggested that genetic characteristics influence the demographic trajectory of 
populations. This suggests that the relationship between genotype, phenotype, 
environment, and population dynamics is not straightforward for most species, that 
population regulation is more complex than it is often assumed (Benton et al. 2006; 
Ozgul et al. 2009), and calls for a better understanding of the biology and demographic 
characteristics of populations at local and regional scales. 
Proximate mechanisms  
The second main hypothesis of this thesis contemplated that hormones (and thus the 
endocrine system) are involved in life-history trade-offs, and could mediate plastic 
adaptive responses following an environmental change. We focused on the stress 
response and the glucocorticoid hormone corticosterone for its key role in the 
maintenance of an organism’s homeostasis and its ubiquity across the phylogeny. Our 
results suggested that a mediation role of corticosterone is very likely, since we 
evidenced a change in mating behavior that translated into a fitness difference as a 
result of a change in the organism’s hormone levels (chapter IV).  
 
Figure 6.1 Role of climate 
change, and biological features 
of organisms (from cell to 
individual life-history traits) as 
the determinants of ecological 
and evolutionary changes at the 
population level.  
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 Unpredicted environmental changes have repeatedly shown to trigger stress 
responses (Wingfield 2013), and the physiological components of the stress response 
act as mediators to produce a range of phenotypes from the same genotype in, e.g., 
behavior. Such behavioral changes may explain some context-dependent mating 
strategies, where the experienced environment would serve as a cue, triggering a 
physiological stress response that allows the individual to adjust its phenotype in 
heterogeneous environments (Wingfield 2013). For example, when habitat conditions 
affect behavior (e.g., female choice, chapter III), this process might be mediated by 
changes in hormone levels in response to the environment. Extrinsic stressors, 
including agonistic intra- or inter-specific interactions, infection, wounding, and at a 
greater scale, population density and weather (Summers and Norman 1988; Wingfield 
2003) have shown to trigger rapid responses with acute glucocorticoid secretion 
(Wingfield and Kitaysky 2002) in numerous species (Cash and Holberton 2005; Jessop 
et al. 2000; Wingfield 1983; Wingfield 2003). These responses may have consequences 
on sexual conflict (chapter IV), the opportunity and intensity of sexual selection (Hall 
et al. 2008), the offspring (De Fraipont et al. 2000a; Meylan and Clobert 2005), and 
thus demography (Meylan et al. 2012). Therefore, the stress response might work as a 
proximate mechanism in population responses to environmental fluctuations and 
heterogeneous environments, expressing phenotypic plasticity, and may be one way for 
coping with global climate change (Meylan et al. 2012; Wingfield 2015).  
 More detailed studies on the physiology of this and other ancient pathways (e.g., 
insulin-like growth factor-1 [IGF-1]; Figure 1.3) and their possible interaction are 
necessary to improve our knowledge on the proximate mechanisms of life-history 
trade-offs and adaptation (Flatt and Heyland 2011).  
Plasticity and adaptation 
The use of common lizards gave us an excellent opportunity to evaluate whether the 
recognized ecological plasticity of this species could serve as a buffer against conditions 
more or less distant from those preferred. In line with previous studies (Le Galliard et 
al. 2010; Lorenzon et al. 2001; Mugabo et al. 2010; Sorci et al. 1996a), our results 
evidenced the flexibility of common lizard’s life-history strategy (e.g., on growth rate 
(chapters I and II), body condition change (chapter I), mating behavior (chapters III 
and IV), and reproductive investment and timing (chapters I and II) when facing 
different conditions from both the biotic and abiotic environments. These individual 
responses were the immediate consequence of the experienced environment and 
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responses were the immediate consequence of the experienced environment and 
suggest great adaptive potential via plasticity (Ghalambor et al. 2007), as illustrated 
e.g., by compensation patterns that allowed overcoming adverse conditions and 
reaching equal final body sizes and/or fecundity among treatments (chapters I and II). 
Other delayed compensatory responses may have operated through trans-generational 
effects that benefited the offspring (chapter I). The latter further suggests that 
behavioral decisions of mothers, such as choice of mate or oviposition site, besides 
having important consequences for offspring fitness (Shine 2005), may conceal 
immense adaptive potential if behavioral changes respond to environmental cues to 
track environmental fluctuations (Charmantier et al. 2008; Peñalver-Alcázar et al. 
2015; Wingfield 2015), especially in species without parental care. Such plasticity may 
have facilitated the colonization of, and subsequent adaptation to, new habitats 
throughout the species’ phylogeographic history and thus may help explain its wide 
geographical distribution range.  
 However, our results also showed that inherent plasticity alone did not suffice to 
cope in situ with all sorts of environmental change, and we found important negative 
fitness effects such as increased mortality and reduced final body size in adults under 
increased environmental stochasticity (chapter II), among others. Changes in the 
biophysical environment and changes in mortality rates are two of the ecological 
processes that can lead to rapid adaptive evolution (Reznick and Ghalambor 2001). 
Nevertheless, when plasticity drives the mean phenotype further away from the new 
local optimum favored by selection (i.e., non-adaptive plasticity), or plasticity is 
importantly constrained and costly to maintain, the derived population is less likely to 
persist and plasticity may increase the likelihood of extinction instead of buffering 
against it (Ghalambor et al. 2007; Snell-Rood et al. 2010). If a population is large 
enough and only initially mildly maladapted, it might be expected to persist in a novel 
environment. Conversely, populations that are initially small or severely maladapted 
will decline to critical sizes sooner and, almost certainly, go extinct. Furthermore, even 
populations with sufficient genetic capacity to avoid extinction may often fail to do so 
(Gomulkiewicz and Holt 1995). For common lizards, reduced humidity per se did not 
yield survival differences (chapter I) and perhaps the observed effects on growth rate 
were part of a trade-off with survival, which would maintain the short-term 
opportunity for population growth and thus grant better prospects of population 
recovery. There are yet to be explored the phenotypic consequences that may derive 
from this abiotic change such as trends and changes in population mean body size over 
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the following years (Ozgul et al. 2009). Under increased humidity stochasticity, 
however, there were high survival costs (chapter II) that can immediately affect 
population size and disrupt population structure. These effects would reduce the short-
term opportunity for population growth, hence recovery, after such a climatic change, 
and reduce the chance of population persistence (Reznick and Ghalambor 2001; see 
also discussion in chapter II).  
 Numerous studies on the consequences of climate change have paid more attention 
to changes in mean values than to fluctuations of climatic variables, even though both 
factors are predicted by future scenarios of climate change. However, environmental 
variability has proven to be an important selective factor (Folguera et al. 2011) and 
studies that only incorporate mean values could present significant limitations when 
predicting the life-history, ecological and evolutionary impact of climate change. 
Without going any further, in the present thesis we have shown (chapters I and II, see 
above) how environmental stochasticity of humidity conditions had more drastic 
fitness consequences than changes in mean amount of humidity. This calls for not 
underestimating the role of environmental variability in the persistence of species. For 
example, in many reptile populations living in environments where resources are 
scarce or highly variable, the timing of reproduction is adjusted to the sporadic 
availability of resources (Shine 2005). Here, mean values are not particularly relevant, 
but bursts of food resources may be followed by bursts of reproductive output, creating 
huge temporal variance in population size and age structure within the population. 
Highly fluctuating populations show increased probability of extinction, and decreased 
average time to extinction (Drake and Lodge 2004; Tuljapurkar and Orzack 1980).  
Considerations for conservation and final remarks 
Due to ectothermy, the common lizard shares a number of characteristics with other 
species like insects, fish and amphibians. As a rule, ectotherms have lower metabolic 
rates than endotherms at a given body mass and thus rely on the environment and 
their own behavioral patterns to control their temperature. This dependence on 
ambient conditions to reach operational body temperatures has shaped the lifestyles 
(including activity and behavior) of many species and it is precisely what makes them 
more vulnerable to rapid environmental change.  
 Reptiles and amphibians have perhaps more similarities than any other two groups, 
and are collectively known as herpetofauna. They occupy similar habitats and are just 
as vulnerable to habitat degradation. The herpetofauna is actually one of the most 
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diverse groups of vertebrates in Europe (151 spp. of reptiles, 85 spp. of amphibians) 
and is also among the most threatened. One fifth of Europe’s reptiles (19.4%) and 
nearly a quarter (22.9%) of its amphibians are threatened (i.e., either “critically 
endangered”, “endangered” or “vulnerable”) according to the IUCN (Cox and Temple 
2009a; Cox and Temple 2009b), compared to a 15% of mammals and a 13% of birds 
(BirdLife International 2015; Temple and Terry 2007), which means that “herptiles” 
are more at risk than mammals and birds. Alarmingly, more than half of all 
amphibians (59 %) and 42% of reptiles are in decline and, in many cases, the lack of 
data precludes the comprehensive evaluation of the conservation status of these species 
in different biogeographical regions (Report from the Commission to the Council and 
the European Parliament 2015). The great majority of terrestrial European reptiles are 
members of the order Squamata, and the richest (i.e., most diverse) family is the 
Lacertidae (with a 29.7% of species threatened), to which Z. vivipara belongs.  
 The above considerations give 
sufficient reasons of concern regarding the 
impact of climatic change in the 
conservation of herptile populations and 
European biodiversity and emphasize the 
value of the experiments presented in this 
thesis. The most important mechanism 
for population persistence is to shift the 
geographic distribution in response to 
long-term climatic alterations. However, 
the idiosyncrasies of many species and the 
increasing levels of habitat destruction 
and fragmentation severely restrict 
dispersal (Lande 1998) and thus it is likely 
that numerous species will be forced to 
face environmental change in situ. Using 
current modeling techniques with 
conservative (consensus or averaged) projections based on limited dispersal, most 
European amphibians and reptiles are projected to lose range, following the loss of 
suitable climate space, especially in the south-west of Europe (Araújo et al. 2006). 
Reptile biodiversity increases from north to south in Europe (Figure 6.2), which means 
that important areas of species richness will be affected. According to that study, the 
Figure 6.2 Reptile species richness (numbers) 
in the 27 EU member states (in dark grey). 
Data from Cox and Temple (2009b). 
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availability) and warmth, particularly for amphibians, although no causal evidences 
exist. In general terms, our experimental results supported that water availability can 
constitute an important limiting factor for land reptile species and suggest that 
reduced habitat humidity and increased stochasticity of habitat humidity (e.g., higher 
risk of drought) can indeed act as a proximate mechanism of population decline. 
Additionally, it has been recently shown in an experimental setting that warmer 
temperature (2°C on average) increases population extinction risk in Z. vivipara 
(Bestion et al. 2015) and thus cumulative effects (synergisms) between humidity and 
temperature may exacerbate the negative consequences of abiotic changes. Likewise, 
other major threats not considered in our population experiments, such as habitat 
loss, degradation and fragmentation, and inter-specific interactions (e.g., predation, 
parasites) could importantly contribute to population decline independently or 
interactively with climatic change (Cahill et al. 2013). We must remember, however, 
that population trends may vary locally according to the demographic structure or 
genetic characteristics of the population and population size. In this regard, 
demographic stochasticity in small populations and metapopulation dynamics (e.g., 
population connectivity, migration, number of neighboring populations) can play 
important roles in the stability and persistence of populations (Hanski and Gaggiotti 
2004).  
 Finally, even though the common lizard is a relatively well studied species, the 
diversity of niches that it occupies across its distribution, and inter-population 
variability (e.g., on demography, reproductive mode, life-history, genetics; Heulin et al. 
1997; Horváthová et al. 2013; Sinervo et al. 2007; Surget-Groba et al. 2006) make 
comparisons and studies in different geographical regions necessary. Less frequently 
analyzed taxa/species will need considerably higher and pressing efforts (Pacifici et al. 
2015), especially those and there where the conservation status is currently unknown. 
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CONCLUSIONS 
Density-dependent mechanisms are key processes in the dynamics of Z. vivipara 
populations, specifically, asymmetric inter-cohort competition between the adult 
and younger age classes and intra-cohort competition among adults. Inter-
individual competition may have an ecological or a social basis. 
Exogenous factors, habitat humidity and precipitation stochasticity, importantly 
interact with endogenous factors, namely population age, sex and morph 
composition, affecting density-dependent regulation. Ultimately, it is this 
interplay between both types of factors that affects population dynamics of Z. vivipara.  
Individual Z. vivipara life-history strategy (i.e., growth and reproductive traits) is 
affected by immediate and delayed—either trans-stage or trans-generational—
effects of density-dependent and density-independent processes, which are 
mediated through a number of trade-offs. In turn, individual life histories determine 
demographic rates and the dynamic of the population. 
There exists a pattern of context-dependent mating in which female mate choice 
depends mainly on the current yearling morph frequencies. This process is 
influenced, at least, by habitat humidity and determines male competitiveness in 
terms of siring success of recruited progeny. Consequently, genetic characteristics (i.e., 
morph composition and frequency) are key determinants of sexual selection in Z. 
vivipara. 
The suggested ecological differences among morphs reinforce the idea that 
morph composition is important in population dynamics of Z. vivipara and, 
together with the above conclusion, suggest that both natural and sexual 
selection are co-acting forces driving population dynamics, and are responsible for the 
maintenance of the color polymorphism.  
Given that exogenous and endogenous factors can trigger physiological responses 
that affect the level of glucocorticoids such as corticosterone, these may alter the 
strength of sexual selection, the sexual conflict and, in this way, the dynamics of 
Z. vivipara populations. This makes corticosterone a plausible mediator in processes of 
plasticity and adaptation in response to environmental change.  
Despite Z. vivipara demonstrates flexibility in life-history traits that allow certain 
degree of compensation, facing environmental abiotic changes predicted by 
scenarios of climate change in situ can have large negative fitness effects that 
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would compromise the viability of populations. The capacity to respond, recover and 
persist will importantly depend on local demographic characteristics (e.g., population 
size and structure). 
Climatic stochasticity could sometimes have more drastic fitness consequences 
than changes in mean values in climatic components and it would be advisable 
to take it into account. Increasing population fluctuation also increases the 
probability of extinction. 
Our results in Z. vivipara agree with the projected range losses in European 
reptiles and amphibians under future scenarios of climate change, demonstrating 
that changes in environmental humidity can be a proximate mechanism through 
which climate change will lead to population decline and loss of biodiversity.  
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CONCLUSIONES 
Los mecanismos dependientes de la densidad son procesos clave para la 
dinámica de poblaciones en Z. vivipara, en concreto, la competencia asimétrica 
entre las clases de edad adulta y otras más jóvenes y la competencia intra-cohorte 
entre los adultos. La competencia entre individuos puede ser de naturaleza ecológica o 
social. 
Los factores exógenos, humedad de hábitat y estocasticidad de las 
precipitaciones, interactúan de manera importante con factores endógenos, es 
decir, con las estructuras de edad, sexo y composición de morfos en la población, 
afectando a la regulación dependiente de la densidad. Al final, es esta interacción entre 
ambos tipos de factores lo que rige la dinámica poblacional de Z. vivipara. 
La estrategia individual en la historia de vida en Z. vivipara (i.e., rasgos de 
crecimiento y reproductivos) se ve afectada por efectos inmediatos y retrasados—
ya sean trans-etapa o trans-generacionales—de procesos denso-dependientes e -
independientes, mediados por una serie de trade-offs. A su vez, las historias de 
vida individuales determinan las tasas demográficas y la dinámica de la población. 
Existe un patrón de apareamiento dependiente del contexto por el cual la 
elección de pareja por parte de la hembra depende principalmente de las 
frecuencias actuales de morfos en los subadultos. Este proceso está influenciado, 
al menos, por la humedad del hábitat y determina la competitividad de los machos en 
términos de éxito reproductivo y reclutamiento de su progenie. En consecuencia, la 
estructura de la población (i.e., la composición y frecuencia de morfos) es un 
determinante clave de la selección sexual en Z. vivipara. 
Las aparentes diferencias ecológicas entre morfos refuerzan la idea de que la 
estructura de morfos es importante para la dinámica de poblaciones de Z. 
vivipara y, junto con la conclusión anterior, sugieren que tanto la selección 
natural como la selección sexual son fuerzas que co-actúan, dirigiendo la dinámica 
poblacional y son las responsables del mantenimiento del polimorfismo. 
Dado que factores exógenos y endógenos pueden afectar a los niveles de 
glucocorticoides, como la corticosterona, éstos podrían alterar directamente la 
fuerza de la selección sexual, el conflicto sexual y así a la dinámica poblacional de 
Z. vivipara, convirtiendo a esta hormona en un mediador apropiado/probable en 
procesos de plasticidad y adaptación en respuesta a cambios ambientales. 
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A pesar de que Z. vivipara demuestra flexibilidad en varios rasgos de historia de 
vida que le permiten cierto grado de compensación/adaptabilidad, enfrentarse in 
situ a cambios abióticos ambientales previstos en los escenarios sobre cambio 
climático puede tener grandes efectos negativos sobre la eficacia biológica que 
comprometerían la viabilidad de sus poblaciones. La capacidad de responder, 
recuperar y persistir dependerá en gran medida de las características demográficas a 
nivel local (e.g., tamaño y estructura de la población). 
La estocasticidad climática a veces podría tener consecuencias más drásticas 
sobre la eficacia biológica que los cambios en valores medios de los componentes 
climáticos y sería recomendable tenerla en cuenta. El aumento de la fluctuación 
poblacional también aumenta la probabilidad de extinción. 
Nuestros resultados sobre Z. vivipara están de acuerdo con la disminución del 
rango de expansión proyectado por los modelos para los reptiles y anfibios 
europeos bajo escenarios futuros de cambio climático. Esto demuestra que los 
cambios en la humedad ambiental pueden ser un mecanismo próximo a través del cual 
el cambio climático conducirá a la disminución de las poblaciones y a la pérdida de 
biodiversidad. 
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ANNEX  203 
ANNEX: MATLAB® CODE 
Base Model: Frequency-dependent mating 
The following function code for MATLAB® was used to determine male relative 
competitiveness, assuming a frequency-dependent mating pattern with asymmetric 
effects (i.e., model FA). Every other candidate model (Table 4.1) was developed from 
this base code by adding or replacing input parameters as described in chapter III: 
“Model development and analysis”. 
% input 
abg=[αb αo αy αw βb βo βy βw γb γo γy γw] 
 
% This function: Frequency dependent mating, asymmetric (FA). 
function [loglike]=FA (abg,x,hum)   
% abg=[alphasbetasgammas], x = relative importance of juveniles,  
% hum(idity)='high' or 'low' 
lizards; % data table 
if nargin < 3; hum = 0; end 
  
% there are 11 enclosures: 
enc=[2 3 5 7 8 9 10 11 12 14 15]'; 
  
% let's go through all 
for i=1:length(enc) 
     
% initialize all allele frequencies as 0 (no males yet found), then update 
orangeMalleles=[0 0]; % juveniles then adults 
yellowMalleles=[0 0]; 
whiteMalleles=[0 0]; 
     
% find juveniles who live here 
f=find(Males(:,enclosure)==enc(i) & Males(:,age)==SubAD); 
orangeMalleles(1)=sum(Males(f,allele1)==o)+sum(Males(f,allele2)==o); 
yellowMalleles(1)=sum(Males(f,allele1)==y)+sum(Males(f,allele2)==y); 
whiteMalleles(1)=sum(Males(f,allele1)==w)+sum(Males(f,allele2)==w); 
% find adults who live here 
f=find(Males(:,enclosure)==enc(i) & Males(:,age)==AD); 
orangeMalleles(2)=sum(Males(f,allele1)==o)+sum(Males(f,allele2)==o); 
yellowMalleles(2)=sum(Males(f,allele1)==y)+sum(Males(f,allele2)==y); 
whiteMalleles(2)=sum(Males(f,allele1)==w)+sum(Males(f,allele2)==w); 
% proportions 
    
s=x*(sum(orangeMalleles(1))+sum(yellowMalleles(1))+sum(whiteMalleles(1)))+... 
  (1-x)*(sum(orangeMalleles(2))+sum(yellowMalleles(2))+sum(whiteMalleles(2))); 
po(1)=(x*orangeMalleles(1)+(1-x)*orangeMalleles(2))/s; 
py(1)=(x*yellowMalleles(1)+(1-x)*yellowMalleles(2))/s; 
pw(1)=(x*whiteMalleles(1)+(1-x)*whiteMalleles(2))/s; 
% pw=1-po-py; 
     
% now consider all the adult individuals in the enclosure to calculate 
% their relcomp 
    g=find(Males(:,enclosure)==enc(i)); 
     
for j=1:length(g) 
        % relative competitiveness of this individual, first based on his 
% first allele 
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        switch Males(g(j),allele1) 
            case 1, % orange 
                relcomp(g(j))=sum(abg(1:4).*[1 po py pw]); 
            case 2, % yellow 
                relcomp(g(j))=sum([abg(5),abg(6),abg(7),abg(8)].*[1 po py 
pw]); 
            case 3, % white 
                relcomp(g(j))=sum([abg(9),abg(10),abg(11),abg(12)].*[1 po py 
pw]); 
        end 
        % then add the other allele 
        switch Males(g(j),allele2) 
            case 1, % orange 
                relcomp(g(j))=relcomp(g(j))+sum(abg(1:4).*[1 po py pw]); 
            case 2, % yellow 
                
relcomp(g(j))=relcomp(g(j))+sum([abg(5),abg(6),abg(7),abg(8)].*[1 po py pw]); 
            case 3, % white 
                
relcomp(g(j))=relcomp(g(j))+sum([abg(9),abg(10),abg(11),abg(12)].*[1 po py 
pw]); 
        end 
    end 
    % now zero-sum conditions for everyone in this group, i.e. relcomp must 
    % sum up to 1 within each enclosure 
    rs=sum(exp(relcomp(g))); 
    Relcomp(Males(g,indivID))=exp(relcomp(g))/rs; 
  
end 
Relcomp=Relcomp(:); 
  
if strcmp(hum,'high')  
    loglike=sum(log(Relcomp(Juv(Juv(:,humidity)==H,FatherID)))) % Only  
% considering juveniles that survived to contribute to next generation 
  elseif strcmp(hum,'low') 
    loglike=sum(log(Relcomp(Juv(Juv(:,humidity)==L,FatherID)))) 
  else 
    loglike=sum(log(Relcomp(Juv(Juv(:,survived)==1,FatherID)))); % always keep 
end 
 
The following code corresponds to the optimization function that estimated the best 
value of x and AIC for each model (the example below is for the ‘FA’ model). 
accuracy=100; 
xvalues=linspace(0,0.99999,accuracy); LogLike=NaN*xvalues; 
inputs=[αb αo αy αw βb βo βy βw γb γo γy γw]; %change input as convenient  
for i=1:length(xvalues) 
    [y,loglike]= fminsearch(@(y)-FA(y,xvalues(i)),inputs); 
    LogLike(i)=-loglike;  
end 
figure(1); plot(xvalues,LogLike,'o-') 
[BestLogLike,whichone]=max(LogLike); 
BestX=xvalues(whichone); 
  
% calculate AIC. Parameter numbers = input length PLUS ONE whenever the best x 
% is computed, not fixed. 
AIC=-2*BestLogLike+2*(length(inputs)+1); 
% Recalculate AIC using the best estimated x value as input 
