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Abstract—Monaural speech enhancement is a challenging
problem because the desired signal is estimated from single-
channel recordings. Numbers of methods have been proposed,
however, due to the ignored pertinence of the specific frequency
range of speech signals, the performance of the current ap-
proaches is limited. In this paper, we divide the speech mixture
into two subbands and extract the desired speech signal from each
frequency band based on the power spectral density (PSD) of
noise mixtures. The proposed method trains two long short-term
memory (LSTM) recurrent neural networks (RNNs) in parallel
for the subband short time Fourier transform (STFT) of speech
segments. The proposed LSTM RNN-based signal approximation
(SA) method is evaluated with the IEEE and the TIMIT datasets
with various noise interferences from the NOISEX dataset. The
evaluation results confirm that the proposed method outperforms
the state-of-the-art.
Index Terms—Monaural speech enhancement, power spectral
density, long short-term memory, recurrent neural network, short
time Fourier transform.
I. INTRODUCTION
In monaural speech enhancement (MSE), the desired speech
signal is estimated from a single mixture. The problem is
challenging due to the missing information about the source
signals or the mixing process, and the real-world applications
are automatic speech recognition (ASR), hearing aids and
robotics [1]. Recently, deep learning has been introduced for
MSE and according to the training objectives, it is categorized
into three aspects, namely mapping, masking and signal ap-
proximation (SA) based methods [2]. Mapping-based targets
correspond to the spectral representations of the desired signal,
while masking-based targets concentrate the time-frequency
relationships of the desired signal to background interference
[3] [4]. The SA-based method combines the advantages of the
above two types of targets [5].
Recurrent neural networks (RNNs) treat input samples as a
sequence and model the changes over time [6]. The RNNs play
an important role in learning the temporal dynamic of speech
but is limited to the vanishing or exploding gradient problem
[7]. Hence, long short-term memory (LSTM) was introduced
to further mitigate the above problems. For instance, Chen
et al. introduced a long short-term memory block in RNN
and the generalization ability of the neural network model
was refined [8]. In recent research on MSE, the SA objectives
are applied in LSTMs and a generic discriminative training
criterion corresponding to optimal source reconstruction from
time-frequency masks as provided in [9]. However, the energy
distribution of speech signals is not exploited in the state-of-
the-art methods.
In this paper, we introduce a new subband trained LSTM
method to further improve the performance. The organization
of this paper is as follows: the proposed method is introduced
in Section II. In Section III, the experimental settings and
results are provided. The conclusions and future work are
given in Section IV.
II. PROPOSED METHOD
In the MSE problem, at discrete time t, the mixture is
generated by the clean speech signal s(t) and background
interference i(t) as y(t) = s(t) + i(t). After applying the
short time Fourier transform (STFT), the mixture is defined
as:
Y (t, f) = S (t, f) + I (t, f) (1)
where the Y (t, f), S (t, f) and I (t, f) denote the STFT
of the mixture, the clean speech signal and the background
interference at discrete time t and frequency f , respectively.
In order to reconstruct the clean speech, the ideal T-F mask
can be expressed as [10]:
M (t, f) =
|S (t, f)|
|Y (t, f)| (2)
In supervised speech enhancement, LSTMs are trained to
use the temporal speaker-independent information extracted
from previous time frames to estimate the mask.
A. Noisy Mixture and PSDs
The proposed method is supported by the basic theory that
compared with noise interference the human’s speech energy,
mostly, exists at a lower frequency band. In telephony, the
usable voice frequency band ranges from approximately 300
Hz to 3400 Hz. Moreover, the voiced speech of a typical adult
male has a fundamental frequency from 85 to 180 Hz, and
that of a typical adult female from 165 to 255 Hz [11]. The
spectrograms of mixtures with various noise interferences are
shown in Fig. 1 to further support this point. Besides, based
on the critical value at 4000 Hz, the related energy ratios of
the mixtures at low frequencies to the high frequencies are
evaluated and listed in Table I.
Factory
0.5 1 1.5 2 2.5
Time (s)
0
2000
4000
6000
8000
F
re
qu
en
cy
 (H
z) Babble
0.5 1 1.5 2 2.5
Time (s)
0
2000
4000
6000
8000
F
re
qu
en
cy
 (H
z)
Cafe
0.5 1 1.5 2 2.5
Time (s)
0
2000
4000
6000
8000
F
re
qu
en
cy
 (H
z) f16
0.5 1 1.5 2 2.5
Time (s)
0
2000
4000
6000
8000
F
re
qu
en
cy
 (H
z)
-80
-70
-60
-50
-40
-30
-20
-10
0
10
20
Machinegun
0.5 1 1.5 2 2.5
Time (s)
0
2000
4000
6000
8000
F
re
qu
en
cy
 (H
z) Restaurant
0.5 1 1.5 2 2.5
Time (s)
0
2000
4000
6000
8000
F
re
qu
en
cy
 (H
z)
Fig. 1. The spectrograms of mixtures with various noise interferences,
including factory, babble, cafe, f16, machinegun, and restaurant
which are randomly selected from the NOISEX database, at -3 dB SNR level
[12].
TABLE I
ENERGY RATIOS OF THE MIXTURES WITH VARIOUS NOISE
INTERFERENCES AT THE LOW FREQUENCIES [0-4000 HZ] BAND TO THE
FULL FREQUENCIES [0-8000 HZ] BAND. EACH RESULT IS THE AVERAGE
VALUE OF 120 MIXTURES.
Noise Noise Components Energy Ratio
factory Machine 74.2%
babble Human Speech 94.7%
cafe Human Speech & Machine 92.1%
f16 Machine 93.4%
machinegun Machine 87.7%
restaurant Human Speech 91.9%
The 120 speech signals utilized in the experiment are
randomly collected from different male and female speakers.
From Fig. 1, it is observed that the signal energy distributes
at the lower frequency band [0-4000 Hz] around 90% except
factory noise. In general, noise is uniformly distributed in
the full band and human speech occupies the lower frequency
band. However, human speech based noise e.g. babble noise
which occupies 94.7% of the energy of the lower band for
the average value of 120 experiments has more intensive
distributed mixtures. Thus, it can be observed from Table I
that it is of vital importance to focus on training the lower
band which includes much more desired information than the
upper band. However, existing methods ignore the specific
frequency range in the MSE problem and have limitations.
In order to address the above limitation and further improve
the performance, we propose a subband training of SA-LSTM
method.
B. Subband Training of SA-LSTM
As aforementioned, the power spectral density (PSD) of
the subbands of the mixtures performs significantly different.
Generally, the full band of the noise mixture is divided into two
sub-bands. In this experiment, the critical value of the bands
is assigned as 4000 Hz due to the distribution characteristic
provided in Fig. 1. The first band whose frequency band
between 4000 Hz and 8000 Hz is assumed as the upper
band which includes specific background interferences such
as rotary machines at high speed and limited speech signals.
The second frequency band, i.e., the lower band, occupies 0-
4000 Hz which is the major focus of the proposed method and
consists of almost all of the speech signal and part of noises.
In SA-based methods, the cost function is presented as [5]:
JSA =
∑
t
∑
f
(∣∣∣Y (t, f) MˆSA (t, f)
∣∣∣− |S (t, f)|
)2
(3)
where MˆSA (t, f) is the estimated mask. The T-F mask is
estimated and the neural network model is optimized to
minimize the discrepancy between the magnitude spectrum of
the desired signal and the mixture. Thus, the accuracy of the
estimated mask and the performance are improved.
As aforementioned, the LSTM RNN method is extensively
applied in speech processing due to utilizing the temporal
information. The architecture of the SA-LSTM neural network
model is shown in Fig. 2.
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Fig. 2. The proposed neural network architecture. Subbands are trained by
two individual LSTMs with different numbers of units at each hidden layer.
LSTM1 (left) is for the upper band and LSTM2 (right) is for the lower band.
The spectrum is obtained at the final output layer with two additional output
layers and trained for the test stage.
In the proposed method, due to the different costs of training
the subbands, the neural network is divided into two sub-
systems including individual LSTM for mixtures at different
subbands in both the training and test stages. Initially, the
lower and upper bands of STFT of the mixture are used as
the inputs to the hidden layers of two LSTMs, respectively.
Limited desired information included in the upper band of the
mixture is processed by only 128 units in each hidden layer
of LSTM1 in order to reduce the computational complexity
and errors. However, the original SA-LSTM method has a
limitation that computation is insufficient at the lower band
which contains almost all of the desired speech signals. Hence,
1024 units in each hidden layer are utilized in the LSTM2
to improve the performance. The whole architecture has two
output layers, the T-F masks for the lower and upper bands are
obtained in the two additional output layers, respectively, and
the estimated clean spectrum is obtained at the final output
layer by combining the two components.
Besides that, more features are applied in the lower band
to further improve the performance. The feature combi-
nation, similar to [4] and [12], is used in our proposed
method, which contains the amplitude modulation spectro-
gram (AMS), relative spectral transform and perceptual linear
prediction (RASTA-PLP) [13], mel-frequency cepstral coef-
ficients (MFCC), cochleagram response and their deltas are
extracted by the 64-channel gammatone filterbank to generate
the compound feature [14].
In the training stage, MˆSAu (t, f), the training target of the
LSTM1 is obtained from the target after the upper band of the
mixture, Yu (t, f), is generated by the clean speech signals and
the background interferences. After the LSTM2 is trained, the
estimated mask, the upper band of the mixture is obtained by
minimizing the cost function:
JSAu =
∑
t
∑
f
(∣∣∣Yu (t, f) MˆSAu (t, f)
∣∣∣− |Su (t, f)|
)2
(4)
where Su (t, f) is the upper band of the clean speech signal.
Similarly, MˆSAl (t, f) is calculated and LSTM2 is trained. In
the testing stage, two trained LSTMs are used. The recon-
structed speech signal at the upper band can be estimated
as multiplying the mixture spectrum with the corresponding
estimated mask:
Sˆu(t, f) = MˆSAu (t, f)Yu(t, f) (5)
Similarly, the remaining half can be obtained from the corre-
sponding estimated T-F mask, MˆSAl (t, f), and the lower band
of mixture, Yl (t, f):
Sˆl(t, f) = MˆSAl (t, f)Yl(t, f) (6)
The final separated speech signal can be obtained from the
final output layer:
Sˆ(t, f) = Sˆl(t, f) + Sˆu(t, f) (7)
Comparing with the method in [5], by using subband trained
SA-LSTMs, the lower band is trained more efficiently in
LSTM2. Therefore, in the estimated mask, the majority of
desired information can be extracted by the lower band, in
the testing stage, the desired speech signal is calculated more
accurately and the performance is enhanced, which can be
confirmed by the detailed evaluations in the following section.
III. EXPERIMENTAL SETTINGS AND RESULTS
A. Experimental Settings
The clean speech source signals are randomly selected from
the TIMIT [15] and the IEEE [16] corpora which are 720 clean
utterances from a male speaker in the IEEE corpus and 6300
utterances from 630 different speakers in the TIMIT database.
The noise interferences are selected from NOISEX database
for our evaluations [12]. Each speech and noise interference
signal has four minutes long and it is divided into two clips
with the same length of two minutes each. One is used to
generate training data and another is used to generate testing
data.
As aforementioned, the proposed subband and original
SA-LSTMs are both constructed with three hidden layers.
However, the number of units in each hidden layer in the
original SA-LSTM method is 512, which is set to 128 and
1024 for upper and lower band training in our proposed
method, respectively. Both the baseline and proposed method
are trained by using the RMSprop algorithm with a learning
rate of 0.001 [3]. Besides, the number of epochs is 30 and the
batch size is 512.
B. Experimental Results and Discussion
In [5], the original SA-LSTM method has been confirmed
outperforming non-negative matrix factorization (NMF), deep
neural network (DNN) and LSTM-deep recurrent neural net-
work (LSTM-DRNN) with various numbers of hidden layers.
Therefore, the proposed method is compared with the original
SA-LSTM and the complex ideal ratio mask-DNN (cIRM-
DNN) [17] and prove that it outperforms the state-of-the-
art methods. Because the proposed method uses more units
in hidden layers, in order to avoid the possibility where the
performance is improved by the complexity of the networks,
the proposed 1024-unit networks are trained and evaluated for
both the lower and the upper bands as the baseline.
There are three evaluation measures, the short-time ob-
jective intelligibility (STOI), perceptual evaluation of speech
quality (PESQ) and signal to interference ratio (SIR). The
values of the STOI indicate the human speech intelligibility
scores bounded in the range of [0, 1] [18]. The PESQ refers
to human speech quality scores and is bounded in the range
of [-0.5, 4.5] [19]. The higher values of these measurements
mean that the desired speech signal is better reconstructed.
The experimental results are presented in Tables II & III and
Figs. 3-5.
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Fig. 3. SIR (dB) performance in terms of different noise interferences and the
proposed and state-of-the-art methods. The X-axis is the noise interferences
and the Y-axis is the SIR (dB) performance. Each result is the average value
of 120 experiments with -3 dB SNR level.
In Figs. 3-5, the cIRM-DNN, the original SA-LSTM and the
proposed method are evaluated in terms of SIR performance.
Compared with the original SA-LSTM, the proposed method
TABLE II
SPEECH ENHANCEMENT PERFORMANCE COMPARISON IN TERMS OF STOI (IN %) WITH DIFFERENT TRAINING METHODS, SNR
LEVELS AND NOISE. EACH RESULT IS THE AVERAGE VALUE OF 120 EXPERIMENTS. BOLD INDICATES THE BEST RESULTS.
Noise factory babble cafe f16 machinegun restaurant
SNR level (dB) -3 0 3 -3 0 3 -3 0 3 -3 0 3 -3 0 3 -3 0 3
Unprocessed 59.4 67.2 74.7 61.3 67.6 74.1 67.1 74.3 81.4 62.0 69.7 75.8 78.9 84.2 88.1 66.2 73.5 78.6
cIRM-DNN [17] 68.6 74.0 81.5 70.7 77.3 80.5 72.6 81.4 86.0 72.1 79.5 82.2 83.7 88.3 91.4 77.2 81.6 86.2
SA-LSTM [5] 69.4 76.6 83.7 72.3 79.0 84.0 73.8 81.4 86.6 77.2 82.4 86.6 88.5 90.7 92.6 80.1 83.9 87.5
Two Bands (1024) 74.2 81.5 87.4 76.3 82.0 86.8 77.4 84.3 87.8 81.1 86.1 89.9 91.0 93.7 94.5 83.3 86.2 89.5
Proposed Method 74.0 81.6 87.7 76.2 82.7 87.4 77.9 84.1 88.0 80.8 86.3 89.9 91.2 93.4 94.3 83.5 86.8 90.0
TABLE III
SPEECH ENHANCEMENT PERFORMANCE COMPARISON IN TERMS OF PESQ WITH DIFFERENT TRAINING METHODS, SNR
LEVELS AND NOISE. EACH RESULT IS THE AVERAGE VALUE OF 120 EXPERIMENTS. BOLD INDICATES THE BEST RESULTS.
Noise factory babble cafe f16 machinegun restaurant
SNR level (dB) -3 0 3 -3 0 3 -3 0 3 -3 0 3 -3 0 3 -3 0 3
Unprocessed 1.63 1.80 1.98 1.77 1.94 2.11 1.99 2.15 2.36 1.68 1.82 1.98 1.98 2.25 2.49 1.72 1.89 2.05
cIRM-DNN [17] 2.17 2.36 2.54 2.03 2.30 2.52 2.16 2.44 2.72 2.35 2.55 2.81 2.80 2.98 3.09 2.07 2.27 2.52
SA-LSTM [5] 2.20 2.38 2.58 2.08 2.40 2.61 2.17 2.44 2.69 2.40 2.59 2.83 2.85 3.00 3.11 2.09 2.28 2.50
Two Bands (1024) 2.47 2.50 2.83 2.31 2.50 2.71 2.43 2.72 2.79 2.70 2.77 2.94 3.00 3.19 3.33 2.24 2.39 2.65
Proposed Method 2.44 2.53 2.80 2.29 2.57 2.78 2.48 2.69 2.79 2.64 2.81 2.92 3.07 3.13 3.30 2.28 2.45 2.68
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Fig. 4. SIR (dB) performance in terms of different noise interferences and the
proposed and state-of-the-art methods. The X-axis is the noise interferences
and the Y-axis is the SIR (dB) performance. Each result is the average value
of 120 experiments with 0 dB SNR level.
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Fig. 5. SIR (dB) performance in terms of different noise interferences and the
proposed and state-of-the-art methods. The X-axis is the noise interferences
and the Y-axis is the SIR (dB) performance. Each result is the average value
of 120 experiments with 3 dB SNR level.
has 14.55%, 16.52% and 10.26% more improvements as the
average value of six noise interferences at -3, 0, and 3 dB SNR
levels, respectively. As for the 3 dB SNR result in Fig. 5, the
f16 noise over the original SA-LSTM method, the proposed
method has 1.04 dB improvement. For all other noises and
SNR levels, the proposed method outperforms the original SA-
LSTM and cIRM-DNN methods.
The second comparison is among the cIRM-DNN, the
original SA-LSTM and the proposed method in terms of STOI
performance in Table II. Three SNR levels are used (-3, 0 and
3 dB) to evaluate the performance of different methods. It is
clearly observed that the proposed method outperforms the
original SA-LSTM and the cIRM-DNN methods in all SNR
levels and scenarios. For instance, at 0 dB SNR level, for the
factory noise, the proposed method can achieve 0.82 over
STOI although the original SA-LSTM method only achieves
0.77 and the cIRM-DNN method only achieves 0.74.
PESQ in terms of different SNR levels and methods for
the noise interferences can be observed in Table III. Similar
to STOI, the improvement in terms of PESQ with various
noise interferences between the proposed method and the other
two methods is significant at three SNR levels. For example,
at -3 dB SNR levels, the proposed method and the original
SA-LSTM method reach 2.48 and 2.17 with cafe noise over
PESQ.
The experimental results confirm that the proposed method
can further improve speech enhancement performance com-
pared with the cIRM-DNN and the original SA-LSTM meth-
ods in STOI, PESQ, and SIR. The reason is that the lower band
with a majority of the desired speech information is intensively
trained with the LSTM2. In the testing stage, the ratio of the
clean speech signal is calculated more accurately. Furthermore,
although the 1024-unit network is utilized for the upper band
in the baseline, the improved performance is limited compared
with the proposed method. Meanwhile, due to the significantly
increased units of the hidden layers, the computational cost is
almost double than the proposed method.
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we explored subband trained LSTMs ar-
chitectures for MSE. Overall, the performance in terms of
STOI, PESQ, and SIR was enhanced by training the mixture
bands separately and the importance of lower band training
was confirmed. In the proposed method the trained LSTMs
better utilized the estimation of the second trained LSTM and
improved the performance. By using the proposed subband
training method to separate the desired speech signal from the
lower band of the speech mixture with much more desired
information, the performance was further improved and the
efficiency was increased compared with the baseline.
For the future work, one direction is to improve the accuracy
of the critical value between the lower band and the upper band
for reducing the computation cost and enhance the separation
performance based on the different mixture spectrums. In
appropriate circumstances, the training of the upper band can
be omitted [20].
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