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LIMITING JUMP CONDITIONS FOR JOSEPHSON JUNCTIONS
IN GINZBURG-LANDAU THEORY
AYMAN KACHMAR
∗
Abstrat. We onsider a S-N-S Josephson juntion modeled through the
Ginzburg-Landau theory. When the normal material is suiently thin and
the applied magneti eld is below the ritial eld of vortex nuleation, we
prove to leading order that jump boundary onditions of the type predited
by deGennes are satised aross the juntion.
Introdution
The superonduting proximity eet in a normal metal adjaent to a super-
ondutor has reeived a lot of attention by the physis ommunity, see [10℄ for
a review of this phenomenon. This is also the setting of the Josephson tunneling
eet for superonduting-normal-superonduting juntions (SNS), where a super-
urrent ows through the normal layer provided that it is suiently thin.
The physis literature ontains several approahes to model the Josephson eet
in the frame work of the Ginzburg-Landau theory of superondutivity. The rst
modeling in this ontext is perhaps due to the physiist deGennes [12℄. In the
setting of [12℄, the omplex-valued wave funtion (whose modulus measures the
density of superonduting eletrons) and its derivative are related linearly on both
sides of the normal material, in suh a manner that the superurrent is onserved
through the juntion.
In this paper, we use a generalized Ginzburg-Landau energy funtional presented in
[9℄, whih has proved to aount rigorously to various physial aspets (.f. [19, 20℄).
By working in the London singular limit (high κ-regime), we justify asymptotially
the modeling of [12℄ provided that the applied magneti eld is below the ritial
eld of vortex nuleation, see Theorems 1.1 & 1.5.
We also mention in this diretion that another justiation of the deGennes mod-
eling is present in a paper of Rubinstein-Shatzman-Sternberg [23℄, who deal with
geometri juntions (weak links) in the framework of the Ginzburg-Landau theory.
We hope to arry out in a forthoming work a deeper analysis valid for higher ap-
plied magneti elds and whih provides more details onerning the superurent
ow and the distribution of vorties in the juntion.
1. Main results
We move now to the mathematial set-up of the problem. Let Ω = D(0, 1)
denotes the unit dis in R2. Given R ∈]0, 1[ and ℓ ∈]0, R[, we introdue the following
partition of Ω,
Ω = S ∪N,
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where
N = {x ∈ Ω : dist(x, ∂D(0, R)) < ℓ},(1.1)
S1 = D(0, R− ℓ), S2 = D(0, 1) \D(0, R+ ℓ), S = S1 ∪ S2.(1.2)
We shall suppose that S is the ross setion of a ylindrial superondutor with
innite height and that N is that of a normal material. By this way, we get a S-N-S
Josephson juntion.
In Ginzburg-Landau theory [13℄, the superonduting properties are desribed by a
omplex valued wave funtion ψ, alled the `order parameter', whose modulus |ψ|2
measures the density of the superonduting eletron Cooper pairs (hene ψ ≡ 0
orresponds to a normal state), and a real vetor eld A = (A1, A2), alled the
`magneti potential', suh that the indued magneti eld in the sample orresponds
to curlA. Sine, the superonduting Cooper eletron pairs an diuse from the
superonduting to the normal material in a normal-superonduting juntion, we
then have to onsider pairs (ψ,A) dened on Ω.
The basi postulate in the Ginzburg-Landau theory is that the pair (ψ,A)minimizes
the Gibbs free energy, whih has in our ase the following dimensionless form [9℄ :
Gε,H(ψ,A) =
∫
Ω
|(∇− iA)ψ|2 dx+ 1
2ε2
∫
S
(1− |ψ|2)2 dx(1.3)
+
a
ε2
∫
N
|ψ|2 dx+
∫
Ω
|curlA−H |2 dx.
Here,
1
ε = κ is a harateristi of the superonduting material (lling S), H > 0
is the intensity of the applied magneti eld and a > 0 is related to the ritial
temperature of the material in N . The positive sign of a means that we are above
the ritial temperature of the material lling N .
Minimization of the funtional (1.3) will take plae in the spae
H = H1(Ω;C)×H1(Ω;R2).
We will be interested in the analysis of the asymptoti behaviour of the minimizers
of (1.3) as ε→ 0 (London Limit) and when the thikness of the ring N is small by
taking ℓ = ℓ(ε)≪ 1 as ε→ 0.
Aording to [15℄, the funtional (1.3) admits a minimizer (ψ,A) in the spae
H. Our main result is the leading order asymptoti expansion of the jump of
(∇ − iA)ψ aross the juntion, i.e. aross the boundary of N , provided that the
order parameter ψ is not possessing vorties.
In order to x ideas, given a funtion f ∈ H1(Ω;C), we introdue the jump of f
aross N by
(1.4) [f ]N(θ) = f
(
(R+ ℓ) eiθ
)− f ((R − ℓ) eiθ) , ∀ θ ∈ [0, 2π[ .
Our rst result onerns the ase of very thin rings, of thikness omparable with
ε.
Theorem 1.1. Let Ω = D(0, 1), S and N as in (1.1), (1.2), and (ψε, Aε) be a
minimizer of (1.3). Given d > 0 and a > 0, there exists λ > 0 suh that, if the
applied magneti eld satises
(1.5) H ≤ λ| ln ε| ,
and if ℓ = d ε, then |ψε| > 0 and we have
(1.6) lim
ε→0
∥∥∥∥ε [n(x) · (∇− iAε)ψεψε
]
N
− 2√a exp(2
√
a d)− 1
exp(2
√
a d) + 1
∥∥∥∥
L2(S1)
= 0 ,
(1.7) lim
ε→0
∥∥ [ψε]N∥∥L2(S1) = 0 .
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Here, n(x) =
x
|x| for all x ∈ R
2 \ {0}, is the unit outward normal vetor of any dis
in R2.
Remark 1.2. The regime onerning the applied magneti eld H in Theorem 1.1
orresponds to that below the rst ritial eld : When (1.10) is satised, the order
parameter ψε has no vorties in Ω.
On the other hand, it is well known (.f. [26℄) that there exists λ′ > 0 suh that
if H ≥ λ′| ln ε|, the order parameter ψε has vorties. However, we are not able to
alulate the ritial value λc for whih
HC1 ∼ λc| ln ε| as ε→ 0 .
This is due to the tehnial diulty arising from the very rapid osillations of the
maximal superonduting density in N , see Setion 2 for more details onerning
this point.
Remark 1.3. Notie that if one formally makes d→ 0 in (1.6), one would obtain
that the jump aross N tends to 0. This agrees with experimental and theoretial
preditions that the Josephson eet would be absent in juntions made up of very
thin normal materials, see [9℄.
Remark 1.4. Let us introdue the vetors
X−ε =
(
ε n(x) · (∇− iAε)ψε
(
(R− ℓ)eiθ)
ψε
(
(R− ℓ)eiθ)
)
,
X+ε =
(
ε n(x) · (∇− iAε)ψε
(
(R+ ℓ)eiθ
)
ψε
(
(R+ ℓ)eiθ
) ) , ∀ θ ∈ [0, 2π[ ,
and the matrix
Ma,d =
 1 2√a exp(2√a d)− 1exp(2√a d) + 1
0 1
 .
Then, (1.6) and (1.7) an be written in the equivalent form
(1.8) lim
ε→0
∥∥X+ε −Ma,dX−ε ∥∥L2(S1) = 0,
whih justies the boundary ondition postulated by deGennes in [12℄.
For thiker rings, we have a result analogous to that of Theorem 1.1.
Theorem 1.5. Let Ω = D(0, 1), S and N as in (1.1), (1.2), and (ψε, Aε) be a
minimizer of (1.3). Assume in addition that ℓ = ℓ(ε) satises,
(1.9) ε≪ ℓ(ε) (ε→ 0), ∃ c > 0, ∀ ε ∈]0, 1], ℓ(ε) ≤ c ε ln | ln ε| .
Then, given a > 0, there exists λ > 0 suh that, if the applied magneti eld satises
(1.10) H ≤ λ exp
(
−2
√
a ℓ(ε)
ε
)
| ln ε| ,
we have
(1.11) lim
ε→0
∥∥∥∥ε [n(x) · (∇− iAε)ψεψε
]
N
− 2√a
∥∥∥∥
L2(S1)
= 0 ,
(1.12) lim
ε→0
∥∥ [ψε]N∥∥L2(S1) = 0 .
Here, n(x) =
x
|x| for all x ∈ R
2 \ {0}, is the unit outward normal vetor of any dis
in R2.
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Notie that the result of Theorem 1.5 agrees with that of Theorem 1.1 when one
takes formally d→ +∞ in (1.6).
We mention also that the result of Theorem 1.5 is valid for magneti elds slightly
muh lower than that of Theorem 1.1. Tehnially, this is due to the fat that we
an not exlude the energy of vorties in N (see Setion 2). But heuristially, the
reason is that the maximal superonduting density (i.e. the positive minimizer of
(1.3) for H = 0) in the regime of Theorem 1.5 is small inside the juntion, hene
the prie of a vortex beomes for magneti elds less than that of Theorem 1.1.
However, we were not able in this ase to prove that the ritial eld for vortex
nuleation has the order of exp
(
− 2
√
a ℓ(ε)
ε
)
| ln ε|, though theoretial preditions in
the physis literature say that vorties in N would be present for magneti elds
muh below than that of a bulk superondutor, see [10℄.
The result of Theorem 1.5 is still valid up to lengths ℓ(ε) = c∗ ε| ln ε|, where
c∗ ∈]0, 1[ is suiently small (this an be heked through minor modiations
of the argument). However, sine the orresponding magneti eld will be small
H ≪ 1, we do not fous on this last regime1.
As a by-produt of the analysis that we shall arry out, we get a result onerning
the onservation of the urrent aross N . The urrent is dened as the vetor eld
(1.13) jε =
(
iψε, (∇− iAε)ψε
)
=
(
(iψε, (∂2 − iA1ε)ψε), (iψε, (∂2 − iA2ε)ψε)
)
,
where (·, ·) denotes the salar produt in C when identied with R2.
The exat result onerning the urrent is the following.
Theorem 1.6. In both regimes of Theorems 1.1 & 1.5, the irulation of the urrent
is almost onserved aross the juntion:
(1.14)
∣∣∣∣∣
∫
|x|=R+ℓ
τ(x) · jε −
∫
|x|=R−ℓ
τ(x) · jε
∣∣∣∣∣ = O (ε1/2| ln ε|) as ε→ 0 ,
where τ(x) = x
⊥
|x| for all x ∈ R2 \ {0}.
Finally, we omment on some past work onerning non-homogeneous superon-
dutors and pinning models. Unlike to our situation, pinning models previously
onsidered orrespond to a term in the Ginzburg-Landau funtional having the
form (a− |ψ|2)2, with a being a smooth funtion. The rst analyti work probably
goes bak to [1℄, where a = aε, assumed always positive, may depend on ε with the
restrition that it an not osillate quiker than | ln ε| (|∇aε| ≤ C| ln ε|). Compared
with our situation, the disontinuity of the oeients leads to an order parameter
osillating between 0 and uε with |∇uε| ≥ Cε in a thin neighborhood of ∂S. Later,
in [6℄, the authors deal with the ase when a has isolated zeros, and prove that
vorties appear rst at the zeros of a for magneti elds having order 1. In [4℄,
the authors allow the funtion a to have negative values, but the hypothesis of its
smoothness fores the order parameter to be small on the boundary of the nor-
mal side (hene, the surfae superonduting sheath in the normal side is absent).
Moreover, the situation in [4℄ is more related to the ase of domains with holes and
relies on the analysis arried out by the same authors in [3℄. More reently, the
author of the present paper showed in [18℄ that pinning of vorties is observed for
magneti elds near the rst ritial eld when the funtion a is a step funtion.
Let us also mention the very reent work of Alama, Bronsard and Sandier in [5℄
1
It is more likely that the regime H ≪ 1 is treated, without additional restritions on the
deay of H, by bifuration arguments. In the present paper, we treat in detail the ase H = 0.
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where a layered superonduting model has been investigated. There, the expres-
sion of the ritial eld above whih vorties are deteted depends strongly on the
thikness of the normal regions separating the superonduting layers.
Organization of the paper.
Setion 2 is devoted to a desription of the main points of the argument.
Setion 3 is devoted to a preliminary analysis of the minimizers of (1.3).
Setion 4 is devoted to an analysis of an auxiliary variational problem (this is the
variational problem (2.5) desribing the Meissner state).
Setion 5 is devoted to prove a lower bound of the funtional (1.3).
In Setion 6, we exhibit a vortex-less regime and we ahieve the proofs of Theo-
rems 1.1, 1.5 and 1.6.
Finally, in Appendix A, we prove a uniqueness result onerning the solution of the
anonial equation without magneti eld (this is Eq. (2.1)), and in Appendix B,
we disuss the diulty behind the estimate of the energy of a onguration with
vorties on the irle S1R.
2. Sketh of proof
Canonial Equation in R2 for the ase without magneti eld.
A general tehnique to takle asymptoti problems, (suessfully applied by Heler
& o-authors for linear problems (f. e.g. [16℄), and Lu-Pan for non-linear problems
(f. e.g. [22℄)), is to understand the anonial situation. So we onsider the ase
without magneti eld, H = 0, and work with the partiular domains,
N = R× ]− ℓ, ℓ[, S = R2 \N .
When ℓ(ε) = d ε, this leads to the equations:
(2.1)

−∆u = (1 − u2)u in R× {R \ [−d, d]},
−∆u+ a u = in R× ]− d, d[ ,
∂x2u(·, t±) = ∂x2u(·, t∓), u(·, t±) = u(·, t∓), t = ±d ,
Sine Eq. (2.1) arises as a limiting equation of a ritial point of (G-L), we fous
on solutions in the lass
C = {u ∈ H2loc(R2) ∩ L∞(R2) : u ≥ 0} .
Using the argument of [19, Setion 4℄, Eq. (2.1) admits in C a unique solution
R
2 ∋ (x1, x2) 7→ U(x2)
given by
(2.2) U(x2) =

β(a, d) exp(
√
2 |x2|)− 1
β(a, d) exp(
√
2 |x2|) + 1
if |x2| ≥ d,
A(a, d) [exp(
√
a |x2|) + exp(−
√
a |x2|)] if |x2| < d.
where the onstants β(a, d) > exp(−√2 d) and A(a, d) > 0 are determined expli-
itly, but the only important remark is that
U ′(d)
U(d)
= −U
′(−d)
U(−d) = 2
√
a
exp(2
√
a d)− 1
exp(2
√
a d) + 1
,
hene the onditions of deGennes are veried
(2.3)
(
U ′(t)
U(t)
)
t=d
=
 1 2√a exp(2√a d)− 1exp(2√a d) + 1
0 1
 ( U ′(t)
U(t)
)
t=−d
.
6 AYMAN KACHMAR
The ase without magneti eld in a bounded domain.
Now we return to minimizing (1.3) when H = 0. We prove in [19, Theorem 1.1℄
that (1.3) has, up to a gauge transformation, a unique minimizer (uε, 0) where
uε ∈ H2(Ω) is a real-valued funtion, 0 < uε < 1 in Ω (for ε small enough), and uε
solves the equation
−∆uε = 1
ε2
(1− u2ε)uε 1S −
a
ε2
uε 1N .
Then, by a blow-up argument, we generalize (2.3) asymptotially as ε → 0, see
Theorem 3.2.
The ase with magneti eld: A vortex-less regime.
Now we return to minimizers (ψ,A) of (1.3) when H > 0. Following an idea of
Lassoued-Mironesu [21℄, we introdue a normalized density
ϕ =
ψ
uε
.
Then, |ϕ| ≤ 1 and we are led to work with the funtional (see Theorem 3.5):
Fε,H(ϕ,A) =
∫
Ω
u2ε|(∇− iA)ϕ|2 dx
+
1
2ε2
∫
S
u4ε(1− |ϕ|2)2 dx+
∫
Ω
|curlA−H |2 dx.
Then, following [25, 27℄, we onstrut a family of disjoint balls (B(ai, ri))i (see
Proposition 5.2) suh that
∑
i ri ≤ | ln ε|−10 and
{x ∈ Ω : |ϕ(x)| ≤ 1− | ln ε|−2} ⊂
⋃
i
B(ai, ri) .
This permits to obtain, for a given number α ∈]0, 12 [, a lower bound of the energy
(see Theorem 5.4):
(2.4) Fε,H(ϕ,A) ≥M0(ε,H) +
∑
i
(2παmi(ε)| ln ε| − 2H)di − C H | ln ε|−10 ,
where C > 0 is an expliit onstant, di is the degree of ϕ/|ϕ| on ∂B(ai, ri),
mi(ε) = min
x∈B(ai,ri)
u2ε(x) ,
and
(2.5) M0(ε,H) = inf
A∈H1(Ω;R2)
Fε,H(1, A) .
By omparing (2.4) with what is existing in the literature (.f. [26℄), we suspet
that the lower bound (2.4) is not optimal in the sense that α should be equal to
1. This restrition is atually due to the partiular expression of Fε,H , where a
penalization term for |ϕ| is absent in the energy of N .
The inmum in (2.5) is ahieved by a unique vetor eld A = Hu2ε∇
⊥hε, where
hε : Ω 7→]0, 1[ satises a London equation with weight (see (4.4)). Thus, we get
the upper bound
Fε,H(ϕ,A) ≤M0(ε,H).
When this upper bound is mathed with (2.4), we dedue that all the d′is are equal
to 0 provided that
H ≤ απ
(
inf
i
mi(ε)
)
| ln ε| .
If ℓ(ε)≫ ε and |ai| = R, we have by Theorem 3.4 that
mi(ε) ≈ exp
(
−2
√
a ℓ(ε)
ε
)
.
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Sine we an not exlude the possibility of a vortex ball entered on the irle S1R,
we restrit ourselves when ℓ(ε)≫ ε to magneti elds H satisfying
H ≤ λ exp
(
−2
√
a ℓ(ε)
ε
)
| ln ε|
in order to insure the absene of vorties.
Now, in the absene of vorties we get an energy estimate (see Theorem 6.1)∫
Ω
(|(∇− iA)ϕ|2 + |curlA−H hε|2) dx+ 1
ε2
∫
S
(1− |ϕ|2)2dx≪ 1 (ε→ 0) .
Then, we implement L2-estimates for the equations of ϕ in order to dedue that
[ϕ]N → 0 in L2(S1), |ϕ| → 1, n(x) · (∇− iA)ϕ→ 0 in L2(∂N) ,
whih permits us to dedue Theorems 1.1 and 1.5, see Setion 6.1.
3. Preliminary analysis of minimizers
3.1. The ase without applied magneti eld. This setion is devoted to a
summary of the main results obtained in [19℄ whih deal with minimizers of (1.3)
when the applied magneti eld H = 0.
We keep the notation introdued in Setion 1. Upon taking A = 0 and H = 0 in
(1.3), one is led to introdue the funtional
(3.1) Gε(u) :=
∫
Ω
|∇u|2 dx+ 1
2ε2
∫
S
(1 − u2)2 dx+ a
ε2
∫
N
u2 dx,
dened for funtions in H1(Ω;R).
We introdue
(3.2) C0(ε) = inf
u∈H1(Ω;R)
Gε(u) .
The next theorem is a summary of Theorem 1.1 in [19℄.
Theorem 3.1. Given a > 0 and d > 0, there exists ε0 suh that for all ε ∈]0, ε0[,
the funtional (3.1) admits in H1(Ω;R) a minimizer uε ∈ C2(S)∪C2(N) suh that
0 < uε < 1 in Ω.
Furthermore, with our hoie of the domains Ω, N and S in (1.1) and (1.2), the
funtion uε is radial.
If H = 0, minimizers of (1.3) are gauge equivalent to the state (uε, 0).
Let us just mention why we fous only on the regime ε → 0 in the statement
of Theorem 3.1. Notie that u ≡ 0 is a ritial point of the funtional (3.1), so we
would like to exlude the possibility that this ritial point is stable. To this end,
we dene the following eigenvalue :
λ1(a, d, ε) = inf
{∫
S
(
|∇φ|2 − 1
ε2
|φ|2
)
dx
+
∫
N
(
|∇φ|2 + a
ε2
|φ|2
)
dx : φ ∈ H1(Ω), ‖φ‖L2(Ω) = 1
}
.
Then when λ1(a, d, ε) < 0, the orresponding eigenfuntion of λ1(a, d, ε) provides
us with a test onguration whose energy is below that of u ≡ 0. On the other
hand, this last ondition of the sign of λ1(a,m, ε) is easily veried when ε → 0,
thanks in partiular to the min-max priniple.
Let us reall the notation of the jump arossN introdued in (1.4). Using a blow-
up argument and a result onerning uniqueness of ritial points of the funtional
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(3.1) in the model ase of the entire plane, we establish now Theorem 1.1 in the
ase when H = 0.
Theorem 3.2. Let uε be the positive minimizer of (3.1) introdued in Theorem 3.1.
Then, if ℓ(ε) = d ε, we have
(3.3) lim
ε→0
∥∥∥∥ε [n(x) · ∇uεuε
]
N
− 2√a exp(2
√
a d)− 1
exp(2
√
a d) + 1
∥∥∥∥
L∞(S1)
= 0 ,
(3.4) lim
ε→0
∥∥ [uε]N∥∥L∞(S1) = 0 ,
(3.5) lim
ε→0
(
sup
θ∈[0,2π[
∣∣∣uε ( (R ± ℓ)eiθ)− A˜(a, d)∣∣∣
)
= 0 .
Here, n(x) =
x
|x| for all x ∈ R
2 \ {0}, and A(a, d) > 0 is an expliit onstant2.
On the other hand, if ℓ(ε)≫ ε (this overs the regime (1.9)), then we have,
(3.6) lim
ε→0
∥∥∥∥ε [n(x) · ∇uεuε
]
N
− 2√a
∥∥∥∥
L∞(S1)
= 0 ,
(3.7) lim
ε→0
(
sup
θ∈[0,2π[
∣∣uε ( (R ± ℓ)eiθ)−A(a)∣∣
)
= 0 ,
where A(a) > 0 is an expliit onstant.
Proof. Let us treat the ase when ℓ(ε) = d ε, d > 0. Let (r, θ) be polar oordinates,
0 < r < 1, −π < θ < π, and set
t = R− r, s = Rθ .
Given s0 ∈ [−Rπ,Rπ[, we dene the resaled funtion,
u˜ε(s, t) = uε
(
(R − εt)eiε(s−s0)/R
)
,
R− 1
ε
< t <
1−R
ε
, −πR
ε
< s− s0 < πR
ε
.
The equation of u˜ε beomes:
−∆ε u˜ε = (1 − u˜2ε)u˜ε, 0 < t < 1−Rε , |s− s0| < πRε ,
−∆ε u˜ε + am u˜ε = 0, R−1ε < t < 0, |s− s0| < πRε ,
∂u˜ε
∂t
(·, t±) = ∂u˜ε
∂t
(·, t∓), u˜ε(·, t±) = u˜(·, t∓) for t = ±d ,
where
∆ε =
(
1− ε t
R
)−2
∂2s + ∂
2
t −
ε
(R− εt)∂t.
Now, by ellipti estimates, the funtion u˜ε onverges to a funtion u in W
2,∞
loc (R
2).
Furthermore, u solves (2.1) in C, and by [19, Lemma 5.2℄, there exist onstants
k0, c0 > 0 suh that u(0, k0) > c0. Thus, we onlude by Theorem A.1 that u(s, t) =
U(t), where U is given in (2.3), and therefore, by oming bak to the initial sale,
∀ k ∈ {0, 1, 2}, lim
ε→0
εk
∥∥∥∥uε(s, t)− U ( tε
)∥∥∥∥
Wk,∞({|s−s0|≤πRε, |t|≤(1−R)ε})
= 0,
and the onvergene is uniform with repet to s0 ∈ [−πR, πR[. This yields (3.3)-
(3.5).
2
The expression of
eA(a, d) is given expliitly in the Appendix.
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The statements onerning the ase when ℓ(ε)≫ ε follows from [19, (5.20)℄. 
We shall need the following remarkable properties of uε, that distinguish the
dierent regimes onsidered in this paper.
Lemma 3.3. With the notations and hypotheses of Theorem 3.2, if ℓ = d ε, there
exists an expliit onstant c(a, d) > 0 suh that
uε(x) > c(a, d), ∀ x ∈ Ω .
For the ase when ℓ(ε) satises (1.9), the asymptoti behavior of uε beomes
ompletely dierent in the sense that it is lose to 0 inside N .
In order to be preise we introdue the funtion :
(3.8) V (t) =
β exp(
√
2 t)− 1
β exp(
√
2 t) + 1
(t ≥ 0), V (t) = A exp(√a t) (t < 0),
together with the `signed distane' to the boundary of S,
(3.9) tS(x) = dist(x, ∂S) (x ∈ S), tS(x) = −dist(x, ∂S) (x ∈ D(0, 1) \ S).
Here the onstants β and A are given by :
(3.10) β =
√
2 +
√
a+ 2√
a
, A =
√
2 +
√
a+ 2−√a√
2 +
√
a+ 2 +
√
a
.
Theorem 3.4. Assume that ℓ(ε) satises (1.9). Then, we have
(3.11)
∥∥∥∥uε − V ( tS(x)ε
)∥∥∥∥
L∞(Ω)
= o(1) (ε→ 0),
where the funtions tS and V have been introdued in (3.8)-(3.9).
Moreover, there exist a positive onstant ε0 and a funtion ]0, 1] ∋ ε 7→ g(ε) ∈]0, 1[
suh that g(ε)≪ 1 and for all ε ∈]0, ε0], one has the estimate
(3.12)
(A− g(ε)) exp
(√
a tS(x)
ε
)
≤ uε(x) ≤ (A+ g(ε)) exp
(√
a tS(x)
ε
)
, ∀ x ∈ N.
Proof. The asymptoti behavior in (3.11) has been obtained in [19℄. We have only
to prove the improved estimate in N , i.e. (3.12).
Let us show how one an obtain the lower bound. Let us introdue the funtion :
vε(x) = C exp
(
δ tS(x)
ε
)
,
where C and δ are positive onstants to be speied later.
Let us reall that by denition, the funtion tS is written as
tS(x) =
{
R− ℓ(ε)− |x| if R− ℓ(ε) ≤ |x| ≤ R,
|x| −R− ℓ(ε) if R < |x| ≤ R+ ℓ(ε),
where the onstant R ∈]0, 1[ has been introdued for dening S and N , see (1.1)
and (1.2).
Consequently, the funtion tS is smooth in eah of the following two annuli of N :
N− = {x ∈ N : R− ℓ(ε) < |x| < R}, N+ = {x ∈ N : R < |x| < R+ ℓ(ε)}.
One then heks easily that
−∆(uε − vε) + a
ε2
(uε − vε) = δ
2
ε2
[
1− a
δ2
± ε
δ
|x|−1
]
vε
≥ δ
2
ε2
[
1− a
δ2
− ε
δ(R− ℓ(ε))
]
vε in N±.
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It is a result of the asymptoti formula (3.11) that there exist a onstant ε0 and a
funtion ]0, ε0] ∋ ε 7→ f(ε) ∈]0, 1[ suh that f(ε)≪ 1 as ε→ 0 and∣∣uε|∂N −A∣∣ ≤ f(ε), ε ∈]0, ε0].
Therefore, gathering all the above remarks, we get for
δ =
√
a+
ε2
4(R− ℓ(ε))2 −
ε
2(R− ℓ(ε)) , C = A− 2f(ε)
and when ε ∈]0, ε0],
(3.13)
{
−∆(uε − vε) + a
ε2
(uε − vε) ≥ 0 in N±
uε(x)− vε(x) > 0 on ∂N .
Two ases may our regarding the gradient of uε on the irle |x| = R, either
u′ε(R) ≤ 0 or u′ε(R) > 0.
If u′ε(R) ≤ 0, then we get in addition to (3.13)
∂
∂νN+
(uε − vε) > 0 on (∂N+) ∩N.
Here, we reall that νN± denote the unit outward normal vetors of the boundaries
of N±.
Therefore, the appliation of the strong maximum priniple yields that
uε − vε ≥ 0 in N+ .
This last lower bound when ombined with (3.13) yields{
−∆(uε − vε) + a
ε2
(uε − vε) ≥ 0 in N−
uε(x) − vε(x) > 0 on ∂N− .
Hene by the strong maximum priniple, uε − vε ≥ 0 in N−. Therefore, we dedue
that
uε − vε ≥ 0 in N ,
whih is nothing but the lower bound we wish to prove for the funtion uε. The
same argument holds when u′ε(R) > 0, but by hanging the roles of N+ and N−.
The proof of the upper bound follows the same lines above, so we omit the details.
3.2. The ase with magneti eld. This setion is devoted to a preliminary
analysis of the minimizers of (1.3) when H 6= 0. The main point that we shall show
is how to extrat the singular term C0(ε) (f. (3.2)) from the energy of a minimizer.
Notie that the existene of minimizers is standard starting from a minimizing
sequene (f. e.g. [15℄). A standard hoie of gauge permits one to assume that
the magneti potential satises
(3.14) divA = 0 in Ω, ν ·A = 0 on ∂Ω,
where ν is the outward unit normal vetor of ∂Ω.
With this hoie of gauge, one is able to prove (when the boundaries of Ω and N
are smooth) that a minimizer (ψ,A) is in C1(Ω;C)× C1(Ω;R2). One has also the
following regularity (f. [19, Appendix A℄),
ψ ∈ C2(S;C) ∪ C2(N ;C), A ∈ C2(S;R2) ∪ C2(N ;R2).
The next lemma is inspired from the work of Lassoued-Mironesu (f. [21℄).
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Lemma 3.5. Let (ψ,A) be a minimizer of (1.3). Then 0 ≤ |ψ| ≤ uε in Ω, where
uε is the positive minimizer of (3.1).
Moreover, putting ϕ = ψuε , then the energy funtional (1.3) splits in the form :
(3.15) Gε,H(ψ,A) = C0(ε) + Fε,H(ϕ,A),
where C0(ε) has been introdued in (3.2) and the new funtional Fε,H is dened
by :
Fε,H(ϕ,A) =
∫
Ω
u2ε|(∇− iA)ϕ|2 dx(3.16)
+
1
2ε2
∫
S
u4ε(1− |ϕ|2)2 dx+
∫
Ω
|curlA−H |2 dx.
Proof.
The equality (3.16) results from a diret but some how long alulation, whih
permits to dedue in partiular that ϕ is a solution of the equation
−(∇− iA)u2ε(∇− iA)ϕ = 1S
u4ε
ε2
(1− |ϕ|2)2ϕ .
Proof of |ψ| ≤ uε.
It is suient to prove that |ϕ| ≤ 1. We shall invoke an energy argument whih we
take from [11℄.
Let us introdue the set
Ω+ = {x ∈ Ω : |ϕ(x)| > 1} ,
together with the funtions (dened in Ω+) :
f =
ϕ
|ϕ| , ϕ˜ = [ |ϕ| − 1]+f .
Then, it results from a diret alulation together with the weak-formulation of the
equation satised by ϕ that
0 =
∫
Ω+
(|∇|ϕ| |2 + (|ϕ| − 1)|ϕ| |(∇− iA)f |2)u2ε dx
+
1
ε2
∫
Ω+∩S
(
1 + |ϕ|)(1 − |ϕ|)2|ϕ|)u4ε dx .
Therefore, this yields that Ω+ ⊂ N and that |∇|ϕ| | ≡ 0 in Ω+. Hene, |ϕ| is on-
stant in eah onneted omponent of Ω+, whih shows that |ϕ| ≡ 1 in Ω+. This
ontradits the denition of Ω+ unless Ω+ = ∅. 
The estimate of the next lemma is very useful for exhibiting a vortex-less regime
for minimizers of (1.3).
Lemma 3.6. Let (ψ,A) be a minimizer of (1.3). There exist onstants C > 0 and
ε0 ∈]0, 1] suh that, if the applied magneti eld satises H ≪ 1ε , then we have
|(∇− iA)ψ| ≤ C
ε
, ∀ε ∈]0, ε0] .
Proof. The proof is essentially due to Béthuel-Rivière [8℄, but we inlude the main
steps for the reader's onveniene.
Sine |(∇ − iA)ψ| is a gauge invariant quantity, we assume that we are in the
Coulomb gauge (3.14).
Let us assume that the onlusion of the lemma were false. Then there exists a
subsequene, denoted again {ε} and points (xε) ∈ Ω suh that
(3.17) ε|(∇− iA)ψ(xε)| → ∞ .
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We dene the resaled funtions
vε(x) = ψ(xε + εx), Bε(x) = εA(xε + εx) ,
together with the resaled domain
Ωε = (Ω− xε)/ε .
Notie that (vε, Bε) satises the equations
−∆vε + 2iBε · ∇ =
[
(1 − |vε|2) 1S − a 1N + |Bε|2
]
vε in Ωε,
−∆Bε = ε2 (ivε , ∇vε − iBεvε) in Ωε,
curlBε = ε
2H2 on ∂Ωε,
n · ∇vε = 0 on ∂Ωε .
Notie that vε is a weak solution in Ω of the rst equation above beause of the
transmission onditions
T int∂N (n · ∇vε) = T ext∂N (n · ∇vε),
where
T int∂N : H1(N) 7→ L2(∂N), T int∂N : H1(Ω \N) 7→ L2(∂N),
are the `interior' and `exterior' trae operators.
With the hoie of gauge in (3.14), we get by Poinaré's Lemma that ‖A‖H1(Ω) ≤
C‖curlA‖L2(Ω). Then, by L2 ellipti estimates and the assumption H ≪ 1ε , we
have
‖Aε‖H2(Ω) ≤ C‖curlA‖L2(Ω) ≪ 1
ε
.
Hene, by the Sobolev embedding theorem, we have in the new sale,
lim
ε→0
‖Bε‖L∞(Ωε) = 0 .
Now, by Lemma 3.5, |vε| ≤ uε ≤ 1, hene, the right hand side of the equation of vε
beomes bounded. Therefore,
‖∆vε‖Lp(BR) ≤ CR + 2‖Bε‖L∞(Ωε) × ‖∇vε‖Lp(BR), ∀ p > 2 ,
where BR is any xed ball of radius R.
By ellipti regularity theory, vε beomes bounded in W
2,p(BR) for all p > 2, hene,
by the Sobolev embedding theorem, in C1,α(BR) for any α ∈]0, 1[. Sine C1,α(BR)
is ompatly embedded in C1(BR), we get by a diagonal argument the existene of
a funtion v ∈ C1(R2) suh that, upon extration of a subsequene, vε onverges
to v loally in C1.
Now, we know from the equation of Bε that ∆Bε is loally bounded in L
∞
. So
again, by ellipti estimates, and sine ‖Bε‖L∞ → 0 as ε→ 0, we get upon extration
of a subsequene that Bε onverges to 0 loally in C
1
.
Therefore, we get, by returning to the initial sale,
ε|(∇− iA)ψ(xε)| = |(∇− iBε)vε(0)|
is onvergent, hene ontraditing (3.17). 
Now, Lemma 3.6 permits to onlude the following result.
Lemma 3.7. Assume that (ψ,A) is a minimizer of (1.3) and let ϕ = ψuε . There
exists a onstant µ0 > 0 suh that if
1
ε2
∫
S
(1− |ϕ|2)2 dx ≤ µ0 ,
then |ϕ| ≥ 12 in S.
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Proof. Lemma 3.6 and the diamagneti inequality together yield that
|∇|ψ| | ≤ |(∇− iA)ψ| ≤ C
ε
, in Ω .
Now, sine
|∇uε| ≤ C
ε
we dedue that
|∇|ϕ| | ≤ C
ε
in S .
Thus, the result of the lemma beomes a onsequene of [7, Theorem III.3℄. 
4. Analysis of the Meissner state
Let us reall the denition of uε and C0(ε) in Theorem 3.1 and (3.2) respetively.
This setion is devoted to the analysis of the following variational problem :
(4.1) M0(ε,H) = min
A∈H1(Ω;R2)
Gε,H(uε, A) .
Sine the funtion uε is real-valued, one gets, for any vetor eld A, the following
deomposition :
Gε,H(uε, A) = C0(ε) +
∫
Ω
(|Auε|2 + |curlA−H |2) dx.
Putting further
A = H A,
(4.2) J0(ε) = infA∈H1(Ω;R2)
[∫
Ω
(|Auε|2 + |curlA− 1|2) dx] ,
we get that
M0(ε,H) = inf
A∈H1(Ω;R2)
Gε,H(uε, A) = C0(ε) +H2J0(ε),
and we are redued to the analysis of the variational problem (4.2).
Starting from a minimizing sequene (f. [26℄), it is standard to prove that a
minimizer Aε of (4.2) exists and satises the Coulomb gauge ondition:
divAε = 0 in Ω, n ·Aε = 0 on ∂Ω,
where n is the unit outward normal vetor of the boundary of Ω.
Notie also that Aε satises the Euler-Lagrange equations :
(4.3) ∇⊥curlAε = u2ε Aε in Ω, curlAε = 1 on ∂Ω.
Here ∇⊥ = (−∂x2 , ∂x1) is the Hodge gradient.
Putting hε = curlAε, we get from the rst equation in (4.3) that Aε =
1
u2ε
∇⊥hε.
We get also that hε satises the equation:
(4.4) − div
(
1
u2ε
∇hε
)
+ hε = 0 in Ω, hε = 1 on ∂Ω.
Lemma 4.1. The funtion hε satises 0 < hε < 1 in Ω, and it is the only funtion
solving (4.4).
Moreover, there exist onstants c0, ε0 ∈]0, 1[ suh that,
(4.5) c0 ≤ ‖hε − 1‖L∞(Ω) < 1, ∀ ε ∈]0, ε0].
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Proof. The property that 0 < hε < 1 and the uniqueness of hε are diret applia-
tions of the Strong Maximum Priniple.
Let us now prove (4.5). Assume by ontradition that there exists a sequene
onverging to 0, still denoted by ε, suh that
(4.6) lim
ε→0
‖hε − 1‖L∞(Ω) = 0.
Let us take a ompat subset K ⊂ S (independent of ε). Due to the asymptoti
behaviour of uε (it remains exponentially lose to 1 in K, see Theorem 3.1 and [19,
Proposition 5.1℄), it results from (4.4) that hε is bounded in the C
2
-norm of K.
Thus, one an extrat a subsequene of hε, still denoted by hε, that onverges to a
funtion h ∈ C2(K). The funtion h satises the limiting equation,
−∆h+ h = 0 in K.
Coming bak to (4.6), we get that h ≡ 1 in K, hene not a solution of the limiting
equation. Therefore, the assertion in (4.5) holds. 
The next results onern the ase of our partiular domains in (1.1) and (1.2).
Lemma 4.2. With the assumptions (1.1) and (1.2), the funtion hε is radial, i.e.
hε(x) = h˜ε(|x|), with h˜ε being an inreasing funtion.
Proof. That hε is radial follows by the uniqueness of the solution of (4.4) and by
the fat that uε is also radial.
The solution hε being radial, i.e.
hε(x) = h˜ε(|x|), ∀ x ∈ Ω,
let us show that the funtion h˜ε is inreasing. For simpliity of notation, we shall
remove the tilde and write hε for h˜ε. Notie that hε satises the dierential equa-
tion :
(4.7)
 −h′′ε (r) −
1
r
h′ε(r) + 2
u′ε(r)
uε(r)
h′ε(r) + u
2
ε(r)hε(r) = 0, 0 < r < 1,
h′ε(0) = 0, hε(1) = 1.
Let us alulate h′′ε (0). Sine h
′
ε(0) = 0, we have h
′′
ε (0) = lim
r→0
h′ε(r)
r
. Substituting
in (4.7), we get that
(4.8) h′′ε (0) =
1
2
u2ε(0)hε(0) > 0.
Let us introdue the even extension of hε, namely the funtion
fε(r) =
{
hε(r) (r > 0),
hε(−r) (r < 0).
Then fε satises the equation,
(4.9) − f ′′ε (r) −
1
|r|f
′
ε(r) + 2
u˜′ε(r)
u˜ε(r)
f ′ε(r) + u˜
2
ε(r) fε(r) = 0, r ∈]− r2, r2[\{0},
and it attains a loal minimum at 0. We emphasize also here that u˜ε denotes the
even extension of uε.
If r0 ∈]− 1, 1[ (with r0 6= 0) is a ritial point of fε, then it follows from (4.9) that :
f ′′ε (r0) = u˜
2
ε(r0) fε(r0) > 0.
If r0 = 0, the onlusion f
′′
ε (0) > 0 still holds, thanks to (4.8).
Now these observations lead to the onlusion that fε attains its minimum at a
unique point, and that this point is the only ritial point for fε. As we know that
f ′ε(0) = 0, we get that fε attains its minimum at 0 and that it is inreasing in [0, 1[.
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This ahieves the proof of the lemma. 
The next lemma plays a distinguished role in the ontrol of the minimizing energy
of `vortex balls'.
Lemma 4.3. There exist onstants C > 0 and ε0 > 0 suh that
(4.10)
∥∥∥∥ 1u2ε∇hε
∥∥∥∥
L∞(Ω)
≤ 1, ∀ ε ∈]0, ε0].
Proof. Notie that by Lemma 4.2, hε is radial. Then the equation for hε an be
written in the form:
−
(
h′ε
u2ε
)′
(r) − 1
r
h′ε
u2ε
(r) + hε(r) = 0, ∀ r ∈]0, 1[.
Integrating this equation between 0 and r ∈]0, 1[ and using the fat that hε is
inreasing, h′ε ≥ 0, we obtain:(
h′ε
u2ε
)
(r) ≤
∫ r
0
hε(r˜) dr˜ ≤ r‖hε‖L∞([0,1]) ≤ 1,
whih is the result of the lemma. 
5. Lower bound of the energy
5.1. Constrution of vortex-balls. We borrow some notation used in [26℄. For
a set U ⊂ R2 we denote by r(U) the radius of U , that is the inmum over all nite
overings of U by open balls B1, B2, . . . , Bk of the sum r1 + r2 + · · · + rk. The
important property is that:
r(U) ≤ 1
2
H1(∂U),
where H1 is the one-dimensional Hausdor measure.
From now on, we shall always work under the following hypothesis:
(H) ∃ c > 0, ∀ ε ∈]0, 1], ℓ(ε) ≤ c ln | ln ε|, H ≤ cmε | ln ε| ,
where
(5.1) mε = inf
x∈Ω
u2ε(x) .
Notie that when ℓ(ε) = d ε, mε and m
−1
ε are bounded. When ℓ(ε) ≫ ε, we have
by Theorem 3.4,
mε = A(a) exp
(
−2
√
a ℓ(ε)
ε
)
(1 + o(1)), (ε→ 0),
where A(a) > 0 is an expliit onstant.
Lemma 5.1. Let (ψ,A) be a minimizer of (1.3) and ϕ =
ψ
uε
. Then, under the
hypotheses (H) above, there exist onstants C > 0 and ε0 > 0 suh that, for all
δ ∈
(| ln ε|+ | lnmε|)
√√
ε
ε0
, 1
 and ε ∈]0, ε0],
we have
(5.2) r
(
{x ∈ Ω : |ϕ(x)| ≤ 1− δ}
)
≤ C
√
ε| ln ε|2
δ2
.
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Proof. We have the following deomposition of the energy,
Gε,H(ψ,A) = C0(ε) + Fε,H(ϕ,A),
where the funtional Fε,H(ϕ,A) has been introdued in (3.16).
Using
(
uε,
1
u2ε
∇⊥hε
)
as a test onguration for the funtional (1.3), we get
(5.3) Fε,H(ψ,A) ≤ c˜ H2.
We infer from (5.3),∫
Ω
|(∇− iA)ϕ|2 dx+ 1
2ε2
∫
S
(1 − |ϕ|2)2 dx ≤ 2 ĉm−2ε H2 ,
where mε is introdued in (5.1).
By Lemma 3.5, |ϕ| ≤ 1, hene
(5.4)
∫
N
(1− |ϕ|2)2 dx ≤ 2|N | ≤ 4πℓ(ε) ≤ C ε| lnmε| .
Now, by (5.4) and the diamagneti inequality, |(∇− iA)ϕ| ≥ |∇|ϕ| |, we dedue
(5.5)
∫
Ω
|∇|ϕ| |2 dx+ 1
2ε˜2
∫
Ω
(1− |ϕ|2)2 dx ≤M ,
where
ε˜ =
√
ε , M = 2 c˜
(
m−2ε H
2 + | lnmε|
)
.
Sine ϕ is a H2-funtion, then it an be approximated in the L∞-norm by means
of smooth funtions. This permits us to onlude (5.2) from Proposition C.1. 
The next proposition provides us, as in [26℄, with the onstrution of suitable
`vortex-balls'.
Proposition 5.2. Let (ψ,A) be a minimizer of (1.3) and ϕ =
ψ
uε
. Then, under
the hypotheses (H), for eah p ∈]1, 2[, α ∈]0, 1/2[, n ∈ N, there exist onstants
C > 0, γ ∈]0, 1/2[, and for eah εα ≪ η ≪ 1, there exists a family of disjoint balls
{B((ai, ri)}i satisfying the following properties:
(1) w = {x ∈ Ω : |ϕ(x)| ≤ 1− | ln ε|−n} ⊂ ∪iB(ai, ri).
(2)
∑
i
ri ≤ η.
(3) Letting di be the degree of the funtion ϕ/|ϕ| restrited to ∂B(ai, ri) if
B(ai, ri) ⊂ Ω and di = 0 otherwise, then we have:∫
B(ai,ri)\ω
u2ε|(∇− iA)ϕ|2 dx+
∫
B(ai,ri)
|curlA−H |2 dx ≥(5.6)
2π|di|
(
min
B(ai,ri)
u2ε
)(
ln
η
εα
− C| ln ε|−n
)
.
(4)
∥∥∥∥∥2π∑
i
diδai − curl
(
A+ (iϕ,∇Aϕ)
)∥∥∥∥∥
W−1,p
0
(Ω)
≤ max(| ln ε|2−2n, ηγ).
Proof. Let us take δ = | ln ε|−n in the statement of Lemma 5.1. We emphasize
that under the hypothesis (H), our hoie of δ veries the hypothesis of Lemma 5.1,
namely, δ ∈
]
(| ln ε|+ | lnmε|)
√√
ε
ε0
, 1
[
.
Points (1) and (2) of Proposition 5.2 are now diret onsequenes of Lemma 5.1
and the rst point of Proposition C.2.
Let us prove now Point (3). By the estimate on r(w), we get for a given α ∈]0, 12 [,
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r(w) < εα provided that ε is suiently small.
Now, notie that in B(ai, ri) \ w,
|(∇− iA)ϕ|2 ≥ |ϕ|2
∣∣∣∣(∇− iA) ϕ|ϕ|
∣∣∣∣2 , |ϕ|2 − 1|ϕ|2 ≥ −2| ln ε|−n.
Hene, we get the desired onlusion by applying the third point of Proposition C.2
to the funtion ϕ/|ϕ|.
Notie that the funtion ϕ and the balls B(ai, ri) satisfy the hypotheses of Propo-
sition C.3 with M = O(| ln ε|2). The appliation of this proposition yields the
onlusion in the last point of Proposition 5.2. 
Remark 5.3. When performing the previous argument with δ = εβ and β ∈]0, 12 [
suiently small, we get improved remainders in (3)-(4) of Proposition 5.2, a power
of ε, but valid for larger values of η. This permits to treat the ase when the thikness
ℓ(ε) ≤ c ε| ln ε| and c ∈]0, 1[ is suiently small.
We follow the usual terminology and all the balls onstruted in Proposition 5.2
`vortex-balls'.
We onlude with the following theorem.
Theorem 5.4. Let (ψ,A) be a minimizer of (1.3) and ϕ =
ψ
uε
. Then, under the
hypothesis (H), for eah α ∈]0, 1/2[ and n ∈ N, there exist a onstant C > 0 and a
family of disjoint balls {B((ai, ri)}i suh that :
(1)
∑
i
ri ≤ Cεα′ , (α′ ∈]0, 12 − α[);
(2) |ϕ| ≥ 12 on Ω \ ∪iB(ai, ri).
(3) Letting di be the degree of the funtion ϕ/|ϕ| restrited to ∂B(ai, ri) if
B(ai, ri) ⊂ Ω and di = 0 otherwise, then we have:
Fε,H(ϕ,A) ≥H2J0(ε)
+ 2π
∑
di≥0
[
α
(
min
B(ai,ri)
u2ε
)
| ln ε| − 2H
]
di − CH | ln ε|−n ;(5.7)
(4)
∑
i |di| ≤ C mε| ln ε| .
Proof. Applying Proposition 5.2 with η = εα
′
and with α replaed by β ∈]0, 12 [ to
be hosen suiently lose to
1
2 , we get a family of balls satisfying in partiular the
rst two assertions of the theorem.
Total degree.
We start by proving an upper bound on the total degree
∑
i |di|. The starting point
is by notiing that there exists a onstant c > 0 suh that
Fε,H(ϕ,A) ≤ cH2.
Then, by applying Point (3) of Proposition 5.2 with η = εα
′
, we dedue the existene
of a onstant c˜ > 0 suh that
2πmε| ln ε|
∑
i
|di| ≤ c˜ H2,
hene Point (4) of the theorem is proved.
18 AYMAN KACHMAR
A rough lower bound of the energy.
We put
Ω˜ = Ω
∖ ⋃
B(ai,ri)⊂Ω
B(ai, ri),
j = (iϕ,∇Aϕ) , j′ = j − H
u2ε
∇⊥hε, A′ = A− H
u2ε
∇⊥hε.
Sine |ϕ| ≤ 1, then
|j| ≤ |ϕ| |∇Aϕ| ≤ |∇Aϕ|,
and onsequently, we have
Fε,H(ϕ,A, Ω˜) ≥
∫
eΩ
(
u2ε|j|2 + |curlA−H |2
)
dx.
Now a diret alulation yields,
Fε,H(ϕ,A, Ω˜) ≥H2J0(ε, Ω˜) + 2H
∫
Ω
(hε − 1)
[
curl(A′ + j′)
]
dx
− 2H
∫
∪iB(ai,ri)
[
(hε − 1) curlA′ − j′ · ∇⊥hε
]
dx,
where
J0(ε, Ω˜) =
∫
eΩ
(
1
u2ε
|∇uε|2 + |hε − 1|2
)
dx.
Using Lemma 4.3 and the Cauhy-Shwarz inequality, it is easy to prove that∣∣∣∣∣
∫
∪iB(ai,ri)
[
(hε − 1) curlA′ − j′ · ∇⊥hε
]
dx
∣∣∣∣∣ ≤ C H∑
i
ri,
and ∣∣∣J0(ε)− J0(ε, Ω˜)∣∣∣ ≤ C∑
i
ri.
Therefore, we obtain
(5.8) Fε,H(ϕ,A, Ω˜) ≥ H2J0(ε) + 2H
∫
Ω
(hε − 1)
[
curl(A′ + j′)
]
dx− CH2
∑
i
ri.
Sine curl(A′+ j′) = curl (A+ (iϕ,∇Aϕ)), then by Point (4) in Proposition 5.2, we
rewrite the above lower bound in the form
(5.9) Fε,H(ϕ,A, Ω˜) ≥ H2J0(ε) + 4πH
∑
i
di(hε − 1)(ai)− CH | ln ε|−n.
We have also by Point (3) of Proposition 5.2, ∀α ∈]0, 12 [ and when ε is suiently
small,
(5.10)
∑
i
Fε,H (ϕ,A,B(ai, ri)) ≥ 2πα
∑
i
|di|
(
min
B(ai,ri)
u2ε
)
| ln ε|.
Therefore, we obtain the lower bound
Fε,H(ϕ,A) ≥ H2J0(ε) + 2πα | ln ε|
∑
i
|di|
(
min
B(ai,ri)
u2ε
)
(5.11)
+4πH
∑
i
di(hε − 1)(ai)− CH | ln ε|−n.
Sine 0 < hε < 1, the above lower bound is suient to dedue (5.7). 
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6. Proofs of main results
6.1. A vortex-less regime. Let us reall the denition of the onstant mε intro-
dued in (5.1). We reall also that (ψ,A) always denotes a minimizer of (1.3) and
that ϕ = ψuε .
The aim of this subsetion is to prove the following theorem.
Theorem 6.1. There exists a onstant λ > 0 suh that if ℓ ≤ O(ε ln | ln ε|) and if
the magneti eld satises
H ≤ λmε| ln ε| ,
then
|ϕ| ≥ 1
2
in S ,
and we have the energy estimate as ε→ 0
∫
Ω
(|(∇− iA′)ϕ|2 + |curlA−H hε|2) dx+ 1
ε2
∫
S
(1− |ϕ|2)2 dx≪ m4ε .
Here
A′ = A− H
u2ε
∇⊥hε
and hε is the funtion introdued in (4.4).
One essential step towards the proof of Theorem 6.1 is a further useful splitting
of the energy due to Béthuel-Rivière (f. [8℄).
Lemma 6.2. Consider (u,A) ∈ H1(Ω;C)×H1(Ω;R2) and dene
A′ = A− H
u2ε
∇⊥hε,
where uε and hε are introdued in Theorem 3.1 and (4.4) respetively. Then we
have the deomposition of the energy,
Fε,H(u,A) =H2J0(ε) +
∫
Ω
(
u2ε|(∇− iA′)u|2 + |curlA′|2
)
dx
+
1
ε2
∫
S
u4ε(1− |u|2)2dx+ 2H
∫
Ω
(hε − 1)
[
curl
(
A′ + (iu,∇A′u)
)]
dx
+H2
∫
Ω
1
u2ε
(|u|2 − 1) |∇hε|2 dx.
Here, the funtional Fε,H and the energy J0(ε) are introdued in (3.16) and (4.2)
respetively.
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Proof of Theorem 6.1.
Existene of λ .
Let us hoose λ > 0 in suh a way that when the magneti eld satises
H ≤ λmε| ln ε| ,
all the degrees di given by Theorem 5.4 are equal to zero, so that the energy of a
minimizer beomes lose to that of the Meissner state.
Mathing the lower bound (5.7) with the upper bound
(6.1) Fε,H(ϕ,A) ≤ H2J0(ε) ,
we obtain, ∑
di>0
[αmε| ln ε| − 2H ] di + CH
∑
di<0
|di| − CH | ln ε|−n ≤ 0 .
By our hoie of H and ℓ(ε), we get that for any n ∈ N, there exists a onstant
C > 0 suh that∑
di>0
[αmε| ln ε| − 2H ] di + CH
∑
di<0
|di| ≤ | ln ε|−n.
Now we get by hoosing λ < 2α that, for all λ ≤ λ1,
0 ≤ H min
(α
λ
− 2, C
)∑
i
|di| ≤ | ln ε|−n.
Therefore, for all i, di = 0 and there does not exist vorties.
Moreover, the lower bound (5.7) beomes when λ ≤ λ1,
(6.2) Fε,H(ϕ,A) ≥ H2J0(ε)− C| ln ε|−n,
hene when ombined with the upper bound (6.1) together with the energy expan-
sion of Lemma 6.2 and Item (4) of Proposition 5.2, we are able to dedue the energy
estimate of Theorem 6.1.
Proof of |ϕ| ≥ 12 .
Now, as we have the energy estimate, we dedue that
1
ε2
∫
S
(1− |ϕ|2) dx≪ 1 (ε→ 0),
where we have also used that, in S, uε ≥ c1 for some expliit onstant c1 > 0.
Therefore, we infer from Lemma 3.7 that |ϕ| ≥ 12 in S . 
It results from Theorem 6.1 a uniform estimate of |A′|.
Corollary 6.3. With the notations and hypothesis of Theorem 6.1, and if the
magneti eld satises
H ≤ λmε| ln ε| ,
then we have as ε→ 0,
‖A′‖H2(Ω) ≪ m2ε .
Proof. Notie that sine uε and hε are radial, then
∇uε(x) = n(x)u′ε(|x|), ∇hε(x) = n(x)h′ε(|x|),
where n(x) = x|x| for all x ∈ R2 \ {0}.
Therefore, the vetor eld A′ satises the properties inferred from A,
divA′ = 0 in Ω, n(x) ·A′ = 0 on ∂Ω .
Thus, it is a result of the Poinaré Lemma that
‖A′‖H2(Ω) ≤ C‖curlA′‖L2(Ω)
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for some expliit geometri onstant C > 0.
Now, from the energy estimate of Theorem 6.1, we onlude the result of the orol-
lary. 
The next lemma is now an essential step in proving Theorems 1.1-1.5.
Lemma 6.4. With the notations and hypothesis of Theorem 6.1, and if the mag-
neti eld satises
H ≤ λmε| ln ε| ,
then we have as ε→ 0,
ε
∥∥n(x) · (∇− iA′)ϕ∥∥
L2(∂N)
≪ 1 ,
and ∥∥ [ϕ ]N∥∥L2(S1
R
)
≪ 1 .
Here n(x) =
x
|x| for all x ∈ R
2 \ {0}, and [·]N is the jump aross N introdued in
(1.4).
Proof. Let us introdue the two domains
S1 = D(0, R− ℓ) \D(0, R/2− ℓ), S2 = D(0, [R+ 1]/2 + ℓ) \D(0, R+ ℓ) .
Notie that the domains S1 and S2 an be identied by those orresponding to
ℓ = 0 via the translations
T± : x = Reiθ 7→ (R± ℓ)eiθ .
In order to prove the rst statement of the lemma, we have only to establish (thanks
to the trae theorem),
(6.3)
2∑
i=1
ε ‖ |n(x) · (∇− iA′)ϕ| ‖H1(Si) ≪ 1 (ε→ 0).
Notie that, by the energy estimate of Theorem 6.1, we have only to estimate
‖∇ |n(x) · (∇− iA′)ϕ| ‖L2 .
Notie that sine hε is radial,
n(x) · ∇⊥hε = 0,
hene
n(x) · (∇− iA′)ϕ = n(x) · (∇− iA)ϕ .
Now, one dedues from Corollary 6.3 together with the energy estimate of Theo-
rem 6.1,
(6.4)
√
ε‖A‖L∞(Ω) ≪ mε,
√
ε‖A‖H1(Ω) ≪ mε,
√
ε‖∇ϕ‖L2(Ω) ≪ mε,
and onsequently, we obtain
ε‖A · ∇ϕ‖L2(Ω) ≪ mε, ε‖ |A|2ϕ‖L2(Ω) ≪ mε .
Now,
∆ϕ = (∇− iA)2ϕ+ 2iA · ∇ϕ+ |A|2ϕ
where
(∇− iA)2ϕ = 2∇uε
uε
· (∇− iA)ϕ+ (∇− iA) · u2ε(∇− iA)ϕ
= 2
∇uε
uε
· (∇− iA′)ϕ+ (∇− iA) · u2ε(∇− iA)ϕ
[ since uε is radial ] ,
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and
ε
∥∥∥∥∇uεuε
∥∥∥∥
L∞(Ω)
≤ m−1ε .
Therefore, we dedue from the energy estimate of Theorem 6.1 and the G-L equation
of ϕ that
ε‖∆ϕ‖L2(Ω) ≪ mε .
Now, by the standard ellipti regularity theorem, we get
(6.5) ε‖ϕ‖H2(Ω) ≪ mε .
Therefore, we obtain,
ε‖(∇− iA)ϕ‖H1(Ω) ≪ 1 .
As we have pointed out, this is now suient to dedue the rst result of the lemma.
We prove now the seond statement. Let (r, θ) be polar oordinates. Let us intro-
due the following funtion in [0, 2π[,
f(θ) = ϕ
(
(R + ℓ)eiθ
)− ϕ((R− ℓ)eiθ) .
We laim that
(6.6) ∀ θ ∈ [0, 2π[, lim
ε→0
|f(θ)| = 0 .
Atually, by the mean value theorem, we have
|f(θ)| ≤ 2ℓ ‖∂rϕ(·, θ)‖L∞([R/2,(R+1)/2] .
On the other hand, invoking (6.5) and the sobolev embedding theorem, we dedue
that
|f(θ)| ≪ 2Cθ ℓ(ε)
ε
mε ,
for a onstant Cθ > 0.
If ℓ = O(ε), this yields (6.6). Otherwise, if ℓ(ε)≫ ε, we have
ℓ
ε
mε ≤ ℓ
ε
exp
(−2√a ℓ
ε
)
≪ 1,
whih again yields (6.6).
Now, sine |ϕ| has values in [0, 1[, ‖f(R, ·)‖L2([0,2π[) is bounded. Therefore, we
dedue by the Lebesgue dominate onvergene theorem that
lim
ε→0
‖f(R, ·)‖L2([0,2π[) = 0,
whih is nothing but the seond statement of the lemma. 
6.2. Proof of Theorems 1.1-1.5.
Let us notie that∣∣∣∣n(x) · [(∇− iA)ψψ − ∇uεuε
] ∣∣∣∣ = 1|ϕ| |n(x) · (∇− iA′)ϕ| .
Thus, in the regime of Theorem 6.1, we have
ε
∥∥∥∥n(x) · [ (∇− iA)ψψ − ∇uεuε
]∥∥∥∥
L2(∂N)
≤ 2ε ‖n(x) · (∇− iA′)ϕ‖L2(∂N) ≪ 1 ,
where the last onlusion is due to Lemma 6.4.
Invoking Theorem 3.2, we dedue the formulas (1.6) and (1.11).
Now, it remains to prove that
(6.7)
∥∥ [ψ]N ∥∥L2(S1
R
)
≪ 1 .
But, by Lemma 6.4, it is easy to dedue (6.7) sine ψ = uε ϕ, and by Lemma 3.2,
uε onverges uniformly on ∂N to an expliit onstant A > 0.
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Therefore, we get now that (1.7) and (1.12) hold. This nally ahieves the proof of
Theorems 1.1 & 1.5. 
6.3. Proof of Theorem 1.6.
Let j = (iψ, (∇− iA)ψ) and jϕ = (iϕ, (∇− iA)ϕ), where ϕ = ψuε .
Integrating by parts, we get∫
N
curl jϕ =
∫
|x|=R+ℓ
τ(x) · jϕ −
∫
|x|=R−ℓ
τ(x) · jϕ ,
where τ(x) = x
⊥
|x| is the tangential vetor of any irle in R
2
.
Notie that jϕ =
1
u2ε
j. Then sine the funtion uε is radial and by Theorem 3.2,
‖uε − C‖L∞(∂N) → 0 (as ε→ 0)
for an expliit onstant C > 0, we dedue that∣∣∣∣∣
∫
|x|=R+ℓ
τ(x) · j −
∫
|x|=R−ℓ
τ(x) · j
∣∣∣∣∣ = C
∣∣∣∣∫
N
curl jϕ
∣∣∣∣ (1 + o(1)) as ε→ 0 .
But, sine we have no vorties, we get from Point (4) of Proposition 5.2:∫
N
curl jϕ = −
∫
N
curlA+ o(1) (ε→ 0) .
Now by the energy estimate of Theorem 6.1, we dedue∣∣∣∣∫
N
curlA
∣∣∣∣ ≤ |N |1/2 ‖curlA‖L2(Ω)
. ε1/2| ln ε|.
This ahieves the proof of Theorem 1.6. 
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Appendix A. The anonial equation
Let β = β(a, d) > e−
√
2 d
and A = A(a, d) > 0 be the solutions of the following
equations: 
2
√
2β e
√
2 d
(β e
√
2 d + 1)2
=
√
a
[
e
√
a d − e−
√
a d
]
A ,
β e
√
2 d − 1
β e
√
2 d + 1
=
[
e
√
a d + e−
√
a d
]
A .
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Putting b = e
√
a d + e−
√
a d
and c =
√
a
[
e
√
a d − e−
√
a d
]
, the solution (β,A) an be
expressed expliitly by,
β(a, d) =
√
2
b
c
+
√(
b
c
)2
+
1
2
 e−√2 d(A.1)
A(a, d) =
β(a, d) e
√
2 d − 1
b
(
β(a, d) e
√
2 d + 1
) .(A.2)
With this hoie, it is easily heked that the funtion U given by (2.2) is a solution
of Eq. (2.1). The aim of this appendix is to show that (2.2) is the only bounded
and positive solution of (2.1).
Theorem A.1. In the lass of funtions C = {u ∈ H1loc(R2) ∩ L∞(R2) : u ≥ 0},
Eq. (2.1) admits a unique non-trivial solution
R
2 ∋ (x1, x2) 7→ U(x2)
given by (2.2).
Proof. Sine the proof is very lose to that of [19, Theorem 1.5℄, we sketh only
the main steps.
By adjusting the proof of [19, Lemma 4.2℄, we obtain that if u 6≡ 0 solves (2.1),
then 0 < u < 1 in R2. This permits us, when following step by step the proof of
[19, Lemma 4.3℄ and [22, Lemma 5.3℄, to get a positive onstant C ∈]0, 1[ suh that
for any solution u of (2.1) in C, we have
(A.3) inf
x∈R2
u(x) > C .
Also, we prove in [19, Lemma 4.4℄ that, for u ∈ C a solution of (2.1),
(A.4) lim
x2→±∞
(
sup
x1∈R
(1− u(x1, x2))
)
= 0 .
Now, let u1, u2 ∈ C be solutions of (2.1). We introdue
(A.5) λ∗ = sup{λ ∈ [0, 1[ : u2(x) > λu1(x)} .
Then, by (A.3), λ∗ > 0. We laim that λ∗ = 1. One this is shown to hold,
Theorem A.1 is proved.
We argue by ontradition: If λ∗ < 1, then
(A.6) inf
x∈R2
w(x) = 0 ,
where w(x) = u2(x) − λ∗u1(x). Now, let (xn) =
(
(x1n, x
2
n)
)
be a minimizing se-
quene:
lim
n→+∞
w(xn) = 0 .
Sine the maximum priniple yields that w(x) > 0 for all x, the sequene (xn)
should be unbounded, hene we assume that limn→+∞ |xn| = +∞. Also, by (A.4),
(x2n) should be bounded, hene we assume that limn→+∞ x
2
n = b.
Now, the funtions unj (x1, x2) = uj(x1+x
n
1 , x2), j = 1, 2, solve (2.1) in C, and up to
extration of a subsequene, they onverge loally to funtions
u˜j ∈ C2loc(R × {R \ [−d, d]}), j = 1, 2. Now, u˜1, u˜2 solve (2.1) in C, u˜2 ≥ λ∗u˜1
and u˜2(0, b) = λ∗u˜1(0, b). On the other hand, the strong maximum priniple in-
sures that u˜2(x) > λ∗u˜1(x) for all x ∈ R2, hene we have a ontradition. 
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Appendix B. On the energy of a vortex onfiguration with pinned
vorties
In this setion we onstrut a onguration with several vorties on the irle S1R,
and we disuss the diulty behind the estimation of its energy. The motivation
to onstrut suh a onguration is that we expet vorties of a minimizer of (1.3)
to be pinned on the irle S1R = ∂D(0, R), and to be uniformly distributed along
this irle.
We over the unit dis Ω = D(0, 1) uniformly by setors, eah having a small
opening. Then we dene a periodi indued magneti eld h on the setors. This
magneti eld will be the natural one orresponding to a vortex onguration with
a single vortex in eah setor. We mention also that similar onstrutions have
been also introdued in the papers [2, 3, 4℄.
Let (r, θ) be the polar oordinates. Let us take n = n(ε) equidistant points
(ai)
N
i=1 on the irle S
1
R with θ(a1) = 0. Upon dening the angular setor
C1 =
{
(r, θ) : r ∈ [0, 1[, |θ| < 2π
n(ε)
}
,
we get a deomposition of D(0, 1) by a family of disjoint setors (Ci), where eah
Ci orresponds to the point ai and is ongruent to C1.
The test onguration.
Now we dene a measure µ by:
µ(x) =
{
0 if x 6∈ ∪iB(ai, ε)
2
ε2
if x ∈ ∪iB(ai, ε),
and a funtion h′ in Ω = D(0, 1) by
(B.1)
 −div
(
1
u2ε
∇h′
)
+ h′ = µ in Ω,
h′ = 0 on ∂Ω.
We notie that ∫
Ci
µ dx = 2π, ∀ i = 1, 2, · · ·N .
We dene an indued magneti eld h = h′ + hε (here hε has been introdued in
(4.4)). Then we dene an indued magneti potential A = A′ + 1u2ε∇
⊥hε by taking
simply
curlA′ = h′.
This hoie is always possible as one an take A′ = ∇⊥g with g ∈ H2(Ω) suh that
∆g = h′.
We turn now to dene an order parameter ψ whih we take in the form
(B.2) ψ = u uε = ρ e
iφ uε,
where ρ is dened by:
(B.3) ρ(x) =

0 if x ∈ ∪iB(ai, ε),
1 if x 6∈ ∪iB(ai, 2ε),
|x− ai|
ε
− 1 if ∃ i s.t. x ∈ B(ai, 2ε) \B(ai, ε).
The phase φ is dened (modulo 2π) by the relation:
(B.4) ∇φ−A′ = − 1
u2ε
∇⊥h′ in Ω \ ∪iB(ai, ε),
and we emphasize here that we do not need to dene φ in regions where ρ vanishes.
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The energy of the test onguration.
To estimate the energy of the test onguration (ψ,A) onstruted above, we ex-
press h′ by means of a Green's funtion, i.e. a fundamental solution of the dif-
ferential operator −div
(
1
u2ε(x)
∇
)
+ 1. The existene and the properties of this
funtion, taken from [1, 28℄, are given in the next lemma.
Lemma B.1. For every y ∈ Ω and ε ∈]0, 1], there exists a symmetri funtion
Ω× Ω ∋ (x, y) 7→ Gε(x, y) ∈ R+ suh that :
(B.5)
 −div
(
1
u2ε(x)
∇xGε(x, y)
)
+Gε(x, y) = δy(x) in D′(Ω),
Gε(x, y)
∣∣
x∈∂Ω = 0.
Moreover, Gε satises the following properties:
(1) There exists a onstant Cε > 0 suh that
0 ≤ Gε(x, y) ≤ Cε
(∣∣ ln |x− y| ∣∣+ 1) , ∀ (x, y) ∈ Ω× Ω \∆,
where ∆ denotes the diagonal in R2.
(2) For any ompat set K ⊂ Ω, there exist onstants C > 0 and ε0 > 0 suh
that, ∀ ε ∈]0, ε0],∣∣∣∣Gε(x, y) + u2ε(x)2π ln |x− y|
∣∣∣∣ ≤ C ∥∥∥∥ |∇uε(x)|u2ε(x)
∥∥∥∥
L∞(Ω)
, ∀ y ∈ K, ∀ x ∈ Ω.
The eld h′ an be expressed by means of the funtion Gε,
(B.6) h′(x) =
∫
Ω
Gε(x, y)µ(y) dy , ∀ x ∈ Ω.
By this expression of the eld, one is able in the former literature to aount for
the energy resulting from the interation of dierent vorties.
By applying Lemma 6.2, one essentially needs to estimate
(B.7)
∫
Ω
(
1
u2ε(x)
|∇h′|2 + |h′|2
)
dx =
∫
Ω×Ω
Gε(x, y)µ(x)µ(y) dxdy.
Unfortunately, due to the rapid osillation of uε, the deay of Gε in Lemma B.1
is not useful to simulate the energy, sine the term ‖ |∇uε|u2ε ‖L∞ is typially of order
ε−1.
Appendix C. Remarks on the Ginzburg-Landau funtional
We reall in this appendix some fats taken from [25, 26℄ onerning the Ginzburg-
Landau funtional :
(C.1) J (u,A) =
∫
Ω
(
|(∇− iA)u|2 + 1
2ε2
(1− |u|2)2 + |curlA−H |2
)
dx,
dened for funtions (u,A) ∈ H1(Ω;C) ×H1(Ω;R2). Here Ω is a two-dimensional
simply onneted domain.
Let us start by the following result onerning an estimate of the radius of the set
where the modulus of a funtion u is small, provided that u satises some energy
bound.
Proposition C.1. There exist onstants α0(Ω) > 0 and C > 0 suh that, for
any M > 0, δ > 0, ε ∈]0, 1[ satisfying εM/δ2 < α0, any u ∈ C2(Ω;C) and
A ∈ C0(Ω;R2) satisfying∫
Ω
(
|∇|u| |2 + 1
2ε2
(1 − |u|2)
)
dx ≤M,
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one has the estimate
r
({x ∈ Ω : |u(x)| ≤ 1− δ}) ≤ C εM
δ2
.
The next proposition provides a lower bound of the funtional J (u,A) by means
of the degree of u on perforated sets.
Proposition C.2. Let w be a ompat subset of Ω. Then for any 1 > η > α > r(w),
there exists a olletion of disjoint open balls (B(ai, ri))i suh that
(1)
∑
i ri ≤ η ;
(2) w ⊂ ⋃iB(ai, ri) ;
(3) For any H1-funtions u : Ω \ w→ S1 and A : Ω→ R2, we have∫
B(ai,ri)\w
|(∇− iA)u|2 dx+ ri
∫
B(ai,ri)
|curlA−H |2 dx ≥ 2π|di|
(
ln
η
α
− ri
2
)
,
where di = deg(u, ∂B(ai, ri)) if Bi ⊂ Ω and di = 0 otherwise.
Finally we state a result onerning `Jaobians'.
Proposition C.3. Assume that M > 0, R > 0, γ ∈]0, 1] and δ ∈]0, 1/2]. Let
u ∈ C1(Ω;C), A ∈ C0(Ω;R2) and (B(ai, ri))i a olletion of balls suh that
(1) |u| ≤ 1 in Ω ;
(2) J (u,A) ≤M ;
(3) {x ∈ Ω : |u(x)| ≤ 1− δ} ⊂ ⋃iB(ai, ri) ;
(4)
∑
i
ri < R .
Then, there exist measures α ∈ H−1(Ω) and β ∈ (Cγ0 (Ω))′ suh that
‖α‖H−1
0
≤ CMδ2, ‖β‖(Cγ
0
)′ ≤ CM Rγ ,
and, upon putting di = deg(u, ∂B(ai, ri)) if B(ai, ri) ⊂ Ω and di = 0 otherwise, we
have,
4π
∑
i
di δai − curl [(iu,∇Au) +A] = α+ β.
Here C > 0 is a onstant independent of ε, δ, R and M .
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