In this paper, we study the problem of sampling and reconstructing signals which are assumed to lie on or close to one of several subspaces of a Hilbert space. Importantly, we here consider a very general setting in which we allow infinitely many subspaces in infinite dimensional Hilbert spaces. This general approach allows us to unify many results derived recently in areas such as compressed sensing, affine rank minimization, analog compressed sensing and structured matrix decompositions.
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I. INTRODUCTION
T O motivate the general setting of this paper, we start with a review of the compressed sensing signal model in finite dimensions. In compressed sensing, sparse signals are considered. A class of -dimensional signals in a Hilbert space is said to be -sparse, if there is an orthonormal basis , such that the -dimensional vector has at most nonzero elements. More generally, if is the best approximation to with no more than nonzero elements, then if is small, is said informally to be approximately -sparse.
In compressed sensing, a sparse signal is sampled by taking linear measurements . In matrix notation, this can be written as (1) where is the vector of measurements and where is the matrix with entries . In practice, the measurement process is never perfect and we have to account for measurement noise and inaccuracies. We thus assume that the measurements (or samples) are of the form (2) Manuscript received May 10, 2010; revised February 22, 2011; accepted February 28, 2011 where is a measurement error. Traditional sampling theory would predict that we require samples to be able to reconstruct from the measurements. However, if is -sparse or approximately -sparse, then we can often take fewer samples and still reconstruct with near optimal precision [1] , [2] . Importantly, reconstructing from can often be done using fast polynomial time algorithms. One of the conditions that has been shown to be sufficient for the reconstruction of with many different fast algorithms is that the measurement process satisfies what is known as the Restricted Isometry Condition of a given order, where the order of the condition is related to the sparsity .
The Restricted Isometry Constant of order is generally defined as the smallest quantity that satisfies the condition (3) for all sparse vectors . Here and throughout this paper, we use to denote the Hilbert space norm associated with the inner product . The sparse compressed sensing model defines a set of subspaces associated with the set of -sparse vectors. Fixing the location of the nonzero elements in a vector defines a -dimensional subspace of . There are such dimensional subspaces, each for a different sparsity pattern. All -sparse vectors, that is, all vectors with no more than nonzero elements, thus lie in the union of these subspaces. This interpretation of the sparse model led to the consideration of more general union of subspaces (UoS) as in [3] - [6] . Such a generalization offers many advantages. For example, many types of data are known to be sparse in some representation, but also exhibit additional structure. These are so called structured sparse signals, an example of which are images, which are not only approximately sparse in the wavelet domain but also have wavelet coefficients that exhibit tree structures [7] , [8] . Apart from tree structured sparse models, structured sparse models include block sparse signal models [9] - [11] and the simultaneous sparse approximation problem [12] - [16] . All of these models can be readily seen as UoS models.
However, the idea of UoS is applicable beyond constrained sparse models. For example, signals sparse in an over-complete dictionary [17] , [11] , the union of statistically independent subspaces as considered by Fletcher et al. [18] or signals sparse in an analysis frame [19] can all be understood from this general viewpoint. These were all examples of finite unions of finite dimensional subspaces, but there is nothing that stops us from also considering infinite dimensional subspaces and, or infinite unions. In this case, the UoS model also incorporates signal models such as the finite rate of innovation model 1 [20] , the low rank matrix approximation model [21] , the analog compressed sensing model [22] and the robust principle component analysis model [34] .
Many of the recent advances in sampling theory fundamentally rely on one of the above signal models. The aim of this paper is therefore to provide an overarching theoretical framework that will allow us to better understand these models, their sampling and reconstruction. To this end, we will consider the most general setting of infinite unions in infinite dimensional Hilbert spaces 2 and derive a conceptually simple and efficient computational strategy to reconstruct signals from these models from linear samples. Of fundamental importance to our treatment of this problem will be the robustness of such a sampling scheme to noise and model mismatch. This work builds on previous results of [3] and [4] , where theoretical properties of UoS models were first studied. Of importance are also the computational strategies previously suggested in [5] (where the authors studied block-sparse models) and in [9] (where structured sparse signals were considered).
We here make the following contribution. We show that, if the sampling strategy satisfies a certain bi-Lipschitz embedding property (closely related to the Restricted Isometry Property known in compressed sensing), then, in a fixed number of iterations, a relatively simple Projected Landweber Algorithm can compute near optimal estimates of signals that lie on, or close to, a given UoS model. These results are similar to those derived for -sparse signals in [24] and for structured sparse models in [9] . Our contribution here is to show that these results extend to more general UoS models (whether finite or infinite) as long as the bi-Lipschitz embedding property holds.
A. Sampling and the Union of Subspaces Models
Union of subspaces models have been considered in [3] , [4] and [5] . To formally define the UoS model in a general Hilbert space , consider a set of arbitrary closed subspaces . We then define the UoS as the set (4) In analogy with compressed sensing, sampling of an element is done using a linear operator , where is some Hilbert space. We then write the observations as (5) where is again an error term.
B. The Bi-Lipschitz Condition
In order to guarantee stability, it is necessary to impose a bi-Lipschitz condition on as a map from to .
Definition 1:
We say that is bi-Lipschitz on a set , if there exist constants , such that for all (6) 1 Note however that, as discussed below, not all finite rate of innovation models have a Hilbert space structure. 2 Since we submitted the first version of this manuscript, a different approach to view infinite dimensional compressed sensing problems with a sparse signal model has been put forward in [23] .
The bi-Lipschitz constants of on are the largest and smallest for which the above inequalities hold for all .
Whilst is the square of the Lipschitz constant of the map (as a map from to ), is the square of the Lipschitz constant of the inverse of defined as a map from to . Note that the requirement is equivalent to the requirement that is one to one as a map from to . Therefore, the inverse of is well defined as a function from to the set whenever .
C. Projections
We will see that "projections" are of fundamental importance for our development. However, when dealing with infinite dimensions and infinite unions, extra care has to be taken. For a single closed subspace of a Hilbert space , it is well known that the closest point in to any one element , is the uniquely defined orthogonal projection , such that the error is orthogonal to all elements in . However, if there are infinitely many subspaces , then there are potentially infinitely many different projections , and, if we want to find the closest point to our original point out of these infinitely many points, then we can get into trouble. There might actually be no closest projection to in the infinite set . A simple example in that demonstrates this phenomenon is the following. Consider the infinite set of points in . The sequence gets arbitrary close to zero, but does not included 0. Hence, for any , we can't find a single point that is closer to than all the other points in the set. If we consider projections onto infinitely many subspaces, similar examples can be constructed. To avoid these technical problems when dealing with infinite unions, we instead define -best approximations of elements in with elements from . For any , let (7) It is easy to see that this set is always nonempty for all . These near-best approximations have an additional advantage. They allows us to relax the computational problem in that we do no longer have to look for a best element, but only need to look for elements that are close, which might be easier to compute in many applications.
We can now define an -projection which maps elements of onto the subset such that satisfies the two conditions (8) and (9) That is, the -projection is a map from to that returns an element for which the error is 1) nearly optimal (up to an arbitrarily small ) and 2) orthogonal to one of the subspaces in which lies 3 . That such points exist can be seen from the following argument. Because is nonempty, we can consider any point . By definition, there is a subspace , such that . If is not orthogonal to the subspace , we take as the orthogonal projection of onto the subspace . By the definition of orthogonal projections, we see that , so that . The point thus satisfies both constraints.
Note that there might be several elements that satisfy the above conditions. Our definition of the projection is an operator that returns one of these points. How this element is chosen in practice does not influence the theoretical results derived here so that we do not specify any particular approach in this paper.
II. THE OPTIMAL SOLUTION
In order to talk about optimal solutions, we also require the existence of a -projection of a point onto the set . We can again define near optimal solutions as those elements for which (10) for arbitrary small . For union of subspace models , we again assume that is the orthogonal projection onto one of the subspaces . To illustrate the problem and the quantities involved, Fig. 1 shows a union of three one dimensional subspaces in , which is mapped into .
The bi-Lipschitz condition guarantees that is one to one as a function from to , that is, it maps distinct points from into distinct points in . We are therefore able, at least in theory, to invert on . The condition also guarantees stability in that, for any , if we are given an observation , where
, then we could, at least in theory, recover a good approximation of as follows. We let be the -projection of onto the -closest element in . We then look for the unique for which . As will be shown more rigorous below, the bi-Lipschitz property of then guarantees that is close to . We now show that all are basically optimal if the bi-Lipschitz property holds, that is, we can't define an estimate that performs substantially better.
Let us first derive an upper bound for the error. Note that by definition of , where we again use . Defining and we have where the second inequality is due to the bi-Lipschitz property and the last inequality due to the fact that . If we square both sides and note that for , where is arbitrary small. We furthermore have the following 'worst case' lower bound where from now on we simplify the notation and write for the real part of the inner product . To prove the result, we take an arbitrary and associated and . We define the subspace to be a subspace such that . The theorem states that there exist an for which the theorem holds. We are thus free to choose any and we will do this so that two conditions are satisfied. 1) We choose such that lies in a cone , which is the cone of elements for which . 2) We further choose to lie in a subset of for which satisfies . Note that there always exist such an as the set always satisfies both conditions. Because is the orthogonal projection of onto any -close subspace and as , we know that is orthogonal to . Furthermore, for our choice of we see that (11) Note that, as and lie in is orthogonal to , which implies that (12) so that for all But by the second condition on , we also have (13) so that for all there is an such that from which the theorem follows.
III. THE PROJECTED LANDWEBER ALGORITHM
Calculating is highly nontrivial for most and . We therefore propose an iterative algorithm and show that under certain conditions on and we can efficiently calculate solutions whose error is of the same order as that achieved by . In order for our algorithm to be applicable, we require that we are able to efficiently calculate -projections of any onto any one of the -closest .
The Projected Landweber Algorithm is a generalization of the Iterative Hard Thresholding algorithm of [25] , [26] and [24] to general UoS models and can also be understood as a version of the standard Projected Landweber Algorithm as discussed in [27] .
Given and , let . The Projected Landweber Algorithm is the iterative procedure defined by the recursion (14) where the nonlinear operator is defined in Section I-C. In many problems, calculation of is much easier than a brute force search for . For example, in the -sparse model, simply keeps the largest (in magnitude) elements of and sets the other elements to zero, whilst in the low rank matrix approximation problem, different efficient projections have been defined in [21] . Furthermore, the above algorithm only requires the application of and its adjoint, which can often be computed efficiently. Importantly, the next result shows that under certain conditions, not only does the algorithm calculate near optimal solutions, it does so in a fixed number of iterations (depending only on a form of signal to noise ratio)!
We have the following main result.
Theorem 2: Let be a nonempty subset of . Given where is arbitrary. Assume is bi-Lipschitz as a map from to with constants and . If , then, after (15) iterations, the Projected Landweber Algorithm calculates a solution satisfying (16) where , and where is the precision constant of the projection map . Note that this bound is of the same order as that derived for . The above theorem has been proved for the -sparse model in [24] and for constrained sparse models in [9] . Our main contribution is to show that it holds for general constrained inverse problems, as long as the bi-Lipschitz property holds with appropriate constants. It is also worth pointing out that Theorem 2 does not even assume to be a union of subspaces, but holds for all nonempty subsets on which satisfies the bi-Lipschitz condition! Furthermore, for the above result to hold, the projection only has to satisfy condition (8), but not the orthogonality condition (9) .
A. Proof of Main Result
To derive the result, we pursue a slightly different approach to that in [24] and [9] and instead follow the ideas of [31] and [28] .
Proof of Theorem 2: We bound the error . This will be done using a chain of inequalities, the first of which is a simple triangle inequality: (17) We continue the chain by bounding the square of the first term on the right of (17) using the bi-Lipschitz property of (18) where the last inequality follows from
The right hand side of (18) can further be bounded by the next inequality (which we derive at the end of this proof) (19) so that (see (20) at the bottom of the page).This expresses the distance of from in terms of the distance of the estimate calculated in the previous iteration. Under the condition of the theorem, , we can iterate the above expression and see that (21) where . In conclusion, using the square root of (21) to bound the first term on the right of (17) we have thus shown that where . This means that after iterations we have (22) which is the bound of the theorem.
It thus remains to derive (19) . Using we get where the first inequality is due to the bi-Lipschitz property and the choice of , the second inequality is the definition of and the third inequality is due to the fact that .
B. A Remark on
For readers familiar with the literature on compressed sensing a remark is in order. In our general result, we have written the bound on the result in terms of . The best possible general bound on this would be , which is easily seen to be tight in finite dimensions if we choose orthogonal to and if is co-linear with the singular vector of associated with the largest singular value of . The above bound is thus the most general statement we can make for the error and we can't improve on this, unless we make additional assumptions on and . For sparse signals, these assumptions are typically made when stating compressed sensing results. For sparse models, it can be seen that under the bi-Lipschitz property, is proportional to , where is the best -term approximation to . Thus, for sparse models, if we make the two assumptions: 1) has the bi-Lipschitz property and 2) the error is small in the norm, then we have a much better error bound.
Similar assumptions also lead to better bounds for certain union of subspaces models. In particular, Baraniuk et al. [9] have shown that, for structured sparse models, if 1) satisfies a nesting property and a Restricted Amplification Property and 2) the error decays fast within the nested model structure, then much tighter error bounds can again be derived mirroring the compressed sensing results for sparse models. As these results rely on the structure of a particular UoS model, the general setting of this paper does not allow us to derive equivalent results without the introduction of further restrictions.
IV. EXAMPLES
The bi-Lipschitz property depends on both and . To demonstrate the range of problems to which our general theory is applicable, we will study several important instances of UoS models from the literature.
A. Finite Unions of Finite Dimensional Subspaces
We start with the finite dimensional setting and with unions of finite dimensional subspaces. In particular, let be the union (20) of subspaces each of dimension no more than and let . This is an important special case of UoS models which covers many of the problems studied in practice, such as the -sparse models used in compressed sensing [1] , [2] , block sparse signal models [9] - [11] , the simultaneous sparse approximation problem [12] - [16] , signals sparse in an over-complete dictionary [17] , [11] , the union of statistically independent subspaces as considered by Fletcher et al. [18] and signals sparse in an analysis frame [19] . All finite unions of finite dimensional subspaces allow us to build bi-Lipschitz sampling methods based on random matrices. This has been first demonstrated in [4] where the following result was derived (Note that [4] contained a small error. The result was given incorrectly as being linear in . We here give the correct result). 
then there exist a and a function such that (24), shown at the bottom of the page, holds for all from the union of arbitrary dimensional subspaces . If is an matrix generated by randomly drawing i.i.d. entries from an appropriately scaled subgaussian distribution 4 , then this matrix satisfies (24) with probability at least (25) The function then only depends on the distribution of the entries in and is if the entries of are i.i.d. normal or if the entries are either or with equal probability.
To use the Projected Landweber Algorithm for finite unions of finite dimensional subspaces, efficient methods are required to calculate the projection onto the closest subspace. For many models, efficient methods exist. For example, for block-sparse vectors, which are vectors whose coefficients are partitioned into several nonoverlapping blocks and which have nonzero elements only in at most of these blocks, the projection is a hard thresholding operation which sets the elements in all blocks to zero, apart from those elements in the -blocks with the largest energy. Similarly, for tree sparse vectors, where the nonzero coefficients lie on a rooted subtree, projections can often be calculated using the so called condensing sort and select algorithm (CSSA) [33] . 4 Examples of these distributions include the Gaussian distribution and random variables that are with equal probability [29] , [17] .
B. Low-Rank Matrix Recovery
Recently, similar results could also be derived for a union of infinitely many subspaces and we will repeat these results here to show how they fit into our framework. In [21] minimum rank constrained linear matrix valued inverse problems are studied. These problems are another instance of the linear inverse problem studied in this paper and can be stated as follows: Find a matrix with rank no more than , such that is minimal. Here is a linear function that maps into . Note that any real valued rank matrix can be written (via the svd) as , where the and are two sets of orthonormal vectors and . Hence, if we have any two matrices of the form (26) and (27) their sum is (28) which is again a rank matrix. Hence, all those rank matrices which can be written as a linear combination of the same rank 1 matrices lie on a subspace. However, there are infinitely many , so that the set of all rank matrices can be seen as a union of infinitely many subspaces.
To show how rank matrix recovery fits into our theory, we vectorize as an element and write in matrix form so that . We thus have the linear inverse problem where is the set of vectorized matrices with rank at most . This problem was solved with the Projected Landweber Algorithm in [30] and [31] . In [21] , it was also shown that:
Theorem 4: Let
, where is the vecorisation of the matrix . If is a random nearly isometrically distributed linear map 5 , then with probability (see (29) at the bottom of the page), for all rank matrices and , whenever , where and are constants depending on only.
The projection operator required for the Projected Landweber Algorithm is again easy to implement. To project any matrix 5 See [21] for an exact definition of nearly isometrically distributed linear maps. An example would again be if the matrix has appropriately scaled i.i.d. Gaussian entries.
onto the closest rank-matrix, all one needs to do is to calculate the singular value decomposition of the matrix and hardthreshold the singular values so that only the largest singular values remain nonzero [31] .
C. Structured Matrix Decomposition
The structured matrix decomposition problem can be formulated as follows, given a real valued matrix , find a decomposition of the form (30) where
. Here is an error term, so that this problem can be understood as an inverse problem in Hilbert space, where the signal space consists of pairs of matrices with norm (Again, is a Hilbert space norm, which for matrices will be the Frobenius norm.) and where the observation process is linear, i.e., . This is thus an instance of our general theory if we assume for some union of subspaces set . An important instance of the structured matrix decomposition problem that has recently attracted attention is the "stable robust principle component analysis" problem [34] - [36] . In the stable robust principle component analysis problem, we are looking for a matrix decomposition of the form (30), where has low rank and is sparse whist the error has restricted norm. Unfortunately, as there are matrices that are both, sparse and low rank, the decomposition of a matrix into a low-rank component and a sparse component is not uniquely defined and additional constraints on and have to be imposed. For example, it is possible to only consider matrices that are low-rank and nonsparse, whilst the sparse component is also restricted to have high-rank [34] .
At this point, it is worth to point out a difference between the problems discussed so far and the matrix decomposition problem considered here. In the matrix decomposition problem, the linear map is given (i.e., we simply sum and ). Thus, instead of asking the question 'what allows us to recover elements from ?' we here have to ask ourselves 'for which sets is the above decomposition uniquely defined and when is this decomposition stable? In the noiseless setting when , to guarantee uniqueness of the decomposition, it is clear that the null space of is only allowed to intersect the set at zero, where the set sum (see (31) , shown at the bottom of the page) and where the null-space of is given by (32) so that the decomposition is unique (for ) if and only if .
To not only guarantee the existence of a unique decomposition, but to also guarantee stability if , we have to chose so that is bi-Lipschitz on . To derive a bound on the bi-Lipschitz property, we consider the null-space of . The orthogonal projection of any pair onto is given by (33) and the projection onto the orthogonal complement of is (34) Note that by orthogonality:
Importantly, the squared norms of the projections can be written as (36) and (37) Thus, for , we can write (38) To derive bi-Lipschitz bounds it thus remains to bound (39) from above and below. We have the upper bound (40)
To bound , we know that, if is the union of subspaces, then is also a union of subspaces. Thus, lies in one of these subspaces. But we also see that and themselves lie in subspaces of . Thus, assume lies in the subspace and lies in the subspace , so that and implies that . Let and be orthogonal projections of elements in onto the subspaces and respectively, so that (41) where is the operator norm. Thus, to bound the bi-Lipschitz property, we need to ensure that is bounded. Let (31) , where the supremum is taken over sets of subspaces and . The sets of subsets and have to be defined so that on the one hand, for all , there is a subspace such that and a subspace such that and, on the other hand, such that is small. We thus see that (42) where the last inequality is due to the fact that . Repeating the same argument for the lower bound gives and we get the following theorem Theorem 5: Let be a product set of matrices and and let the subspaces and be defined such that for any two and , there is a such that and such that for any two and , there is a such that , then, if for all , then the linear operator is bi-Lipschitz on with constants and , respectively.
D. Analogue Compressed Sensing
We now show that nontrivial bi-Lipschitz embeddings also exist between infinite dimensional spaces and , where is an infinite union of infinite dimensional subspaces in . We here consider the example from [37] . A continuous real valued time series is assumed to be band-limited, that is, its Fourier transform is assumed to be zero apart from the set . Furthermore, the support of is assumed to be 'sparse' in the sense that we can write as the union of intervals of "small" bandwidth , i.e., , where the are arbitrary scalars from the interval . Note, due to symmetry, we only consider the support in the positive interval . Crucially, we assume that , so that is zero for most (in terms of Lebesgue measure) in . Fixing the support and therefore lie on a subspace of the space of all square integrable functions with bandwidth . If , then there are infinitely many distinct sets satisfying this definition, so that lies in the union of infinitely many infinite dimensional subspaces.
Classical sampling theory tells us that there exists sampling operators that map band-limited functions into . What is more, these sampling operator are not only one to one, but also isometric, that is, bi-Lipschitz embeddings with and . These sampling operators are given by the Nyquist sampling theorem, which only takes account of the bandwidth , but does not consider additional structure in . To improve on the classical theory, we are thus interested in sampling schemes with a sampling rate that is less than the Shannon rate.
To this end, we show that there exist bi-Lipschitz embeddings of functions from into the space of band-limited signals with bandwidth , where . Combining this embedding with the standard (isometric) Nyquist sampling kernel for functions with bandwidth , gives a stable sampling scheme where the sampling rate is instead of . The Projected Landweber Algorithm will therefore also be applicable to this sampling problem.
Compressed Sensing theory has shown that there is a constant c such that there are matrices with which are bi-Lipschitz embeddings from the set of all sparse vectors in to [32] . Therefore, assume satisfies (45) for all vectors with no more than nonzero elements. The following sampling approach was suggested in [37] and is based on the mixing of the spectrum of . This mixing is defined be the coefficients in the matrix and it is easy to show that if the matrix has the bi-Lipschitz property with constants and , then so will the resulting sampling operator. Let be the subset of the set of square integrable real valued functions whose Fourier transform has positive support , where is the union of no more than intervals of width no more than . Let and let . We then split the interval into blocks of length as follows. Let be the interval for integers and . Similarly, let be the interval for integers and . We can then define a linear map from to by mapping the Fourier transform of into the Fourier transform of as follows (46) where we use the convention that for . In words, the new function has the Fourier transform (defined by symmetry also for ) which is constructed by concatenating functions of length . Each of these blocks is a weighted sum of the N blocks of , where the weights are the entries of the matrix .
We have the following result which formalizes the discussion in [22] .
Theorem 6: Let be the subset of the set of square integrable real valued functions whose Fourier transform has positive support , where is the union of no more than intervals of width no more than . If the matrix is bi-Lipschitz as a map from the set of all -sparse vectors in into , with bi-Lipschitz constants and , then the map defined by (46) is a bi-Lipschitz map from to such that (47) for all . Proof: To see that this map is bi-Lipschitz from to , consider stacking up the blocks and in two vectors. For we use and and define the vectors
This model is known as an infinite measurement vector model [22] . Using the norm of , we can write (49)
Noting that for fixed , the vectors and are -sparse, the bi-Lipschitz property of leads to the inequalities (50) so that (51) i.e., the mapping defined above satisfies the bi-Lipschitz condition with constants and defined by the bi-Lipschitz constants of the matrix .
If we consider signals whose Fourier transform has support and if we let be the size of the support, then, if we assume that the support is the union of finitely many intervals of length , then we have for some . If we then use and select and such that , then the fact that there are bi-Lipschitz matrices with together with the above theorem implies the following corollary.
Corollary 7:
Let be the subset of the set of square integrable real valued functions whose Fourier transform has positive support , where is the union of finitely many intervals of finite width. There exist bi-Lipschitz embeddings from to whenever (52) where is some constant. Our treatment here is theoretical in nature and is primarily meant as an example to show how bi-Lipschitz embeddings can be constructed in the infinite dimensional setting, it is not meant as a fully fledged practical sampling method and many practical issues remain to be addressed. The main challenge is that infinite dimensional problems cannot be solved computationally without the use of an appropriate finite dimensional approximation. Furthermore, models with infinitely many subspaces can lead to additional computational challenges (see however the low rank matrix problem above for an example where infinite subspaces pose no problem.). Nevertheless, implementing the projection can be done relatively straight forward (at least conceptually) by considering a slightly larger subspace model. Instead of assuming the signal to have a positive Fourier support contained in one of blocks of bandwidth , which can be located anywhere in the interval , we can instead consider a model with blocks of bandwidth , where this time the block locations are fixed and cover the interval . This model includes the original model as a subset and only requires a doubling in the number of blocks used and thus, by the result above, only a doubling in the number of samples. Projection onto the model with fixed blocks is however now much simpler as it is basically a block-based hard thresholding method in which the Fourier support of the function is set to zero in all blocks apart form those -blocks who contain the largest amount of energy.
E. Finite Rate of Innovations
A function with a finite rate of innovation is defined as [20] (53)
where the are (generalized) functions and . The rate of innovation is
counts the number of degrees of freedom in the interval . For to be of finite rate of innovation, we require that . A typical approach to sample such signals is to convolve the signal with an observation kernel and then sample the resultant function on a regular grid:
where is now an infinite sequence in or . In the spirit of this paper, we ask "How can we efficiently and stably reconstruct from the samples ?" Whilst in [20] and [39] different approaches for the reconstruction of such signals were discussed, the stability of these methods has not been addressed in the same spirit as it has been studied here.
To allow us to be able to talk about stability of a method, we first have to define how this stability is to be measured. In this paper, this is done using a Hilbert space norm and our proofs relied heavily on the existence of the inner product associated with his norm. Thus, to apply these results also to FRI signals, both the observation space as well as the signal space need to be inner product spaces, with the norm induced by the inner product. Furthermore, for our theory to apply, the sampling operator (55) has to be a linear map between these spaces. Not all FRI signals lie in a Hilbert space. A good example is the prototypical FRI signal defined as (56) where is the dirac delta "function." As the delta "function" is not a function but a distribution (which is only defined through its "action" on (test) functions [38] ), it is not clear how to measure 'distance' for such FRI signals. In particular, there is no type norm defined for the delta "function," so that we cannot use the typical Hilbert space structure of square integrable functions. We thus restrict the discussion here to FRI signals for which is square integrable, so that is at least locally square integrable, which in turn will allow us to define a Hilbert space norm for such signals. For example, signals defined on an interval or signals with a finite number of innovations allow the use of the standard norm, whilst signals defined for admit a Hilbert space norm based on a limit of a normalized local norm.
To get a better feel for the stability of finite rate of innovation models understood as linear sampling schemes between two Hilbert spaces, we will analyze what could possibly be described as the simplest case, that of FRI signals with a single innovation. To construct an FRI signal that approximates the canonical FRI signal based on delta "functions," we consider short rectangular functions with unit energy. In particular, let (57) for some small but fixed width .
The FRI sampling kernel used here will be a first order B-spline:
By the results in [39] , this should allow us to sample and reconstruct a single spike (in the noiseless setting).
Unfortunately, even for such a simple FRI signal, stability cannot be guaranteed as the following result shows. (53) and (57). The proof is given in Appendix A. The above result states that, if the true FRI signal is observed with a small amount of noise, then, even if we could find an observation sequence close to the noisy observation such that is the observation sequence we would have observed for some FRI signal , then the distance of from can be substantially greater than the size of the noise. The problem is really the following. If we assume FRI signals to be constructed with functions of very short support, and if our sampling kernel is smooth, then, even small amounts of noise in the observations will lead to reconstructions were the difference between the original FRI signal and the recovered signal is potentially very large. This problem cannot be simply overcome by further restricting the FRI model. For example, it does not help if we restrict our FRI model to signals in which the functions are separated by a minimum amount (As the above example only had a single "spike," such an assumption would clearly make no difference). To guarantee stability, one would therefor either have to quantize the (which would lead to the simpler subspace model) or one would have to use a different definition of stability. In particular, in many applications one is often more interested in the difference between the parameters and their estimates (measured in terms of and ). From this point of view, FRI signal estimation is more closely related to problems such as direction of arrival estimation or time-delay estimation [6] . Even if one can define a Hilbert space structure based on the differences and 6 , the map from the parameters into the observation space is no longer linear, which means that theory developed above for linear operators is no longer applicable.
V. CONCLUSION
We have presented a unified framework that allows us to sample and reconstruct signals that lie on or close to a union of subspaces. The bi-Lipschitz property is necessary to guarantee stable reconstruction. We have shown that bounds on the bi-Lipschitz constants and are sufficient for near optimal reconstruction with the Projected Landweber Algorithm. Whilst we have here concentrated on the general theory for arbitrary union of subspaces models, we have highlighted several more concrete examples from the literature. Whilst many of the examples discussed fall into our Hilbert space framework, we have also discussed the Finite Rate of Innovations model, were even a very simple example did not satisfy the required bi-Lipschitz condition.
We hope that our general theoretical approach offers additional insight into many sampling problems studied currently and thus help in the development of novel sampling approaches. On the one hand, we have shown on several examples, how the bi-Lipschitz property is related to the sampling operator and the UoS model under consideration. On the other hand, we have suggested an algorithmic framework which can reconstruct signals with near optimal accuracy. Whilst our contribution was primarily theoretical in nature, our results point the way toward practical strategies that can be developed further in order to tackle a given sampling problem. To achieve this, four problems 6 Note that this is by no means trivial. For example, how do you compare a signal with parameters with one that has parameters? Furthermore, there is no natural ordering in the sets of parameters, so that it is not clear how to pair elements from one set of parameters with those of another set . need to be addressed: 1) defining appropriate constraint sets that capture relevant prior knowledge, 2) designing realizable sampling operators that satisfy the bi-Lipschitz property on , 3) implementing efficient ways to store and manipulate the signals on a computer, and 4) developing efficient algorithms to project onto the constraint set.
APPENDIX A PROOF OF THEOREM 8
We assume that, without loss of generality, . We then need to show that for any two arbitrary FRI signals and and their associated samples and , the ratio (59) is bounded away from zero. To show that this is not the case in the simple example considered here, we compare small perturbations in the location of a single innovation. In particular, let us compare the FRI signals and for small . For simplicity, we use the notation so that (60)
The error is then (61)
We can also evaluate (62) which for is (63) Therefore, the norm of the observation sequence difference is (64)
This shows that for this very simple FRI example, if , then (65) Importantly, is arbitrary, so that for fixed , we can choose arbitrary small so that the best lower bound for the ratio of the norms is 0.
