A b s t r a c t Trajectory generation and motion planning for nonlinear control systems is an important and difficult problem. In this paper, we provide a constructive method for hierarchical trajectory generation and hierarchical motion planning. The approach is based on the recent notion of +-related control systems. Given a control affine system satisfying certain assumptions, we project the trajectory planning problem onto a &related control system of smaller dimension. Trajectories designed for the smaller, abstracted system are guaranteed, by construction, to be feasible for the original system. Constructive procedures are provided for refining trajectories of the coarser system to the more detailed system.
I n t r o d u c t i o n
Motion planning and trajectory generation for classes of nonlinear control systems has received a great deal of attention in the past decade. This has resulted in various motion planning approaches for nonholonomic systems [8] as well as real-time trajectory generation methods 1141 for differentially flat systems. The rapidly growing interest in unmanned aerial vehicles (UAVs) has also emphasized the need to generate aggressive trajectories for individual UAVs ([4, 51) as well as large numbers of autonomous UAVs.
Generating trajectories for complex nonlinear systems as well as generating trajectories for large numbers of interconnected nonlinear (UAV) systems naturally guide ns towards a hierarchical approach to motion planning and trajectory generation. In this paper, we present such a hierarchical approach to motion planing and trajectory generation for nonlinear systems. The e-mail: pappasgaseas . upenn. edu related systems described in [lo] . Given [lo] , and Hamiltcnian systems [13] have been addressed, as well as stabilizability of linear systems [9].
This paper presents our approach to the following p r o h lem: Given a trajectory of the abstracted model Cz, we would like to refine this trajectory to a trajectory of the original control system C1. For example, given a mechanical system, one would like to do motion planing for a kinematic model and later refine the planned trajectory to the full dynamical model. A solution to the above problem provides a hierarchical approach to motion planning, since we can transfer motion planning problems from C1 to &, solve the motion planning problem on the simpler model C2 using any existing method, and then refine the trajectory back to &.
The explicit construction of this approach along with conditions that guarantee feasibility is the main contribution of this paper. The solution relies critically on our understanding of how statelinput trajectories of the detailed system relate to the state/input trajectories of its abstraction. Such relations are described in [I21 for fully nonlinear systems.
The idea of reducing the synthesis of control systems to simpler, lower dimensional systems has appeared in various forms in the literature. For mechanical systems, one such approach is based on the existence of symmetries, which allows to reduce a given control system to a simpler quotient system 131. Recently, a different approach has been reported in 121, where kinematic models of mechanical systems, called kinematic reductions, generating trajectories that can be refined to trajectories of the full dynamical model are introduced. In the same spirit, the so-called inclusion principle [ll] allows to carry analysis and design of systems to simpler models. Trajectory morphing [6] is a homotopy based approach that is essentially hierarchical. Backstepping has been a very successful approach for the recursive (or hierarchical) design of stabilizing controllers for nonlinear systems 171. Backstepping is much closer in spirit to our approach but the focus in this paper is motion planning, not controller design.
+-Related Control Systems
In this section, we review but also specialize the results in [lo] to the class of nonlinear systems that we consider in this paper. We will consider control systems defined on W", nevertheless some geometric notions will prove very useful. We follow the notation of [l] . \Ve say that a given object is smooth when it is infinitely differen- 
for almost all t E I .
We are interested in relating the trajectories of two models, possibly of different dimension. This is prcvided by the notion of &related control systems: 
The notion of &related control systems allows us to relate the trajectories of the two control systems.
Theorem 2.4 ([lo]) Control system C z is &related to control system C1 if and only if for every trajectory x l ( t ) of Cl, $ ( x l ( t ) ) is a trajectory of Cz.
Even though Cz captures the $-image of every trajectory of C1, it may also generate trajectories that are not feasible for the C1 model. The goal of this paper is to reverse the direction of the above theorem, and hence refine trajectories of the coarser model E2 to trajectories of the more detailed model C1. This frequently occurs when, for example, trajectories of kinematic models must be refined to trajectories of dynamic models. In particular, in this paper, we shall address the following two problems. Definition 2.7 (Constructing ?i-related systems)
Given control system C1 = (Rm,Rk, 4) and canonical projection ?i : Rm + Rn compute:
Control system Cz obtained by the previous construction is guaranteed to be ?i-related to C1 [lo] . Furthermore, the following equations clarify the relationships between states and inputs of systems C1 and Cz
a(s1) = z2
21;
Note the mixing of inputs and states in the last equation. Inputs wiJ of CZ do not correspond to a state or an input in C1, but capture Lie bracket information that will be important in the next section'.
Hierarchical t r a j e c t o r y generation
In this section we address the trajectory refinement problem. We start with a very simple Lemma which is used in the proof of the main result.
L e m m a 3.1 Let C1 and CZ be control systems and let xl(t) be a state trajectory for corresponding to input trajectory ul(t). 
Tz,(t)s. Fl(zl(t),ul(t)) = F~(~z ( t ) i~( t ) ) ( 3 . 2 )
Proof: Assume that ?r o zl(t) = q ( t ) holds. Then by setting t = 0 we obtain (3.1) while by time differentiation we get (3.2). Conversely, assume that (3.2) holds. Noting that (3.2) is equivalent to:
TZI@)7r. i l ( t ) = 52(t) H -(7r 0 Zl(t)) = -z*(t)
~~~~~~ 'The relationship between the inputs and states of CI and C z is described in more detail in 1121.
we obtain that a o q ( t ) = zz(t) + c for some constant vector c E Bn. However, (3.1) implies that c = 0, so that we get a o sl(t) = x z ( t ) as desired.
We now present a solution Problem 2.5. The heart of the proposed construction is the observation that control inputs U: of coarser model C z can he identified with the ignored states 23, of detailed model C1. 
m ( t ) , x c ( t ) ) = ( x z ( t ) , w ( t ) )

a(t) = (PY)-'(Cz(t) -P X I )
Although the vector P X I and matrix PY are state dependent, we can express q ( t ) as a function of xa(t) and vz(t) in virtue of (3.3) thereby defining cy as a function of time.
Proof:
The result follows from Lemma 3.1 provided that (3.1) and (3.2) hold. We start by showing that (3.2) is satisfied. Input trajectory a l ( t ) = (uz(t), cy(t)) defines state trajectory q ( t ) by:
where we have twice used the fact that any vector field Z ( q ) = Z(xz,z,) satisfying assumption A.IV can be written as Projecting on W" using Ta results in:
Since a(t) satisfies (3.5), it follows that xn+j(t) -,v:(t).
Furthermore, by making use of the equality w;'(t) = 
u$(u)$(t) we obtain:
Tz,(t).(kl(t)) = XZ(Q(t))
a,m-n +
Y;j(s2(t))ulF(t) i = l , j = I = ~Z(~Z(~),~Z(t).~Z(t),~Z(t))
which shows that (3.2) is satisfied. We now see that if the initial condition q ( 0 ) satisfies (3.1), which is always possible, then the trajectory x1 ( t ) corresponding to input trajectory ( u z ( t ) , a ( t ) ) satisfies R o q ( t ) = z2(t) in virtue of Lemma 3.1.
Theorem 3.2 provides a constructive procedure for refining of statelinput trajectories of Cz to statelinput trajectories of C1. In addition to trajectory refinement, Theorem 3.2 can also be used for hierarchical motion planning, thus leading to the solution of Problem 2.6. Suppose we wish to determine a trajectory of control system Cl connecting point xp E Rm to point zf E P". 
Proof:
The input trajectory ul(t) = (u2(t),a(t)) defined in Theorem 3.2 satisfies (3.5), which implies that z,+j(t) = G(t). We thus have that
= (z4,z;) = zy. Similarly one shows that z l ( T ) = zp which concludes the proof.
Theorem 3.2 and Corollary 3.3 reflect the natural tradeoff that arises in hierarchical methods : ignoring some C1 dynamics can be performed using this framework, as long as CZ satisfies certain algebraic constraints. ..
For example, the algebraic input constraints wi'(t) = u:(t)u$(t) at the level of Cz accommodate certain Lie bracket conditions between ignored input vector fields of C1. Algebraic constraints are clearly much more desirable computationally than differential constraints. TVe now follow the construction described in Definition 2.7 to obtain system Cz which is a-related to system C1. Construction 2.7 is significantly simplified since a = 0. Therefore steps 2 and 4 of the construction can be ignored since in this case we have a = 0 due to equality (4.4). This leaves us with steps 1 and 3 for the construction. Our objective is now t o refine C2 trajectories to XI trajectory. Since a = 0, the input trajectory for El is simply given by U , the solution of Expressing ( z 1 ( t ) , z 2 ( t ) ,~3 ( t ) ) as functions of time using q ( t ) = t + 2, u i ( t ) = z2(t) = -1 and uz(t) =
z~( t )
= l/z:(t) = l/(t + 2)2 we obtain: U l ( t ) = (t +213(t+ 1)
Discussion
We have presented a constructive methodology for hierarchical trajectory generation and motion planning.
Several assumptions made in this paper allowed for a simplified presentations of t h e results hut are in fact not essential. Future work will relax the required assumptions and provide similar results in a more general setting. In particular assumption A.V can weakened at the expense of more algebraic constraints. Future work will also focus on the several interesting relations with similar work such as backstepping, flatness, and kinematic reductions.
