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Dedicated to M. I. Vishik on occasion of his 80th birthday
Abstract. We obtain several essential self-adjointness conditions for the Schro¨dinger type
operator HV = D
∗D + V , where D is a first order elliptic differential operator acting on the
space of sections of a hermitian vector bundleE over a manifoldM with positive smooth measure
dµ, and V is a Hermitian bundle endomorphism. These conditions are expressed in terms of
completeness of certain metrics onM naturally associated with HV . These results generalize the
theorems of E. C. Titchmarsh, D. B. Sears, F. S. Rofe-Beketov, I. M. Oleinik, M. A. Shubin and
M. Lesch. We do not assume a priori that M is endowed with a complete Riemannian metric.
This allows us to treat e.g. operators acting on bounded domains in Rn with the Lebesgue
measure. We also allow singular potentials V . In particular, we obtain a new self-adjointness
condition for a Schro¨dinger operator on Rn whose potential has the Coulomb-type singularity
and is allowed to fall off to −∞ at infinity.
For a specific case when the principal symbol of D∗D is scalar, we establish more precise
results for operators with singular potentials. The proofs are based on an extension of the Kato
inequality which modifies and improves a result of H. Hess, R. Schrader and D. A. Uhlenbrock.
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1. Introduction
Spectral theory of differential operators takes its deep roots in non-relativistic quantum me-
chanics, even though the first results about eigenvalues and eigenfunctions are much older. Let
us recall that according to von Neumann a state of a quantum system is a vector ψ in a complex
Hilbert space H (ψ is defined up to a non-vanishing complex factor), whereas a physical quantity
is a self-adjoint operator A in H. A special physical quantity H, called energy or hamiltonian,
is responsible for the evolution of any given state which is given by the Schro¨dinger equation
1
i
∂ψ
∂t
= Hψ, (1.1)
where we choose units so that the Planck constant is 1. Given an initial condition
ψ(0) = ψ0, (1.2)
we can write
ψ(t) = exp(itH)ψ0,
where the exponent can be defined by the spectral theorem, and the equation (1.1) is satisfied
in the strong sense if we assume that ψ0 ∈ Dom(H).
Concrete hamiltoniansH come from a vaguely defined procedure which is applied to a classical
system and called quantization. This procedure leads to hamiltoniansH which are usually second
order differential operators, called Schro¨dinger operators. However, it is a rare situation when
one can actually immediately see that such an operator H is self-adjoint in a natural L2 space.
One can usually only see that H is symmetric (or, in a slightly different terminology, hermitian).
The difference between symmetric and self-adjoint operators is often ignored by physicists, even
very good ones, but this difference is very important. Indeed, for a symmetric operator H a
solution of the initial value problem (1.1)-(1.2) may not exist, even if ψ0 ∈ Dom(H). We can
try to extend H to make it a maximal operator (i.e. make it defined on all ψ ∈ L2 such that
Hψ ∈ L2 where Hψ is understood in the sense of distributions). But then it may happen that
the solution of (1.1)-(1.2) is not unique.
Existence and uniqueness of the solution of (1.1)-(1.2) is guaranteed (for ψ0 ∈ Dom(H)) only if
H is self-adjoint. It is usual, however, that one cannot immediately see what the natural domain
of H is. Then one starts from smooth functions with compact support and tries to see whetherH
can be uniquely extended to a self-adjoint operator. If this is the case, then H is called essentially
self-adjoint. Under weak restrictions on regularity of coefficients this is equivalent to saying that
the closure of the operator H from the smooth functions with compact support coincides with
the maximal operator. Then one has the only natural self-adjoint operator associated with the
given differential operator, and the evolution of the quantum system is naturally well defined.
By this reason essential self-adjointness is often referred to as quantum completeness.
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It is clear from the arguments above that establishing essential self-adjointness of a Schro¨dinger
type operator must be a starting point of any further investigation of the corresponding quantum
system, where this operator serves as a hamiltonian. Therefore it is a fundamental problem of
mathematical physics to provide precise and effective conditions for essential self-adjointness.
The problem of essential self-adjointness for Schro¨dinger type operators was mainly studied
in L2(Rn). There are thousands of papers devoted to such a study, the first one (though in
a different terminology) is due to H. Weyl (1909). But it makes perfect sense to consider the
situation in a curved space or, more generally, on manifolds, especially on Riemannian manifolds.
Here one usually meets an interesting interaction of analysis and geometry, since geometry of
the manifold can play an important role. The first paper in this direction is due to M. Gaffney
(1954), where essential self-adjointness of the Laplacian on any complete Riemannian manifold
was proven.
In this paper we attempt an approach which unifies and extends almost all earlier results
on essential self-adjointness of Schro¨dinger type operators in vector bundles on manifolds. The
main results are of two types. An important feature of the first type is that we do not assume a
Riemannian metric to be given a priori, but construct it from the operator. Another important
feature comes from a close watch of trajectories of the corresponding classical hamiltonian and
goes back to I. Oleinik (1993, 1994). Our work was mainly inspired by his results and also by
recent work by M. Lesch (2000) who extended Oleinik’s results and methods to a much more
general context of Schro¨dinger type operators in sections of vector bundles. Adding non-isotropy
in momentum variables we eventually came to first essential self-adjointness results which are
non-isotropic both in space and momentum variables for the Lesch type operators with singular
potentials in sections of vector bundles.
The second type of results is obtained by an extension of the Kato inequality to vector bundles
which was first proclaimed by H. Hess, R. Schrader and D. A. Uhlenbrock (1980). However they
only stated their inequality for smooth sections, and this is not sufficient for applications to
essential self-adjointness if a non-smooth potential is added. We rectify and improve their
result, then apply it to transfer essential self-adjointness results which were previously known
for scalar operators only, to operators which have scalar principal symbol.
One of the main tools which allows application of the Kato inequality is the positivity of the
Schwartz kernel of the resolvent of the Laplacian. In fact, a slightly stronger result is needed.
Such a result is obtained in Appendix B, where we also discuss other related questions and
formulate a conjecture, which, if proven, would simplify our proof. This conjecture also has an
independent interest.
All main results of this paper are actually new not only on manifolds but in Rn as well.
We tried to make this paper as self-contained as possible. To this end we sometimes chose to
repeat arguments of older papers, even in case where only minor modifications were needed to
obtain what was needed for our goals. We did it sometimes also for some obviously known results
if no references were easily available. However in most cases we improved the exposition given
in older papers and rendered them in a more modern language. The most standard material is
moved to appendices.
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2. Main results
2.1. The setting. Let M be a C∞-manifold without boundary, dimM = n. We will always
assume that M is connected. We will also assume that we are given a positive smooth measure
dµ, i.e. in any local coordinates x1, x2, . . . , xn there exists a strictly positive C∞-density ρ(x)
such that dµ = ρ(x)dx1dx2 . . . dxn. Let E be any hermitian vector bundle over M . We denote
by L2(E) the Hilbert space of square integrable sections of E with respect to the scalar product
(u, v) =
∫
M
〈u(x), v(x)〉Ex dµ(x).
Here 〈·, ·〉Ex denotes the fiberwise inner product.
Let F be another hermitian vector bundle on M . Consider a first order differential operator
D : C∞c (E) → C∞c (F ) (here C∞c denotes the space of smooth compactly supported sections).
We assume that the principal symbol of D is injective. In other words, D is elliptic (possibly
overdetermined).
Let D∗ be the formal adjoint of D, so D∗ : C∞c (F ) → C∞c (E) is a differential operator such
that
(Du, v) = (u,D∗v),
for all u ∈ C∞c (E), v ∈ C∞c (F ).
The main purpose of this paper is to give a sufficient condition for the essential self-adjointness
of the operator
HV = D
∗D + V, (2.1)
where V ∈ L2loc(EndE) is a linear self-adjoint bundle endomorphism1, i.e., for all x ∈ M , the
operator V (x) : Ex → Ex is self-adjoint.
Let us recall definitions of the minimal and maximal operators associated with the differential
expression HV . The minimal operator HV,min is the closure of HV from the initial domain
C∞c (E), whereas the maximal operator can be defined as HV,max = (HV,min)∗. In particular,
the domain Dom(HV,max) of HV,max coincides with the set of sections u ∈ L2(E), such that
HV u ∈ L2(E) (here the expression HV u is understood in the sense of distributions). Then
showing that HV is essentially self-adjoint amounts to proving that HV,max is a symmetric
operator.
We make the following assumption on V .
Assumption A. V = V+ + V−, where
i. V+(x) ≥ 0, V−(x) ≤ 0 as linear operators Ex → Ex for every x ∈M .
ii. for every compact K ⊂M there exist positive constants aK < 1 and CK such that( ∫
K
|V−|2 |u|2 dµ
)1/2
≤ aK‖∆M u‖ + CK‖u‖, for all u ∈ C∞c (M), (2.2)
1The assumption that V is locally square-integrable is needed in order to have HV u ∈ L
2
loc(E) for u ∈ C
∞
c (E).
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where |V−(x)| denotes the norm of the linear map V−(x) : Ex → Ex, ∆M := d∗d is the
scalar Laplacian of an arbitrary Riemannian metric on M (cf. Definition 5.4), and ‖ · ‖ is
the norm in L2(E).
Remark 2.2. The condition (2.2) is automatically satisfied if V− ∈ Lploc(EndE) with p ≥ n2 for
n ≥ 5, p > 2 for n = 4, and p = 2 for n ≤ 3. (If K is contained in a coordinate neighborhood this
follows from Theorem IX.28, arguments from the proof of Theorem X.15, and Theorems X.20,
X.21 of [64]. The general case may be proven using a localization technique as it is explained in
[79, §5.2].) Another option is to require that V− ∈ Sn,loc where Sn,loc is a local Stummel class,
cf. Appendix C.
Assumption A is closely related to the regularity of sections which belong to the maximal
domain Dom(HV,max) of the operator HV . More precisely, the following results hold:
Theorem 2.3. i. Suppose that V ∈ Lploc(EndE), with p > n2 , for n ≥ 4; and p = 2, for n ≤ 3.
Then Dom(HV,max) ⊂W 2,2loc (E).
ii. Suppose V satisfies Assumption A and the operator D∗D has a scalar principal symbol.
Then Dom(HV,max) ⊂W 1,2loc (E).
Note that due to Remark 2.2 the requirement on V in Theorem 2.3(i) implies that the As-
sumption A is satisfied for V .
The proof of Theorem 2.3(i) is quite simple and is given in Sect. 4. The proof of Theorem 2.3(ii)
is given in Sect. 7 and is based on the generalization of the Kato inequality which we obtain in
Sect. 5.
Motivated by Theorem 2.3 we suggest the following conjecture (which is not trivial even in
case M = Rn):
Conjecture 2.4. If V satisfies Assumption A, then Dom(HV,max) ⊂W 1,2loc (E).
Note that Theorem 2.3(i) implies, in particular, that the conjecture holds if n ≤ 3. Also, by
Theorem 2.3(ii), the conjecture is true if HV acts on scalar functions (e.g., if HV is the magnetic
Schro¨dinger operator).
Since we were not able to prove the conjecture in its full generality, we will work in this paper
under the additional
Assumption B. Dom(HV,max) ⊂W 1,2loc (E) and Dom(HV+,max) ⊂W 1,2loc (E).
Before formulating the main result, we shall introduce some additional notation.
2.5. The metric associated to D. Let D̂ : T ∗M ⊗ E → F be a morphism of vector bundles
defined by
D(φu) = D̂(dφ)u + φDu, (2.3)
where u ∈ C∞(E), φ ∈ C∞(M), and Dˆ(dφ)(u) is identified with Dˆ(dφ ⊗ u), so Dˆ = −iσ(D),
where σ(D) is the principal symbol of D. Note that D̂∗(ξ) = −(D̂(ξ))∗, where ξ ∈ T ∗xM .
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If ξ ∈ T ∗xM , then D̂(ξ) defines a linear operator Ex → Fx. For ξ, η ∈ T ∗xM , define
〈ξ, η〉 = 1
m
Re Tr
((
D̂(ξ)
)∗
D̂(η)
)
, m = dimEx, (2.4)
where Tr denotes the usual trace of a linear operator. Since D is an elliptic first-order differential
operator, D̂(ξ) is linear in ξ, it is easily checked that (2.4) defines an inner product on T ∗xM .
Its dual defines a Riemannian metric on M which we denote by gTM .
Remark 2.6. If we define |ξ|0 = |D̂(ξ)|, where |D̂(ξ)| denotes the usual norm of the linear
operator D̂(ξ) : Ex → Fx, then |ξ|0 induces a norm on T ∗xM . Its dual norm on TxM induces a
Finsler metric on M . Elementary linear algebra shows that for every ξ ∈ T ∗xM ,
m−1/2|ξ|0 ≤ |ξ| ≤ |ξ|0, (2.5)
where | · | is the norm defined by (2.4).
We say that a curve γ : [a,∞)→M goes to infinity if for any compact set K ⊂M there exists
tK > 0 such that γ(t) 6∈ K, for all t ≥ tK . The metric gTM is called complete if
∫
γ ds = ∞ for
every curve γ going to infinity. Here ds is the element of arclength corresponding to the metric
gTM . The completeness of gTM is equivalent to geodesic completeness of M . In particular,
completeness conditions on metrics in Remark 2.6 corresponding to | · |0 and | · | are equivalent.
We say that
∫∞ ds√
q = ∞ for a function q : M → R if
∫
γ
ds√
q = ∞, for every curve γ on M
going to infinity.
The main result of this paper is the following
Theorem 2.7. Suppose V satisfies Assumptions A and B above. Assume that q : M → R, and
the following conditions are satisfied
i. q ≥ 1 and q−1/2 is globally Lipschitz, i.e. there exists a constant L > 0 such that, for every
x1, x2 ∈M ,
|q−1/2(x1)− q−1/2(x2)| ≤ Ld(x1, x2),
where d is the distance induced by the metric gTM .
ii. There exists δ ∈ [0, 1) such that
δD∗D + V ≥ −q
(in the sense of quadratic forms on C∞c (E))
iii.
∫∞ ds√
q =∞, where ds is the arclength element of gTM .
Then HV is essentially self-adjoint on C
∞
c (E).
The proof is given in Sect. 9.3.
Remark 2.8. Since we assume q ≥ 1, condition (iii) of the theorem implies that gTM is complete.
Note also that condition (iii) itself is equivalent to the statement that the new metric g :=
q−1gTM is complete.
From Theorem 2.7, we immediately obtain the following
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Corollary 2.9. Suppose that V ≥ −q where q : M → R satisfies assumptions (i) and (iii) of
the above theorem. Then HV is essentially self-adjoint.
Corollary 2.10. If the metric gTM is complete, then the operator D∗D is essentially self-
adjoint.
Remark 2.11. Note that both the space L2(E) and the operator HV depend on the measure dµ
on M . However, this measure did not appear in the formulation of Corollary 2.9. Hence, if the
conditions of this corollary are satisfied, the operator D∗D + V will be essentially self-adjoint
for any choice of the measure. In particular, M may have a finite volume with respect to this
measure.
Remark 2.12. Theorem 2.7 covers some interesting operators, appearing in differential geometry.
In particular, if D = d : C∞(M) → Ω1(M) is the de Rham differential, then D∗D = ∆M is
the scalar Laplacian on M , cf. Definition 5.4. More generally, we can consider the de Rham
differential d : Ωj(M)→ Ωj+1(M) on forms of arbitrary degree. Let d∗ be the formal adjoint of
d and set D = d+ d∗. Then D∗D is the Laplace-Beltrami operator on differential forms, cf. [6,
§3.6]. Also if D = ∇ : C∞(E) → Ω1(M,E) is a covariant derivative corresponding to a metric
connection on Hermitian vector bundle E (Sect. 5.2), then D∗D is the Bochner Laplacian on
E, cf. Definition 5.4. Note, however, that the operators above are generally different from the
classical ones since they are defined by using an arbitrary positive smooth measure dµ which
does not necessarily coincide with the standard Riemannian measure.
The restriction δ < 1 is essential in the condition (ii) of Theorem 2.7. In Sect. 3.4, we present
an example of an operator, which is not essentially self-adjoint, but satisfies the conditions of
Theorem 2.7 with any δ > 1. Unfortunately, we do not know whether Theorem 2.7 remains true
if we allow δ = 1 in condition (ii). However, in Sect. 10 we prove the following
Theorem 2.13. Suppose that V satisfies Assumptions A and B. Assume that the metric gTM
is complete and that the operator HV = D
∗D + V is semi-bounded below on C∞c (E). Then HV
is essentially self-adjoint.
For the case when HV is a magnetic Schro¨dinger operator acting on scalar functions, this
result was formulated in [79]. Unfortunately, in case of singular potentials not all details of the
proof were presented. These details, however, can be found in the present paper.
Theorem 2.7 immediately implies the following
Corollary 2.14. Assume that V ∈ L2loc(EndE) satisfies Assumption A. Suppose that V =
V1 + V2, where V1, V2 ∈ L2loc(EndE) are such that the operator δD∗D + V1 is semi-bounded
below on C∞c (E) for some δ < 1, and V2 ≥ −q, where q satisfies conditions (i) and (iii) of
Theorem 2.7. Then the operator HV = D
∗D + V is essentially self-adjoint.
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Remark 2.15. If we assume thatM = Rn with the standard metric and measure, HV = −∆+V
where ∆ is the standard Laplacian and V is a scalar (real-valued) function, the following more
explicit condition on V1 implies the semi-boundedness condition given in the formulation of
Corollary 2.14: V1 ∈ Lp(Rn), where p ≥ n2 for n ≥ 5, p > 2 for n = 4, and V1 ∈ L2(Rn) for
n ≤ 3. (See references in Remark 2.2.)
It is also sufficient to require that V1 ∈ Sn (the Stummel class) or V1 ∈ Kn (the Kato class)
– see Appendix C for definitions and properties of these classes.
2.16. Most recent history. Here we provide references for the most recent papers which were
our source of inspiration. For more history see Appendix D.
Theorem 2.7 generalizes recent work of I. Oleinik [58] and M. Shubin [77]. The latter author
considered the scalar magnetic Schro¨dinger operator HV = −∆A+V on a complete Riemannian
manifold, where ∆A = d
∗
AdA, A is a real sufficiently regular 1-form, and dAu = du + iuA is a
deformed differential, while V ∈ L∞loc(M). Keeping the L∞loc assumption, M. Braverman [7] gener-
alized the work of I. Oleinik to Schro¨dinger operators on differential forms. Later, M. Lesch [53]
noticed that one does not need to restrict oneself to Laplacian-type operators with isotropic
symbols. He considered the generalized Schro¨dinger operator HV = D
∗D + V on a complete
Riemannian manifold, where D is the same as in our paper. He established the following suffi-
cient condition for the essential self-adjointness of HV .
Theorem 2.17 (M. Lesch). Assume that M is a complete Riemannian manifold. Assume
that V ∈ L∞loc(EndE), and V ≥ −q, where q ≥ 1 is a locally Lipschitz function. Set
c(x) := max
{
1, sup{|D̂(x, ξ)| : |ξ|T ∗xM ≤ 1}
}
.
If
i. there exists a constant C > 0 such that c(x)|dq−1/2(x)| ≤ C for all x ∈M and
ii.
∫∞ 1
c
√
qds =∞,
then HV is essentially self-adjoint.
Note that Theorem 2.7 does not a priori assume that M is a Riemannian manifold. More
importantly, while Lesch uses the function c(x) which is constructed in isotropic fashion (by
taking supremum over |ξ| = 1, ξ ∈ T ∗M), we make a more effective use of the symbol D̂ by
considering the metric gTM . In Sect. 3.1 we construct an explicit operator for which Theorem 2.7
guarantees the essential self-adjointness, while Lesch’s theorem is inconclusive.
Remark 2.18. M. Lesch [53] considered a more general case, where the operator D is not elliptic
but satisfies the following condition: if u ∈ Dom(HV,max) then Du ∈ L2loc(F ). (It follows from
Theorem 2.7 that this condition is automatically satisfied if D is elliptic and V is sufficiently
regular, e.g. V ∈ Lploc(EndE) where p is as in Theorem 2.3(i)). Theorem 2.7 can also be
extended to non-elliptic case.
2.19. Acknowledgment. The authors are grateful to E. B. Davies, A. Grigoryan, E. Hebey
and I. Verbitsky for useful discussions.
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3. Some examples
3.1. Example: an operator with non-isotropic symbol. We now consider an example of
an operator with a non-isotropic symbol (a function on T ∗M depending not only on the norm
of a covector but also on its direction). We shall use Corollary 2.10 to prove that this operator
is essentially self-adjoint. This result cannot be obtained by “isotropic estimates” of I. Oleinik
[58], M. Shubin [77], and M. Lesch [53].
Let M = R2 with the standard metric and measure, and V = 0. Consider the operator
D =
(
a(x, y) ∂∂x
b(x, y) ∂∂y
)
,
where a, b are smooth real-valued nowhere vanishing functions in R2. It is elliptic (overdeter-
mined). We are interested in the operator
H := D∗D = − ∂
∂x
(
a2
∂
∂x
)
− ∂
∂y
(
b2
∂
∂y
)
.
The matrix of the inner product on T ∗M defined by D via (2.4) is diag(a2/2, b2/2). The
matrix of the corresponding Riemannian metric gTM on M is diag(2a−2, 2b−2), i.e. the metric
itself is ds2 = 2a−2dx2+2b−2dy2. By Corollary 2.10, to prove that the operator H is essentially
self-adjoint, it is enough to show that the metric gTM is complete, i.e., that∫ ∞
ds = ∞, where ds is the arc-length element associated to gTM . (3.1)
Let γ(t) = (x(t), y(t)), where t ∈ [0,∞) is a curve in R2 which goes to infinity, cf. Sect. 2.5.
Then the completeness condition (3.1) can be written as
∫∞
0
|x′(t)|
a dt +
∫∞
0
|y′(t)|
b dt = ∞. The
purpose of this example is to show that the later condition can be satisfied even when the integral
in the left hand side of condition (ii) of Theorem 2.17 converges. Roughly speaking, we would
like to construct an example, where at least one of the integrals of 1/a and 1/b is large, while
the integral of 1/
√
a2 + b2 is small. This can be achieved, for instance, as follows. Define
a(x, y) = (1− cos(2πex))x2 + 1;
b(x, y) = (1− sin(2πey))y2 + 1.
Let us show that with this choice of a, b the operator H is essentially self-adjoint. Let γ(t)
be as above. Then there exists a sequence of numbers tn ∈ [0,∞) such that either x(tn) → ∞
or y(tn)→∞ as n→∞. Suppose that x(tn)→∞ (the other case is treated similarly). Then∫ tn
0
|x′(t)|
a
dt ≥
∫ x(tn)
0
dx
a
.
Hence, letting n→∞, we obtain ∫ ∞
0
|x′(t)|
a
dt ≥
∫ ∞
0
dx
a
.
Thus, for (3.1) to be satisfied, it is sufficient to have
∫∞
0
dx
a =∞.
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Denote by rk the solutions of cos(2πe
x) = 1, i.e. rk = ln k, k = 1, 2, . . . . Then there is an
interval Ik around rk such that 1− cos(2πex) ≤ x−2, i.e. such that | sin(πex)| ≤ (
√
2x)−1. Note
that
1
a(x, y)
≥ 1
2
, for every x ∈ Ik. (3.2)
To estimate the length of interval Ik from above, notice that for every h > 0,
| sin(πerk+h)| = | sin(πerk+h − πerk)| ≤ πerk(eh − 1).
Thus Ik includes, in particular, all rk + h with 0 < h < 1/2, such that πe
rk(eh − 1) < 1√
2(rk+h)
.
Clearly h < rk for k ≥ 2. Therefore, for k ≥ 2, the interval Ik contains all numbers rk + h, such
that 0 < h < 1/2 and πerk(eh − 1) < 1
2
√
2rk
. Note also that h < eh − 1 < 2h if 0 < h < 1/2. It
follows that Ik contains all rk + h with 0 < h ≤ 14√2π(ln k)k . Hence, the length of Ik is greater
than 1
4
√
2π(ln k)k
. In view of (3.2), this implies that for any x0 > 0, there exists k0, such that∫ ∞
x0
dx
(1− cos(2πex))x2 + 1 ≥
1
2
∞∑
k=k0
1
4
√
2π(ln k)k
= ∞.
Thus by Corollary 2.10, H = D∗D is essentially self-adjoint.
Note that Lesch’s theorem is inconclusive here. Indeed, the Lesch’s function c (cf. Theo-
rem 2.17) is given by
c = max
{
1, sup{|aξ1 + bξ2| : ξ21 + ξ22 ≤ 1}
}
= max{1,
√
a2 + b2}.
Let us consider the curve γ(t) = (t, t). Then at a point γ(t) we have a2 + b2 ≥ (3− 2√2)t4, and
condition (ii) of Lesch’s theorem 2.17 is clearly violated.
3.2. Example: an operator in a bounded domain. Consider a square S = {(x, y) ∈ R2 :
−1 < x < 1,−1 < y < 1}. Let D =
(
(1− x2) ∂∂x
(1− y2) ∂∂y
)
. From Corollary 2.10 we immediately see
that the operator
H := D∗D = − ∂
∂x
(
(1− x2)2 ∂
∂x
)
− ∂
∂y
(
(1− y2)2 ∂
∂y
)
is essentially self-adjoint.
3.3. Example: Coulomb-type potential. Consider M = R3N , and x1, . . . ,xN in R
3 orthog-
onal coordinates for R3N . Let
H = −
N∑
i=1
∆i −
N∑
i=1
1
|xi| +
N∑
i<j
1
|xi − xj| + V (x), (3.3)
where ∆i is the Laplacian corresponding to xi, and V (x) is a locally bounded potential satisfying
the following condition: there exists a function q(x) ≥ 1 such that the function q−1/2(x) is
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globally Lipschitz and
V (x) ≥ −q(x),
∫ ∞
ds/
√
q = ∞. (3.4)
Then H is essentially self-adjoint by Corollary 2.14 and Remark 2.15. Indeed, the terms |xi|−1
and |xi − xj |−1 are dominated by the Laplacian in R3N both in operator sense and in the sense
of quadratic forms. This can be proved either by “separation of variables” as in the classical
Kato’s paper [46], or by use of Stummel and Kato classes – see Example C.2 in Appendix C
for the Stummel classes (the corresponding argument can be repeated verbatim for the Kato
classes). Note that neither of these terms belongs to L3N/2(R3N ), except in case N = 1.
To give a more specific example we can set V (x) = −|x|2 in (3.3) and conclude that the
operator
−
N∑
i=1
∆i −
N∑
i=1
1
|xi| +
N∑
i<j
1
|xi − xj | −
N∑
i=1
|xi|2.
is essentially self-adjoint (This follows also from a result of H. Kalf [39]). More generally, the
operator (3.3) is essentially self-adjoint if there exists a locally bounded function r : [0,∞) →
[1,∞), such that r−1/2 is globally Lipschitz and
V (x) ≥ −r(|x|),
∫ ∞
0
dt/
√
r(t) = ∞. (3.5)
As an example, we can set V (x) = −|x|2 log (1 + |x|).
Note that we can also consider potentials which satisfy (3.4) but not (3.5). Constructions of
rich families of such potentials can be found in [68] and [58]. Note that self-adjointness of (3.3)
in this case can not be established by the method of [39].
3.4. Example: a not essentially self-adjoint operator. In this subsection we present an
example of an operator, which is not essentially self-adjoint, but satisfies the conditions of
Theorem 2.7 with every δ > 1.
Consider an operator D : C∞c (R) → C∞c (R), where D = ddx + |x|α, with α > 3. Then
D∗ = − ddx + |x|α, and hence
D∗D = − d
2
dx2
− α|x|α−1 sgnx+ |x|2α.
Let V = −|x|2α, and let HV = D∗D + V . Then
HV = − d
2
dx2
− α|x|α−1 sgnx.
This operator is not essentially self-adjoint since α − 1 > 2 (cf. Example 1.1 in section 3.1 of
[5]). However, for any δ > 1,
δD∗D + V = −δ d
2
dx2
− δα|x|α−1 sgnx + (δ − 1)|x|2α.
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Since 2α > α−1 and δ−1 > 0, there exists Cδ > 0 such that −δα|x|α−1 sgnx+(δ−1)|x|2α > −Cδ
for all x ∈ R. Hence, δD∗D + V > −Cδ
We conclude that δD∗D+ V is semi-bounded below for every δ > 1. Therefore, Theorem 2.7
does not hold with δ > 1.
4. Proof of the first part of Theorem 2.3
In this section assumptions on the potential are as in hypotheses of Theorem 2.3(i).
Lemma 4.1. For any u ∈ Dom(HV,max), we have V u ∈ L2loc(E).
Proof. Let us assume that u ∈ Dom(HV,max), i.e. u ∈ L2(E) and
D∗Du+ V u = f ∈ L2(E). (4.1)
Define t1 := 2. Since V ∈ Lploc(EndE), the Ho¨lder inequality implies V u ∈ Ls1loc(E), where
1
s1
=
1
2
+
1
p
=
1
t1
+
1
p
.
Clearly, 1 ≤ s1 < 2. Moreover, if n > 3, then p > 2 and s1 > 1.
Now we can improve s1 as follows. Let us observe that (4.1) implies D
∗Du = f − V u = h ∈
Ls1loc(E). If s1 > 1, then by the standard elliptic regularity results (cf. [87], Sect. 6.5) we obtain
u ∈W 2,s1loc (E). Therefore by the Sobolev embedding theorem (cf. [1, Th. 5.4] or [36, Th. 4.5.8])
we conclude that u ∈ Lt2loc(E), where
1
t2
=
1
s1
− 2
n
=
1
t1
+
1
p
− 2
n
,
and then by the Ho¨lder inequality V u ∈ Ls2loc, where
1
s2
=
1
t2
+
1
p
=
1
s1
− 2
n
+
1
p
=
1
s1
− 2
n
(
1− n
2p
)
.
In this way we can continue to obtain a series of inclusions u ∈ Ltkloc(E), V u ∈ Lskloc(E), k =
1, 2, . . . , with
1
tk+1
=
1
sk
− 2
n
,
1
sk+1
=
1
sk
− 2
n
(
1− n
2p
)
,
until at some point we obtain that sk > 2 which makes the next step impossible due to the term
f ∈ L2(E) in (4.1). Then we can conclude that V u ∈ L2loc(E) as required.
Now assume that n ≤ 3, so p = 2 and at the initial step we only have V u ∈ L1loc(E). By
another Sobolev embedding theorem (cf. [1, Case C in Theorem 5.4]) we have W 1,qloc (E) ⊂ C(E)
provided q > n (here C(E) denotes the set of continuous sections of E). Using standard duality
arguments (cf. [1, Sect. 3.6–3.13]) we obtain L1loc(E) ⊂ W−1,q
′
loc (E) if 1 < q
′ < n/(n − 1).
Therefore, D∗Du ∈W−1,q˜loc (E), where q˜ = min{q′, 2}. By standard elliptic regularity results (cf.
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[87, Ch. 6.5]) we obtain u ∈W 1,q˜loc (E). In particular, u ∈ Lq˜loc(E) for such q˜. Since q˜ > 1, we can
argue as in the first part of the proof to come to the same conclusion that V u ∈ L2loc(E). 2
4.2. Proof of Theorem 2.3(i). If u ∈ D(HV,max), then D∗Du = HV u − V u ∈ L2loc(E). By
elliptic regularity, u ∈W 2,2loc (E). 
5. Kato inequality for Bochner Laplacian
In this section we prove a generalization of the Kato inequality to the Bochner Laplacian on
a manifold M endowed with a Riemannian metric g = gTM and a measure dµ = ρdx. Here, dx
denotes the Riemannian volume form on M and ρ :M → (0,∞) is a smooth function.
As a first step, we establish a “smooth version” of the Kato inequality, cf. Proposition 5.9.
In the case when dµ is the Riemannian volume form on M , a similar inequality was proven in
H. Hess, R. Schrader and D. A. Uhlenbrock [35]. Then, in Sect. 5.15 we prove “L1loc” version of
the Kato inequality.
5.1. A pairing on the space of bundle-valued forms. Let E be a Hermitian vector bundle
over M and let E denote the complex conjugate of the bundle E. It is identical with E but
with multiplication by λ ∈ C defined as multiplication by λ¯. The identity map E → E is called
complex conjugation and defines an anti-linear isomorphism E → E. The image of v ∈ Ex under
this isomorphism is denoted v¯. The Hermitian structure on E defines a complex linear map
〈 〉 : E ⊗ E → C, a⊗ b 7→ 〈a⊗ b〉 := 〈a, b〉. (5.1)
Let Λi = T ∗M ∧ · · · ∧ T ∗M be the i-th exterior power of the cotangent bundle to M . The
space of smooth sections of the tensor product Λi⊗E is called the space of E-valued differential
i-forms on M and is denoted by Ωi(M,E). The map (5.1) extends naturally to the maps
〈 〉 : Λk ⊗ E ⊗ E → Λk, 〈 〉 : Ωk(M,E ⊗ E)→ Ωk(M,C).
If α ∈ Ωi(M,E), β ∈ Ωj(M,E), then β ∈ Ωj(M,E), α ∧ β ∈ Ωi+j(M,E ⊗ E), and 〈α ∧ β〉 ∈
Ωi+j(M,C). If one of the forms α, β belongs to Ω0(M,E) ≡ C∞(E), then we will omit “∧” from
the notation and write simply 〈αβ〉.
Let ∗ : Λi → Λn−i be the Hodge-star operator, cf. [89]. This operator extends naturally to
the spaces Λi ⊗ E and Ωi(M,E).
The formula
〈α, β〉
Λi⊗E
:= ∗−1〈α ∧ ∗β〉 ∈ Λ0 ∼= C, α, β ∈ Λi ⊗ E, i = 0, . . . , n
defines a non-degenerate Hermitian scalar product on Λi ⊗ E, and we denote
|α| := 〈α,α〉1/2
Λi⊗E
.
Note that if α, β ∈ Λ0 ⊗ E ∼= E, then 〈α, β〉
Λi⊗E
coincides with the original Hermitian scalar
product 〈α, β〉 on E.
2Note that to apply the elliptic regularity to the equation D∗Du = f ∈ W−1,tloc (E) we must have t > 1. If
t = 1, then the last equation does not imply u ∈ W 1,tloc (E), cf. [36, Th. 7.9.8]. This is also the reason we need to
start the proof of the lemma with showing that V u ∈ Ltloc(E) with t > 1.
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Similarly, for α, β ∈ Ωi(M,E), one defines 〈α, β〉
Λi⊗E
∈ C∞(M) and |α| ∈ C(M).
5.2. Covariant derivative and its dual. Let ∇ be a connection on E. It defines a linear
map ∇ : Ω∗(M,E)→ Ω∗+1(M,E) such that
∇ (ω ∧ β) = dω ∧ β + (−1)iω ∧ ∇β, ω ∈ Ωi(M), β ∈ Ωj(M,E).
In this paper we will always assume that ∇ is a Hermitian connection, i.e., that the following
equality is satisfied
d〈α ∧ β〉 = 〈∇α ∧ β〉 + (−1)i〈α ∧ ∇β〉, α ∈ Ωi(M,E), β ∈ Ωj(M,E), (5.2)
where d : Ω∗(M,C)→ Ω∗+1(M,C) is the de Rham differential.
Let Ωicomp(M,E), i = 0, 1, . . . , n denote the space of compactly supported differential forms.
Consider the scalar product on the space Ωicomp(M,E) defined by the formula
(α, β) =
∫
M
〈α, β〉
Λi⊗E
dµ =
∫
M
〈α ∧ ∗β〉 ρ, α, β ∈ Ωicomp(M,E).
Let ∇∗ : Ω∗(M,E) → Ω∗−1(M,E) denote the formal adjoint of ∇, i.e., we have (∇α, β) =
(α,∇∗β) for all α, β ∈ Ω∗comp(M,E).
Lemma 5.3. Suppose β ∈ Ωj(M,E). Then
∇∗β = (−1)j ∗−1 ∇ ∗ β + (−1)j ∗−1 dρ
ρ
∧ ∗β.
Proof. Let us fix α ∈ Ωj−1comp(M,E). Using (5.2) we obtain
(∇α, β) =
∫
M
〈∇α ∧ ∗β〉 ρ
=
∫
M
d〈αρ ∧ ∗β〉 − (−1)j−1
∫
M
〈α ∧ dρ ∧ ∗β〉 − (−1)j−1
∫
M
〈αρ ∧ ∇ ∗ β〉
= (−1)j
∫
M
〈
α ∧ ∗ ∗−1 ( dρ
ρ
∧ ∗β ) 〉 ρ + (−1)j ∫
M
〈α ∧ ∗ ∗−1 ∇ ∗ β〉ρ
= (−1)j
(
α, ∗−1∇ ∗ β + ∗−1 dρ
ρ
∧ ∗β
)
,
where in the third equality we used that
∫
M d〈αρ ∗ β〉 = 0 by the Stokes theorem.
To simplify the notation let us denote Aρβ = ∗−1 dρρ ∧ ∗β. Then
∇∗ = (−1)j ∗−1 ∇ ∗+(−1)jAρ : Ωj(M,E) → Ωj−1(M,E). (5.3)
For the special case when E =M × C is the trivial line bundle, we obtain
d∗ = (−1)j ∗−1 d ∗+(−1)jAρ : Ωj(M) → Ωj−1(M). (5.4)
In this paper we will use (5.3) and (5.4) only in the case when j = 1. Clearly, for α ∈
Ω0(M,E), β ∈ Ωj(M,E), φ ∈ C∞(M) we have
Aρ〈αβ〉 = 〈αAρβ〉, Aρ(φβ) = φAρβ. (5.5)
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Definition 5.4. The Bochner Laplacian is the operator ∇∗∇ : C∞(E) → C∞(E). Similarly,
we define the Laplacian ∆M = d
∗d : C∞(M)→ C∞(M).
Note, that if dµ is the Riemannian volume form on M , then ∆M = −∆g, where ∆g is the
metric Laplacian, ∆gu = div(gradu).
Remark 5.5. In Sect.2.5 we introduced a metric gTM associated with a first order elliptic differ-
ential operator D. It is easy to check that for D = ∇ : C∞(E)→ Ω1(M,E) this metric coincides
with the metric g which we now assume to be given a priori.
5.6. Kato inequality. Recall that a distribution ν on M is called positive (notation ν ≥ 0),
if for every non-negative function φ ∈ C∞c (M), we have (ν, φ) ≥ 0. It follows that ν is in fact
a positive Radon measure (see e.g. [31], Theorem 1 in Sect. 2, Ch.II). We write ν1 ≥ ν2 if
ν1 − ν2 ≥ 0.
The main result of this section is the following
Theorem 5.7. Assume that u ∈ L1loc(E) and ∇∗∇u ∈ L1loc(E). Then
∆M |u| ≤ Re〈∇∗∇u, signu〉, (5.6)
where
signu(x) =
{
u(x)
|u(x)| if u(x) 6= 0 ,
0 otherwise.
Let us emphasize that our Laplacians are positive operators. That explains the discrepancy
between (5.6) and the standard form of Kato inequality for scalar functions on Rn, cf., for
example, Theorem X.27 of [64].
The rest of this section is dedicated to the proof of Theorem 5.7.
5.8. Kato inequality in C∞ setting. Let u ∈ C∞(E). For ǫ > 0, set
|u|ǫ =
(|u|2 + ǫ2)1/2 . (5.7)
Proposition 5.9. Assume that u ∈ C∞(E). Then the following inequality holds:
|u|ǫ∆M |u|ǫ ≤ Re〈∇∗∇u, u〉. (5.8)
Proof. Let us fix u ∈ C∞(E). Using (5.2), we obtain
2|u|ǫd|u|ǫ = d|u|2ǫ = d|u|2 = d〈u, u〉 = 〈(∇u)u¯〉+ 〈u
(∇u)〉
= 2Re〈(∇u)u¯〉 = 2Re〈u∇u〉, (5.9)
and hence
|u|ǫ|d|u|ǫ| ≤ |u||∇u|.
Since |u|ǫ ≥ |u|, the above inequality implies
|d|u|ǫ| ≤ |∇u|. (5.10)
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Furthermore, using (5.5), we get
d∗(|u|ǫd|u|ǫ) = − ∗−1 d ∗ (|u|ǫd|u|ǫ)− |u|ǫAρd|u|ǫ = − ∗−1 d(|u|ǫ ∗ d|u|ǫ)− |u|ǫAρd|u|ǫ
= − ∗−1 ( d|u|ǫ ∧ ∗d|u|ǫ )− |u|ǫ ∗−1 d ∗ d|u|ǫ − |u|ǫAρd|u|ǫ
= −∣∣ d|u|ǫ ∣∣2 − |u|ǫ(∗−1d ∗+Aρ)d|u|ǫ = −∣∣ d|u|ǫ ∣∣2 + |u|ǫ∆M |u|ǫ. (5.11)
Similarly,
d∗〈u∇u〉 = − ∗−1 d ∗ 〈u∇u〉 −Aρ〈u∇u〉 = − ∗−1 d〈u ∗ ∇u〉 − 〈uAρ∇u〉
= − ∗−1 〈∇u ∧ ∗∇u〉 − ∗−1〈u∇ ∗ ∇u〉 − 〈uAρ∇u〉 = −
∣∣∇u ∣∣2 + 〈u∇∗∇u〉. (5.12)
From (5.9), (5.11) and (5.12) we obtain the equality
−∣∣ d|u|ǫ ∣∣2 + |u|ǫ∆M |u|ǫ = −∣∣∇u ∣∣2 +Re〈u∇∗∇u〉 = −∣∣∇u ∣∣2 +Re〈(∇∗∇u)u¯〉,
which, in view of (5.10), implies (5.8).
Corollary 5.10. Assume that u ∈ C∞(E). Then the following distributional inequality holds:
∆M |u| ≤ Re〈∇∗∇u, sign u〉.
Remark 5.11. In the case when dµ is the Riemannian volume form on M (so that ρ ≡ 1)
analogues of Proposition 5.9 and Corollary 5.10 were obtained by H. Hess, R. Schrader and
D. A. Uhlenbrock [35]. They used a slightly more complicated definition of signu, which is, in
fact, unnecessary, because the difference with our definition occurs only on a set of measure 0.
5.12. Friedrichs mollifiers. We will now deduce Theorem 5.7 from Proposition 5.9 using the
Friedrichs mollifiers technique. For reader’s convenience we will review basic definitions and
results of K. Friedrichs [29].
Suppose that j ∈ C∞c (Rn), j(z) ≥ 0 for all z ∈ Rn, j(z) = 0 for |z| ≥ 1, and
∫
Rn
j(z) dz = 1.
For ρ > 0 and x ∈ Rn, define jρ(x) = ρ−nj(ρ−1x). Then jρ ∈ C∞c (Rn), jρ ≥ 0, jρ(x) = 0 if
|x| ≥ ρ, and ∫
Rn
jρ(x) dx = 1.
Let Ω ⊂ Rn be an open set. Suppose that f ∈ L1loc(Ω). Define
(Jρf)(x) = fρ(x) =
∫
f(x− y)jρ(y) dy =
∫
jρ(x− y)f(y) dy, (5.13)
where the integration is taken over Rn. Then Jρf(x) is defined for x ∈ Ωρ, where
Ωρ =
{
x : x ∈ Ω,dist(x, ∂Ω) > ρ}.
We recall the following standard Lemma (cf. [36, Theorem 1.3.2]):
Lemma 5.13. Let 1 ≤ p <∞. With the notations from (5.13),
i. If f ∈ Lploc(Ω), then Jρf ∈ C∞(Ωρ)
ii. If f ∈ Lploc(Ω), then Jρf → f as ρ→ 0, in the norm of Lp(K), where K ⊂ Ω is any compact
set.
iii. If f ∈ C(Ω), then Jρf → f as ρ→ 0, uniformly on any compact set K ⊂ Ω.
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To apply the Friedrichs mollifiers technique to the operator ∇∗∇, let us choose a coordinate
neighborhood U of M with coordinates x1, x2, . . . xn. Choosing a local frame of E over U we
will identify the space of sections of E over U with the space of vector valued functions on U .
Under this identification the Bochner Laplacian ∇∗∇ becomes a second order elliptic differential
operator which can be written in the form∑
i,k
aik(x)∂i∂k +
∑
i
bi(x)∂i + c(x),
where aik, bi and c are m×m matrices of smooth functions (m = dimE). Alternatively, we can
write it in the form ∑
i,k
∂i aik(x)∂k +
∑
i
bi(x)∂i + c(x), (5.14)
with possibly different aik, bi and c. The later form is sometimes more convenient if the coeffi-
cients are not smooth.
We can also consider uρ = J ρu, where J ρ is an integral operator whose integral kernel is
jρ(x− y) Id, where Id is m×m identity matrix.
We now state a key proposition whose proof is given in Appendix A.
Proposition 5.14. Assume that u ∈ L1loc(E) and ∇∗∇u ∈ L1loc(E). Then ∇∗∇uρ → ∇∗∇u in
L1loc(E) over U , as ρ→ 0+.
5.15. Proof of Theorem 5.7. Note first that the statement is actually local. Namely, using
partition of unity we see that it suffices to prove the inequality over every coordinate neigh-
borhood from a covering of M . Let us fix such a neighborhood U and apply Proposition 5.14.
Clearly uρ ∈ C∞(E|Uρ). By Proposition 5.9, for any ǫ > 0,
∆M |uρ|ǫ ≤ Re
〈
∇∗∇uρ, u
ρ
|uρ|ǫ
〉
. (5.15)
In this inequality we will first fix ǫ > 0 and pass to the limit as ρ→ 0+.
Consider the left hand side of (5.15). Clearly,∣∣ |uρ|ǫ − |u|ǫ ∣∣ ≤ ∣∣ |uρ| − |u| ∣∣ ≤ |uρ − u|. (5.16)
Since uρ → u in L1loc(E|U ), it follows from (5.16) that |uρ|ǫ → |u|ǫ in L1loc(U) as ρ → 0+. This
immediately gives ∆M |uρ|ǫ → ∆M |u|ǫ in distributional sense over U (or, more precisely, over
any relatively compact open subset). Now we turn to the right hand side of (5.15). Our goal is
to show that
Re
〈
∇∗∇uρ, u
ρ
|uρ|ǫ
〉
− Re
〈
∇∗∇u, u|u|ǫ
〉
→ 0 in L1loc(U), (5.17)
as ρ → 0+. By adding and subtracting the term Re〈∇∗∇u, |uρ|−1ǫ uρ〉 at the left hand side
of (5.17), we get
Re
〈
∇∗∇uρ −∇∗∇u, u
ρ
|uρ|ǫ
〉
+ Re
〈
∇∗∇u, u
ρ
|uρ|ǫ −
u
|u|ǫ
〉
. (5.18)
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Let ρ → 0+. By Proposition 5.14, ∇∗∇uρ → ∇∗∇u in L1loc(E|U ). We also know that∣∣|uρ|−1ǫ uρ∣∣ < 1. Therefore, the first term of the sum in (5.18) converges to 0 in L1loc(U) (hence
in distributional sense).
We know that ∇∗∇u ∈ L1loc(E). We have already shown that as ρ → 0+, |uρ|ǫ → |u|ǫ
in L1loc(U), and hence, after passing to a subsequence, almost everywhere. Therefore, along
the same subsequence, |uρ|−1ǫ uρ → |u|−1ǫ u almost everywhere. So the dominated convergence
theorem implies that the second term of the sum in (5.18) goes to 0 in L1loc(U) (hence in
distributional sense ) along a sequence of positive ρ’s.
Therefore, for all u ∈ L1loc(E) such that ∇∗∇u ∈ L1loc(E), we obtain
∆M |u|ǫ ≤ Re
〈
∇∗∇u, u|u|ǫ
〉
, (5.19)
In this inequality we will pass to the distributional limit as ǫ→ 0+. Let us take a real-valued
φ ∈ C∞c (M), and consider∫
φ∆M |u|ǫ dµ =
∫
|u|ǫ∆Mφdµ →
∫
|u|∆Mφdµ. (5.20)
The limit in (5.20) can be understood as the value of the distribution ∆M |u| on a test function φ.
Therefore, ∆M |u|ǫ → ∆M |u| in distributional sense, as ǫ→ 0+.
On the right hand side of (5.19), |u|−1ǫ u → signu almost everywhere and with a uniform
bound
∣∣|u|−1ǫ u∣∣ ≤ 1. Since ∇∗∇u ∈ L1loc(E), the dominated convergence theorem shows that the
right hand side converges to Re
〈∇∗∇u, signu〉 in L1loc(M) (and hence in distributional sense). 
6. The case when the support of V is small
In this section we prove a particular case of Theorem 2.7, when D = ∇ and the potential V
is supported in a coordinate neighborhood W ⊂M .
Proposition 6.1. Suppose M is a manifold endowed with a Riemannian metric gTM and a
smooth measure dµ. Let W ⊂ M be a relatively compact coordinate neighborhood in M and
suppose that V = V+ + V− is as in the Assumption A. Suppose, in addition, that suppV ⊂ W .
Then the operator
HV = ∇∗∇+ V
is essentially self-adjoint on C∞c (E).
We precede the proof with several lemmas, which will be also used in the subsequent sections.
Lemma 6.2. If the Assumption A is satisfied and suppV− ⊂ W , then there exist positive
constants a < 1, Ca such that
|(V−u, u)| ≤ a ‖∇u‖2 + Ca‖u‖2, u ∈ C∞c (E). (6.1)
Proof. Let W denote the closure of W in M . By (2.2), there exist aW , 0 ≤ aW < 1, and
CW > 0, such that ∥∥|V−|v∥∥ ≤ aW ∥∥∆Mv ∥∥+ CW ∥∥ v ∥∥, v ∈ C∞c (M).
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In other words the operator |V−| is dominated by ∆M . Hence by Theorem X.18 from [64] the
quadratic form of |V−| will be dominated by the quadratic form of ∆M . More precisely, for any
a ∈ (aW , 1) there exists Ca > 0 such that(|V−|v, v) ≤ a(∆Mv, v) + Ca‖v‖2 = a‖dv‖2 + Ca‖v‖2, v ∈ C∞c (M).
Let us apply this to v = |u|ǫ, where u ∈ C∞c (E) and |u|ǫ is defined as in (5.7). We obtain then,
using the inequality (5.10):
|(V−u, u)| ≤ (|V−||u|ǫ, |u|ǫ) ≤ a‖d|u|ǫ‖2 + Ca
∥∥|u|ǫ∥∥2 ≤ a‖∇u‖2 + Ca∥∥|u|ǫ∥∥2.
Taking the limit as ǫ→ 0+, we come to (6.1).
Corollary 6.3. If the Assumption A is satisfied and suppV− ⊂ W , then the operator HV is
semi-bounded below on C∞c (E), i.e., there exists C > 0 such that
(HV u, u) ≥ −C‖u‖2, for all u ∈ C∞c (E).
The following lemma follows immediately from (2.3).
Lemma 6.4. Suppose HV = D
∗D + V is as in (2.1). For every ψ ∈ C2(M) and every u ∈
L2loc(E) the following distributional equality holds
HV (ψu) = ψHV u + D
∗( Dˆ(dψ)u ) − ( Dˆ(dψ) )∗Du.
Corollary 6.5. Suppose u ∈ Dom(HV,max). Let ψ ∈ C2(M) be such that supp(dψ) is compact.
If the restriction of u to an open neighborhood of supp(dψ) is in W 1,2loc , then ψu ∈ Dom(HV,max).
6.6. Proof of Proposition 6.1. Fix an open neighborhood U ⊂ W of suppV such that
the closure U of U is contained in W . Let φ, φ˜ : M → [0, 1] be smooth functions such that
φ2 + φ˜2 ≡ 1, the restriction of φ to U is identically equal to 1, and suppφ ⊂W . It follows that
supp φ˜ ⊂M\U .
By IMS localization formula (cf. [23, §3.1], [75, Lemma 3.1]), we have
∇∗∇ = φ∇∗∇φ+ φ˜∇∗∇φ˜+ 1
2
[[∇∗∇, φ], φ] + 1
2
[
[∇∗∇, φ˜], φ˜
]
, (6.2)
where [·, ·] denotes the commutator bracket. Set
J =
1
2
[[∇∗∇, φ], φ] + 1
2
[
[∇∗∇, φ˜], φ˜
]
= −1
2
|dφ|2 − 1
2
|dφ˜|2.
Then J is a smooth function on M , whose support is contained in W\U . With this notation
(6.2) takes the form
∇∗∇ = φ∇∗∇φ+ φ˜∇∗∇φ˜+ J. (6.3)
Let C > 0 be as in Corollary 6.3. Let b ≫ C be a large number, which will be chosen later.
Suppose that u ∈ L2(E) satisfies the equality
(HV + b)u = 0. (6.4)
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Here the expression HV u is understood in the sense of distributions. To prove the theorem, it
is enough to show that u = 0 (cf., e.g., Theorem X.26 of [64] or [32]). Arguing ad absurdum, let
us assume that u 6= 0.
Since the restriction V |M\U of V toM\U vanishes, (6.4) implies that∇∗∇u|M\U = −bu|M\U ∈
L2(E). Hence, u|M\U ∈ W 2,2loc by elliptic regularity. By Corollary 6.5, the sections φu and φ˜u
belong to Dom(HV,max). Note also that on the support of φ˜ we have HV = ∇∗∇. It is well
known (cf., for example, [35]), and also follows from Proposition 8.11 below, that the operator
∇∗∇ is essentially self-adjoint (note that Assumption A of Sect. 2.1 is tautologically true in this
case, while Assumption B follows from elliptic regularity). Hence, by taking closure (see also
arguments in the proof of Proposition 8.13) we obtain
(φ˜∇∗∇(φ˜u), u) = ‖∇(φ˜u)‖2 ≥ 0 (6.5)
and the equality is attained only if φ˜u = 0.
Let b˜ = b−maxx∈M |J(x)| and assume that b is large enough so that b˜ > 0. ¿From (6.3) and
(6.4), we obtain
0 =
(
(HV + b)u, u
)
≥
(
φHV (φu), u
)
+
(
φ˜∇∗∇(φ˜u), u
)
+ b˜ ‖u‖2. (6.6)
Since we assumed u 6= 0, the equations (6.5) and (6.6) imply that(
φ(HV + b˜)(φu), u
)
≤
(
φHV (φu), u
)
+ b˜ ‖u‖2 ≤ 0, φu 6= 0. (6.7)
We can and we will view the coordinate neighborhoodW as a subset of Rn. Fix a Riemannian
metric g˜ on Rn, whose restriction to W coincides with the metric induced by gTM , and which
is equal to the standard Euclidean metric on Rn outside of some compact set K ⊃W . We also
endow Rn with a measure µ˜, whose restriction to W coincides with the measure induced by the
measure µ on M , and whose restriction to Rn\K is the Lebesgue measure on Rn.
Let E˜ := Rn×Cm be the trivial vector bundle over Rn endowed with the standard Hermitian
metric. Choosing an orthonormal frame of the restriction E|W of E to W we can and we will
identify E|W and E˜|W . Then the connection ∇ induces a Hermitian connection on E˜|W . Let ∇˜
be a Hermitian connection on E˜, whose restriction to W coincides with the connection induced
by ∇, and whose restriction to M\K is the trivial flat connection. Then, by (6.7), we have(
φ(∇˜∗∇˜+ V + b˜)(φu), u
)
≤ 0, φu 6= 0.
Let us choose b˜ large enough so that H˜V = ∇˜∗∇˜ + V + b˜ > 0 on C∞c (E˜) (this is possible due
to Corollary 6.3). It follows (cf. Theorem X.26 of [64]) that the operator H˜V is not essentially
self-adjoint on C∞c (E˜). Thus we reduced the proof of the proposition to the analogous question
for the operator H˜V on R
n.
Since the operator H˜V is not essentially self-adjoint, we conclude from Theorem X.26 of [64]
that there exists non-zero v ∈ L2(E˜) such that
(H˜V + b˜) v = 0. (6.8)
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Let ∆˜ := d∗d denote the scalar Laplacian on Rn associated to the metric g˜ and the measure µ˜,
cf. Definition 5.4. From (6.8) and the Kato inequality (5.6) we obtain
∆˜|v| ≤ Re
〈
∇˜∗∇˜v, sign v
〉
= −
〈
(V + b˜)v, sign v
〉
≤ (|V−| − b˜) |v|,
where |V−(x)| is the norm of the endomorphism V−(x) : E˜x → E˜x. Thus
(∆˜ + b˜)|v| ≤ |V−| |v|. (6.9)
It is well known and also explained in Appendix B that the Schwartz kernel of the operator
(∆˜ + b˜)−1 is positive. A somewhat more subtle argument, cf. Proposition B.3 of Appendix B,
shows that the distributional inequality (6.9) implies
|v| ≤ (∆˜ + b˜)−1|V−| |v|, (6.10)
where the inverse operator (∆˜ + b˜)−1 is understood , e.g., as an operator on the space S ′(Rn) of
tempered distributions.
Let W denote the closure of W in M . Since suppV− ⊂W , it follows from (2.2), that∥∥ |V−|s ∥∥ ≤ aW‖∆˜s‖+ CW‖s‖, for all s ∈ C∞c (Rn).
Hence,∥∥ |V−|(∆˜ + b˜)−1s ∥∥ ≤ aW ∥∥ ∆˜(∆˜ + b˜)−1s ∥∥+ CW ∥∥ (∆˜ + b˜)−1s ∥∥ ≤ ( aW + CW/b˜ )‖s‖.
Thus we can choose b˜ large enough so that
∥∥|V−|(∆˜ + b˜)−1∥∥ < 1. Since(
(∆˜ + b˜)−1|V−|
)∗
= |V−|(∆˜ + b˜)−1,
we conclude that ‖(∆˜ + b˜)−1|V−|‖ < 1. Then (6.10) together with our assumption v 6= 0 implies
‖v‖ < ‖v‖. The obtained contradiction proves the proposition. 
Remark 6.7. One of the main steps of the above proof was the reduction to the case M = Rn,
where we can use Proposition B.3 to conclude that the inequality (6.9) implies (6.10). The proof
would be much simpler if we knew that the same is true on arbitrary complete Riemannian
manifold, i.e., if we knew that Conjecture P of Appendix B holds. Unfortunately, we don’t know
if this is the case (see Appendix B, where we explain the difficulties one meets in an attempt to
prove this conjecture).
Proposition 6.1 and Corollary 6.3 imply, cf. Theorem X.26 of [64], the following
Corollary 6.8. Let V, C be as in Corollary 6.3. Then
(HV u, u) ≥ −C‖u‖2, for all u ∈ Dom(HV,max).
Let W 1,2(E) denote the completion of the space C∞c (E) with respect to the norm ‖ · ‖W1,2
defined by the scalar product
(u, v)
W1,2
:= (u, v) + (∇u,∇v) u, v ∈ C∞c (E). (6.11)
(It is not difficult to see that W 1,2(E) coincides with the set of all u ∈ L2(E), such that
∇u ∈ L2(T ∗M ⊗ E), but we will not use this fact.)
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Since the operator HV is essentially self-adjoint, the domain Q(HV ) of its quadratic form
coincides with the closure of the space C∞c (E) with respect to the norm ‖ · ‖1 defined by the
formula
‖u‖21 := (HV u, u) + (C + 1)‖u‖2.
By Theorem X.23 of [64], we have Dom(HV,max) ⊂ Q(HV ).
Corollary 6.9. Under the assumptions of Proposition 6.1, we have Q(HV ) ⊂ W 1,2(E). In
particular, Dom(HV,max) ⊂W 1,2(E).
Proof. By Lemma 6.2, there exist a < 1 and Ca > 0 such that
(HV u, u) = ‖∇u‖2 + (V+u, u) + (V−u, u) ≥ (1− a)‖∇u‖2 − Ca‖u‖2, u ∈ C∞c (E).
Thus the domain Q(HV ) of the quadratic form of the operator HV coincides with the closure of
the space C∞c (E) with respect to the norm
‖u‖21 := (HV u, u) + (Ca + 1)‖u‖2 ≥ (1− a)‖∇u‖2 + ‖u‖2.
Hence Q(HV ) is contained in the closure of C
∞
c (E) with respect to the norm (1−a)‖∇u‖2+‖u‖2,
which coincides with the space W 1,2(E).
7. Proof of the second part of Theorem 2.3
In this section we assume that there exists a C∞ function s : T ∗M → R such that
σ(D∗D)(ξ) = s(ξ) Id,
for each ξ ∈ T ∗M . Then,
σ(D∗D) = |ξ|2 Id,
where |ξ| denotes the norm on T ∗M defined by the scalar product (2.4). In this situation we say
that the operator D∗D has a scalar leading symbol. It follows from Proposition 2.5 of [6], that
there exists a Hermitian connection ∇ on E and a linear self-adjoint bundle map F ∈ C∞(EndE)
such that
D∗D = ∇∗∇+ F.
Proposition 7.1. Let D be as above and consider the operator
HV = D
∗D + V = ∇∗∇+ F + V,
where V = V + + V − be as in Assumption A. Then Dom(HV,max) ⊂W 1,2loc (E).
Proof. Let u ∈ Dom(HV,max). We need to prove that u ∈W 1,2loc (E). Clearly, it is enough to show
that for every x ∈M there is an open coordinate neighborhood U ∋ x and a constant CU such
that for all j = 1, . . . , n and all z ∈ C∞c (E|U ) we have∣∣ (∇ ∂
∂xj
u, z )
∣∣ ≤ CU ‖z‖.
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Let us fix x ∈ M and choose a coordinate neighborhood W1 of x. Let φ : M → [0, 1] be a
smooth function, whose support is contained in W1, which is identically equal to 1 near x. In
other words we assume that there exists an open neighborhood W2 of x, such that φ|W2 ≡ 1.
Set
Hφ := ∇∗∇+ φ(F + V )φ.
Since F is smooth, the potential φ(F + V )φ satisfies Assumption A. Hence, by Proposition 6.1
and Corollaries 6.8 and 6.9, the operator Hφ is essentially self-adjoint, bounded below, and
Dom(Hφ,max) ⊂W 1,2(E).
Choose an open neighborhood U ⊂ W2 of x and a smooth function ψ : M → [0, 1] whose
support is contained in W2, such that ψ|U ≡ 1.
Lemma 7.2. There exist a constant C1 = C1(u, φ, ψ) such that
|(ψu,Hφs)| ≤ C1
( ‖s‖+ ‖∇s‖ ), for all s ∈ Dom(Hφ,max).
Proof. Fix s ∈ Dom(Hφ,max). Since Hφ is essentially self-adjoint on C∞c (E), there exists a
sequence sk ∈ C∞c (E), which converges to s in the graph-norm of Hφ. Since Dom(Hφ,max) ⊂
W 1,2(E), we have sk → s also in the topology of W 1,2(E). Hence,
lim
k→∞
|(ψu,Hφsk)| = |(ψu,Hφs)|; lim
k→∞
(
‖sk‖+ ‖∇sk‖
)
= ‖s‖+ ‖∇s‖.
It follows that it is enough to prove the lemma for the case when s ∈ C∞c (E), which we will
henceforth assume.
Since the support of ψ is compact, we conclude from Lemma 6.4 that ψHV −HV ψ defines a
continuous map W 1,2(E)→ L2(E). Hence, there exists a constant C > 0 such that
‖ψHV s−HV (ψs)‖ ≤ C(‖s‖+ ‖∇s‖). (7.1)
Since φ|suppψ ≡ 1 we have ψHφ = ψHV . Thus, using (7.1), we obtain
|(ψu,Hφs)| = |(u, ψHV s)| ≤ |(u,HV (ψs))| +C(‖s‖+ ‖∇s‖)‖u‖ ≤ |(HV u, ψs)|
+ C(‖s‖+ ‖∇s‖)‖u‖ ≤ ‖HV u‖‖ψs‖ + C(‖s‖+ ‖∇s‖)‖u‖ ≤ C1(‖s‖+ ‖∇s‖),
where C1 = C‖u‖+ ‖HV u‖.
Lemma 7.3. There exist positive constants a < 1, C2 such that
(Hφs, s) ≥ (1− a)‖∇s‖2 −C2‖s‖2, s ∈ Dom(Hφ,max). (7.2)
Proof. As in the proof of Lemma 7.2, it is enough to prove (7.2) for s ∈ C∞c (E), which we will
henceforth assume. By Lemma 6.2, there exist positive constants a′ < 1, C ′ such that∣∣ (φV−(φs), s ) ∣∣ ≤ a′ ∥∥∇(φs)∥∥2 + C ′‖s‖2, s ∈ C∞c (E). (7.3)
Fix ǫ > 0 such that a := a′(1 + ǫ) < 1. Set m1 := maxx∈M |dφ(x)|. Then∥∥∇(φs)∥∥2 ≤ ( ‖∇s‖+m1‖s‖ )2 ≤ (1 + ǫ) ‖∇s‖2 + (1 + 1/ǫ)m21 ‖s‖2. (7.4)
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Combining (7.3) and (7.4) we obtain∣∣ (φV−(φs), s ) ∣∣ ≤ a ‖∇s‖2 + C ′′‖s‖2, (7.5)
where C ′′ = C ′+a′(1+1/ǫ)m21. Setm2 = maxx∈M |φFφ|. From (7.5) and the inequality V+ ≥ 0,
we obtain
(Hφs, s) ≥ (∇∗∇s, s) − |(φV−φs, s)| − |(φFφs, s)| ≥ (1 − a)‖∇s‖2 − (C ′′ + m2)‖s‖2.
We return to the proof of Proposition 7.1. Fix z ∈ C∞c (E|U ) and j ∈ {1, . . . , n}. Since the
operator Hφ is essentially self-adjoint and bounded below, for sufficiently large λ≫ 0, the map
Hφ + λ : Dom(Hφ,max)→ L2(E) is bijective. Set
s = (Hφ + λ)
−1∇∗∂
∂xj
z,
where ∇∗∂
∂xj
denotes the formal adjoint of ∇ ∂
∂xj
. Then, using Lemma 7.3, we obtain(
(Hφ + λ)s, s
) ≥ (1− a)‖∇s‖2 + (λ− C2)‖s‖2. (7.6)
Thus, if λ > C2, then
(
(Hφ + λ)s, s
)
> 0. Since s ∈ Dom(Hφ,max) ⊂W 1,2(E), we get(
(Hφ + λ)s, s
)
= (∇∗∂
∂xj
z, s) = (z,∇ ∂
∂xj
s).
For every ǫ > 0, we have(
(Hφ + λ)s, s
)
= (z,∇ ∂
∂xj
s) ≤ ‖z‖
( ∫
U
|∇ ∂
∂xj
s|2 dµ
)1/2
≤ ǫ
2
∫
U
|∇ ∂
∂xj
s|2 dµ+ 1
2ǫ
‖z‖2 ≤ ǫC3
2
‖∇s‖2 + 1
2ǫ
‖z‖2, (7.7)
where C3 is the supremum of the length of the vector
∂
∂xj
on U . Combining (7.6) and (7.7), we
get
‖∇s‖+ ‖s‖ ≤ C4‖z‖ (7.8)
for some constant C4. Using Lemma 7.2 and (7.8) we get
|(u,∇∗∂
∂xj
z)| = |(ψu,∇∗∂
∂xj
z)| = |(ψu, (Hφ + λ)s| ≤ C1(‖∇s‖+ ‖s‖) + C5‖s‖ ≤ C6‖z‖,
where C5 = ‖ψu‖ and C6 = (C1 + C5)C4.
8. Quadratic forms and the essential self-adjointness of HV+
Suppose that the operator HV = D
∗D + V satisfies Assumptions A and B. Throughout this
section we assume that
(HV u, u) ≥ ‖u‖2, for all u ∈ C∞c (E). (8.1)
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8.1. Recall that W−1,2loc (E) is the dual space to W
1,2
comp(E). It follows that the intersection
W−1,2loc (E) ∩ L1loc(E) consists of the sections v ∈ L1loc(E) satisfying the following property: for
each compact set K ⊂M , there exists a constant CK,v > 0 such that∫
〈v, s〉 dµ ≤ CK,v‖s‖W 1,2 , for all s ∈ C∞c (E), supp s ⊂ K,
where ‖ · ‖W 1,2 denotes the norm in the space W 1,2(E), cf. (6.11).
Lemma 8.2. For all u ∈W 1,2loc (E) we have V−u ∈W−1,2loc (E) ∩ L1loc(E).
Proof. It follows from Lemma 6.2 by polarization that, for each compact set K ⊂ M , there
exists a constant CK > 0 such that∣∣∣ ∫ 〈V−s1, s2〉 dµ ∣∣∣ ≤ CK ‖s1‖W 1,2 ‖s2‖W 1,2 , s1, s2 ∈ C∞c (E), supp s2 ⊂ K. (8.2)
Since the statement of Lemma is local, we can assume that u is supported in a coordinate
neighborhood. Let us fix such u ∈ W 1,2comp(E) and let uρ = J ρu be as in Sect. 5.12. It follows
from Lemma 5.13, that uρ → u as ρ→ 0 both in the space W 1,2(E) and in the space L2(E). In
particular, ‖uρ‖W 1,2 is bounded for 0 < ρ < 1. Hence, by (8.2), for every compact K ⊂M there
exists a constant CK,u > 0, such that∣∣∣ ∫ 〈V−uρ, s〉 dµ ∣∣∣ ≤ CK,u‖s‖W 1,2 , s ∈ C∞c (E), supp s ⊂ K, 0 < ρ < 1. (8.3)
Since uρ → u in L2loc(E), we have V−uρ → V−u in L1loc(E). Hence,
lim
ρ→0+
∫
〈V−uρ, s〉 dµ =
∫
〈V−u, s〉 dµ. (8.4)
Combining (8.3) and (8.4), we obtain∣∣∣∫ 〈V−u, s〉 dµ∣∣∣ ≤ CK,u‖s‖W 1,2 , s ∈ C∞c (E), supp s ⊂ K,
which ends the proof.
Below we will often denote by (·, ·) the duality betweenW−1,2comp(E) andW 1,2loc (E). The following
lemma shows that this notation will not lead to a confusion.
Lemma 8.3. Let u ∈ L2comp(E) ⊂W−1,2comp(E), v ∈W 1,2loc (E). Then
(u, v) :=
∫
〈u, v〉 dµ = (u, v)′,
where (·, ·)′ denotes the duality between W−1,2comp(E) and W 1,2loc (E) extending the L2-scalar product
from C∞c (E) by continuity.
Proof. Using a partition of unity we can assume again that u and v are supported in a coordinate
neighborhood, so we can use the Friedrichs mollifiers. Let uρ = J ρu, vρ = J ρv be as in Sect. 5.12.
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It follows from Lemma 5.13, that uρ → u as ρ → 0 both in W−1,2(E) and in L2(E). Similarly,
vρ → v in W 1,2(E) and in L2(E). Then
(u, v) = lim
ρ→0+
(uρ, vρ) = lim
ρ→0+
(uρ, vρ)′ = (u, v)′.
The following lemma is due to H. Bre´zis and F. Browder [9].
Lemma 8.4. Let A ∈ L2loc(EndE) be a non-negative bundle map (i.e. for every x ∈ M the
endomorphism Ax : Ex → Ex has a non-negative quadratic form), and let u ∈ W 1,2comp(E).
Assume that Au ∈W−1,2comp(E), so in fact Au ∈W−1,2comp(E)∩L1comp(E). Then 〈Au, u〉 ∈ L1comp(M)
and ∫
〈Au, u〉 dµ = (Au, u), (8.5)
where (·, ·) denotes the duality between W−1,2comp(E) and W 1,2loc (E) extending the L2-scalar product
from C∞c (E) by continuity.
Proof. For the convenience of the reader we provide a proof, which slightly differs from the one
given in [9]. Using a partition of unity we can assume that A is supported in a coordinate
neighborhood. Since u is only relevant in a neighborhood of suppA, we can assume that u is
supported in the same coordinate neighborhood. Let v ∈W 1,2(E) ∩ L∞(E). We claim that∫
〈Au, v〉 dµ = (Au, v). (8.6)
Indeed, denote (Au)ρ = J ρ(Au). It follows from Lemma 5.13, that (Au)ρ → Au as ρ→ 0 both
in W−1,2comp(E) and in L1comp(E). Hence,
(Au, v) = lim
ρ→0+
(
(Au)ρ, v
)
= lim
ρ→0+
∫ 〈
(Au)ρ, v
〉
dµ. =
∫
〈Au, v〉 dµ.
For every R > 0 define the truncation uR of u by the formula
uR(x) =
{
u(x), if |u(x)| ≤ R;
R u(x)|u(x)| , if |u(x)| > R.
It follows from Theorem A of the Appendix in [52] that uR ∈ W 1,2comp(E) for all R > 0 and that
uR → u as R→∞ in W 1,2comp(E). Hence,
(Au, u) = lim
R→∞
(Au, uR) = lim
R→∞
∫
〈Au, uR〉 dµ, (8.7)
where the last equality follows from (8.6). By our assumption, 〈A(x)u(x), u(x)〉 ≥ 0 for almost
all x ∈M . Hence, 〈A(x)u(x), uR(x)〉 increases with R for almost all x ∈M . The lemma follows
now from the monotone convergence theorem.
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Remark 8.5. More general results can be found e.g. in [10], [11], [15]. Note that the statement
of the lemma is not completely trivial. For example, if w, v are scalar functions, w ∈W−1,2loc ∩L1loc
and v ∈ W 1,2comp, then it might happen that wv is not in L1comp, so that the integral
∫
wv dµ is
not well defined (even though (w, v) is perfectly well defined from the duality between W−1,2
and W 1,2) – see e.g. an example provided in [10]. In fact, if w ∈ L1loc is fixed, then the condition
that wv is in L1loc for every v ∈ W 1,2comp is equivalent to the inclusion |w| ∈ W−1,2loc (this follows
e.g. from [57], Theorem 2 in Sect. 8.4.4).
8.6. Applying Lemma 8.4 to the bundle map A = −V− and using Lemma 8.2, we see that∫
〈V−u, u〉 dµ = (V−u, u) (8.8)
is finite for all u ∈W 1,2comp(E). Consider the expression hV (u) defined by
hV (u) = ‖Du‖2 +
∫
〈V−u, u〉 dµ +
∫
〈V+u, u〉 dµ ≤ +∞, u ∈W 1,2comp(E).
The main result of this section is the following
Proposition 8.7. Assume that hV (u) ≥ ‖u‖2 for all u ∈ C∞c (E). Then
hV (u) ≥ ‖u‖2, for all u ∈W 1,2comp(E). (8.9)
The proof of the proposition occupies the rest of this section.
The following simple “integration by parts” lemma follows e.g. from Theorem 7.7 in [78].
Lemma 8.8. The equality
(Du, v) = (u,D∗v)
holds if one of the sections u, v has compact support and u ∈ L2loc(E), v ∈ W 1,2loc (F ) or, vice
versa, u ∈W 1,2loc (E), v ∈ L2loc(F ). Here (·, ·) is understood as either the scalar product in L2 or
the duality between W−1,2comp and W 1,2loc extending the L
2-scalar product from C∞c (E) by continuity.
The following well-known lemma (cf. M. Gaffney [30]), whose proof we reproduce for com-
pleteness, provides us with a sufficient amount of “cut-off” functions to be used later.
Lemma 8.9. Suppose that g is a complete Riemannian metric on a manifold M . Then there
exists a sequence of Lipschitz functions {φk} with compact support on M such that
i. 0 ≤ φk ≤ 1 and |dφk| ≤ 1k , where |dφk| denotes the length of the cotangent vector dφk
induced by the metric g;
ii. limk→∞ φk(x) = 1, for any x ∈M .
Proof. Let d be the distance function with respect to the metric g. Fix x0 ∈ M , and put
P (x) = d(x, x0). Then P (x) is Lipschitz, hence differentiable almost everywhere. Moreover,
|dP | ≤ 1. The completeness condition ∫∞ ds =∞, where ds is the arc-length element associated
to g, means that P (x)→∞, as x→∞.
Consider a function χ ∈ C∞c (R) such that 0 ≤ χ ≤ 1, χ = 1 near 0, and |χ′| ≤ 1. Put
φk(x) = χ
(
P (x)
k
)
. Clearly, φk has desired properties.
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The following lemma is an analogue of (5.3) from [79].
Lemma 8.10. For any u ∈ Dom(HV,max) ⊂W 1,2loc (E), and any Lipschitz function with compact
support ψ : M → R
hV (ψu) = Re(ψHV u, ψu) + ‖Dˆ(dψ)u‖2. (8.10)
Proof. Since u ∈ W 1,2loc (E) we have D∗Du ∈ W−1,2loc (E). By Lemma 8.2, we also have V−u ∈
W−1,2loc . Hence, V+u = HV u−D∗Du− V−u ∈W−1,2loc . Hence, by Lemma 8.4, we obtain∫ 〈
V+(ψu), ψu
〉
dµ =
(
V+(ψu), ψu
)
< ∞.
In particular, hV (ψu) <∞. Also, using Lemma 8.3, we obtain
(ψHV u, ψu) =
(
ψD∗Du,ψu
)
+
(
V+(ψu), ψu
)
+
(
V−(ψu), ψu
)
=
(
ψD∗Du,ψu
)
+
∫ 〈
V+(ψu), ψu
〉
dµ +
∫ 〈
V−(ψu), ψu
〉
dµ. (8.11)
Here, in the left hand side (·, ·) denotes the L2-scalar product, while later in this equality it
stands for the duality between W−1,2comp(E) and W 1,2loc (E).
Using the integration by parts lemma 8.8, we get
(D(ψu),D(ψu)) = (Dˆ(dψ)u,D(ψu)) + (ψDu,D(ψu)) = (Dˆ(dψ)u,D(ψu)) + (Du,ψD(ψu))
= (Dˆ(dψ)u, Dˆ(dψ)u) + (Dˆ(dψ)u, ψDu) − (Du, Dˆ(dψ)ψu) + (Du,D(ψ2u))
= ‖Dˆ(dψ)u‖2 + 2i Im(Dˆ(dψ)u, ψDu) + (ψD∗Du,ψu).
Adding this formula with its complex conjugate and dividing by 2, we obtain
(D(ψu),D(ψu)) = ‖Dˆ(dψ)u‖2 +Re(ψD∗Du,ψu).
Now the equality (8.10) follows now from (8.11).
Proposition 8.11. Suppose HV+ (with V+ ∈ L2loc(EndE), V+ ≥ 0) satisfies Assumption B.
(This is true, in particular, if n ≤ 3 or if D∗D has a scalar principal symbol, and also true if
V+ ∈ Lploc(EndE) with p > n/2 for n ≥ 4.) Then the operator HV+ = D∗D + V+ is essentially
self-adjoint on C∞c (E).
Proof. By Theorem X.26 from [64] it is enough to prove that if u ∈ L2(E) and (HV+ + 1)u = 0,
then u = 0.
Indeed, for any such u we have u ∈ Dom(HV+,max). Take φk as in Lemma 8.9. By Lemma 8.10,
with V = V+, we get
hV+(φku) = Re(φkHV+u, φku) + ‖Dˆ(dφk)u‖2 = −‖φku‖2 + ‖Dˆ(dφk)u‖2. (8.12)
Since hV+(φku) ≥ 0, equation (8.12) implies
‖φku‖2 ≤ hV+(φku) + ‖φku‖2 = ‖Dˆ(dφk)u‖2 ≤
m
k2
‖u‖2, (8.13)
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where m = dim(Ex). The last inequality in (8.13) is true by Lemma 8.9 and (2.5). Taking limit
as k →∞ we get ‖u‖ = 0.
We need the following well known abstract
Lemma 8.12. Let H be a Hilbert space and let D ⊂ H be a linear subspace. Let A : D → H
be an essentially self-adjoint operator in H. Suppose h is a closed positive quadratic form on H
with domain Q(h) ⊃ D such that
h(u, v) = (Au, v), for all u ∈ D, v ∈ Q(h), (8.14)
where h(u, v) is the sesquilinear form defined from h via polarization. Then the closure A¯ of A
is the operator associated to h via the Friedrichs construction, cf. [64, §X.23]. In particular, D
is the core of h.
Proof. Let B be the self-adjoint operator associated to h via the Friedrichs construction. Recall
that the domain Dom(B) consists of the vectors u ∈ Q(h) such that the map
lu : v 7→ h(u, v), v ∈ Q(h),
is continuous if we endow Q(h) with the norm which it inherits from H. In this case Bu is
defined from the formula
h(u, v) = (Bu, v), v ∈ Q(h). (8.15)
We are ready now to prove the lemma. It follows from (8.14) that the map lu is continuous
for all u ∈ D. In other words D ⊂ Dom(B). Comparing (8.14) and (8.15) we conclude that
Bu = Au for all u ∈ D. Thus B is a self-adjoint extension of A. Since A is essentially self-adjoint
it has a unique self-adjoint extension and A¯ = B.
Let us consider the expression
hV +(u) = ‖Du‖2 +
∫
〈V+u, u〉 dµ,
where hV + is viewed as a quadratic form with the domain
Q(hV +) =
{
u ∈ L2(E) ∩W 1,2loc (E) : hV +(u) < +∞
}
.
Clearly, hV + is a closed positive form. Recall from Proposition 8.11 that the operator HV + is
essentially self-adjoint on C∞c (E).
Proposition 8.13. The closure of the operator HV + is the operator associated to the form hV +
via the Friedrichs construction. In particular, the space C∞c (E) is the core of the form hV +, i.e.
Q(hV +) is the closure of C
∞
c (E) with respect to this norm
‖u‖21 := ‖Du‖2 +
∫
〈V+u, u〉 dµ + ‖u‖2 .
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Proof. Since Q(hV +) ⊂W 1,2loc (E), it follows from the integration by parts lemma 8.8, that
(HV +u, v) = (D
∗Du, v) +
∫
〈V+u, v〉 dµ = (Du,Dv) +
∫
〈V+u, v〉 dµ = hV +(u, v),
for all u ∈ C∞c (E), v ∈ Q(hV +). Hence, applying Lemma 8.12 ends the proof.
For any compact set K ⊂M define
V
(K)
− (x) =
{
V−(x), x ∈ K
0, otherwise
, V (K) = V
(K)
− + V+.
Note that
∣∣∣∫ 〈V (K)− u, u〉dµ∣∣∣ = |(V (K)− u, u)| <∞ for all u ∈W 1,2loc (E) by (8.8).
Lemma 8.14. Suppose vk → v in ‖ · ‖1. Then limk→∞(V (K)− vk, vk) = (V (K)− v, v).
Proof. By definition of ‖ · ‖1, we have
lim
k→∞
‖D(v − vk)‖ = 0, lim
k→∞
‖v − vk‖ = 0, (8.16)
where ‖ · ‖ means the L2 norm. Let us fix φ ∈ C∞c (M), such that φ = 1 on a neighborhood of
K. Then, from (8.16) we obtain
lim
k→∞
‖D(φv − φvk)‖ ≤ lim
k→∞
‖Dˆ(dφ)(v − vk)‖+ lim
k→∞
‖φD(v − vk)‖ = 0.
In other words, φvk converges to φv in W
1,2
comp(E). It follows now from Lemma 6.2 (or, more
precisely, from the equation (8.2)) that
lim
k→∞
(V
(K)
− vk, vk) = lim
k→∞
(V
(K)
− φvk, φvk) = (V
(K)
− φv, φv) = (V
(K)
− v, v).
8.15. Proof of Proposition 8.7. Fix u ∈W 1,2comp(E) and let K ⊂M be a compact set, which
contains a neighborhood of suppu. Define
hV (K)(u) = ‖Du‖2 +
∫
〈V+u, u〉 dµ +
∫
〈V (K)− u, u〉 dµ = hV+(u) + (V (K)− u, u).
If hV (u) = +∞ then the inequality (8.9) is tautologically true. Hence, we can assume that
hV (u) < +∞. In particular, u ∈ Q(hV+). By Proposition 8.13, there exists a sequence uk ∈
C∞c (E) such that ‖uk − u‖1 → 0 as k →∞. Using (8.1) and Lemma 8.14, we obtain
hV+(u) + (V
(K)
− u, u) = lim
k→∞
hV+(uk) + lim
k→∞
(V
(K)
− uk, uk)
= lim
k→∞
hV (K)(uk) ≥ lim
k→∞
hV (uk) ≥ lim
k→∞
‖uk‖2 = ‖u‖2. 
Corollary 8.16. Let δ, q and V be as in Theorem 2.7. Then
δ(Du,Du) + (V u, u) ≥ −(qu, u) for all u ∈W 1,2comp(E).
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Proof. It is enough to prove that
(Du,Du) + δ−1
(
(V + q)u, u
) ≥ 0, for all u ∈W 1,2comp(E).
This follows immediately from Proposition 8.7
9. Proof of Theorem 2.7
Throughout this section we assume that V satisfies the conditions of Theorem 2.7.
Lemma 9.1. Let 0 ≤ ψ ≤ q−1/2 ≤ 1 be a Lipschitz function with compact support and set
C =
√
m ess sup
x∈M
|dψ(x)| := ess sup
x∈M
(
Re Tr
((
D̂(dψ)
)∗
D̂(dψ)
))1/2
.
Then, for any u ∈ Dom(HV,max) we have
‖ψDu‖2 ≤ 2
1− δ
((
1 +
2C2(1 + δ)2
1− δ
)
‖u‖2 + ‖u‖‖HV u‖
)
, (9.1)
where ‖ · ‖ denotes the L2-norm.
Proof. First note that by Remark 2.6,
ess sup
x∈M
|D̂(dψ)| ≤ C.
Let u ∈ Dom(HV,max). Then by Assumption B, u ∈ W 1,2loc (E). Hence, ψ2Du ∈ L2comp(F ). This
allows application of the integration by parts Lemma 8.8, which implies
‖ψDu‖2 = (D∗(ψ2Du), u) = (ψ2D∗Du, u) + 2(ψD̂∗(dψ)Du, u)
= Re(ψ2D∗Du, u) + 2Re(ψD̂∗(dψ)Du, u) ≤ Re(ψ2D∗Du, u) + 2C‖ψDu‖‖u‖.
Furthermore,
Re(ψ2D∗Du, u) ≥ (ψDu,ψDu) − 2C‖ψDu‖‖u‖
= (D(ψu),D(ψu)) − (Dˆ(dψ)u, ψDu) − (ψDu, Dˆ(dψ)u) − 2C‖ψDu‖‖u‖
≥ (D(ψu),D(ψu)) − 4C‖ψDu‖‖u‖.
Hence, by Corollary 8.16,
(1− δ)‖ψDu‖2 ≤ (1− δ)Re(ψ2D∗Du, u) + 2C(1− δ)‖ψDu‖‖u‖
= Re(ψ2HV u, u) − δRe(ψ2D∗Du, u) − (ψ2V u, u) + 2C(1− δ)‖ψDu‖‖u‖
≤ ‖HV u‖‖u‖ − δ(D(ψu),D(ψu)) − (V (ψu), ψu) + 2C(1 + δ)‖ψDu‖‖u‖
≤ ‖HV u‖‖u‖ + (qψu, ψu) + 2C(1 + δ)‖ψDu‖‖u‖
≤ ‖HV u‖‖u‖ + ‖u‖2 + 2C(1 + δ)‖ψDu‖‖u‖.
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Using the inequality 2ab ≤ εa2 + b2ε (a, b ∈ R), with ε = 1−δ2(1+δ)2 , we obtain
2(1 + δ)C‖ψDu‖‖u‖ ≤ 1− δ
2
‖ψDu‖2 + 2C2 (1 + δ)
2
1− δ ‖u‖
2.
Therefore,
(1− δ)‖ψDu‖2 ≤ 1− δ
2
‖ψDu‖2 +
(
1 +
2C2(1 + δ)2
1− δ
)
‖u‖2 + ‖u‖‖HV u‖,
and (9.1) immediately follows.
Lemma 9.2. Suppose that the metric gTM is complete (as described in Sect. 2.5). Let q be as
in Theorem 2.7, and let u ∈ Dom(HV,max). Then q−1/2Du ∈ L2(F ) and
‖q−1/2Du‖ ≤ 2
1− δ
((
1 +
2L2(1 + δ)2
1− δ
)
‖u‖2 + ‖u‖‖HV u‖
)
. (9.2)
Proof. Using a sequence φk of Lipschitz functions from Lemma 8.9, define ψk = φk ·q−1/2. Then
0 ≤ ψk ≤ q−1/2, and |dψk| ≤ |dφk| · q−1/2 + φk|dq−1/2|. Therefore, |dψk| ≤ 1k + L, where L is
the Lipschitz constant of q−1/2. Since ψk(x)→ q−1/2(x) as k →∞, the dominated convergence
theorem applied to (9.1) with ψ = ψk immediately implies (9.2).
9.3. Proof of Theorem 2.7. Let u, v ∈ Dom(HV,max), and let φ ≥ 0 be a Lipschitz function
with compact support. By Remark 2.8 the metric gTM is complete. From Lemma 9.2, we see
that q−1/2Du and q−1/2Dv belong to L2(F ).
By Assumption B, the sections u and v belong to W 1,2loc (E). Hence, Du,Dv ∈ L2loc(F ). Using
Lemma 8.8, we obtain
(φu,D∗Dv) = (D(φu),Dv) = (D̂(dφ)u,Dv) + (φDu,Dv)
(D∗Du, φv) = (Du,D(φv)) = (Du, D̂(dφ)v) + (φDu,Dv)
By (2.5), ess sup
x∈M
|D̂(dφ)| ≤ √m ess sup
x∈M
|dφ(x)|, where |dφ| denotes the length of the covector dφ
in gTM . Therefore,
|(φu,HV v)− (HV u, φv)| ≤ |(D̂(dφ)u,Dv)| + |(Du, D̂(dφ)v)|
≤ √m ess sup
x∈M
(
|dφ|q1/2
)
·
(
‖u‖‖q−1/2Dv‖+ ‖v‖‖q−1/2Du‖
)
. (9.3)
Consider a metric g := q−1gTM . Denote the length a covector in this metric by | · |g. By
condition (iii) of the theorem this metric is complete. Using this metric, take a sequence of
Lipschitz functions {φk} as in Lemma 8.9. Since |dφk|g = q1/2|dφk|, we obtain q1/2|dφk| ≤ 1k .
Therefore, ess sup
x∈M
(|dφk|q1/2(x)) ≤ 1k . Using (9.3), we obtain
|(φku,HV v)− (HV u, φkv)| ≤
√
m
k
(
‖u‖‖q−1/2Dv‖+ ‖q−1/2Du‖‖v‖
)
→ 0, as k →∞.
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On the other side, by the dominated convergence theorem we have
(φku,HV v)− (HV u, φkv) → (u,HV v)− (HV u, v) as k →∞.
Thus (HV u, v) = (u,HV v), for all u, v ∈ Dom(HV,max). Therefore, HV is essentially self-adjoint.

10. Proof of Theorem 2.13
We proceed as in §5.1 of [79]. Since HV is semi-bounded below, there exists a constant C > 0,
such that HV ≥ −C on C∞c (E).
Adding (C + 1)I to HV we may assume that HV ≥ I on C∞c (E), i.e.
(HV u, u) ≥ ‖u‖2, u ∈ C∞c (E).
It is well known (see, e.g., Theorem X.26 from [64]) that HV is essentially self-adjoint if and
only if the equation HV u = 0 has no non-trivial solutions in L
2(E) (understood in the sense
of distributions). Assume that HV u = 0, u ∈ L2(E). In particular, u ∈ Dom(HV,max). By
hypotheses, we know that u ∈W 1,2loc (E).
Let φk be the sequence of Lipschitz compactly supported functions from Lemma 8.9. Then,
φku belongs to W
1,2
comp(E), for any k = 1, 2, . . . .
Using Proposition 8.7, Lemma 8.10, and the equality HV u = 0, we obtain
‖φku‖2 ≤ hV (φku) = ‖Dˆ(dφk)u‖2 ≤ m
k2
‖u‖2.
The last inequality is true by Lemma 8.9 and (2.5). Since, ‖u‖ = limk→∞ ‖φku‖, we conclude
that u = 0. 
Appendix A. Friedrichs mollifiers
Let u ∈ (L1loc(Rn))m be a vector valued function on Rn. Let J ρ be an integral operator whose
integral kernel is jρ(x−y) Id, where Id is m×m identity matrix and jρ(x−y) is as in Sect. 5.12.
We define uρ = J ρu.
The main result of this appendix is the following proposition, which generalizes results of
K. Friedrichs [29] and T. Kato [47, Sect. 5, Lemma 2] to our vector valued setting.
Proposition A.1. Consider a second-order differential operator
L =
∑
i,k
∂i aik(x)∂k +
∑
i
bi(x)∂i + c(x), (A.1)
where aik(x), bi(x) and c are m×m-matrices, such that the matrix elements of aik(x) and bi(x)
are locally Lipschitz functions in Rn, and the matrix elements of c(x) belong to L∞loc(R
n). Let us
suppose that u ∈ (L1loc(Rn))m and Lu ∈ (L1loc(Rn))m. Assume, in addition, that
∂ku ∈ (L1loc(Rn))m if there exist x ∈ Rn, i ∈ {1, . . . , n} such that aik(x) 6= 0. (A.2)
Then Luρ → Lu in (L1loc(Rn))m.
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Remark A.2. Note that the assumption (A.2) is tautologically true if L is a first order operator,
i.e., if aik ≡ 0 for all j, k. On the other extreme, if L is an elliptic second order differential
operator with smooth coefficients, then (A.2) is a consequence of our other assumptions u ∈
(L1loc(R
n))m and Lu ∈ (L1loc(Rn))m. This follows from standard elliptic regularity results, cf.,
e.g., the arguments at the end of the proof of Lemma 4.1. In fact, in this case it is enough to
assume that aik(x) and bi(x) are locally Lipschitz and c(x) is in L
∞
loc (cf. sketch of the proof in
[47, Sect. 5, Lemma 2]3).
In the proof we will use the following version of a Friedrichs result (cf. equation (3.8) in the
proof of Main Theorem in [29]).
Proposition A.3. Let Jρ be as in (5.13). Fix i ∈ {1, . . . , n} and let T = b(x)∂i, where b(x) is
a locally Lipschitz function in Rn. Assume that v ∈ L1loc(Rn). Then, as ρ→ 0+, we have
(JρT − TJρ)v → 0 in L1loc(Rn). (A.3)
The same holds if we replace T = b(x)∂i by T˜ = ∂i ·b, where b is understood as the multiplication
operator by b(x).
A.4. Proof of Proposition A.3. Since the statement of Proposition A.3 is local, it is enough
to prove it in the case when the support of b is compact and v ∈ L1(Rn), which we will henceforth
assume. Then Kρ := JρT − TJρ is a continuous operator L1(Rn)→ L1(Rn). Let ‖Kρ‖ denote
its norm.
We will use the fact that any locally Lipschitz function is differentiable almost everywhere and
its pointwise derivative coincides with its distributional derivative (in particular, the derivative
is in L∞loc). This allows to do integration by parts with Lipschitz functions in the same way as
if they are in C1 (see e.g. [57], Sect. 1.1 and 6.2).
We will start with establishing an analogue of Proposition A.3 for zero order operators.
Lemma A.5. If c ∈ L∞loc(Rn), and u ∈ L1loc(Rn), then cuρ−(cu)ρ → 0 in L1loc(Rn) as ρ→ 0+.
The same holds if u is a vector-function (with values in Cm) and c has values in m×m-matrices.
Proof. By Lemma 5.13(ii), both summands in the right hand side of the equation
cuρ − (cu)ρ = c (J ρu− u ) + ( cu− J ρ(cu) )
converge to 0 in (L1loc(R
n))m as ρ→ 0+.
Lemma A.6. Kρ : L1(Rn)→ L1(Rn) is the integral operator with Schwartz kernel
kρ(x, y) =
∂
∂yi
(
(b(x)− b(y))jρ(x− y)
)
. (A.4)
3It is assumed in [47] that aik and bi are in C
1 but the same argument can be carried through if we only
assume that they are Lipschitz.
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Proof. For all v ∈ C∞c (Rn) we have
(TJρv)(x) = b(x)
∂
∂xi
∫
jρ(x− y) v(y) dy =
∫
b(x)
∂
∂xi
(
jρ(x− y)
)
v(y) dy
=
∫
b(x)
(
− ∂
∂yi
jρ(x− y)
)
v(y) dy =
∫ (
− ∂
∂yi
(
b(x)jρ(x− y)
))
v(y) dy.
(JρTv)(x) =
∫
jρ(x− y) b(y) ∂
∂yi
v(y) dy =
∫ (
− ∂
∂yi
(
b(y) jρ(x− y)
))
v(y) dy.
Hence,
Kρv(x) =
∫
kρ(x, y) v(y) dy,
where kρ is given by (A.4). Since K
ρ is a continuous operator L1(Rn) → L1(Rn) the lemma is
proven.
Lemma A.7. There exists a constant C > 0, such that∫
|kρ(x, y)| dx ≤ C, for all y ∈ Rn, ρ > 0. (A.5)
In particular, ‖Kρ‖ ≤ C for all ρ > 0.
Proof. From (A.4), we obtain
kρ(x, y) = −∂b(y)
∂yi
jρ(x− y) +
(
b(x)− b(y) ) ∂
∂yi
jρ(x− y). (A.6)
We now estimate the integral of the absolute values of all terms in the right-hand side of (A.6).
Since
∫
jρ(x− y) dx = 1, we obtain∫ ∣∣∣ ∂b(y)
∂yi
jρ(x− y)
∣∣∣ dx ≤ ess sup
y∈supp b
∣∣∣ ∂b(y)
∂yi
∣∣∣ ≤ ess sup
y∈supp b
∣∣∇b(y) ∣∣. (A.7)
Recall that jρ(x) = ρ
−nj(ρ−1x), cf. Sect. 5.12. Hence, we obtain∫ ∣∣∣ ( b(x)− b(y) ) ∂
∂yi
jρ(x− y)
∣∣∣ dx ≤ ( ρ ess sup
ξ∈supp b
|∇b(ξ)|
)
· ρ−1
∫ ∣∣∣∂j(x)
∂xi
∣∣∣ dx. (A.8)
From (A.7) and (A.8) we see that (A.5) holds with C =
(
1+
∫
|∇j(x)| dx
)
ess sup
y∈supp b
∣∣∇b(y) ∣∣.
Recall that we assume that the support of b is compact. The following lemma summarizes
some additional properties of kρ(x, y).
Lemma A.8. i. Support of kρ is contained in the ρ-neighborhood of supp b×supp b ⊂ Rn × Rn;
ii. kρ(x, y) = 0 if |x− y| > ρ;
iii. there exists a constant C1 > 0, such that
∫ |kρ(x, y)|dx dy ≤ C1 for all ρ > 0;
iv.
∫
kρ(x, y) dy = 0 for all x ∈ Rn.
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Proof. (i) and (ii) follow immediately from (A.4). (iii) follows from (i) and (A.5). (iv) holds
because kρ is the derivative of the compactly supported function
(
b(x)− b(y))jρ(x− y).
We now return to the proof of Proposition A.3. In view of Lemma A.7 it is enough to prove
(A.3) for v ∈ C∞c (Rn). Using Lemmas A.7 and A.8 we obtain∫ ∣∣ (Kρv)(x) ∣∣ dx
=
∫ ∣∣∣ ∫ kρ(x, y) v(y) dy ∣∣∣ dx = ∫ ∣∣∣ ∫ kρ(x, y) ( v(y)− v(x) ) dy ∣∣∣ dx
≤ C1 max|x−y|≤ρ |v(y) − v(x)| ≤ C1ρ maxξ∈supp v
∣∣∇v(ξ) ∣∣ → 0, as ρ→ 0 + .
This proves the first part of Proposition A.3. To prove the second part note that
T˜ u = ∂i(bu) = Tu+ (∂ib)u,
so the desired result follows from the first part and Lemma A.5.
A.9. Proof of Proposition A.1. By (ii) in Lemma 5.13, (Lu)ρ − Lu → 0 in (L1loc(Rn))m as
ρ→ 0+. Thus it is enough to show that
Luρ − (Lu)ρ = (Luρ − Lu ) − ( (Lu)ρ − Lu ) → 0, in (L1loc(Rn))m as ρ→ 0 + . (A.9)
We will estimate the left hand side of (A.9) separately for zero, first, and second order terms
of the operator L, cf. (A.1). For the zero order terms we can use Lemma A.5. Proposition A.3
gives us desired result for the first order terms (for vector functions we should apply it separately
to each component of the vector). The following Lemma takes care of the second order terms.
Lemma A.10. Fix i, k ∈ {1, . . . , n} and u ∈ (L1loc(Rn))m such that ∂ku ∈ (L1loc(Rn))m. Let
a(x) be an m×m-matrix with locally Lipschitz coefficients. Then ∂i(a∂kuρ)− (∂i(a∂ku))ρ → 0
in (L1loc(R
n))m as ρ→ 0+.
Proof. Since J ρ commutes with ∂k, we have
∂i(a∂kJ ρu)− J ρ(∂i(a∂ku)) = ∂i(aJ ρ∂ku)− J ρ(∂i(a∂ku)) = ∂i(aJ ρv)− J ρ(∂i(av)),
(A.10)
where v = ∂ku ∈ (L1loc(Rn))m. The lemma follows now from (A.10) and Proposition A.3.
Combining Lemma A.5, Proposition A.3 and Lemma A.10 we obtain Proposition A.1. 
A.11. Proof of Proposition 5.14. Since the statement is local, we work in a coordinate
neighborhood U , where ∇∗∇ is given by (5.14). Using standard elliptic regularity argument
(cf., e.g., the arguments at the end of the proof of Lemma 4.1) we see that u ∈ W 1,1loc (E) i.e.
∂iu ∈ L1loc for all i = 1, . . . , n in any local coordinates. Hence Proposition A.1 immediately
gives: ∇∗∇uρ − (∇∗∇u)ρ → 0 in L1loc(E|U ), as ρ→ 0+. 
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Appendix B. Positivity
The content of this Appendix is mostly well known but we were not able to find an adequate
reference in the literature.
We will briefly describe classical positivity results for the Green function of the operator b+∆M
on a complete Riemannian manifold (M,g) with a smooth positive measure dµ. Here b > 0 and
∆M = d
∗d ≥ 0 is the scalar Laplacian, cf. Definition 5.4. Note, that if dµ is the Riemannian
volume form on M , then ∆M = −∆g, where ∆g is the metric Laplacian, ∆gu = div(gradu).
It is a classical fact, due to M. Gaffney [30], that the operator ∆g is essentially self-adjoint.
Gaffney’s argument works for ∆M without any change (for any measure dµ). We reproduce it in
the proof of Lemma 8.9. A more general statement about the essential self-adjointness of ∇∗∇
follows also from Proposition 8.11. (Note that Assumption A is tautologically true in this case,
while Assumption B follows from elliptic regularity.)
It follows that the operator b+∆M is also essentially self-adjoint and strictly positive. More
precisely,
((b+∆M )u, u) ≥ b(u, u), u ∈ C∞c (M), (B.1)
hence this holds for all u ∈ Dom(∆M,max). In particular, the spectrum of b + ∆M is a subset
of [b,+∞), hence the operator (b + ∆M )−1 is everywhere defined and bounded. Denote by
Gb = Gb(·, ·) its Schwartz kernel, which is locally integrable on M ×M , smooth (C∞) off the
diagonal in M ×M and has singularities on the diagonal which are easy to describe by a variety
of methods (e.g. using technique of pseudodifferential operators).
Theorem B.1. In the notations above,
Gb(x, y) ≥ 0 for all x, y ∈M, x 6= y. (B.2)
Proof. This proof was communicated to us by A. Grigoryan. It suffices to establish that
u(x) :=
∫
M
Gb(x, y)φ(y)dµ(y) ≥ 0, x ∈M, (B.3)
for any φ ∈ C∞c (M), φ ≥ 0. Clearly u = (b+∆M )−1φ ∈ L2(M) and it satisfies the equation
(b+∆M)u = φ. (B.4)
In particular, u ∈ C∞(M).
Note that the equation (B.4) has a unique solution u ∈ L2(M) (understood in the sense of
distributions). Now we will give a construction of a positive solution v ∈ L2(M) of this equation
which will end the proof since then we would have v = u due to the uniqueness.
Let us take a sequence of relatively compact open subsets with smooth boundary in M
Ω1 ⋐ Ω2 ⋐ · · · ⋐ Ωk ⋐ Ωk+1 ⋐ . . .
(i.e. Ωk is relatively compact in Ωk+1), such that they exhaust M , i.e. their union is M . For
any k denote by vk the solution of the following Dirichlet problem in Ωk(
b+∆M
)
vk = φ, vk|∂Ωk = 0. (B.5)
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We will only consider sufficiently large k, so that suppφ ⊂ Ωk. It follows from the maximum
principle that vk ≥ 0 and further that
0 ≤ vk ≤ vk+1 for all k.
So the sequence of functions v1, v2, . . . is increasing, hence there exists a pointwise limit
v(x) = lim
k→∞
vk(x), x ∈M.
Let us prove that it is in fact everywhere finite and locally bounded.
To this end multiply the equation in (B.5) by vkdµ and integrate over Ωk. Using the Stokes
formula, we obtain∫
Ωk
(bv2k + |dvk|2) dµ =
∫
Ωk
φvk dµ ≤ b
2
∫
Ωk
v2k dµ +
1
2b
∫
Ωk
φ2 dµ,
hence ∫
Ωk
(
b
2
v2k + |dvk|2
)
dµ ≤ 1
2b
∫
Ωk
φ2 dµ,
which gives, in particular, uniform estimate of the L2 norm of vk on any compact set in M .
Due to the standard interior elliptic estimates (see e.g. [87, Sect. 5.3]) this implies that every
derivative of vk is bounded uniformly in k on every compact set L ⊂ M , hence the sequence
vk converges in the topology of C
∞(M). Therefore v is everywhere finite, positive and satisfies
(B.4). Applying the Fatou theorem we also see that v ∈ L2(M). Therefore v = u, hence
u ≥ 0.
In a more general context, establishing positivity of a solution u for the equation (B.4) might
present a problem. Namely, assume that(
b+∆M
)
u = ν ≥ 0, u ∈ L2(M),
where the inequality ν ≥ 0 means that ν is a positive distribution, i.e. (ν, φ) ≥ 0 for any
φ ∈ C∞c (M). It follows that ν is in fact a positive Radon measure (see e.g. [31], Theorem 1 in
Sect. 2, Ch.II).
Conjecture P. In this situation u ≥ 0 (almost everywhere or, equivalently, as a distribution).
At a first glance it seems that the above proof (with φ ∈ C∞c (M) instead of ν) might work
in this case as well. But in fact it does not work without additional restrictions on u or M (see
Proposition B.2 below). Let us clarify what the difficulty is.
Taking a test function φ ∈ C∞c (M), φ ≥ 0, we need to prove that (u, φ) ≥ 0. Let us solve the
equation (b + ∆M )ψ = φ, ψ ∈ L2(M). We see then that ψ ∈ C∞(M) and ψ ≥ 0 according to
Theorem B.1. So we can write
(u, φ) =
(
u, (b+∆M )ψ ).
Now the right hand side can be rewritten as(
u, (b+∆M)ψ
)
=
(
(b+∆M )u, ψ
)
S
= (ν, ψ)S ,
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where the hermitian form (·, ·)S in the right hand side is obtained by extending the scalar
product in L2(M) by continuity (from C∞c (M)×C∞c (M)) to (non-degenerate) hermitian duality
of Sobolev spaces
H˜−2(M)× H˜2(M) → C, (B.6)
where H˜−2(M) = (b+∆M )L2(M), H˜2(M) = Dom(∆M,max) = Dom(∆M,min) with the Hilbert
structures transferred from L2(M) by the operator b+∆M , acting from L
2(M) to H˜−2(M) and
from H˜2(M) to L2(M). The norms in H˜2(M) and H˜−2(M) are given by the formulas
‖v‖2 =
∥∥ (b+∆M )v ∥∥, ∥∥ (b+∆M) f ‖−2 = ‖f‖, (B.7)
where ‖ · ‖ is the norm in L2(M).
The extension of the duality (B.6) from C∞c (M) × C∞c (M) is well defined because C∞c (M)
is dense in both spaces H˜−2(M) and from H˜2(M) in the corresponding norms (B.7). Indeed,
density of C∞c (M) in H˜2(M) means simply that (b+∆M )C∞c (M) is dense in L2(M). To establish
this, let us take f ∈ L2(M) which is orthogonal to (b+∆M )C∞c (M) in L2(M). This means that
(b+∆M )f = 0 in the sense of distributions, i.e. f is in the null-space of the maximal operator
(b+∆M )max. This implies that f = 0 due to the above mentioned essential self-adjointness and
strict positivity of b+∆M .
Similarly, density of C∞c (M) in H˜−2(M) means that (b+∆M)−1C∞c (M) is dense in L2(M).
To prove this, consider h ∈ L2(M) such that h is orthogonal to (b + ∆M )−1C∞c (M). Since
(b+∆M )
−1 is a bounded self-adjoint operator, this would imply that (b +∆M )−1h = 0, hence
h = 0.
Note that the space H˜2(M) is different (at least formally) from the space H22 (M) whose norm
includes arbitrary second-order covariant derivatives (see E. Hebey [33], Sect. 2.2). It seems
still unknown whether C∞c (M) is dense in H22 (M) (see Section 3.1 in [33]).
Now we need to know whether it is true or not that
(ν, ψ)S =
∫
M
ψν (B.8)
(the integral in the right hand side makes sense as the integral of a positive measure, though it
can be infinite.) If this is true then we are done because the integral is obviously non-negative.
A possible way to establish (B.8) is to present the function ψ as a limit
ψ = lim
k→∞
ψk,
where ψk ∈ C∞c (M), ψk ≥ 0, ψk ≤ ψk+1, and the limit is taken in the norm ‖ · ‖2. The equality
(B.8) obviously holds if we replace ψ by ψk, so in the limit we obtain the equality for ψ.
We can try to take ψk = χkψ, where χk ∈ C∞c (M), 0 ≤ χk ≤ 1, χk ≤ χk+1 and for every
compact L ⊂ M there exists k such that χk|L = 1. Then, obviously, ψk → ψ as k → +∞ in
L2(M). We also want to have ∆Mψk → ∆Mψ in L2(M). Clearly
∆Mψk = χk∆Mψ − 2〈dχk, dψ〉 + (∆Mχk)ψ.
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Obviously, χk∆Mψ → ∆Mψ in L2(M). Now note also that
‖dψ‖2 = (∆Mψ,ψ) ≤ 1
2
‖∆Mψ‖2 + 1
2
‖ψ‖2
and on the other hand dχk → 0 and ∆Mχk → 0 in C∞(M). Our goal will be achieved if we can
construct χk in such a way that
sup
x∈M
|dχk(x)| ≤ C, sup
x∈M
|∆Mχk(x)| ≤ C, (B.9)
where C > 0 does not depend on k. This leads to the following statement, communicated to us
by E. B. Davies:
Proposition B.2. Let us assume that (M,g) is a complete Riemannian manifold with a pos-
itive smooth measure, such that there exist cut-off functions χk, k = 1, 2, . . . , satisfying the
assumptions above. Then Conjecture P holds.
It is always possible (on any complete Riemannian manifold) to construct cut-off functions
χk satisfying all the conditions except the uniform estimate for ∆Mχk (i.e. the second estimate
in (B.9)). This was done by H. Karcher [45] (see also [79]). But the estimate of ∆Mχk presents
a difficulty. The following sufficient condition provides an important class of examples.
Proposition B.3. Let (M,g) be a manifold of bounded geometry with arbitrary measure dµ
having a positive smooth density. Then Conjecture P holds.
Proof. For the definition and properties of manifolds of bounded geometry see e.g. [67, 74]. In
particular, a construction of cut-off functions χk satisfying all the necessary properties on any
manifold of bounded geometry can be found in [74], p.61.
Remark B.4. Note that the bounded geometry conditions are not imposed on the measure dµ
which can be an arbitrary measure with a positive smooth density.
B.5. Example. Let us consider M = Rn with a metric g which coincides with the standard
flat metric g0 outside a compact set. Then Conjecture P holds. It can also be proved by using
invertibility of b + ∆M in the Schwartz space S(Rn), which in turn implies its invertibility in
the dual space S ′(Rn) consisting of tempered distributions.
Appendix C. Stummel and Kato classes
In this Appendix we will briefly review definitions and the most important properties of
Stummel and Kato classes of functions on Rn and on manifolds.
C.1. Stummel classes. Uniform Stummel classes on Rn were introduced by F. Stummel [84].
More details about Stummel classes and proofs can be found in Sect. 1.2 in [23], Ch. 5 and 9
in [72], and also [2, 83, 84].
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The (uniform) Stummel class Sn consists of measurable real-valued functions V on R
n, such
that
lim
r↓0
[
sup
x
∫
|x−y|≤r
|x− y|4−n |V (y)|2 dy
]
= 0 if n ≥ 5;
lim
r↓0
[
sup
x
∫
|x−y|≤r
ln(|x− y|−1) |V (y)|2 dy
]
= 0 if n = 4;
sup
x
∫
|x−y|≤r0
|V (y)|2 dy < ∞ if n ≤ 3.
Here r0 > 0 is arbitrarily fixed. Clearly, this class Sn is invariant under multiplication by
any real-valued bounded measurable function. It is also easy to see that if f ∈ Sn and a
diffeomorphism φ : Rn → Rn is linear near infinity, then φ∗f = f ◦ φ ∈ Sn. Therefore the
corresponding local version Sn,loc(M) is well defined for any manifold with dimM = n. We will
denote by Sn,comp(M) the class of functions f ∈ Sn,loc(M) which have compact support. Both
classes Sn,loc(M) and Sn,comp(M) are invariant under diffeomorphisms of M and also under
multiplication by any real-valued locally bounded measurable function.
There is the following relation of the local Stummel classes with Lp:
Lploc(M) ⊂ Sn,loc(M), if p > n/2 for n ≥ 4; p = 2 for n ≤ 3. (C.1)
The same holds for the classes of functions with compact support and for the uniform classes
Sn on R
n (if Lp(Rn) is replaced by the class Lpunif(R
n) which consists of functions u ∈ Lploc(Rn)
whose Lp-norms on all unit balls are bounded).
An important property of uniform Stummel classes is that if u ∈ Sk on Rk and π : Rn → Rk
is a surjective linear projection, then π∗u ∈ Sn. This obviously implies corresponding property
for the local Stummel classes with respect to submersions of manifolds.
The following domination property makes the Stummel classes important in the theory of
Schro¨dinger operators: if V ∈ Sn on Rn, then for any a > 0 there exists C > 0 such that
‖V u‖ ≤ a‖∆u‖+ C‖u‖, u ∈ C∞c (Rn), (C.2)
where ∆ is the flat Laplacian. It follows that if V ∈ Sn,loc(M), where dimM = n, then (2.2)
holds for V (substituted for |V−|) due to the fact that locally all elliptic operators of the same
order have equal strength.
C.2. Example. 1/|x| ∈ L2unif(R3), hence 1/|x| ∈ S3. It follows that 1/|xk − xl| ∈ S3N in R3N if
1 ≤ k < l ≤ N , xk, xl ∈ R3 and the points in R3N are presented in the form x = (x1, . . . , xN )
with xj ∈ R3. Therefore (C.2) implies that the domination relation
‖|xk − xl|−1u‖ ≤ a‖∆u‖+C‖u‖, u ∈ C∞c (R3N ), (C.3)
holds with an arbitrary a > 0 and C = C(a). Note however that |xk − xl|−1 6∈ L3N/2(R3N )
already for N = 2.
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C.3. Kato classes. The uniform Kato classes Kn are defined in a way which is similar to the
Stummel classes Sn and play the same role for domination of quadratic forms as the Stummel
classes play for operator domination. They were introduced by R. Beals [3] as a particular case
of more general classes from M. Schechter’s paper [71] (see also M. Schechter’s book [72] or its
first edition which was published in 1971). A year later this class was reinvented by T. Kato
[47] in his famous paper where the Kato inequality made its debut.
A good introduction to the Kato classes Kn can be found in Section 1.2 of [23]. They were
extensively studied by M. Aizenman and B. Simon [2] and B. Simon [82].
The (uniform) Kato class Kn consists of measurable real-valued functions V on R
n, such that
lim
r↓0
[
sup
x
∫
|x−y|≤r
|x− y|2−n |V (y)| dy
]
= 0 if n ≥ 3;
lim
r↓0
[
sup
x
∫
|x−y|≤r
ln(|x− y|−1) |V (y)| dy
]
= 0 if n = 2;
sup
x
∫
|x−y|≤r0
|V (y)| dy < ∞ if n = 1.
Here r0 > 0 is arbitrarily fixed. Again Kn is invariant under multiplication by any real-valued
bounded measurable function, as well as under diffeomorphisms of Rn which are linear near
infinity. So the corresponding local classKn,loc(M) is well defined for any manifold with dimM =
n, and we will denote by Kn,comp(M) the class of functions f ∈ Kn,loc(M) which have compact
support. Both classes Kn,loc(M) and Kn,comp(M) are invariant under diffeomorphisms of M
and also under multiplication by any real-valued locally bounded measurable function.
The relation similar to (C.1) holds for the Kato classes as well:
Lploc(M) ⊂ Kn,loc(M), if p > n/2 for n ≥ 2; p = 2 for n = 1.
The same holds for the classes of functions with compact support and for the uniform classes
Kn on R
n (if Lp(Rn) is replaced by the class Lpunif(R
n)).
As for the uniform Stummel classes, it is also true that if u ∈ Ks on Rs and π : Rn → Rs is a
surjective linear projection, then π∗u ∈ Kn. This obviously implies the corresponding property
for the local Kato classes with respect to submersions of manifolds.
The following domination property for quadratic forms makes the Kato classes important: if
V ∈ Kn on Rn, then for any a > 0 there exists C > 0 such that
|(V u, u)| ≤ a(∆u, u) + C‖u‖2, u ∈ C∞c (Rn).
The arguments given in Example C.2 can be repeated verbatim with Stummel classes replaced
by Kato classes.
Appendix D. More history
In this Appendix we will describe some related results and provide bibliographical comments.
This section complements Sect.2.16 where the most recent references were provided.
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This review is by no means complete. It would be next to impossible to make it complete.
(For example, MathSciNet, the database of American Mathematical Society, based on Mathe-
matical Review, lists more than 1000 related papers.) So except several landmark papers and
papers which were explicitly important for our work or closely related to it, we concentrated
on results about operators on manifolds. A comprehensive review of self-adjointness results for
one-dimensional operators can be found in N. Dunford and J. Schwartz [25]. About the multi-
dimensional case (for operators on Rn) the reader may consult M. Reed and B. Simon [64, Ch.
X], D. E. Edmunds and W. D. Evans [26], and also review papers by H. Kalf, U.-W Schminke,
J. Walter and R. Wu¨st [43], H. Kalf [41] and B. Simon [83]. We tried not to repeat these sources
unless this was relevant for the main text of our paper.
As many good stories in mathematics, this one was initiated by H. Weyl (1909-1910) in his
pioneering papers on spectral theory of one-dimensional symmetric singular differential operators
(see [90, 91, 92], and also [20, Ch. IX], [34, Ch. 13] or [55, Ch. II, Sect. 2]). Here “singular”
means that one or two ends of the interval where the operator is considered, is either infinite,
or has a singularity of the coefficients at this end. Depending on the asymptotic behavior of
solutions of the corresponding ordinary differential equation at a singular end of the interval,
where the operator is considered, H. Weyl classifies the situation at this end as the case of either
limit point or limit circle. In modern terminology (which appeared decades later, after invention
of quantum mechanics and its von Neumann mathematical formulation) the case of limit point
on both ends corresponds to essential self-adjointness.
Among the first authors who wrote about multi-dimensional Schro¨dinger operators HV =
−∆ + V in Rn we find T. Carleman [14] and K. Friedrichs [28] who independently proved the
essential self-adjointness in case when V is locally bounded and semibounded below. (Carleman’s
proof was reproduced in the book by I.M. Glazman [32, Ch. 1, Theorem 34].)
Moving closer to this day, consider a magnetic Schro¨dinger operator (on M = Rn) which has
the form
Hg,b,V = −
n∑
j,k=1
(∂j − ibj(x))gjk(x)(∂k − ibk(x)) + V (x), (D.1)
where the matrix gjk(x) (the metric) is assumed to be real, symmetric, positive definite, bj and
V are some real valued functions. Additional regularity conditions can be imposed on gjk, bj and
V . We will assume that the coefficients gjk are sufficiently smooth (at least locally Lipschitz).
We will write Hb,V for the operator Hg,b,V with the flat metric g
jk i.e gjk = δjk.
Assume first for simplicity that bj ∈ C1(Rn). We wish the operator Hb,V to be naturally
defined on C∞c (Rn). Then we need to assume that V ∈ L2loc(Rn).
The most dramatic improvement of the result by Carleman and Friedrichs in case of semi-
bounded below potentials V is due to T. Kato [47]. Kato established that the requirement of local
boundedness of V can be completely removed, so it is enough to require that V ∈ L2loc(Rn) and
V is semi-bounded below (even for the magnetic Schro¨dinger operator Hb,V with bj ∈ C1(Rn)).
What we now call Kato’s inequality, first appeared in this context in [47]. Namely, let us denote
by L the operator in (D.1) with V = 0, and by L0 the operator with bj = 0 and V = 0 (so
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L0 = −∆). Suppose also that u ∈ L1loc(Rn) and Lu ∈ L1loc(Rn). Then the following inequality
holds:
L0|u| ≤ Re(Lu · sign u¯),
where (signu)(x) = u(x)/|u(x)| if u(x) 6= 0, and 0 otherwise. The main result of the Kato’s
paper [47] was the essential self-adjointness of Hb,V with V = V1 + V2, where V1 ∈ L2loc(Rn),
V1 ≥ −f(|x|), f(r) is a monotone non-decreasing function of r = |x| which is o(r2) as r → ∞,
and V2 belongs to what is now called Kato’s class (cf. Appendix C). In particular, Kato was
first to establish essential self-adjointness of the operator HV with V ∈ L2loc(Rn), V ≥ 0, without
any global conditions on V .
Returning to a more general case of the operatorHb,V , now omit the requirement bj ∈ C1(Rn).
Then the natural requirements for the minimal operator to be well defined are b ∈ (L4loc(Rn))n,
div b ∈ L2loc(Rn) and V ∈ L2loc(Rn). Working under these minimal regularity conditions only,
H. Leinfelder and C. Simader [52] were able to improve Kato’s result by allowing V = V1 + V2,
where V1 ≥ −c|x|2 and V2 is ∆-bounded with a relative bound a < 1. In particular, if V is
semi-bounded below, then the above minimal regularity conditions on b and V are sufficient for
essential self-adjointness (see also [23, Ch. 1]). A non-trivial technique of non-linear truncations
is used in [52] to approximate functions from the maximal domain of the operator Hb,V and its
quadratic form by bounded functions.
A natural question (first formulated probably by I. M. Glazman), is as follows: can we replace
semi-boundedness below of the potential (in the Carleman-Friedrichs essential self-adjointness
result above) by semi-boundedness of the operator itself (i.e. semi-boundedness of the corre-
sponding quadratic form) on C∞c (Rn)? (In this case the potential may be not semi-bounded
below on some relatively “small” sets.)
It occurs that if we only require that V ∈ L2loc(Rn), then the semiboundedness below of HV
does not in general imply its essential self-adjointness as we can see from following example
(cf. [43, Ex. 1a], [81, Appendix 2] and in case n = 5 also [64, Example 4 in Sect.X.2]):
D.1. Example. Let HV = −∆ + V , where V = β|x|2 and n ≥ 5. Then HV is essentially self-
adjoint on C∞c (Rn) if and only if β ≥ β0 := 1 − (n−22 )2. HV is semibounded below if and only
if β ≥ −(n−22 )2. The first assertion follows from separation of variables, and the second follows
from the Hardy inequality (cf. [44]).
The first result about essential self-adjointness of semi-bounded differential operators is prob-
ably due to F. Rellich [65] who considered one-dimensional case and general Sturm-Liouville
operator on an interval with one or two singular ends. In case when M = Rn, V continuous,
and HV = −∆ + V is semibounded below, the essential self-adjointness of HV was proven by
A. Ya. Povzner [63, Th. 6, Ch. I]. (Povzner writes that the result was conjectured by I. M. Glaz-
man in a conversation between them. This happened not later than 1952 when the Povzner
paper was submitted. It is not clear whether Glazman knew about the existence of Rellich’s
paper.) Approximately 1.5 years after Povzner’s paper appeared in print, the question about
the self-adjointness of semi-bounded Schro¨dinger operator HV was asked by F. Rellich [66] in his
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Amsterdam talk at the International Congress of Mathematicians. Answering Rellich’s question,
E. Wienholtz [93] proved the following result:
Theorem D.2. Let Hg,b,V be elliptic, g
jk = gkj are bounded and in C3(Rn), bj ∈ C3(Rn), V
real continuous function. Suppose that Hg,b,V is semibounded below on C
∞
c (R
n). Then it is
essentially self-adjoint.
(Clearly neither Rellich nor Wienholtz were aware about the existence of Povzner’s paper. Wien-
holtz used a simpler method than Povzner. A simplified version of Wienholtz result is explained
in [32].) Wienholtz [93] also proved the same statement in case when, instead of continuity, the
potential V is required to belong to a global Stummel-type class.
The case of semi-boundedness of the operator HV is indeed essentially different from the
case of semi-bounded potential V . This is true even for n = 1 as becomes clear from an
example by J. Moser, which is described by F. Rellich [65] and also quoted by H. Kalf [40].
This example provides a semi-bounded Schro¨dinger operator HV in L
2(R) with smooth V such
that Dom(HV,max) is not contained in W
1,2(R) i.e. there exists u ∈ Dom(HV,max) such that
u′ /∈ L2(R). This can not happen if V is semi-bounded below as can be seen e.g. from Proposition
8.13.
There are many papers where the smoothness requirements on the coefficients in Theorem D.2
were relaxed in different directions (see e.g. results quoted in [43]). In particular, an important
step was done by C. Simader [80] who considered semibounded below operator HV = −∆+ V
with V = V1 + V2, where 0 ≤ V1 ∈ L2loc(Rn) and V2 satisfies a local Stummel type condi-
tion or a local domination condition. The proof is based on an observation that in this case
Dom(HV,max) ⊂ W 1,2loc (which is the most difficult part of the proof), and this is sufficient for
the essential self-adjointness. Following [79], we use the Simader ideas in the geometric context
of the present paper.
H. Bre´zis [8] introduced yet another domination type local requirement on V (“localized”
self-adjointness) which also implies the essential self-adjointness of semi-bounded operator HV
in Rn. Note also that F. S. Rofe-Beketov and H. Kalf [70] unified Simader [80] and Bre´zis [8]
results by a refined use of localized self-adjointness.
The smoothness requirements for the metric coefficients gjk can be relaxed too. For example,
M. A. Perel’muter and Yu. A. Semenov [62] proved essential self-adjointness of Hg,0,V under the
conditions V ≥ 0 and gjk − δjk ∈W 1,4(Rn).
A Povzner-Wienholtz-type result for matrix-valued Sturm-Liouville operators on intervals of
R, with coefficients in L1loc, was established by S. Clark and F. Gesztesy in their recent preprint
[19] which appeared after our paper was submitted.
Let us comment on the completeness condition in Theorem 2.13. This condition can not be
omitted. In fact, N. N. Ural’ceva [88] and S. A. Laptev [51] showed that there exist elliptic
operators Hg,0,0 on L
2(Rn), n ≥ 3, i.e. operators of the form
n∑
j,k=1
∂
∂xj
(
gjk(x)
∂
∂xk
)
,
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with smooth positive definite gjk such that C∞c (Rn) is not dense in the maximal domain Qmax of
the corresponding quadratic form. If this is true then the operator Hg,0,0 is not essentially self-
adjoint. This happens due to “rapid growth” of gjk, so the elements of the inverse matrix gjk are
“rapidly decaying” which means that Rn with the metric gjk is not complete. (S. A. Laptev [51]
also gives some sufficient conditions which insure that C∞c (Rn) is dense in Qmax.)
Amazingly, V. G. Maz’ya [56] (see also[57, Sect.2.7]) established that the cases n = 1, 2 are
special here. Using capacity, he proved that C∞c (Rn) is always dense in Qmax in case if n = 1
or n = 2.
It is possible that incompleteness of the metric is compensated by a specific behavior of V ,
so that the operator Hg,b,V is self-adjoint even though the metric g is not complete (see e.g.
A. G. Brusentsev [12, 13], H. O. Cordes [22, Ch.4] and references there).
Let us make some comments on Schro¨dinger-type operators which may be not semibounded
below. The first result as in Theorem 2.7 (but on M = Rn with standard metric and measure,
and with q = q(|x|)) for HV = −∆+V , where V ∈ L∞loc(Rn), is due to D. B. Sears [73] (see also
[86, Sect. 22.15 and 22.16], [5, Ch. 3, Theorem 1.1]), who followed an idea of an earlier paper
by E. C. Titchmarsh [85]. F. S. Rofe-Beketov [68] was apparently the first to allow the minorant
q(x) to be not radially symmetric, though he did not formulate the conditions geometrically. He
also proved, that the local inequality V ≥ −q can be replaced by an operator inequality
HV ≥ −δ∆ − q(x)
with a constant δ > 0. This allows some potentials which are not bounded below even locally.
I. Oleinik [58, 59, 60] demonstrated that this extends to the case of manifolds. He also provided
a geometric self-adjointness condition relating it to the classical completeness in the situation
which is not radially symmetric. Oleinik’s proof was simplified by M. Shubin [76], and then the
result was extended to magnetic Schro¨dinger operators in [77].
A first Sears-type result for Hb,V with locally singular V was obtained by T. Ikebe and
T. Kato [37] (still with a radial minorant for V ). The paper [77] extends this result to com-
plete Riemannian manifolds, allows non-radial minorant of V with Oleinik-type completeness
condition, though requires V to be locally bounded. By now we can also allow appropriate
singularities of V for magnetic Schro¨dinger operators considered in [77] since such operators are
a particular case of the ones allowed in Theorem 2.7.
A remarkable Sears-type result by A. Iwatsuka [38] seems to be the only one which explicitly
takes into account a direct involvement of magnetic field in essential self-adjointness. In his
result increasing magnetic field at infinity allows faster fall off of the scalar potential V to −∞.
(This fall off can be in fact arbitrarily fast depending on the growth of the magnetic field.)
B. M. Levitan [54] suggested a new proof of the Sears theorem, based on consideration of the
hyperbolic Cauchy problem
∂2u
∂t2
+Hu = 0, u|t=0 = f, ∂u
∂t
∣∣∣
t=0
= g, (D.2)
where H is the symmetric differential operator which we are investigating (e.g. H = Hg,b,V as in
(D.1)). Let us assume for a moment thatH is non-negative (or semi-bounded below) on C∞c (Rn).
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Then essential self-adjointness of H would follow if we know that for any f, g ∈ C∞c (Rn) the
problem (D.2) has a unique solution which is in L2(Rnx) for every t ∈ R (or even t ∈ [0, t0]
with some t0 > 0), because different self-adjoint extensions would generally produce different
solutions by the spectral theorem. The uniqueness in turn follows (by the Holmgren principle)
from the existence, provided a globally finite propagation speed is secured, i.e. if for every
t0 > 0, every bounded open set G ⊂ Rn and every f, g ∈ C∞c (G) there exists a bounded open
set Ω ⊃ G such that the problem (D.2) has a solution u(t, x) ∈ C∞([0, t0] × Rn) such that
for all t ∈ [0, t0], suppu(t, x) ⊂ Ω. A modification of this argument allows to consider non-
semi-bounded operators as well. Establishing globally finite propagation speed of (D.2) is a key
ingredient in proving the essential self-adjointness.
A good explanation of the abstract hyperbolic equation approach can be found in Yu. M. Be-
rezansky [4, Ch.VI, Sect.1.7]. More details about the hyperbolic equation method can be found
in the paper by Yu. B. Orochko [61] which also contains a good review with many relevant
references.
Yu. M. Berezansky’s book [4] also contains an extensive discussion on self-adjointness of
operators generated by boundary value problems for elliptic and more general operators.
Up to now we assumed at least that V ∈ L2loc(Rn) which makes the minimal operator defined
on C∞c (Rn). However, T. Kato [49] pointed out that if V ∈ L1loc(Rn), one can still consider the
maximal operator HV,max associated to HV = −∆+ V as an operator with the domain
Dom(HV,max) = {u ∈ L2(Rn) : V u ∈ L1loc(Rn) and HV u ∈ L2(Rn)},
where HV u is a priori defined as a distribution. The question which can be asked then is
whether the operator HV,max is self-adjoint. Besides, minimal operator HV,min is then defined as
the restriction of HV,max to compactly supported elements of Dom(HV,max). Then we can ask
whether it is true that HV,min is densely defined and H
∗
V,min = HV,max. More general operators
of the form (D.1) can also be considered. We refer the reader to I. Knowles [50], M. Faierman
and I. Knowles [27], H. Kalf and F. S. Rofe-Beketov [42] and Yu. B. Orochko [61] for results and
references in this direction. In particular, Orochko treated locally integrable potentials by the
hyperbolic equation method.
Let us discuss some essential self-adjointness results for operators on manifolds. The essential
self-adjointness of the Laplace-Beltrami operator on a complete Riemannian manifold was estab-
lished by M. Gaffney [30] (not only in L2(M) but also in the standard L2-spaces of differential
forms). H. O. Cordes [21] (see also [22, Ch.4]) established essential self-adjointness of powers of
Schro¨dinger-type operators with positive potentials (in L2 spaces defined by a measure which is
unrelated with the metric, as in the present paper). He did it not only on complete Riemannian
manifolds but also in case when non-completeness is compensated by an appropriate behavior
of the potential, e.g. in domains G ⊂M of a complete Riemannian manifold M if the potential
V (x) is estimated below by γ(dist(x, ∂G))−2 with an appropriate constant γ > 0. Cordes uses
a “stationary” approach. P. Chernoff [16] used the hyperbolic equation approach to establish
similar results. (In a later paper [17] he extended his results to the case of singular potentials
V .) We refer the reader to H. O. Cordes’ book [22, Ch.4] for more results about these topics.
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T. Kato [48] extended Chernoff’s arguments from [16] to prove the essential self-adjointness of
powers of HV , where HV ≥ −a− b|x|2 and V is smooth (in case HV = −∆+V on M = Rn with
the standard metric and measure). A. A. Chumak [18] used the hyperbolic equation method to
prove essential self-adjointness of semi-bounded below operators Hg,0,V on complete Riemannian
manifolds.
Let us also mention a subtle result of H. Donnelly and N. Garofalo [24] who proved essential
self-adjointness for HV = −∆ + V on a complete Riemannian manifold under the requirement
that V is locally in a Stummel-type class except at a point x0, and has a negative minorant Q(x)
such that Q(x) = β0 dist(x, x0)
−2 near x0 (which exactly matches the borderline case in Example
D.1, so it is practically optimal), and near infinity Q(x) = −cdist(x, x0)2 with a constant c > 0.
For some other related results on Schro¨dinger-type operators on manifolds see e.g. references
given in [22, 76, 77, 79]. For higher order operators in Rn see M. Schechter [72] and F .S. Rofe-
Beketov [69]. For higher order operators on manifolds of bounded geometry see [74].
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