Stochastic integro partial differential equations of the form;
Introduction
In this paper, we consider the stochastic integro partial differential equations of the form 
du(x, t) = [∇ 2 u(x, t) + F (u(x, t), x, t)]dt

K(t − θ)u(x, θ)dθdt + [f (t)u(x, t) + g(x, t)]dW (t), (1.1)
with the initial condition u(x, 0) = ϕ(x) ( 1 .2) where ϕ is a bounded continuous function on the n-dimensional Euclidean space
and {W (t) : t ≥ 0} is a standard Wiener process on a complete filtered probability space {Ω, F, F t , P }, where the filtration is the natural one, viz. F t = σ{W (s) : 0 ≤ s ≤ t}. The almost sure events considered in this paper are always P-almost sure, (a.s). The functions F, K, f and g satisfy the following conditions: A 1 : F is continuous on R × R n × [0, ∞), R = (−∞, ∞) and satisfies the Lipschitz condition;
In section 2, we shall give a suitable representation of the sample paths of the considered problem. The existence and uniqueness of the solutions are treated for more general equations, (see [1] [2] [3] [4] [5] [6] ). Here we are interested in the stability of solutions. In section 3, we study the phenomenon of the non-exponential stability, (see [7] ). Many special cases of equation (1.1) have several applications to population dynamics in biology and also to Black -Scholes market, which consists of a bank account or a bond and a stock.
Representation of solutions
Let C(R n × (0, T ]) be the set of all continuous functions on
.., n, for almost all w ∈ Ω where u is a solution of the Cauchy problem (1.1), (1.2), for almost all w ∈ Ω, then:
where 
where:
and E(X) is the expectation of X. Since R n Z(y, s)dy = 1, it follows that
for some positive constant c. This proves the uniqueness of the mild solutions. Let us try to find the solution of the considered problem in the form
where {V (t) : t ≥ 0} is the stochastic process described by the following equation
where a ∈ R. The solution of (2.2), (2.3) is given by
Let us assume that
is the stochastic process described by the following equation:
where A and B are chosen such that u(
We have:
Using (2.2) , (2.3), (2.4) and (2.5), we find that it is suitable to choose A and B as follows:
where
Using (2.4), (2.5) and (2.6), one gets the following representation of u;
Z(x − y, t − s)H(s, t)η(y, s)dy ds
where H(s, t) = V (t)V −1 (s). now we prove that the stochastic process {η(x, t) : (x, t) ∈ R n ×[0, ∞)} satisfies a nonlinear Riemann integral equation with random kernels. Lemma 2.1. If the stochastic process {η(x, t) :
Proof: Substituting from (2.7) into (2.6) and using Fubini's theorem, we get the required result.
The non-exponential stability
Let us consider the stochastic integro partial differential equation:
with the initial condition
In this case we have the following representation of u:
where η is given by:
Z(x − y, θ)ϕ(y)dy dθ + G(u(x, t), x, t), (3.4)
where u is given by (3.3). Theorem 3.1. Equation (3.4) has a unique solution η with continuous sample paths on R n × [0, T ] for almost all w ∈ Ω. 
Proof. We notice that (θ, t) → S(θ, t)(ω) and (θ, t) → H(θ, t)(ω)
areη m+1 (x, t) = t 0 S(θ, t)η * m (x, θ, t)dθ + t 0 K(t − θ)V (θ) R n Z(x − y, θ)ϕ(y)dy dθ + G(u m (x, t), x, t), where u m (x, t) = V (t) R n
Z(x − y, t)ϕ(y)dy
+ t 0 R n
Z(x − y, t − s)H(s, t)η m (y, s)dy ds
Proof. It is easy to see that
t).
Following Appleby and Reynolds [7] , we get the required result, (comp. [8] - [11] 
> ξ, a.s., where ξ is an almost surely positive random variable, (III) lim t→∞ sup Y (t) = ∞, where
for every > 0 and all x ∈ R n . Proof. Notice that
for some constant c > 0. Since
1 n 2 converges, it follows by applying the Borel -Cantelli lemma [12] that
Thus we can deduce that there is a subset Ω * of Ω such that P (Ω * ) = 1, and for each ω ∈ Ω * and for each > 0, there exists 6) for all t > T (ω). Using A 5 , the inequality (3.6) and lemma 3.1, we get
Consequently (I) is proved. To prove (II), let
Thus V (t) ≥ e −βt , β > 0, for all t ≥ T (ω). According to [7] , one gets
To prove (III), we consider the stochastic process {Y 1 (t) : t ≥ 0}, for which Y 1 (0) = 1 and
Clearly
Using (3.6), one gets
for sufficiently large t. Let {Y 2 (t) : t ≥ 0} be a stochastic process defined by
From (3.7) and (3.8), it is easy to get
Since a + To prove (IV), we notice that η(x, t) ≥ αS(0, t), a.s., for all (x, t) ∈ R n ×[0, ∞), and this leads to the required result, (comp. [8] [9] [10] [11] ). I would like to thank Professor Dr. Emil Minchev for his suggestions, and valuable remarks.
