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1. INTRODUCTION 
Integral equations which can be written in the form 
are considered where the function 4 is assumed to be positive in the closure 
of D. In the linear case (i.e., f(~, p) = p), the Fredhohn theory relates the 
existence of a solution of (1.1) to the eigenvalues and eigenfunctions of the 
adjoint of the linear operator generated by the kernel K. Here we consider the 
case wheref(x, p) is sublinear asp + cc) and find that the spectral theory of K 
is not important. 
For existence, the basic assumptions are that the kernel K is nonnegative 
and that f is a nonnegative continuous function on B x (0, CD), which is 
sublinear in the sense that, for each x E a, p-lf (x, p) -+ 0 as p + co. Note 
that no restriction is placed on the behavior off (x, p) asp --j 0. For example, 
f (x2 24 = ev(llP) 
and 
f (x, p) = pa + ps for both 01 and fl < 1 
are included. However the linear case, f(~, p) = p, occurs as a limiting case 
and, as the Fredholm alternative shows, has a very different structure. Since 
we assume that the kernel K induces a compact linear operator, the sub- 
linearity off renders existence an easy consequence of the Schauder fixed 
point theorem, as is shown in Section 2. 
Uniqueness of the solution of (1.1) cannot be expected under as general 
hypotheses. But, in Section 3, we show that (1.1) has a unique positive 
solution provided that K is positive semidefinite and f(r,p) is a strictly 
decreasing function of p for each x E D. In such cases, a monotone iteration 
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scheme is easily constructed, and its convergence to a solution of (1.1) is 
considered in Section 4. 
The next two sections are devoted to applications of these results to 
differential equations. In Section 5, boundary-value problems for a class of 
nonlinear elliptic equations are considered. This class includes problems, 
arising in steady-state heat conduction in an electrically conducting material 
[l], which have a singular nonlinear term. However, equations involving 
singular linear differential operators and singular nonlinear terms can also be 
treated. To illustrate this we consider the FGppl-Hencky equation [2,4] in 
Section 6, extending the existence and uniqueness theory given in [3] and 141. 
Motivated by these applications, Sections 3 and 4 are devoted solely to the 
case of j(,? p) decreasing in p for each x E D. Iteration and uniqueness in the 
case off(.z, p) increasing in p for each x E D is considered briefly in Section 7. 
In contrast to the iteration in Section 4, this scheme always converges to a 
solution of (I. 1) although the solution may not be unique. Finally, we apply 
these results to the nonlinear boundary value problems discussed in Section 5. 
2. EXISTENCE 
We begin with some notation to be maintained throughout the rest of the 
paper. 
The real line is denoted by 88. For a compact subset X of R”, the real 
Banach space of all continuous real-valued functions on X is denoted by C(X) 
and its norm is 
/I 24 /[ = max(\ U(X)/: x E X for u E C(X)]. 
Let C-(X) = cu E C(X): U(X) > 0 f or all x E X} and let U+ = min(zd(Uy): x E X>. 
Then 0 < U+ < // zl // for all u E C+(X). In particular, D always denotes a 
bounded open subset of W and so its closure, B, and boundary, aD = .rri\D, 
in R” are both compact subsets of W. 
Concerning the integral operator in (1. l), we make the following hypotheses. 
(Kl) The kernel K is a nonnegative measurable function defined almost 
everywhere on D x D, such that 
Ku(x) = J k(x, y) 2x(y) dy 
D 
defines a compact linear operator from C(D) into itself with norm denoted by 
(1 K I]. 
(Fl) The function f is nonnegative and continuous on D x (0, CD) and 
pL1f (zc, $1 + 0 as p -+ co uniformly for x E D. 
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For each u E C+(D), the mapping x ++f(~, U(X)) is continuous on D and 
we set 
w4 = s, k(% Y> f(Y, “(UN dY for xED. 
Then clearly T is a continuous mapping of C+(D) into (U E C(D): u > O}. 
Here and henceforth, for 21, v E C(D), we write 
u<v if and only if U(X) < Z(X) for all x E D 
and 
u < ‘V if and only if U(X) < V(X) for all x’ ED. 
THEOREM 2.1. Suppose that (Kl) and (Fl) are satisjied and that+ E C+(D). 
Then (1.1) has a solution in C+(D). 
Proof. There exists a constant 01 > 0 such that 0 <f(~, p) < 
01 + ~(2 Ij K II)-’ for all x E D and p > +4+ , and we set 
Then S is a closed, bounded, convex subset of C(D) and, for u E S, me have 
0 d AX, 4x1) G ix + (2 II K II>-‘44 < 01 + (2 II K II)-” II u II (2.2) 
for all x c D. 
Hence, it follows that T: S + C(D) is a continuous compact mapping. 
The desired result will therefore follow immediately from the Schauder fixed 
point theorem [S], provided that we verify that 
d + Tu E S for all u E S. 
But clearly qb + Tu 3 $+ and 
II 4 + Tu II d II 4 II + II Tu II G II 4 II + II K II (01 + (2 II K II)-’ II 2~ II> by (2.2) 
\(II~//+ll~ll~~+II~II-lll~/I+~~~~~~~~~~ 
= 2(l/ 45 II + 01 IIK II>. 
This completes the proof. 
Remark 2.2, Since f need only be defined on D x (0, cn) and f (x, p) may 
be very singular as p ---f 0, solutions of (1.1) may be sought only among 
positive functions. Note that, if 4 E C+(D) an u is any nonnegative solution d 
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of (1.1) in C(n), then u >, 4. Indeed, defining the constant 01 (depending on $ 
and J) as in the above proof, we have that $ < u < 2(/l 4 // + 01 !I K 11) for 
every continuous, nonnegative solution of (1.1). 
R~BW&Z 2.3. The above theorem is an essentially nonlinear result, and 
we see that the linear case is critical in the following sense. 
Let D = (0, l), k(~, y) = 1, f(~, p) = pY and $ = 1 for all X, y [O, 1] 
and p > 0. In this case the only solutions of (1.1) are constants, and (1.1) is 
equivalent to the equation 
p = 1 + py. (2.3) 
For -cc < y < 1, Eq. (2.3j has a unique solution in (0, co). For y 3 1, 
Eq. (2.3) has no real solution. 
A less trivial class of counterexamples in the linear case is easily constructed 
using the Fredholm alternative and the Krein-Rutman theorem. 
Remark 2.4. Since f (x, p) may become unbounded as p -+ 0, the above 
method cannot be extended to include the case + G 0. Results in this direction 
are given in [6] and 171. 
3. UNIQUENESS 
In this section we find conditions under which (I ~ 1) has a unique solution 
in C+(D) for each 4 E C+(D). 
Considering D = (0, l), k(x, y) = 1, (b = 1, and f (“v, p) = g(p) for all 
X, y E [0, l] and p > 0, we have that (1.1) is equivalent to the equation 
P = 1 t ‘Y(P). (3.1) 
Suppose that p: (0, 03) + [FB is a continuous, nonnegative function such that 
p-‘g(p) --f 0 as p + co. Then the conditions (Kl) and (FI) are satisfied and 
existence is an immediate consequence of the intermediate value theorem 
for continuous real functions. It is equally obvious that g can be chosen with 
the above properties, such that (3.1) h as any desired positive number of 
solutions. Note, however, that, if g is decreasing (or increasing and concave) 
on (0, co), then (3.1) has only one positive solution. As mentioned in Section 1, 
we shall return to the increasing and concave case in Section 7. Here we 
proceed with the decreasing case. 
(K2) There exists an 12 E C(D) such that h(x) > 0 for all x E D and 
[ 1 k(x) k(x, y) U(J)) U(X) dy & > 0 for all u E C(D). 
‘-D ‘D 
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This condition may be regarded as a generalized positive semidefiniteness 
condition on k. 
(F2) For each x E D,f(x, p) is a strictly decreasing function ofp on (0, co). 
THEOREM 3.1. Suppose that the conditions (Kl), (K2) and (Fl), (F2) are 
satisjied and that (b E C+(o). Then (1.1) has a unique solution u in C+(D) and 
Proof. It follows from Theorem 2.1 that (1.1) has at least one solution 
u E C+(D). Suppose that a E C+(D) is a second solution. Then, setting 
w = zc - v and Z(X) = f(x, U(X)) - f(x, v(x)) for all x ED, we have 
44 = jD k(X,Y) Z(Y) dY for all x ED. 
Hypothesis (K2) then implies that 
j 
D 
h(x) w(x) z(x) dx = j j h(x) k(x, y) x(y) z(x) dy dx 3 0. 
D D 
However, by hypothesis (F2), we also have that k(x) w(x) x(x) < 0 for all 
x E a. Hence, h(x) w(x) Z(X) = 0 for x ED and, consequently, w = 0 
since f is strictly decreasing. 
Thus, the uniqueness is established and the bounds on the solution u follow 
immediately from (F2). 
4. A MONOTONE CONVERGENCE SCHEME 
The monotonicity hypothesis (F2) suggests the following iteration scheme. 
Choose and fix q5 E C+(D). Then define 
Mu 52 4 + 2% for u E C+(D). 
Hypotheses (Kl), (Fl), and (F2) imply that M is a continuous mapping of 
C+(D) into itself which has the following properties: 
Mu > $b for all 24 E C+(@, 
Mu > Mv for all u, v E C+(D) with u < v, 
M% < wv for all 24, v 15 C+(D) with u < v. 
Now define a sequence {un} in C+(D) by 
zq, = 4, u,+= = MQ, . 
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Since APzc, > q5 = ua , it follows that 
$ = uo d %L d *,+1 for all n. 
Setting v, = Mu, , we find that the sequence (8,) lies in C+(D) and has the 
following properties: 
V n+l = WV, for all n, 
v n+l d v, d vo = (b + T$ for all a, 
%T d % for all n and m. 
In particular, the sequence (y,} is bounded in C,(D) with 4 < U, < $ + T4 
for all n. Hence, using the compactness of T on such sets, we conclude that 
(~3 contains a convergent subsequence. But then the monotonic&y of (un> 
implies that it converges monotonically to an element tl E C+(n) such that 
u = iwu. 
The continuity of 114 then implies that the sequence ~zI%} converges mono- 
tonically to an element v E C+(D) with the following properties: 
v = iwv, 
v=ll!l-U and u = Mv, 
u < v. 
LEMMA 4.1. suppose that (Kl), (Fl), and (F2) are sati$ed. Then the 
follozoing three statements are equivalent. 
(a) u is a soZzltion of (1.1). 
(b) v is a so&ion of (1.1). 
(4 u = v. 
Proof. Suppose that u = Mu. Then 
v = MU = nh = u. 
Thus [a) implies (b) and (c). Similarly, (b) implies (a) and (c). Since u = Mv, 
it is clear that (c) implies (a) and (b). 
However, it should be noted that (Kl), (K2) and (Fl), (F2) although 
implying uniqueness are not sufficient to guarantee that u is a solution of 
(1.1). 
EXAMPLE. Let D = (0, l), k(x, y) = 1, 4 = 2 and f(x, p) = p--2 for all 
x, 3’ E [0, 1 J and p > 0. Then (1.1) is equivalent to 
p = Q + F2, 
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and it is easily checked that 
a<un<g and 4+$<v,<l6+% 
for all n. Hence in this case u # v, and so by Lemma 4.1, u and v are not 
solutions of (1.1). 
Despite this example the iteration scheme does many have useful properties. 
LEMMA 4.2. Suppose that (Kl), (Fl), and (F2) are satis$ed and that 
u 15 C+.(D) is a soZutim of (1.1). Then 
u<u<v. 
Proof. Let u E C+(D) be a solution of (1.1). Then u > $ and conse- 
quently u < u. Also, u = Mu < iM# = v, , and so u < v. 
COROLLARY 4.3. Suppose that (Kl), (Fl), and (F2) are satisjed and that u 
is a solution of (1.1). Then u is the only solution of (1.1) in C+(D). 
Proof. This follows immediately from Lemmas 4.1 and 4.2. 
The iteration scheme also has the property that, in constructing u,+r from 
u, , the error in u, is automatically estimated. 
LEMMA 4.4. Suppose that (Kl), (Fl), and (F2) are sutkjied and that u 
is a solution of (1.1). Then 
II u - u, II d II u.n - Mu, II for all n. 
Indeed, we have the pointwise estimate, 
0 < u - U, G v, - U, = nk, - U, 
for all n. 
Turning to the problem of determining when u is a solution of (l.l), 
we have the following sufficient condition. 
LEMMA 4.5. Suppose that (Kl), (Fl), and (F2) are sattijied. Then u is a 
solution of (1.1) provided that M2 has a unique$xedpoint in C+(D). 
Since u = M%I and v = WV, this result follows immediately from 
Lemma 4.1. 
For e E C(a), the operator K is said to be e-positive provided, that for each 
u E C(D) such that u > 0 and u + 0, there exists constants U(U) > 0 and 
,8(u) > 0 for which 
a(u)e < Ku < /3(u)e. 
NONLINEAR INTEGRAL EQUATIONS 209 
The concept of e-positivity is thoroughly discussed in [97. In particular 
we note that, if K is e-positive, then the spectral radius of k-, 
is positive. 
THEOREM 4.6. Suppose that (Kl), (Fl) and (F2) are satisjien nxa! that K 
is e-positike. Suppose also that there exists L < r(K)-l suclz that 
0 f f(K P) - f(.& 9) < L(q - P> for all x ED and 
C, < P < q < I/ + II + il K il =pCf (x, $4.~)): x E @. 
Then u is the unique solution of (1.1) in C+(a). 
Proof. Let K* denote the dual of K. As is shown in the proof of Proposi- 
tion 4.1 of [9], r(K) is an eigenvalue of K* with a eigenfunctional F E C(D)* 
such that K*F = r(K)F and r:F, u> > 0 for all u E C(D) such that u >,O 
and u + 0. 
Hence, since v - u 3 0 we have that 
,:F, v - u) = c;F, Mu - Mv> 
= (K”F,f(-, 14-j) -f(., v(.)), 
< Lr(K)(F, v - u). 
Since LY(K) < 1, we must have l<F, v - uj = 0 and consequently v = u. 
This completes the proof. 
Akr alternative to Theorem 4.6 is available under the following hypotheses. 
(K3) There exists an h E C(D) such that k(x) > 0 for ail x E D and 
h(x) k(x, y) = h(y) k(y, x) for almost all x, y E D. 
(F3) For each x E D, pf (x, p) is a strictly increasing function of p on 
(0, a). 
Condition (K3) may be regarded as weighted symmetry. The function 
j(.x, p) = py for x E .D and p > 0 satisfies hypotheses (Fl)-(F3) provided 
that -1 <y (0. 
THEOREM 4.7. Suppose that the conditions (Kl), (K3) a& (Fl)-(F3) are 
all satisfied. Then u is the unique solution of (1. I) in C,.(D). 
Proof. Since u < v, it follows that 
4-4 f (x, u(x)> d v(x) f(X, v(*x>) for all x E B. (4.1) 
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On the other hand, 
s 
h(x){u(x) f(X, u(x)) - V(X) f(X, V(X))) dx 
D 
= 
s 
D h(x)(Mv(x) f(x, u(x)) - Mu(x) f(m, v(x))} dx 
= 
J’ 
D h(x) $(x)(f(x, u(x)) - f(x, v(x))} dx bY (K3) 
30 bY W)* 
Combining this with (4.1), we have that 
u(x)f(x, u(x)) = V(N)f(-r, v(x)) for all XEB 
and, consequently, that u = v. This completes the proof. 
5. NONLINEAR ELLIPTIC EQUATIONS 
Throughout this sectionQ denotes a bounded domain in Rn whose boundary 
aQ is a surface of class I?+~ for some h > 0. We shall write u E P(Q) if u 
is twice continuously differentiable in Q. 
Let g denote the Greens function for the Dirichlet problem 
-4u(x) = d(x) for x EQ. 
u(x) = 0 for XE 8Q. 
Then g satisfies hypotheses (Kl)-(K3). (In both (K2) and (K3) we may take 
h = 1 since g is positive definite and symmetric.) 
For d E C(g), set 
G4.4 = //(.r, Y) d(y) 47 for xEQ. 
Then, provided that d E C(Q)and isHolder continuous in Q, G~EP(Q)~C(Q) 
and 
-4Gd(x) = d(x) for XEQ, 
Gd(x) = 0 for XE 8Q. 
Furthermore, G: C(&) + C(Q) is a compact linear operator. 
THEOREM 5.1. Suppose that f satisjies (Fl) and is Htildm continuous in 
Q x (0, CCI). Then, for b E C+(aQ), there exists u E @(Q) n C+(g) such that 
-424(x) = f (x, U(X)) for x E Q, (5.1) 
u(x) = b(x) f or x E a_o. (5.2) 
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Proof. Classical potential theory establishes that the boundary value 
problem 
-h(x) = 0 for XEQ), 
u(x) = b(x) for x fz i@, 
has a unique solution $ E f?(Q) n C(Q), and the maximum principle then 
yields 
Hence, by Theorem 2.1, there exists a function u E C+(g) such that 
44 = #(x> + j*Q g(s, Y! f(~, U(Y)) 4 for .Y EQ. (5.3) 
For such a function z*, we have thatf(y, u(y)) is a Holder continuous function 
ofy on Q. That is, any solution u E C+(Q) of (5.3) is, in fact, in Ca(Q) n C,(Q) 
and, furthermore, 
-h(x) = --dc$(s) +f(x, u(x)) for xEQ), 
u(x) =&c) = b(x) for XEC- “0 
by the properties of g and #. 
This completes the proof. 
Applying Theorem 3.1 to (5.3) yields the following result. 
THEOREM 5.2. Suppose that f satisfies conditians (Fl) and (F2) and that f 
is Hiilder continuous on Q x (0, CO). Then, for b E C+(ZQ), the problem (TI), 
(5.2) has a unique solution ilz C2(Q) n C+(Q). 
In the same way Theorems 4.6 and 4.7 can be used to give a constructive 
theory for (5.1) (5.2) under the appropriate hypotheses. The e-positivity of G 
is estabhshed in Lemma 5.3 of [9] for e = G( 1). 
Problems of the type (5.1), (5.2), where f(x,p) ---f oz as p ---f 0, arise in 
the theory of heat conduction in electrically conducting metals [I]. There 
the boundary condition U(X) = b(x) f or x E f?Q represents a constant tem- 
perature distribution b on Q. Alternative boundary conditions 
&c(x) 
T + h(x) u(x) = 0 for XEZiQ 
and 
u(x) = 0 for 3CE 8Q 
are discussed in [6] and [7], respectively. 
The results of this section have a routine generalization to more general 
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elliptic equations in which -A is replaced by a uniformly elliptic operator 
in divergence form: 
where aij = aji and c > 0 are smooth functions on g such that, for some 
E.L > 0, 
i$l a&> &S 3 P i 65” 
i=l 
forall~EWandrE~. 
In the next section we consider a case in which this operator is not uniformly 
elliptic. 
6. THE F~PPL-HENCKY EQUATION 
The Fijppl-Hencky equation 
-u”(x) - 3X-W(X) = 2u(x)-2 for O<x<l, (6.1) 
where prime denotes differentiation with respect to x, arises in elastic mem- 
brane theory [2]. Here u is essentially the dimensionless radial stress which 
develops in a circular membrane subjected to a constant normal pressure and 
should satisfy the boundary conditions 
u’(0) = 0 and U(1) = A. (6.2) 
In [3] and [4], it is shown that the boundary value problem (6.1), (6.2) has 
a unique solution for each h such that A3 > 4j-2, where j denotes the first zero 
of the Bessel function J1 . In [4], existence is established using an itertion 
scheme similar to that described in Section 4. The dependence of such 
solutions on h is also studied in [4]. Here we deduce easily from Theorems 2.1 
and 3.1 that the boundary value problem (6.1), (6.2) has a unique solution 
for each X > 0. 
Equation (6.1) is equivalent to 
-(a%‘(x))’ = 2x3.4x)-” for O<r<l, (6.3) 
and we set 
Lu(x) = -(x%‘(x))’ 
forzlEP((O, l))andO <X < 1. 
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Let 
k(x, y) = &(x-2 - l)y3 for O<y<x<l. 
= gy-2 - 1)y” for O<x<y<l. 
It is easily shown that k satisfies (Kl). Indeed, if u E C([O, l]), then 
Ku(x) = $(x-” - 1) j’ y3u(y) dy + + j1 (y-” - 1) y3u(y) dy 
0 z 
clearly defines a continuous function on (0, l]. But 
1 K+) - 4 j’ y(1 - y”) u(y) dy 1 
0 
and so G(r) converges to $Jiy( 1 - y”) u(y) dy as x -+ 0. 
Therefore, Ku E C([O, I]), an d a simple calculation shows that K: C([O, l]) -+ 
C([O, l]) is a bounded linear operator with /I K // = 2-3 an y(K) = 7. 
Furthermore, for u E C([O, 11) and 0 < x < 1. we have that 
(Ku)’ (x) = --A-~ jozy3u(y) dy, (6,4) 
and so 
L(Ku)(x) = x”u(x) for all “Y E (0, 1). (6.5) 
Since I(Kzc)‘(x)j < sz / u(y)1 dy for 0 < x < 1, we see that (Ku)’ has a 
continuous extension to [0, l] with 
(Ku)‘(O) = Ku(l) = 0. 66) 
The compactness of K: C([O, 11) -+ C([O, 11) also follows from (6.4) since 
II( II -< II 1~ Il. 
To see that k satisfies condition (K2), we choose h(x) = x3 for 0 < x < 1 
and consider 
1 .1 
.rJ 
x33k(s, y) u(y) u(x) dy dx for 1l E C([O, 11). 
0 cl 
Setting u: = Ku, we have that Lw E C([O, 11) with 
Lw(x) = x32((x) for O<x<l 
and 
w’(0) = zu(1) = 0. 
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Hence 
.l 1 J s x3k(x, y) u(y) u(x) dy dx 0 0 
1 
= 
I 
w(x) Lw(x) dx 
0 
-.I 
1 
- x3w’(x)” dx 3 0 for all u E C([O, 11). 
0 
Clearly, k also satisfies (K3), again with A(x) = x3 for 0 < x < 1. 
THEOREM 6.1. For each X > 0, the problem (6. l), (6.2) has a unique positive 
solution zc, in C2((0, 1)) n C+([O, 11). Furthermore, uA is strictly decreasing on 
[0, l] and 
h = 2$(l) < U&Y) < h + (2h)-a for O<x<l. 
Proof. Set f(x, p) = 2p-a for x G [0, l] and p > 0. Then f satisfies (Fl) 
and (F2), and so it follows from Theorems 2.1 and 3.1 that 
u(x) = h + 2 s’ k(x, y) u(Y)-~ dy 
0 
has a unique solution zc,\ in C+([O, 11) for each h > 0. Furthermore, h < u,, < 
X + 2X-” (1 K jj = h + (2h)-2. Therefore, the mapping x H u~(.x)-~ is in 
C([O, l]), and so 
h,(x) = 2x3u,(x)-3 
by (6.5) while (6.6) yields 
for 0 < x < 1 
u,‘(O) = 0 and un(l) = A. 
The proof is completed by noting that (6.4) implies that z+‘(x) < 0 for 
O<x<l. 
Remark 6.2. With f(x, p) = 2~-~ for x E [0, l] and p > 0, we note that 
1 f(~, p) - f(x, q)] < 4h-3 I p - q I for all x E [O, I] and p, q 3 A. 
Setting e(x) = 1 - x and setting that (KU)‘(~) < 0 for zc > 0 (U E$ 0) by 
(6.4), we see that K is e-positive. Theorem 4.6 then shows that the iteration 
scheme described in Section 4 converges to the solution uA , provided that 
A3 > Q. 
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7. INCREASING NONLINEARITIES 
In Sections 3 and 4, we considered uniqueness and monotone convergence 
for decreasing nonlinearities. Here we develop similar results for non- 
decreasing nonlinearities and apply these results to the boundary-value 
problem (5.1), (5.2) discussed in Section 5. 
(F4) For each x E B, f(x, p) is a nondecreasing function of p on (0, co). 
When (F4) is satisfied, lim,,, supf(x, p) < co for each x E D and so the 
nonlinearity cannot be singular at p = 0 as was allowed in the previous 
sections. Therefore, the case $ = 0 in (1.1) could be dealt with more easily. 
However, the results in this situation depend upon the linearization about 
zero and are covered in [9-111. H ence we again concentrate 4 > 0 since in 
this case (1.1) has always a solution which can be constructed by iteration. 
Suppose that (Kl), (Fl), and (F4) are satisfied. Then choose and fix 
# E C+(D). Define sequences (u,> and (v,} in C+(D) by 
I.40 = 4, IA,+1 = iwu, ) 
vcl = 2(ll$ II + a II K II), X+1 = Mvn ) 
where 01 is the constant (depending in 4 and f) introduced in the proof of 
Theorem 2.1 and where M is the operator defined in Section 4. 
By (F4), we have that 
Mu < Mv whenever ~1, v E C+(D) with u < v. 
But, from the proof of Theorem 2.1, we also have that 
and 
Hence, simple induction yields, 
for all 112 and 12. Using compactness and monotonicity, we can thus conclude 
that {uJ and (vJ converge monotonically in C(D) to z? and G, respectively, 
where 
1 = Mii, 6 = BE, and 21 < G, 
In the terminology in [9] and [lo], u” and 5 are minimal and maximal solutions 
of (1. l), respectively. 
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THEOREM 7.1. Suppose that (Kl), (Fl), and (F4) are sutisje~. Then I 
and E aye both solutions of (1.1) in C+(D). F au th erwaoi-e, if a.4 is any solution of 
(1.1) in C+(D), then 4 < z? < u < 5. 
Proof. By construction, we have u” = Mzl” and d = lW. Suppose that u 
is any solution of (1.1) in C+(D). Then u 3 4 and 
II a.4 II e II 4 II + II K II {a + (2 II K II)-’ II u II> by (2.2) 
= II c II + 01 II K II + &II u Il. 
Hence, 11 u I] < 2(j/ 4 /I + 0111 K 11) = no . That is, u,, < u < ZI,, and, therefore, 
u, < u < V, for all n, since u = Mu. This completes the proof. 
Returning to (3.1), we see that (Kl), (Fl), and (F4) are not sufficient to 
imply uniqueness. (For example, let 
g(p) = 0 for O<p<l 
=p-1 for 1 < p < 2 
zz 1 for p 3 2. 
Then zll = 1, v” = 2 and [l, 21 consists entirely of solutions.) However, by 
supposing in addition that f is concave in the following sense, we can deduce 
uniqueness. 
(F5) For all x E D, t E [0, 11, and P > 0, tf(x, P) < f(~, tp). 
The following proof uses ideas found in [8]. 
THEOREM 7.2, Suppose that (Kl) and (Fl), (F4), (F5) are satisjied. Then 
22 ( = 5) is the unique solution of (1 .l) in C+(D). 
Proof. By Theorem 7.1, it is sufficient to prove that B < 6. Since 
G E C+(D), there exists a t E (0, 1) such that tu” < 22. 
Let s = max{t E (0, 1): t5 < zZ>. Then sv” < zi and there exists a x E B 
such that E(x) = c(z). 
Suppose that s < 1 and consider 
sfi(z) = sMZ(z) = s#(x) + s jD k(.z, y) f(y, C(y)) dy 
< 9(4 + jD Q, Y> Art NY)) dyl, by (Kl) and (F5) 
< Maqz) by (F4) since sv” < 21. 
That is, k?(s) < c(z), which contradicts the choice of s and .a. Therefore, 
s = 1 and the proof is complete. 
Applying these results to boundary-value problem (5.1), (5.2), we have the 
following constructive existence theorem. 
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THEOREM 7.3. Suppose that f satisfies conditions (Fl), (F4), md (F5) and 
that f is HiSlier continuous on Q x (0, tm). Then, for b E C+(aQ), the problem 
(5.1), (5.2) has a unique solution iz P(Q) n C+(Q). 
Results of this type are well known. See, for example, [ 111 and [ 12] and the 
references therein. 
Note added in proof. Several interesting articles have been brought to my attention 
since this paper was written. The application to elliptic equations giren in Section 5 
is related ro Section 6 of [13]. Existence of a solution of the FGppl-Hencky problem 
(6.1), (6.2) was established in [14] for each X > 0 bg using the “shooting method.” 
To deal with the more general case of non-uniform normal pressure treated in [14], 
ne need only set 
f(.r. p) = .dQ(x)~-~ for O<r<l and p>o 
in Section 6, where & is defined by (2) in [14]. A survey of methods and problems is 
given in [15]. 
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