We consider the upper bounds of the finite block length capacity C n,F B (P ) of the discrete time Gaussian channel with feedback. We also let C n (p) the nonfeedback capacity. We prove the relations
where Z = {Z n ; n = 1, 2, . . .} is a non-degenerate, zero mean Gaussian process representing the noise and S = {S n ; n = 1, 2, . . .} and Y = {Y n ; n = 1, 2, . . .} are stochastic processes representing input signals and output signals, respectively. The channel is with noiseless feedback, so S n is a function of a message to be transmitted and the output signals Y 1 , . . . , Y n−1 . For a code of rate R and length n, with code words x n (W, Y n−1 ), W ∈ {1, . . . , 2 nR }, and a decoding function g n : R n → {1, . . . , 2 nR }, the probability of error is
where W is uniformly distributed over {1, . . . , 2 nR } and independent of Z n . The signal is subject to an expected power constraint
and the feedback is causal, i.e., S i is dependent of Z 1 , . . . , Z i−1 for i = 1, 2, . . . , n. Similarly, when there is no feedback, S i is independent of Z n . It is well known that a finite block length capacity is given by C n,F B (P ) = max 1 2n log |R
where the maximum is on R Similarly, let C n (P ) be the maximal value when B = 0, i.e. when there is no feedback. Under these conditions, Cover and Pombra proved the following.
Proposition 1 (Cover and Pombra [3])
For every > 0 there exists codes, with block length n and 2 n(C n,F B (P )− ) codewords, n = 1, 2, . . ., such that Pe (n) → 0, as n → ∞. Conversely, for every > 0 and any sequence of codes with 2 n(C n,F B (P )+ ) codewords and block length n, Pe (n) is bounded away from zero for all n. The same theorem holds in the special case without feedback upon replacing C n,F B (P ) by C n (P ).
When block length n is fixed, C n (P ) is given exactly.
Proposition 2 (Gallager [6])
C n (P ) = 1 2n
But C n,F B (P ) has not been given exactly. So we are interested in the upper bounds to C n,F B (P ). Several upper bounds are already given (Chen and Yanagi [1] , Ebert [5] , Pinsker [11] , Cover and Pombra [3] , Dembo [4] , Ozarow [9] , [10] , Yanagi [12] , [14] , [15] ). In particular we are interested in the following. For the sake of simplicity for calculation, we use the natural logarithm (= ln). 
II. Refinements of Half-bit and Factor-of-two Bounds
We give the refinements of Proposition 3.
Theorem 1 For any P > 0 and any
The proof is given in the appendix.
Theorem 2 For any P > 0 and any
(a) There exists an unique P * > 0 such that
(b) For any P = P * , there exists α > 0 such that
Theorem 4 Let
The proof is given in the appendix. Let
In conclusion, we can show in this paper that C I (P ) and C II (P ) are new upper bounds of C n,F B (P ) which are the exact refinements of C n (P ) + Z is blockwise white and P > P 0 , it is known that C n (P ) < C n,F B (P ) (see [7] , [13] in detail). In these cases our result is one of the best upper bounds among those obtained already.
III. Examples
We consider the following example.
Its eigenvalues are r 1 = 2 − √ 2, r 2 = 2, r 3 = 2 + √ 2. The graphs of F (α, P ) and G(α, P ) are given in Figure 1 and Figure 2 , respectively. And α = f (P ) and α = g(P ) are the functions describing all of points (α, P ) which minimize F (α, P ) and G(α, P ), respectively. The comparison among
F (α, P ) and inf α>0 G(α, P ) is also given in Figure 3 . Though in [1] and [16] we obtained the relation
the conjecture given by Cover [2] still remains unsolved in the case of n ≥ 3 .
Appendix
For the sake of simplicity we use the notations
Proof of Theorem 1. It is easy to obtain the following relations.
Then we have
Since
Taking the determinant of both sides,
Hence we have
By maximizing both sides under the condition T r[R S ] ≤ nP , we have the result. ✷
Proof of Theorem 2.
We remark that the mutual information between the Gaussian message X and the Gaussian output signal
By maximizing both sides under the condition T r[R S ] ≤ nP , we have the result. ✷

Proof of Theorem 3 (b). (I)
We put
Then f (α) can be minimized at α satisfying P = r 1 α(α − n + 1)
. But
.
We have
Then f (α) can be minimized at α satisfying P =
Then f (α) can be minimized at α satisfying P = r 1 + · · · + r n nα 2 . But
. Then when
Hence we have the result. ✷
Proof of Theorem 4 (b).
(I) If nαP ≤ r 2 − r 1 , then
We let t = r 1 nP . Then
We have at α = α 0 . We remark that the minimum is attained only at (α, P ) satisfying
f (α) is minimized at α = α 0 > 0. But we remark that the minimum is attained only at (α, P ) satisfying
f (α) is minimized at α = α 0 > −2t + 1. But we remark that the minimum is attained only at (α, P ) satisfying
where
f (α) is minimized at α = α 0 > 0. But we remark that the minimum is attained only at (α, P ) satisfying P > nr n − (r 1 + · · · + r n ) nα .
But we remark that the minimum is attained only at (α,
Then we have the result. ✷
Proof of Theorem 3 (a).
Let δ = 
denote the function which is the differential function of f (x, p) with respect to x . i.e.,
If q a (q a ∈ W ) is small enough and such that q a < min{ r 2 − r 1 n , r 1 n }, then there
Since 1 > 0 is arbitrary, we let 1 → 0. Then we remark that x → 1. Since H(x, p) is continuous on V , we have
Since G(q a ) < 0 and G(q b ) > 0 and G(p) is continuous and bound on W , it follows from the intermediate value theorem that there exists p * ∈ W such that q a < p * < q b and
Finally we prove that p * is unique. Because d dp G(p) is not continuous on W , we have to suppose that kr
And we also support that kr k < np 1 
Then G(p) is strictly monotone increasing. Since G(p) is continuous, it is clear that p * is unique. ✷
Proof of Theorem 4 (a).
denote the function which is the partial differential function of f (x, p) with respect to x and at x = 1. i.e.,
Since h(x)C n (xp) = 0 for any x ∈ V and any p ∈ W , we can define
If q a (q a ∈ W ) is small enough and such that q a < min{ r 2 − r 1 n , r 1 n }, then there exists
is big enough and such that Finally we prove that p * is unique. Let P denote the set of all special points p k (k = 1, . . . , n) , where
We put a = 
