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Abstract
CMOS and sCMOS image sensors are a cost-effective alternative to the more common CCD
based experimental sensors. While often being less favored than CCDs at room temperature,
CMOS image sensors have a better performance at lower temperatures and are the only of the
two highly used technologies that is viable at cryogenic temperatures. This paper discusses
development iterations of the star tracking rocket attitude regulation system (CSTARS). This
includes discussions of the cryogenic operation of CMOS sensors as well as operating in and
interfacing with a NASA sounding rocket as a star tracking system. Both iterations of the
project have proved effective in operating sCMOS image sensors at cryogenic temperatures
with low read noise. Star tracking has also been successful in the second iteration of the
system, which is scheduled to fly with the CIBER-2 sounding rocket experiment. A successful
flight with CIBER-2 would prove the readiness of sCMOS sensors for cryogenic operation in
a real world application.
Keywords— sCMOS, CMOS, CCD, Star Tracker, Cryogenic, Deep Space, Sounding Rocket,
Rocket Attitude
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Chapter 1
Introduction
The Cryogenic Star Tracking Attitude Regulation System, CSTARS, is a project with a goal to
develop a reliable star tracking system which functions at cryogenic temperatures. It exists in
two versions, CSTARS1 and CSTARS2, each operating on a different sensor. The later version,
CSTARS2, is intended to be used as the primary star tracker for the CIBER-2 sounding rocket
experiment. A star tracking system is one which is able to acquire images of the sky and
determine the rotational movement of a device based on the movement of stars captured. In
the case of CIBER2 it will be the primary star tracker used for attitude control, which refers to
the control of the rocket orientation. The rocket will use data provided by CSTARS2 in order
to stabilize the rocket at a constant attitude while CIBER-2 gathers data.
Image sensors generally use a CCD (Charge Coupled Device) or CIS (CMOS Image Sen-
sor) as their underlying technology. Traditionally, CCD technology is used for scientific and
astronomical applications. This is mainly due to their low read noise and high pixel density
when compared to CMOS. However, an issue with CCDs is their response at very low temper-
atures. At cryogenic temperatures, electron freezeout will occur which significantly lowers the
device’s signal transfer as temperature decreases. In contrast CMOS detectors, which rely on
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CMOS transistors as their pixel technology, do not suffer this problem. As opposed to CCDs,
the increased carrier capacity of the die at low temperatures causes improved performance in
CMOS image sensors with a theoretical limit as low as 4K.[8] CSTARS1 and CSTARS2 use a
specific CMOS standard known as sCMOS (scientific CMOS) as their underlying technology.
This technology offers benefits of lower read noise and dark current over typical CMOS and is
set to a specific standard of performance which improves reliability.
While being relatively untested in flight, CMOS and sCMOS image sensors could be very
useful for space travel and exploration once validated. An experiment may be expected to
operate in environments of extreme temperature; from the background temperature of empty
space to the surface temperature on Venus. By being able to operate at a wider range of tem-
peratures, using CMOS and sCMOS would remove some of the burden from the temperature
control system within a given device. The materials and energy saved through this could lead
to improved missions.
This paper will discuss the development of CSTARS1 and CSTARS2 and cover in detail
the developments made from the Summer of 2019 to the Summer of 2020. Included in this
are changes made to the hardware and software of both systems as well as data gathered from
experiments. The lessons learned from operating sCMOS image sensors at cryogenic temper-
atures as well as interfacing with NASA sounding rockets will also be discussed.
3





CIBER, the Cosmic Infrared Background Experiment, was a sounding rocket (upper atmo-
sphere rocket) experiment which was performed in order aid in studying the origins of the
universe by characterizing extragalactic background light. From 2009 to 2013, four flights of
this experiment were performed and the associated data was analyzed. The results from this
experiment are beyond the scope of this paper, but the experiment can be said to have been
a success. However, there are a number of ways in which CIBER could be improved upon.
This led to the development of CIBER-2 which seeks to improve upon the data gathered in the
original experiment.
One flaw in the original CIBER which is relevant to this paper is the attitude (rocket angle)
drift caused by thermal deflection. During the data acquisition portion of a sounding rocket
flight, it is expected that the attitude of the rocket is as stable as possible, maintaining the
same angle in three degrees of freedom. This was done in CIBER through NASA’s Attitude
Control System (ACS) which compensates for any small change in attitude. Within the NASA
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rocket there was a side facing star tracking system; an optical sensor system which was able to
determine a change in the rockets attitude by tracking star positions in the sky. These changes
to attitude were reported to the ACS which then adjusted the attitude back towards the initial
angle. The main issue with this setup is the side-facing sensor. During a flight, at the start
of the data gathering phase, the rocket skin is hot due to the friction cause by moving quickly
through the atmosphere. As the experiment continues, the rocket skin cools and the amount of
thermal deflection (e.g. bending) the rocket skin experiences changes. This causes the ACS to
compensate for the change in angle between the star tracker and the main sensor, leading the
overall attitude of the rocket to drift slowly. It should be noted that the experimental sensor
of CIBER is forward facing. Figure 2.1 shows a drawing of the rocket section with lines for
thermal deflection [3]. The error caused by this drift was small enough to be acceptable by
the original CIBER, but is expected to be rectified for CIBER-2. To this end, the primary star
tracker of CIBER-2 will be a forward facing star tracking system which can be housed next to
the experimental sensor. The NASA side-facing star tracker can then be used as a back up in
the case of failure in the primary sensor.
The main design challenge of this forward facing star tracker for CIBER-2 is the temper-
atures which it would need to experience. Due to the characteristics of the infrared sensor, it
must be kept at cryogenic temperatures over the course of the experiment. The experimental
sensor is placed within a cryostat and cooled with liquid nitrogen which has a boiling point
of 77.3 Kelvin (-196 degrees Celsius). In order to have a forward facing star tracking system,
its sensor would have to be placed alongside the main experimental one and function under
cryogenic temperatures as well. This is the main inspiration for project CSTARS.
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Figure 2.1: CIBER Rocket Section Diagram with Thermal Deflection [3]
2.2 CSTARS History
CSTARS, the Cryogenic Star Tracking Attitude Regulation System, was initially created to
verify the operation of CMOS sensor at cryogenic temperatures. It began as an undergraduate
research project in the summer of 2016. Unlike CCDs which are utilized for most experimental
imaging, CMOS sensors react favorably to cryogenic temperatures due to the increased carrier
capacity in its transistors (see Section 2.3). For this project the STAR1000 sCMOS (scientific
CMOS) sensor, which is an enhancement over CMOS, was chosen. The system was broken
into two halves, the cold electronics and the warm electronics. The cold electronics contained
mainly the STAR1000 sensor and associated PCB. It should be noted that for the project, the
ADC within the STAR1000 was disabled and so only the analog output was used. The warm
electronics contained two ZYBO development boards which are useful for their inclusion of
both a processor and FPGA. The warm electronics section of the system would control the
operation of the STAR1000, read the analog output, convert it to a digital format, and store the
results. The project was able to successfully validate the operation of the STAR1000 sCMOS
2.2 CSTARS History 7
Figure 2.2: Cryogenic Testing of CSTARS1 and Flight Configuration[4]
sensor by the Spring of 2017. In addition, a new cryostat was designed for the project to allow
CSTARS to be tested in a sounding rocket flight. This flight has yet to occur for the system, but
the cryostat is still highly useful. Figure 2.2 shows an image of the CSTARS cold electronics
system in the original cryostat used to test it as well as the 3D model of the custom cryostat
intended for flight placed in a rocket skin.
Using the results and lessons learned from the original project, a second system was de-
signed to be inserted into the CIBER-2 experiment as the main star tracking system. For the
remainder of this paper, the original CSTARS experiment will be referred to as CSTARS1
while the second version meant for CIBER-2 will be referred to as CSTARS2. CSTARS2 has
a few major advantages over the original system. The second project uses the CIS2521 sensor
which has a much higher resolution than the STAR1000 and is able to perform the analog to
digital conversion internally which greatly reduces path length and noise of analog signals. In
addition, the two ZYBO boards were replaced by a single Microzed board. This board con-
tains the same ZYNQ series processor, but is able to compensate for the functionality of both
ZYBOs due to its expanded number of I/O pins. It is also a much smaller board than even a
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Figure 2.3: CIBER-2 Rocket Section and Collimator[5]
single ZYBO, leading to a much smaller warm electronics container. The functionality of this
new sensor and system was validated inside the CIBER-2 cryostat by the Summer of 2018.
In addition to the hardware, the software of both CSTARS1 and CSTARS2 have undergone
much development since 2017 with particular emphasis on the tracking algorithm. A number
of people have worked to develop both systems into a state where it would be able to effectively
track stars. The developments discussed in this paper began in the Summer of 2019. At this
point in the project history a tracking algorithm did exist, but could not track consistently.
Figure 2.3 shows an image of the CIBER-2 rocket section and telescope as well as the edge of
a collimator used for testing and focusing.
2.3 CMOS Image Sensors
A CMOS image sensor consists of individual pixels, each made up of a photodiode used to
build a charge in response to light and multiple transistors used to amplify and read out this
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Figure 2.4: 3T and 4T Pixel Structures [6]
charge. The most common pixel structure is 3T which consists of a photodiode and 3 tran-
sistors. The 4T pixel utilizes a pinned photodiode (PPD) to reduce dark current within the
device. This PPD utilizes a P+ layer within the transistor to create a diode. The CIS2521
sensor used in CSTARS2 uses one additional transistor as a global reset causing it to have a
5T pixel structure. Figure 2.4 shows a basic image of the 3T and 4T pixel structures.
While CCDs cannot operate effectively at cryogenic temperatures CMOS image sensors
show increased performance. At low temperatures there is an increase in carrier mobility
within doped silicon as well as a decrease in carrier concentration. This decrease in carrier
concentration causes problems for BJT devices leading to a decrease in current gain. However
in MOSFETS, which are the transistors used in CMOS image sensors, the increase in carrier
mobility is able to increase the drive current of the transistor as the effective mobility is directly
proportional to I_DS and I_dsat. This leads to an overall greater signal strength and therefore
a better SNR (Signal to Noise Ratio) of the system. However, transistor threshold voltage
also increases at lower temperatures at around -1mV / K. Theoretically CMOS image sensors
should be able to operate effectively as low as 4K.[8]
There are also slight differences in how a CMOS image sensor operates based on the shutter
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mode: rolling or global. In a rolling shutter mode, the rows of the sensor are read sequentially
one after the other such that different rows are read at slightly different times. For a CMOS
image sensor this generally starts at the center row and radiates outward in both directions.
Rolling shutter offers benefits of lowered read noise and increased frame rate. This is because
it is possible to clear charge in rows which have already been read while later rows are still
being exposed, allowing for continuous and ’overlapping’ reads. However, Rolling shutter
mode also has increased complexity in operation as well as the distortion caused by the time
difference over the various rows within an image. It also makes it difficult to quickly take
two image samples which could be used to create a hardware correlated double sample (CDS).
This involves subtracting two images to eliminate fixed pattern noise (FPN).[9]
In global shutter mode, the entire sensor is cleared and then exposed simultaneously. This
mode of operation is easier to synchronize than rolling shutter, but has an increase time com-
ponent. While it is still possible to do overlapping reads in global shutter by reading pixels
with the current exposure while preparing the next exposure, it is still has half of the maximum
frame rate found in rolling shutter. It also has an additional noise source caused by the reset
frame, leading to more overall noise within the image. However, this also allows global shutter
to have no distortion as the entire image is exposed during the exact same snapshot of time.
In addition, the ease of synchronization that comes with this mode allows for a fast double
exposure, allowing an easy CDS filter to be implemented in hardware if necessary. This could
eliminate all fixed pattern noise.[9]
It should be noted that while CMOS and sCMOS image sensors have not been heavily
tested at cryogenic temperatures, there have already been some test cases for their operation
in space. A good example of this is the ASTERIA CubeSat which uses a CIS2521, the same
sensor as in CSTARS2, as its main payload sensor. It also stands as an example of how this
sensor family can be successful at centroiding stars.[10]
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2.4 Star Tracking Systems
A star tracking system consists of an image sensor and some form of state machine control,
generally using a processor. It exists to determine the change in a rocket’s attitude by ex-
amining stars over a given section of sky. The operation of the system is broken down into
individual image frames. Within a single frame, an image is taken and then interpreted by
the processor. The image may be filtered or transformed a number of times, but is ultimately
examined in the processor program to find the locations of individual stars. Stars will have a
higher pixel intensity than the surrounding sky and so can be found using an intensity thresh-
old. However, special care has to be taken in order to avoid interpreting noise or faults within
the image sensor as stars. The signal strength of the image sensor as well as the noise present
are both temperature dependent and can vary slightly between the different rows and columns
of the sensor. This also must be accounted for.
Once stars have been located within an image frame, it is necessary to calculate the change
in attitude of the rocket. To this purpose, a mapping can be made from the three rotational
degrees of freedom of the rocket to the linear X and Y movement and radial movement of
stars in the image frame. This is done using knowledge of the system optics. Calculating
the X, Y and radial movement can be done in a number of ways. The most conventional
strategy is to use the distances between stars as an indication of overall movement within the
image. This is effective because the distance between two stars will never change no matter
where they are within an image frame. It is possible to make a triangle using three stars
and determine the movement of the triangle from the first frame. In addition there are more
complex implementations of the distance approach which use more than three stars.
There is also the potential for a machine learning approach to this problem. It is possible
to train a neural network to recognize the X, Y, and radial change between two images at a
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fast rate [11]. In a sense, this does not conform to the explanation of star trackers shown
above because locations of individual stars are not directly calculated. However, this approach
cannot work without using stars to cause meaningful changes between images. There are a
number of benefits a neural network solution provides to this problem. If trained properly
it is likely to experience less errors than an algorithm designed by humans. This is because
it is able to interpret data in many meaningful ways, rather than only following the distance
method described above. It can also be quantized and placed on an FPGA which would allow
it to be much faster than a standard tracking algorithm. However, there are also a number of
drawbacks to this approach. Neural networks require large amounts of accurate data in order
to train effectively. This is difficult to acquire for star trackers which operate at high altitudes.
There must be a large enough data set from that particular sensor aimed at stars in flight. This
is even more difficult if accounting for cryogenic operation. In addition, it is more difficult
to debug and change the algorithm as neural network training is more complicated and time
expensive than changing a conventional algorithm by hand.
2.5 Noise Characterization
There are a number of noise sources within the CMOS image sensor readout which can be seen
in Figure 2.5. The first noise source, Dark Current, results from the properties of the photo-
diode. It is essentially the leakage current which is always present in such devices and is
highly dependent on temperature. The dark current of each pixel will be consistent for a given
temperature. However, the current will differ slightly between pixels. This leads to a fixed
pattern noise (FPN) across the image which will also be highly dependent on temperature.
This amount of dark current FPN will decrease with temperature.
In addition to the dark current FPN, there is photo response non-uniformity (PRNU) and
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photon shot noise. PRNU is also a form of FPN and refers to the variations in gain off of the
individual pixel photo-diodes. In other words, pixels will produce different amounts of current
given the same intensity of light. This is internally consistent, but varies across the sensor.
Photon shot noise refers to the variance in the number of photons found to interact with the
sensor. Due to the quantum nature of photons, the amount of discrete particles which can be
expected to interact over a given instance of time follows a distribution. Individual frames will
tend to have the mean number of pixels from this distribution with some variation. It can also
be said that this holds true for every pixel individually and therefore the noise inserted over the
entire sensor is effectively random. Shot noise is sometimes referred to as Poisson noise as it
is often modeled with a Poisson distribution. It is also not dependent on the temperature of the
sensor. [12, 13]
The other noise sources from this design path include row and column FPN based on
variances in the sample and hold capacitors between the rows and columns. There is also
a component of thermal noise present in all parts leading up to the ADC. This noise should
decrease with temperature. Finally, there is quantization error which is introduced from the
ADC. This results from converting voltages into discrete steps and is therefore not entirely
predictable. It also increases the minimum threshold of intensity light much reach to be caught
by the sensor considerably.
For the sake of this experiment, read noise is calculated using an estimate of correlated
double sampling (CDS) noise. The CDS noise calculation consists of taking two images frames
and subtracting them to eliminate any FPN and then using the standard deviation of pixels
within the image to calculate noise. This can be seen in Equation 2.1.[5]
Read Noise =
Standard Deviation of Difference Frame∗Column Amplifier Gain√
2
(2.1)
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Figure 2.5: CIS Readout Path and Noise Sources[7]
Chapter 3
Hardware Design and Development
3.1 CSTARS1
3.1.1 CSTARS1 System Overview
The hardware design of CSTARS at its most basic level is broken into two sections: the “Cold
Electronics” and the “Warm Electronics”. The purpose of these two sections is to minimize
the portion of the system which must operate at cryogenic temperatures. Figure 3.1 shows a
high-level block diagram for CSTARS1. It can be seen that the Cold Electronics portion of
the system consists of the sCMOS optical sensor, STAR1000, and various temperature probes.
The sensor has a resolution of 1024x1024 pixels and is placed on a PCB known as the “focal
plane board”. This provides signal and power supply routing, as well as bypass capacitors.[4]
Sparsity within this section of the system is important due to the low temperature as well as
the vacuum within the chamber. For CSTARS1, the STAR1000’s onboard Analog-to-Digital
Converter (ADC) is disabled as the original CSTARS1 designers believed that it would not
function at cryogenic temperatures. As such, the image data output from the cold electronics
portion is an analog signal and must be converted to the digital domain in the warm electronics
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Figure 3.1: CSTARS1 Block Diagram
section. It should be noted that the onboard STAR1000 ADC was never tested at cryogenic
temperatures to verify this assumption. [2]
The tasks performed by the Warm Electronics portion are more complex. It must control
the Cold Electronics portion of the system, i.e. the image sensor, acquire and interpret images,
and relay tracking position to the NASA sounding rocket through the Attitude Control System
(ACS) as well as pass data back to ground station through NASA Chapter 10 (CH10) telemetry
as specified in IRIG-106. These two communication channels may be referred to as “Async”
and “Sync”, standing for asynchronous and synchronous, respectively. This is because the
ACS interface was implemented using 115200 Baud 8N1 UART communication while CH10
is synchronous in nature. The ACS hardware communication is implemented using the RS-422
standard while the NASA CH10 telemetry system uses LVDS signaling.
There are three boards which make up the warm electronics: the Interface Board, ZYBO1,
and ZYBO2. The purpose of the Interface Board is to distribute power and signals between
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Cold Electronics, the two ZYBOs, and the NASA sounding rocket. The ZYBOs provide clock-
ing, control signals, etc. and also contain processors which hold the main star-tracking algo-
rithm.
3.1.1.1 Interface Board
The Interface Board can be broken up into four major subsystems: Power Electronics, I/O
Signaling, Thermometer Drive, and Analog to Digital Conversion (ADC). In terms of power
electronics, the interface board receives power from the NASA sounding rocket at +12V with
an expected range of +10.5V to +13.5V. A switching-mode power supply (SMPS) is used to
provide power to the two ZYBOs in the form of a +5V rail. A linear power supply is used to
provide +5V power the sensor due to their relatively low output ripple. Linear power supplies
are also used to power any small ICs with +5V and +3.3V levels.
The I/O Signaling refers to the circuitry required to convert the +3.3V signaling from
ZYBO 2 into the proper standards for the Async and Sync communication channels described
above. In addition, there are a number of buffers between the ZYBOs and the Image sensor
which boost clock and control signals as well as converting from +3.3V which comes from the
ZYBOs to the +5V standard used by the STAR1000 sensor.
There are four temperature probes within the Cold Electronics, each driven by a circuit
found on the interface board. This circuit provides a constant current to the probe which in
turn changes the voltage of this input signal in response to temperature. This signal is also
routed into an ADC input pin of ZYBO2 in order to interpret the current temperature.
The Interface Board also contains an ADC circuit to convert the analog output of the
STAR1000 sensor into the digital domain. This circuit contains of a high impedance buffer
which converts the sensors single-ended output to a differential signal as well as a 14-bit ADC
IC. The range of this ADC is +/-1V which is less than the peak output of the STAR1000 at
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+1.2V. However, this level occurs when light has fully saturated a pixel, which is unlikely to
occur when examining a star-field used for tracking.[4]
3.1.1.2 ZYBOs
The ZYBO boards are a product of Digilent Inc. and incorporate as the main processing
component a Zynq 7000 Family SoC by Xilinx, specifically a Zynq 7Z010. In turn, the Zynq
SoC contains a combination of re-configurable FPGA fabric and a dual-core ARM processor.
They can be considered the “brain” of the system. The combination of processor and FPGA
logic provides a balance between complex functionality and fast custom signaling, both of
which are required in CSTARS.
ZYBO1 is considered the “master” of the system. This is because it generates control
signals for the Focal Plane Board and ZYBO2 as well as it provides a clock source to the ADC
on the Interface Board. A basic flowchart of ZYBO1’s Finite State Machine (FSM) can be seen
in Figure 3.2. ZYBO1 generates the control signals to reset a row of pixels, then generates the
signals to expose and read each pixel within that row, and finally moves on to the next row.
It also provides a clock and control to ZYBO2 to read the associated output. This type of
reading is referred to as “Rolling Shutter” as the sensor is exposed to light one row at a time
sequentially as opposed to “Global Shutter” in which all pixels are exposed simultaneously.
ZYBO2 handles data acquisition, Sync and Async communication messages, as well as the
star tracking algorithm. This is explored further in Chapter 4.
One drawback of using ZYBOs for CSTARS is that a single ZYBO does not contain
enough I/O pins to implement the full design. The solution to this problem was a second
ZYBO. This caused the Warm Electronics system to be physically larger than anticipated and
was one driving force behind the creation of CSTARS2. Schematics and Layouts for both the
CSTARS1 interface and focal plane boards can be seen in Appendix I.[4]
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Figure 3.2: ZYBO1 FSM Flowchart[4]
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Figure 3.3: CSTARS1 Dark Image 98.7K
3.1.2 CSTARS1 Hardware Development
The hardware development of CSTARS1 consisted of the elimination of noise. Figure 3.3 rep-
resents a CSTARS1 image with the sensor completely obscured after median and row column
filtering. It can be seen that even after filtering there are vertical and horizontal lines of in-
creased intensity. This represents a fixed pattern of noise which is not characteristic of what
one would expect from the sensor alone. There were a number of factors which were examined
with respect to this noise. The ADC within the CSTARS1 interface board was determined to
play some part in this noise, but it was decided that the design could not be further improved
in CSTARS1. There was one aspect the hardware which could be improved. One important
signal used in the sensor amplifiers within the cold electronics is a signal called “blackref”
which acts as an offset to the voltage of the sensor output. It was determined previously that
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this signal should be tied to ground. However, it was found that “blackref” was provided to the
cold electronics by the CSTARS1 interface board and was therefore grounded on the interface
board. This creates a long path between the sensor ground and blackref. To improve this the
blackref signal was tied to sensor ground internally within the connector. Following this, the
dark current was re-characterized with respect to temperature. It was found that there was a
noticeable decrease in sensor noise as is presented in Chapter 6.
3.2 CSTARS2
The hardware design of CSTARS2 is similar to that of the original CSTARS1 design with a
number of improvements which makes it more suitable to be used in the CIBER-2 experiment.
Much like in CSTARS1 a sCMOS sensor is used. However, CSTARS2 uses the Fairchild
CIS2521 Sensor as opposed to the STAR1000 from CSTARS1. In addition, the two ZYBO
boards were replaced with a single MicroZed. The MicroZed is produced by Avnet and con-
tains the same Zynq 7Z010 SoC as is found in the ZYBO. In addition to eliminating the need
for two SoC boards, the MicroZed is considerably smaller than a single ZYBO meaning that
the final warm electronics enclosure could be much smaller in CSTARS2 than in CSTARS1.
With the change in image sensor and SoC boards, CSTARS2 also required complete re-designs
of the Focal Plane and Interface Boards as well as a re-design of FPGA logic. Figure 3.4 shows
a high-level block diagram for CSTARS2.
3.2.1 Cold Electronics Overview
The CIS2521 sCMOS sensor was chosen mainly for its low read noise and high frame rate.
It also has a pixel area of 6.5µm x 6.5µm which is significantly smaller than the STAR1000
pixel area of 15µm x 15µm. This increased pixel density, along with changes in the optics
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Figure 3.4: CSTARS2 Block Diagram[5]
system, allows for trackable stars (e.g. magnitude 7-8) to be about 20 pixels in diameter in
CSTARS2 images as opposed to 4 pixels in CSTARS1 images.[1, 2]
The design of the CSTARS2 Focal Plane board performs the same tasks as the CSTARS1
equivalent for the new sCMOS sensor. It contains bypass capacitances and impedance match-
ing resistances required by the chip while routing all chip signals to connectors. It should be
noted that while the focal plane board does route to every pin of the CIS2521, CSTARS2 only
makes use of half of the sensor. The CIS2521F is split into two imaging sections, the top
half (indicated by _TP suffix in designs) and bottom half (_BT), each with 2560x1080 active
pixels and with their own associated pins. The final CSTARS2 image is 2624x1096 pixels as
a portion of the sensors inactive region is taken during each frame. In addition this sensor has
two outputs, high gain and low gain (_LG). These refer to which internal analog amplifier is
used before Analog to Digital (ADC) conversion. CSTARS2 only uses the high gain output.
For these reasons many of the pins on the focal plane board are unused. This can be seen in
the CSTARS2 Detector Harness Interface Document. The schematic and layout for the newest
revision of this board as well as the interface document can be seen in Appendix II.
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3.2.2 Warm Electronics Overview
The Warm Electronics portion of the system acts largely the same as the CSTARS1 Warm
Electronics. It controls the Cold Electronics portion of the system, acquires and interprets
images, and relays tracking position to the NASA sounding rocket through the Async and
Sync interfaces (described in Section 3.1.1). However, there are a few key differences between
the CSTARS1 and CSTARS2 systems. The CSTARS2 Warm Electronics system uses a single
MicroZed board instead of two Zybos. In addition, the sensor output from the CIS2521 sensor
is digital as opposed to analog meaning which means that there is no need for an ADC circuit
on the interface board. Other than this, the design of the interface board is more or less the
same as in CSTARS1. The schematics for the CSTARS2 interface board can be found in
Appendix II.
3.2.3 CSTARS2 Hardware Development
Hardware development within CSTARS2 focused on the Cold Electronics side of the system,
specifically the CIS2521 sensor and the focal plane board. It was found that Rev1 of the Focal
Plane board, due to the low operation temperature, was causing damage to the sensor and
causing a loss of function. Specifically it was found that having the sensor directly soldered
to the Focal Plane board resulted in the sensor pulling away from the board pads over time
due the constant change in temperature between room temperature (~293K-298K) and the
temperatures experienced when cold (~77K-90K). This caused the solder to crack which in
turn caused many of the pins to lose connection with its associated pad. In addition to this, it
was thought that this may have damaged the CIS2521 pins themselves and this was found to
be true. The CIS2521 was removed and it could be seen that many of its pins were partially
damaged. This can be seen in Figure 3.5 which shows the bottom side of the sensor both Pre
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Figure 3.5: CIS2521 Damage from Focal Plane Rev1 Pre (left) and Post (right)
Cleaning
and Post cleaning.
The Pre-Cleaning image shows that many of the pins had either partially or fully discon-
nected from the chip. In addition there was an amount of resin which had accumulated near the
pins and may have contributed to the sensor being partially raised off the Focal Plane board. It
is likely the soldering and removal of the CIS2521, using convection heating, which occurred
on multiple occasions was the cause of this resin. Post-cleaning it can be seen that a number
of pins which appears to still be connected to the sensor were already disconnected.
The top side of the sensor also sustained damage. Specifically, it was noticed that a number
of the wire bonds between the outer and inner portions of the sensor had been shorted likely
due to contact with the movement of air or due to improper placing of the glass or steel shields.
While these shorts were fixed, there were still a few wired bonds which may have separated
entirely. In addition, it is possible that the reflow temperature required to solder and remove
the sensor caused non-visible damage. The CIS2521 Datasheet specifically advises against
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using convection heating to place this part which was the main reflow method used in this and
previous developments. [1]
It was decided that soldering the CIS2521 directly to the Focal Plane board was a poor
long-term solution due to the strain it causes on the solder joints at low temperatures as well as
the need to place the sensor itself under reflow temperature multiple times. The best solution
to this problem was to redesign the Focal Plane board with a socket part that matched the
CIS2521. The socket would be soldered directly to Focal Plane board allowing the sensor to
be inserted into and removed from the board without the use of heat. This would avoid damage
due to high temperatures. It would also avoid damaging the CIS2521 pins at low temperature
as the socket would sustain any solder joint damage rather than the sensor itself. In addition to
this long-term solution, a short term solution was developed for the upcoming CIBER-2 flight.
In order to repair the CSTARS2 cold electronics in the short term, the Focal Plane Board
Rev2 was designed. A flaw of the Focal Plane Rev1 was that the pads connecting to the
CIS2521 were slightly too short. The pins of the CIS2521 are inlaid on the sides of the chip
with a piece of metal wrapping around to the bottom of the chip. The pads of the Focal Plane
Rev1 match the length of these metal pads on the bottom of the chip, but are not long enough
for solder to pool up to the inlaid pins on the side of the chip. This also may have contributed
to the damage the CIS2521 pins received. The damage actually consisted of a separation
between the inlaid pins and the metal which wrapped to the bottom of the chip. Because the
inlaid pins themselves were not damaged, it was determined that extended the length of the
Focal Plane pads would allow solder to connect to these “side pins” which would leave no
pins fully unconnected. Figure 3.6 shows a basic cross-section of a single CIS2521 pin from
the front. The tan rectangle represents the inlayed pin while the grey represents the metal
which connects to said pins and wraps around to the bottom of the board. Figure 3.8 shows the
completed Focal Plane Rev 2 with sensor and steel shielding attached.
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In terms of layout design, there was very little change from the Rev 1. The main difficulty
in design surrounded the routing along the bottom edge of the board. The increased pin length
meant that some signals could no longer be routed along the bottom edge of board in the top
copper layer due to lack of open space. It was also impossible to move the sensor further
away from the bottom edge of the board due to the optics requirement for sensor placement.
Any change in sensor position away from this edge would decrease the region of the sensor
which was illuminated. To effectively change sensor position, a certain section of metal in the
optics system would have to be filed down to give the board housing more space. This could
not be done for the current flight. The solution to this issue was to route some signals inward
and transition to bottom copper, allowing them to pass over to an area of the board with more
space, before routing back to top copper.
After the sensor was initially attached to the Focal Plane Rev2 board, a number of small
changes were required. There were instances where solder connections were missing or not
strong enough as well as a number of shorts due to solder bridging or touching wire bonds.
In order to find these faulty connections, every signal of the board was probed with a DC
multimeter and all sensor solder connections were checked using an X-ray machine (see Figure
3.10) . In addition, an oscilloscope was used to verify all of the board signals. Figure 3.9 shows
a number of captures from this stage of development. Each image shows the system clock on
signals D8 and D9 at the warm electronics and cold electronics respectively. For these images,
the zoom makes it impossible to see the delay between the two signals, but this delay was
observed to be reasonable. The remainder of signals in this Figure represent different Digital
Output values. It can be seen that in (b) the digital output on D11 appears to be shorted high and
was continuously attempting to lower itself. A number of weak connections were examined
and fixed in this manner. This particular issue was the result of a shorted wire bond.
Following this, the sensor was tested for correct operation using the USB-streaming GUI
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Figure 3.6: CIS2521 Pin Cross-Section from the Front
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Figure 3.7: Focal Plane Rev 2 Layout




Figure 3.9: Focal Plane Rev 2 Oscilloscope Captures: (a) Transient Dark (b)
Stable Dark (c) Transiant Light (d) Stable Light
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Figure 3.10: Focal Plane REV 2 X-ray
and then placed back within the CIBER-2 cryostat for further testing. Figure 3.11 shows an
image of the open CIBER-2 rocket section on the left and the section shell on the right.
The Focal Plane Rev3 was designed to fulfill the long term solution described above. It is
similar to the Rev2 design except for a larger CIS2521 footprint to account for the increased
size of the CIS2521 socket. Replacing the actual sensor with a socket on the PCB avoids
damaging the CIS2521. Once the socket is soldered, the CIS2521 can be inserted and removed
from the board without any heating necessary. In addition, cracked solder joints would damage
the socket and not the vastly more expensive CIS2521 sensor. Rev3 is considered a long term
solution and was not used in the short term for two reasons. The first reason is that the Focal
Plane Rev3 increased from previous revisions in size, requiring its position within the optics
to be re-calibrated. The second reason is that a new sensor will need to be purchased for this
Rev3 as it is likely that the original CIS2521 is no longer fully functional. The design of the
Focal Plane Rev 3 can be seen in Appendix II.
Figure 3.12 shows a basic layout of this design. There are a few differences to note between
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Figure 3.11: CIBER2 Cryostat
this design and the Rev2 design seen in Figure 3.7. One difference is that the board is larger
in all directions. This was done mainly to provide room for the CIS2521 socket which is
significantly larger than the sensor itself. This increased size allows for all of the signals near
the bottom edge to be routed without running out of free space as in Rev2. It can also be seen
that in this version internal copper pads are made larger when possible and vias are placed
more carefully to avoid making these pads needlessly thin in critical areas. It should be noted
that the increased board size will be leading to a new sensor position within the CSTARS2
optics. However, the appropriate obstructions can be filed down to allow for this extra board
space in the future. Figure 3.13 shown an unpopulated version of the Rev 3 board.
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Figure 3.12: Focal Plane Rev 3 Layout
Figure 3.13: Focal Plane Rev 3 Unpopulated
Chapter 4
Software Design and Development
4.1 Software Flow and Builds
This section will cover the various CSTARS software builds, their use cases, and basic designs.
Little emphasis will be placed on the details, history, and development of the CSTARS tracking
algorithm and of the software surrounding telemetry; it will be covered in the later sections of
this Chapter.
4.1.1 CSTARS1
CSTARS1 has a single software build and hence is not given a particular name. This build
gives CSTARS1 the ability to track, interact through telemetry, and stream CSTARS1 images
over Ethernet to experimenters if not in flight. The tracking and telemetry as well as the general
control flow of the CSTARS1 software build gives it the same functionality of the CSTARS2
Flight Ready Software. In addition, the ability to stream images gives similar functionality to
the CSTARS2 USB-Streaming Build. The description of these two builds and the reason why
they are joined in CSTARS1 and separate in CSTARS2 is explained in Section 4.1.2
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The software design and flow in CSTARS1 is broken up between the two ZYBO boards.
ZYBO1 runs a simple Finite-State-Machine (FSM) which controls the STAR1000 sensor (as
described in Chapter 3) and controls the timing at which ZYBO2 reads-in images. The be-
havior of ZYBO2 is more complex and is described in Figure 4.2. Core 0 is responsible for
initializing the DMA System, UART, GPIO, and Core 1. After initialization, Core 1 saves
images to an onboard SD card and transmits them over Ethernet to the associated computer
GUI program. It should be noted that these images are saved to the SD card as raw data and
do not exist in any sort of file system. Core 0 continues with its operation, capturing images
and attempting to track stars if the NASA sounding rocket has launched, the optics door is
open, and it is pointed to the appropriate area in the sky (On Target). It will also attempt to
send updated tracking info through the Sync and Async interfaces. An in depth discussion of
the CSTARS tracking algorithm can be found in Sections 4.2 and 4.3 while a discussion of the
Sync and Async interfaces and associated software can be found in Section 4.4.
4.1.2 CSTARS2
From a software design perspective, CSTARS2 is simpler in concept than CSTARS1 due to the
use of a single SoC as opposed to two. The CIS2521 sensor (similar to what is seen in Figure
4.1) is controlled through the combination of a custom logic circuit, described in Verilog and
implemented in the Zynq 7010 FPGA Programmable Logic part (PL), and a bare-metal (no
operating system) program written in C that runs on one of the ARM cores of the Processing
System (PS). The reading of the sensor is initially prompted by the processor program. Like
in CSTARS1, the Rolling Shutter acquisition mode is used. The program running on the
processor itself is bare-metal for the sake of speed.
There are a number of software builds created to control CSTARS2 for different purposes
as opposed to the single one created for CSTARS1. They are known as the Flight Ready,
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Figure 4.1: CSTARS1 ZYBO1 Software Flowchart (FSM)
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Figure 4.2: CSTARS1 ZYBO2 Software Flowchart
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USB-Streaming, and Image Import Builds.
4.1.2.1 Flight Ready Build
The Flight Ready Build of CSTARS2 is the main application of the project and is loaded
onto the Microzed for flight Operation. Figure 4.3 shows a flowchart of this program. It is
segmented by the tasks required of Core 0 and the tasks required of Core 1 within the Dual-
Core ARM Processor.
Core 0 is responsible for most tasks and involves the initialization of the sensor, GPIO,
DMA system, Core 1, NASA interfaces, etc. It is also responsible for capturing images, per-
forming the tracking algorithm, and sending telemetry messages to NASA systems. The basic
logic of the program post-initialization is to constantly capture images and update the tracking
state. Tracking is only performed on these images after the NASA system signals CSTARS2
that the rocket has launched, the optics door is open, and that it is pointed to an appropriate
section of the sky (On Target). If these conditions are not met then tracking will not be per-
formed and a specific preset will be relayed through telemetry to express this. In addition,
Core 0 informs Core 1 to start saving images as soon as the rocket has launched.
The only responsibility of Core 1 is to save images to the SD card connected to the Mi-
crozed within the Warm Electronics. Images are saved within a FAT file-system. However,
the process of saving one image within the file-system is slower than the time needed for one
iteration of the main loop in Core 0, especially before tracking is performed. Therefore, not
every image taken can be saved. In previous versions of the CSTARS2 software, the sensor
images were saved onto the SD-card as raw data which could be done much more quickly. This
allowed for the saving of every image, but created difficulty in recovering the images reliably
without any error. The solution of saving within a FAT file-system fixes the issue of reliability,
but requires more complex communication between Core 0 and Core 1. A simple API was
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designed for this purpose.
There are three values in shared memory used to implement an API between Core 0 and
Core 1 referred to as the New Input Flag (NIF), Image Index, and Buffer Done Flag (BDF).
Core 0 has the ability to write to the NIF and Image Index while Core 1 can only read these
values. Conversely Core 1 has the ability to write to the BDF while Core 0 can only read this
address. This avoids potential conflicts in concurrent usage of shared memory space without
requiring any sort of mutex.
Core 0 maintains a buffer of six CIS2521 images. Whenever a new image is taken, it
overwrites the oldest image in the buffer. The Image Index is then set to reflect the location of
the most recent image within the buffer. Whenever Core 1 is ready to start saving a new image,
the Buffer Done Flag is set and the program waits for the NIF from Core 0. Upon the next
captured image Core 0 will set the NIF if the BDF is already set (and reset the NIF otherwise).
This leads Core 1 to create a shallow copy of the most recent image as found using the Image
Index value and the BDF is reset. This in turn resets the NIF on the next pass of Core 0’s
mainloop. After the image is saved, CPU1 will set the BDF and the process starts over again.
This API allows Core 0 to operate without any additional delay, while giving Core 1 the
maximum amount of time to create a shallow copy of an image before it is overwritten within
the DMA buffer. The effective operation of the communication between the two cores, and
specifically the appropriate resetting of the NIF value, rely on the main loop of Core 1 taking
significantly more time to complete than the main loop of Core 0. It is expected that by the
time Core 1 begins waiting for the NIF flag, the value has already been reset by Core 0 due to
the reset of the BDF done by Core 1 before saving.
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Figure 4.3: CSTARS2 Flight Ready Build Software Flowchart
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4.1.2.2 USB-Streaming Build
The largest shortcoming of the Flight Ready Software build is that it does not allow experi-
menters to see images in real time. Rather, the images are saved during the experiment to a
Micro-SD card on the Microzed board. These images can then be moved onto a computer and
examined. The issue with this process is that it makes procedures such as focusing a colli-
mator and testing incremental changes very time consuming, especially in experiments with
long run-times and large amounts of data. In CSTARS1 the solution to this was to include an
Ethernet stream on the main build. This is not practical in CSTARS2 for a few reasons. The
first is that it would add unnecessary delay to the Flight Ready Build. Unlike in the CSTARS1
build, the Flight Ready build of CSTARS2 is intended as the finalized software that will run
during flight. When CSTARS1 is ready to fly, the Ethernet interface would have to be removed
from the final build for similar reasons. The second reason is that the Ethernet port on the
Microzed board is not easily accessible from a bare-metal program. That is, many of the li-
brary functions necessary to effectively run the Ethernet interface are not implemented in the
appropriate package when an OS is not enabled.
For these reasons, the USB interface of the Microzed is used for streaming. This interface
is much slower than Ethernet, but this is not an issue since only the Flight Ready Build is tightly
time constrained. In the USB-Streaming Build, the Microzed emulates a generic USB-device
which interacts with the associated computer program with interrupt transfers and a custom
API. The API consists of two computer commands (found in the USB receive buffer): a new
image command and an image section request command. The new image command, denoted
by the number 255, informs CSTARS2 to take a new image. An image section request, denoted
by any number from 0 to 63, causes the Microzed to return a section of the current CSTARS2
image to the computer program. Each CSTARS2 image is exactly 5751808 bytes in length (2
bytes/pixel x 1096 columns x 2624 rows) and the USB interface sends 89872 bytes in a single
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image request transfer, meaning that there are 64 sections of a single image to send (57581808 /
89872 = 64). The user end (Computer GUI) can pull entire images by first sending a new image
command and then requesting each section of the image sequentially. Because the data rate of
this interface is close to the maximum USB 2.0 rate in the user GUI program, it is common
that single image requests fail. The transfer size of 89872 bytes was selected to minimize this
issue, but it is expected for a packet to be dropped at least once during the transfer of a full
CSTARS2 image. It is up to the user program and programmer to repeat failed transfers and
keep track of image sections.
This build can be used to view and save CSTARS2 images in real time and uses the asso-
ciated GUI program. In addition, tracking can be enabled in the Microzed processor program
such that it is possible to test CSTARS2 tracking while viewing the images that CSTARS2
is attempting to track. This greatly decreases the time required for many lab procedures and
makes it much easier to characterize the CIS2521 sensor. The time per frame was found to be
about 0.8 seconds per image without tracking and 1.5 seconds with tracking. The added time
for tracking was added by the GUI artificially to avoid any potential issues.
Another possible option for a lab streaming build would be to move from bare-metal oper-
ation to an operating system and continue using Ethernet rather than switching to USB. While
the Flight Ready build required bare-metal operation to fit timing requirements, no such re-
quirement exists for a lab streaming build. In addition, the Ethernet Streaming build would be
much faster than the USB-Streaming build. Regardless, bare-metal operation was chosen to
minimize design time as a streaming build was required as soon as possible. In addition, any
use of an operating system would have made it impossible to merge the streaming and Flight
Ready builds together as had been done in CSTARS1; a goal which was eventually discarded
to optimize the Flight Ready build. However, a faster version of the USB-streaming build
could potentially be made using Ethernet and an OS running on the Zynq such as Free RTOS.
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4.1.2.3 Image Import Build
The Image Import Build of CSTARS2 was created so that a Microzed could attempt tracking
on a saved CIS2521 image (simulated or real) entirely on its own, without being connected to
the interface board or cold electronics. This build is a solution to two problems, the first being
that access to the CIBER-2 cryostat, which houses the Cold Electronics is limited. This is
because the main experiment (CIBER-2) also requires modification and testing and is often a
higher priority than CSTARS2. This makes it difficult to test or modify the tracking algorithm
in a timely manner.
The second problem is that even with access to the sensor, there is often difficulty setting up
a tracking experiment. The current CIS2521 as described in Chapter 3 has sustained damage
and is increasingly inconsistent in behavior, which cannot be resolved until a new sensor is
purchased. In addition, it takes a good deal of time to set up the experiment for CSTARS2
in-lab tracking and taking the CIBER-2 cryostat outside is not an option. Even with the help of
the USB-Streaming Build, focusing the CSTARS2 optics and properly directing the collimator
takes a great deal of time.
The Image Import Build addresses these problems by allowing a Microzed to attempt track-
ing on any images saved to the connected MicroSD card (FAT format). This includes any
previous images taken from the CIS2521 before its behavior began to deteriorate. This also in-
cludes simulated CIS2521 starfields, which can easily be created in MATLAB to test tracking
with different numbers of stars, of different brightness and with different noise.
This is a large improvement over the previous solution for testing tracking changes when
the sensor could not be accessed. Previously, an “identical” tracking algorithm was ran on a
Ubuntu machine to test saved and simulated images. However, it was a non-ideal solution as
there are a number of Zynq specific libraries used in tracking which needed to be replaced
in the algorithm on the Ubuntu machine. This makes it difficult to confirm if a solution that
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works on the Ubuntu machine would work on the actual CSTARS2 hardware. In addition, it
was impossible to test the exact timing of the tracking algorithm which is a critically impor-
tant metric as CSTARS2 must communicate with NASA ACS accurately on a specific timing
window (10Hz). The Image Import Build fixes both of these development and testing prob-
lems and is able to determine exactly how long the tracking algorithm requires to complete on
CSTARS2 hardware.
4.2 Tracking Algorithm Overview
The most recent revision of the CSTARS2 tracking algorithm is broken into three steps: fil-
tering, star determination, and tracking. Figure 4.4 shows the basic behavior of the algorithm.
The algorithm is initially considered not to be tracking (“not tracking” phase). When a new
image is received, filtering and star determination are performed and, given that enough valid
stars are found, three stars are chosen to track. If unsuccessful (e.g. three valid stars were
never found), the algorithm repeats operation on the next frame in the “not tracking” phase. If
successful, it moves into the “tracking” phase.
On the next frame (assuming “tracking” phase), operation is similar to the initial case. A
new image is acquired and filtered. Star determination is performed with slight differences to
the previous frame. The algorithm then attempts to find the three stars which were picked by
the algorithm and calculate their change in position in three degrees of freedom (x,y, radial).
If the algorithm fails to track (by not finding the “tracked” stars) for a prescribed number of
consecutive frames, the algorithm will assume that the stars are lost and move back to the
initial, not tracking, state and choose new stars to track. The three individual steps of this
algorithm are explained in more depth bellow.
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Figure 4.4: CSTARS2 Tracking Algorithm Top-Level Flowchart
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4.2.1 Filtering
The first step, filtering, removes any sort of column and row consistent noise which may limit
the ability to determine star locations. This is done by applying a clipped mean filter across
each column of the image and then a clipped mean filter across each row. In addition, the
image is cropped from its native resolution of 2624x1096 pixels to a region of 1024x1024
pixels about the center of illumination from CSTARS2 optics. This eliminates any dark regions
of the image which do not require examination. This process is deterministic in time and takes
a relatively short amount of time as compared to the star determination step.
The intended behavior of the filtering step is represented by a median filter. A median
row/column filter is one in which a single row/column is taken, the median value is found,
and then subtracted from each value in that row/column. The goal of filtering in this step
is to make sure that each column/row has a similar definition of “sky” in pixel value when
compared to another row/column. It is for this reason that subtracting with the row/column’s
median value is more effective than subtracting another value (i.e. average value) because
outliers are discarded. In this context outliers refer to bright pixels caused by stars and cosmic
rays as well as hot or dead pixels in the sensor pixel array. These outliers are not part of what
is considered empty “sky” and should have no impact on its determination of value.
The clipped mean filter, which is the actual filtering technique used in CSTARS2, is an
approximation of a median filter and is chosen for its balance between effectiveness and in-
creased speed. First an initial mean and variance of all the values in the row/column is taken
in order to approximate it as a Gaussian distribution. Then all values outside two standard
deviations of the mean are removed and the mean is recalculated from the remaining values.
Similar to calculating a median, this clipped-mean removes any potential outliers from the
calculation, though potentially not as well. In addition it is algorithmically faster to calculate
a clipped mean than the median of a row/column since no sorting of values is required. The
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average time complexity of sorting a row/column of values is at best O(N • log(N)) using a
merge sort or quicksort implementation while clipped mean is O(N) in its worst case.
Figure 4.5 shows the section of code used to perform a clipped mean filter across the
columns of a CSTARS2 image. The filtering process is comprised of five loops. The first
loop (nested) traverses every relevant pixel within a 1024x1024 region of the given CSTARS2
image and calculates the sum of values and sum of squared values in each column, placing
them into a separate array. It should be noted that the call to “raw_image(row, column)” is
not truly a function call. Rather, “raw_image(row, column)” is a pre-processor macro which
represents the short hand for the appropriate pointer arithmetic equation. It may appear in the
statement that raw CSTARS2 images are row first, but they are in fact column first. This is
why nested loops traverse over columns first, as it requires less flushing of the processor cache.
Following this first loop, a second loop traverses the sum and sum of squares for each
column, calculating the clipping boundary for each column. This is done by first calculating
the mean value and variance of each column. The mean is calculated by dividing the column
sum by the number of pixels in that column (1024) which is implemented here as a bit shift
since an unsigned integer value is used. The variance is calculated by dividing the column’s
sum of squared values by the numbers of pixels (implemented similarly) and then subtracting
the squared mean of the column (not to be confused with the sum of squares) which was found
after calculating the mean. This is not the standard way in which sample variance is usually
depicted, but is a very good approximation which requires a single image traversal rather than
two. Equation 4.1 shows the progression from the standard sample variance equation to the
one used in the tracking algorithm. The left-most calculation requires two traversals; one for
the mean, represented as X-bar, and then another for the sample variance. The approximation
on the right assumes that N minus 1 is approximately equal to N where N is 1024 in the
case of this algorithm. After the variance of each column is found, a square root operation
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finds the associated standard deviation. Then the min and max clipping boundaries are set
as two standard deviations away from the column’s mean value for each column. A normal
distribution of pixel values for each column is assumed. Only pixel values within this min-max













The third loop (nested) traverses through the entire image, recalculating each column sum
as a “clipped sum”. That is, only values within the clipping boundaries are accepted into the
sum and the number of accepted pixels for each column is maintained. Using this, the fourth
loop calculates the clipped mean of each column by dividing this “clipped sum” by the number
of accepted pixels.
Finally, the fifth loop (nested) traverses over each pixel in the 1024x1024 region and sub-
tracts out its associated column clipped mean. It also moves this final filtered value to a new
array (cor_image or “corrected image”) which is used as the basis for the row clipped mean
filter that immediately follows as opposed to using the raw image in the column filter. This
new data structure is needed for a few reasons. The first reason is that, as a rule of thumb, a
raw CSTARS2 image should not be modified to avoid data parallelism issues. The CSTARS2
image buffer is filled using the DMA system interacting with the sensor through the FPGA
logic and this is the only intended way in which it should be written to. In addition, as there
is no sort of mutual exclusion (mutex) implemented within the CSTARS2 software, there may
be considerable overlap in accessing a raw image from the buffer for tracking (Core0) as well
as for saving (Core1). Any write operation could pose a potential issue. The raw_image data
structure is also much larger than necessary, containing a full 2624x1096 CSTARS2 image
while only the 1024x1024 section being examined is necessary. Finally, writing the column
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filtered CSTARS2 image to a new array allows a transition from a column first data structure
(raw_image) to a row first data structure (cor_image). Using a column first data structure for
the column filtering and a row first data structure for row filtering (row filtering occurs directly
after the code shown) requires the least amount of flushing from the cache.
It can be seen that the entire column filtering process requires a full traversal of the image
three times: first to calculate the sum of values and sum of squared values, second to check if
pixel values are within the clipping boundary, and third to subtract out the clipped-mean and
place the result in the appropriate array. The statements within these traversals are ran much
more often than the statements in non-nested loops and therefore are of higher importance
when examining delay. For this reason, multiplication and division are avoided when possible
and is only necessary in the calculation of a columns sum of squared values. Multiplication
and division are also avoided when possible within the non-nested loops. For example, the
column’s initial means and variances are calculated uses a shift operation instead of a divide
operation. This is possible because a 1024x1024 section of each CSTARS2 image is set aside
and examined (1024 is a power of 2). The most time expensive operations within the filtering
process are the conversion from column variance to standard deviation (square root operation)
and the calculation of the final column clipped mean In the case of this second mean calculation
there are a variable number of pixels within the clipping boundary so shift operations aren’t an
option. However, this process is much faster than sorting the pixels of each column to perform
a median column filter. In addition, floating point variables are avoided whenever possible due
to the added time required to perform numerical operations in floating point representation.
Floating point is only used when it is necessary for the C library functions used, in the case of
the square root operation, or if it was determined that not using a float or double variable could
increase potential error enough to harm the successful operation of the algorithm. However, a
better solution for future design decisions would be to use Vector Floating Point Units (VFPUs)
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as opposed to removing floating point units entirely. VFPUs are a special type of floating
point variable whose operations are hardware accelerated within the Zynq system. Remaining
floating point operations within the algorithm could be replaced with these units to speed up
the algorithm further.
4.2.2 Star Determination
The second and most complex step of the CSTARS2 tracking algorithm is the determination
of stars. Figure 4.6 shows the basic behavior of this step. The idea is to iterate through pixels
within a filtered image until one is found with brightness in “star” range. Before moving
forward, the surrounding pixels are also checked in an attempt to exclude cosmic rays, which
can be a single pixel in size, as well as hot pixel groupings. Once this preliminary test is passed
the pixel is considered part of a potential star. A rectangle around this pixel, referred to as a
“focus image”, is created such that any star would be fully contained inside of it. A number
of properties are then calculated on this focus image including calculations to determine its
center in the X and Y directions, its “brightness”, and its “roundness”. If all of these properties
lie within a specific range of values the potential star is considered valid and added to a list
of stars found in this step. All indices of this star’s “focus image” are marked in a separate
array, equal in size to the CSTARS2 filtered image, which indicates that those indices should
no longer be searched for stars.
Figure 4.7 below shows the C code used to calculate three star determination properties:
star centroid (top), roundness (middle), and sharpness (bottom). Each of these calculations
lie in the ’calc_star_props’ functions. The calculation of the potential star’s row and column
centroid occurs first and does nothing to check whether a star is valid. Rather, it determines the
star’s location should it be used in tracking. This is important as the algorithm will inevitably
find a star by first finding an edge pixel as the algorithm iterates through pixels sequentially.
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Figure 4.5: Clipped Mean Column Filter Code (CSTARS2)
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Figure 4.6: CSTARS2 Star Determination Flowchart
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In order to perform this calculation, the focus image, created around this edge pixel, is iterated
through in order to find the sum of intensities as well as the row and column weighted sum of
intensities. It should be noted that a focus image is generally 60x60 pixels. This is appropriate
due to the standard diameter of a star in CSTARS2 optics being 20 pixels. Since the focus
image is assumed to be made around the edge of a star, a distance of at least 20 pixels from
the center to each edge of the focus image is necessary to ensure that the whole star is within
the focus image. This distance from the center is extended to 30 pixels from the center to
ensure this further such that the final focus image is 60x60 pixels. In order to find the centroid,
the summation of the row/column weighted intensities, or moments, are divided by the non
weighted sum of intensities. This is equivalent to the center of mass of a discrete distribution
of masses as seen in Equation 4.2. For the purposes of this algorithm, light intensity is used as
an indicator of mass. In addition, “m_i” refers to the sum of intensities from a single column
while “M” refers to the sum of intensities of all pixels within the focus image. For example,
in order to find the row center of mass “m_i” would represent to the total of pixel values in
column “i”. This centroid value is then rounded to the nearest pixel in order to increase the














The roundness calculation (middle) occurs after the row and column centroids are found
and entails the calculation of the row/column second central moments, which represent the
“width” of the star in either direction. The equation for this calculation can be seen in Equa-
tion 4.3. While Equation 4.2 represents the first raw moment of the focus image intensity
distribution, sometimes referred to as the expected value of X (E[X]) or the mean, Equation
4.3 represents the second central moment of the distribution, which is also referred to as the
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variance. It should be noted that Equation 4.1 and 4.3 represent the same mathematics applied
in two different contexts. The standard deviation of the focus image intensity distribution is
then found to be the square root of this variance. The “roundness” of the star is then simply a
comparison between the standard deviations, or “widths”, in both the x and y directions. This




i=1 mi(xi − xcm)2
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The final property shown is the sharpness of the potential star. In general, this sharpness
defines how quickly pixel intensity drops off from the central pixel and can be said to be the
difference between the potential star’s max pixel and avg pixel values divided by the max pixel
value. This can be seen in Equation 4.5 where “m” represents a pixel value. This is calculated
by iterating through the focus image to find the maximum pixel value and to sum all of the
pixels values, except for the max value found, which can then be divided by the number of
pixels to arrive at an average. If any of these values are not within a certain expected limit, the





There is also a difference in the behavior of the star determination step depending on one of
two scenarios: the first in which the algorithm is initially attempting to find stars (not tracking),
or the second in which it is already tracking. In the first case, the entire filtered CSTARS2
image is examined for stars while in the second case, only areas surrounding the previous
locations of the three previously tracked stars are examined. This is done to speed up the
4.2 Tracking Algorithm Overview 54
Figure 4.7: CSTARS Star Determination Properties Code Centroids (Top),
Roundness (Middle), Sharpness (Bottom)
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algorithm, but poses a potential threat to the valid tracking of stars. If the currently tracked
stars move outside of their search boundary within a single image frame, the tracking would
fail. However, this is not expected during flight due to the stability and course correction ability
of the NASA sounding rocket’s own attitude detection and control subsystem.
One of the main issues with the CSTARS2 tracking algorithm is that it is not deterministic
in time. Specifically, the time required for the star determination step of the algorithm varies
wildly depending on how many bright spots there are in a single image. Because the Async
interface requires valid messages at 10Hz once the rocket is tracking, this poses a potential
risk to the control of the system. One way to rectify this is to only search pixels surrounding
previous frame locations of the three tracked stars. Doing this cuts out two thirds of the in-
dices in a single image which need to be examined, greatly increasing the speed of the Star
Determination step.
The other way in which this issue is resolved is by forcing the tracking algorithm to be
deterministic using a cutoff timer which surrounds the star determination step when in the
“tracking” phase. This hardware timer, once started, waits a specified amount of time and then
throws an interrupt which sets a status bit associated with this timer. Every time the top level
loop of this step iterates, this bit is checked. If it is set, the algorithm immediately returns
with a failure, regardless of what stars were found. This causes the entire tracking algorithm
to be near-deterministic as the star determination step of the algorithm is the only one whose
runtime varies greatly. It should be noted that this is not done in the “not tracking” state as the
same Async message rate requirement does not apply if no stars are being tracked. More time
can be taken to initially pick tracked stars than to continue tracking them.
Figure 4.8 shows a snippet of the star determination source code when not tracking (top) vs.
when tracking (bottom). When not tracking (top), the entire image is searched while leaving
enough room on the edges to make a full focus image. Both ACTIVE_IMG_PIXEL_HEIGHT
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and ACTIVE_IMAGE_PIXEL_WIDTH are defined to be 1024 while the focus image height
and width are generally assigned to 60. The main nested loop of the step traverses every
pixel, only stopping when the number of found stars (num_found) is greater than some per-
determined maximum which is necessary when there are too many stars in a single image.
For each pixel, the algorithm first checks if the index has not already been searched (e.g.
set to 1 in the marked_pix array) and that its intensity value is between the minimum and
maximum range for a “star” (line 309). The maximum value cutoff exists to exclude hot pixels
and cosmic rays. In addition, if this check is successful, the algorithm then checks if the
surrounding pixels exceed the minimum cutoff since a trackable star is expected to be about 20
pixels wide based on the CSTARS2 sensor and optics. Only if both these preliminary checks
are successful will more complex calculations like roundness and sharpness take place (as part
of the calc_star_props function) and the step then uses the results to determine if a star has
been found.
In the tracking case (bottom) the code functions similarly except for a few key differences.
The first is that the outer loop of this step iterates over the previously tracked stars, not over
pixels (line 423). In this part of the algorithm, each of the three previously tracked stars are
iterated over and their coordinates are stored (r_cord[] and c_cord[]). Then for each of these,
start and end coordinates are set in order to search for stars. This is generally a 100x100 pixel
box set about the star’s centroid from the previous CSTARS2 tracking frame, the size being
stored in the STAR_SEARCH_HEIGHT and STAR_SEARCH_WIDTH parameters. After
this, the algorithm starts searching through these pixels and functions exactly like the not
tracking (top) case. Each pixel is initially checked in the same exact way, making sure it’s
not pre-marked, that the pixel is within the min and max boundary, and making sure that the
surrounding pixels are over the min boundary. If this is satisfied, more complex properties
can be calculated and a final decision can be made based on the property values (roundness,
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sharpness, etc.) found. There is also a maximum number of stars check, though this is unlikely
to be encountered due to there being many less pixels being searched through. Finally, at
the start of this section, the cutoff timer is started (ttc_cutoff_start) and every time a pixel is
searched, the value is checked (ttc_is_cutoff). If the timer has ran out then the number of
found stars (num_found) is set to 0 and the step returns. The value of num_found being zero
indicates to future steps that a failure has occurred.
4.2.3 Star Tracking
The final step of the CSTARS2 tracking algorithm is the actual tracking of stars found in the
field of view. In the initial case (not tracking), the algorithm looks at the list of stars found
in order to pick three which are best to track. The main criteria for which stars to track is
intensity, the first tracked star being the most intense found, the second tracked star being the
second most intense, etc. However, to be considered for tracking a star also must be far away
enough from the edge of the CSTARS2 image. In addition, no two stars will be tracked if they
are too close. That is, if two bright stars are too close to each other, only the brighter star will
be tracked. Once chosen, the distances between every combination pair of these three stars are
calculated. The basic idea of this triangulation form of tracking is that, due to stars being at
a near “infinite” distance away from the experiment, no matter where these three stars move
or rotate in a CSTARS2 image, their distances from each other will always remain the same.
This means that on subsequent frames (tracking), star tracking is performed by searching the
list of found stars for three stars which have nearly the exact distances between each other
calculated in the three initial tracked stars, which should be unique. This allows the algorithm
to easily find the new locations of the three initially chosen stars and calculate how much they
have moved. It is unlikely that another solution is found to these exact distances than the actual
stars which the algorithm is attempting to track.
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Figure 4.8: CSTARS2 Star Determination Behavior Code Initial (Top) vs. Track-
ing (Bottom)
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Figure 4.9: Rocket Section to Sensor Plane Mapping
There are three degrees of freedom which must be calculated in respect to tracking: change
in the X direction, change in the Y direction, and rotation, sometimes referred to as roll or Z.
Technically all three degrees of freedom examined are rotational and not linear because stars
are too far away for the linear movement of the rocket to be significant. However, due to the
two dimensional nature of the sensor plane, changes in star location are stored internally in the
linear units of pixels (x and y Deltas) with the exception of rotation which is stored in radians
(roll/rotation Delta). These are later converted into the radial units of milli-arc-seconds in the
X, Y, and Z directions using characteristics of CSTARS2 optics for communication with the
NASA sounding rocket. Figure 4.9 shows the mapping of rocket rotation to movement on the
sensor plane. It should be noted that this does not include the unit conversion from pixels and
radians to milli-arc-seconds.
The calculation of X, Y, and roll Delta rely on the location and rotation of the overall
centroid (center of mass) of the three tracked stars. Whenever three stars are chosen to track or
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three tracked stars are found, their overall centroid is calculated by averaging their individual
X and Y centroid values. This overall centroid will by definition lie within the triangle made
by the three tracked stars. In addition, a “rotation” value is stored for this centroid which
is taken as the angle between the overall centroid and first tracked star (see Equation 4.6).
The calculation for the X and Y Deltas are simply the difference between the centroid of the
tracked stars on the current frame and the centroid on the initial tracking frame. The roll Delta






Figure 4.10 shows a frame taken from a CSTARS2 tracking movie which was created by
running the CSTARS2 tracking algorithm on a simulated star field. The three stars currently
being tracked are shown with a dotted green line while the distance of the stars from the initial
tracking position is shown with a solid red line. The overall centroid of the three tracked stars
it not shown, but lies within the green triangle. These three particular stars were picked (as
opposed to the others) on this frame because their distances from each other (e.g. the lengths
of the green dotted lines) match almost exactly to those calculated in the initial tracking frame.
It can also be seen both visually (using the red lines) and numerically (using the Delta values)
that the stars have changed in position. It should be noted that the values shown in the X, Y,
and roll Delta fields are incorrect for this particular movie due to improper unit conversion.
This conversion error has since been fixed.
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Figure 4.10: Simulated Star-field Tracking Frame
4.3 Tracking Algorithm History and Development
The development of the CSTARS tracking algorithm, like all CSTARS software, began on
the original CSTARS1 project. Prior to the developments discussed in this paper, an initial
tracking algorithm was created for use in CSTARS1 and CSTARS2. The majority of this past
algorithm has been replaced over time save for the overall structure (filtering, star determi-
nation, then tracking), the method of filtering (clipped-mean), and some smaller bits of code
(checking consecutive tracking failures, etc.). These replacements were necessary as the old
algorithm could not consistently track stars, especially in CSTARS2. This new algorithm was
initially developed for the CSTARS1 system and later ported over to CSTARS2 with features
and improvements to the structure being added over time.
The first thing done to overhaul the CSTARS tracking algorithm was to improve on the
star determination step which is what seemed to cause the most issues while tracking. This
was done by first creating a version of the CSTARS1 tracking algorithm which could be run
on a normal computer (Ubuntu OS) and could attempt to track on saved CSTARS1 images.
Doing this allows the algorithm to be examined and changed by people who are not familiar
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with or do not have access to CSTARS1 hardware and allows for more complex debugging.
This version was given to Dr. Michael Richmond, who created a new baseline for what the
star determination step should look like. This consisted of iterating through all pixels of a
CSTARS1 image in order to find potential star candidates, creating a focus image around the
potential star, then calculating a number of useful properties (centroid, roundness, sharpness),
and finally determining if a star was found based on if those properties lied within their appro-
priate bounds. The code itself is very similar to the final Star Determination step of CSTARS2
described in Section 4.2.2 in the initial/not currently tracking phase save for minor data type
optimizations.
After receiving this code, Amy Ralston optimized the parameters associated with this al-
gorithm for CSTARS1 images. This included the size of focus images, and bounds for all
star properties (star candidate pixel min/max, roundness min/max, etc.) based on historic data.
Amy also created the final version of the CSTARS1 desktop tracking algorithm and aided in
porting it to ZYBO2. After the successful port, the algorithm was optimized in terms of data
types (float vs. fixed point) and certain redundant loop traversals were merged. Once com-
plete, CSTARS1 was tested in the lab with a simulated star field using a light source, filters,
and a collimator. It was also taken outside near the lab and the saved data was run through the
tracking algorithm (see Section 5.1 for more details on CSTARS1 test setups).
It was found at this point in the experiment that the tracking algorithm was able to track
both on the desktop program using lab data and in the lab successfully and within given time
constraints (5MHz async communication in CSTARS1). There were also some issues with
CSTARS1 and the tracking algorithm which were notable at this step. The first issue was that
certain columns of CSTARS1 images, even after filtering, contained bright streaks (see Chapter
6 for images). These streaks did not cause any tracking issues in the lab environment, but could
still pose a potential problem to tracking if overlapped with a star in flight. The second issue
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was that the algorithm did not always act within given time constants as stated above. Given
“normal” flight conditions (e.g. mostly dark save for stars), the algorithm worked within time
constraints well. However if the laboratory lights were turned on and too much light entered
the optics, the algorithm would slow down and lose sync with ZYBO1 which was prompt-
ing the sensor for images, causing failure of the read system. This issue demonstrated a few
algorithmic changes which needed to be addresses in CSTARS2. First, was that the prompt-
ing for CSTARS2 images should initially come from within its main software loop to avoid
desynchronization (this was already the case). The second was that similarly the two cores
of CSTARS2 would have to interact through some API in order to avoid desynchronization if
timing requirements weren’t met. This, along with the move from raw saves to FAT file-system
for SD card saving later in CSTARS2 development contributed to the creation of the CSTARS2
Core0-Core1 API (see Section 4.1.2.1). Finally, it showed that there needed to be some sort of
cutoff for the CSTARS2 tracking algorithm during flight due to its non-deterministic nature in
time. This would be added later in the development of CSTARS2.
Before porting the algorithm to CSTARS2, the full CSTARS1 system was taken to the
RIT Observatory in order test its ability to track in real time. It was found that the algorithm
was only partially successful in tracking. It was able to track for multiple seconds at a time,
but would often fail. In addition, it would also often interpret the vertical striping (described
above) as stars which was a concern with the striping expressed earlier. Luckily, this striping
was not present in CSTARS2 images. More details on this test are given in Chapters 5 and 6.
The tracking algorithm was then ported to CSTARS2. First, the Desktop version of the
tracking algorithm was updated with all optimizations developed while on CSTARS1 hard-
ware. Then, Amy Ralston and later JodiAnn Morgan changed all parameter values to fit
CSTARS2 images rather than CSTARS1, resulting the a CSTARS2 desktop version. This
required much fine tuning due to the many differences between the CSTARS1 and CSTARS2
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sensor and optics systems. Namely, the image sizes are vastly different (1024x1024 pixels
in CSTARS1 and 2624x1096 pixels in CSTARS2) and the average star size was much larger
(average 4 pixel diameter in CSTARS1 and 20 pixel diameter in CSTARS2). Acceptable inten-
sities and property values also changed. These parameter changes were done based on historic
CSTARS2 images as well as images simulated in MATLAB based on a program provided
by Dr. Zemcov. There were also a number of necessary changes made to the code due to
parts which could not be modified by already existing parameters. The overall goal was to
parameterize every possible process and numeric in the algorithm to avoid this in the future.
A number of improvements to the algorithm were made at this step. Namely, the filtering
algorithm and the way in which CSTARS2 images are stored were both improved upon. The
clipped mean column filter from CSTARS1 was expanded upon by adding a clipped mean row
filter which followed the column filter. It was determined that the filtering step of the algorithm
was fast enough to add this additional filter. In terms of image storage, CSTARS2 contained an
issue that was not present in CSTARS1. That is, the images are much larger and not all of an
image is used in tracking. For this reason, the filtering step was modified such that before any
filtering was performed, a shallow copy of a section of the CSTARS2 image was made and was
modified instead of the original raw CSTARS2 image. This avoided possible data parallelism
issues and removed a considerable amount unused data taking up space in the cache. A section
size of 1024x1024 pixels was chosen for this array, which approximately matched the area of
the sensor illuminated by CSTARS2 electronics. This particular size was chosen because it
allowed for more resemblance in the software between CSTARS1 and CSTARS2 (1024x1024
pixels is the size of a CSTARS1 image) and it allowed for certain calculations to use shift
operations in place of divisions (1024 is a power of 2) for the sake of speed. This step was
later merged into the column filter such that it reads from the raw image, performs a column
filter, and places the results into the new 1024x1024 image section array. See Section 4.2.1 for
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a full explanation.
The algorithm was then ported from the desktop to CSTARS2 hardware (Microzed) and
it was found that tracking could be performed successfully in a laboratory environment, but
that the algorithm needed a significant improvement in speed. It was also at this time that the
performance of the CSTARS2 sensor began to deteriorate and so the Image Import Software
Build (Section 4.1.2.3) was created in order to test the algorithm on simulated and historic lab
data. In order to increase the speed of the algorithm, the “tracking” phase of the star determi-
nation step was created, only searching for stars around the previously tracked centroids rather
than a whole image. The cutoff timer was also added to the star determination step, resulting in
an algorithm which was effective and met timing requirements on Warm Electronics hardware
when ran on historic data.
It was also found that during the tracking step, the algorithm did not choose which stars
to track appropriately, choosing to track the first three stars found. This was a relic from the
original algorithm. In order to improve this, it was made such that the algorithm picked the
three brightest stars in an image so long as they were far enough from the edge and from each
other. Finally, the algorithm was optimized a final time, moving data types from floating to
fixed point when possible, using shifts instead of divisions, and merging redundant loops. This
was to give the star determination step and cutoff timer as much time as possible to complete.
This represents the current state of the algorithm, fully working on the appropriate hardware,
but requiring a working CSTARS2 cold electronics system to fully test.
4.4 Telemetry and Data Acquisition
There are three ways in which CSTARS stores and transmits data: SD Card Saving, Asyn-
chronous (“Async”) Stream, and Synchronous (“Sync”) Stream. While mentioned previously,
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this section is meant to provide a more in depth view of the Async and Sync streams, par-
ticularly in their communication structure and software. For more information on the SD
card saving, refer to Section 4.1.1 in the case of CSTARS1 and Section 4.1.2.1 in the case of
CSTARS2.
4.4.1 Asynchronous Stream
As described previously, the Asynchronous (“Async”) Stream is a communication interface
between CSTARS (1 or 2) and the Attitude Control System (ACS) of the NASA sounding
rocket. The basic properties of this interface are summarized in Table 4.1. From a software
perspective, the Async stream works by sending individual messages, each 21 bytes long, to
the ACS at a rate of 10Hz during CSTARS2 tracking (or 5Hz in the case of CSTARS1).
The basic structure of an Async message can be seen in Table 4.2. Each message comprises
of two header characters (’C’ and ’T’), a 32-bit mainloop frame counter, a 16-bit Tracker Status
word, three 32-bit changes in position (units milli-arc-second) representing the three degrees
of freedom of the rocket, and an 8-bit checksum. It should be noted that while the variables
may be referred to as Position X, Y, and Z that these dimensions are rotation in this context
and not linear. Each bit within the status word represents a boolean value (0 or 1), which is
pertinent to the current state of the tracker (most notably the trackerLocked signal) and its
format can be seen in Table 4.3. Each message is broken up into its individual bytes to be sent
where larger pieces of data are arranged from their least significant byte to most significant.
A duplicate of this stream is also captured from ground telemetry which is expanded upon
in Section 4.4.2
4.4 Telemetry and Data Acquisition 67
Electrical Standard RS-422
Interface Type UART
Interface Parameters 115.2k Baud 8N1
Table 4.1: ACS (Async) Interface Parameters
Data Name Byte Index Data Type/Size Description
Header 0,1 2x8-bit chars (16 bits) ASCII characters ’C’ and ’T’
Frame Counter 2,3,4,5 32-bit unsigned int
Counter that increments every
image frame
Status Word 6,7 16-bit unsigned int
Tracker Health Information (see
Table 4.3)
Position X 8,9,10,11 32-bit signed int
X deviation from reference frame
(milli-arc-second)
Position Y 12,13,14,15 32-bit signed int
Y deviation from reference frame
(milli-arc-second)
Position Z 16,17,18,19 32-bit signed int
Z (roll) deviation from reference
frame (milli-arc-second)
Checksum 20 8-bit unsigned int
Sum of all individual bytes sent,
used to check for sending errors.
Each byte treated as unsigned 8-bit
integer for the sum. Overflow is
ignored
Table 4.2: ACS (Async) Message Format
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Bit Number Signal Name Description
0 trackerAlive True(1) if CSTARS is running, False(0)
otherwise. Should always be True (1).
1 trackerBusy True (1) while tracking algorithm is
running, False (0) otherwise. Should
always be True (1)
2 trackerLocked Indicates current tracking state. True (1)
if currently tracking, False (0) otherwise
3 trackerRoll True (1) if rotation (sometimes referred
to as roll) has occurred, False (0)
otherwise. Indicates non-zero ’Position
Z’ in ACS Message
4 trackerTarget True (1) if the CSTARS is receiving the
’On Target’ signal from the NASA
rocket, False (0) otherwise
5 trackerDoor True (1) if the CSTARS is receiving the




Table 4.3: ACS (Async) Status Word Format
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4.4.2 Synchronous Stream
The CSTARS synchronous stream is one of many measurements captured as part of the NASA
sounding rocket telemetry system for the CIBER2 experiment. The purpose of this system is
to encode all useful experimental data into packets which can be sent to the Ground Station
via a UDP link. Individual data packets are formatted following the IRIG-106 Chapter 10
Data encoding standard which is why this ground telemetry may be referred to by “Chapter
10” or “CH10” telemetry. The 36.281 measurement list/matrix document contains a full list of
encoded measurements used by CIBER2. This includes the CSTARS2 synchronous stream as
well as the duplicated Async stream. Data is sent at a bit rate of 8 Mbps with about 3/8ths of a
package being devoted to CSTARS2.
From the CSTARS2 Warm Electronics perspective, the synchronous stream exists as an
LVDS interface which is controlled through FPGA logic and has DMA read access to data from
memory addresses beginning at XPAR_SYNC_STREAM_0_s00_AXI_BASEADDR (0x7AA00000)
to XPAR_SYNC_STREAM_0_S00_AXI_HIGHADDR (0x7AA0FFFF). This section of mem-
ory will be referred to as “Sync Stream Memory” for the remainder of this section. From a
communication protocol point of view, simply writing updates to this memory is enough for
the appropriate data to be returned when CSTARS2 is polled by the telemetry system through
the LVDS interface. It is also for this reason that Ground Telemetry may experience repeat
messages from the CSTARS2 Sync Stream.
Each Sync message from CSTARS2 is made up of 488 10-bit words, resulting in a message
of 610 bytes of data per frame. The format of this message can be seen in Table 4.4. Each
of the three star matrices (star_<1,2,3>) represents a 12x12 (144) word image, sometimes
referred to as a “stamp”. These stamp images are snips of the current CSTARS2 image frame
surrounding the centroid of each tracked star. The idea of doing this is to give ground telemetry
a view of the stars which are currently being tracked. In addition, while not attempting to track
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(before Tracker Door is open and On Target) the stamps are used to display an incrementing
intensity pattern. This indicates to experimenters that the interface is working properly. Next
in the message, three words are used to provide information about the current tracking frame.
This includes the mainloop frame counter, as well as the overall centroid (Center of Mass) for
the tracked stars in the X and Y linear directions (unit pixels). After this are three words of
temperature data, representing temperatures from different locations inside the cryostat. Then
there are three mft words representing the Launch, Door, and On Target signals, each 1 if
true and 0 if false. Following this is the frame status word (Table 4.3) which is deliberately
redundant with the mft. Then there are the three change in positions (unit pixels) which in this
context are referred to as deltaX, deltaY, and deltaRoll as opposed to the Position X, Position
Y, and Position Z which refer to the same values in units milli-arc-second. These milli-arc-
second units are preferred by the NASA Attitude Control System (ACS) which CSTARS2
communicates with. Finally, the remaining unused space of the message is filled and ends
with three sync words of values 100, 101, and 102. This is used to help locate the position of
Sync stream messages at the receiving end of the telemetry system. Without these sync words,
the task of finding where Sync Stream messages start or end would be difficult as individual
values are encoded into a CH10 frame which is then further encoded into multiple UDP packets
prior to being received by Ground Telemetry.
Messages are placed into Sync Stream Memory in increments of 32-bits per value. This
can be seen in Figure 4.11 which shows the code for the function SendSyncMessage(). It
can be seen that each write to memory within this function occurs in increments of 32-bits
(Xil_Out32 is a 32-bit direct memory write). Consequently, the address of each write (first
argument of Xil_Out32) increments by 4 (e.g. 4 bytes or 32-bits) for each write. It should be
noted that while the function is called SendSyncMessage(), the writes within the function do
not actually begin a Sync Stream transfer. Rather, the Sync stream will respond with the data
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currently in these memory locations whenever polled by the NASA telemetry system. This is
why repeat messages through CH10 are inevitable.
Because the Sync stream sends in increments of 10-bit words and Sync Memory writes
occur in increments of 32-bits, it means that the top 22-Msbits of data at each of these addresses
are clipped and discarded during sending. In addition, only data in the first 1952 (4 bytes
x 488 words) bytes of Sync Stream Memory are actually used for sending. This clipping
of individual values has potential to cause errors for any values which exceed 10 bits. For
example, the current way in which the frameCounter is sent within frame_info gaurentees
error as the value always increases. While the max value of the frameCounter before overflow
is 4294967295 (e.g. 232 −1), the max value after clipping is 1023 (e.g. 210 −1) which makes
it appear as if the frameCounter cycles from 0 to 1023 from the perspective of Ground Station.
There are also potential errors for values from star_1, star_2, star_3, X_centroid, Y_centroid,
and temperature. This is currently not a high priority issue because all errors other than the
frameCounter are unlikely, or in the case of star_1, star_2, and star_3 are not likely to cause
enough of a change in stamp image appearance to lead experimenters to misinterpret them.
Even in the case of the frameCounter, it is possible to look for overflows at Ground Telemetry
(Sync Computer GUI) and increment a counter during any overflow as a workaround.
However, this issue could be fixed in two ways. The first way would be to use some of the
40 sync words which currently serve no purpose. It would be possible to break apart a single
value (i.e. frameCounter) into multiple 10-bit values to send individually. This method is the
best solution for frameCounter error if the workaround is to be eliminated. The other possible
solution is to saturate values at their 10-bit maximum (and minimum if singed). This could
easily be added to the generate_sync_data() function and is the best solution for avoiding error
in the star array, but would cause definite program delay. It should be noted that any change
made to sync stream messages on the CSTARS2 side must be adopted within the Sync Stream
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Computer GUI.
Another low-priority change to the stream which could be adopted would be to expand the
stamp images beyond 12x12. The choice of 12x12 pixels for a star stamp image was one made
during the development of CSTARS1 in which a single star had a diameter of about 4-pixels.
This meant that a stamp image would show the tracked star and its immediate surroundings.
However, in CSTARS2 a single star has a diameter of about 20-pixels, meaning that a stamp
image will only show the internals of the tracked star. It should be noted that the stamps still
function properly as experimenters can determine if a tracked “star” is valid, but optimally the
field of view should be made larger. One way in which to do this would be to use some of the
40 unused Sync Stream words in order to expand each stamp image. However, there are not
enough unused words to expand all three stamp images by even one pixel in each direction.
A better solution would be to decrease the resolution of each stamp image in some way. This
could be done in respect to space by averaging groupings of 4 pixels into one. This step alone
would cause each 12x12 stamp image to actually represent a 24x24 section of the current
CSTARS2 image. This process could also be done in respect to intensity, packing two pixels
into a single words, 5-bits each. Of these two solutions, the decrease in spacial resolution is
the better candidate as it would lead to less error than the alternative. However, both solutions
would likely cause a significant increase in program run time. In order to avoid this it may be
possible to hardware accelerate this task through the PL FPGA system as the Sync stream is
mostly controlled this way already.
Lastly, one final issue with CSTARS Sync stream software (and why the code is shown in
Figure 4.11) is that it is difficult to modify. This is because the SendSyncMessage() function
writes to memory locations individually, rather than writing in the sync_message structure
in a more algorithmically consistent way. It means that for any change to the function, the
programmer must calculate the address of each write individually and may have no way to
4.4 Telemetry and Data Acquisition 73







star_1 144 12x12 (row first) pixel
image
uint16_t 6
star_2 144 12x12 (row first) pixel
image
uint16_t 6






temperature 3 Three cryostat
temperatures
uint16_t 6
mft 3 [Launch, Door, Target] uint16_t 6
status_word 1 See Table 4.3 uint16_t 6
delta 3 [X, Y, Roll] int32_t 22
unused 40 NA uint16_t 6
sync 3 [100, 101, 102] uint16_t 6
Table 4.4: Synchronous Stream Message Format
test changes until access to the experiment is gained. This structure is another relic of the
initial CSTARS software design and is generally considered bad practice. If the sync_message
structure and SendSyncMessage() function existed in such a way that it could be written to
memory in its entirety and without modification then any change to the structure could be
made to an equivalent structure in the Sync Stream Computer GUI and no more work would
need to be required. This would avoid potential error on the part of the programmer and much
time saved in calculating addresses which would have been useful during previous changes in
the Sync Stream software.
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Three types of tests were performed using CSTARS1: sensor characterization, lab star track-
ing, and outdoor tracking. The setup for all of these tests is shown in Figure 5.1. This section
will first discuss the different variations of the CSTARS1 test setup depending on the test
performed. Following this will be descriptions of individual tests done and their procedures.
5.1.1 CSTARS1 Physical Setups
The basic CSTARS1 setup is the same for all tests and is shown by all solid lines within Figure
5.1. In each test, a Cold-Warm electronics cable is used to connect the CSTARS1 cryostat to the
CSTARS1 Warm Electronics Box. This custom cable is designed to carry power, temperature,
control signals, and sensor output signals between the cold and warm electronics. A secondary
cable splits off the temperature pins of this cable so that they can also be connected to a
Lakeshore Temperature Controller, which is able to visually show to the experimenters useful
temperatures at various locations within the cryostat. The Warm Electronics then connects to a
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computer over a number of interfaces, the main one being Ethernet (from the top Zybo). This
allows the experimenter to save CSTARS1 images with the appropriate GUI application. There
are also the Async interface pins which can be connected to a RS422-USB adapter and a micro-
USB debug interface on the top Zybo which provides debugging information about the state
of the program. Both of these interfaces can be accessed through standard serial programs (i.e.
minicom, putty). Additionally, there is the Synchronous telemetry interface which also has its
own associated GUI program. The Sync and Async interfaces do not connect directly from the
Warm Electronics box to the test computer, but via a separate Sounding Rocket Bus Emulation
(SRBE) box, which is utilizes another Zybo board. This Bus Emulation box replicates the
behavior and functionality of the NASA sounding rocket bus to which the Warm Electronics
box of the experiment will connect in flight. This includes the routing of the Sync and Async
interfaces and the control of key rocket signals using physical buttons on the box (Launch,
Door open, On Target). Depending on the version of this Bus Emulation box, it may also route
+12V power from the power source to the Warm Electronics Box as opposed to power being
supplied directly from the source to the Warm Electronics Box.
The variations of the CSTARS1 Test Setup for individual tests are shown as the two “Star
Setups” at the bottom of the Figure as well as any part of the “Test Setup” represented by dotted
lines. For the two laboratory tests (sensor characterization, and lab star tracking) the Lab star
setup was used. In some cases this involved blacking out the sensor with a screen, but most
of the lab tests were performed with a simulated star-field. This star-field is created through a
combination of a light source, a number of filters, and a collimator. The light from the light
source passes through the star-field which is a film with small holes (~μm) in it representing
stars. The collimator is focused using a standard procedure so that these “stars” appear to
the CSTARS1 optics as an “infinite” distance away. There are also a number of filters placed
in between the light source and the star-field in order to dampen the intensity of the incoming
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light. In addition to the star setup, tests involving the characterization of the sensor may require
automatic control of the +12VDC power source through a GPIB Control Cable. This is because
these tests run over a long period of time in which the whole system needs to be power cycled.
This is discussed further in Section 5.1.2.
The remaining tests (outdoor tracking outside the lab and at the RIT observatory) used the
outdoor Star setup which is simply the night sky. In addition to this in observatory tracking
tests, the cryostat-telescope assembly was attached to a mount on a larger telescope, which
assured a more accurate target star field acquisition. This telescope was able to rotate as the
stars moved such that there was no change in the position of star over time in the CSTARS1
optics. This allows for the experiment to control when to test the tracking of moving stars
versus stationary captures. This is what is meant by “Observatory Tracker” in the image.
5.1.2 Sensor Characterization
Chatacterizing the response of CMOS sensors to cryogenic temperatures is one of the overall
goals of CSTARS. With this in mind, the CSTARS1 sensor characterization test was meant to
gain some understanding about the performance of the STAR1000 as a function of temperature.
For this test, an opaque screen was placed in front of the optics to block out all light from
illuminating the sensor, which will be referred to as “dark mode” for the remainder of the
paper. Images were saved from CSTARS1 using the Ethernet based GUI on the test computer.
No tracking information was saved or considered. There is a special version of the GUI which
saves a set number of CSTARS1 images whenever a preset time passes or the temperature has
changed by a preset value. In the case of this experiment, 100 images were saved whenever
either 1 hour has passed or the temperature at the sensor had changed by 10K. In addition,
a separate program was used to control and cycle the +12V power source over GPIB power
supply control cable. This is necessary due to a bug in the ZYBO Ethernet interface, which
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Figure 5.1: CSTARS1 Physical Test Setup
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will fail after multiple hours of operation. The best workaround found was to cycle the power
source every hour which would cause a hard reset of CSTARS1. The GUI would then attempt
to automatically reconnect to the Ethernet interface and continue saving images.
The procedure for the CSTARS1 sensor characterization test is as follows: First the CSTARS1
Ethernet GUI and power source control programs are started. The GUI is set to save incoming
images as described in the previous paragraph. Once CSTARS1 has started saving images, nor-
mal cool down procedure is followed for the cryostat. Once complete, the image sensor should
be about 93K. The GUI then continues to acquire images automatically during the warm-up
of the CSTARS1 cryostat, which is expected to take between 3-4 days in order to reach room
temperature (293K). After this warm up is completed the data can be examined.
There are a few important aspects of sensor characterization which were examined in this
experiment as a function of temperature. This includes the correlated-double-sample (CDS)
noise for the sensor in dark mode. Also included are the calculation of the sensors dark cur-
rent and the observation of different noise phenomenon such as self-emission (glow). These
calculations are further explored in Chapter 6.
It should also be noted that similar tests were performed on the CSTARS1 sensor previ-
ously by Kevin Kruse. However, this test was performed before the shortening of the Blackref
ground loop (see Section 3.1.2) and before the addition of the GPIB based power cycling. Due
to the lack of power cycling, Kruse’s test was not able to account for the full range of tempera-
tures under examination (93K - 293K). In addition, the shortening of the ground loop showed
a noticeable improvement in visible noise and likely had an effect on characterization results
by limiting amplifier noise. It was for these reasons that the test was performed again.
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5.1.3 Star Tracking
There were three locations in which star tracking was tested in CSTARS1: in the lab, outside
the lab, and at the RIT Astronomical Observatory, hereafter the Observatory. For the test
inside the lab, the system was set up as described previously, with the optics pointing towards
a simulated star-field. An example of this setup can be seen in Figure 5.2. This star-field is
created by a combination of a light source, a number of filters, and a collimator. The light
from the light source passes through a film with small holes (~μm) in it representing stars. The
collimator is focused using a standard procedure so that these “stars” appear to the CSTARS1
optics as infinitely distant. There are also a number of filters placed in between the light source
and the film in order to reduce the intensity of the incoming light.
For the first tracking test, the purpose was simply to confirm that CSTARS1 was able to
track stars in a laboratory setting. For the procedure of this experiment, CSTARS1 is turned
on, the Sounding Rocket Bus Emulation (SRBE) box buttons are set, and the Ethernet and
sync GUIs are examined. It is expected that the Ethernet GUI will show visible stars on the
sensor readout while the sync GUI will show that three stars are being tracked. If this is the
case, the collimator or cryostat is tapped gently which should cause the “stars” to be displaced
slightly. If this displacement is noticed within the tracked star positions of the sync GUI then
the tracking is considered a success. The level of light is then decreased either through the
light source itself or the inclusion of more filters and the experiment is repeated. This is done
until CSTARS1 can no longer track the simulated “stars”. The experiment was performed as
described, using various neutral density (ND) filters to decrease illumination.
The second test involved testing CSTARS1 star tracking outside near the lab. For this
experiment the entire pre-cooled down CSTARS1 system was taken outside and powered on.
The cryostat-telescope assembly was then pointed at known star systems using an online star
mapping app and the CSTARS1 Ethernet GUI. If a cluster was found, the SRBE rocket signal
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Figure 5.2: Picture of CSTARS1 Star Setup (Lab)
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buttons were set and the sync GUI was watched for tracking data. This data was saved for a
number of different clusters regardless if tracking was successful or not. This test was meant to
be an interim test between lab experiments and the observatory experiment. It was necessary
to test if the CSTARS1 sensor was able to pick up actual/real stars and identify them within
the tracking algorithm. In addition, the optics had to be properly focused. This involves either
adding or removing metallic spacers (shims) to/from either the telescope or spacers inside
the cryostat itself. This was done through a process of “better or worse” trial and error until
the optimal focus was found. For each saved cluster of stars, the tracking data coming from
CSTARS1 was saved as well as the actual positions of the stars within the CSTARS1 images,
which was determined by manual examination. This was compared to the star positions as
determined by the tracking algorithm for accuracy.
While being described as a single test, the process of initial outdoor tracking tests required
multiple trips outside of the lab. This was due to environmental reasons such as clouds or rain
(or sprinklers) as well as well as focusing reasons. To some degree, the focus of the CSTARS1
sensor can be modified outside by adding or removing metal shims between the telescope and
cryostat. However for more freedom in focusing, shims can also be added or removed between
the sensor and its mount internally within the cryostat. This involves opening the cryostat after
a full warm up. Focusing the sensor can be a lengthy process due to the incremental “better or
worse” changes described above and the requirement to open the CSTARS1 cryostat. It also
is to some degree subjective because perfect optical focus is not always the best focus for star
tracking. For example in CSTARS1, a fully focused sensor will often cause stars to be too
small (e.g. too few pixels in diameter) to track properly. In the case of this experiment, the
optimal focus was left to the discretion of the experimenters.
After this test was complete, the experiment was tested at the RIT observatory in much the
same manner. However, at the observatory the cryostat-telescope assembly was attached to a
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mount on a larger telescope, which assured a more accurate target star-field acquisition. This
telescope was able to rotate as the stars moved such that there was no change in the position
of stars over time in the CSTARS1 field of view. This allows the experimenter to control
when to test the tracking of moving stars versus stationary captures. As in the previous tests,
images from each cluster were saved alongside the tracking data. For this test, images were not
examined manually and re-focusing the optics was not necessary as this was done previously.
However, all of the sensor images from these tracking tests were saved and can be examined
alongside the tracking results.
5.2 CSTARS2
While being similar in nature, the testing done on CSTARS2 is more varied than the testing
done on CSTARS1. That is, the task of analyzing the behavior of the CSTARS2 sensor and
of the tracking software required many more types of experimental setups, both in hardware
and software. For this reason, this section of the Chapter will begin with a description of
all physical CSTARS2 setups and variations used. Following this will be a description of
individual tests which are examined in this paper.
5.2.1 CSTARS2 Physical Setups
There are three main CSTARS2 Physical (Hardware) setups used for the experiments de-
scribed, each with a number of variations. These setups will be referred to as follows: Lab
Setup, NASA Setup, and Focal Plane Setup. A basic flowchart of each of these physical setups
can be seen in Figures 5.3, 5.4, and 5.5 respectively. In addition, there are some tests which
only require the use of a lab computer or of a lab computer connected to a Microzed SoC
Board. The need for these test setups arise from the restrictions in accessing the CIBER-2
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cryostat.
The Lab Setup describes the physical layout for the majority of CSTARS2 tests. This in-
cludes any testing done to characterize the CSTARS2 sensor under cryogenic temperatures,
any tracking tests not associated with NASA hardware, and any lab procedures required in
order to set up an emulated star field. Much like in the CSTARS1 lab setup, the CSTARS2
Cold and Warm Electronics are connected via a number of cables which carry power, temper-
ature sensor data, control, and sensor output signals. However in the case of CSTARS2, the
cold electronics is placed within the cryostat of the CIBER-2 experiment. Because CIBER-2
is a much larger experiment than just CSTARS2, there are time periods when access to this
test setup is limited. As with the CSTARS1 setup, the temperature signal pins of the Cold-
Warm Electronics Cable are branched out to a Lakeshore Temperature Controller to visually
show the experimenters useful temperatures. The Warm Electronics Box receives +12V from
a DC power source and also has a number of connections with a general purpose computer
as well as the same or similar Sounding Rocket Bus Emulator (SRBE) from the CSTARS1
experiments. These interfaces include the Debug (Serial) and Streaming (GUI) interfaces con-
nected directly to a computer as well as the same Sync (GUI) and Async (Serial) interfaces
connected to the computer through the Sounding Rocket Bus Emulator. There are, however, a
few key differences in these interfaces due to the difference in the Warm Electronics Hardware
between CSTARS1 and CSTARS2. The first difference is that instead of an Ethernet image
streaming interface, CSTARS2 streams over a USB interface. This USB Streaming interface
can only be used in the USB-Streaming Build of CSTARS2 software (see Chapter 4) and as-
sociated computer program. In addition, CSTARS2 does not require a Sounding Rocket Bus
Emulator for any software builds other than the Flight Ready Build. It should be noted that
because CSTARS2 is unable to USB stream images during the Flight Ready Build that exper-
imenters cannot view sensor images until after a completed test for that particular build. The
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Figure 5.3: CSTARS2 Lab Setup
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Figure 5.4: CSTARS2 NASA Setup
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Figure 5.5: CSTARS2 Focal Plane Setup
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Figure 5.6: CSTARS2 Focal Plane Setup Image
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experimenter must choose between real time sensor output analysis (USB-Streaming Build)
and flight behavior (Flight-Ready Build), though both builds may perform tracking. This is
due to a limitation of the Microzed SoC board used in CSTARS2 (see Chapter 4).
The NASA setup describes the physical layout for CSTARS2 experiments which require
actual NASA hardware. This includes any sequence testing or flights. In this layout, the SRBE
box is replaced with the actual Sounding Rocket Bus. This Bus provides power, communicates
rocket signals, and receives Async and Sync communication from CSTARS2 Warm Electron-
ics. This Bus creates the CH10 telemetry stream containing the Sync stream data which is
received by a NASA Telemetry Computer. This computer acts as the “Ground Station” for any
sequence test. It is able to communicate this CH10 stream to an experimental computer which
is running the Sync streaming GUI program in order to decode the information. A sequence
test will also generally have an experimental computer to read CSTARS2 debug messages as
well as a Lakeshore controller for temperature readouts. For these tests, the NASA person-
nel will also use another Telemetry computer which, among other tasks, is able to read out
relevant CSTARS2 voltage and current readouts as well as read the Async stream. During
flight or for some sequence tests the Async stream information is used by the attitude control
system to keep the cryostat locked onto tracked stars. In addition, the Debug lab computer
and Lakeshore Controller would not be present for flight. The NASA Telemetry Computer
used for the Async stream would also not be present in flight as the Async stream is meant to
communicate directly to the sounding rocket bus. It should be noted that the star setup for the
Sequence Testing may be equivalent to CSTARS1, but the traditional light source may also be
replaced with light fibers depending on the NASA setup.
The Focal Plane Setup was used exclusively for testing the CIS2521 sensor on the newest
populated revision of the Focal Plane Board (REV2) before placing it back into the CIBER-2
cryostat. This consisted of a +12V power source and computer reading the CSTARS2 warm
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electronics USB stream and debug messages. For these experiments the Warm and Cold Elec-
tronics are connected directly with a custom set of cables, bypassing the connectors on the
CIBER-2 cryostat. The light setup for these experiments consisted of either room light or a
flashlight, often partially obscured to avoid damage to the sensor. In addition, an oscilloscope
was used to measure the behavior of different signals on the Focal Plane Board.
5.2.2 CSTARS2 Test Timeline
There are a number of CSTARS2 tests which will be covered in this paper and can be bro-
ken apart by the project timeline. In June of 2019 a number of tests were performed on the
CSTARS2 system at the NASA Wallops Flight Facility (WFF). Here I present the sequence
testing results from CSTARS2 during this time frame. These sequence tests confirmed the
successful operation of the Synchronous and Asynchronous interfaces as well as input from
the rocket within the Flight Ready software build. This was done by configuring CSTARS2
in the “NASA Setup” shown in Figure 5.4 and using the Telemetry computer to control emu-
lated rocket signals as well as receive the output from these interfaces. The tests consisted of
a mock flight in which first the Rocket Flight signal was given (T1) and then the TrackerDoor
and TrackerTarget signals were raised and then lowered. It was expected for CSTARS2 to
respond with the appropriate status on each interface and to attempt tracking when all three
signals were high. In addition to monitoring these interfaces, the voltage of the power source
and the current draw of CSTARS2 were closely monitored for any possible issues. There were
a number of instances of sequence testing. First, both interfaces were tested separately. Af-
ter both were confirmed working, they were tested congruently. In addition, the Synchronous
stream testing was performed alongside sequence testing for parts of the overall CIBER-2
experiment.
Following testing at Wallops, CSTARS2 was moved to RIT for the Fall of 2019. It was here
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that the functionality of the sensor deteriorated and it was also here that the sensor operation
was first tested following the developments made to fix the issues present (see Section 3.2.3).
This consisted of configuring CSTARS2 in the “Focal Plane Setup” as seen in Figures 5.5 and
5.6 and shining a Flashlight indirectly into the CIS2521 sensor with no other light present in
the room. The resulting images were saved using the USB-streaming software build. Follow-
ing these operational tests, the sensor was placed back within the CIBER2 Cryostat in the “Lab
Setup” as seen in Figure 5.3. Here, the improvements to the tracking algorithm were tested
using a collimator simulated star-field. This was done using a version of the USB-Streaming
build which attempted tracking and printed the results through the debug interface of the Mi-
crozed.
The project was moved back to WFF in January of 2020. Here, the operation of the sensor
was characterized using a version of the “NASA Setup” without any telemetry computers. It
was performed similar to the test as seen in Figure 5.6 except that the sensor was within the
CIBER-2 cryostat and under liquid nitrogen. The light was provided using a light source and
a pinhole. In addition, the Synchronous and Asynchronous interfaces and were tested again
with similar sequence testing to what was seen in June of 2019. This was done to confirm
changes made to the CSTARS2 software mainloop and to these interfaces which were made in
the interim time.
The final tests performed were the final changes made to the CSTARS2 tracking algorithm
and the addition of SD-card saving within the FAT filesystem as opposed to raw saving. Due to
a lack of access to the sensor, these tests were performed without the CSTARS2 cold electron-
ics. The SD-card saving and associated API was tested in the Flight Ready software build with
only the CSTARS2 warm electronics. This allowed for a confirmation of the API functionality
and saving file size, but the final images shown were random data contained within the soft-
ware image buffer. The final tracking algorithm was tested using the Image Import software
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build. A number of simulated CSTARS2 images were loaded onto an SD-card which were then
run on a version of this build which printed to debug the time spent inside the Tracking Algo-
rithm every frame using a CPU timer (Xtime Library). In addition, star locations and tracking
status were also printed. The test was performed for the previous version of the tracking al-
gorithm (which was tested on the real sensor Fall 2019) and the final version which included
some timing and logical improvements (See Sections 4.3 and 6.2.3). Further elaboration will
be provided on the tests in Chapter 6. This is because many of the test decisions rely on the
results of previous testing.
Chapter 6
Test Results and Analysis
6.1 CSTARS1
6.1.1 Characterization Results
This section will discuss the results of the CSTARS1 sensor characterization test as described
in Section 5.1.2. As a reminder, the purpose of this experiment is to characterize the CSTARS1
sensor (STAR1000) over a range of temperatures. It is ran by reading the sensor periodically
during its warm up procedure from its target cryogenic operating temperature (93K) to normal
room temperature (293K). Readings are taken every hour or every 10K difference in tempera-
ture, whichever occurs first. In addition, each read cycle comprises 100 CSTARS1 images.
Before examining the data, it is important to discuss how noise is determined for a given
read cycle. In each read cycle, 100 images are taken and the standard deviation of all the
pixel values over all images is calculated. This standard deviation once divided by
√
2 is
an estimation of the correlated-double-sample (CDS) noise of the sensor. This is a useful
representation to characterize noise behavior within the sensor. There are also sensor images
presented in this section. It should be noted that these individual images have a median column
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filter applied, which is why some values are negative.
The main goal of this experiment was to improve upon the original results provided by
Kevin Kruse. Kruse’s CSTARS1 read noise results can be seen in Figure 6.1. There are a num-
ber of issues with these results which must be improved upon. The most obvious issue is that
the results do not cover the entire temperature range under examination. Kruse’s results end
with a maximum temperature of 251.3K which is about 40K short of the intended 293K. As
stated previously, this is due to the issues with using the Ethernet stream during long term (mul-
tiple day) experiments (see Section 5.1). This should be fixed due to the GPIB power cycling
present in the current experiment. Another issue with these results is that there is too much
temperature independent noise to establish an accurate calculation of the sensor dark current
with respect to temperature. It can be seen on the right graphic that the read noise (correlated-
double-sample or CDS) does not appear to increase consistently as temperature increases. This
suggests that the dominant source of noise within the sensor is temperature independent and
that the temperature dependent noise sources (i.e. dark current) are negligible. The shortening
of the ground loop in the Blackref sensor signal (see Section 3.1.2) was meant to mitigate this
issue to some degree. The sCMOS sensor was chosen due to its favorable characteristics at
low temperature so decreased noise with respect to temperature is expected. In addition, as
temperature decreases signal strength also decreases meaning that non-temperature dependent
dominant noise would result in lower SNR for lower temperatures.
The read noise results of the current experiment can be seen in Figure 6.2. It can be seen
that full coverage of the temperature range (93K-293K with at least one set of readings every
10K) was not achieved. There are multiple temperature ranges which were not appropriately
covered which include 93K-98K, 225K-245K, and 283K-293K. In the case of the 93K-98K,
the missing measurements can be ignored. This is because 98K is very close to the stable
operating temperature of the sensor when cold. The missing measurements from 225K-245K
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are due to an issue with the Ethernet GUI (see Section 5.1.2) which was unable to reconnect
with the CSTARS1 Warm Electronics after a specific instance of power cycling. This issue
occurred overnight and was therefore not caught until the following morning at which point
the temperature had already reached 245K. It is still undetermined why the connection failed on
this power cycle, but it is possible that with better communication between the power cycling
program and the Ethernet GUI that this issue could be resolved. The missing temperature
region from 283K-293K is due to ending the experiment prematurely. This decision was made
because of the missing temperature region from 225K-245K which warrants a new test. It
should be noted that the change in temperature occurs much more slowly near the extreme
temperatures (93K and 293K) than when the temperature is more centered. Specifically, the
warmup from 273K-293K is very slow and ending the experiment early saved on time and data
space. Regardless, this range from 283K-293K will have to be covered in the future.
While the experiment will need to be performed again to cover the full temperature range,
there is useful characterization information which can still be analyzed. Specifically, there is
a clear difference in noise as a function of temperature with the smaller Blackref ground loop
as opposed to Kruse’s test. The left and center images in Figures 6.1 and 6.2 show individual
images taken at the lowest and highest experimental temperatures. To the naked eye, the im-
ages look almost identical between Kruse’s and current results. However, the calculated CDS
noise over temperature for these two experiments differs considerably. Notably, the calculated
CDS noise from 98.9K to 116.2K show a clear dependence on temperature. Figure 6.3 shows
one of the sample images from each test in a more favorable color scheme for human eye com-
parison after median row and column filters were applied. In this Figure it can be seen that
there is an overall decrease in vertical and horizontal striping and fixed pattern noise save for
one particularly bright row of the sensor. Table 6.1 summarizes the noise differences between
the two experiments. For any temperature dependent region, a slope (e-/K) is shown which
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represents the rate of CDS noise change over temperature when a linear regression is applied.
For temperature regions whose noise does not appear to be temperature dependent, the mean
and standard deviation of the calculated CDS noises are shown. This is done to compare the
baseline and consistency of the noise between the two experiments. The linear regression of
the noise in this temperature region shows a slope 1.19 e-/K, an intercept of -4.1e- and an R2 of
0.463. For any temperatures higher than 116.2K there seems to be no clear temperature depen-
dence. The mean and standard deviation of CDS noise in this range of temperatures is 103.5
e-, and 2.4 e- which is a clear improvement over from the results of the Kruse experiment. The
images are overall less noisy and the amount of noise is much more consistent.
The results suggest that the shortening of the Blackref ground loop significantly decreased
the amount of noise within the sensor, especially at low temperatures. This would cause a more
favorable SNR at lower temperatures than previously. However, due to the large difference in
results between these two experiments there is also a risk that the improvement in noise char-
acteristics is actually due to inaccurate data. For this reason as well as the missing temperature
ranges, this experiment should be repeated again. If another experiment results in similar val-
ues to that of the current set then it would confirm the temperature dependence of the noise
within CSTARS1. As mentioned previously, the temperature dependence of CSTARS1 noise
is an important distinction. This is because temperature dependent noise likely originates from
within the Cold Electronics and STAR1000 sensor while temperature independent noise indi-
cates the warm electronics circuitry as the source. If the noise cannot be source to the optical
sensor then it’s noise cannot be characterized.
Another improvement which could be made to this experiment would be to change the
temperature or time increments for taking data depending on the current temperature. In the
current setup, a reading of 100 images is taken every 10K or 1 hours, whichever is less. How-
ever, this could be decreased for transitional temperatures from 100K to 125K. This would
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Figure 6.1: Previous (Kevin Kruse) Read Noise vs. Temperature
98.9 K


















































Figure 6.2: Current Read Noise vs. Temperature
result in data which better describes the relation between temperature and the CDS noise (i.e.
linear, step, etc.). Decreasing these step values for the entire experiment would likely create
more data points than necessary which is why only the transitional temperatures should be
targeted.
In terms of Dark Current, due to the fixed-pattern noise present in the columns of images,
an accurate value cannot be determined. The STAR1000 datasheet specifies that the sensor has
a dark current doubling temperature of 9.2◦C and an expected value of 1200e−s−1 at 22◦C.
From this it is inferred that the dark current is 1.3e−s−1 at 200K and < 1milli-e−s−1 at 100K.[2]
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Figure 6.3: Previous Sample Image 98.7K (left) vs. Current Sample Image
98.8K (right)
Current Kruse
Temperature Dependent Range 98.9K-116.2K NA
Temperature Dependent Slope 1.19 e-/K NA
Temperature Independent Range 116.2K-283.5K 93.7K-251.3K
Temperature Independent Mean 103.5 e- 117.4 e-
Temperature Independent Stdev 2.4 e- 2.6 e-
Table 6.1: Current vs. Kruse Noise Results Table
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6.1.2 Tracking Results
As described in Chapter 5, the first tracking test performed on CSTARS1 after the improve-
ments made to the hardware was a basic lab tracking test to assert if CSTARS1 would be
able to track real stars. Tracking was attempted with the light source at near max brightness
with different levels of attenuation. Figure 6.4 shows sample images from this test after pro-
cessed with a median column filter while Figure 6.5 shows the tracking results as attenuation
increases. The attenuation was controlled by adding or removing “ND” filters in between the
light source and star-field. In this case, the number following “ND” indicates the attenuation
factor, or fractional transmittance, which is the reciprocal of this “ND Number”. For example,
an ND10 filter has an attenuation factor of 0.1 and a ND2 filter has an attenuation factor of
0.5. It can be seen tracking failed around ND20 attenuation. When comparing this result to the
ND20 sample image, it would appear that the tracking algorithm does not work as intended.
It should be noted that this test was performed early on in the tracking algorithm development
and that tracking with a filter of ND15 to ND20 was used as the baseline for future lab tests.
After improvements to the algorithm were complete, tracking could successfully be done at
ND20 attenuation with the light source at similar brightness.
There were two instances of outdoor CSTARS1 tests prior to the ones performed at the RIT
observatory. The first instance of tests were done in order to focus the CSTARS1 telescope.
For these tests, the telescope was pointed at the Arcturus constellation until an easily visible
star was found and around 20 images were acquired. One of the experimenters examined
these images and determined the width of the star in pixels. The lower the width, the more
focused the telescope is. The goal was to increase the focus until the optimal focus was passed
so that the exact number of shims for perfect focus was known to experimenters. Then the
telescope could be adjusted just slightly out of focus to maintain the intended star width for
the algorithm. In the case of CSTARS1 this is 4 pixels in diameter.
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Figure 6.4: Lab Tracking Images Examples
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Figure 6.5: Lab Tracking Attenuation Results
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Figure 6.6: Outdoor Tracking Test 1: Focusing Arcturus




Table 6.2: Outdoor Test 1 Focusing Results Table
Shims were then added/removed from the base of the telescope to adjust the focus. Thin
shims were 0.004 inches thick while the thick shims were 0.008 inches. Figure 6.6 shows an
image from three of these focusing tests with median column filters applied. Table 6.2 shows
the width and number of shims for each of the images. It can be seen that as the number of
shims decreased, the star became more focused. However, even with no shims ideal focus
could not be achieved, much less overshot. In order to further influence the focus in the same
direction, it was necessary to add shims to the sensor mount within the cryostat. This required
a full warm-up period and so CSTARS1 was brought outside again at another date.
The second CSTARS1 outdoor test occurred after the focus was moved further by adding
internal shims which moved the sensor closer to the telescope. This modifies the focus in the
same direction as removing shims from the telescope, both move the sensor and optics closer
together. For this test, the perfect focus was found by affirming that the star diameter increased
if changing the number of telescope shims in either direction. The correct number of shims
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Figure 6.7: Outdoor Test 2: Arcturus (left), Cygnus (middle), Ursa Major (right)
was then added such that a bright Arcturus star was about 4 pixels in diameter. No data was
taken for this portion of the test.
Following this, tracking tests were performed on the Arcturus, Cygnus, and Ursa Major
constellations. Figure 6.7 shows an image from each of these tests with a median column filter
applied. The images are zoomed in to help the stars in being viewable by the human eye.
This zoom is not necessary during runtime as having a moving image makes it much easier to
recognize star locations. During these three tests there was some successful tracking on the
Cygnus constellation, but the test was mostly a failure. There were a few reasons for this. The
first was that there were likely high clouds which were obscuring stars. This can be observed
in the full tracking videos by the smaller stars popping in and out of view at irregular intervals.
This was not a concern to the experimenters as this environmental factor would not be present
if CSTARS1 would be in flight. The more concerning failure of the tracking system was that
it would sometimes interpret column consistent noise as a star. This noise can be seen on the
left side of the Arcturus (left) image and the right side of the Ursa Major image (right). While
this noise was decreased due to the hardware improvements made, it was still bright enough
to cause issues with star tracking. It was hoped that this behavior would not occur during the
Observatory tests where the stars would be more visible.
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The final outdoor CSTARS1 tests occurred later at the RIT observatory. A number of
constellations were examined with the experimental sensor. However, it was decided that
Arcturus should again be used for tracking. Figure 6.8 shows two images from one of the
Arcturus tracking tests. It can be seen that the stars are easier to observe in this test than the
previous one. For example, the star located up and left from the brightest star is viewable by
the human eye in these images while in Figure 6.7 (left) this is not the case. This is due to
a few factors. The first is that the data was taken with no high clouds present which could
be determined because stars did not come in and out of view irregularly. In addition, the
observatory was located in an area with much less light pollution.
The two images shown were taken at different frames of the tests and zoomed into the
same area, showing that the stars moved over the course of the test. The tracking algorithm
was able to follow this movement accurately both in units and direction. However, it was not
able to do so without error. The algorithm would find a tracking solution of three stars and
would be able to track it for about 1-5 seconds. However, it would regularly have multiple
failed tracking frames in a row which is not the intended behavior. Eventually, it would lose
the solution entirely by passing its consecutive fail limit and attempt to find a new solution.
This meant that the tracking offset was constantly being reset to the new baseline. In addition,
the solution found often contained a portion of column consistent noise which was interpreted
as a star.
The results of this test make it clear that CSTARS1 tracking is not in a fully working state.
There are two main problems remaining. The first problem is that it is often failing to suc-
cessfully identify stars in images. Future fixes to address this include adding in a clipped mean
row filter and pointing CSTARS1 at a brighter constellation. Adding the additional filter would
eliminate the streaks present in the rows of images which can be seen and which may have an
impact on the algorithm’s ability to find stars. This improvement was later implemented when
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Figure 6.8: Outdoor Test 3: Observatory Tracking Arcturus
moving to CSTARS2. In terms of finding brighter stars, it can be said that stars will be much
brighter during flight than during ground tests due to less atmospheric interference.
The second problem with tracking is the column consistent noise which could not be elim-
inated with filtering. The best way to avoid interpreting this noise bands as stars would be to
exclude them from the algorithm entirely as they always appear in the same locations. This
could be done by initializing the marked pixel array with 1’s indicating the locations of these
bands. This may cause problems when stars pass by these bands within an image. However,
stars are expected to move very little over the course of flight due to the rocket compensating
for any tracked movement. Because development moved to CSTARS2 following this test, this
improvement has yet to be implemented.
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6.2 CSTARS2
6.2.1 Synchronous/Asynchronous and SD Saving
The Synchronous and Asynchronous interfaces were tested following development in two sets
of sequence testing which took place in June of 2019 and January of 2020. In the first set of
sequence testing, the functionality of the asynchronous interface was determined by running
the system while connected to NASA ACS. It could be seen in this test that the messages
were being received by NASA ACS and that the “Status Word” field had the appropriate value
based on the simulated rocket signals sent. The proper functionality of the frame counter and
checksum were also verified here. To verify the “Delta” values, a predetermined pattern was
assigned to these fields. This was necessary because CSTARS2 tracking was not operational at
this point in the development. In addition, it was confirmed that the messages were being sent
at about 10Hz. As a final check, all values received by NASA ACS were compared against
the CSTARS2 debug interface which was configured to print out the same message. No errors
were found. This confirmed that there were no asynchronous interfacing issues. A similar
test sequence was performed again in January of 2020 with the addition of the synchronous
interface.
The synchronous interface was first tested in June of 2019 by connecting CSTARS2 to the
appropriate NASA telemetry computer. This computer communicated over the Synchronous
interface to CSTARS2 as well as the rest of the CIBER-2 experiment and the CH10 packets
were sent from the telemetry computer to an experimental one encoded in UDP packets. It
was initially found in this test that CSTARS2 synchronous stream was not operating correctly
as the associated GUI program was not receiving the appropriate data. In order to solve this,
the individual UDP packet hex-dumps were examined. This was collected in the initial test
using Wireshark. On examining the packets, it was found that certain groups of data had
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a swapped byte order and the issue was corrected. The synchronous stream was re-tested
with only CSTARS2 and it was found that the appropriate data was being received by the
GUI program. The star stamp images were configured to send an increasing intensity pattern,
making it easy for experimenters to see that the correct data was being received. This was
confirmed to be the case. The remaining data received by the GUI program was compared
against the CSTARS2 debug interface which was configured to print out all remaining fields
of the message. It was found that all values were being received correctly except for the frame
counter. It was previously known that the synchronous interface could send only 10-bit values,
but this truncation was overlooked in the case of the frameCounter. The result was that the
synchronous GUI only received the lower 10-bits of the frame counter causing it to overflow
after the value 1023. As described in Section 4.4.2, the best solution for this issue is to either
break the frame counter field into multiple 10-bit segments or to add a workaround to the
synchronous GUI which increments a counter whenever the received frame counter overflows
and to use this to interpret what the true framecounter must be. The latter solution would save
on space within the synchronous section of CH10 packets. Following further synchronous
changes, the stream was re-tested with the GUI alongside the asynchronous stream in January
of 2020 and no new issues were found.
Following the addition of the Core-0 Core-1 API and the FAT SD-card saving in the Flight
Ready build (see Section 4.1.2.1), the new saving system was tested. The Microzed was con-
nected to the Warm Electronics portion of the system, but not to the Cold Electronics section
due to lack of availability. The flight ready build was configured to not pull in new images or
attempt tracking, but to rather insert a similar amount of delay which would be seen by those
functions. The flight ready build of software was then run. Using the CSTARS2 debug inter-
face, it was found that signals were being set and cleared appropriately and that images were
being saved. After disconnected the Microzed, the SD-card was examined and it was found
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that image files were being saved to the SD-card and were viewable by a normal computer.
These images were the same file size as a real CSTARS2 image and the random image noise
that resulted from viewing these images is comparable to what is seen by the USB-Streaming
Build and GUI when configured to not take images from the sensor. It was also found that an
image was saved once in about every 4 frames, leading to a estimated save time of 0.4 sec-
onds as the main loop was being run at about 10Hz. This behavior is similar to what will be
seen in flight and shows that the API does function appropriately. The next step would be to
connect the entire CSTARS2 system together in order to confirm that the appropriate images
are being saved. This would require first putting together a known image or star-field which
could be verified using the USB-streaming build. Then the flight ready build would be ran and
the resulting images would be examined for accuracy. This may expose issues which might be
present in making shallow copies of images between the two cores.
6.2.2 Focal Plane REV2 Sensor Operation
Following the development covered in Section 3.2.3, the sensor was tested outside of the cryo-
stat. An image of the test setup can be seen in Figure 5.6. As stated, this test involved shining a
flashlight indirectly towards the sensor while it was partially obscured with a glass cover taped
over the top of it.
Figure 6.9 shows sample images from one iteration of this test. In these images, high values
are dark while low values are lighter as can be seen by the bar on the right of each image. It
should be noted that the temperature readings on these images are not meaningful for this test.
It should also be noted that images are taken at a rate of about 0.8 seconds per image on the
USB-streaming GUI. Image 0 shows that directly after power-on, the sensor is fully saturated,
save for a single dead pixel all pixel intensities appear maxed out. After some time, the pixel
intensity would transition from being fully saturated to being completely zeroed. This can
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be seen in image 12 and image 15. This zero behavior in image 15 shows no visible noise.
Following this, after a certain amount of time, the sensor would begin to start responding to
the flashlight again. For some time, the behavior would cycle between those seen in images
15, 21, and 34 before finally settling on the behavior seen in image 34 after some time. The
exact timing of all of these transitions was variable and not completely predictable.
These results show the sensor to be working in some fashion. For example in images 12,
21, and especially 34 there is a clear difference between the central columns of the image and
the edges. This is due to the tape used to secure the sensor’s glass screen which covered those
areas of the sensor. In image 34, it is even possible to see where the tape is creased using the
patterns near the left side of the image. This pattern matched exactly with the creases which
could be seen in the tape. In addition, the same test was performed with no flashlight and there
was very little sensor response which was to be expected.
However the sensor could not be said to be fully working. The unstable responsivity of
the sensor on power on was a clear indication that something was wrong. At the time of this
experiment, it was believed that the final stable state of the sensor, similar to what is seen in
image 34, showed the desired light responsivity. This would indicate that the sensor could
operate effectively in flight if left on for long enough. On further reflection this is not the case.
Due to the intensity light created by the flashlight, the expected behavior for the sensor would
be full saturation as seen in image 0. All of the transient responsivity behavior following this
as well as the final stable responsivity are much too low. This would later be confirmed by the
sensor response when placed back within the cryostat.
One important goal of re-characterizing the sensor after being placed on the new board
was to see its behavior at cryogenic temperatures (inside the CIBER-2 cryostat). A number of
tests were performed to check CSTARS2 responsivity when cold at the NASA Wallops Flight
Facility (WFF). Figure 6.10 shows images taken from one of these tests. It should be noted
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Figure 6.9: CSTARS2 Open Sensor Results
again that the temperatures given in each image are not accurate due to the temperature sensor
losing functionality. For this particular test, the temperature of the sensor began part-way
through its warm-up at 210K with the temperature rising over the course of the tests ending
at 215K. This is not considered a cryogenic temperature, but is considerably colder than room
temperature of 293K. In addition, this test used a collimator and a light source through a single
pin hole. This light source was estimated to equate to a star of magnitude 1 or greater. For
reference, CSTARS2 is likely to track stars of magnitude 7 or 8 flight, which is much less
intense.
It can be seen in these images that while cold, the sensor behaves similar to what is seen
in Figure 6.9. Initially, the sensor is saturated around the section which the pinhole is illumi-
nating as seen in image 0. The illuminated region left of the pinhole is likely due to reflection
within the optics. Around image 24, the responsivity of the sensor begins to drop, becom-
ing completely zeroed by image 41. In addition, all visible noise has disappeared. Slowly,
the responsivity increases finally reaching a steady state which is much less than the initial
responsivity.
The difference in testing when cold as opposed to at room temperature seems to be the
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speed at which the responsivity states are cycled through. In the open sensor test (Figure
6.9) it takes 15 images for the sensor to lose responsivity and 34 images to find a steady
state. However, when starting at 210K it takes 41 images to lose responsivity and over 600
images to settle into a steady state. It should be noted again that images are taken for the room
temperature experiment at 0.8 seconds per image. By the time this 210K test was performed
at Wallops, the tracking portion was added increasing the delay to 1.5 seconds per image. This
means that the time to settle into a steady state is 27.2 seconds (34*0.8) in the case of room
temperature and over 15 minutes in the case of 210K. It should also be noted that over the
course of this test, the temperature of the sensor increase, ending just over 215K.
This was also the test where it was first realized that the steady state responsivity of the
sensor was not high enough. In image 664 it is barely possible to view the simulated star,
which is estimated at greater than magnitude 1. For tests performed on the sensor with slightly
lower brightness, it was impossible to see any star at steady state, implying that in its current
state CSTARS2 would not be able pick up magnitude 7 and 8 stars during flight. Once again,
the expected behavior of the sensor to the intensity of light present is the initial case in image 0.
The sensor is currently in a state where it would be impossible to track effectively. In addition,
this issue may worsen if the sensor were to be fully cooled.
While the exact cause of the sensor’s transient intensity drop is unknown, it is likely due
to this particular CIS2521 sensor being broken. There is some evidence for this. Firstly,
CSTARS2 has been able to take images for some time and showed a more appropriate respon-
sivity before its eventual breakdown and subsequent fix/development. In addition, the sensor
itself has been under considerable stress. There have been multiple instances when wire bonds
between pins have shorted together and have needed separation. This usually occurred due to
the sensor’s contact with air currents (people breathing near it, etc.). It is possible that during
these shorts or fixes that one or multiple pins have lost their connection. Under a microscope,
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it can be seen that there are some connections which appear to be questionably connected. The
sensor has also been put under considerable heat stress. It has been placed under cryogenic
temperatures (~93K) many times as well as solder re-flow temperatures (>500K) multiple
times when being placed on REV1 and REV2 of the focal plane board. Neither of these tem-
perature stresses fit within the advised temperature control as per the CIS2521 datasheet. The
CIS2521 datasheet also specifically advises against placing the sensor under convection heat-
ing for re-flow when the glass cover is present, which was done when placing the sensor on the
Focal Plane Board REV1. In REV2 this glass cover was replaced with a steel one, but placing
the sensor under convection heating is likely a poor choice regardless.[1]
From the way in which sensor powers on with appropriate responsivity that decreases over
time it is likely that some signal which is responsible for charging pixel transistors is not
functioning properly. This could be due to damage in the wire bonds or to the silicon of the
sensor itself. However, in both cases the appropriate solution is to purchase a new sensor.
In order to avoid encountering this issue again, the Focal Plane REV3 was designed for the
CIS2521 socket to be surface mounted to the board rather than the sensor itself. This allows for
the sensor to be placed onto the board and removed without any heating of the sensor required
or convection airflow which may damage the wire bonds. The next step is to assemble the
Focal Plane REV3 board and place a new sensor onto it. It can then be determined if this
behavior is truly due to a faulty sensor.
6.2.3 Tracking
The most recent CSTARS2 tracking tests performed on the physical sensor were taken in De-
cember of 2019. These tests were performed after the sensor had been placed on the Focal
Plane REV2. For this reason, a very bright light source was used and the sensor was left on
long enough to reach a stable state (see Section 6.2.2 results). This simulated a star-field of rea-
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Figure 6.10: CSTARS2 Cryostat Cold Results
sonable magnitude for tracking given an ideal sensor responsitivity. In addition, the tests were
done part way through the development of the CSTARS2 tracking algorithm. This tracking
version contained the final forms of the filtering step and included many design improvements
over the CSTARS1 algorithm such as an extra adjacent pixel check in the star determination
step, bit shifting wherever possible, and an overall removal of redundancy. However, still miss-
ing in these tests are many speed improvements such as only examining partial images in star
determination and the cutoff timer. Also missing is the final version of the tracking step with
improved logic around choosing which stars to initially track (see Sections 4.2 and 4.3).
Figure 6.11 shows a sample image from one of these tests. It can be seen in this image that
there is no visible noise due to the sensor responsivity issues present. However, the brightness
of pinholes stars do represent similar pixel intensities to what CSTARS2 should see in flight.
In these tests it could be seen that the tracking algorithm was mostly successful. Three stars
were maintained as the tracked stars, with the algorithm never failing to track consecutively
enough times to search for a new solution. In addition, when the star field was moved by
tapping the cryostat or collimator, it could be seen that the corresponding X and Y deltas were
in the appropriate direction and of units. This could not be determined for the roll delta as the
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test setup did not allow for easy rotation of the star field.
There were two main issues observed in these tests. The first was that the time necessary for
tracking was unexpectedly high. The tracking algorithm was performed in the USB-streaming
build for easy testing. While no timer was present in the software at this point to determine
tracking time, the USB Streaming GUI could not operate in its standard configuration because
it polled for images too quickly, causing errors. The software could not pull in a new image
and complete tracking in the time it took to send the previous image to the GUI through the
USB API. It was previously determined that a single image required about 0.8 seconds to be
transferred through the USB API in its original configuration. In order to avoid these errors, the
API was slowed such that a single image was transferred in about 1.5 seconds rather than 0.8
seconds. This allowed the software to function appropriately, but the need for this slowdown
meant that the algorithm would need a drastic speed increase. It was later found that most
frames of the algorithm were fast enough for the standard USB streaming GUI and that there
were certain problematic frames causing the issue.
The second issue is related to these problematic frames, though it was not known at the
time. It was found that the algorithm was unable to track successfully on every frame. In-
evitably some frames would result in a failed tracking. This behavior is not unexpected and
is the reason for a consecutive fail limit before finding a new solution. However, due to how
little the star-field changed over time, it is possible that these failed frames are solvable. The
behavior may be similar to the buffer issue seen in the tracking time tests which followed these
tests. Another result of those timing tests, which will be presented next, is that the timing
issues with this test are likely due to some or all of the failed tracking frames. It was found that
due to the indeterminate runtime of the star determination step, certain failure frames result in
abnormally long calculation times, which is why a cutoff timer was necessary.
There are no more recent tracking results on the physical CSTARS2 setup due to the loss
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Figure 6.11: CSTARS2 Track Test On Physical Sensor
of functionality in the sensor and the difficulty in accessing CSTARS2 when it is within the
CIBER2 cryostat. All tests from this point were performed using the Image Import software
build on simulated images or images previously taken.
The final algorithm improves over the previous tracking results discussed above through
the addition of the cutoff timer, a partial image search in the star determination step, and
improved logic in the tracking step. In order to determine the effect of these improvements on
CSTARS2 tracking, both algorithms were run on a set of simulated CSTARS2 images, two of
which can be seen in Figure 6.12. These images were generated with star diameters, noise, and
star movement similar to what will likely be seen in flight. In addition, the tracking algorithm
was run using the Image Import software build (see Section 4.1.2.3).
Table 6.3 shows the track time results of both of these tests. It should be noted that the track
time was taken around the entire tracking algorithm frame and not just the star determination
step as is the case with the cutoff timer. It can be seen that the final developments to the algo-
rithm had a significant effect on the speed of the algorithm. For most frames, the old algorithm
requires 133-139ms while the new version only requires 88-94ms. This is an important time
save as it allows the algorithm to fit within the 10Hz (100ms) requirement of the main loop.
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However, even with this improvement the loop time of CSTARS2 is likely greater than 100ms
due to the other logic present in the mainloop. Optimally the tracking time should be reduced
even further in the future.
The improvement in tracking time is likely due to the partial image search on non-initial
tracking frames. This can be seen in how the first image frame has similar tracking time in both
algorithms while all subsequent frames are faster in the new algorithm. This matches well with
how the new algorithm searches through the whole CSTARS2 image on the initial tracking
frame and only through parts of the image on subsequent frames. The slight increase in speed
from 136ms in the old algorithm to 135ms in the new is either due to some inconsistency in
the timer or to the more minor optimizations made to the algorithm between versions such as
the removal of floating point variables.
It should be noted that both tests were able to successfully find three stars on the Passed
result frames and that these stars were given the same X and Y centroids in both versions
when examining the same star. The three stars chosen were not the same due to the expanded
tracking step logic in the newer algorithm, but it was found that both sets of coordinates were
accurate on every successful frame. In addition, there was one star which was both versions had
chosen to track whose centroid location was agreed upon for both the old and new algorithm
in every successful frame. This indicates that the changes made to speed up the algorithm did
not negatively affect accuracy in star detection. It could also be seen that the new version of
the algorithm chose the three brightest stars to track while the old version chose the top three
stars in the Y direction. This new behavior is preferable, especially in edge cases where there
are many dim stars in an image.
The final important distinction between the tracking time of the two versions is in the
tracking frames which failed. It can be seen that in both version of the algorithm, images
5 and 11 failed to track. For these frames the old version of the algorithm appears to have
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taken upwards of 17 seconds (17000+ ms) to perform tracking. The accuracy of this result is
questionable because the timer used for this experiment (Xtime library) was not confirmed to
be accurate for long time delays. Each test began with a 50ms inserted MCU sleep (usleep)
which was timed with the Xtime library and it was found that it the delay was calculated at
exactly 50ms for every test. This implies that the Xtime library uses the same clock as the
MCU sleep function which makes testing its accuracy difficult, especially for longer delays.
Regardless of how accurate the failed tracking times are for the old algorithm, it can be
seen that these frames have an unreasonably long tracking time. The most likely explanation
of this is that there is a buffering issue in the Image Import software build and that the track-
ing algorithm is attempting to run on random data every sixth frame. This is because every
test performed, regardless of input images, failed on every sixth tracking frame, which also
happens to be the size of the image buffer in software. This will likely have to be fixed for
the Image Import software build in the future. If the frame put through the tracking algorithm
was not representative of a real image, it is likely that the star determination step would take a
very long time as it would attempt to calculate the star properties of every high valued group
of data. Since the properties of random data groups would be unlikely to result in a valid star,
the marked_pixel matrix would not be filled and so no pixels would be skipped when iterating.
This could explain the long tracking time seen in these failed frames.
While this does not appear to be an issue for flight which uses the Flight Ready software
build, the ability for this behavior to occur in the tracking algorithm is problematic as it may
occur due to some other issue, buffering or otherwise. It is likely that the problematic frames
which required the slow down of the USB-Streaming GUI as described earlier in this section
were due to a similar issue. The final tracking algorithm should be ported to and tested on
the USB-Streaming and Flight Ready builds (with no GUI slow down) as soon as possible to
confirm that this issue is fixed.
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Figure 6.12: CSTARS2 Final Track Test Simulated Images
The final version of the algorithm has no issue processing these bad image frames. It can
be seen that for these frames the runtime is exactly 75ms. This is likely due to the cutoff timer
present in the star-determination step. Once the timeout is reached, the algorithm immediately
returns with a failure. This saves time over a successful frame which takes 88-94ms because
the remainder of the track algorithm does not run.
Because the cutoff timer is given an 100ms interrupt, it is expected for a failed frame to
have a runtime of slightly more than 100ms in the new algorithm. This shows that the Xtime
library is not accurate since it found a result of 75ms. It should be noted that the cutoff timer is
to be trusted over the Xtime library as the cutoff timer is a hardware timer while Xtime likely
runs off of the CPU clock as explained earlier. The inaccuracy of the Xtime timer indicates
that the actual tracking times are somewhat longer than shown in Table 6.3 meaning that even
more time must be saved to fit within the 10Hz requirement. One potential way in which this
could be done is by replacing the remaining floating point calculations within the algorithm
with Vector Floating Point Units (VFPUs) as described in Section 4.2.1. Regardless, it can be
seen that the cutoff timer is effectively guarding against long tracking frames and is successful
at making the algorithm deterministic in time.
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Image Number Tracking Result Old Tracking Time (ms) New Tracking Time (ms)
0 Pass 136 135
1 Pass 135 90
2 Pass 135 91
3 Pass 132 88
4 Pass 135 91
5 Fail 17021 75
6 Pass 133 90
7 Pass 133 89
8 Pass 135 90
9 Pass 136 92
10 Pass 135 91
11 Fail 17022 75
12 Pass 135 92
13 Pass 139 94
14 Pass 138 93
15 Pass 136 92
16 Pass 136 92
Table 6.3: CSTARS2 Tracking Times Old vs. New
Chapter 7
Conclusions
From the work and results presented in this paper, it can be seen that project CSTARS, in both
iterations, have proven that cryogenic operation of CMOS detectors is possible and can be
effective for a star tracking application. Both the STAR1000 detector for CSTARS1 and the
CIS2521 detector for CSTARS2 have proved successful to some degree. There are, however,
a number of caveats to this success. From the noise issues found in CSTARS1 as well as
the damage caused to the CIS2521 in CSTARS2 it can be seen that currently CMOS image
sensors are not made for cryogenic operation in mind. While the actual pixels may be able
to sense photons appropriately, the temperature dependence of the remaining circuitry is still
in question. For example, the ADC of the STAR1000 was never used for this reason which
added considerable noise to the overall system due to longer analog paths. In addition, the
conformity of CMOS image sensors to a reliable standard is not as well developed for flight as
in CCD based sensors.
While it is true that CMOS image sensors are not currently being designed for cryogenic
use cases, it can be seen that they are effective. Both sensors used showed very little to no
operation issues for many experiments at cryogenic temperatures. The CIS2521 in particular
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showed a very favorable signal to noise ratio at low temperatures prior to deteriorating. The
next step for this project would be to add a new CIS2521 sensor and finalize the developments
made in the software system in order to prove the operation of a CMOS sensor in an actual
real-time use case. This can be done during the next flight of CIBER-2.
The development of a star tracking system requires a large amount of development in vari-
ous areas. In the case of this project, work has been done in multiple PCB designs, mechanical
designs, FPGA logic designs for the readout and control, as well as the software. For this
reason CSTARS has been in some of development for over 4 years, since the Summer of 2016.
Over this time period, the reliability of the system has increased to the point where a full flight
is now possible with the design, provided a new CIS2521 sensor is acquired. Following a suc-
cessful flight, the CSTARS2 system will likely undergo further development and a flight use
case will potentially be found for CSTARS1 in the future.
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Figure I.1: CSTARS1 Focal Plane Schematic
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Figure I.2: CSTARS1 Focal Plane PCB Top Layer
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Figure I.3: CSTARS1 Focal Plane PCB Bottom Layer
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Figure I.4: CSTARS1 Focal Plane PCB Ground Layer
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Figure I.5: CSTARS1 Focal Plane PCB Power Layer
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Figure I.6: CSTARS1 Interface Board Schematic Page 1
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Figure I.7: CSTARS1 Interface Board Schematic Page 2
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Figure I.8: CSTARS1 Interface Board Schematic Page 3
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Figure I.9: CSTARS1 Interface Board PCB Top Layer
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Figure I.10: CSTARS1 Interface Board PCB Bottom Layer
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Figure I.11: CSTARS1 Interface Board PCB Ground Layer
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Figure II.1: CSTARS2 Focal Plane Board REV2 Schematic Page 1
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Figure II.2: CSTARS2 Focal Plane Board REV2 Schematic Page 2
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Figure II.3: CSTARS2 Focal Plane Board REV2 PCB Mechanical Drawing (mm)
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Figure II.4: CSTARS2 Focal Plane REV2 PCB Top Layer (l1)
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Figure II.5: CSTARS2 Focal Plane REV2 PCB Ground Layer (internal l2)
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Figure II.6: CSTARS2 Focal Plane REV2 PCB Power Layer (internal l3)
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Figure II.7: CSTARS2 Focal Plane REV2 PCB Bottom Layer (l4)
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Figure II.8: CSTARS2 Focal Plane Board REV3 Schematic Page 1
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Figure II.9: CSTARS2 Focal Plane Board REV3 Schematic Page 2
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Figure II.10: CSTARS2 Focal Plane Board REV3 PCB Mechanical Drawing (mm)
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Figure II.11: CSTARS2 Focal Plane REV3 PCB Top Layer (l1)
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Figure II.12: CSTARS2 Focal Plane REV3 PCB Ground Layer (internal l2)
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Figure II.13: CSTARS2 Focal Plane REV3 PCB Power Layer (internal l3)
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Figure II.14: CSTARS2 Focal Plane REV3 PCB Bottom Layer (l4)
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