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Quantum criticality, as a fascinating quantum phenomenon, may provide significant advantages for quantum
sensing. Here we propose a dynamic framework for quantum sensing with a family of Hamiltonians that undergo
quantum phase transitions. By giving the formalism of the quantum Fisher information (QFI) for quantum
sensing based on critical quantum dynamics, we demonstrate its divergent feature when approaching the critical
point. We illustrate the basic principle and the details of experimental implementation using quantum Rabi
model. The framework is applicable to a variety of examples and does not rely on the stringent requirement for
particular state preparation or adiabatic evolution. It is expected to provide a route towards the implementation
of critical quantum dynamics enhanced quantum sensing.
Introduction.— Quantum sensing can achieve ultra-precise
measurements by exploiting the distinct features of quantum
phenomena [1–3]. Apart from quantum superposition and en-
tanglement, quantum criticality also represents a powerful re-
source [4–8] for quantum sensing, following the intuition that
quantum systems around the critical points are likely to be
very sensitive to minute change of physical parameters. Not
only the ground state near a quantum phase transition (QPT)
[8–21] but also general non-equilibrium steady-state around
a dissipative phase transition [22, 23] demonstrate divergent
susceptibility to the control parameters in the Hamiltonian.
The dynamics of Loschmidt echo [24–27] and certain order
parameters [28] associated with the ground state can also ex-
hibit criticality enhanced parameter dependence. These criti-
cal behaviors raise increasingly intensive interest in designing
quantum sensing protocols that may be powered by quantum
criticality [29–35].
However, the advantages provided by quantum critical-
ity are usually hindered by the time required to prepare the
ground state close to the critical points, e.g. via adiabatic
evolution [6]. Such a requirement imposes great challenges
on the implementation of quantum criticality enhanced quan-
tum sensing. A new framework for quantum sensing enhanced
by critical quantum dynamics that can relax the stringent re-
quirement for the initial state preparation would pave the way
towards experimental realization of critical quantum sensing,
which however remains largely unexplored [5, 36, 37].
In this work, we fill in this gap and provide a framework
of quantum sensing based on critical quantum dynamics for
a family of parameter (λ)-dependent Hamiltonians Hˆλ =
Hˆ0 + λHˆ1. We provide a general formalism of the QFI for
the associated quantum dynamics, and demonstrate that a di-
vergent scaling in the QFI can be achieved for general initial
states. Note that the QFI is equivalent to the inverse variance
of the measurement, thus critical quantum dynamics enables
prominent enhancement in the achievable measurement preci-
sion. Taking quantum Rabi model (QRM) as an illustrative
example, we elaborate the experimentally feasible schemes
that can reach the sensitivity close to the quantum Cramér-
Rao bound given by the QFI. Furthermore, we provide two
other experimentally feasible examples including the optical
parametric oscillator and the Lipkin-Meshkov-Glick (LMG)
model. The framework thus provides a general and feasible
way of exploiting quantum criticality for superior quantum
sensing.
The QFI of critical quantum dynamics.— Generally, the
performance of quantum sensing associated with a parametric
dynamic evolution Uλ = exp(−iHˆλt) is determined by the
optimal ability of resolving neighboring states |Ψλ〉 = Uλ|Ψ〉
and |Ψλ+δλ〉 = Uλ+δλ|Ψ〉 in the parameter space, which
is characterized by the QFI. These two states are related by
|Ψλ+δλ〉 = exp(−iJλδλ)|Ψλ〉, where Jλ = −iUλ∂λU†λ is
the local generator of Uλ [38]. The QFI with respect to the
parameter λ can be formulated as Iλ = 4Var[hλ]|Ψ〉, where
hλ = U
†
λJλUλ = iU
†
λ∂λUλ is the transformed local gener-
ator and Var[·] represents the variance corresponding to the
initial state |Ψ〉.
We consider a class of Hamiltonians Hˆλ, an eigenvalue
equation of which can be written in the following form as [39]
[Hˆλ, Λˆ] =
√
∆Λˆ, (1)
where Λˆ = i
√
∆Cˆ − Dˆ with Cˆ = −i[Hˆ0, Hˆ1], Dˆ =
−[Hˆλ, [Hˆ0, Hˆ1]] and ∆ is dependent on the parameter λ. The
above relation in Eq.(1) usually leads to an equally spaced
energy spectrum of Hˆλ with the energy gap  ∼
√
∆ when
∆ > 0 [40]. On the other hand, if ∆ < 0,
√
∆ becomes
imaginary. The non-analytical behaviors (e.g., the derivatives
of the eigenstates and their energy) would appear at the criti-
cal point λ = λc defined by ∆ = 0, implying the emergence
of QPTs. Based on Eq.(1), we obtain the transformed local
generator as
hλ = Hˆ1t+
cos(
√
∆t)− 1
∆
Cˆ − sin(
√
∆t)−√∆t
∆
√
∆
Dˆ. (2)
It can be seen that hλ becomes divergent as ∆ → 0 if√
∆t ' O(1), which represents a signature of critical quan-
tum dynamics. The critical feature of hλ will be able to en-
hance the distinguishability of |Ψλ〉 and |Ψλ+δλ〉, and thus
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2yields a superior resolution for λ. From the transformed local
generator in Eq.(2), we obtain the QFI as follows
Iλ(t) ' 4 [sin(
√
∆t)−√∆t]2
∆3
Var[Dˆ]|Ψ〉. (3)
Under the condition
√
∆t ' O(1), the QFI scales with ∆ as
Iλ ∼ ∆−3 ∼ ∆−2t2 and is divergent at ∆ = 0. Such a
scaling of the QFI, arising from the parametric unitary evolu-
tion governed by a Hamiltonian near its critical point, holds
for general initial states |Ψ〉 provided that Var[D]|Ψ〉 ' O(1)
or even more general mixed states [40], which avoids the re-
quirement for ground state preparation. We remark that it is
applicable for any Hamiltonian that satisfies the relation in
Eq.(1), the phase transition of which occurs across the whole
spectrum. In the following, we first consider the example of
quantum Rabi model, and then demonstrate the general feasi-
bility by extending to other possible models.
Critical quantum sensing with QRM.— We start by con-
sidering the quantum Rabi model, which represents an im-
portant example in quantum optics. The model consists of a
two-level system (qubit) and a bosonic field mode, which ex-
hibits a normal-to-superradiant phase transition [41, 42]. The
system’s Hamiltonian can be written as
HRabi = ωa†a+ ω0
2
σ(q)z − λ(a+ a†)σ(q)x . (4)
Here, σ(q)x,z are Pauli operators of the qubit with the transition
frequency ω0 and a (a†) is the annihilation (creation) operator
of the bosonic field with the frequency ω.
The simplicity of such a quantum system together with
the experimental capability of precise coherent quantum con-
trol [43] facilitates the engineering of a critical quantum
sensor based on QRM. We apply a Schrieffer-Wolff trans-
formation to the Hamiltonian HRabi → e−SHRabieS with
S = (ig/2)η− 12 (a + a†)σy + O(η− 32 ). In the limit of
η = ω0/ω → ∞, we obtain an effective low-energy Hamil-
tonian for the normal phase H(↓)np = 〈↓ |e−SHRabieS | ↓〉q =
ω[a†a − g2(a + a†)2/4] − ω0/2 with g = 2λ/√ωω0 < 1.
The normal-to-superradiant phase transition occurs at the crit-
ical point g = 1. The Hamiltonian H(↓)np satisfies the relation
in Eq.(1), and we define ∆g = 4(1 − g2) which is consistent
with the energy gap  ∝ |1− g2|νz with the critical exponents
satisfying νz = 1/2 [41]. As an example, given the two-
level system in the spin-down state |↓〉q , we obtain the QFI
for the measurement of the parameter g with similar analysis
by which we derive Eq.(3) as
Ig(t) ' 16g2
[sin(
√
∆gωt)−
√
∆gωt]
2
∆3g
Var[Pˆ 2]|ϕ〉b , (5)
where Pˆ = i(a† − a)/√2 and |ϕ〉b is the initial state of the
bosonic field mode [40]. It can be seen that Ig → ∞ when
g → 1 (i.e. ∆g → 0), thus it would allow us to estimate
the parameter with a precision enhanced by critical quantum
dynamics. The ultimate precision of quantum parameter esti-
mation is given by quantum Cramér-Rao bound (namely the
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FIG. 1. Sensing with QRM by homodyne detection of the bosonic
field. (a) Quadratures 〈Xˆ〉τ after an evolution time τ = pi/[ω(1 −
g2o)
1/2] as a function of g . The working point g = go are marked
by filled circles. The inset shows the corresponding susceptibility
at the working point χ(go) ≡ χg(τ)|g=go = 4
√
2pigo∆
−3/2
go . (b)
The QFI Ig(t) as a function of the evolution time t. Inset: the local
maximum of the inverted varianceFg(τ) after an evolution time τ =
2pi/(
√
∆gω) reaches the same order of Ig(τ).
inverse of the QFI) requiring the optimal measurement. We
hereby provide two measurement protocols that are experi-
mentally feasible to achieve the precision of the same order as
quantum Cramér-Rao bound.
Measurement protocols for QRM based sensing.— The first
method relies on quadrature measurements of the bosonic
field by standard homodyne detection. Without loss of gen-
erality, we initialize the system in a product state |Ψ〉 =
|↓〉q ⊗ |ϕ〉b with the state of the bosonic field mode |ϕ〉b =
(|0〉 + i|1〉)/√2. After an evolution for time t as governed
by the Hamiltonian in Eq.(4), we perform standard measure-
ments of the quadrature Xˆ = (a + a†)/
√
2. Its mean value
and variance are found to be [40]
〈Xˆ〉t =
√
2∆
− 12
g sin(
√
∆gωt/2),
(∆Xˆ)2 = 1 + (2g2 − 1)∆−1g [1− cos(
√
∆gωt)].
(6)
We first calculate the susceptibility of the observable 〈Xˆ〉t
with respect to the parameter g, i.e. χg(t) = ∂g〈Xˆ〉t, which
shows divergent feature close to the critical point, see Fig.1(a).
To quantify the precision of parameter estimation, we de-
note the inverted variance as Fg(t) = χ2g(t)/(∆Xˆ)2. When
Fg(t) = Ig(t), the precision reaches quantum Cramér-Rao
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FIG. 2. Sensing with QRM by local measurement of the two-level
system. (a) Real (red) and imaginary parts (green) of the suscep-
tibility χG(g, t) at g = 0.97. The second term in the susceptibil-
ity (dashed curves), see Eq.(9), makes the dominant contribution.
(b) The inverted variance F(go) based on the observable 〈σ(q)x 〉 fits
well with ∼ ∆−3go (blue line). The inset shows the working points
go which are chosen such that R(go) = 0.5. The initial state is
|Ψ〉 = (c↑|↑〉q + c↓|↓〉q) ⊗ |ϕ〉b and as an example, we choose
2c∗↑c↓ = 1 and |ϕ〉b = |0〉.
bound. We focus on the local maximums of the inverted vari-
ance with the evolution time τn ≡ 2npi/
√
∆gω (n ∈ Z+)
[40], which can be written as
Fg(τn) = 32pi2g2∆−3g n2 ∼ Ig(τn), (7)
where the QFI Ig(τn) ' 64pi2g2∆−3g n2Var[Pˆ 2]|ϕ〉b (see
Eq.(5)). It can be seen from Fig.1(b) that Fg(τn) is compa-
rable with the QFI. We stress that this result Fg(τn) ∼ Ig(τn)
holds without requiring particular initial states of the bosonic
field [40]. Furthermore, we obtain the inverted variance for
the estimation of the frequency ω of the bosonic field mode as
Fω(τn) = χ2ω(τn)/(∆X)2 ' 2g4∆−2g τ2n, where the suscep-
tibility is χω(τn) ' −gχg(τn)/(2ω). We remark that the av-
erage bosonic excitation is bounded by 〈N〉 ' 2g4/∆g [40].
Therefore, the inverted variance can be rewritten as Fω(τn) '
(1/2g4)〈N〉2τ2n, which almost saturates the Heisenberg limit
with a prefactor (1/2g4) ∼ O(1). For comparison, the adi-
abatic sensing protocol based on the ground state achieves
the Heisenberg scaling as 2〈N〉2τ2 with a very small pref-
actor  1 due to the requirement for slow adiabatic driving
[6, 35].
As an alternative method, one can also directly measure
the two-level system to extract the parameter information
[24, 44, 45]. Without loss of generality, we start from a prod-
uct initial state |Ψ〉 = (c↑|↑〉q + c↓|↓〉q) ⊗ |ϕ〉b with a gen-
eral state of the bosonic field mode |ϕ〉b. In the interaction
picture with respect to H0 = (ω0/2)σ(q)z , the time-evolved
state governed by the QRM Hamiltonian in Eq.(4) can be ex-
pressed as |Ψt〉 = c↑|↑〉q ⊗ u↑|ϕ〉b + c↓|↓〉q ⊗ u↓|ϕ〉b. In
the limit of η = ω0/ω → ∞, the evolution operators are
given by uσ = exp[−iH(σ)np t], where σ =↑, ↓ and H(σ)np =
〈σ|ω[a†a+ g2(a+a†)2σ(q)z /4]|σ〉q . The observable 〈σ(q)x 〉 of
the two-level system is
〈σ(q)x 〉 = 2Re[c∗↑c↓G(g, t)], (8)
where G(g, t) = 〈ϕ|u†↑u↓|ϕ〉b is the Loschmidt amplitude
[44]. The susceptibility χG(g, t) = ∂gG(g, t) is obtained as
χG(g, t) = i〈ϕ|h(↑)g u†↑u↓ − u†↑u↓h(↓)g |ϕ〉b, (9)
where h(σ)g = iu†σ(∂guσ) are the transformed local gener-
ators of uσ . The second term 〈ϕ|u†↑u↓h(↓)g |ϕ〉b ∝ ∆−3/2g
plays a dominant role under the condition ∆g  1, which
is shown in Fig.2(a). In Fig.2(b), we plot the inverted vari-
ance F(go) = Fg(τ)|g=go at the working point with an asso-
ciated evolution time τ = 4pi/(
√
∆gω) for the estimation of
the parameter g based on the observable 〈σ(q)x 〉. Note that the
working points are chosen such that 〈σ(q)x 〉 ' 0 ensured by the
condition R(go) = 0.5 [40], where R(g) = R(g) − bR(g)c
with R(g) = [(1 + g2)/(1 − g2)]1/2. It can be seen that
F(go) exhibits a divergent scaling as ∆−3go . We remark that
the results are similar for other general initial states, such as
coherent states and superposition of Fock states [40].
Experimental feasibility.— Quantum Rabi model has been
realized in a variety of quantum systems, such as cold atoms
[46], trapped ions [47] and superconducting qubits [48]. In
particular, it is possible to observe quantum phase transition
of quantum Rabi model in the setup of a single trapped ion
[43] by engineering an effective QRM Hamiltonian with the
parameter ω/2pi = 200 Hz, g = 2λ/
√
ωω0 ' 1 and the fre-
quency ratio η ' 103 that can be achieved within the Lamb-
Dicke regime.
Our previous analysis is presented in the limit of η =
ω0/ω → ∞, which is an analog of thermodynamic limit
[42]. We address the influence of higher-order corrections
in Schrieffer-Wolff expansion of the QRM Hamiltonian (see
Eq.(4)) for the experimentally accessible finite values of η. By
analyzing the quadrature dynamics in more detail, we find that
the leading terms of the corrections to Eq.(6) are on the order
of 〈Xˆ〉cor ∼ η−1∆−5/2g and (∆Xˆcor)2 ∼ η−1∆−3g [40]. Thus,
the analysis in the above section would remain valid if both
〈Xˆ〉cor and ∆Xˆcor are negligible as compared with ∆Xˆ = 1
at the working point (i.e. ω
√
∆gt = 2pi, see Eq.(6)). This
requirement leads to a condition ∆g  η−1/3 for the higher-
order corrections to be negligible, which is testified by our
exact numerical simulation of the inverted variance. It can be
seen from Fig.3(a) that the performance of our protocol can
be sustained when this condition is satisfied.
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FIG. 3. The influence of finite frequency ratio and noise. (a) The
ratio between the inverted varianceF (lab)g (τ) for finite η and the ideal
value Fg(τ) in the η → ∞ limit (see Eq.(7)). Inset: the parameter
∆go = 4(1 − g2o) corresponding to the optimal working point go
at which F (lab)g (τ) achieves its maximum (purple triangles) is fitted
by the solid curve log(∆go) = −0.358 log(η) + 0.528. (b) The
inverted variance as a function of g under the influence of noise with
a frequency ratio η = 104 fits well with F (n)g (τ) ∼ ∆−αg . For
comparison, the dashed curve shows the ideal result Fg(τ) ∼ ∆−3g .
The inset shows an enlargement for the case Γ = 0.1ω. In (a-b),
the evolution time is τ = 2pi/(
√
∆gω), and the measurement is
achieved by homodyne detection of the bosonic field.
In addition, we investigate the influence of noise which is
described by the following quantum master equation as
ρ˙ = −i[HRabi, ρ] + Lρ,
Lρ = ΓD[σz] + γcD[σ−] + γaD[a] + γhD[a†],
(10)
where D[Aˆ] = AˆρAˆ† − Aˆ†Aˆρ/2 − ρAˆ†Aˆ/2 and Γ, γa,c,h
denote the decoherence rates of the two-level system and the
bosonic field mode (i.e. the dephasing rate Γ, the decay rate
γa,c, and the heating rate γh). As an example, we choose
γa,c,h = Γ/2 [43] and solve the above quantum master equa-
tion numerically. The result is shown in Fig.3(b), in which
we choose η such that higher-order corrections are negligi-
ble in order to focus on the influence of noise. It can be seen
that although the noise would decrease the achievable inverted
variance, the enhancement by critical quantum dynamics still
remains evident [40] with the decoherence rates that are ex-
perimentally reasonable e.g. in trapped ion systems, the co-
herence time may exceed one second [49].
Extension to other examples.— The principle and analysis
of quantum sensing based on critical quantum dynamics are
applicable for a family of Hamiltonians exhibiting QPTs as
characterized by Eq.(1). Below we present two other well-
known examples that can be exploited for quantum sens-
ing enhanced by critical quantum dynamics in such a frame-
work, namely the pumped optical parametric oscillator and
the Lipkin-Meshkov-Glick model, both of which are feasible
in experiments.
The first example is the optical parametric oscillator, which
interacts with the pumping field via a nonlinear optical crystal
[50]. Under the condition that the pumping is strong and unde-
pleted, the parametric oscillator can be described by a Hamil-
tonian H = ωa†a + iκ[(a†)2 − a2] where a, a† represent
the bosonic annihilation and creation operators obeying the
standard commutation relation [a, a†] = 1 [26]. The system
satisfies the relation in Eq.(1) [40], and undergoes QPT from
a real harmonic oscillator (2κ/ω < 1) to a complex harmonic
oscillator (2κ/ω > 1) [51] at the critical point g = 2κ/ω = 1.
In order to estimate the frequency parameter ω, we can rewrite
the Hamiltonian asH = H0+ωH1 withH0 = iκ[(a†)2−a2],
H1 = a†a. The critical point g = 1 corresponds to the param-
eter ∆ω = 4ω2 − 16κ2 = 0. Following similar analysis, we
find that the QFI scales as ∆−3ω [40], which demonstrates a
divergent scaling as g → 1.
The second example is the Lipkin-Meshkov-Glick model
[15, 52], the Hamiltonian of which is written as
H = − 1
N
∑
16i<j6N
(σxi σ
x
j + γσ
y
i σ
y
j )− λ
N∑
j=1
σzj . (11)
The system undergoes QPT from paramagnetic phase (λ > 1)
to ferromagnetic phase (λ < 1) at the critical point λ = 1 for
γ 6= 1. By mapping it to a large spin representation with the
definitions Sα =
∑
j σ
α
j /2 (α = x, y, z) and further applying
the Holstein-Primakoff transformation, the LMG Hamiltonian
can be approximated as H = 2λa†a + [γ(a† − a)2 − (a +
a†)2]/2 within the regime of low excitation, i.e. 〈a†a〉  N
[40]. One can verify that the LMG Hamiltonian can be written
asH = H0 +λH1 and also satisfies the relation in Eq.(1) with
H0 = [γ(a† − a)2 − (a + a†)2]/2 and H1 = 2a†a. By cal-
culating the commutators, we obtain ∆λ = 16(γ − λ)(1− λ)
and Dˆ ' 8(1− γ)(λ− γ)Pˆ 2, where Pˆ = i(a†− a)/√2 [40].
The LMG model has a vanishing energy gap  ∝ |1 − λ|νz ,
where the critical exponents satisfy νz = 1/2, belonging
to the class of infinitely-coordinated models [53]. We fur-
ther obtain the QFI for the estimation of the parameter λ as
Iλ(t) ' 4∆−3λ [sin(
√
∆λt) −
√
∆λt]
2Var[Dˆ]|Ψ〉 [40], which
becomes divergent as λ → 1 for any initial state |Ψ〉 with a
non-zero value of Var[Dˆ]|Ψ〉.
Conclusion and outlook.— To summarize, we present a dy-
namic framework of quantum sensing which exploits critical
quantum dynamics for a family of Hamiltonians undergoing
QPTs. We show that the QFI of critical quantum dynam-
ics can exhibit a divergent scaling close to the critical point
without requiring particular initial state preparation. We illus-
5trate the principle by taking quantum Rabi model as an ex-
plicit example. The analysis and the results can be extended
to more examples, such as the optical parametric oscillator
and the LMG model. The present dynamic framework shows
that critical quantum dynamics can provide valuable resources
for engineering experimentally feasible and highly efficient
criticality-enhanced quantum sensing schemes, going beyond
the state-dependent divergent susceptibility.
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