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ABSTRACT 
 
There is a considerable and growing interest in broadband system for providing high 
capacity communications and broadcasting, through for example high speed Internet. 
Because of a the large bandwidth available in the radio spectrum above 20GHz, 
millimeter fixed radio systems are particularly suitable for providing high communication 
and broadcasting services with the same user premises equipment. 
 
In this thesis, a millimeter fixed radio systems based on TDD duplexing scheme was 
discussed. The main motivation for using TDD is its ability to dynamically adjust to 
varying traffic patterns, which of course is impossible with FDD. Traffic simulations 
patterns have also shown that capacity gains can be achieved for busty traffic and for 
traffic where the up-to-downlink ratio cannot be predicted. 
 
Although TDD thus gives the flexibility of dynamic capacity allocation making it more 
spectrum efficient than FDD, but since the same frequency is used for both the uplink and 
downlink, several new interference situation arises which are not present in an FDD 
system. Handling interference in TDD thus provides a daunting challenge to the system 
engineer. 
 
Base-stations to base-station interference have a very high probability of occurring in a 
TDD system. This can either be within the same operator system or between different 
operator’s systems. However, the consequences can be devastating when this thus occurs. 
 
It was proposed in this thesis that in other to deal the a situation where we have base-
station to base-station interference, an extra antenna and some signal processing hard 
ware could be employed. The extra antenna is pointed at the main source of interference 
measuring this and sending the measurement through an adaptive filter for the purpose of 
interference cancellation. The adaptive algorithm employed in our proposed system setup 
is the Least Mean Square algorithm (LMS). The system works by instructing its entire 
user to stop transmitting for say 1% of the TDD frame length, at this interval, the system 
measures the channel, the co-efficient of the adaptive filter are locked and the system 
allows it user terminals to continue transmitting. This is repeated over each TDD frame. 
 
It was found that considerable interference suppression is achieved through this system 
setup. Up to 6.5dB interference suppression in some cases depending on the interference-
to-noise ratio in both the main antenna path and the extra antenna path. 
 
The thesis is divided into three parts. Part one deals with the general introduction to 
broadband fixed wireless access and the available broadband technologies. Part two deals 
with topics such as TDD, adaptive filters and principles of adaptive noise canceller. Part 
three deals with the simulations and results. 
 
This thesis is written within the BROADWAN project (www.broadwan.org). This is a 
EU funded integrated project under the Information Society Technologies (IST) priority 
of the sixth framework program (FP6). 
 3
Table of Contents 
Preface…………………………………………………………………………………….2 
Abstract…………………………………………………………………………………....3 
 
PART 0NE ............................................................................................................... 7 
1. INTRODUCTION .......................................................................................................... 7 
2 SERVICES AND NETWORK DEVELOPMENT ......................................................... 8 
3 BROADBAND TECHNOLOGY OPTION .................................................................... 8 
3.1 FIXED WIRELESS TECHNOLOGIES ...................................................... 9 
3.1.1 LMDS (Local Multipoint Distribution Service) and the MMDS                        
(Multipoint Multi-channel Distribution Service) ........................................................... 9 
3.1.2 FREE SPACE OPTIC (FSO)................................................................................ 10 
3.1.3 WIRELESS LOCAL AREA NETWORK (WLAN)........................................... 11 
3.1.4 SATELLITE COMMUNICATIONS (SatCom) ................................................. 11 
3.2 FULL COPPER TECHNOLOGIES ........................................................... 12 
3.2.1 PSTN/ISDN............................................................................................................. 12 
3.2.2 THE xDSL TECHNOLOGIES............................................................................. 13 
3.2.2.1 ASYMMETRICAL DIGITAL SUBSCRIBER LINE (ADSL)....................... 13 
3.2.2.2 HIGH SPEED DIGITAL SUBSCRIBER LINE (HDSL)................................ 14 
3.2.2.3 SYNCHRONOUS DIGITAL SUBSCRIBER LINE (SDSL) .......................... 14 
3.2.2.4 ASYMMETRICAL DIGITAL SUBSCRIBER LINE 2 (ADSL 2)................. 14 
3.2.2.5 ASYMMETRICAL DIGITAL SUBSCRIBER LINE 2+ (ADSL 2+) ............ 14 
3.2.2.6 VERY HIGH DIGITAL SUBSCRIBER LINE (VDSL) ................................. 14 
3.3 HYBRID FIBRE TECHNOLOGIES .......................................................... 15 
3.3.2 HYBRID FIBRE COAX (HFC) ........................................................................... 15 
3.3.3 POWER LINE COMMUNICATION (PLC) ...................................................... 16 
3.4 FULL FIBER TECHNOLOGIES ........................................................................... 16 
3.4.1 OPTICAL ETHERNET (OE)............................................................................... 16 
3.4.2 FULL SERVICE ACCESS NETWORK (FSAN) ............................................... 17 
PART TWO .......................................................................................................... 18 
4 SYSTEM DESCRIPTION .......................................................................................... 18 
4.1 DUPLEXING METHODS............................................................................... 18 
4.1.1 Frequency Division Duplexing (FDD) .................................................................. 18 
4.1.2 Time Division Duplexing (TDD) ........................................................................... 19 
4.2 Point-to-multipoint network ........................................................................... 20 
4.3 Quadrature Amplitude Modulation (QAM) ........................................... 20 
4.4 Bandwidth ............................................................................................................. 21 
5 INTERFERENCE IN A TDD SYSTEM.................................................................... 22 
5.1 INTERFERENCE BETWEEN THE UPLINK AND DOWNLINK 
IN TDD .......................................................................................................................... 24 
5.1.1 Asymmetry.............................................................................................................. 25 
5.1.2 Synchronization...................................................................................................... 25 
5.2 INTERFERENCE SCENARIOS .................................................................. 26 
 4
5.2.1 Intra-System Interference ..................................................................................... 27 
5.2.2 Inter-System Interference ..................................................................................... 28 
5.3 INTERFERENCE MITIGATION TECHNIQUE ................................. 30 
5.3.1 BS – BS INTERFERENCE ................................................................................... 30 
5.3.1.1 Network synchronization ...................................................................... 30 
6 ADAPTIVE FILTERS ............................................................................................. 32 
6.1 FIR ADAPTIVE FILTERS ............................................................................. 35 
6.2 ADAPTIVE ALGORITHMS ......................................................................... 37 
6.2.1 STEEPEST DESCENT ADAPTIVE FILTER.................................................... 37 
6.2.2 THE LEAST MEAN SQUARE (LMS) ALGORITHM ..................................... 39 
6.2.3 THE COMPLEX LMS .......................................................................................... 40 
6.3 PRINCIPLE OF AN ADAPTIVE NOISE CANCELLER................... 41 
PART 3...................................................................................................................... 43 
7 OUR PROPOSED MITIGATION TECHNIQUE.................................................... 43 
7.1 INTRODUCTION TO THE SIMULATIONS SETUP......................... 43 
7.2 DESCRIPTION OF THE SYSTEMVIEW SIMULATION SETUP45 
8 WHAT TO SIMULATE.............................................................................................. 48 
8.1 HOW OUR PROPOSED SYSTEM WORKS .......................................... 48 
8.2 THE SIMULATIONS ....................................................................................... 48 
8.3 CHOOSING THE PARAMETERS FOR THE SIMULATIONS 
(QAM INTERFERENCE SOURCE) ................................................................. 50 
8.3.1 CHOOSING THE CHANNEL TO BE USED .................................................... 50 
8.3.1.1 Channel 1 .................................................................................................... 50 
8.3.1.2 Channel 2 .................................................................................................... 51 
8.3.1.3 Channel 3 .................................................................................................... 52 
8.3.2 CHOOSING THE NUMBER OF SAMPLES TO BE USED ............................ 53 
8.3.3 CHOOSING THE STEP-SIZE............................................................................. 54 
Observations ............................................................................................................. 60 
8.3.4 VARYING INTERFERENCE-TO-NOISE RATIO IN THE EXTRA 
ANTENNA....................................................................................................................... 60 
Observations ............................................................................................................. 63 
9 CONCLUSIONS .......................................................................................................... 64 
REFERENCES............................................................................................................ 65 
GLOSSARY................................................................................................................. 67 
APPENDIX A .............................................................................................................. 69 
1 MATLAB CODES........................................................................................... 69 
1.1 MATLAB CODES FOR PLOTTING THE RELATIVE POWER IN THE                   
CHANNEL TYPES .............................................................................................. 69 
1.2 MATLAB CODE FOR PLOTTING THE STEP-SIZE AGAINST 
INTERFERENCE SUPPRESSION FOR THE VARIOUS CHANNEL TYPES 69 
1.3 MATLAB CODES FOR PLOTTING THE INTERFERENCE 
SUPPRESSION AGAINST INTERFERENCE-TO-NOISE RATIO IN THE 
 5
MAIN ANTENNA FOR VARYING VALUES OF INTERFERENCE-TO-
NOISE RATIO IN THE EXTRA ANTENNA..................................................... 74 
2 INTRODUCTION TO SYSTEMVIEW..................................................... 77 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 6
PART 0NE 
 
1. INTRODUCTION 
 
The creation of any wireless communication system is driven by the need for services by 
individuals, businesses, governments, or other entities. Government and military demand 
for services is an ongoing requirement that is largely accommodated first when spectrum 
resources are allotted. 
 
Broadband wireless access networks that operate in the millimeter-wave frequency band 
are envisaged to fulfill the bandwidth requirements of broadband multimedia services, 
which are expected to experience a tremendous growth in the coming years [1]. 
Several frequencies have been allocated for these for these systems, especially in the 28 
and 40GHz bands. As a response to growing market pressure for low-cost equipment, 
both ETSI and IEEE have promoted standardization groups for Broadband Wireless 
Access (BWA) networks [2,3].  
 
At this very high frequency>20GHz, adverse meteorological conditions may drastically 
degrade performance leading to outage. This place a very strong condition on the system 
designer if it’s goal is to be achieved (high capacity, good QoS). Due to the high 
frequency of operation, a strict line of sight is a must for such system to be satisfactorily 
operational. Furthermore, since the higher the frequency the higher the free space loss, 
broadband wireless system has coverage of only a few kilometers unlike the systems that 
operates in the lower frequency range. 
 
In addition, broadband and global mobile communication systems are under 
development. The so called third-generation mobile communication systems are now 
developed and rolled out in few countries e.g. UK, Sweden, Japan and of recent Norway.  
 
A future Mobile Broadband Systems (MBS) operating in the millimeter-wave band, 
which allow data rates higher than 2Mbps, are also envisaged, to accomplish with the 
bandwidth demand of future multimedia mobile applications [4].  
 
For fixed broadband wireless system, the digital service demand can be broken down into 
two basic classes: 
 
1. Internet access for the public and business. The services that is most commonly 
used on the internet includes, E-mail, web-browsing, file and Image downloading 
via FTP, Streaming audio files for real time audio connection, streaming of files 
for real time video connections, voice over Internet protocol (VoIP) e.t.c. 
. 
2. The second major requirement is the private high-speed date connection for 
business, military, and government. This type of service can be regarded as the 
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traditional domain of Point-to-Point (PTP) fixed wireless networks. This can 
include services like the backhaul link that connects base station (BTS) to mobile 
switching center (MSC), businesses wanting to connect to various offices, 
educational institution wanting to connect to their various campuses e.t.c. 
 
 
 
 
2 SERVICES AND NETWORK DEVELOPMENT 
 
The definition of what broadband is pretty much uncertain. In some countries a data rate 
of 128kbps is termed broadband while in other places 1Mbps is the required minimum 
data rate.  
 
According to [5], a broadband will be defined as a connection that is always on, 
symmetric and with a data rate of 10Mbps or more. A middle band was defined as rates 
between 128Kbps-10Mbps while narrow band is any rate less than 128Kbps. 
 
With the total number of people using e.g. Internet increasing, the total volume of traffic 
increases as well. Users are also becoming more innovative with the use of Internet from 
ordinary web browsing to more complete services such as Triple play.  
With triple play, data, telephony and TV programs will be sent on the same link. This is a 
kind of service convergence, which is an ongoing process. 
 
The movers of this market includes, the technological development of the PC concerning 
storage capability, the new digital equipment that are in or on the way to the market, the 
policies of Government at all levels in the usage of broadband service, businesses [6] e.g. 
online sale of tickets, cars est. 
 
On the network aspect, this started with the existing xDSL lines, the reconstructing of 
broadcast (TV mast) net into a two-way communication net, laying of new fiber optics 
net (Fiber to the Home (FttH)) and the building of new wireless network. 
   
  
 
                        
3 BROADBAND TECHNOLOGY OPTION 
 
There are few technology options that exist today in realization of the broadband access. 
These can be based categorically as follows: 
 
1. Fixed wireless technologies 
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2. Full copper technologies 
3. Hybrid fiber technologies 
4. Full fiber technologies  
 
 
 
Figure 1: showing broadband access technologies options. 
 
 
 
3.1 FIXED WIRELESS TECHNOLOGIES 
 
3.1.1 LMDS (Local Multipoint Distribution Service) and the MMDS                        
(Multipoint Multi-channel Distribution Service) 
     
This type of technology operates in the frequency range between 2.5-50GHz. 
The LMDS and the MMDS are both often used for leased line, both based on the same 
technology as radio relay system. LMDS and MMDS can share channel data between 
multiple users (i.e. point-multi-point) in contrast to radio relays, which is usually on a 
point -to-point basis. Typically, MMDS operate around 2.69GHz and 3.5GHz with a data 
rate of between 2-26Mbps while LMDS operates from around 28-38GHz with rates 
between 34-84Mbps. With LMDS offering a higher data rate than MMDS, it’s range is 
though shorter than that of MMDS due to the latter operating in the lower frequency 
range. The LMDS has coverage of 4-7km unlike the MMDS, which has coverage in the 
order 15-20km. 
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Consequently, the high frequency of operation of the LMDS means that line-of-sight 
(LOS) connection to the users is a must if it is to be satisfactory operational. The MMDS 
on the other hand, can still be operational in the near-line of sight scenario. 
This type of technology is mostly suited to rural areas where building density is quite low 
and access to fixed (telephony, cable) broadband infrastructure is limited.   
The IEEE 802.16 is actively standardizing how frequencies in the range 2-11GHz and 10-
66GHz is to be utilized while WiMaX Forum is conducting interoperability testing of 
equipment. 
 
 
 
Figure 2: IEEE 802.16 topology. 
  
3.1.2 FREE SPACE OPTIC (FSO) 
 
Free space optics (FSO) links use lasers through the air for short range, high capacity 
communication. The main advantages of FSO are the high data rate capacity < 1Gbps and 
the optical frequencies well above350GHz is unregulated which means it can be rapidly 
set up. This is a strictly point-to-point technology usually used in connection between 
buildings of the same company or between campuses buildings. 
 
FSO is very vulnerable to fog because of scattering caused by fog to laser. For a high 
reliability FSO system link, ranges are limited to a distance between 300-1000m. 
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 3.1.3 WIRELESS LOCAL AREA NETWORK (WLAN) 
      
Wireless LAN is a well-known technology where one can access e.g., Internet in                              
public places in the form of “hot spot” (hotels, airports, rail-station, campus). Its        
popularity is due to the fact that the ISM (around 2.5GHz) band, which it uses, is  
license free. Since the ISM band is free for all, it can be easily over crowed leading to         
sharp drop of effective data rate or complete denial of connection.  
 
The IEEE 802.11b operates in the 2.4GHz and promises to deliver up to 11Mbps, and    
the IEEE 802.11a, which operates in the 5GHz U-NII, promises a data rate of      
54Mbps. The most recent of the standard, the IEEE 802.11g will operate in the same  
ISM band as IEEE 802.11a but promises to deliver a much better data rate than the       
IEEE 802.11b.  
 
Because of the regulations regarding power transmitted, the range of WLAN is             
between 30-300m. The WiFi alliance is conducting the interoperability testing. 
 
3.1.4 SATELLITE COMMUNICATIONS (SatCom) 
  
The use of satellite to access Internet is available in many countries but the most                              
common usage is in the reception of TV with satellite dish installed at the user premises. 
In this case, signal can only be received on the downlink while the uplink has to go via 
the normal telephone modem if TV-satellite dish is used. In order to have a bi-directional 
access, a new dish and transmitter need to be installed (DVB-RCS). 
SatCom has about 38Mbps on the downlink and 2Mbps on the uplink and this capacity is 
shared among many users. 
The greatest asset of SatCom is the enormous area it can cover. In some cases, a satellite 
spot beam is enough to cover a whole country. Its limitation lies in that despite its huge 
coverage capabilities, this is not match by the capacity in bps delivered to the users in the 
coverage area and moreover, an unobstructed line-of-sight must be between the satellite 
and the dish. Because of these limitations, satellite is not well adaptable in cities where 
the possibility of achieving line-of-sight is very minimal. 
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Figure 3: A typical digital video broadcasting with return channel satellite (DVB-RCS) 
3.2 FULL COPPER TECHNOLOGIES 
 
3.2.1 PSTN/ISDN 
 
This started with the digitalization of the telephone network in the late 80’s and early 
90’s. 
The general understanding then was that with the 64Kbps, which is delivered by the 
normal telephone line, there is enough capacity to fulfill each individual capacity   
demand years to come. Internet was in the beginning based on the modem technology 
and connected to the telephone network, which might explain why people believed then 
that 64Kbps is more than enough.  
Both technologies are still around but rarely employed because of the limited capacity 
they provide and moreover since they charge on the minute bases (just like telephone). 
On the other hand, ISDN has been employed of recent as a return channel alternative 
technology in a hybrid system network. 
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3.2.2 THE xDSL TECHNOLOGIES 
 
Digital subscriber line (DSL) technologies use the copper telephony access-network to 
transmit data. This could be either done on the same pair of telephone wire or on a 
dedicated pair of wire. 
 
                                           Figure 4: Overview of DSL-standards 
 
 
3.2.2.1 ASYMMETRICAL DIGITAL SUBSCRIBER LINE (ADSL) 
 
The most popular of the xDSL technologies, ADSL provides broadband Internet access 
on the same copper wire pair as used for telephony. It operates on the 1.1MHz band, 
which is over the operational frequency of both PSTN and ISDN.  
 
It promises a theoretical data capacity of up to 8Mbps on the downlink and 640Kbps on 
the uplink and with a coverage of about 6km. The practical capacity has been found to be 
around 2Mbps on the downlink and 256-384 Kbps on the uplink with coverage of about 
4km. 
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3.2.2.2 HIGH SPEED DIGITAL SUBSCRIBER LINE (HDSL) 
 
This was design for transmission over a dedicated wire pair. Businesses, institutions and 
organization leasing from operators mainly employ it. It promises to deliver 2Mbps on 
both links (up and down) i.e., symmetry. 
 
3.2.2.3 SYNCHRONOUS DIGITAL SUBSCRIBER LINE (SDSL) 
 
Like HDSL, it is design for transmission over dedicated wire pair. SDSL promises a 
symmetrical uplink and downlink data rate of 2.3Mbps. 
 
3.2.2.4 ASYMMETRICAL DIGITAL SUBSCRIBER LINE 2 (ADSL 2) 
 
The demand for more data rate led to the development of ADSL 2. This was 
accomplished by the continuous development of the original ADSL which led to he 
increase in data rate of about 25%. Theoretical data rate of 10Mbps on the downlink, and 
between 1.4-2.3Mbps on the uplink was promised. 
 
It was made possible through the use of better modulation and the reduction of the data 
packet overhead. 
 
3.2.2.5 ASYMMETRICAL DIGITAL SUBSCRIBER LINE 2+ (ADSL 2+) 
 
For the goal of being able to carry a TV channel, the ADSL spectrum of 1.1MHz was 
increased to 2.2MHz. This lead to the improvement of the capacity with the downlink 
data rate of up to 24Mbps promised. The increase in spectrum from 1.1MHz to 2.2MHz 
leads to higher attenuation and therefore shorter coverage distance compared to ADSL.  
 
3.2.2.6 VERY HIGH DIGITAL SUBSCRIBER LINE (VDSL) 
 
This is a short distance technology with typical rates of 18Mbps, 25Mbps and 50Mbps on 
the downlink and about 2Mbps on the uplink. The 18Mbps rate has a coverage distance 
of about 1km with shorter distance the higher one goes up in data rate.  
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3.3 HYBRID FIBRE TECHNOLOGIES 
 
3.3.1 HYBRID FIBRE VDSL:  VDSL as stated above, is a high data rate technology 
covering a short distance and usually to few individuals or an organization. In order to 
have a higher penetration rate (reach large numbers of subscriber), the use of a broadband 
network is needed to feed the VDSL DSLAM where the DSLAM is located at street 
cabinets. 
 
This is achieved by using “fiber to the curb” (FttC) to feed the DSLAM on the street 
cabin and from the cabin a copper technology is used to the subscribers.  
VDSL is yet to make a breakthrough in Europe with limited rollout found in Norway 
(Telenor), Italy (Telecom Italia) and Belgium (Belgacom). 
 
 
 
 
 
Figure 5: Migration towards Hybrid Fiber access network 
 
3.3.2 HYBRID FIBRE COAX (HFC) 
 
With the ongoing upgrading of most cable network to support a 2-way communication, 
the possibility to potentially connect almost all cable network users to Internet is feasible. 
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Most cable networks already has fiber feeding-network between city and district center, 
which in effect leads to the use of both fiber and cable in the access part of the network. 
The most dominant system is the EURODocsis standard (Data Over Cable Interface 
Specification) which is based on the US Docsis standard.  
Using Docsis, a downlink capacity in the range of 38-52Mbps is possible. This capacity 
is then shared among a number of users based on capacity on demand and or eventually 
the user or service priority.  
The standard uplink capacity is 10Mbps and a 30Mbps is possible with the newer version 
EuroDocsis 2.   
The HFC-networks have the capability to transmit Video content via their normal 
analogue or digital (DVB) broadcast part of the cable network, while using their bi-
directional capacity for e.g. Internet access and telephony. A HFC network is able to 
offer a “triple play” service via one network (video, telephony and Internet service). 
 
 
 
3.3.3 POWER LINE COMMUNICATION (PLC) 
 
This is a developing technology. Data rate supported are rather low compare to other 
access technologies. The data rate is around 1.5-2Mbps per channel (up to 3 channels) 
and coverage of about 500m. 
By winding the fiber optic round the power line cable, this can serve as the bearer of the 
fiber cable which will be less expensive than if one is to excavate to lay such cables. 
 
 
3.4 FULL FIBER TECHNOLOGIES 
 
This is the ultimate technology for fast access. Its main limitation lies not in the price of 
the fiber itself but in the expenses in excavating for laying the fiber cable. 
 
3.4.1 OPTICAL ETHERNET (OE)   
 
It makes use of the Ethernet protocol widely used in Local Area Networks (LAN). There 
is more than enough capacity in this type of technology offering between 100Mbps-
10Gbps symmetrical data rate and covering a distance between 550m-10km. An initial 
“Fiber to the Home” (FttH) rollout dimensioned at 100Mbps speed can be easily 
upgraded to between 1-10Gbps, making it more future proof in a case where a single 
node is chosen. 
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3.4.2 FULL SERVICE ACCESS NETWORK (FSAN) 
 
It makes use of an underground splitter coupling one fiber signal half way in the access 
network onto more fibers, resulting in fewer fibers to be used when compare to optical 
Ethernet. This point-to multipoint topology means however that the bandwidth of one 
fiber is shared among between 16-32 users. 
Typical capacity is between 155 and 622Mbps with coverage of about 20km. Example of 
a company employing FSAN technology is Lyse Energi in Stavanger offering a fiber 
solution for Triple play (TV, data, telephony). 
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PART TWO 
 
This is the part of the thesis where the background theoretical information about the 
thesis will be discussed. Relevant topics that will lay a good foundation for understanding 
our proposed solution in part three will be discussed here.  
 
4 SYSTEM DESCRIPTION 
 
The goal of this thesis is to see how an adaptive interference canceller can be used to 
suppress interference between base-stations in a TDD based system setup. The system is 
a point-to-multipoint (P-M-P) fixed wireless network. It is assumed that the direction of 
the main source of interference is known. Using a directive extra antenna at the victims 
base-station, pointed at the direction of the main source of interference, the interfering 
signal can be estimated. This estimated interfering signal is used to update the FIR 
adaptive filter for the purpose of interference cancellation. The received signal in theory 
should now be the desired signal. There are several algorithm options that could be used 
in the adaptive filter. These include Least Mean Square algorithm (LMS), Normalized 
Least Mean Square algorithm (NLMS) and Recursive Least square algorithm (RLS).  
It is assumed that the type of modulation used is M-ary QAM, where M = 4,16,64 and 
bandwidths of 28, 56 and 128MHz. The system is to operate around the 40GHz 
spectrum.  
 
Before going into further details, some of the system definition mentioned here will be 
briefly discussed. 
 
4.1 DUPLEXING METHODS 
 
The two main duplexing methods used in FBWA are Frequency Division Duplexing 
(FDD) and Time Division Duplexing (TDD). These are briefly described in the following 
sub-chapter: 
 
4.1.1 Frequency Division Duplexing (FDD) 
 
In FDD, the two ways communication i.e. full duplex is achieved through the use of 
different frequency spectrum for both the uplink and the downlink communication. 
Between the two spectra (uplink and downlink), a sufficient isolation is needed to prevent 
them from interfering with each other. This is usually accomplished by the use of 
duplexer. The isolation required between these links represents a substantial percentage 
of the total RF cost. E.g., a separation of at least 500MHz in the 40GHz range for 
reasonable priced equipment with today’s technology [9]. Being that uplink and downlink 
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information are transmitted on different frequencies, synchronization is not needed and 
moreover, the two channels can fade differently [10]. 
 
 
Figure 6: FDD 
 
 
4.1.2 Time Division Duplexing (TDD) 
 
The full duplex communication in TDD is achieved by transmitting on the same spectrum 
but at different times (timeslot). Since both the downlink and uplink data are sent on the 
same frequency, duplexer is not required unlike in FDD. Synchronization is however 
required and this is achieved through the use of guard band between the TS to avoid 
signal overlap. Since data on both links are sent on the same spectrum, the channel 
information on the e.g., uplink can be estimated through data received on the downlink 
[10]. The main advantage of TDD is the flexibility is possessed in capacity allocation.  
 
 
Figure 7: TDD  
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4.2 Point-to-multipoint network 
 
This in its simplest form comprises of a group of receivers, connected (wireless) to a 
central transmitter [11]. It is by bar the most popular topology in fixed broadband 
wireless access (FBWA) construction. The users located within the area covered by the 
central transmitter (Base station) can easily be offered services through wireless 
connection to the base station, as soon as their equipments are installed. A point-to-
multipoint topology is shown in figure 8.  
 
 
Figure 8: Point-to-multipoint wireless topology. 
 
 
 
 
 
 4.3 Quadrature Amplitude Modulation (QAM)  
 
Since frequency spectrum is expensive, the aim of any system operator is to transmit as 
much as possible information bit per bandwidth. The choice of M-QAM in any system is 
based on how efficient the available bandwidth will be used. For data rate to be increase, 
symbols that convey more information bits with more signal constellation states are 
required [7]. This has lead to the popularity of the M-QAM modulation schemes where 
M can vary from 4 to 256 leading to between 2-8bits/symbol. This means more 
information bits can be transmitted per Hz.  
 
QAM is achieved through the variation of the signal constellation in both amplitude and 
phase. Not only are the family of QAM spectral efficient, but also, comparing it to PSK 
family, they require lesser energy (SNR) for acceptable performance. The only draw back 
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of QAM is the strict linearity condition placed on the amplifier used because information 
is based both in amplitude and phase [8]. 
 
 
Figure 9: 16-QAM-signal constellations on I and Q axis 
 
 
4.4 Bandwidth 
 
The required transmission bandwidth for a system depends upon the over-the-air bit rate, 
modulation and multiple access scheme [24]. The type of service essentially determines 
the bit rate where for Internet, 144Kbps - 2Mbps may be sufficient while up to 6Mbps is 
required for quality video transmission. 
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5 INTERFERENCE IN A TDD SYSTEM 
 
TDD although has many benefits, the main drawback of a TDD system which is rarely 
pointed out is the doubling of the number of interference path which must be dealt with 
when compared to an FDD system [7]. This is due to the fact Uplink and Downlink 
transmission can interfere with one another since they are transmitted on the same 
frequency unlike in FDD where the two way communication are transmitted on separate 
frequencies. As stated in chapter 3.1.2, the main advantage of TDD is the flexibility is 
possessed in capacity allocation. 
 
It is known that TDD systems are more spectrums efficient and flexible, particularly 
under changing traffic patterns and/or if much of the traffic is to or from individual users 
[14]. Moreover since spectrum is a valuable resource nowadays, the efficient use of it and 
the flexibility in its application offered by TDD makes it very attractive to BFWA design 
engineers. 
 
Because of the doubling of interference paths in TDD as compared to FDD, mitigating 
this becomes more complex despite the advantages that come with it (TDD). 
 
An ideal TDD should possess the following properties [15]: 
 
1. High capacity 
2. Dynamic asymmetry between the uplink and the downlink capacities 
3. Cell and operator independence without coordination 
4. No synchronization requirements between base stations and between operators 
5. Support for unlicensed operation 
 
There are some characteristics that make TDD quite different from FDD. These are as 
follows: 
 
Utilization of the unpaired band:  TDD can be implemented on an unpaired band,  
whereas in FDD system, pair band is a must. 
 
Possible interference between uplink and downlink: Signal from the two-way 
transmission can interfere since with each other since they both share the same frequency. 
This is hardly the case in FDD where the two-way transmission is on different frequency.   
 
Flexible capacity allocation between uplink and downlink: In a situation where traffic 
asymmetry exist between the uplink and downlink, capacity can be easily awarded to the 
desired link (UL/DL) by changing the duplex switching point. This flexibility is non-
existence in FDD. 
 
Discontinuous transmission: The UE and BS transmission are discontinuous in TDD. 
This sets requirements on the implementation. Switching between transmission directions 
requires time, and the switching transients must be controlled. To avoid the overlapping 
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of the uplink and downlink transmissions, a guard band is used in the end of each slot 
[17]. 
 
Reciprocal channel: Since fast fading is frequency dependent and the same frequency is 
used both in the uplink direction and the downlink direction, fading is the same on both 
links. Based on the received signal, the TDD transceiver can use the signal in one 
direction (UL/DL) to estimate the fading characteristics of the channel. The knowledge of 
this (fast fading) will help the TDD system in taking measures such as power control and 
adaptive antenna techniques to overcome this effect on the return link (UL/DL) [17]. 
 
The figures below show a typical TDD system and its interference paths. That of FDD is 
also shown. 
 
 
 
 
 
 
Figure 10: TDD interference path 
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Figure 11: FDD path interference 
 
From the two figures above (10 & 11), it is obvious that there exist two additional 
interfering links in TDD in comparison to FDD i.e., BS1- BS2 and MS1 – MS2. 
 
5.1 INTERFERENCE BETWEEN THE UPLINK AND DOWNLINK IN 
TDD 
 
The interference between the uplink and the downlink path are due to the non-
synchronization of the base stations involved as well as different asymmetry being used 
between the uplink and the downlink of the adjacent cells even if the base station are 
frame synchronizes [15]. 
 
The interference between uplink and downlink can also occur between adjacent 
frequencies meaning that interference can occur within an operator’s frequency band as 
well as between two operator’s bands [15].  
 
As was shown in figure 10, the interference path that is included in a TDD system 
includes: MS – BS, BS – MS, MS – MS and BS – BS.  The extent of this interference is 
dependent on many parameters such as cell location and users distribution [16]. 
 
As discussed above, system performance is greatly affected by two parameters among 
others. These are: Asymmetry and synchronization. They will be briefly discuss in the 
following paragraph 
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5.1.1 Asymmetry 
 
According to [16] Figure 12 illustrates the potential interference between two adjacent 
TDD cells. When time slots in adjacent cells are opposed as shown with TS7 in cell 1 
allocated to the uplink and TS7 in cell 2 allocated to the downlink, MS – MS and BS – 
BS interference is observed. From figure 12, MSa will be causing interference to MSc 
due to its proximity to it (MSc). Additionally BS2 will cause interference to BS1 during 
this timeslot. The most severe interference in this scenario will be the MS – MS due to 
their closeness to one another. 
 
 
 
 
                 Figure 12: Interference caused by different asymmetry 
 
 
5.1.2 Synchronization 
 
Also according to [16] TDD frame synchronization is a fair assumption for adjacent cells 
belonging to the same operator. On the contrary, this cannot be assumed in situation 
where there is more than one operator (inter-operator). 
MS – MS, BS – BS, MS – BS and BS – MS interference can occur within the same 
timeslot that are not aligned as shown in figure 13. In this scenario, MS – MS 
interference can be easily dealt with unlike BS – BS interference which could be very 
challenging in an inter-operator situation.  
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Figure 13: Unsynchronized cells from different operators. 
  
 
 
 
 
5.2 INTERFERENCE SCENARIOS 
 
The interference scenario that will be discussed here will mainly focus on the BS – BS 
interference scenario of a TDD system. Generally, this is divided into Intra-system 
interference and Inter-system interference. The scenario that will be discussed here will 
be upon the simulation platform of the work done by [15]. 
 
Basically, BS – BS interference occurs when BS A is transmitting while BS B is 
receiving in the same or adjacent frequency bands in adjacent cells. BS – BS interference 
is heavily dependent on the path-loss between the BS’s. 
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5.2.1 Intra-System Interference 
 
This is the type of interference that is experienced within one operator’s TDD system. 
 
The entire interference scenario experienced in an intersystem scenario can also occur 
intra-system mode with the main difference being that all the BS’s are under the control 
of one single operator. Because the BS’s are under the same operator, mitigation 
techniques to reduce interference become easier. 
 
Looking at figure 14, the TDD frames are of equal length and aligned in the two cells 
(synchronized), but the uplink/downlink splitting are performed independently (different 
asymmetry) [14]. 
 
 
 
                                Figure 14: Inter-cell interference. 
 
According to [15], BS – BS interference depends on the BS’s location and can be 
particularly strong if the path-loss is low between the BS’s. It was also shown that for 
continuous coverage without the adjacent BS being synchronized and having different 
asymmetry, the outage probability is about 28%. With an additional protection of 12dB 
applied between the adjacent BS, the outage probability fell to 8%, which of course is 
still high.  
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More protection could be achieved through antenna tilting or by careful network planning 
[15]. 
 
[14] Meant that the degree and level of synchronization affects the system complexity. 
“The more the synchronization, the more complex the system becomes”. Although 
synchronizing the whole network reduces interference to a great extent, the flexibility 
TDD possesses in comparison to FDD will be lost. Furthermore, non-synchronization 
will possibly lead to non-tolerable interference. Therefore, a trade-off would have to be 
made between the system complexity and its flexibility.   
 
 
5.2.2 Inter-System Interference 
 
The main difference between interference in Inter-system and the intra-system mode is 
that the BS’s are under the different operator in the former while under the same operator 
in the latter. 
 
Co-location of BS’s of different operator is strongly undesirable because of the 
possibility of intolerable interference that will most likely always occur. According to 
[15], the outage probability increases as the distance between the BS’s is reduced. One 
way to beat this is by network co-ordination between the different operators. 
 
The usage of very high requirement for the adjacent channel filtering is also one of the 
solutions proposed by [15]. However, it is not possible to considerably improve the 
filtering characteristics to obtain higher adjacent channel protection values than about 
35dB with today’s technology level.  
  
With the intent of covering a large area, more power will have to be transmitted making 
cell coordination and synchronization a daunting task in interference management. 
 
Looking at table 1 [14], we could see that there is high probability of interference 
between BS’s with high severity when this occurs. The main aim of this thesis is to find a 
solution in reducing/eliminating the severity of such interference when it does happens in 
a system (both inter and intra), without having to go through the pain of synchronizing 
the whole system and network planning with different operator. Moreover, synchronizing 
the whole system also means the loss of the flexibility that TDD possesses in comparison 
to FDD. The solution proposed in this thesis will be addressed later in the coming 
chapters. 
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                            TDD 
 Tx - Rx Probability Severity  
 BS - RT 
 
High Low 
 
RT - BS 
 
Low 
 
High 
 
BS - BS 
 
 
 
High 
 
 
High 
 
RT - RT 
 
High 
 
Low 
 
Table 1: Occurrence and severity of interference [14]. 
  
 
 
  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 29
5.3 INTERFERENCE MITIGATION TECHNIQUE 
 
As discussed in earlier, the doubling of interference paths in a TDD based systems poses 
a daunting challenge to system design engineers. 
 
The aim of this thesis is to simulate and verify one of several solutions proposed to deal 
with the problem of BS-BS interference. This BS-BS interference as stated earlier, can 
occur either within the same operator’s system (intra-operator) or between different 
operators system (inter-operator).  
  
In this chapter, BS-BS interference will be re-visited since the purpose of this thesis is to 
propose a method in mitigating.  
 
5.3.1 BS – BS INTERFERENCE 
 
This occurs when a BSa is transmitting and BSb is receiving in the same or adjacent 
frequency in adjacent cell [22]. As stated earlier, this can be experienced in both the 
inter/intra operator’s cases. This has a very high probability of occurrence with 
devastating consequences when it happens. 
 
Studies have shown that BS-BS interference is heavily dependent on the path loss 
between the BS’s meaning that large distance between the BS’s leads to high path loss 
between them and reduction interference. 
It is also highly desirable not to co-locate BS’s especially when the BS’s are under 
different operators. 
 
Some mitigation techniques have been proposed in some studies. One of them will be 
discussed here with focus on the techniques proposes for BS-BS interference. 
 
5.3.1.1 Network synchronization 
 
Different degree of synchronization are possible to model synchronization between the 
cell under study and adjacent cells using the same or adjacent carrier. 
 
The parameter α  called the synchronization parameter is defined as: 
 
slot
offset
t
t=α           , 
 
Where  is timing difference between the time slots and  is the length of the 
time slot. 
offfsett slott
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Studies have shown that amount of interference is dependent on  [22]. It was 
further proven that small leads to low BS-BS and MS-MS but higher MS-BS 
interference and vise-versa [14].  Since the thesis is about how to mitigate BS-BS 
interference,  should be kept small if this is to be employed in our system setup. 
offfsett
offfsett
offfsett
 
 
Figure15:  Example of intercell interference due to TDD frame offsets 
 
The effect of frame synchronization is shown in figure 15 where network b is the source 
and network a is the sink of the interference. 
 
Synchronization is easily achievable within an operators system unlike between different 
operators system. However, the degree and level of synchronization adversely affects 
system’s complexity and flexibility. 
 
Synchronizing the whole system will lead to a very complex and rigid system with 
minimum interference. Moreover, the flexibility possessed by TDD over FDD, which 
makes it attractive to system design engineers, will be lost. Therefore, a compromise will 
have to be made between system complexity (lesser interference) and system flexibility 
(higher interference). 
 
According to [17], frame synchronizing adjacent TDD cells of the same operator is 
beneficial. Moreover co-locating two BS’s in adjacent frequency of different operator is 
only feasible if the networks are synchronized and uses the same asymmetry. However if 
the BS’s are not co-located, synchronization is necessary not needed.  
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6 ADAPTIVE FILTERS  
 
Adaptive filters are computational devices that attempt to model the relationships 
between two or more signals in an iterative manner. The success of adaptive filter in 
many practical signal-processing problems is due in large part to the simplicity and 
robustness of the gradient-based algorithm such as least-mean-square (LMS) algorithm. 
Despite being over forty years old, the field is still going strong, and much research work 
continues to be published [12]. 
 
The motivation for adaptive filter is to see how we can extend optimum filters (e.g., 
Wiener filter) to cases where the data is non-stationary or the underlying system is time 
varying [18]. e.g., 
 
There are two solutions to approach the problem of tracking the filter  [18]: )(nw
 
1. One has a long training signal for  and then adjust  to continuously 
minimize the power of . This is the adaptive filtering approach. 
)(nd )(nw
)(ne
 
2. By splitting time into very short time interval blocks where the data is 
approximately stationary, the Wiener solution can be re-computed for every 
block. This approach is called block filtering. 
 
In this thesis however, we will concentrate on the first approach i.e., adaptive filtering 
approach.  
 
 
In this chapter, we will look at the principle of adaptive filters, FIR adaptive filters, the 
LMS and the complex LMS algorithm that are use to adapt the filter in a time varying 
channel, and the principle of adaptive noise canceller of an adaptive filter. 
 
All these are necessary so as to lay a good groundwork for the understanding of how we 
intend to implement such a filter in the design of our system. A good understanding of 
the above mentioned is therefore necessary. 
 
In order to understand adaptive filtering, a Wiener filtering problem within the context of 
non-stationary process will be looked at as follows. 
 
Let  denote the unit sample response of the FIR Wiener filter that produces the 
minimum mean-square estimate of a desired process  and 
nw
)(nd )(nx  being the observed 
random process where  is the estimated signal, )(nd
∧
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∑
=
∧ −=
p
k
knxkwnd
0
)()()(                                  (1) 
In (1), if )(nx  and  are jointly wide-sense stationary processes, with  )(nd
e(n) = d(n) -                                     (2), )(nd
∧
 
Then the filter coefficients that minimizes the mean-square error  
 
E{ }2|)(| ne  are found by solving the Wiener-Hopf equations 
 
dxx rwR =                                                 (3). 
 
However, if  and )(nd )(nx  are non-stationary, then the filter coefficient that minimize 
 
E{ }2|)(| ne  will depend on n, and the filter will thus be shift-variant, i.e., 
 
∑
=
∧ −=
p
k
n knxkwnd
0
)()()(                          (4),  
 
Where  is the value of the kth filter coefficient at time n. )(kwn
 
By relaxing the requirement that w  minimizes the mean square error at each time n and 
consider, instead, a coefficient update of the form: 
n
 
w  = w  +                                             (5) 1+n n nw∆
 
Where  is a vector correction that is applied to the filter coefficients w  at time n to 
form a new set of coefficients, w , at time n + 1, a simplified solution is derived. 
nw∆ n
1+n
The key component of the adaptive filters lies in the set of rules, or algorithm that defines 
how the correction  is to be formed. Irrespective of the algorithm used, the sequence 
of corrections should be to decrease the mean-square error. 
nw∆
 
An adaptive filter should have the following properties: 
 
1. In stationary environment, the adaptive filter should produce a sequence of 
correction  in such a way that w converges to the solution to the  nw∆ n
      Wiener-Hopf equation, 
 
dxxnn
rRw 1lim −∞→ =                             (6) 
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2. The knowledge of the signal statistics r (k) and r (k) are not necessary to                                          x dx
compute . The statistics estimation is built into the adaptive filter. nw∆
 
 
3. For non-stationary signals, the filter should be able to adapt to the changing          
      Statistics and track the solution as it evolves in time. 
 
From figure 15, it is apparent that the error signal  is very important in the 
implementation of the adaptive filter. It is the error signal  that is used to update the 
adaptive algorithm. 
)(ne
)(ne
Since it is  that allows the filter to measure its performance and determine how the 
filter coefficients should be modified, without  the filter will not be able to adapt.  
)(ne
)(ne
 
 
 
Adaptive
Algorithm
x(n)
e(n)
-
+
d(n)
wn∆
)(nd
∧
)(zWn
 
Figure 16: Block diagram of an adaptive filter consisting of a shift-varying filter  
and an adaptive algorithm for updating the filter coefficient w (k). 
)(zW n
n
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6.1 FIR ADAPTIVE FILTERS 
 
FIR (non-recursive) adaptive filter, which are routinely, used ranging from adaptive 
equalizers in digital communication to noise suppressing, are pretty popular among 
design engineers. One of the main reasons for this is that, by ensuring that the filter 
coefficients are bounded, stability of the filter is easily controlled. Moreover, there are 
simple and efficient algorithms for adjusting the filter coefficients. 
 
An FIR adaptive filter for estimating a desired signal  from a related signal )(ˆ nd
)(nx from figure 16 is, 
 
∑
=
∧ −=
p
k
n knxkwnd
0
)()()(  = x(n)                                   (7) Tnw
 
)(nx and  are assumed to be non-stationary random process and the goal is to find 
the coefficient vector w  at time n which minimizes the mean-square error, 
)(nd
n
 
=)(nξ  E{ }2|)(| ne                                                       (8) 
 
where, 
 
e(n) = d(n) - (n)                                                              (9) 
∧
d
 
Since  (n) = x(n), therefore (8) can be re-written as 
∧
d Tnw
 
e(n) = d(n) - x(n)                                                      (9.1) Tnw
 
By the derivation of )(nξ  with respect to  and setting the result equals to zero, the 
coefficient of w , which minimizes the mean-square error 
)(kwn
∗
n )(nξ , is found. The result is 
thus, 
 
E{e(n)x*(n-k)} = 0 ;    for k = 0,1……,p                            (10) 
 
Substituting (9.1) in (10), we have 
 
E{[d(n) -  ] x*(n-k)} = 0 ;   ;   for k = 0,1……,p               (11) ∑
=
−
p
l
n lnxlw
0
)()(
 
Re-arranging this gives, 
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∑
=
p
l
n lw
0
)( E{ }= Ek)-(n*l)x-x(n { })(*)( knxnd − ; for k = 0, 1,…p                (11.1) 
 
(11.1) is a set of p+1 linear equation with p+1unknown w .  n
Unlike the solution of the Wiener-Hopf equation, w  is dependent on time n since x(n) 
and d(n) are not jointly WSS in this scenario. 
n
 
(11.1) can be written in vector form as, 
 
)()( nrwnR dxnx =                                               (12) 
 
Where  is a (p+1) ×  (p+1) Hermitian matrix of autocorrelations and  is a vector of 
cross-correlation between d(n) and x(n). 
xR dxr
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6.2 ADAPTIVE ALGORITHMS 
 
The time varying statistics in (12) are unknown but can be estimated. The adaptive 
algorithms aim at estimating and tracking the solution of  given the observations 
, for i= 0…p-1 and the training sequence for d(n) [18]. 
nw( ){ nxi }
 
There are two main approaches to this problem: 
 
1. Steepest descent based (also called gradient search) algorithm 
 
2. Recursive least squares (RLS) algorithm.  
 
In the following sub-chapters, we will look more deeply into the first option which is 
what is chosen as the algorithm in this thesis.  
 
 
 
6.2.1 STEEPEST DESCENT ADAPTIVE FILTER 
 
The steepest descent method is an iterative procedure that is used to find extrema of non-
linear functions. The basic idea is as follows: 
 
Let w  be an estimate of the vector that minimizes the mean square error n )(nξ  at time n. 
At time n + 1 a new estimate is formed by adding a correction to w  that is designed to 
bring w  closer to the desired solution. This involves taking a step of size 
n
n µ  in the 
direction of maximum descent down the quadratic error surface. 
 
The update equation for w  is given by: n
 ( )nww nn ξµ∇−=+1                            (13) 
 
Where µ  is a small step-size (µ <<1) and =∇ )(nξ  nwww
n =
*
)(
δ
δξ
 
 
The steepest descent algorithm can be summarized as follows: 
 
1. Initial estimate w of the algorithm is initialized. 0
2. Evaluate the gradient of ( )nξ  at the current estimate, w . n
3. Update the estimate at time n by adding a correction that is formed by taking a 
step of size µ  in the negative gradient direction. 
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     ( )nww nn ξµ∇−=+1  
4. Go back to 2 and repeat the process. 
 
 
To derive )(nξ∇ , re-writing (8): 
 
)(nξ  = E{ }2|)(| ne  = E{ }*)()( nene                                                 (8) 
 
where e(n) = d(n) - (n) = d(n) - x(n)                                    (9) 
∧
d Tnw
 
=∇ )(nξ  nwww
n =
*
)(
δ
δξ
  =  E{ }*x(n))(0 ne−+                              (13) 
                         
=∇ )(nξ  - E{ }*x(n))(ne                                                                 (14)      
Setting in (15) inside (13), we arrived at; 
                
( )nww nn ξµ∇−=+1  =  +nw µ  E{ }*x(n))(ne                                (15) 
 
which is the solution to the steepest descent algorithm. 
 
nw  will converge to the Wiener solution  if 0 < dxx rRw
1
0
−= µ  <
max
2
λ , with  being 
the maximum eigenvalue of the autocorrelation matrix. 
xR
 
The main problem with the steepest descent algorithm is that E{ }*x(n))(ne  is unknown! 
[18]. 
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6.2.2 THE LEAST MEAN SQUARE (LMS) ALGORITHM  
 
The limitation to the steepest descent algorithm is that E{ }*x(n))(ne  is unknown! 
 
In the LMS algorithm, E{ }*x(n))(ne  is replaced by an instantaneous value such as the 
sample mean given by; 
 
{ })()( * nxneE∧  = ∑−
=
−−1
0
* )()(1
L
l
lnxlne
L
                                     (16) 
 
Substituting this into the solution of the steepest descent algorithm (15), we arrived at; 
 
µ+=+ nn ww 1 ∑−
=
−−1
0
* )()(1
L
l
lnxlne
L
                                       (17) 
 
A special case occurs in (17) when L = 1. (17) thus become; 
 
{ })()( * nxneE∧ =                                                             (18) )()( * nxne
 
 
Incorporating (18) into (17), the weight vector update equation assumes a simple form 
 
µ+=+ nn ww 1 )()( nxne                                                                (19) 
 
This (19) is known as the LMS algorithm. 
 
Its simplicity comes from the fact that the update for the kth coefficient, 
 
µ+=+ )()(1 kwkw nn )()( knxne −  
 
requires only one multiplication and one addition (the value for )(neµ  need only be 
computed once and may be used for all of the coefficients)[17]. 
 
nw  will converge in the mean towards , if 0 < dxx rRw
1
0
−= µ  <
max
2
λ   
 
i.e.: 
 
→nw dxx rR 1−  When   [18] ∞→n
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Some important remarks about LMS algorithm is as follows [18]: 
 
1. The variance of  around its mean is a function of nw µ . 
2. µ  allows a trade-off between speed of convergence and accuracy of the estimate. 
3. A small µ  results in larger accuracy but slower convergence. 
4. The algorithm is derived under the assumption of stationarity, but can be used in 
non-stationary environment as a tracking method. 
 
 
6.2.3 THE COMPLEX LMS 
 
The complex LMS algorithm as the name suggest is a conjugate of the real LMS 
presented in (19). A brief introduction to the algorithm will be discussed below.  
 
Widrow et al. [27] extended the LMS adaptive approach to complex inputs obtained, for 
example, in the adaptive filtering of sine-cosine translated narrow-band signal [26]. 
 
The complex algorithm is define as: 
 
µ+=+ )()(1 kwkw nn )(*)( knxne −                           (21), and, 
 
e(n)* = d(n) - *(n) = d(n) - x(n)                                     
∧
d Hnw
 
All the quantities involved are completely analogous to the one in the real LMS algorithm 
with the only difference being that they are complex values. 
 
Examining the initial convergence transient, it is seen that the complex LMS algorithm 
converges in slightly less than half as many steps as the real LMS algorithm but requires 
twice as many arithmetic operations per step [25].  
 
Since the idea in our simulation setup is to represent a high frequency band pass 
transmission with an equivalent complex low pass (base band processing), the adaptive 
filter algorithm to be used in the setup is therefore complex. The complex algorithm that 
was thus employed in our simulations is the complex LMS. 
 
There are other types of LMS based adaptive filters such as the Normalized LMS 
algorithm, Leaky LMS algorithm, LMS with reduced complexity and variable step size 
LMS algorithm. However, they will not be discussed in this thesis but only mentioned. 
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 6.3 PRINCIPLE OF AN ADAPTIVE NOISE CANCELLER 
 
Adaptive noise cancellation among other things e.g., adaptive linear prediction, is one of 
the fundamental capabilities of the adaptive filters. 
 
It is a fundamental and important problem to reduce the noise in the field of signal 
processing, when the observed signal is composed of the sum of desired signal and noise 
[19]. 
 
Adaptive noise/interference canceling, which is the corner stone of this thesis, is an 
approach that is use to reduce noise based on reference signal [20].  
 
The approach uses a primary input containing observed signal and a reference input, 
containing the noise (see figure 16). 
The estimated noise is then subtracted from the primary input thus noise is 
reduced/cancel from the primary input signal [21].  
 
 
 
Figure 17: Adaptive noise cancellation scheme 
 
Looking at figure 17, it is clear that information about the signal s and the noise  must 
be known to be able to separate them from one another. 
0n
With the signal s being uncorrelated to the reference signal , minimizing the mean 
square error 
1n{ }2)(neE  is equivalent to }'{ 200 nnE −  [19]. 
 
The output u of figure 16 is given by: 
 
)(')()()( 00 tntntstu −+=                                                               (31)                                            
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where  ∑
=
−= K
k
ktnkwtn
1
10 )()()('
 
Thus, the adaptive filter decorrelates the system output signal  where u
∧= su from the 
reference noise signal and removes the noise component from the primary input signal 
based on the second-order statistics [20]. 
The output of the filter is thus an estimate of the desired signal 
∧= su , which is a fairly 
good copy of the original desired signal s (see figure 16).  
Depending of the algorithm used, complexity of the system, the convergence speed and 
accuracy of the estimated signal 
∧= su  varies. However they (the algorithm) all try to 
achieve the same goal. i.e., reducing/noise cancellation. 
 
One of the main advantages of the adaptive noise canceller over the Wiener filter is its 
applicability in a non-stationary process. Moreover, it does not require any statistical 
information of the process to be functional [19].  
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PART 3 
 
7 OUR PROPOSED MITIGATION TECHNIQUE 
 
In this thesis, an alternative interference mitigation technique in a TDD based system 
technique was proposed. 
 
It was proposed that the receiving base-station should have two antennas, the first being 
the main antenna and the other, the extra antenna. For the purpose of adaptive noise 
cancellation, the extra antenna is pointed in the direction to the main source of 
interference, measuring the interference and with the combination of an adaptive filter, 
which is based on LMS algorithm (or any other adaptive algorithm), suppresses the 
interference. 
 
We believe that doing this will let us have the independence of setting up our system 
(base-station) without having to synchronize it at the cell or network level. Moreover 
having to synchronize is both complex and time consuming and also leads to the benefits 
derived from using TDD to a large extent being lost (e.g., capacity allocation flexibility). 
 
However with the use of the above mentioned set-up, it is not only easier to setup our 
system, but also to a large extent the flexibility provided by TDD in terms of dynamic 
capacity allocation is maintained. The only price to pay is an extra antenna and some 
digital signal processing hardware.    
 
 
7.1 INTRODUCTION TO THE SIMULATIONS SETUP 
 
Base-band technique will be employed in our simulation setup. This is mainly due to 
reduction of run time of the communication systems simulations. The concept is to 
represent a high frequency band-pass signal with its low-pass complex counterpart. This 
means that we will be having the real part (I) and the imaginary part (Q). Of course 
complex signal does not exist in real world.   
 
A complex signal has the form: s (t) = x (t) + jy (t), where the first part represents the real 
part or the in-phase (I) and the second, the imaginary or the Quadrature (Q). 
Therefore in all our simulations, their complex counterpart will represent all the signals 
used. 
 
The interference source is a base-station as stated earlier. The signal from the interfering 
base-station could vary from signal such as QAM. For the purpose of our simulation, a 
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root raised cosine filter with a roll-off factor of 0.3 will be located at the interfering base-
station as well as at the receiver inputs to both the main antenna and the extra antenna.  
 
All noise added would be additive white Gaussian noise. Varying the standard deviations 
of these noises leads to varying interference-to-noise ratio. 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛ is defined, as the 
interference-to-noise ratio at the main antenna while 
)(dBextraN
I ⎟⎠
⎞⎜⎝
⎛  is the interference-to-
noise ratio at the extra antenna. 
 
The extra antenna as stated in the earlier part of the thesis is for the purpose of having a 
reference signal to be used in the adaptive noise cancellation scheme. For the adaptive 
filter algorithm to be able to adaptively suppress the interference, the interference signal 
on both the main and extra antenna must be correlated. However this is the case since the 
signal we are interested in canceling out in our main antenna is from the same source as 
the one measured by the extra antenna. Therefore they are correlated. 
Without this, the adaptive filter wouldn’t be able to cancel/suppress the interference. 
 
The complex LMS (CLMS) algorithm will be used as the adaptive algorithm. We are 
using complex algorithm because the signals we are dealing with are complex. 
Remember that we are working in the base-band of the system.  
 
The channel used is represented as a complex FIR filter ((CFIR) with fixed complex co-
efficient. The number of the coefficient used is 10. Three different co-efficient will be 
used, representing three different channels. In a practical system however, the co-efficient 
won’t be fixed since the channel will be time varying. This assumption is made for the 
purpose of our simulation where assume that the channel is fixed over a short time 
interval.   
 
The channel is only placed along the path to the input signal. This is because the receiver 
antenna is with a wide beam-width, which will invariably lead to signals that follow 
different paths arriving at the antenna (receiver). The propagation on the path to the main 
antenna is very much more influenced by the channel. Unlike the extra antenna, which is 
directive, with a narrow beam-width and its main lobe (bore sight) directly pointing at the 
interference source, we assumed that no multi-path propagation is present. 
 
The goal is to have an error output, which in an ideal case, should be zero after the 
adaptive filter co-efficient has been set. However this is not realizable in practical term 
since adaptive filter will not be able to perfectly estimate the interfering signal. 
 
The simulation platform used is called SystemView as well as MatLab. Here is a brief 
introduction to SystemView. 
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[23]. 
 
 
7.2 DESCRIPTION OF THE SYSTEMVIEW SIMULATION SETUP 
 
The simulation setup of the adaptive noise canceller in the simulation platform used 
(SystemView) is shown below in figure 18. A brief discussion of the setup will be given 
below. 
 
Tokens 0,2 and 4: generates the real/In phase signal (I) of the interfering base-station 
 
Tokens 1,3 and 5: generates the imaginary/Quadrature signal (Q) of the interfering base-
station. 
 
Tokens 6 & 7: Token 6 represents the square-root raised cosine filter used before 
transmission from the interfering base-station on the real signal while token 7 is its 
counterpart on the imaginary signal. A roll-off factor of 0.3 was used in both filters. 
 
Tokens 10 & 11: Generates the complex additive Gaussian noise at the input to the main 
antenna where token 10 generates the real part and token 11 the imaginary part. 
 
Tokens 17 & 18: Same as in tokens 10&11 but this time around, at the extra antenna. 
 
Tokens 9 & 16: Complex adder   
 
Tokens 14 & 15: Represents the square root raised cosine filter at the main antenna with 
token 14 being the filter through which the real signal passes and token 15 for the 
imaginary signal. The roll-off factor is also 0.3. 
 
Tokens 21 & 22: Same as in tokens 14 and 15 but in the extra antenna. 
 
Tokens 31,35,36,40,46 & 49: Represents real adders 
 
Tokens 51 & 52: Generates the power exponent. The exponent used here is 2. This 
generates the square of both the real signal (token 51) and imaginary signal (token 52) for 
the purpose of finding the power in the interference+noise ratio in the main antenna. 
 
Tokens 55 & 56: Same as in tokens 51&52 but in the extra antenna. 
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Tokens 23: The complex subtractor. It gives the linear equation: e(n) = d(n) – y(n) where 
e(n), the output of this token, is the estimated error, d(n) is the desired signal and y(n) is 
the estimated d(n). 
 
Tokens 24: Performs the complex LMS algorithm. 
 
Tokens 27,28,34,39 & 48: The delay operator. All the delays used in the simulation setup 
are all set to1. 
 
Tokens 44,45 & 61: The sink analysis token. It plots the signal that is sent to it. Token 44 
plots the error power, 45 plots the power in the inteference+noise in the main antenna and 
61 plots the interference+noise power in the extra antenna. 
 
Tokens 31,34 & 35: The accumulator used in calculating the power in the 
interference+noise in the main antenna. 
 
Tokens 36,39 & 40: The accumulator used in calculating the power in the error signal. 
 
Tokens 46,48 & 49: The accumulator used in calculating the power in the 
interference+noise in the extra antenna. 
 
Token 60: The complex FIR filter used as the channel in this simulation set-up. The use 
of a complex FIR filter is due to the fact that we are dealing with a complex signal 
(working in the base-band). 
 
 
Token 80: Meta-system containing the interfering source. Inside this meta-system are 
tokens 0-7. 
 
Token 92: Meta-System generating the inverse of the square pulse to the accumulator of 
the power in the interfering signal in the main antenna. The square pulse is used to set the 
feedback error value into the CLMS to zero. The width of the square pulse is the 
optimization length at which the CLMS filter co-efficient is set. The length depends on 
the size of the optimization used and in this thesis, 1%, 3% and 5% were employed. 
 
Token 103: Meta-System generating the inverse of the square pulse to the accumulator of 
the power in the error signal in the main antenna. 
 
Token 78: Meta-System generating the square pulse to the delay operator of the real and 
imaginary error. The square pulse is used to set the feedback error value into the CLMS 
to zero. The width of the square pulse is the optimization length at which the CLMS filter 
co-efficient is set. The length depends on the size of the optimization used and in this 
thesis, 1%, 3% and 5% were employed. 
 
Token 115: Meta-System generating the inverse of the square pulse to the accumulator of 
the power in the interfering signal of the extra antenna. 
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Tokens 71, 91, 105 117: Multipliers. 
 
Below is the SystemView window of the system setup of our proposed method where the 
CLMS adaptive filter (token 24) as well as the CFIR channel (token 60) is clearly visible. 
 
 
 
 
Figure 18: Simulation set-up of the adaptive noise canceller. 
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The parameters input to the entire tokens as well as the names of each token could be 
viewed in Appendix A.  
 
 
 
 
 
8 WHAT TO SIMULATE 
8.1 HOW OUR PROPOSED SYSTEM WORKS 
 
We assume that the base station instructs all its user terminals not to transmit at a certain 
time interval. At this time interval, the base station only receives the interfering signal 
plus noise generated by the receiving antennas.  
At the same time during this time interval, the CLMS optimizes the co-efficient of 
adaptive filter.  
 
At the end of the time interval, the adaptive filters co-efficient are locked and the base-
stations then allow the user terminals to start transmitting again. 
This is done frequently perhaps on frame basis due to the time varying nature of the 
channel. Moreover this has to be done at a very fast rate that the throughput of the system 
is not very impaired by this. Communication between the base-station and the user must 
also seem continuous by the users. 
 
 
8.2 THE SIMULATIONS 
 
The simulations that will be performed in this thesis is based on the time interval when 
the base-station instructs its user terminals to stop transmitting so that the signal received 
at this interval is just the interfering signal and noise. We will be looking at how the 
adaptive filter (CLMS) is able to updates its co-efficient for the purpose of interference 
suppression and the magnitude of the suppression. Ideally, the error (e(n) = d(n) - 
x(n)) should be zero but due to the non perfection of the adaptive algorithm, some 
error is still present. However, we expect this to be very small. 
T
nw
 
The main goal of this section is to simulate and verify how much error suppression that 
could be achieved through the use of the above mentioned system setup. 
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The 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛  which is the Interference – to – Noise ratio in the main antenna will 
also be varied to see what influence this has on the system setup. Varying the interference 
– to – noise is achieved in the system set-up by varying the standard deviation of the 
noise at the input to the main antenna. 
 
Generally, the Interference – to – Noise of the extra antenna is usually larger that of the 
main antenna. This is so because the bore sight of the extra antenna is pointed directly at 
the interferer thus giving a stronger interfering signal since maximum antenna gain is 
through this path. 
 
The impacts of these variations will be studied to see how it influences the error 
cancellation property of the adaptive algorithm of the system described in figure 18. As 
stated earlier, the goal is to achieve an output that is as close as possible to zero.  
 
Before the simulations are to commence, some of the parameters used have to be chosen. 
This includes the type of propagating channel, the Complex LMS step-size µ , number of 
samples to be used e.t.c. This is the topic discussed in the following section of the thesis.   
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8.3 CHOOSING THE PARAMETERS FOR THE SIMULATIONS 
(QAM INTERFERENCE SOURCE) 
 
8.3.1 CHOOSING THE CHANNEL TO BE USED 
 
We assume that the interference source is generating a QAM signal. Although the type of 
the signal being generated by this source is of lesser important, what is important is the 
power in the signal being generated. 
  
Three channel types were chosen for the simulations to be performed in this thesis. They 
are:  
 
8.3.1.1 Channel 1 
 
Channel 1 is a channel where we assumed there is a dominant path between the 
interference source and our base station. In this channel the first complex weight ( ), 
which represents the dominant part, is much stronger in magnitude than the nine 
following weights, which represents the reflected paths. This is clearly shown in figure19 
where the relative power of the different weights is plotted against the number of 
weights.  
0w
 
 
 
 
Figure 19: Relative power profile in the channel 1 
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8.3.1.2 Channel 2 
 
Channel 2 represents a channel where the weight decreases linearly. This could be seen 
as a channel with each reflected signal being linearly weaker the longer the propagation 
distance they cover before reaching our base-station of interest.  
This means that the first reflected signal is stronger than the second and the second is 
stronger than the third and so forth. Figure 20 clearly shows this. 
 
 
 
Figure 20: Relative power profile in the channel 2 
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8.3.1.3 Channel 3 
  
Channel 3 represents a channel with four main dominant reflected interference signals. 
The four signals are on the 1st and 2nd signal path and on the 7th and 8th signal path (see 
fig. 21).    
 
 
 
Figure 21: Relative power profile in the channel 3 
 
 
All these three different channels models will be used in our simulation, which will 
represent different interference scenario in our simulation setup. In the simulation setup, 
the channel is represented as a complex FIR filter (fig. 18).  
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8.3.2 CHOOSING THE NUMBER OF SAMPLES TO BE USED 
 
In this thesis, having in mind that the base-station instructs its users to stop transmitting at 
a certain time interval while it measures the channel for the purpose of optimizing the co-
efficient to the adaptive filter, one of the critical values that must be taken into 
consideration is time (number of samples). This is so because if it uses too long in 
optimizing the co-efficient, not only is precious resource wasted during this time but also 
the services provided to the user will not be optimal (continuous). 
 
In this thesis, we assume that the TDD frame is of duration of 1ms with a bandwidth of 
100MHz. The roll-off factor of the filter as stated earlier is set to 0.3. 
 
Three different optimization lengths were chosen. They were: 1%, 3% and 5% 
optimization length. The optimization length (period) is defined as the period when the 
main base-station instructs its entire users terminal to stop transmitting so that the co-
efficient of the adaptive filter could be set. As mentioned before in this thesis, this period 
should be kept as short as possible so the user terminals deem that transmition is 
continuous. However it should also be sufficient enough so that the adaptive filter co-
efficient that is set will achieve reasonable interference suppression. 
 
For the purpose of our simulation, the optimization length for the three scenarios (1%, 
3% and 5%) will be calculated to give how many samples is needed. 
 
Given that Bandwidth BW = )1( α+sR , where  is the symbol-rate, and sR α  is the 
roll-off factor: 
 
α+= 1
BWRs                                                                                       (1) 
 
Setting the given values in (1): 
 
92.76=sR MHz 
 
Converting a TDD frame into frequency using the relationship: f = 1/T; 
 
TDDf  = 1/1ms = 1KHz; 
 
Number of symbol in a TDD frame =  = 76.92Msymbol /sR TDDf
 
Remembering that we used 4samples/symbol (sampling rate 4Hz) in our simulation: 
 
Number of sample in a TDD frame = 76.92Msymbol * 4 = 307680 samples. 
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Now finding the number of samples for the 1%, 3% and 5% of the total TDD frame 
which is the optimization length: 
1% Optimization length = 307680 * .01 = 3076.8 samples 
 
3% Optimization length = 307680 * .03 = 9230.4 samples 
 
5% Optimization length = 307680 * .05 = 15384 samples 
 
A total of 25000 samples will be used in the coming simulations, however the number of 
samples shown above represents when the optimization process is active in the three 
different scenarios, after which it is stopped and the adaptive filter co-efficient are locked 
until the next TDD frames arrives at the base-station. This process is repeated over every 
frame being received at the base-station.  
 
The interference suppression is measured after the optimization period has been stopped. 
This is defined as: 10*log( E[(I+N)^2]/E[e(n)^2]), where E[] is the expectation operator. 
From figure 18, the I (interference) is from the output of token 6 & 7, while N (Gaussian 
noise) if from the tokens 10 & 11 (main antenna noise) and 17 & 18 (extra antenna 
noise). 
 
8.3.3 CHOOSING THE STEP-SIZE  
 
As every design engineer might’ve encountered during the course of his or her profession 
while working with the LMS algorithm, the main difficulty lies in choosing the value of 
the step-size µ . 
In choosing the step-size, the benchmark used in this thesis is the interference 
suppression magnitude. 
 
In other to do this, varying the step size using a 25000 samples with the optimization 
period of 1%, 3% and 5% calculated in section 7.3.2, we measure how much interference 
suppression that was achieved with each step sizes. The goal is to find the optimum step-
size we are to use in our simulation. 
 
Based on the measurement from the simulation in our system setup, the figures 22 to 30 
were plotted. The nine figures show the plot of the interference suppression against the 
step-size in the three different channels, three different optimization period and the three 
different values of the interference-to-noise ratio on the main antenna path. Five different 
values of µ  and three different values 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛  used in order to determine the 
optimum value for the step-size µ . These are: 
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µ = 0.0002, 0.0006, 0.0008, 0.002, 0.02 and 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛ = 6dB, 3dB and 0dB. 
)(dBextraN
I ⎟⎠
⎞⎜⎝
⎛  value is fixed to 15dB throughout the whole simulation. This represents a 
noise in the extra antenna path of 0.0822V standard deviation. The values of the 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛ were generated by setting the standard deviation of the noise in the main 
antenna path to 1.180V, 1.685V, 2.349V in channel 1, 1.065V, 1.525V, 2.149 in channel 
2 and 2.485V, 3.565V, 4.975V in channel 3 respectively. 
  
Three loop runs were made in order to have a fairly good accurate value of the 
interference suppression.  
 
 
 
Figure 22: Result of the plot of interference suppression vs step-size in channel 1 (1%) 
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Figure 23: Result of the plot of interference suppression vs step-size in channel 2 (1%) 
 
 
 
 
 
 
Figure 24: Result of the plot of interference suppression vs step-size in channel 3 (1%) 
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Figure 25: Result of the plot of interference suppression vs step-size in channel 1 (3%) 
 
 
 
 
Figure 26: Result of the plot of interference suppression vs step-size in channel 2 (3%) 
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Figure 27: Result of the plot of interference suppression vs step-size in channel 3 (3%) 
 
 
 
 
 
 
Figure 28: Result of the plot of interference suppression vs step-size in channel 1 (5%) 
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Figure 29: Result of the plot of interference suppression vs step-size in channel 2 (5%) 
 
 
 
 
Figure 30: Result of the plot of interference suppression vs step-size in channel 3 (5%) 
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 Observations 
 
The figures show step-size of about 0.002 could be chosen as the optimum value in all 
the three channel types. It gives generally the best interference suppression in all the 
simulations that were performed.  
 
Another interesting discovery is that the optimization length of the filter is of much lesser 
importance in the interference suppression property of the system setup. Looking at the 
figures, a maximum of about 0.5dB enhancement in interference suppression property is 
achieved from using 1% optimization length to using 5% optimization length. However, 
the most important criteria in having a good interference suppression based on the 
simulation results, is the ⎟⎠
⎞⎜⎝
⎛
N
I
. As 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛ increases, so does the error suppression 
property of our system. This moreover shows that our proposed system works well 
independent of the interfering signals type. As long as the ⎟⎠
⎞⎜⎝
⎛
N
I
 is large enough, a good 
interference suppression is guaranteed. 
 
 
 
 
 
 
 
 
 
 
 
8.3.4 VARYING INTERFERENCE-TO-NOISE RATIO IN THE EXTRA 
ANTENNA  
 
Having found in section 2.3.3 that the magnitude of the interference suppression property 
of our proposed system setup is dependent on the value of the interference-to-noise ratio 
in the main antenna path, in this section we will be trying to see if it (interference 
suppression) also depend on the value of the I/N extra. 
 
In running the simulation in this section, the value of the step-size chosen just as in the 
previous section is 0.002 and optimization length of 3%. The interference suppression 
will be plotted against three fixed values of interference-to-noise ratio on the main 
antenna path. These are 6dB, 3dB and 0dB. The interference-to-noise ratio on the extra 
antenna path will be varied. The values used are: 15dB, 10dB and 5dB. We will be 
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verifying if varying the 
)(dBextraN
I ⎟⎠
⎞⎜⎝
⎛  affects the interference suppression property of our 
system setup. The following figures show the result from our simulations for the three 
different channel types. 
 
 
 
Figure 31: Interference suppression vs 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛  for varying
)(dBextraN
I ⎟⎠
⎞⎜⎝
⎛  in channel 
1 
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Figure 32: Interference suppression vs 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛  for varying 
)(dBextraN
I ⎟⎠
⎞⎜⎝
⎛  in 
channel 2 
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Figure 33: Interference suppression vs 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛ for varying 
)(dBextraN
I ⎟⎠
⎞⎜⎝
⎛ in channel 
3 
Observations 
 
Just as in section 7.3.3, we see a clear dependence of the of the interference suppression 
property of our proposed system setup on the interference-to-noise ratio on the extra 
antenna path. From the figures 31, 32 and 33, we see that as the 
)(dBextraN
I ⎟⎠
⎞⎜⎝
⎛ increase so 
does the interference suppression magnitude of our proposed system setup and vice versa. 
It could also be seen from the figures that even when the 
)(dBmainN
I ⎟⎠
⎞⎜⎝
⎛ is 0dB, over 2dB 
interference suppression could still be achieved. 
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9 CONCLUSIONS 
 
Base-station to base-station interference could have a devastating effect when it occurs in 
a TDD system setup. The probability of this happening is high. This could be experience 
both within an operators system and between different operators system. This is so since 
interference is not only on purely the uplink/downlink as in FDD but uplink can interfere 
with downlink and downlink to the uplink. This leads to four interfering paths that have 
to be dealt with when TDD is employed in a radio system as compare to FDD where only 
two interference paths is present. 
 
Although, TDD does possess some advantages over FDD such dynamic capacity 
allocation, the problem with more interference paths to deal with in TDD presents a 
challenge to any system engineer. 
 
The present methods used to deal with these challenges encountered when working with 
TDD include synchronizing the whole system at the cell level (intra-operator) and placing 
base-stations as far as possible from one another (inter-operator). 
 
However, synchronizing at the cell leads to the system being rigid, the dynamic capacity 
allocation which is one of the main reason in employing TDD will not be possible. 
 
We therefore propose a new method in this thesis where the use of an extra antenna is 
employed with an adaptive filter. By knowing the direction of the main source of 
interference, the extra antenna is pointed to this direction and in combination with the 
adaptive filter, this interference can be adaptively removed/suppressed.  
 
Based on the simulations performed in this thesis, the results is quite encouraging with an 
interference suppression of up to 6.5dB being measured in some cases! However, the 
magnitude of the interference suppression as was shown in this thesis, is highly 
dependent on the interference-to-noise ratio in both the main antenna and the extra 
antenna. The higher these values are, the better the interference suppression property of 
our proposed system setup. 
 
It was also proven that the optimization length at which the system instructs its user 
terminal to stop transmitting so that the adaptive filter can measure the channel for the 
purpose of locking its co-efficient to the channel before the user terminal starts 
transmitting again, is of lesser important. Three values of optimization length were used 
in this thesis, the 1%, 3% and 5% of the TDD frame length. It was shown that the 
difference in interference suppression magnitude between using an optimization length of 
5% to using 1% is about 0.5dB. Not only is this good in relation to optimizing the 
spectrum usage of the system but it also gives the user a sense of continuous 
transmission. This saves us more resource that could be used instead to transmit valuable 
data. 
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GLOSSARY 
 
ADSL   Asymmetrical Digital Subscriber Line 
Bps   Bit per second 
BS   Base-Station 
BTS   Base-Transceiver Station 
BWA   Broadband Wireless Access 
dB   Decibel 
DOCSIS  Data Over Cable Service Interface Specifications  
DSL   Digital Subscriber Line  
DSLAM  Digital Subscriber Line Access Multiplexer 
DVB   Digital Video Broadcasting         
DVB-RCS  Digital Video Broadcasting – Return Channel Satellite        
ETSI   European Telecommunications Standards Institute 
FBWA   Fixed Broadband Wireless Access 
FDD   Frequency Division Duplexing 
FIR   Finite Impulse Response  
FSAN   Full Service Access Network 
FSO   Free Space Optics 
FTP   File Transfer Protocol 
FttC   Fiber To The Curb 
FttH   Fiber To The Home 
HDSL   High Speed Digital Subscribers Line 
HFC   Hybrid Fiber Coax 
IEEE   Institute of Electrical and Electronic Engineer                        
ISDN   Integrated Services Digital Network 
ISM   Industrial, Science and Medical 
I&Q   Inphase and Quadrature 
LAN   Local Area Network 
LMDS   Local Multipoint Distribution Service 
LMS   Least Mean Square 
LOS   Line Of Sight 
MBS   Mobile Broadband System                       
MMDS  Multi-point Multi-channel Distribution Service 
MS   Mobile Station 
MSC   Mobile Switching Center                
NLMS   Normalized Least Mean Square 
OE   Optical Ethernet 
PLC   Power Line Communication 
P-M-P   Point - To - Multipoint 
PTP   Point To Point 
PSTN   Public Switched Telephone Network 
QAM   Quadrature Amplitude Modulation 
QoS   Quality of service 
RLS   Recursive Least Square 
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RT   Remote Terminal 
SatCom  Satellite Communication 
SD   Standard Deviation 
SDSL   Synchronous Digital Subscriber Line 
TDD   Time Division Duplexing 
TS   Time Slot 
U-NII   Unlicensed National Information Infrastructure 
UE   User Equipment 
VDSL   Very High Digital Subscriber Line 
VoIP   Voice Over Internet Protocol 
WLAN  Wireless Local Area Network 
WSS   Wide Sense Stationary 
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APPENDIX A 
 
1 MATLAB CODES 
 
1.1 MATLAB CODES FOR PLOTTING THE RELATIVE POWER IN THE                   
CHANNEL TYPES 
 
% Program for calculating the relative power in filter co-efficient 
 
taps=input('Tast inn taps :'); 
pow_dB =20*log(abs(taps)); 
length_of_taps =length(taps); 
stem([0:length_of_taps-1],pow_dB); 
xlabel('Taps no'); 
ylabel('Power(dB)'); 
tiltle('Power profile in filter taps'); 
 
 
1.2 MATLAB CODE FOR PLOTTING THE STEP-SIZE AGAINST 
INTERFERENCE SUPPRESSION FOR THE VARIOUS CHANNEL TYPES 
 
% Used for ploting interference suppression vs step-size. 
% CHANNEL 1 
%  my = stepsize 
%supp_6dB_5per = Interference suppression when interference-to-noise ratio at the 
main antenna is 6dB and 5% optimization length.    
 
my=[0.0002 0.0006 0.0008 0.002 0.02]; 
 
% Used for plotting interference suppression vs my for 5% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_5per=[5.07 5.87 6.28 6.33 6.15];  
supp_3dB_5per=[3.65 4.24 4.29 4.30 4.17]; 
supp_0dB_5per=[2.36 2.73 2.8 2.95 2.66 ];  
 
% Used for plotting interference suppression vs my for 3% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_3per=[4.08 5.79 5.99 6.19 5.61];  
supp_3dB_3per=[3.13 3.98 4.37 4.49 3.9]; 
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supp_0dB_3per=[2.04 2.61 2.54 2.75 2.31];  
 
% Used for plotting interference suppression vs my for 1% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_1per=[1.95 4.11 4.75 5.8 6.15];  
supp_3dB_1per=[1.52 3.1 3.46 4.04 3.94]; 
supp_0dB_1per=[1.08 2.09 2.25 2.65 2.59];  
 
% Plots the graph at 1percent optimization length in channel 1 
 
figure(1) 
plot(my,supp_6dB_1per, '-r*'); 
hold on 
plot (my,supp_3dB_1per,'-bs'); 
hold on 
plot(my,supp_0dB_1per,'-kd'); 
 
legend('Channel 1(I/N= 6dB)','Channel 1(I/N = 3dB)','Channel 1(I/N = 0dB)') 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 1 for 1% optimization 
length'); 
 
% Plots the graph at 3percent optimization length in channel 1 
 
figure(2) 
plot(my,supp_6dB_3per,'-r*'); 
hold on 
plot (my,supp_3dB_3per,'-bs'); 
hold on 
plot (my,supp_0dB_3per,'-kd'); 
 
legend('Channel 1(I/N= 6dB)','Channel 1(I/N = 3dB)','Channel 1(I/N = 0dB)'); 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 1 for 3% optimization 
length'); 
 
% Plots the graph at 5percent optimization length in channel 1 
 
figure(3) 
plot (my,supp_6dB_5per,'-r*'); 
hold on 
plot (my,supp_3dB_5per,'-bs'); 
hold on 
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plot (my,supp_0dB_5per,'-kd'); 
 
legend('Channel 1(I/N= 6dB)','Channel 1(I/N = 3dB)','Channel 1(I/N = 0dB)'); 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 1 for 5% optimization 
length'); 
 
 
 
% CHANNEL 2 
 
my=[0.0002 0.0006 0.0008 0.002 0.02] 
 
% Used for plotting interference suppression vs my for 5% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_5per=[6.38 6.35 6.43 6.42 6.15];  
supp_3dB_5per=[4.39 4.58 4.4 4.41 4.09]; 
supp_0dB_5per=[2.68 2.94 2.89 2.81 2.18];  
 
% Used for plotting interference suppression vs my for 3% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_3per=[5.71 6.61 6.46 6.47 6.18];  
supp_3dB_3per=[4.08 4.41 4.42 4.35 3.99]; 
supp_0dB_3per=[2.17 2.37 2.32 2.40 2.02 ];  
 
% Used for plotting interference suppression vs my for 1% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_1per=[2.85 5.67 6.11 6.40 6.20];  
supp_3dB_1per=[2.19 3.99 4.25 4.35 4.01]; 
supp_0dB_1per=[1.57 2.61 2.74 2.77 2.56];  
 
% Plots the graph at 1percent optimization length in channel 2 
 
figure(1) 
plot (my,supp_6dB_1per, '-r*'); 
hold on; 
plot (my,supp_3dB_1per, '-bs'); 
hold on; 
plot (my,supp_0dB_1per,'-kd'); 
 
legend('Channel 2(I/N= 6dB)','Channel 2(I/N = 3dB)','Channel 2(I/N = 0dB)') 
xlabel('Step-size (my)'); 
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ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 2 for 1% optimization 
length'); 
 
% Plots the graph at 3percent optimization length in channel 2 
 
figure(2) 
plot (my,supp_6dB_3per, '-r*'); 
hold on; 
plot (my,supp_3dB_3per, '-bs'); 
hold on; 
plot (my,supp_0dB_3per,'-kd'); 
 
legend('Channel 2(I/N= 6dB)','Channel 2(I/N = 3dB)','Channel 2(I/N = 0dB)'); 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 2 for 3% optimization 
length'); 
 
% Plots the graph at 5percent optimization length in channel 2 
 
figure(3) 
plot (my,supp_6dB_5per,'-r*'); 
hold on; 
plot (my,supp_3dB_5per, '-bs'); 
hold on; 
plot (my,supp_0dB_5per,'-kd'); 
 
legend('Channel 2(I/N= 6dB)','Channel 2(I/N = 3dB)','Channel 2(I/N = 0dB)'); 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 2 for 5% optimization 
length'); 
 
 
% CHANNEL 3 
 
my=[0.0002 0.0006 0.0008 0.002 0.02] 
 
% Used for plotting interference suppression vs my for 5% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_5per=[6.21 6.37 6.56 6.68 6.25];  
supp_3dB_5per=[4.33 4.47 4.48 4.49 4.28]; 
supp_0dB_5per=[2.9 2.92 2.94 2.97 2.45];  
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% Used for plotting interference suppression vs my for 3% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_3per=[5.39 6.47 6.36 6.49 6.41];  
supp_3dB_3per=[3.84 4.36 4.46 4.41 4.32]; 
supp_0dB_3per=[2.57 2.86 2.91 2.78 2.6 ];  
 
% Used for plotting interference suppression vs my for 1% optimization 
% period with I/N = 6dB,3dB and 0dB. 
 
supp_6dB_1per=[2.62 5.35 5.89 6.41 6.23];  
supp_3dB_1per=[2.08 3.89 4.16 4.38 4.04]; 
supp_0dB_1per=[1.47 2.51 2.65 2.89 2.80];  
 
% Plots the graph at 1percent optimization length in channel 3 
 
figure(1) 
plot(my,supp_6dB_1per,'-r*'); 
hold on 
plot (my,supp_3dB_1per,'-bs'); 
hold on 
plot (my,supp_0dB_1per,'-kd'); 
 
legend('Channel 3(I/N= 6dB)','Channel 3(I/N = 3dB)','Channel 3(I/N = 0dB)') 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 3 for 1% optimization 
length'); 
 
% Plots the graph at 3percent optimization length in channel 3 
 
figure(2) 
plot (my,supp_6dB_3per,'-r*'); 
hold on; 
plot (my,supp_3dB_3per,'-bs'); 
hold on; 
plot (my,supp_0dB_3per,'-kd'); 
 
legend('Channel 3(I/N= 6dB)','Channel 3(I/N = 3dB)','Channel 3(I/N = 0dB)'); 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression step-size in channel 3 for 3% optimization length'); 
 
% Plots the graph at 5percent optimization length in channel 3 
 
figure(3) 
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plot (my,supp_6dB_5per,'-r*'); 
hold on; 
plot (my,supp_3dB_5per,'-bs'); 
hold on; 
plot (my,supp_0dB_5per,'-kd'); 
 
legend('Channel 3(I/N= 6dB)','Channel 3(I/N = 3dB)','Channel 3(I/N = 0dB)'); 
xlabel('Step-size (my)'); 
ylabel('Interference suppression (dB)'); 
title('Plot of interference suppression vs step-size in channel 3 for 5% optimization 
length'); 
 
 
1.3 MATLAB CODES FOR PLOTTING THE INTERFERENCE SUPPRESSION 
AGAINST INTERFERENCE-TO-NOISE RATIO IN THE MAIN ANTENNA FOR 
VARYING VALUES OF INTERFERENCE-TO-NOISE RATIO IN THE EXTRA 
ANTENNA 
 
 
% CHANNEL 1 
 
% Ploting the varying value of I/N of the extra antenna in channel 1 
% ext_15 = interference to noise ratio in extra antenna is 15dB and the 
% values of interference suppression at interference-to-noise ratio in the main antenna 
%0,3 and 6dB are given in the vector. 
% Channel 1 I/N extra = 15dB 
ext_15dB = [2.83 4.29 6.41]; 
 
% Channel 1 I/N extra = 10dB 
ext_10dB = [2.56 3.84 5.56]; 
 
% Channel 1 I/N extra = 5dB 
ext_5dB = [2.06 3.14 4.27]; 
 
% values of the interference-to-noise ratio in the main antenna 
in_m = [0 3 6]; 
 
figure(1) 
plot(in_m,m_15dB,'-r*'); 
hold on 
plot (in_m,m_10dB,'-bs'); 
hold on 
plot (in_m,m_5dB,'-kd'); 
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legend('Channel 1(I/N ext= 15dB)','Channel 1(I/N ext = 10dB)','Channel 1(I/N ext = 
5dB)') 
xlabel('Interference-to-noise ratio in main antenna (dB)'); 
ylabel('Interference suppression (dB)'); 
%title('Plot of interference suppression vs interference-to-noise ratio in the main 
antenna with varying value if interference-to-noise ratio in extra antenna'); 
 
 
 
% CHANNEL 2 
 
% Ploting the varying value if I/N of the extra antenna in channel 2 
 
% Channel 2 I/N extra = 15dB 
m_15dB = [2.83 4.45 6.53]; 
 
% Channel 2 I/N extra = 10dB 
m_10dB = [2.54 3.97 5.77]; 
 
% Channel 2 I/N extra = 5dB 
m_5dB = [2.12 3.16 4.44]; 
 
in_m = [0 3 6]; 
 
figure(1) 
plot(in_m,m_15dB,'-r*'); 
hold on 
plot (in_m,m_10dB,'-bs'); 
hold on 
plot (in_m,m_5dB,'-kd'); 
 
legend('Channel 2(I/N ext= 15dB)','Channel 2(I/N ext = 10dB)','Channel 2(I/N ext = 
5dB)') 
xlabel('Interference-to-noise ratio in main antenna (dB)'); 
ylabel('Interference suppression (dB)'); 
%title('Plot of interference suppression vs interference-to-noise ratio in the main 
antenna with varying value if interference-to-noise ratio in extra antenna'); 
 
 
% CHANNEL 3 
 
% Ploting the varying value if I/N of the extra antenna in channel 3 
 
% Channel 3 I/N extra = 15dB 
m_15dB = [2.85 4.51 6.48]; 
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% Channel 3 I/N extra = 10dB 
m_10dB = [2.58 4.08 5.7]; 
 
% Channel 3 I/N extra = 5dB 
m_5dB = [2.28 3.44 4.45]; 
 
in_m = [0 3 6]; 
 
figure(1) 
plot(in_m,m_15dB,'-r*'); 
hold on 
plot (in_m,m_10dB,'-bs'); 
hold on 
plot (in_m,m_5dB,'-kd'); 
 
legend('Channel 3(I/N ext= 15dB)','Channel 3(I/N ext = 10dB)','Channel 3(I/N ext = 
5dB)') 
xlabel('Interference-to-noise ratio in main antenna (dB)'); 
ylabel('Interference suppression (dB)'); 
%title('Plot of interference suppression vs interference-to-noise ratio in the main 
antenna with varying value if interference-to-noise ratio in extra antenna'); 
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2 INTRODUCTION TO SYSTEMVIEW 
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