Abstract. For q prime, X ě 1 and coprime u, v P N we estimate the sums ÿ 
Introduction
Cancellation among exponential sums defined over finite fields plays a central role in number theory. A key example is Weil's bound for exponential sums of rational functions, see [5, p. 1] . It is natural to ask whether cancellation persists when such a summation is restricted to primes, or primes in short intervals. For instance, one can see [8, Théorème 1.1] .
It is also natural to ask the same question for other functions defined on F q , where q is a prime. Important examples are the hyper-Kloosterman sums in m´1 variables introduced by Deligne, and later studied by Katz [13] . For pn," 1, these are defined by These fall into a general class of functions called trace weights [7] , studied extensively by Fouvry, Kowalski and Michel [5] . These authors prove general results asserting cancellation amongst trace weights over primes [5, Theorem 1.5] . As a consequence they obtain results for sums of classical Kloosterman sums (m " 2 in (1.1)) [ (1.
2)
The goal of this paper is to obtain a sparse analogue of Theorem 1.1. We concentrate on the case when p runs over primes in an arithmetic progression for a large range of moduli. Theorem 1.2. Let q be a prime number and u, v P N such that pu, vq " 1 and 1 ď v ď q 1 100 . Then for all 1 ď X ď q and ε ą 0 we have ÿ We offer some conditional and unconditional remarks about the various ranges where Theorem 1.2 is non-trivial. Naturally, this depends on the size of the set of primes over which one sums on the left side of (1.3), which in turn may be influenced by potential Siegel zeros. Let ψpX; v, uq :" ÿ nďX n"u mod v
Λpnq.
‚ For A ą 0 the Siegel-Walfisz Theorem [12, Corollary 5 .29] asserts that ψpX; v, uq " X φpvq`O A`X plog Xq´Af or all X ě 2 and v ě 1 such that pu, vq " 1. In light of the Weil bound |Kl 2 pm; qq| ď 2, we see that Theorem 1.2 is non-trivial in the ranges X " q 11 12`ε and v ! plog Xq A . For instance, when v is fixed and X " q, we gain a factor of q 1 192´ε over the trivial result obtained by applying the Weil bound. ‚ For A ą 0, a well known consequence of the Bombieri-Vinogradov Theorem [ After some adjustments, an application of Heath-Brown's identity [10] for the Von Mangoldt function reduces the proof of Theorem 1.2 to bounding bilinear forms of various lengths involving Kloosterman sums. Three different bounds for such bilinear forms will be invoked. The utility of each bound will depend on the ranges of summation of the bilinear form.
For bilinear forms whose summation variables lie a certain range, we detect the congruence condition 1 u mod v additively. This transfers the task at hand to bounding a bilinear form whose summand is a Kloosterman sum weighted by an oscillatory smooth function. The tempered Voronoi summation formula of Deshouillers and Iwaniec turns this bilinear form into a sum of Fourier transforms. This summation formula is given in Section 2.
The new key idea in our work is to exploit cancellation from the sum of transforms that come out of this tempered Voronoi summation. We appeal to the uniform asymptotics for stationary phase integrals given by Kiral, Petrow and Young [14] to compute asymptotic main terms for these Fourier transforms. A summary of their work can be found in Section 4. Section 5 sets up the families of weight functions that will be used. Furthermore, Sections 6 and 7 handle the cases when the Fourier transforms of these functions are non-stationary and stationary phase respectively. The application to bounding the bilinear forms involving Kloosterman sums in question can be found in Section 8.
For other ranges we detect the congruence condition 1 u mod v multiplicatively. In this case we can appeal to existing bilinear bounds for Kloosterman sums due to Fouvry-KowalskiMichel [5] and Kowalski-Michel-Sawin [15] . These bounds are recorded in Section 3. Shparlinski and Zhang [17] have also proved bounds for various bilinear forms with Kloosterman sums.
The proof of a smoothed version of Theorem 1.2 is given in Section 9. The main idea behind this proof is a combinatorial optimisation of the three bounds discussed above. We modify an argument of Fouvry, Kowalski and Michel appearing in [5] , and subsequently in [1] . The proof of Theorem 1.2 appears in Section 10, and will follow from a careful choice of parameters in the work in Section 9.
Tempered Voronoi summation
Let q be a prime number and let K : Z Ñ C be a q-periodic function. The normalised Fourier transform of K is the q-periodic function on Z defined by
The Voronoi transform of K is the q-periodic function on Z defined by 
otherwise.
Bilinear bounds
In this section we record two bilinear bounds for Kloosterman sums that we will use in conjunction with Proposition 8.1. The first bound is a smoothed version of a bound due to Fouvry, Kowalski and Michel [5] . This smoothed version appears in [2] . For α P C R , let }α} 2 denote the usual ℓ 2 -norm. 
The second bound is a recent result due to Kowalski, Michel and Sawin [15] . Using deep methods from algebraic geometry they prove general bounds for hyper-Kloosterman sums in the Polya-Vinogradov range. This is when the parameters M and N are both close to q 1 2 . We state their result in a special case. 
Let N Ă r1, q´1s be an interval of length tNu, and let α " pα m q mďM and β " pβ n q nPN be sequences of complex numbers. For any ε ą 0, we have ÿ (3.1)
We will need a smoothed version of Theorem 3.2. Let Q ě 1, ε ą 0 and let W be a smooth function satisfying (5.2) below. Suppose X ě 1 and pα m q and pβ n q are supported on intervals rM, 2Ms and rN, 2Ns respectively. We will need an estimate for ÿ
Without loss of generality we may assume MN{8 ă X ă 8MN, otherwise the sum in (3.2) is empty. Applying Abel summation to (3.2) yields ÿ
(3.3)
Inert functions and oscillatory integrals
We make use of the framework of inert functions and oscillatory integrals set out by Kiral, Petrow and Young in [14] . Their work is a multivariable generalisation of Blomer, Khan and Young [3, Proposition 8.2 and Corollary 8.3]. We recall their definition of inert functions. These are families of functions that satisfy certain derivative bounds. Let F be an index set and X :" X T : F Ñ R ě1 be a function of T P F .
The notion of X-inertness measures the uniformity of flatness of the functions w T as we move across the family F . The sequence of constants Cpj 1 , . . . , j d q is abbreviated by C F . We present one key example whose idea is heavily used throughout this paper.
Example 1 (Dilation). Let w be a fixed smooth function on r1, 2s d and define [19, Theorem 3.11] . As pointed out in [14] , such integrals are often insufficient for applications in analytic number theory.
In our case, we wish to analyse the Fourier transform of a certain family of oscillatory weight functions. This analysis needs to be uniform with respect to some auxiliary parameters. This type of situation naturally occurs after an application of a summation formula, in our case, after an application of Proposition 2.1. Integrals arising from this process do not usually have a phase of the form λφpxq. In special cases one may try reduce the phase to a function of the form λφpxq using an ad-hoc change of variables. However, this is often not feasible in practice.
The following recent theorem due to Kiral, Petrow and Young gives an asymptotic for stationary phase integrals that is uniform with respect to many parameters. 
where the derivatives are taken with respect to t 1 , and that there exists t 0 P R such that
3) for some family of X T -inert functions W T , and where A ą 0 is arbitrarily large. The implied constant in (4.3) depends only on A and C F .
Remark. It is clear from the definition of W T on [14, pg. 7] that W T has the same support as w T in the variables t i for i " 2, . . . , d.
The main advantage of using Theorem 4.1 to compute p G on the right side of (2.1) is that we are subsequently able to exploit further cancellation in the summation on m and n. In particular, we do this for ranges of m and n where p Gp
q is a stationary phase integral. In other ranges it suffices to integrate by parts.
Oscillatory weight functions
For ε ą 0 given, we will index our family of smooth oscillatory weight functions by elements of the set
For T P T 1 pεq, let W i : r0, 8s Ñ R be a smooth function such that supp W i Ă r0.95, 1.05s and
Remark. Let ε ą 0 and suppose W pjq i pxq ! j,ε pq ε Qq j holds above with system of constants Cpεq :" tCpj, εq : j ě 0u. All implied constants in this paper will depend on ε and Cpεq. We will omit this from subscripts in the proofs. On occasion when an implied constant depends on another auxiliary parameter, we will indicate this.
For T P T 1 pεq and U ě 1, define
Non-stationary transforms
In the following lemma we estimate the Fourier transforms p G T`m {q, n{q˘and p H T,U`m {q, n{qf or those values of m and n that correspond to a non-stationary phase integral.
Lemma 6.1. Let ε ą 0 and T P T 1 pεq be as in (5.1). For T P T 1 pεq and U ě 1, let W i , G T and H T,U be as in (5.2), (5.3) and (5.4) respectively. Then
if |n| ě 1.1cqM and |m| ě 1.1cqN
if |n| ě 1.1cqM and |m| ď 1.1cqN
The bound (6.1) is also satisfied by p H T,U . The implied constant depends only on ε ą 0 and Cpεq.
Proof. This argument amounts to repeated integration by parts. We first write p G T as follows
If |n| ě 1.1cqM, then applying integration by parts A times with respect to v yields
If´1.1cqM ď n ď 0.9cqM, then by a similar argument we obtain
For |m| ě 1.1cqN, one can interchange the order of integration in (6.2) to obtain
Similarly for´1.1cqN ď m ď 0.9cqN we obtain
Note that (6.3)-(6.6) hold for all A ě 1 since
The first line of (6.1) follows from applying (6.7) (α " 1{2) to (6.3) and (6.5) with choice A " 2`ε. The last line of (6.1) follows directly from (6.4) and (6.6) with the choice A " 2. The second and third lines of (6.1) follow from (6.3) and (6.5) respectively with choice A " 2`ε.
Without loss of generality we may assume MN{8 ă U ă 8MN, otherwise H T,U " 0. Consider the family of weight functions
These would now appear in the innermost integral occurring in (6.2). We have
Thus W T,U : R 2 Ñ R is a family of X T,U -inert functions with system of constants determined by Cpεq. Thus the argument above can be followed to establish (6.1) for H T,U .
Stationary transforms
Then there exists X T -inert (resp. X T,U -inert) functions W T pm, nq and W T,U pm, nq such that for pm, nq P r0.9cqN, 1.1cqNsˆr0.9cqM, 1.1cqMs, All implied constants depend only on ε ą 0 and Cpεq.
Proof. When T P T 1 pεq and pm, nq satisfies (7.1), the integral p G T pm{q, n{qq is stationary phase.
Technical set-up. First,
Viewing v as fixed, we make the change of variable u Þ Ñ uN{v in the right side of (7.5) to obtain p G T´m q , n q¯"
This change of variable is made to de-linearize the phase function in (7.5) so that the method of stationary phase may be applied with respect to the v variable.
Before computing the right side of (7.6) we make the following modification for technical reasons. Let cqM¯. We apply the Theorem 4.1 to the right side of (7.7) with Y " cMN, Z " 0.95N, A " 3, and R " cMN pq ε Qq 2 ě 1 to obtain
for some family of X T " q ε Q-inert functions W 1 T pu; m, nq with support the same as w T in the variables u, m and n and has a system of constants determined by Cpεq. Now,
Note in the above line we used the fact that the conjugate of an X T -inert function is X T -inert (we did not relabel the conjugated family of functions). andΦ uu pu; m, nq " pmnNq
Thus (4.2) is satisfied and the critical point in the u variable is located at
We apply the Theorem 4.1 to the integral in (7.10) with
where W 2 T pm, nq denotes a family of X T :" q ε Q functions in the variables m and n with support the same as w T . That completes the proof of (7.2).
7.4. Remarks and proof of (7.3). Without loss of generality we may assume MN{8 ă U ă 8MN, otherwise H T,U " 0. Define the function W T,U px, yq :" W 1´x M¯W 2´y N¯W 3´x y U¯. Thus (6.8) holds and so W T,U : R 2 Ñ R is a family of X T,U -inert functions with system of constants determined by Cpεq. Thus the argument above can be followed to establish (7.3).
Bilinear forms involving Kloosterman sums and oscillatory weights
We now use the results in Sections 6 and 7 to prove an estimate for a bilinear form involving Kloosterman sums. Let ε ą 0, P denote the set of prime numbers and MN ! q, and cN ě 6 ) .
Proposition 8.1. Let ε ą 0, T :" pc, q, M, N, Qq P T 2 pεq and U ě 1. Furthermore, let W i , G T and H T,U be as in ( 5.2) All implied constants depend only on ε ą 0 and Cpεq.
Observe that the bounds (8.1) and (8.2) perform well when N " q 1 2 . Also note that for all ε ą 0 we have T 2 pεq Ă T 1 pεq, where T 1 pεq is defined in (5.1).
Proof. To prove (8.1), we apply Proposition 2.1 with
N¯e pcxyq and Kpmnq :" Kl 2 pamn; qq.
Observe that p Kp0q " 0, so the first term on the right side of (2.1) vanishes. Note that the second sum in (2.1) is absolutely convergent by Lemma 6.1. The second term on the right side of (2.1) becomeś
Further simplifying, this becomeś 1
We now estimate the summation over m and n in (8.3). We break this into two cases that depend on whether the summand is non-stationary or stationary phase integral.
8.1. Non-stationary phase contribution. Here we estimate the contribution to (8.3) in the ranges for m and n occurring in the statement of Lemma 6.1. We do this with second sum in (8.3) . A similar contribution from the first sum in (8.3) will follow from an easier computation. We use (6.1) to bound p G T . We then use the facts that cN ě 6 and N ! q to obtain the following estimates:
The case´1.1cqN ď m ď 0.9cqN and |n| ď 1.1cqM is handled similarly to (8.4). (8.5) where T P T 2 pεq Ă T 1 pεq and W T has support contained in (7.4). Fourier expanding the congruence condition amn " 1 pmodas
we see that (8.5) becomes 6) where E denotes the same error terms occurring in (8.5). Applying Abel summation to (8.6) and using the fact that W T is q ε Q-inert with respect to m and n, we see that (8.6) is
We treat the long sum over m as a geometric series. Letting´q{2 ď r ď q{2 be such that ahn " r pmod qq, we see that (8.7) is
1¸`E, (8.8) where }α} denotes the distance from α P R to the nearest integer.
When r " 0 and n " 0 pmodin (8.8), then the innermost sum over h is q´1. This can only happen if 1.1cM ě 1. Observe that 0 ă 0.85M q ď n cq 2 ď 1.1M q ă 0.2 for all sufficiently large primes q, (8.9) where the last inequality follows since 1{2 ď M ! q 1 2 . Thus the contribution to (8.8) when r " 0 and n " 0 pmodis
There is no 0 ă n ď 1.1cqM such that n " 0 pmodif 1.1cM ă 1.
In the summation over h in (8.8), we have r ‰ 0 if and only if n ı 0 pmod qq, otherwise the summation is empty. When r ‰ 0, the innermost sum is 1. We have the three cases to consider in (8.8) . They are 0 ď |r| ă 0.7M, 0.7M ď |r| ď 1.2M and 1.2M ă |r| ď q{2.
This follows from (8.9) .
The contribution to (8.8) Note that n P Z ě1 zB r implies that
Furthermore, distinct elements of t|rcq´n| : n P Z ě1 zB r u have a difference that is greater than or equal to 1 in absolute value. Each value in the above set is achieved by at most two values of n P Z ě1 zB r . Thus the quantity in (8.10) is ! pq ε Qq 2 q 1 2 M. Putting all of this together yields (8.1). (8.2) . Observe that (8.2) follows by exactly the same argument as above. The main difference in the argument is that we appeal to (7. 3) instead of (7.2).
Remarks and proof of

Smoothed version of Main Theorem
The passage to proving Theorem 1.2 first involves establishing an estimate for a smoothed sum of Kloosterman sums.
Proposition 9.1. Let q be a prime number and u, v P N be such that pu, vq " 1 and v ď q. Let Q ě 1, ε ą 0 and W : r0, 8s Ñ R be a smooth function satisfying supp W Ă r0.95, 1.05s and W pjq pxq ! j,ε pq ε Qq j for any x ě 0 and j ě 0. ( 9.3)
The implied constants depend only on ε ą 0 and Cpεq. 
‚ the arithmetic functions m i Þ Ñ α i pm i q are bounded and supported in r0.95M i , 1.05M i s; ‚ the smooth functions x i Þ Ñ V i pxq satisfy (9.1) with system of constants Cpεq.
Take J " 10 and let T 2 pεq be as it appears in Proposition 8.1. In fact, any choice J ě 7 will be sufficient for the combinatorial argument following (9.19) . We now bound ΣpM , N q in three different ways. The three bounds will be optimised and the utility of each bound will depend on the position pM , N q in the cube r0.95, 1.05Xs 20 . We can apply Proposition 8.1 uniformly to the largest two smooth variables n 1 and n 2 in ΣpM , N q. Note this process is uniform with respect to the variables h, m 1 , . . . , m 10 , n 3 , . . . , n 10 . We have a :" m 1¨¨¨m10 n 3¨¨¨n10 and c :"
Observe that (9.5) and (9.6) imply that
Applying Proposition 8.1 and estimating trivially with respect to the remaining variables we obtain (9.6) we obtain
(9.8) 9.2. Methods 2 and 3. In the second and third methods we write the congruence condition in ΣpM , N q using multiplicative characters modulo v. Then 9.3. Optimisation. Introduce real numbers κ, θ, x, µ i and ν j with 1 ď i, j ď 10, defined by Q " q κ , v " q θ , X " q x , M i " q µ i , and N j " q ν j . (9.14) We set pm, nq :" pµ 1 , . . . , µ 10 , ν 1 , . . . , ν 10 q P r0, xs 20 .
The conditions (9.5) when J " 10 can be restated as ÿ We choose β at a later point in (9.23). Note that the hypothesis X ě v If pm, nq contains a subsum σ P J x , then we have ηpm, nq ě min´x {6 2 , x´x{3 2´1 4¯´κ 2´ε 2 .
Proof of Main Theorem
We now apply the result of Section 9 with an appropriate choice of parameters to prove the main theorem.
Proof of Theorem 1.2. Note that (1.3) is trivial for X ! q 11 12 , so we may assume that X " q 11 12 . First recall that ε ą 0 is small, q P P, X ě 1 and v P N are such that where the last line follows from q 11 12 ! X ď q. Summing dyadically yields the result.
