Information Retrieval system evaluation campaigns produce valuable scientific data, which should be preserved carefully so that they can be available for further studies. A complete record should be maintained of all analyses and interpretations in order to ensure that they are reusable in attempts to replicate particular results or in new research and so that they can be referred to or cited at any time. In this paper, we describe the data curation approach and the design of a system that has been developed for the curation of scientific data produced by evaluation campaigns, citing the particular example of CLEF -the Cross-Language Evaluation Forum. The medium/long-term aim is to create a large-scale Digital Library System (DLS) of scientific data which supports services for the creation, interpretation and use of multidisciplinary and multilingual digital content.
Introduction
The experimental evaluation of Information Retrieval (IR) systems is usually carried out in important international evaluation campaigns which bring research groups together, providing them with the means to compare the performances of their systems, and discuss their results. Text REtrieval Conference (TREC) 1 was the first activity in this field and has laid the groundwork for other subsequent initiatives; TREC developed a common evaluation procedure in order to compare IR systems by measuring the effectiveness of different techniques, and facilitating discussions on how differences between systems affect performance [1] . Following TREC, other international important initiatives have been launched, in particular the Cross-Language Evaluation Forum (CLEF) in Europe and NII-NACSIS Test Collection for IR Systems (NTCIR) in Asia. CLEF 2 aims at evaluating Cross Language Information Retrieval (CLIR) systems that operate on European languages in both monolingual and multilingual contexts, while NTCIR 3 supports cross-language system evaluation for Asian languages.
This paper examines the approach traditionally adopted for experimental evaluation in the IR research field in the light of the challenges posed by the recent recognition of the importance of a correct management, preservation and access to scientific data. We discuss how the increasing attention being given to this question impacts on both IR evaluation methodology and on the way in which the data of the evaluation campaigns are organized and maintained over time. We also describe concrete steps that we have taken in order to contribute to an organic and systematic extension of current IR evaluation methodology, through the design of a conceptual model and the development of an architecture for an innovative software infrastructure to support evaluation campaigns. The paper is organized as follows: Section 2 introduces the motivations and the objectives of our research work. Section 3 discusses possible ways of extending the current evaluation methodology both from the point of view of the the conceptual model of the information space involved and a software infrastructure for evaluation campaigns. Section 4 draws some conclusions.
Evaluation Campaigns and IR Experimental Evaluation
Much IR system evaluation is based on a comparative evaluation approach in which system performances are compared according to the Cranfield methodology, which makes use of test collections [2] . A test collection is a triple C = (D, T, J), where: D is a set of documents, called also collection of documents; T is a set of topics, which expresses the user's information needs and from which the actual queries are derived; J is a set of relevance judgements, i.e. for each topic t ∈ T and for each document d ∈ D it is determined whether d is relevant to t or not.
A test collection C allows the comparison of information access systems according to measurements which quantify their performances. The main goals of a test collection are to provide a common test-bed to be indexed and searched by information access systems and to guarantee the possibility of replicating the experiments.
All the data produced during an evaluation campaign of Information Retrieval Systems (IRSs) are valuable scientific data, and as a consequence, their lineage should be tracked since it allows us to judge the quality and applicability of information for a given use; those data should be enriched progressively adding further analyses and interpretations on them; it should be possibile to cite them and their further elaboration, since this is an effective way for explicitly mentioning and making references to useful information, for improving the cooperation among researchers and to facilitate the transfer of scientific and innovative results from research groups to the industrial sector.
Methodology
If we consider the Cranfield evaluation methodology and the achievements and outcomes of the evaluation campaigns in which it is used, it is clear that we are dealing with different kinds of valuable scientific data. The test collections and the experiments represent our primary scientific data and the starting point of our investigation. Using the test data, we produce different performance measurements, such as precision and recall, in order to evaluate the performances of IR systems for a given experiment. Starting from these performance measurements, we compute descriptive statistics, such as mean or median, which can be used to summarize the overall performances achieved by an experiment or by a collection of experiments. Finally, we perform hypothesis tests and other statistical analyses in order to conduct in-depth studies and comparisons over a set of experiments.
We can frame the above mentioned scientific data in the context of the Data, Information, Knowledge, Wisdom (DIKW) hierarchy [3, 4] , represented in Figure 1 :
-data: the test collections and the experiments correspond to the "data level" in the hierarchy, since they are the raw, basic elements needed for any further investigation and have little meaning by themselves. An experiment and the results obtained by conducting it are almost useless without knowledge of the test collection used for the experiment; these data constitute the basis for any subsequent computation; -information: the performance measurements correspond to the "information level" in the hierarchy, since they are the result of computations and processing on the data; in this way, we can give meaning to the data via certain relations. For example, precision and recall measures are obtained by relating the list of results contained in an experiment with the relevance judgements J; -knowledge: the descriptive statistics and the hypothesis tests correspond to the "knowledge level" in the hierarchy, since they represent further processing of the information provided by the performance measurements and provide us with some insights about the experiments; -wisdom: theories, models, algorithms, techniques, and observations, which are usually communicated by means of papers, talks, and seminars, correspond to the "wisdom level" in the hierarchy, since they provide interpretation, explanation, and formalization of the content of the previous levels.
As observed by [4] , "while data and information (being components) can be generated per se, i.e., without direct human interpretation, knowledge and wisdom (being relations) cannot: they are human-and context-dependent and cannot be contemplated without involving human (not machine) comparison, decision making and judgement". This observation also fits the case of IR system experimental evaluation. In fact, experiments (data) and performance measurements (information) are usually generated automatically by programs, and tools for performance assessment. However, statistical analyses (knowledge) and models and algorithms (wisdom) require a deep involvement of researchers in order to be conducted and developed. This view of IR system experimental evaluation raises the question of whether the Cranfield methodology is able to support an approach where the whole process from data to wisdom is taken into account. This question is made more compelling by the fact that, when we deal with scientific data, "the lineage (provenance) of the data must be tracked, since a scientist needs to know where the data came from [. . . ] and what cleaning, rescaling, or modelling was done to arrive at the data to be interpreted" [5] . Moreover, as pointed out by [6] , provenance is "important in judging the quality and applicability of information for a given use and for determining when changes at sources require revising derived information". Furthermore, when scientific data are maintained for further and future use, they are liable to be enriched and, sometimes, the enrichment of a portion of scientific data implies a citation so that useful information can be explicitly mentioned and referenced [7, 8] . Finally, [9] highlights that "digital data collections enable analysis at unprecedented levels of accuracy and sophistication and provide novel insights through innovative information integration". Thus, the question is not only to which degree the Cranfield methodology supports passing from data to wisdom but also whether correct strategies are adopted to ensure the provenance, the enrichment, the citation, and the interpretation of the scientific data.
Infrastructure
There is a growing interest in the proper management of scientific data by diverse world organizations, among them the European Commission (EC), the US National Scientific Board, and the Australian Working Group on Data for Science. The EC in the i2010 Digital Library Initiative clearly states that "digital repositories of scientific information are essential elements to build European eInfrastructure for knowledge sharing and transfer, feeding the cycles of scientific research and innovation up-take" [10] . The US National Scientific Board points out that "organizations make choices on behalf of the current and future user community on issues such as collection access; collection structure; technical standards and processes for data curation; ontology development; annotation; and peer review". And, those organizations "are uniquely positioned to take leadership roles in developing a comprehensive strategy for long-lived digital data collections" [9] . The Australian Working Group on Data for Science suggests to "establish a nationally supported long-term strategic framework for scientific data management, including guiding principles, policies, best practices and infrastructure", that "standards and standards-based technologies be adopted and that their use be widely promoted to ensure interoperability between data, metadata, and data management systems", and that "the principle of open equitable access to publiclyfunded scientific data be adopted wherever possible [. . . ] As part of this strategy, and to enable current and future data and information resources to be shared, mechanisms to enable the discovery of, and access to, data and information resources must be encouraged" [11] .
These observations suggest that considering the IR system experimental evaluation as a source of scientific data entails not only re-thinking about the evaluation methodology itself but also re-considering the way in which this methodology is applied and how the evaluation campaigns are organized. Indeed, changes to IR system evaluation methodology need to be correctly supported by organizational, hardware, and software infrastructure which allow for the management, search, access, curation, enrichment, and citation of the scientific data produced.
Such changes will also impact on the organizations which run the evaluation campaigns, since they have not only to provide the infrastructure but also to participate in the design and development of it. In fact, as highlighted by [9] , they should take a leadership role in developing a comprehensive strategy for the preservation of digital data collections and drive the research community through this process in order to improve the way of doing research. As a consequence, the aim and the reach of an evaluation campaign would be widened because, besides bringing research groups together and providing them with the means for discussing and comparing their work, an evaluation campaign should take care also of defining guiding principles, policies, best practices for making use of the scientific data produced during the evaluation campaign itself.
Extending the Approach to IR Evaluation
As observed in the previous section, scientific data, their curation, enrichment, and interpretation are essential components of scientific research. These issues are better faced and framed in the wider context of the curation of scientific data, which plays an important role in the systematic definition of an appropriate methodology to manage and promote the use of data. The e-Science Data Curation Report gives the following definition of data curation [12] : "the activity of managing and promoting the use of data from its point of creation, to ensure it is fit for contemporary purposes, and available for discovery and re-use. For dynamic datasets this may mean continuous enrichment or updating to keep it fit for purpose". This definition implies that we have to take into consideration the possibility of information enrichment of scientific data; this means that we must archive and preserve scientific data so that experiments, records, and observations will be available for future research, together with information on provenance, curation, and citation of scientific data items. The benefits of this approach include the growing involvement of scientists in international research projects and forums and increased interest in comparative research activities. There are many reasons why the preservation of the data resulting from an evaluation campaign is important, for example: the re-use of data for new research, including collection-based research to generate new science; retention of unique observational data which is impossible to re-create; retention of expensively generated data which is cheaper to maintain than to re-generate; enhancement of existing data available for research projects; validation of published research results.
However, it should be remembered that the Cranfield methodology was developed to create comparable experiments and evaluate the performances of IR systems rather than to model, manage, and curate the scientific data produced during an evaluation campaign.
In the following sections, we discuss some key points to be taken into consideration when extending the current evaluation methodology in order to give evaluation campaigns a leadership role in driving research on IR evaluation methodologies.
Conceptual Model and Metadata
If we consider the definition of experimental collection, it does not take into consideration any kind of conceptual model of neither the experimental collection as a whole nor its constituent parts. Whereas, the information space implied by an evaluation campaign needs an appropriate conceptual model which takes into consideration and describes all the entities involved by the evaluation campaign. In fact, an appropriate conceptual model is the necessary basis to make the scientific data produced during the evaluation an active part of all those information enrichments, as data provenance and citation. The conceptual model can be also translated into an appropriate logical model in order to manage the information of an evaluation campaign by using a robust data management technology. Finally, from this conceptual model we can derive also appropriate data formats for exchanging information among organizers and participants.
Moreover, [13] points out that "metadata descriptions are as important as the data values in providing meaning to the data, and thereby enabling sharing and potential future useful access". Since there is no conceptual model for an experimental collection, also metadata schemes for describing it are lacking. Consider that there are almost no metadata:
-which describe a collection of documents D; useful metadata would concern, at least, the creator, the creation date, a description, the context the collection refers to, and how the collection has been created; -about the topics T ; useful metadata would regard the creators and the creation date, how the creation process has taken place, if there were any issues, what are the documents the creators have found relevant for a given topic, and so on [14] ; -which describe the relevance judgements J; examples of such metadata concern creators and the creation date, what have been the criteria which led the creation of the relevance judgements, what problems have been faced by the assessors when dealing with difficult topics [14] .
The situation is a little bit less problematic when it comes to experiments for which some kind of metadata may be collected, such as which topic fields have been used to create the query, whether the query has been automatically or manually constructed from the topics and, in some tracks of TREC, some information about the hardware used to run the experiments. Nevertheless, a better description of the experiments could be achieved if we take into consideration what retrieval model has been applied, what algorithms and techniques have been adopted, what kind of stop word removal and/or stemming has been performed, what tunings have been carried out.
A good attempt in this direction is represented by the Reliable Information Access (RIA) Workshop [15, 16] , organized by the US National Institute of Standards and Technology (NIST) in 2003, where an in-depth study and failure analysis of the conducted experiments have been performed and valuable information about them have been collected. However, the existence of a commonly agreed conceptual model and metadata schemas would have helped in defining and gathering the information to be kept.
Similar considerations hold also for the performance measurements, the descriptive statistics, and the statistical analyses which are not explicitly modeled and for which no metadata schema is defined. It would be useful to define at least the metadata that are necessary to describe which software and which version of the software have been used to compute a performance measure, which relevance judgements have been used to compute a performance measure, and when the performance measure has been computed. Similar metadata could be useful also for descriptive statistics and statistical analyses.
Unique Identification Mechanism
The lack of a conceptual model causes another relevant consequence: there is no common mechanism for uniquely identify the different digital objects involved in an evaluation campaign, i.e. there is no way to uniquely identify and reference to collections of documents, topics, relevance judgements, experiments, and statistical analyses.
The absence of a mechanism for uniquely identify and reference the digital objects of an evaluation campaign prevent us from directly citing those digital object. Indeed, as recognized by [12] , the possibility of citing scientific data and their further elaboration is an effective way for making scientists and researchers an active part of the digital curation process. Moreover, this opportunity would strengthen the passing from data to wisdom, discussed in Section 2, because experimental collections and experiments would become citable and accessible as any other item in the reference list of a paper.
Over the past years, various syntaxes, mechanisms, and systems have been developed to provide unique identifiers for digital objects, among them the following are candidates to be adopted in the unique identification of the different digital objects involved in an evaluation campaign: Uniform Resource Identifier (URI) [17, 18] , Digital Object Identifier (DOI) [19] , OpenURL [20] , and Persistent URL (PURL) 4 .
An important aspect of all the identification mechanisms described above is that all of them provide facilities for resolving the identifiers. This means that all those mechanisms permit a direct access to each identified digital object starting from its identifier, in this way giving a direct access to an interested researcher to the referenced digital object together with all the information concerning it.
The DOI constitutes a valuable possibility for identifying and referencing digital objects of an evaluation campaign, since there have already been successful attempts to apply it to scientific data and it gives also the possibility of associating metadata to identified digital objects [21, 22] .
Statistical Analyses
[23] points out that, in order to evaluate retrieval performances, we do not need only an experimental collection and measures for quantifying retrieval performances, but also a statistical methodology for judging whether measured differences between retrieval methods can be considered statistically significant.
To address this issue, evaluation campaigns have traditionally supported and carried out statistical analyses, which provide participants with an overview analysis of the submitted experiments; recently results of this kind have been presented in [24, 25, 26] . Furthermore, participants may conduct statistical analyses on their own experiments by using either ad-hoc packages, such as IR-STAT-PAK 5 , or generally available software tools with statistical analysis capabilities, like R 6 , SPSS 7 , or MATLAB 8 . However, the choice of whether performing a statical analysis or not is left up to each participant who may even not have all the skills and resources needed to perform such analyses. Moreover, when participants perform statistical analyses using their own tools, the comparability among these analyses could not be fully granted, in fact, different statistical tests can be employed to analyze the data, or different choices and approximations for the various parameters of the same statistical test can be made.
In developing an infrastructure for improving the support given to participants by an evaluation campaign, it could be advisable to add some form of support and guide to participants for adopting a more uniform way of performing statistical analyses on their own experiments. If this support is added, participants can not only benefit from standard experimental collections which make their experiments comparable, but they can also exploit standard tools for the analysis of the experimental results, which would make the analysis and assessment of their experiments comparable too.
As recalled in Section 2, scientific data, their enrichment and interpretation are essential components of scientific research. The Cranfield methodology traces out how these scientific data have to be produced, while the statistical analysis of experiments provide the means for further elaborating and interpreting the experimental results. Nevertheless, the current methodologies does not require any particular coordination or synchronization between the basic scientific data and the analyses on them, which are treated as almost separated items. On the contrary, researchers would greatly benefit from an integrated vision of them, where the access to a scientific data item could also offer the possibility of retrieving all the analyses and interpretations on it. Furthermore, it should be possible to enrich the basic scientific data in an incremental way, progressively adding further analyses and interpretations on them.
IR Evaluation and Digital Library Systems
We consider all the above mentioned key points as requirements that should be taken into account when designing an evaluation campaign which will take on a twofold role. Firstly, an evaluation campaign aim at promoting the research in the IR field by highlighting valuable areas which need to be explored and by offering the means for conducting, comparing, and discussing experiments. Secondly, an evaluation campaign has to make the management and the curation of the produced scientific data an integral part of the IR research process. Therefore, an evaluation campaign has to provide guidelines, best practices, conceptual and logical models for data representation and exchange, preservation and curation of the produced scientific data, and support for passing through the whole DIKW hierarchy.
As a consequence, an evaluation campaign has to provide a software infrastructure suitable for carrying out this second new role. In this context, DLSs represent the natural choice for managing, making accessible, citing, curating, enriching, and preserving all the information resource produced during an evaluation campaign. Indeed, [6] points out how information enrichment should be one of the activities supported by a DLS and, among the different kinds of it, considers provenance as "important in judging the quality and applicability of information for a given use and for determining when changes at sources require revising derived information". In addition, [6] observes that also citation, intended as the possibility of explicitly mentioning and making references to portions of a given digital object, should be part of the information enrichment strategies supported by a DLS.
In addition, the evaluation of a complex systems, such as a DLS, is a non trivial issue which should analyze different aspects, among which: architecture, information access and extraction capabilities, management of multimedia content, interaction with users, and so on [27] . Since there are so many aspects to take into consideration, a DLS, which is used as an infrastructure for an evaluation campaign, should be constituted by different and cooperating services, each one focused on supporting the evaluation of one of the aspects mentioned above. This approach to the design of such DLS is coherent with the guidelines proposed in [6] , who traces out the service-based design as one of the key points in the scientific development of DLSs.
In conclusion, DLSs can act as the systems of choice to support evaluation campaign in making a step forward; they are able to both address the key points highlighted above and provide a more mature way of dealing with the scientific data produced during the IR experimental evaluation.
Prototype
The proposed infrastructure for the curation of scientific data produced by evaluation campaigns has been implemented in a prototype, called Distributed Information Retrieval Evaluation Campaign Tool (DIRECT) [28, 29] , and it has been tested in the context of the CLEF 2005 and 2006 evaluation campaigns. The prototype provides support for:
-the management of an evaluation forum: the track set-up, the harvesting of documents, the management of the subscription of participants to tracks; -the management of submission of experiments, the collection of metadata about experiments, and their validation; -the creation of document pools and the management of relevance assessment; -common statistical analysis tools for both organizers and participants in order to allow the comparison of the experiments; -common tools for summarizing, producing reports and graphs on the measured performances and conducted analyses; -common eXtensible Markup Language (XML) format for exchanging data between organizers and participants.
During the CLEF 2005 campaign, it was used by nearly 30 participants spread over 15 different nations, who submitted more than 530 experiments; then 15 assessors assessed more than 160,000 documents in seven different languages, including Russian and Bulgarian which do not have a latin alphabet. During the CLEF 2006 campaign, it was used by nearly 75 participants spread over 25 different nations, who submitted around 570 experiments; 40 assessors assessed more than 198,500 documents in nine different languages. DIRECT was then used for producing reports and overview graphs about the submitted experiments [30] .
DIRECT has been developed by using the Java 9 programming language, which ensures great portability of the system across different platforms. We used the PostgreSQL 10 DataBase Management System (DBMS) for performing the actual storage of the data. Finally, all kinds of User Interface (UI) are Webbased interfaces, which make the service easily accessible to end-users without the need of installing any kind of software. These interfaces have been developed by using the Apache STRUTS 11 framework, an open-source framework for developing Web applications.
Conclusions
This study has addressed the methodology currently adopted for the experimental evaluation in the IR field, and it has proposed to extend it including a proper management, curation, archiving, and enrichment of the scientific data that are produced while conducting an experimental evaluation in the context of evaluation campaigns.
The research in this particular field is important to improve the understanding of systems that operate in the area of language, communication and operation, and where a robust infrastructure is needed to understand and translate documents across different languages.
We described the approach for maintaining in a DLS the scientific output of an evaluation campaign, in order to ensure long-term preservation, curation of data, and accessibility over time both by humans and automatic systems. The aim is to create a large-scale Digital Library (DL) of scientific data which supports services for the creation, interpretation and use of multidisciplinary and multilingual digital content.
