Abstract. Given a spatial location and a set of keywords, a top-k spatial keyword query returns the k best spatio-textual objects ranked according to their proximity to the query location and relevance to the query keywords. There are many applications handling huge amounts of geotagged data, such as Twitter and Flickr, that can benefit from this query. Unfortunately, the state-of-the-art approaches require non-negligible processing cost that incurs in long response time. In this paper, we propose a novel index to improve the performance of top-k spatial keyword queries named Spatial Inverted Index (S2I). Our index maps each distinct term to a set of objects containing the term. The objects are stored differently according to the document frequency of the term and can be retrieved efficiently in decreasing order of keyword relevance and spatial proximity. Moreover, we present algorithms that exploit S2I to process top-k spatial keyword queries efficiently. Finally, we show through extensive experiments that our approach outperforms the state-of-the-art approaches in terms of update and query cost.
Introduction
Given a location and a set of keywords, a top-k spatial keyword query returns a ranked set of the k best spatio-textual objects taking into account both 1) the spatial distance between the objects (spatio-textual objects) and the query location, and 2) the relevance of the text describing the objects to the query keywords. There are several applications that can benefit from top-k spatial keyword queries such as finding the tweets sent from a given location (Twitter) or finding images near by a given location whose annotation is similar to the query keywords (Flickr). There are also other applications for GPS-enabled mobile phones that can benefit from such queries.
For example, Fig. 1 shows a spatial area containing objects p (bars and pubs) with their respective textual description. Consider a tourist in São Paulo with a GPS mobile phone that wants to find a bar playing samba near her current location q. The tourist poses a top-3 spatial keyword query on her mobile phone with the keywords bar and samba (the query location q is automatically sent by the mobile phone). The top-1 result is p 4 because its description is similar to the query keywords, and it is close to the query location q. The top-2 result is p 6 that is nearer to q than p 7 and has a better textual relevance to the query keywords than p 7 . Here, we are assuming for simplicity that documents with higher numbers of occurrences of query keywords are more textually relevant. Later, we will drop this assumption and present a more advanced model. Consequently, the top-3 results are p 4 , p 6 , p 7 .
Top-k spatial keyword queries are intuitive and constitute a useful tool for many applications. However, processing top-k spatial keyword queries efficiently is complex and requires a hybrid index combining information retrieval and spatial indexes. The state-of-the-art approaches proposed by Cong et al. [4] and Li et al. [11] employ a hybrid index that augments the nodes of an R-tree with inverted indexes. The inverted index at each node refers to a pseudo-document that represents all the objects under the node. Therefore, in order to verify if a node is relevant for a set of query keywords, the current approaches access the inverted index at each node to evaluate the similarity between the query keywords and the pseudo-document associated with the node. This process incurs in non-negligible processing cost that results in long response time.
In this paper, we propose a novel method for processing top-k spatial keyword queries more efficiently. Instead of employing a single R-tree embedded with inverted indexes, we propose a new index named Spatial Inverted Index (S2I) that maps each keyword (term) to a distinct aggregated R-tree (aR-tree) [14] that stores the objects with the given term. In fact, we employ an aR-tree only when the number of objects exceeds a given threshold. As long as the threshold is not exceeded, the objects are stored in a file, one block per term. However, for ease of presentation, let us assume that we employ an aR-tree for each term. The aR-tree stores the latitude and longitude of the objects, and maintains an aggregated value that represents the maximum term impact (normalized weight) of the objects under the node. Consequently, it is possible to retrieve the best objects ranked in terms of both spatial relevance and keyword relevance effi-ciently and incrementally. For processing a top-k spatial keyword query with a single keyword, only few nodes of a single aR-tree are accessed. For queries with more than one keyword, we employ an efficient algorithm that aggregates the partial-scores on keyword relevance of the objects to obtain the k best results efficiently. In summary, the main contributions of this paper are:
-We present S2I, an index that maps each term in the vocabulary into a distinct aR-tree or block that stores all objects with the given term. -We propose efficient algorithms that exploit the S2I in order to process top-k spatial keyword queries efficiently. -Finally, we show through an extensive experimental evaluation that our approach outperforms the state-of-the-art algorithms in terms of update time, I/O cost, and response time.
The rest of this paper is organized as follows. Sect. 2 gives an overview of the related work. Sect. 3 poses the problem statement. In Sect. 4, we describe S2I. In Sect. 5 and 6, we present the algorithms for processing top-k spatial keyword queries. Finally, the experimental evaluation is presented in Sect. 7 and the paper is conclude in Sect. 8.
Related Work
Initially, the research on spatial keyword queries focused on improving the performance of spatial queries in search engines. Zhou et al. [17] did a relevant work combining inverted indexes [18] and R-trees [2] , and propose three approaches: 1) indexing the data in both R-trees and inverted indexes, 2) creating an R-tree for each term, and 3) integrating keywords in the intermediary nodes of an R-tree. They found out that the second approach achieved better performance. However, they did not consider objects with a precise location (latitude and longitude), and did not provide support for top-k spatial keyword queries. Chen et al. [3] also had an information retrieval perspective on their work and did not provide support for exact query location of objects. In their approach, inverted indexes and R-trees are accessed separately in two different stages.
With the popularization of GPS-enabled devices, the research focused on searching for objects in a specific location. Hariharan et al. [7] proposed augmenting the nodes of an R-tree with keywords extracted from the objects in the sub-tree of the node. These keywords are then indexed in a structure similar to an inverted index for fast retrieval. Their approach supports conjunctive query in a given region of space. It is not clear, however, how their solution can be extended to support top-k spatial keyword queries. Later, Ian de Felipe et al. [5] proposed a data structure that integrates signature files and R-trees. The main idea was indexing the spatial objects in an R-tree employing a signature on the nodes to indicate the presence of a given keyword in the sub-tree of the node. Consequently, at query processing time, the nodes that cannot contribute with the query keywords can be pruned. The main problem of this approach is the limitation to Boolean queries and to a small number of keywords per document.
To the best of our knowledge, there are two previous approaches that support top-k spatial keyword queries. They were developed concurrently by Cong et al. [4] and Li et al. [11] . Both approaches augment the nodes of an R-tree with a document vector that represents all documents in the sub-tree of the node. For all terms present in the objects in the sub-tree of the node, the vector stores the maximum impact of the term (normalized weight). Consequently, the vector allows computing an upper bound for the textual score (textual relevance) that can be achieved visiting a given node. Hence, it is possible to rank the nodes according to textual relevance and spatial relevance, and decide which nodes should be accessed first to compute the top-k results.
The work of Cong et al. goes beyond the work of Li et al. by incorporating document similarity to build a more advanced R-tree namely DIR-tree. DIR-tree groups, in the same node, objects that are near each other in terms of spatial distance, and whose textual description are also similar. Furthermore, instead of comparing vectors at query time, DIR-tree employs an inverted index associated with each node that permits to retrieve the children of the node that can contribute with a given query keyword efficiently. Only the posting lists associated with the query keywords are accessed. Cong et al. also propose clustering the nodes of DIR-tree (CDIR-tree) to further improve the query processing performance. The main idea is grouping related entries (objects, in case of leaf-nodes) and employing a pseudo-document to represent each group. Hence, more precise bounds can be estimated at query time, consequently, improving the query processing performance. However, it is not clear if the improvement achieved at query processing time compensates the additional cost required for clustering the nodes (pre-processing), and the extra storage space demanded by CDIR-tree. Moreover, keeping a CDIR-tree updated is more complex. For this reason, we decided to compare our approach against the DIR-tree proposed by Cong et al., and we consider this approach as the state-of-the-art.
Problem Statement
Let P be a dataset with |P | spatio-textual objects p = p.id, p.l, p.d , where p.id is the identification of p, p.l is the spatial location (latitude and longitude) of p, and p.d is the textual document describing p (e.g., menu of a restaurant). Let q = q.l, q.d, q.k be a top-k spatial keyword query, where q.l is the query location (latitude and longitude), q.d is the set of query keywords, and q.k is the number of expected results. A query q returns q.k spatio-textual objects
Furthermore, a spatio-textual object p is part of the result set R of q, if and only if exists at least one term t ∈ q.d that is also in p.d (p ∈ R ⇔ ∃t ∈ q.d : t ∈ p.d). The score of p for a given query q is defined in the following equation:
where δ(p.l, q.l) is the spatial proximity between the query location q.l and the object location p.l, and θ(q. Spatial proximity (δ). The spatial proximity is defined in the following equation:
where d(p.l, q.l) is the Euclidean distance between p.l and q.l, and d max is the largest Euclidean distance that any two points in the space may have. The maximum distance may be obtained, for example, by getting the largest diagonal of the Euclidean space of the application.
Textual relevance (θ). There are several similarity measures that can be used to evaluate the textual relevance between the query keywords q.d and the text document p.d [13] . In this paper, we adopt the well-known cosine similarity between the vectors composed by the weights of the terms in q.d and p.d:
In order to compute the cosine, we adopt the approach employed by Zobel and Moffat [18] . Therefore, the weight w t,p.d is computed as w t,
where f t,p.d is the number of occurrences (frequency) of t in p.d; and the weight w t,q.d is obtained from the following formula w t,q.
, where |P | is the total number of documents in the collection. The document frequency df t of a term t gives the number of documents in P that contains t. The higher the cosine value, the higher the textual relevance. The textual relevance is a value within the range [0, 1] (property of cosine).
We also define the impact λ t,d of a term t in a document d, where d represents the description of an object p.d or the query keywords q.d. The impact λ t,d is the normalized weight of the term in the document [1, 16] 
The impact takes into account the length of the document and can be used to compare the relevance of two different documents according to a term t present in both documents. Consequently, the textual relevance θ(p.d, q.d) can be rewritten in terms of the impact [16] 
Other types of spatial proximity and textual relevance measures such as Okapi BM25 [13] can be supported by our framework. The focus of this paper is, however, on the efficiency of top-k spatial keyword queries. In the following, we present the S2I (Sect. 4) and describe the algorithms to process top-k spatial keyword queries efficiently (Sect. 5 and 6).
Spatial Inverted Index
The S2I was designed taking in account the following observations. First, terms with different document frequency should be stored differently. It is well-known term id dft type ptr that the document frequency of terms in a corpus follows the Zipf's law, which means that there are a small number of terms that occur frequently, while most terms occur infrequently [10] . Current approaches that support top-k spatial keyword queries ignore this property and store frequent and infrequent terms in the same way. For example, the impact of a term that occurs in a single object has to be replicated in several nodes of the DIR-tree to indicate the path in the tree for the given object. Second, good support for distribution is important for scaling applications that can benefit from top-k spatial keyword queries. Third, keeping the index update is important. The current approaches require accessing one or several inverted files to perform a single update, which has a significant cost. Finally, response time is critical for several applications. Our approach accesses less disk pages and can perform queries more efficiently.
The S2I maps each term t to an aggregated R-tree (aR-tree) or to a block that stores the spatio-textual objects p that contain t. The most frequent terms are stored in aR-trees, one tree per term. The less frequent terms are stored in blocks in a file, one block per term. Similarly to a traditional inverted index, the S2I maps terms to objects that contain the term. However, we employ two different data structures, one for less frequent terms and another for more frequent terms that can be accessed in decreasing order of keyword relevance and spatial proximity efficiently.
The S2I consists of three components: vocabulary, blocks, and trees.
-Vocabulary. The vocabulary stores, for each distinct term, the number of objects in which the term appears (df t ), a flag indicating the type of storage used by the term (block or tree), and a pointer to a block or aR-tree that stores the objects containing the given term. -Blocks. Each block stores a set of objects, the size of a block is an application parameter. For each object, we store the object identification p.id, the object location p.l, and the impact of term t in p.d (λ t,p.d ). The objects stored in a block are not ordered. -Trees. The aggregated R-tree [14] of a term aR t follows the same structure of a traditional R-tree. A leaf-node stores information about the data objects: p.id, p.l, and λ t,p.d . An intermediary-node stores for each entry (child node) a minimum bounding rectangle (MBR) that encloses the spatial location of all objects in the sub-tree. Differently from an R-tree, the nodes of an aR-tree store also an aggregated non-spatial value among the objects in its sub-tree. In our case, the aggregated value is the maximum impact of the term t among the objects in the sub-tree of the node. Hence, we can access the objects in aR t in decreasing order of term relevance and spatial proximity.
Example 1. Fig. 2 presents the S2I created from the objects depicted in Fig. 1 . In order to simplify the presentation, we assume in all examples that the impact of a term in a document (λ t,d ) is defined by the number of occurrences of the term in a document. We also assume that α = 0.5 in all examples. We drop these assumptions in the experimental evaluation. The less frequent terms are stored in a block, while the more frequent terms are stored in an aR-tree, see Fig. 2(a) . The aR-tree of terms t 1 and t 3 is depicted in Fig. 2 (b) and 2(c), respectively. The root of R t1 contains two entries e 1 and e 2 . The entry e 1 contains the spatiotextual objects {p 1 , p 3 }, while e 2 contains {p 4 , p 6 }. The objects p 1 and p 3 have one occurrence of t 1 (f = 1), while p 4 and p 6 have two occurrences of t 1 (f = 2). The number of occurrences of a term in bold present the maximum number of occurrences of a term among the entries of each node.
The S2I has several good properties. First, terms with different document frequency are stored differently. Second, S2I has good support for distribution. S2I employs a different data structure for each term and can benefit from techniques used by traditional distributed search engines such as term partitioning [18] . Third, S2I provides good support for updates. Although one tree or block has to be accessed for each term in an object, the operations executed at each tree or block can be performed efficiently. Furthermore, the average number of distinct terms per document is small in most of the applications that are target of this query, as it can be seen in Table 2 (Section 7) . Finally, S2I allows efficient query execution. For queries with a single keyword, only one small tree (in general) or a block needs to be accessed. For queries with several keywords only few nodes of a set of small trees or blocks are accessed. No access to external inverted indexes is required. In the following, we present the algorithm to process single-keyword (Sect. 5) and multiple-keyword queries (Sect. 6) employing S2I.
Algorithm 1 SKA(MaxHeap H
else //e is a leaf-node 10:
for each spatio-textual object p ∈ e do 11:
end
Single-Keyword Queries
Top-k spatial keyword queries with a single keyword t can be efficiently processed using the S2I, since only one single block or tree containing the objects with the term t is accessed. If the objects are stored in a block, the query processing steps are: 1) retrieve all objects p in the block, 2) insert the objects in a heap in decreasing order of τ (p, q), and 3) report the top-k best objects. If the objects are stored in an aR-tree, we employ an incremental algorithm (Algorithm 1) to retrieve the objects in decreasing order of τ (p, q).
The SKA (Single Keyword Algorithm, Algorithm 1) visits entries e (nodes or objects) in an aR-tree in decreasing order of τ (e, q). The score of a node n, τ (n, q), and the score of an object p, τ (p, q), are computed in a similar way. The spatial proximity δ(n, q) is obtained computing the minimum Euclidean distance between q and any border of the MBR of n. On the other hand, the textual relevance θ(n, q) is obtained multiplying the impact of t in the query λ t,q by the impact of t in the node λ t,n that is the maximum impact among any entry e in the sub-tree of n. Consequently, the score τ (n, q) is an upper bound score for any entry e in the sub-tree of n, since any entry e in the sub-tree of n has a distance to q longer or equal d(q, n), d(q, n) ≤ d(q, e); and the term impact of n is higher or equal the term impact of any entry e, λ t,n ≥ λ t,e .
SKA receives as parameter a priority queue (MaxHeap) H t and a query q. The heap stores the entries e of R t in decreasing order of score τ (e, q). Initially, the heap has the root of R t . The entry e (line 3) is the entry with highest score in H t . If e is an intermediary-node (line 5), the algorithm computes the score of all nodes n children of e and insert n in H t in decreasing order of τ (n, q) (lines [6] [7] [8] . If e is a leaf-node (line 9), the algorithm computes the score of all objects p children of e and insert p in H t in decreasing order of score (lines 10-12).
This process repeats until an object p achieves the top of the heap (line 4). This means that there is no other object in H t with higher score than p. Therefore, p can be reported incrementally (line 16). The algorithm keeps the state of the variables for future access.
Example 2. Assume that we want to obtain the top-1 object among the objects depicted in Fig. 1 according to the query keyword q.d = {bar} and the query location q.l = (6, 5). The query processing starts accessing the S2I and acquiring the information that objects with the term "bar" (t 1 ) are stored in aR t1 , Fig. 2(b) . The SKA algorithm starts with the root of aR t1 in H t1 and inserts the entries e 1 and e 2 in the heap, H t1 = e 2 , e 1 . The entry e 2 is in the top of H t1 because it has a better score, τ (e 2 , q) > τ (e 1 , q). The score of e 2 is higher because it has a higher term frequency (f e2,t1 = 2) and is nearer to q. The algorithm continues removing e 2 from the heap and inserting the objects p 4 and p 6 into H t1 = p 4 , p 6 , e 1 . In the next iteration, p 4 reaches the top of the heap H t1 and is returned as top-1.
The problem of retrieving the objects in increasing order of score is similar to the problem of retrieving the nearest neighbors incrementally [8] . In the following, we present the algorithm to process multiple keyword queries.
Multiple-Keyword Queries
We divide this section in two parts. First, we define partial-score that is the score of an object according to a single term in the query, Sect. 6.1. Second, we present the algorithm to aggregate the objects retrieved in terms of partial-score to compute the top-k results, Sect. 6.2.
Partial-Score on Keyword
Processing multiple-keyword queries in the S2I requires aggregating objects from different sources S i (aR-trees or blocks), where i refers to a distinct term t i ∈ q.d. The naïve way is to retrieve objects p from each source S i in decreasing order of score τ (p, q) (Equation 1) replacing q.d by a query term t ∈ q.d, τ (p, {t}). The final score is obtained adding the scores retrieved for each term. However, τ (p, q) = t∈q.d τ (p, {t}), because the spatial proximity is replicated in the scores computed for each term τ (p, {t}). Hence, we propose to derive a partialscore on keyword τ t (p, q) such that the score τ (p, q) can be computed in terms of the sum of partial-scores obtained from each source, τ (p, q) = t∈q.d τ t (p, q). In order to obtain the partial-score τ t (p, q), we rewrite Equation 1 so that the score τ (p, q) can be obtained in terms of the sum of partial-scores of t:
where |q.d| is the number of distinct terms in the query. From the equation above, we define partial-score τ t (p, q) of p in relation to a term t as:
The partial-score reduces the weight of the spatial proximity δ(p.l, q.l) according to the number of distinct terms in the query q.d. Furthermore, once we have obtained an object p from a source S i , we can also derive a lower bound partial-score τ t − (p, q) for p on the other sources in which p has not been seen yet, τ
|q.d| . This is the lowest possible partial-score that p may have in a source where it has not been seen yet, since the proximity between p and q will not change. With the partial-scores τ t (p, q) and τ t − (p, q), we can compute the lower bound and upper bound scores based on partial information about the object.
Example 3. Assume a query with two terms t i and t j , where the partial-score of p according to term t i is known. The lower bond score of p, p − , can be computed adding the partial-score of p according to t i with the lower bound partial-score of p according to
In the following, we present the MKA algorithm that employs the partialscores to compute the top-k results for queries with multiple-keywords.
Multiple Keyword Algorithm
The Multiple Keyword Algorithm (MKA) computes a top-k spatial keyword query progressively by aggregating the partial-scores of the objects retrieved for a given keyword. The objects containing a given term are retrieved in decreasing order of partial-scores from the source (aR-tree or block). In order to retrieve the objects in decreasing order of partial-score, we employ the SKA algorithm (Algorithm 1) replacing the score τ (p, q) by partial-score τ t (p, q). Each time an object p is retrieved from a source S i (S i .next()), we compute the lower bound score of p, update the upper bound score for any unseen object, and check if there is an object whose the lower bound score is higher or equal the upper bound of any other object. Those objects are reported progressively. We repeat this process until k objects have been found. Algorithm 2 presents the MKA algorithm. MKA receives as parameter a top-k spatial keyword query q and reports the top-k results incrementally. MKA employ one source S i for each distinct term t i ∈ q.d (line 3). Next, for each source S i , the algorithm sets an upper bound u − i that maintains the highest partial-score among the objects unseen from S i (line 6). The upper bound is updated every time that an object p is retrieved from S i (line 10).
During each iteration (lines 7-23), MKA selects a source i (line 8), where the procedure selectSource(q.d) defines the strategy to select the source. In this paper, we employ a round-robin strategy that selects a source S i that is //Upper-bound score for any p ∈ Si 7: while ∃Si such that Si = ∅ do 8: if p ∈ C then 14:
for each p ∈ C do //Update upper bound score of the candidates 17:
end for 19:
reports p as next top-k, halt if q.k objects have been reported 22:
end while 23: end while 24: if less than q.k objects have been reported then 25:
return the objects in C with highest lower bound score p− 26: end if not empty. Other more sophisticated strategies such as keeping an indicator that express the effectiveness of selecting a source [6] can also be employed. MKA continues retrieving from S i the next object p with highest partial-score τ ti (p, q) (line 9), and updating the upper bound score u − i (line 10) with the new partial-score retrieved from S i . At this point, any unseen object in S i has a lower or equal partial-score than u − i . Next, MKA marks that p has been seen in S i adding p into L i (line 11), and updating the lower bound score for p (line 12). The lower bound score is computed by summing the partial-scores known for p with the worst possible partial-score that p may have based on the sources in which p has not been seen yet. Then, MKA checks if p is in the candidate set C, inserting p otherwise (lines 13-15). Next, MKA updates the upper bound score for any object in the candidate set C (lines [16] [17] [18] . The upper bound score for a given object in a source that it has not been yet, does not decrease bellow its lower bound score on that source (line 17). The objects p ∈ C whose lower bound p − is higher or equal the upper bound o − of any other object in C (lines 19-22) are reported incrementally. MKA repeats this process until k objects has been reported, or the sources are empty. If the sources are empty and less than
Steps aR Fig. 3 . State of some variables during the execution of MKA. The candidates p2 and p3 have low score and are omitted from the list of candidates.
k objects have been returned, MKA reports the objects in C with highest lower bound score (lines 24-26) as the remaining top-k.
Example 4. Assume a top-k spatial keyword query q, where q.l = (5, 6), q.d = {bar, pub}, and q.k = 1. The MKA accesses the aR-trees aR t1 (bar) and aR t3 (pub) as depicted in Fig. 2 . The state of some variables during the execution of MKA is shown in Fig. 3 . After the second iteration (step), MKA has retrieved p 4 and p 5 from aR t1 and aR t3 respectively. MKA continues retrieving p 6 from both aRtrees aR t1 and aR t3 . Although p 6 has been found in both aR-trees, it cannot be reported as top-1 since the upper bound score of the other candidates p 4 and p 5 is still smaller than the score of p 6 (Fig. 3) . However, after retrieving p 3 from aR t1 and p 2 from aR t3 , p 6 can be reported progressively as top-1 since its score is smaller than the upper bound score of the other candidates.
Aggregating term-scores to compute the top-k spatio-textual objects is similar to aggregating ranked inputs to compute the top-k results [9, 15] . For simplicity, we omit from the description of Algorithm 2 some implementation details that permit reducing the size of the candidate set and the number of comparisons to update the upper bound score [12] . In the following, we evaluate the performance of SKA and MKA algorithms.
Experimental Evaluation
In this section, we compare our approach the S2I against the DIR-tree proposed by Cong et al. [4] . All algorithms were implemented in Java using the XXL library 1 . The nodes of the aR-trees, employed in S2I, have a block size of 4KB that is able to store between 42 and 85 entries. The blocks in the file used to store the non-frequent items has a maximum size of 4KB that permits to store a maximum of 146 entries. The intuition behind this choice is that we store objects in an aR-tree only when there are enough objects to fill more than one node of an aR-tree. Each node of a DIR-tree also has a block size of 4KB and is able to store between 46 and 92 entries. The parameter β used to balance textual similarity and spatial location during the construction of the DIR-tree was set to 0.1 as suggested by Cong et al. [4] . Setup. Experiments were executed on a PC with a 3GHz Dual Core AMD processor and 2GB RAM. In each experiment, we execute 100 queries to warmup the buffers, and collect the average results of the next 800 queries. The queries are randomly generated using the same vocabulary and the same spatial area of the datasets as used by Cong et al. [4] . We employed a buffer whose size was fixed in 4MB for both approaches. In the experiments, we measured the total execution time (referred as response time) and the number of I/Os (page faults). All charts are plotted using a logarithmic scale on the y-axis. The main parameters and values used through the experiments are presented in Table 1 .
Datasets. Table 2 shows the characteristics of the datasets used in the experiments. We employed four Twitter datasets of 1M, 2M, 3M, and 4M objects each, where each object is composed by a Twitter message (tweet) and a random location where latitude and longitude are within the range [0,100]. In order to create these datasets, we used the first 10 million non-empty tweets from the Standford Twitter dataset 2 . The Data1 dataset was created combining texts from 20 Newsgroups dataset 3 and locations from LA streets 4 . This dataset is similar to the Data1 dataset used by Cong et al. [4] . However, instead of selecting only 5 groups, we employed all documents in the 20 Newsgroups dataset. We also conducted experiments on real datasets: Wikipedia, Flickr, and Open- StreetMap. The Wikipedia dataset is composed by Wikipedia articles with a spatial location. The Flickr dataset contains objects referring to photos taken in the area of London. Each object is composed by a spatial location and a text describing the photo (title and description). Finally, the OpenStreetMap 5 dataset contains objects downloaded from OpenStreetMap covering the entire planet.
Query Processing Performance
In this section, we evaluate the query processing performance of the S2I and DIR-tree for different setups. In all experiments, we employ the default settings (Table 1) to study the impact on I/O and response time, while varying a single parameter.
Varying the number of results (k). Fig. 4 plots the response time and I/O of the S2I and DIR-tree, while varying the number of results k. The response time achieved using S2I is one order of magnitude better than using DIR-tree ( Fig. 4(a) ). Furthermore, the advantage of S2I increases when the number of results increases. The main reason for this is that S2I accesses less disk pages to process a query (Fig. 4(b) . In order to process a query employing DIR-tree, the inverted files at each node are accessed to obtain the posting lists of each distinct keyword in the query. For example, a query with 3 distinct keywords is performed in two steps: first, the postings lists of each keyword is retrieved in order to identify the entries of the node that can contribute to the query results, then the relevant entries are visited in decreasing order of score. Although the size of the posting lists are small, since they are bounded by the maximum capacity of a node, the process to perform such queries on inverted indexes incurs in non-negligible cost.
Varying the number of keywords. Fig. 5 depicts the response time and I/O, while varying the number of query keywords. Again, the response time ( Fig. 5(a) ) and I/O (Fig. 5(b) ) achieved by using the S2I are one order of magnitude better. Single-keyword queries are processed efficiently employing the SKA algorithm. Hence, few pages are accessed during the query processing. As expected, the larger the number of keywords, the higher the I/O required to process the query. However, the advantage of S2I over DIR-tree remains constant, which demonstrates the efficiency of the MKA algorithm. Varying the cardinality. In Fig. 6 , we evaluate the impact of increasing the dataset size (cardinality) on response time and I/O. Again, the response time achieved by using the S2I is around one order magnitude better than S2I, see Fig. 6(a) . Moreover, the advantage increases when the dataset increases. The same behavior is noted in the number of I/Os required, see Fig. 6(b) .
Varying the query preference parameter (α). In Fig. 7 , we study the impact of α (Equation 1) on response time and number of I/Os. The performance of the S2I increases for higher values of the query preference parameter α (Fig. 7(a) ), which means that S2I can terminate earlier if the preference parameter gives more weight to proximity over text relevance. The same behavior repeats in Fig. 7(b) that plots I/O. The query preference parameter does not present an impact on the performance of DIR-tree. The main reason for this is that the Twitter dataset has a large vocabulary and the objects are uniformly spread in the spatial space, which reduces the capacity of DIR-tree to put objects with similar content and similar location in the same node.
Varying the datasets. In Fig. 8 , we present response time and I/O for different datasets. The S2I presents better response time (Fig. 8(a) ) and I/O (Fig. 8(b) ) for all datasets. The response time is influenced by the size of the dataset. The Wikipedia dataset is one of the largest dataset evaluated, since the text associated with each object has many keywords. On the other hand, Flickr and OpenStreetMap datasets have similar number of distinct terms per object, which is, in general, small. Consequently, the performance on those datasets is similar. Finally, Data1 presents the highest I/O. This happens because the total number of unique words in Data1 is small compared to its dataset size. Data1 is created combining 131,461 locations with only 20 thousand documents to create a dataset with 131,461 spatio-textual objects. Hence, there are many objects with the same textual description.
Maintenance and Space Requirements
In this section, we evaluate the maintenance cost and space requirements in both the DIR-tree and S2I. Maintenance. We evaluate the cost of insertions, which are more frequent than updates and deletions. In order to obtain the insertion cost, we inserted 100 objects in S2I and DIR-tree and collected the average time. After each insertion, we flush the data in the index structures. The results are presented in Fig. 9 .
Several storage units (blocks and trees) of the S2I, one per distinct term, are accessed due to an insertion of a new object. However, the tasks executed in a block or in an aR-tree are performed efficiently since they do not require computing the textual similarity between the new object and the objects currently stored in the index. However, the cost of inserting a new object in a DIR-tree requires comparing the similarity between the text of the new object and the text of other several objects in order to find the region of DIR-tree that better accommodates the new object. Moreover, the insertion requires updating inverted files which is also challenging and costly. Space requirements. Fig. 10 depicts the space required for both indexes DIR-tree and S2I. The size required by S2I is larger than the size required by DIR-tree. The main reason is that S2I employs more trees that do not use the space in the nodes effectively. The figure shows also the space required by DIR-tree to execute updates. This space includes the size of the vectors of the pseudo-documents at each node. The vectors are required only during updates, since at query time DIR-tree employs only inverted files. The space required by S2I to perform search and update is the same.
Conclusions
In this paper, we present a new index named Spatial Inverted Index (S2I) and algorithms (SKA and MKA) to support top-k spatial keyword queries efficiently. Similar to an inverted index, S2I maps distinct terms to the set of objects that contains the term. The list of objects that contain a term are stored differently according to the document frequency of the term. If the term occurs often in the collection, the objects with the term are stored in an aggregated R-tree and can be retrieved in decreasing order of partial-score efficiently. Differently, the objects of infrequent term are stored together in a block in a file. Furthermore, we present algorithms to process single-keyword (SKA) queries and multiplekeyword (MKA) queries efficiently. Finally, we show through extensive experiments that our approach outperforms the state-of-the-art approach in terms of query and update cost.
