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CHA.P.rER I 
DEVEIDPMEN.rS IN THE THEORY OF PARTIAL POLARIZATION 
1. Introduction 
Until recently, it was common practice to describe the phenomena of 
interference, diffraction and polarization in terms of the superposition 
of strictly coherent (monochromatic) or completely incoherent vibrations. 
The concepts of coherence and incoherence are mathematical idealizations, 
in general not realizable in practice . For this reason and for reasons 
of generality it is necessary to introduce into the theory the concepts 
of partial coherence and partial polarization . 
Many disjointed attempts were made during the middle of the 
nineteenth century until recently to study the theory of partial co-
herence . For details of the historical survey of the theory of partial 
coherence , we refer the reader to G. B. Parrent (1960) 1 and Born and 
Wolf (1959) . In studying the theory of partial polarization, we shall 
follow, in the main, the formulation of the theory of partial coherence 
due to E. Wblf (1955) since it is most convenient, quite general and 
mathematically rigorous. In the study of partial coherence, we associ-
ate a scalar disturbance V(t) at a typical point ~ in the field at time 
t . The theory of partial coherence is then developed in terms of corre-
lation functions . In particular, the cross-correlation function of the 
disturbances at two different points in the field, at two different 
times, defined as the Mutual Coherence function, /:2 ('(} where ?:: is the 
time delay, plays a central role . Here, we propose to study the subject 
of polarization, and subsequently generalize it to the investigation of 
- 1 -
partial polarization . In doing so it will be necessary to take into 
account the vector nature of light . As we shall see, the structure of 
the theory of partial polarization will have a great deal in connnon with 
the theory of partial coherence. 
The laws of elementary optics associated with the names of 
Brewester and Malus, and the methods of combining two harmonic dis-
turbances at right angles to each other are all too well known to need 
a description here . These basic concepts are of course important and 
very useful in understanding the underlying physical ideas in the study 
of polarization. In what follows, we shall mainly concern ourselves with 
the mathematical formalism that generalizes these basic concepts with a 
further extension of the possibility of bringing into the formalism the 
concept of partial polarization. The formalism, apart f'rom being elegant 
will be found to introduce considerable simplicity as opposed to the 
older method when the effect of several "pola.rizing 11 instruments is to 
be studied. 
Before discussing the formalism, it will be convenient to outline 
the central idea emp::Qred in the modern methods. We restrict ourselves to 
plane wave fields (monochromatic or otherwise) • We assume a plane wave 
is propagating along the positive z-direction of a suitably chosen space 
set of axes, as in Figure 1 . A series of optical (polarizing) in-
struments in cascade ( shown as a black box, Fig . 1) are then to be 
FIGURE 1 
2 
thought of as "operating" on the incoming plane wave to produce, 
subsequently, an outgoing plane wave. In doing so, we must first obtain 
a suitable "representation" of the plane wave that can be uniquely asso-
ciated with it . The black box is then specified by means of a mathe-
matical "operator". We require that this operator shall be linear. This 
is in accordance with the fact that Maxwell's equations which govern the. 
field (and the mutual coherence function /~2 ) that is propagated in ac-
cordance with Huygens' principle are all linear . The modern methods to 
be described in what follows capitalize on the linearity of the problem 
and take account of the vector nature of light by appealing to matrix 
methods. 
Historically, Stokes (1852) was the first to specify the field in 
terms of observables, the four Stokes parameters. One of which refers to 
the total intensity at a typical point of the field while the remaining 
three, as we shall see, specify the state of polarization. Later Poincare 
(lt5'2) introduced what is now known as the Poincare sphere which we shall 
study in Section 4 after introducing the Stokes parameters. The points on 
the Poincare sphere are representatives of states of polarization. The 
operation of an instrument on the incoming field is then described as the 
displacement of a typical representative point, to a new paition on the 
Poincare sphere. Such a geometrical interpretation is indeed satisfying, 
more so because it gives further insight into the basic physical problem. 
These ideas were used extensively and applied in the study of both uni-
axial and biaxial crystals, especially by S. Pancharatnam (1956). 
Jones (1941) reconsidered the problem of monochromatic (hence fully 
polarized) beams and for the first time introduced matrix methods. Jones 
3 
and his collaborators successfully dealt with the fully polarized wave 
fields by developing the theory in terms of the field components, and 
specifying the instrument by a (2x2) complex matrix. However, the field 
components themselves are not the observables of the radiation field at 
high (optical) frequencies. Realizing this, Mueller (see Schurcliff 
(1962) .and Parke (1949) ) made use of the Stokes parameters which are, 
as we shall see, the observables of the radiation field. The parameters 
of the outgoing field are then obtained as follows. The instrument is 
represented by a 4x4 (real) matrix (called the Mueller matrix) which 
operates on the four Stokes parameters displayed as a four-element 
column vector. This latter is often called the "Stokes vector" . 
The more recent treatments of (partial coherence) partial polariza-
tion employ the concepts of correlation functions and "coherency 
matrices" which were first originated by Wiener (1930) and later by 
Wolf (1954). Further Wolf (1959) stressed the importance of uniquely 
associating a convenient (complex) representation with the real field, 
and pointed out the suitability of the analytic signal representation 
in this respect. Later Parrent and Ro~ (1960) discussed the formal 
similarity of the coherency matrix representation of the field with the 
density matrix of quantum statistical mechanics. They applied the co-
herency matrix formalism to certain specific optical instruments by de-
riving the transformation law for the coherency matrix in terms of the 
instrument operators. 
In the context of this brief survey we shall now consider in some 
detail the various methods outlined above. In doing this we propose to 
bring these methods into one framework. (We mention that a similar 
4 
approach was also taken by N. G. Parke III (1949) .) 
Strictly speaking, we should start with the introduction of the 
analytic signal representation of the field. But we shall postpone 
this refinement until Chapter II, and concentrate on the general 
notion of the several formalisms to be studied here. In general, in-
strument operators are frequency dependent. They will introduce dif-
ferent effects on different Fourier frequency components of the field . 
We shall, however, restrict ourselves to the quasimonochromatic ap-
l '15"1 
proximation . Then it can be shown (Wolf ) that t he effect of the 
instrument is the same as if the x- and y-components of the field 
were themselves affected by the same amount as the mean Fourier fre-
quency component. Thus in this approximation all frequency dependent 
quantities may be evaluated at the mean frequency v and furthermore we 
may operate directly on the x- and y-components of the field instead of 
the respective Fburier frequency components separately. 
In Section 2, t he Jones met hod is discussed by way of illustration . 
In Section 3, the coherency matrix formalism is introduced. The Mueller 
method is then discussed in Section 4 with reference to the notion of 
the Poincare sphere. Finally, in Section 51 we consider some special 
topics of interest. 
2. Jones method 
As remarked earlier, we consider here purely monochromatic (hence 
fully polarized) fields. We associate (Fig. 1 ) with the incoming mono-
chromatic plane wave field, a two-component column vector ~ 
5 
[~] 
where E and E are time harmonic . That is 1 their time dependence is X y 
of the form exp (i2~) where v is the frequency. (For future re-
ference, we point out that the real and imaginary parts of this re-
presentation are Hilbert conjugate, and hence it is an analytic 
signal. It is important to see that the analytic signal is a natural 
generalization of the representation that has long been used in re-
lation to monochromatic fields.) 
" The instrument operator we shall denote by L having the form 
l 
where a, b etc. are its possible matrix elements. The outgoing field 
is then easily obtained by matrix multiplication 
Example: Consider a plane polarized collimated beam of light with the 
plane of polarization making an angle of 45° to the x-axis, incident 
on a compensator ( A /4 plate ) with its slow axis in the x-direction. 
We wish to obtain the polarization characteristics of the outgoing 
beam of light. 
6 
(2.1) 
(2.2) 
(2.3) 
FIGURE 2 
First we associate according to (2 .1) a two-component column vector 
with the incoming beam 
where, in the constant a we absorb the amplitude and the time 
harmonic factor exp(i2~ ~t). Now the compensator will not mix the x-
" and y-components of the field, hence the matrix operator L(2 .2) must 
' 
be diagonal. Furthermore, it only changes the relative phase dif-
ference between the field components . Therefore, we have 
[ l~) ~] " :~s] " e L~ (J1 L 0 
we shall choose the latter form for reasons of symmetry. Such a 
compensator will introduce a relative phase difference of 2b in the 
x- and y-components . In particular, when ~ = ~/4, L represents a 
quarter-wave plate and we have, according to the transformation law 
(2.3) 
(2.4) 
(2.5) 
7 
t' 
as the representation of the outgoing field Figure 2. The two 
component vector c' clearly shows that the y-component is retarded 
in phase by ~/2 relative to the x-component . Hence, the outgoing 
* field is Right-circularly-polarized. The total intensity for the 
incoming and the outgoing field is easily seen to be 
1 
For N-instruments in cascade, we simply multiply the N-
~ A ~ ~ A 
operators (~~_1 •• • • 1211 ) to get a combined operator matrix L for 
the system. The outgoing f ield is easily obtained by using (2.3). 
This is indeed a very simple and elegant approach. In reality 1 of 
course, monochromatic (fully polarized) wave fields are mathematical 
idealizations. In considering the more realistic quasimonochromatic 
approximation to the radiation field, we first observe that the two-
component representation (2.1) of the field is not adequate to study 
partially polarized (or in the extreme case unpolarized) wave fields. 
It is therefore necessary to go to a higher order representation of 
the field. We give one such possibility in the next section. 
(2.6) 
*For an observer looking in the direction in which the light is coming, 
the field is customarily called right-circularly-polarized if the tip of 
the electric vector describes a circle in the clockwise sense. (Born 
and Wolf (1959) p. 27~ 
8 
9 
3. The Coherency Matrix Formalism: 
We first consider by way of xample (natural) unpolarized 
quasimonochromatic radiation field. By unpolarized we mean that the 
position of the electric vector is indeterminate . That is, it is 
equally likely to be anywhere in the x-y-plane . Consequently, its 
projection on the x-axis , on a long-time average basis, will be as 
many times positive as negative . Similarly, for the y-projection . 
Hence, in a sufficiently long-time average we may expect that 
Z.Ex / = 0 (3.1 ) 
and 
0 
where <:- --)>stands for time average. However, the intensity in 
the x- or y-component is always positive , so that the time average 
intensity is not zero. On the average, we may expect the intensity 
in the x- andy-components to be equal, i.e ., 
(3-2) 
Furthermore, the x- and y-components in our present example are un-
correlated and hence, on the average 
0 (3-3) 
because they have zero mean, see (3.1) . It is convenient to regard 
the correlation functions considered in (3.2) and (3.3) as the ele-
ments of a (2x2 ) matrix and write 
[~ 0,] ~ 1 v (3.4) 
where I is the total intensity, i.e., 
(3·5) 
The matrix in (3.4) is called the coherency matrix representation of 
the unpolarized radiation field; it is simply a constant multiple of 
the unit matrix . 
We now formulate mathematically the coherency matrix represen-
tation of the (quasimonochromatic ) radiation field. Consider a 
quasimonochromatic light of mean frequency j propagating in the 
positive z-direction. Let (see Born and Wolf (1959) p . 541) 
EX { t) a_ I ( t) Q X f [! { <t, ( t ) - :Z7L ~ t } J 
Eif (_ t) ==. ~ ( t) exr G i <P-'l ( -t)- .!br J) t i] 
~ 
represent two mutually orthogonal components at a typical point x in 
the field at time t. Following Parrent and Roman (1960) we now de-
fine the coherency matrix J by the direct product, 
J = <_t_ X t_t / 
- l ~ExE:~ <Ex E::J* / l 
< E:J E; / zE'} E"x > 
[Jxx 
J~ )C. 
JX1-] 
J~'j • 
(3.6) 
(3·7) 
10 
Here the elements E , E of the two-component column vector l are as X y 
given in (3.6). The matrix l.t is the Hermitian conjugate of f.,, i.e., 
the row matrix 
The x signifies the Kronecker product (direct product) of C and C t 
in (3.7), while <._- -> as before stands for the time-average. 
~en such a beam of light passes through an instrument whose 
"' matrix we denote by L, we first observe that 
) (3. 8) 
and so the coherency matrix representation J' of the outgoing beam 
is 
, 
J 
or making use of (3.7), 
(3. 9) 
This is the transformation law for the coherency matrix. 
At this point, it will be instructive to study the example 
considered in Section 2 in terms of the coherency matrix. In this 
particular example, the operation of the time average in defining 
the coherency matrix (3.7) may be omitted, since the field incident 
on the quarter-wave plate is purely monochromatic . Following the 
11 
definition (3.7), the coherency matrix for the incident beam is found 
to be: 
J (3.10) 
,... 
The matrix L for the compensator is that given in (2. 5) for 
b .. + 1t'/ 4. Using the transformation law ( 3. 9) , the coherency matrix 
for the outgoing field is obtained. We find 
as the coherency matrix for right-circularly-polarized radiation 
field. 
The total intensity in the field is given simply by the trace 
of the coherency matrix, 
_i-=TYJ 
For the particular example just studied, the total intensity is 
I 
for both the incoming and the outgoing beams as in (2.7). 
The degree of polarization P may be defined as t he ratio of 
the intensity of the polarized part I 1 of the radiation to t he po 
total intensity of Itot' 
(3.11) 
(3.12) 
12 
p ·IroL 
I .tot 
For the details of the calculation we refer the reader to Born and 
Wolf ( I 95'11p.548). In analogy with the theory of partial coherence, 
we may define the normalized cross-correlation function ~xy as 
JXj 
) 
(by Schwarz' inequality it can be shown that I ft-xyl~ 1 ). 
In other words, we have regarded the field under consideration as a 
coherent superposition of two fields, one fully polarized in the x-
(3.13) 
(3.14) 
and the other in the y-direction. Alternatively as Parrent and Roman 
(1960) have shown the degree of polarization may be defined as the 
maximum modulus of ~xy with respect to the rotation of the under-
lined coordinate system about the z-axis. The formula for the degree 
of polarization so obtained is 
(3.15) 
where det J is the determinant value of the coherency matrix J. 
The expression for P is rotationally invariant, since det J and TrJ 
are themselves independent of the particular choice of the x- and 
y-axis . We observe that the degree of polarization is zero for 
natural radiation according to the coherency matrix in (3.4). On 
the other hand P = +1 for the coherency matrices in (3.10) and (3.11) 
which represent monochromatic wave fields. By the alternative 
13 
definition of P as the maximum modulus of A it is seen that 
xy 
O~P~l. 
Before closing this section, we remark that the coherency matrix 
representation of the partially polarized wave field is Hermitian. 
The matrix J is 2x2, and hence contains only 4 independent real para-
meters. These four parameters can be determined by experiment and 
are sufficient to specify the field . We first note that the intensity 
is the observable parameter in any experiment. The intensity I' of 
the outgoing beam can be found from the transformation law ( 3. 9); thus, 
(3.16) 
Let us consider an example of a polarizer such as a Nicol prism 
which passes only a particular component of the field, say the 
component making an angle 9 with the x-direction. Thus a Nicol 
prism may be represented as a projection operator, 
Jt -
" 
C..os f).- ~<9 ~~t:J--
P( t) l ~;z {)_ ~ (;) /-0 s [)_ 
(3.17) 
...... J 
which is Hermitian and takes the projection of the ~ -field in the 
g -direction. Projection operators satisfy the idempotency condi-
tion 
t\ 
P(6J) (3.18) --
14 
If natural unpolarized radiation (see (3.4) ) is incident on a Nicol 
prism, the intensity I' of the outgoing field is found by using (3.16). 
The result is 
~I. 
Thus only half the original intensity passes through the polarizer. 
Now consider an arbitrary beam whose coherency matrix is as 
given in (3.7). ~en this is incident on a polarizer which is 
oriented in such a way that g = o, we get 
The measurement of this intensity thus gives us the value of the 
parameter J in (3.7). Similarly, for the y component, 
XX 
Further, it can easily be verified that 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
* " :rr~':rr"' 1! Furthermore, if we consider a cascade of instruments C(+ ~)P(4)c(- 4) 
" where C is the compensator (2.5), it is possible to show that 
* We shall have occasion to study this combination of instruments in 
Chapter III where we shall also see that operator C(~l!/4) is the same 
as the compensator e( +1!/4) rotated through 1!/2 above the z-axis. That 
is, the fast and the slow axes of the compensator are interchanged. 
15 
Thus we see from (3.20, 3.21, 3.22, 3·23) that only four intensity 
measurements are necessary to determine the four parameters J , 
XX 
J , ReJ , and Im J of the coherency matrix. We mention that yy xy xy 
there are other ways in which the measurements of the elements of 
the coherency matrix can be carried out; we have given only one 
such procedure . 
Thus in the coherency matrix formalism the state of the field 
* and the instrument operator are bot~ 2x2 matrices , in general 
having complex elements. In the following section we give an al-
ternative description of the problem, known as the Mueller method. 
In it the state of the field is specified by a column vector 
(Stokes vector) having real components and the instrument operator 
as a 4x4 matrix (Mueller matrix) with all its elements real. 
4. The Stokes parameters and the Mueller Method 
For convenience, and to maintain uniformity we again start with 
the elements of the coherency matrix. This time we define a column 
vector by the formula 
(4. 1) 
* we shall capitalize on this fact in the formalism to be developed in 
Chapter II. 
16 
where * denotes complex conjugate . The elements of J in (4.1) are in 
fact the same as the elements of the coherency matrix . A further ad-
vantage is gained by making a sui table unitary transformation in this 
four-dimensional space such that the new elements are all real. We, 
in fact , have 
Tj (4.2) 
** where T is the unitary transformation . Written in full, thi s is 
[!~J- ['~ ~ ~ -~] t~~l 
s3. o - i.- i o J""~'j 
The new elements so defined are called the Stokes parameters and are 
all real. Like the coherency matrix, the four Stokes parameters are 
sufficient to specify the state of the field . 
We now find the transformation law for the Stokes parameters as 
the light passes through a physical device . We recall Equation (3 . 8) 
and observe that ..~<: 
* " ,... " e* '> < t.' x c.' / == < L c. x L c ~" 
or (4.4) 
In the last step we have made use of the relation 
* *We mention that the matrix T is not quite unitary because a constant 
factor (1/~) has been omitted. This is done, in order that the defini-
tion of the Stokes parameters as given in (4.3) will coincide with the 
customary definition (Stokes 1952). 
17 
where A, A' etc. are matrices, and the X stands for their Kronecker 
product. Further, making use of the transformation matrix T of (4.2) 
we easily find that 
s' = T &' = T ( L x L ''() T_, T 3 == [T(l x L'1)fj s 
,.. 
or defining the Mueller matrix M by 
' 
we have 
1\. 
s' _ MS 
The solution of the example given in Section 2 is straightforward, 
by using the Mueller method. ~ only mention that the Mueller 
matrix ~M( b ) for a compensator C ( ~ ) , 
iS 
e-
0 
0 
can be constructed by using (4.6). We, 
0 0 
, ... 
~ (~) = 0 0 
c..os :t~ M 0 0 
0 0 ~~~ 
in fact, find that 
0 
0 
-~;{_~ 
c__o s !tS 
18 
(4.6) 
(4.8) 
(4. 9) 
For case of comparison, we give in Table i, the Jones vector 
the coherency matrix J and the Stokes vector S for special cases of 
purely monochromatic wave fields in definite states of polarization . 
We have omitted in Table i the normalization factors, solely for 
convenience of tabulation . 
, 
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St4llt0, of 
J s· pol~ia&t!oo ~ 
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- 20. -
J • 
In the Stokes parametric representation of the field, the total 
~ 
intensity is given by S , since from (4.3) we find 
0 
The degree of polarization P can be defined in terms of the Stokes 
parameters . We simply substitute from (4.3) into (3.15) and obtain 
p + 
As to the measurement of Stokes parameters we follow the procedure 
outlined in Section 3· Since the Stokes parameters are linearly re-
(4.10) 
( 4.11) 
lated to the elements of the coherency matrix through Equation (4.3), 
the proper linear combinations of the four intensity measurements in 
(3.20) to (3.23) enable us to determine the Stokes parameters . 
For a fully polarized wave field P ; +l and the definition of 
the degree of polarization (4.11) gives 
This is an equation of a sphere, called the Poincare sphere, (in 
the Stokes subspace s1 , s2 , s3) whose radius is s0 , the total in-
tensity. For partially polarized wave fields the radius of the 
sphere is PS while for unpolarized (natural) radiation the sphere 
0 
shrinks to zero radius. Each point on this sphere corresponds to 
(4.12) 
definite values of the parameters s1 , s2, s3, and hence to a definite 
state of polarization. In Figure 3 "'·re show a unit sphere in the 
21 
Stokes subspace (s1, s2 , s3). On this sphere we depict symbolically 
the states of polarization listed in Table i . 
Now in the exan~le considered in Section 2, we see that the re-
presentative point on the Poincare sphere for the incident beam has 
coordinates (o, +S2, 0). After passage through the compensator 
( A /4 plate) the outgoing beam was found to be right circularly 
polarized. In other words, as remarked in the introduction (Section 1), 
the representative point has moved on the Poincare sphere to a new 
position whose coordinates are (o, o, +S3). It is thus evident that a 
compensator with its slow axis in the x-direction causes a rotation 
about the s1-axis in the Stokes subspace. This is also evident from 
1\ * the form of the Mueller matrix CM in (4.9). 
Before closing this section we give, in table ii the representa-
tions of certain familiar optical instruments for ready reference. 
* In Chapter III we shall study this remarkable property of the Poincare 
sphere with regard to several physical devices . 
22 
0 
. "' POINCARE SPHERE 
Fig3 
...... 1 
.. 
i 
1 
"l 
t 
' ~ · 
·i 
l 
_, 
,, 
+ 
··(;· 
t 
· l . 
..  
'· 
/ 
. 
I 
I 
I 
I 
I 
.. I 
:· I 
I 
r 
:. , I 
i· 
I' 
' ! 
' 
l 
..
'!'a'blo ii: 'Eke o~i~ 2n2 cs::.t'l ~~ f::il:Ollm'" mWiX &'O~"Gsoo~;.ioill3 of 
e~·~ Oit~i<1."}l :h1s-~~to 
:rns=t I !llt2 ~=·•~;.., 
Co::yoar.m.tol" 
Irr~rot1ucos "e 
~ltYUve ~~a 
dif:fcronce oi 2 b 
Ro·,o;~oj. .. 
P.ot"iY:OO ·;;.:oe 
u 
" [ i..b G(~) = : e~bJ 
,.... 
cos e 
- siVl e 
_· L 
-
~ller ~t':l"m 
., 
0 
. I . 
0 0 
c (b):: 0 I 0 0 c.osa& - Sit"'~b M o 0 
~0 0 sili ~~ cos ~b 
-
-0 0 0 
p.l:21e o.Z to:!.r-r·:h:r~·(;io~ 
o"tou·i; ·~he z--r..:-1!~.0 
till.vot~ C:J3f.,O g 
A f<.(t9)::: 
" r~ 
·R ( e) - o 
M - l~ 
c. os tte -sin .ft.e 0 
sinJt e 
Polm.•:l.~: <:.c.' 
ift";~::;;::-;; · · •~ojcn·'"lo~ 
_ ... ~.....,~..., '-'-~ L·C# . ~tw: .... 
o'2 ·~e :?io~ .. u :1~ ·~::0 
d.i:!."c·c·t:i.oa CJ u:i:~~l ·~:m 
::_: .. m:is 
:tlco:r"bc:1' 
n. ":";:() .;::-1~"' ·~',n Q't'- ,.0"'7'"' :!.en "l=:t -\7 ~. ~ \J- . ·-.:.·~ L._t':JJ . 
co.oi:?:L~:.J.r:.::::~ :!1 ·::::e 
~t ~'Sl:1 y m:.·c~·~itJ6ln 
~-"~i~r·.• 1;)..,.,~ .... . _~ ... 
~.~~' ' ,•/0 -: r~-- :.:2 '.;~30:~Pt.>-Oil \ . 
co~2:ticic:z:~ ~::.(-;-Hi[. ·:·h ) 
- .,;! •y QilCl. r.:..~r"-:11 lUg:Za;?CllCO 
byE. i( ~ ~'1.~ .. ~y» 
" p (d.):: 
.... 
A= 
sin e 
b.. 
I"" &. 
cos ~ 
cos e 
-
4i;...tlc{ COSt• 
. 2.. 
/M'A o(.. MI\.G! CO$ c{ 
-
0 
i yt~! [~~-
~ 
~ r~~ .,~ e 0 
::.e" 
I 
Lo 
' 
-(>6 
e 
-
~ .,.. 
I 
1\ 
0 
c.os~ e 
0 
c.o s c.C-(.cX 
., 
Cos~~c~ 
0 
I .. 
~~c{ 
~:Qc;{. co sao<. 
~~;;:< .l. 4W-.~~o{~s~c<. /.2.t'V\ ~c< 
p ( c{) ~ :.L I C 0$ h<-
M 2 
0 0 0 
'-
0 
r-
cosh :te --4-iMh ~Go 0 
0 
0 
-
" 0 
0 
0 
0 
-
- -
l\ 
~ 
Having thus familiarized ourselves with these methods of dealing 
with the problems concerned with polarized or partially polarized 
light, we shall now turn our attention to some special topics of in-
terest. 
5· Selected topics 
(a) Probabilistic interpretation of the eigen-values of J 
The coherency matrix J (3. 7) is Hermitian, and hence a 
suitable unitary matrix can always be found to diagonalize it. Its 
eigenvalues A 1 and A 2 are obtained by solving the characteristic 
equation . They are found to be 
A, -' r,....J 
.:t [I + J I - 4-dei: J ' ] (T-r J)7-
A =- _, T-r J 
):. :J_ [I - jl _4-cle:t:r '] (T -.r :::J) :2.. 
When diagonalized, the coherency matrix has the form 
I]) -. r "a· 0 .] L i\~ 
We first propose to give in this section a possible probabilistic 
interpretation of the eigenvalues of the coherency matrix given in 
(5.2). The diagonalized coherency matrix in (5.2) may be rewritten 
in the form 
,.\ .A J.D 
,+ ..2_. 
·+ -0] , [0 
0 ,\I +A.2. 0 
J (~) + ]) 
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(5.1) 
(5.2) 
(5 ·3) 
Presented in this form the original partially polarized beam whose 
coherency matrix JD may be regarded as made up of an incoherent 
superposition of two independent fully polarized beams of relative 
intensities 1 land A2 • Beam (l) whose coherency matrix is JD(l) is 
fully polarized in the x-direction, while beam (2) is polarized in 
the y-direction with the coherency matrix JD( 2). 
In order to give a probabilistic interpretation of the eigen-
values Aland A2, let us consider a projection operator whose eigen-
states are the x- and y-states of polarization . (We have made this 
particular choice of the projection operator because the coherency 
matrix is in terms of the x- andy-components of the field.) Clearly, 
a polarizer (3.l7 ) (Nicol prism) with the orientation g = 0 or Q = ~/2 
.... 
is such an instrument . Let us suppose that a polarizer P(O), (3. l7) is 
interposed in the path of the beam described by the coherency matrix 
in (5.3). We note that the intensity and the state of polarization 
are two independent properties of the beam. Thus suppose the in-
tensity is reduced to such an extent that on the average there is only 
,.. 
one ' photon '' in transit from the source to the polarizer P( 0). The 
" probability that this photon will go through the polarizer P(O) which 
admits only the x-state of linear polarization is clearly >'li(Al + J\ 2). 
On the other hand, the probability that no photon will be received is 
~ 2i(Al + A 2).~ Similar considerations apply to a polarizer oriented at 
g = ~/2 .. 
One might ask, what about the probabilistic interpretation of the 
eigenvalues when the polarizer is oriented at an arbitrary angle Q which 
is neither 0 nor ~/2 ? To answer this question, we must first conform 
with the rules of the game in quantum mechanics and describe the state 
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of the field as a linear combination of the eigenstates of the 
" polarizer P(9), (3 .17) . We have already shown in (5 .3) that the ori-
ginal beam may be regarded as an incoherent superposition of two 
fully-polarized beams whose coherency matrices are JD(l) and JD(2 ) . 
For a fully polarized beam (1), for example, we may write the Jones 
vector in the form 
This may be expanded as a linear combination of the eigenstates of 
P (9), thus, 
Here fco~ 9 ) and [sin 9] are the normalized orthogonal eigenstates Al-s~n 9 cos g 
of P(9) with the eigenvalues +1 and 0 respectively . It is important 
1\ 
to note here that the instrument P(a) interprets the state of pola-
rization of beam (1) as a superposition of its own eigenstates . So 
that the probability that a "photon " will be received through P( g) 
may be obtained by again appealing to the methods of quantum 
mechanics. This probability is the squared modulus 
coefficient in ( 5 . 4) of the state [ c?s ~ l which is -s~n ~J 
" polarizer P(9). When a photon with the probability 
of the expansion 
admitted by the 
A1cos29 . \. \ ~s re-
" l + "2 
ceived, it is certain to be in the state l~~~ ~]· 
Similar consider ations apply for beam (2) ; we first write 
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" Then the pr~bability that a photon is received through P(9) from beam (2) 
. A2 sin 9 
~s 
,.\1 +,.\2 
Now suppose the intensity of the original beam is reduced to such an 
extent that on the average only one photon is in transit from the source 
. "' to the polarizer P(9). The probability that a photon is received through 
I 
1\ 
P(9) is simply the sum of the probabilities just computed for beams (1) 
and ( 2) , namely 
This is so because the original partially polarized beam was made up of 
an incoherent superposition (5.3) of beam (1) and beam (2). 
It is important to note that once the photon has passed through 
1\ 
the Nicol prism, say P(9), it is then in a definite state of polariza-
"' tion, namely the eigenstate of p(9) for which the eigenvalue is +1. 
This experiment we shall refer to as the "preparation of the state ". 
A 
For if this photon were again to pass through P(9) the outcome of the 
experiment can be predicted with certainty. This latter experiment may 
,, 
be referred to as '~ing a meas1~ement on the photon. However, if 
" the measurement is made by means of a polarizer P(e') oriented at an 
angle 9' different from 9, then the outcome of the experiment can only 
" be given probabilistically. Since the instrument P(9') sees the in-
coming photon in a superposition of its ~ eigenstates, although it was 
" originally prepared in a definite eigenstate of P(9). This analysis 
also applies to any projection operator whose eigenstates are dia-
metrically opposite on the Poincare sphere. The discussion here was 
28 
confined to projection operators merely for convenience . The extension 
to Hermitian matrix representations of optical instruments which are 
not necessarily projection operators is along the same lines. 
Before closing this subsection and without going into details, 
we merely wish to point out the usefulness of the concept of "Entropy" 
defined in probability theory. The definition of entropy, H, in the 
discrete case is 
H 
where p. is the probability of occurrence of the ith event . The 
J.. 
entropy H describes the degree of "disorder 11 in the system. The con-
cept of entropy has already been applied in the theory of partial co-
herence by O'Neill and Asakura (1961 ). They showed that the entropy 
is a maximum for incoherent radiation while it is a minimum for 
completely coherent radiation . Recalling the probabilistic inter -
pretations of t he eigenvalues, the entropy H is found to be 
H 
In the extreme cases, Hmin' and Hmax , subject to t he condition that 
following O'Neill and Asakura (1961), · -J 
~ = c... , ;\ • = 0 J. =Fj. l 'j ) ,l ) 
and 
') 2. . 
(5.6) 
(5·7) 
(5 .8) 
(5 .9) 
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In the first case only one of the eigenvalues is non zero. Therefore, 
Hmin = 0 corresponds to the case of fully polarized wave field. In the 
second case H =log~, both eigenvalues are the same, which corre-
max 
sponds to the case of unpolarized wave field. It is instructive to ob-
serve that the concept of entropy is also a measure of the degree of 
polarization of the wave field. 
b. The decomposition of J 
We have already seen in Section (a) Equation (5 .3) that the 
diagonalized coherency matrix may be decomposed into a sum of two co-
herency matrices. In fact, any coherency matrix in general 
J (5.10) 
may be decomposed into two parts, such as 
J (5.11) 
where A, B and C are real positive quantities . Such a decomposition 
in general is not unique . However, if the extra condition 
'L 6 c - l j) l == 0. (5.12) 
is imposed, then the decomposition (5 .11) is unique. Under these 
conditions any parti~lly polarized quasimonochromatic wave field may 
be thought of as an incoherent superposition of a completely unpolarized 
wave field and a f'ully polarized monochromatic wave field. Starting in 
fuis way the expression for the degree of polarization P (3.15) can be 
obtained as shown in Born and Wolf (p. 548). 
There is another possible decomposition of the matrix J, namely 
that in terms of the Pauli spin matrices . This is so because the Pauli 
spin matrices are complete. They satisfy the algebra 
~ ~ ~~ - c2..i ~ -
"2-
C5: - o;; -J-
(5.13) 
cr: () 
-
(}0- ()_ 
,(,.. 0 0 ,(.. .1-
By taking the trace of the first of these relations and making use 
of the third relation it can easily be shown that 
For convenience we shall use the following representation of the spin 
matrices 
cr ::::. [I o] 0- ==- [ 0 
l ( ~ :J... I ~ D - l ' a: - 0 0 J J 3 - -i ·~] (5-15) 
We mention that all the matrices in (5.15) are Hermitian. 
Now any (2x2) matrix can be expanded as a linear combination of 
the Pauli spin matrices. The expansion coefficients are determined 
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by using the trace condition given in (5 .l4). The ·expansion of the 
coherency matrix J (5.8) is particularly interesting. we write 
3 
J - ..L '"'> .$ . (T-- .-L- )... .)... 
.:t i..=- 0 
To determine the expansion coefficients S. we multiply both sides of 
J. 
this equation by (').; and take the trace of both sides. Making use 
J 
of (5.l4) we then obtain 
For example, for j = 0 we have 
s 
0 = Jxx + Jyy 
In this way it is easy to see that the expansion coefficients S. in 
J. 
(5 .l6 ) are, in fact, the Stokes parameters. This intimate connection 
between the coherency matrix and the Stokes parameters was pointed 
out by u. Fano (l954). 
On the other hand, it is instructive to note that the elements 
of the coherency matrix define a four-dimensional space. The base 
vectors k. of this space are 
J. 
Jz_ ~ {r ~ j·1 
) .!t I 
D 
() 
0 
0 
I 
If now a unitary transformation is performed in this space by means 
of the matrix T-l which is the inverse of the matrix T, used in 
Section 4, Equation (4.2), we get a new set of base vectors o-. 
J. 
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(5 .l6) 
(5 .l8) 
3 
L 
J==o 
-I 
T. k. 
-LJ j 
where we find 
I 0 I 0 I ,_ I 
[ '] [ ' l [0] ~ = ~ ) a; = -~ J' "i - ~ 
They obey the orthogonality conditions 
) 
~ ' 
J J = 0 - -- - - ~ /'- ) ~ 
The expansion of the four-component vector j[- of Equation (4.1) in 
terms of these o-: 1 s is 
l 
3 
} == l_ L. ~ ·-o 
.A.-
with again the Stokes parameters as the expansion coefficients. 
I 
From these considerations it is clear that the column vector ~ of 
l 
(5 . 20) may be regarded as the base vectors of the Stokes space, 
and when this space is rotated by means of the unitary matrix T 
we arrive at the four-dimensional space defined by the elements of 
the coherency matrix. 
c . Interpretation of intensity measurements in the Stokes-space 
(5 .19) 
(5 . 20) 
(5.21) 
(5 .22) 
The introduction of the coherency matrix in Born and Wolf (1959) 
(p . 542 ) is particularly interesting . We only give the basic argu-
ment here. Consider an arbitrary (quasimonochromatic) beam of light 
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whose y-component is retarded by e lvith respect to the x-component. 
That is, the beam passes through a compensator 
• €. 
,(. -
'\ e,...t- 0 C (e) 
. G 
- )- "i. (5.23) 
0 e 
Now the intensity I(g, ~) of the light ibrations in the direction 
which makes an angle g with the x-direction can be observed by 
,.. 
letting the beam pass through a polarizer p(g) (3.17). The expres-
sian of the intensity r(g,E ) of the outgoing beam so obtained is 
(Born and Wolf) 
or in more compact matrix notation we write 
xt J ;x 
e.i..E:-~eJ [Jx~ 
Jdx 
where the quantities J 
XX 
etc. are the elements of the coherency 
matrix J of the original beam. 
~ ~ ~ 
Now let us define an operator A for the two instruments C and P 
in series: 
" " ,, 
A Pee) C-(E!) 
(5.25) 
The coherency matrix J ' for the outgoing beam can then be obtained by 
using the transformation law (3. 9). We find 
J = A J A t 
The intensity of the outgoing beam is therefore 
I "'"T] [,....t" J I ( {J) E) = T ;- J == T ;- [A J A =- T-r A A J .. 
written in full, we finally have 
This expression for the observable intensity corresponding to a 
given instrument operator is in accordance with the general formula 
given in ( 3 .16) • 
We propose to show, by way of illustration, that a trace rela-
tion (5.28) of this kind in the coherency matrix formalism for the 
observable intensity, implies a "scalar product " of two vectors in 
,.t" the Stokes-space. Let us expand the operator (A A ) in terms of the 
Pauli spin matri ces. We obtain 
(5.26) 
(5.27) 
35 
"t 1\ A A- 0: + (~s~)o-;- + c~~ ~ .~ e)a;_ 
- (~ ~ Avvt.. E) 6-:: 
~ . 
While the expansion of the coherency matrix in terms of the spin 
matrices is (5 .16 ) 
J 
......,_ "i-" 
We now associate an "instrument-vector, ..:11-, with operator (A A). 
(5.29) 
(5·30) 
The components of this four-vector according to (5.29) are (1, cos2g, 
sin 2g cos€ , - sin 2g sinE: ) • Further, we associate a Stokes-four-
vector with the incoming beam. -'> The components of this four-vector S 
are[(l/~0 , (1/2) Sl' (1/2) s2 , (1/2) s3 ] . The intensity of the outgoing 
beam is obtained by taking the scalar product of these two four-
vectors 
- -'r I( g, €. ) == .4- · S . 
In matrix notation, · 
I (&,E)= At S .= (I Cos:;u; ~~ ~.s e_ -.~:t.~~e) ~so 
~ s. 
l.$ 
.2.. .2... I_~ s?> 
That this expression leads to the correct intensity formula (5.22) 
can be easily verified by substituting the expressions for the Stokes 
parameters in terms of the elements of the coherency matrix, given in 
(4.3)· Thus the intensity of the outgoing beam may be described as a 
scalar product of the "instrument vector" and the "Stokes-vector" of 
the light beam. 
37 
CHAP.rER II 
THE EIGENVALUE PROBLEM 
1. Introduction 
Perhaps the oldest and the best known description of polarized 
radiation is in terms of the Stokes parameters (Stokes 1852). Modern 
treatments of partial coherence and partial polarization employ the 
concepts of correlation functions and coherency matrices which were 
originated by Wiener (1930) and Wolf (1954) . It is necessary to use 
these concepts because at high (optical) frequencies the field quan-
• 
tities themselves are not the observables . Observations almost always 
end in intensity measurements which are related to certain quadratic 
time averages of the field quantities. Wolf (1959) also emphasized 
the fact that a convenient (complex) representation that can be uni-
quely associated with the real field must first be obtained; the ana-
lytic signal {Gabor 1946) representation is found to be useful in this 
respect. We shall follow Wolf and the formalism introduced by Parrent 
and Roman (1960) in Section 2 and outline the description of the 
field in terms of the coherency matrix and the Stokes parameters in a 
unifying way. 
In particular, we shall study the eigenvalue problem in the 
Mueller method which makes use of ihe Stokes parameters, and construct 
a corresponding problem in the context of the coherency matrix formalism. 
Under certain conditions, this latter leads to some interesting commuta-
tion relations between the operator representing a physical device and 
the coherency matrix describing the wave field . We shall interpret 
these commutation relations and other operator-relations derived in 
the course of our investigation. 
2. J.ttthematical Formalism 
In this section we consider the representation of the electric 
field and derive formulae for the solution of the problem arising in 
the description of partially polarized fields ·in interaction with 
physical devices . Many attempts have been made in the past in studying 
this problem but these deal mostly in terms of the components of the 
electric field itself (see e . g . R. C. Jones (1956), westfold (1959) and 
W. A. Shurcliff (1962) where an excellent bibliography i S given .) 
In the statistical approach the field is considered as resulting 
f.rom a superposition of a large number of randomly timed, statistically 
independent pulses, leading to the concepts of partial coherence and 
partial polarization . Since the analytic signal representation of the 
field has been described in detail by Born and Wolf (1959, Chapter 10), 
it is enough for our purpose to outline its construction. Thus, let 
E (r) (~t) and E (r)(~,t) represent the components of the real electric 
X y 
vector 1 (r )(:;-t) at a typical point"! in the real wave field at timet. 
Let us denote byE ( i )(~t) and E ( i) (~t) the Hilbert transforms of 
X y 
E (r) (~1 t) and E (r)(~t) respectively, that X y ~ 
~ Pj 
-co 
is, let 
_(*'1( ~ t') l::x X} 
t ' -t 
cLt' 
' 
where p denotes the Cauchy principal value at t = t ', and similarly 
forE (i) (i:t) . We emphasize that the quantities E (r), •••• , E (i) y X y 
-;. 
are all real functions of real variables x and t . Now the complex 
(2.1) 
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~ 
function E (x,t) to be associated with the x-component of the real field 
X 
is defined by 
(2.2) 
In this way E can be uniquely associated with the x-component E (r) 
X X 
of the real wave field. This relation (2.2) defines the analytic 
signal representation of the field component, with similar considera-
tions for the y-component. 
We mention, among the properties (Born and Wolf, 1959, ~er 10) 
of this representation that the time-average of its squared modulus is 
proportional to the observable time-average intensity of the real 
field, i.e., 
where * denotes complex conjugate and <- -'7 stands for time-average. 
Relation (2.3) can be verified by using the properties of the Hilbert 
transform. It is interesting to note that the complex representation 
of the field defined in this way is, in fact, a natural generaliza-
tion of the one usually used in the case of monochromatic fields, as 
has already been remarked in Chapter I, Section 2. 
We shall, however, restrict ourselves to the quasimonochromatic 
approximation. In this case, the field results from a superposition 
of a large number of randomly timed, statistically independent pulses 
all of the same central frequency. Referring the reader to Born and 
Wolf (1959, p. 318, 502- 508), we only mention that this approximation 
(2.3) 
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requires that the spectral width 6Y of the radiation be negligible, 
compared to the mean frequency i , 
When this approximation is made, the validity of the theory is then 
restr i cted to path dif ferences 6l, small compared to the coherence 
length of the quas imonochromatic radiation, i . e . , 
c 
6V 
where c is ihe velocity of light in vacuo . 
(2.4) 
(2.5) 
Now instruments in general are frequency dependent. For example, 
a compensator (wave-plate ) will introduce retardations in the x- and 
y-components of the field differently for different Fourier- frequencies. 
But consistent with the quasimonochromatic approximation it has been 
shown, Wolf (1959), that the result is the same as if the x- andy-
components were, themselves, retarded by the same aounts as the mean 
Fourier- frequency component . Thus , in this approximation all fre-
quency dependent quantities may be evaluated at the mean frequency y 
and furthermore we may operate directly on the x- and y-components of 
the field instead of the respective Fourier-frequency components 
separately. 
We shall now gather together the relevant formulae in the co-
herency matrix formalism (see Chapter I , Section 3) and the Mueller 
method (see Chapter I , Section 4) with regard to the problem men-
tioned in the opening paragraph of this section . In Table i we give 
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(1) the coherency matrix formalism (following G. Parrent and P. Roman 
(1960), Part A; (2) the Mueller method using the Stokes parameters, 
Part B (see Parke (1949) and Schurcliff (1962) and also w. A. McMaster 
(1961). We assume that the quasimonochromatic plane wave is travelling 
along the positive z-direction of a right-handed coordinate system 
(x,y,z). starting from the representation (A.l) table i (see also R. C. 
Jones (1941) and Hurwitz and Jones (1941) ) we build up the observable 
parameters that describe the state of the field in each of the two 
methods and then deduce the law of transformation as the radiation 
passes through an instrument . Two equivalent expressions for the de-
gree of polarization, P, are also given. We have looked upon the four 
Stokes parameters as forming the components of a four-vector called the 
Stokes vector. We shall often refer to the corresponding abstract 
space as the Stokes space. 
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Table i: Description of partially polarized plane wave fields in terms of 
observables, . (the coherency matrix and the Stokes parameters )and 
their transformation law in the quasimonochromatic approximation 
A. Coherency Matrix 
A. l Basic equations 
a . r E ] Field components C == l £; 
b. " [tl. b] Instrument-operator L = ~ a 
c . 
, " e 
Transformation l aw C ~ LG 
A.2 Representation of the field 
Def: Coherency Matrix J 
J" = <f.xtt;> 
!::. (Jxx Jx j] 
J'.J )( J~ ~ 
where Jij = .( f L Ej > j (J) ::x1 'if) 
A. 3 Transformation law 
J 1::: .(__E_' X t_'t? 
.·. ;r': t J I.t 
A. 4 Degree of Polarization P 
B. Stokes Parameters 
B. l Elements of the Coherency Matrix 
a . * Def: ~ :::: ~ ~X [ / = 
b . Transformation law 
" "if ~ ,.. A.L~) ~ J' = <Lf.xl ~,/ = (Lx /d 
B.2 Representation of t~e field: 
Transformation to Stokes-space 
.$: T~ 
Sc 0 0 :fx/t 
s, 0 0 ...: , 'Jx:J 
s~ ::. 0 :r~)( 0 
s.3 . 
. :r~~ 0 -)... A- 0 
B. 3 Transformation law 
.5, = T }' = T ( L )1, l '~) T - 1 s 
" • ~I 
. . -....) -::::::.. MS 
where 
,.._ " "If) _, 
M-=-T(LxLT 
called the Mueller matrix 
B. 4 Degree of Polarization P 
[L. 1... "L 
'I .s, + .s'l- +.Sa P= + 
In Table i and in what follows we shall denote instrument-operators 
" with a circumflex (e. g . L). The symbols used and the procedure adopted 
is the same as that in Chapter I, Sections 2, 3 and 4. 
In the first method of Table i, the wave field is described by the 
coherency matrix J which is Hermitian 1 having four independent real para-
meters, and the instrument has a (2x2) matrix representation. In the 
second method, the field is specified by a four-element column vector 
called the Stokes-vector, and the instrument has a (4x4) Mueller matrix 
" representation M. 
3· The eigenvalue problem and its physical signficance 
Eigenvalue equations occur in many fields of physics . We shall see 
that the interpretation of an eigenvalue equation in the Mueller method, 
and the different interpretations possible for an analogous equation in 
the cohe~ency matrix formalism is of particular interest. In sub-
section 3.a the eigenvalue problem is treated, 3.b the degenerate case 
is considered and the physical interpretations are given in 3.c. 
3.a The eigenvalue problem 
1\ 
The operation of the instrument L on the field components is 
given by Table i, A.l.·c. 
(3.1) 
For a monochromatic plane wave field we write the eigenvalue equation 
in the form 
" L c. . -)... (3.2) .l 
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where 't . and A . axe the eigenstates and the eigenvalues respectively ]. ]. 
" of the (2x2) matrix operator L. In the Mueller method the eigenvalue 
eg_uation reads 
" MS -ps (3-3) 
" where ~ is the eigenvalue and M is a (4x4) matrix operator. 
In the coherency matrix formalism the transformation law (Table i, 
A.3) is 
A "-t 
L J L (3.4) 
To construct a problem corresponding to the eigenvalue problem (3.3) 
we assume that the coherency matrix J' of the outgoing radiation shall 
be the same as that of the incoming radiation apart from a constant 
multiplicative factor. That is, we propose to study the eg_uation 
where a is a constant factor . 
We shall suppose that the eigenvalue equation (3.2) has been 
solved. we propose to study the Equations (3.3) and (3.5) in terms 
(3-5) 
of the lmown eigenvalues 't . and eigenstates 
]. 
;\. of £. 
]. 
Thus, taking 
the direct product of (3.2) with its adjoint, 
. 
) J 1_, 2... 
(3.6 ) 
there results an equation similar to (3.5 ) 
* J "-J 
==A-A-). J 
where we define 
.. 
J AJ 
Here the operation of the time average has been omitted since we are 
dealing with monochromatic plane wave fields . We emphasize that the 
indices ij occurring in j ij (3.8) are not its matrix elements, they 
only serve to label the four solutions of (3.7). For i=j (3.8) de-
ftnes coherency matrices for monochromatic wave fields in definite 
states of polarization. The matrices jij ( i~j) will be studied 
later in this section; here we simply note that, since they are not 
Hermitian, they do not represent wave fields . 
Following a similar procedure and using the matrix T of ~able i 
it can be shown that 
where 
" A. j MS 
. . 
·"-J 
.$ . ~ T ( ~~ X£ · ) 
,.{. j 
Corresponding to the solutions jii of (3.7) which represent mono-
chromatic plane wave fields we have in the present case the eigen-
states sii . The representations ~i and Sii of monochromatic plane 
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(3·7) 
(3· 9) 
(3.10) 
wave fields are in terms of observables, while the eigenstates ~. 
1 
(3 . 2) specify the same in terms of the field components . 
We now see that the constant a of (3 . 5) and the eigenvalue ~ 
of (3.3) are equal and from (3.7) and (3.9) we find 
Furthermore, it is instructive to note that when i=j, 
outgoing intensity 
:::: incoming intensity 
We now consider some special cases of int erest in the coherency 
" matrix formalism . First, let us suppose that the operator L is 
unitary, i . e ., 
) 
Then A . must be unimodular 1 1 
"t u 
... - I 
ll 
In this case, when i =j, Equation (3.7) takes the form 
A LL ~ - \ Jii Ll J . U =.+I 
This implies that 
l Ct J ;. ;_ 0 
(3.11) 
(3.12) 
(3 .13) 
(3 .14) 
(3 .15 ) 
(3.16) 
We shall interpret this commutation relation in subsection 3.c. We 
mention that (3.15 ) is obviously satisfied when Jii is a· (2x2) unit 
matrix. Similarly, for the Mueller eigenvalue equation, we have the 
Stokes vector with components s
0 
; 1, s1 = s2 = s3 
= 0 also as an 
eigenstate with eigenvalue +L Thus, natural ( unpo1arized) radiation 
isalways an eigenstate of a unitary instrument-operator. It is im-
portant to note, however, that this eigenstate is not derivable from 
"' the two component eigenvectors 't. of U . 
l. 
1\ 
Now suppose the operator L is Hermitian, i .e., 
A 1\ 
L- H . ) 
Then 
and since in this case the eigenvalues Ai are real (a property of 
Hermitian operators) we also have 
J i.i H _x. J .u. 
f. 
From (3.18) and (3.19) we see that 
0 
The physical significance of the commutation relation (3.20) will be 
given in subsection 3.c. 
(3-17) 
(3.18) 
(3.19) 
(3-20) 
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In order to find the conditions under which the solutions Jij of 
/\ (3.7) will commute with L, we proceed as follows. First, the (2x2) 
matrices Jij will commute with the operator L if the eigenstates of 
Jij are the same as those of L. Let us first consider ~1(i=j=l). 
The eigenstate l 1 of L is also an eigenstate of J11 since 
where ( t_ 1 +c1 ) = Tr~1 is the eigenvalue . 
eigenstate "t. 2 of L we have 
11 When J operates on the 
Thus t 2 will be an eigenstate of } 1 , if tl and c2 are . 
orthogonal, i .e ., 
0 
The corresponding eigenvalue of ~ will then be equal to zero. 
Similarly, it can be shown that the eigenstates t 1 and -£ 2 of L 
are also the eigenstates of ~2 if(3 .23) is satisfied. 
that 
Now consider the matrices Jij(i~j). First, for ~2 we observe 
'"' e J c., 
So that ~l is an eigenstate of f 2 whether (3.23) is satisfied or 
not. When ~2 operates on C 2 we get 
(3.2l) 
(3. 22) 
(3.23) 
(3.24) 
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Thus, ~ 2 will be an eigenstate of J12 if 
But this implies that ~ 2 is a trivial solution of the eigenvalue 
Equation (3.2). We therefore conclude that ~2 Qannot commute with 
£. LikevTise, l-1 will not commute with L unless 
In summary: Jii will commute with L if the eigenstates t . of L 
1.-
(3.25) 
(3.26) 
(3.27) 
are orthogonal, while solutions .Jij ( i~j ) of (3.7) do not commute with 
.... 
L. 
We now consider the converse of the result just obtained. Given 
"' a Hermitian matrix J that commutes with the operator L, under what 
conditions will J satisfy the relation 
1\ "'t J LJL = o< (3.28) 
"' We shall only consider the cases wen the '?perator L is unitary or 
,.. " Hermitian . It i s easily seen that when L is unitary, L = u, and 
a = 1 , then the commutation relation 
1\. "' LLJ - Jll =o (3.29) 
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1\ 
implies and is implied by (3.28). Now suppose the operator Lis 
,._ ,.._ "+ " A 
Hermitian, L :=. H, H = H. In this case, since H and J commute, the 
eigenstates C i of H are also eigenstates of J. Thus 
and 
where A . and c. are the eigenvalues of H and J, respectively. Now 
~ ~ 
an arbitrary state 'V may be expanded as a linear combination of t . 
~ 
since they form a complete set (a property of Hermitian matrices), 
-
To find the conditions under which J satisfies 
1\ " H J\-t==cXJ . ) 
we operate by both sides of this equation on the arbitrary state '¥ . 
Then recalling that 't. are independent, it is possible to show 
~ 
that 
0 
is the condition to be satisfied, for (3.32) to hold. We therefore 
(3-30) 
(3-31) 
(3·32) 
(3-33) 
have the following result: If none of the eigenvalues of J are zero, 
c1 ~ 0 ( i = 1,2), then the commutation relation 
(H J - J H ) ==a (3-34) 
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and the condition a = A 21 = A 2 2 are sufficient for J to satisfy 
A /'. 
H ~ H 
1\ 
We require here that the eigenvalues A 1 and A 2 of H be equal in 
magnitude. If, however, one of the eigenvalues of J is zero, say 
c. = 0 (j = 1 or 2), then the commutation relation (3·34) and the 
J 
condition a = A 2 . i ~ j are sufficient for J to satisfy the re-
J. 
lation (3.35). 
3.b. Degenerate eigenvalues 
The eigenvalue 13 of the Mueller eigenvalue Equation (3.3) may 
be determined as usual from the characteristic equation, namely 
or equivalently 
det (l. xl_*- ~ r) ==0 
where I is the (4x4) unit matrix. This same determinant of coef-
ficients is obtained in dealing with Equation (3.5). When Equation 
(3.36) has repeated roots the eigenvalue 13 is said to be degenerate. 
1\ A A 
When the operator L is unitary, L ;:. u, the eigenvalues A . of 
J. 
,. 
U are unimodular (3.14). In this case, the Mueller eigenvalue equa-
tion (J.9) and the corresponding Equation (3.7) in the coherency 
matrix formalism, for i == j have the form: 
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(3·35) 
(3·37) 
A ;...i " T 
u J u ~~ 2 
Thus the eigenvalue ~ = +1 is twofold degenerate. Consequently, 
any linear combination of the eigenvectors s11 and s22 is also an 
eigenvector with the eigenvalue +1. Similarly, any linear combina-
tion of the coherency matrices ~ and J 22 is also a solution of 
. 11 22 (3.39). We recall that the e~genvectors S and S and the corre-
(3-38) 
(3·39) 
sponding matrices ~l and J 22 describe monochromatic (fully-polarized) 
plane wave fields . .AJ:. we shall see in Chapter III, the linear combi-
nations of the eigenvectors s11 and s22 (or combinations of ~l and 
? 2) may oe interpreted as representations of "partially-polarized" 
quasimonochromatic plane wave fields. 
~ ~ A 
When the operator L is Hermitian, L = H, the eigenvalues A . are 
~ 
real. In this case, the eigenvalue ~ ::: A 1 A 2 is twofold degenerate. 
The corresponding eigenvectors of the Mueller eigenvalue equation are 
s12 and s21 • In the coherency matrix formalism the solutions ~2 and 
21 
J satisfy 
~ .. 
H H ) 
Now as remarked earlier, the solutions Jij (i ~ j) do not re-
present wave fields. However, we shall see in the next subsection 3.c 
that the matrices Jij may be interpreted as representations of possible 
(\ .. ph~sical devices. With this interpretation, we shall now write JlJ tO 
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denote a possible instrument-operator. Equation (3.4o) may now be 
rewritten in the form 
" " I .:t r. H J H 
1\ ~2 " Thus the effect of the instruments H, J- and H in series, on an 
a.rbi trary ( quasimonochromatic) plane vre.ve field is the same as the 
operation of the instrument Jl2 alone times a constant multiplicative 
'U2 ~l factor. Furthermore, any linear combination of J and ~ also 
satisfies (3.41) where again the same interpretation applies. As we 
shall see in CHapter III, a linear combination of the representation 
matrices of two (or more) instruments, in general leads to an in-
strument having properties entirely different from the original 
instruments. 
3.c The physical significance of the operator relations 
r.. 
We recall that if the eigenstates of the operator L are 
orthogonal then the solutions J ii of 
A Li "t LJ L 
" commute with L, i . e . , 
l J ,i.i - J ).L L =0 
) 
.. 
To interpret this relation, we change our point of view. We shall 
look upon the (2x2) matrix ~i not as a description of the field, 
but as a representation of a possible physical device 
(an instrument-operator) and write Jii . The commutation relation (3.43) 
" may now be interpreted to mean that the effect of the instruments L and 
" . . 
Ju in series, on an incoming arbitrary (quasimonochromatic) plane wave 
field is independent of the order in which they occur . 
"ii For the Hermitian operator J we have in the coherency matrix 
formalism an equation corresponding to (3.7), v.iz . , 
" .. J ~ A, 
"k For a given value of i, we have four solutions ~ (j,~12) . The solu-
tions ~j ( j=k ) are Hermitian and they correctly represent wave fields . 
The other two solutions }k( j~k) are not Hermitian, and can only be in-
terpreted as r epresentations of physical devices . The number ~ with 
the value zero is threefold degenerate . Furthermore, all the four 
solutions Jjk of (3.44) are also the solutions of (3.7) when Land 
Jii commute (cf . (3.43) ). 
In general , the equation 
may be interpreted in two ways : (1) Uhder the operation of the in-
1\ 
strument L, the state of the field J (when J is Hermitian) is left un-
changed up to a constant multiplicative factor ex. It is easy to see 
that the constant ex only affects the intensity but leaves the degree 
and the state of polarization ofthe field unaffected. (2) Replacing 
II. 
J by J in (3· ·415) we observe that the effect of the three instruments 
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1\ " 1\ 
L, J, L + in series, on an arbitrary (qu.asimonochromatic) plane wave 
" field is the same as the operator J alone apart from a multiplicative 
factor a. 
" .. 
In order to study the properties of the instruments ~J(i,j=l,2) 
we obtain some more operator-relations. Starting from the definition 
of the operators jij given in (3.8), namely 
" .. :r J..j 
) 
and noting that 
1\ •• t 
J J..J ~ ~ T-r - c., . c,. J A. ) 
the following relations are easily obtained 
Similarly, 
* .r"' ~j A· j 
T 
J 
) 
J 
h 
In the special case where the eigenvectors of L are orthogonal, as 
will be the case in the applications to be studied in Chapter III, 
Equation (3.50) takes the form 
. ~ j. k 1 = ') ~ 
.) ) ) 
(3.46) 
· (3.47) 
(3.48) 
(3.49) 
(3· 50) 
(3·51) 
we interpret Relations (3.48) to mean that the effect of the operators 
L and jij in series on an arbitrary (quasimonochromatic) wave field 
is the same as the operator Jij alone times a constant multiplicative 
factor A .• 
~ 
J\ A 
In the case of a 'unitary operator, L:. u, the factor A. 
~ 
simply amounts to an inconsequential phase factor . The relations . 
(3.49) and (3.50) may be interpreted similarly, while in (3.51) the 
combination Jij Jkl will not allow any radiation to pass through when 
k ~ j. 
In Chapter III, we shall mainly deal with unitary and Hermitian 
operators. These operators will be constructed by assuming special 
forms of the linear combination of the Pauli spin matrices . The 
formalism and the operator-relations developed here will be applied 
to the study of these operators. we shall identify these operators 
as representations of known physical devices. 
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CHAPI'ER III 
APPLICATIONS OF THE EIGENVALUE PROBLEM 
1. Introduction 
In Chapter II, the analytic signal (Gabor 1946) representation of 
the field was introduced, and the description of the plane wave field 
was given in terms of observables; the coherency matrix (Wiener 1930, 
Wolf 1954) and the Stokes parameters (stokea 1852). In Table i, 
Chapter II, the transformation law for the coherency matrix and Stokes 
parameters, as the radiation passes through an instrument was given, 
in the quasimonochromatic approximation . For the applications to be 
considered here, the study of the eigenvalue problem (Chapter II, 
Section 3) and the formulae of Table i (Chapter II ) will be found to 
be very useful. 
The Pauli spin matrices were introduced in Section 5 .b of Chapter 
I and the expansion of the coherency matrix in terms of them was also 
given. Here, we shall choose particular linear combinations of the 
spin matrices and construct unitary matrix representations of three 
physical devices. In Section 2 of this chapter, the properties of the 
Stokes-space will be studied in terms of these unitary operators. In 
fact, we shall see that they induce rotations about the s1 , s2, s3 
axes of the Stokes-space. It is then possible to identify the Pauli 
spin matrices as representations of certain known instruments and in 
this way interpret their commutation relations (Cf. Section 5.b, 
Chapter I) as certain operations in the Stokes-space. 
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In Section 3, we shall construct three more matrices and identify 
them as representations of known physical devices. The representation 
matrices in this case will be Hermitian . The special properties of 
these instruments will be studied and finally the meaning of the series 
combinations of the respective Unitar~ and Hermitian operators will be 
given. 
As remarked in the study of the eigenvalue problem (Chapter II, 
Section 3) the solutions Jii ( i = 1, 2) of the equation 
• 
refer to representations of monochromatic wave fields. On the 
other hand, all the four solutions Jij (i,j = 1 ,2) may be interpreted 
(1.1) 
as representations of physical devices. We shall obtain such matrices 
Jij with reference to all the six operators to be studied in this 
paper, and then interpret the matrices Jij as representations of 
certain known physical devices or their series combinations. To save 
space, however, we shall not verify all the operator relations given 
in Chapter II (Section 3). 
In what follows immediately we shall begin by studying the 
example of a "rotator" which is a physical device that causes a rota-
tion of the plane of polarization. 
2. The use and interpretation of spin matrices 
2.a Particular linear combinations of the spin matrices 
Various physical devices called rotators (Parrent and Roman 1960, 
Jones 1941, Gie 1962) cause a rotation of the plane of polarization 
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A 
of the incoming radiation. For such a rotator R(9) we have the (2x2) 
matrix representation 
R(e)- fc:.,se 
L~&l 
This rotates the plane of polarization counter-clockwise through an 
angle g about the z-axis. Alternatively the coordinate system may 
be considered to be rotated clockwise through an angle g about the 
z-axis leaving the plane of polarization fixed. We shall convenient-
ly use either interpretation. 
In the quasimonochromatic approximation the coherency matrix J' 
of the radiation after passage through a rotator is .given by (Cf. 
Chapter II, Table i, 
' 
A 
since R(9) is unitary. From Table i of Chapter II the Mueller 
"' matrix ~(9) of the rotator which transforms the Stokes vector, is 
found to be 
,... 
R. (8) = 
M 
0 
o c..os ~e 
0 ~~f) 
0 0 
0 
0 
0 
0 
Thus the state of the outgoing radiation in terms of the Stokes 
parameters is (Cf. Chapter II, Table i, B.4) 
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(2.1) 
(2.2) 
(2.3) 
s' 
,... 
R (G) S 
M 
(2.4) 
~ 2 2 The Mueller matrix RM (2.3) clearly shows that s
0
, (s1 + s2 ) and 
s3 are rotationally invariant . Furthermore, a rotation of the coor-
dinate system (x,y,z) about the z-axis through G in the clockwise 
sense induces a rotation in the Stokes-subspace (s1 , s2, s3) about 
the s3-axis through 2G in the same sense. Alternatively, as shown in 
Figure 1, a vector in the Stokes-subspace is rotated through 2G 
about the s3-axis in the counter-clockwise sense. 
The (2x2) representation of the rotation matrix R(G) may be ex-
panded in terms of the spin matrices 
" 3 
RCS) ==-:2.. ;-:o: 
• ;.... A, 
A- ==o 
Here we have used a representation of the Pauli spin matrices where 
(~ is diagonal, as given in (5 .b ) in Chapter I. 
(2. 5) 
A * we mention that the matrix R(G) that causes a rotation about the 
s
3
-axis in the subspace s1 , s2 , s3 
has in its expansion only the spin 
*This, from the group theoretic point of view, is not really surprising 
oecause the matrix ~ is, in fact, the generator of an infinitesimal 
rotation about the s
3
- 3axis (P. Roman - 11Elementary Particles !' Chapter 
I) . But we should like to study here the instruments that induce 
such rotations about the s1 , s2, s3 axes of the Stokes-space. 
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matrix cr 3 and the unit matrix 0'""0 • Following this special form of 
the expansion in (2. 5 ), let us construct two more physical devices to 
~ ( 1\ 
be denoted by C ( o ) and K(t3) by replacing 0"" 3 in turn by t1j_ and (J 2 
respectively. Thus we set, 
For convenience we list these three unitary instruments in Table i 
" below. As already remarked, we observe that the matrix c which has 
in its expansion the spin matrix a-1 induces a rotation through 2b 
... 
about the s1-axis and similarly K containing cr2 causes a rotation 
through 2t3 about the s2-axis of the Stokes-subspace . The matrix 
C(b) corresponds to an ideal compensator which changes the rela-
tive phase between the x andy components of the field by 2b 
1\ 
In order to identify the operator K(t3) we shall first consider a 
more general problem. Let A and B be two matrices both of the same 
dimensions having the same eigenvalues ~ but different sets of 
eigenvectors 'V and ¢ respectively: 
(2.6) 
(2.7) 
Now if there exists a non-singular matrix Q that transforms¢ into~' 
i.e.' 
(2. 8) 
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where ~ is a number, then we shall say that the matrix B is derivable 
from A. we, in fact, have 
B ci' A G. 
The conditions of this theorem are indeed satisfied in our case when 
" b = t3 in Table i. Thus the ~uestion of identifying K reduces to the 
problem of finding a suitable matrix Q that will transform the eigen-
* ~ ~ 
vectors of K into those of c. Now the eigenvectors of K are [: J and 
radiation is plane polarized at 45° (~,] which signify that the 
and 135° to the x-axis respectively. The eigenvectors of Care [~J 
and [ ~] which indicate that the radiation is plane polarized along 
the x- and y-axis respectively. The re~uired matrix Q is clearly a 
A. 
rotator R(- * ) that rotates the plane of polarization about the 
(2.9) 
z-axis through ~/4 in the clockwise sense . Thus, according to (2. 9), 
~ ~ c 
the matrix K can, in fact, be derived from C when o = t3, as can be 
easily verified: 
R -· c- ~ ) C c s J R c- ~) 
,.. " Rc~) GC~J RC-~). 
,.. 
Since (2.10) is simply a similarity transformation on C by means of 
A 
a rotation matrix, we conclude that the instrument K is the same as 
* In Table i, for simplicity, we have omitted the normalization 
constants of the eigenvectors. 
(2.10) 
.... 
the instrument C rotated about the z-axis through 45° in the counter-
A 
clockwise sense. In a similar manner, the rotator R(Q) may be derived 
from K, thus 
(2.11) 
Hence the rotator may be interpreted as three instruments in cascade 
~ A 
where the compensator C(-n/4) may be shown to be the same as C(+n/4) 
rotated through n/2 about the z-axis by following the above procedure. 
Incidentally, we have also shown that given any two matrices of 
Table i, the third may be derived in terms of them. 
2.b The eigenvalue problem of the unitary operators 
As to the eigenvalue problem we first observe that the coherency 
matrices Jii and the eigenstates sii for c~ and ~ are representa-
tions of the monochromatic wave field with states of polarization 
identical to the states symbolized by the two-component eigenvectors 
G. in the respective cases. The eigenvalue +1 of Table i is two-
~ 
fold degenerate in each case. For example, CM( ~ ) has two eigen-
vectors s ii (i;l,2) with the eigenvalue +1 
c 
The corresponding equation in the coherency matrix formalism reads 
.iL 
-+I J 
- G 
ii Any linear combination S of the eigenvectors S , i.e., 
c c 
(2.12) 
(2.13) 
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• 
~ . .. a..+-~ 
se__ 2. s .1... .(_ - a_. -l. c: a., - a:t L:l 
0 
0 
is also a solution of (2.12). The corresponding linear combination 
of the coherency matrices J ii yields 
c 
Jc_ 
which satisfies the relation 
" ~ (~) 
We may interpret S (2 .14) or J (2 .15) (apart from multiplicative 
c c 
constant factors) as representations of partially polarized 
(quasimonochromatic) wave fields with the degree of polarization, 
p 
According to whether a1 '7 a2 or a1 <: a2 the polarized part of the 
radiation is polarized in the x- or y-directions, respectively. 
Alternatively the matrix J (2 .15) may be looked upon as an 
c 
instrument operator: "' J • The relation (2.16 ) then becomes an 
c 
operator-relation . The meaning of such operator relations (see 
Chapter II, Section 3.c) is that . the effect of the three instruments 
1\ "' "'-1 c, Jc' and C in series on an arbitrary (quasimonochromatic) wave 
(2.14) 
(2.15) 
(2.16 ) 
(2.17) 
" field is the same as the operator J alone. We shall see later in 
c 
"' Section 3 that the operator J may be interpreted as an anisotropic c 
absorber with the extra conditions that a1-< 1 and a2 < l . The study 
1\. A 
of the instruments K and R of Table i follows on similar lines. 
i. ... "' " 
Now the eigenstates S J (i ~ j), of CM ~and RM are physically 
unrealizable, because they correspond to zero intensity (s = o) and 
0 
similarly the matrices Jij, (if j), are not realizable as representa-
tions of wave fields. However, we shall nm-1 change our point of view 
and try to interpret the matrices Jij, (i, j = 1,2), as instruments, 
1'1 • • " 
and write J~J. Consider a polarizer P(cv) (e. g., a Nicol prism) 
having the representation 
" PCC0J== 
The angle Gu specifies the orientation of the plane of polarization 
of the outgoing field with the x-axis . ~ now simply identify the 
1\. • • " •• 
instruments Jc~~ and Jk~~ ( i = 1,2) as the polarizers with Q = o, 
CU= n:/2, C.U::: n:/4 and ~::: 3n:/4, respectively. Furthermore, using 
" .. 
the result (2 . 9) the instruments JR~~ (i::: 1, 2) are found to be 
,... II 
J (<. 2 C~J P(iYq.J 2 (- ~) 
~ ( lf/4) p ( 3~) ~ (- ~) 
Now to interpret the matrices Jij (i ~ j ), let us first consider 
J 12 • we observe that when it operates on an arbitrary 
c 
(2.18) 
(2 .19) 
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(quasimonochromatic) wave field whose coherency matrix is J, we get 
Thus ~c12 passes only they-component of the original field rotated 
through te/2. Therefore, we must have 
Similarly it can be shown that 
As for the instruments Jk ij and JR ij when ( i I= j ) we apply formula 
(2. 9) and get 
" li_. 1\ A 
Jk ~ RC-~J (J~!ll) RC+rJ 
5 :i\ 
k 
and 
"I~ J 
fZ 
"~ f J R._ 
-
2 (-1;_) ( ::s: I ) c ( + 71fq.) 
2 (- ~) ( 3,_: ) t ( + 7l/4-) 
We interpret these relations as done before in t he cases of (2.10) 
12 
and (2 .11). Thus, for example, Jk is the same as the instrument 
(2.21) 
(2.22) 
(2. 23 ) 
(2. 24) 
J 21 but rotated about the z-axis through 45° in the clockwise sense, 
c 
A 12 
while JR is e~uivalent to three instruments in cascade. 
A A A 
It is important to note that all three matrices c, K and R in 
Table i are unitary. Accordingly, as remarked in Chapter II, Section 
3, the commutation relations 
u Jii- J,:.L Ct 0 
~ 
can be easily verified. Here we identify the Unitary operator U 
fi.A " • • 
with CJK and R in turn, while the matrices ~~ are the matrices in 
J
ii Table i of the respective operators . Interpreting the matrices 
~·. 
as instrument-operators J~~, the commutation relation (2.25) means 
/' /'ii 
that the effect of the operators U and J in series on an arbitrary 
(~uasimonochromatic ) field is independent of the order in which they 
occur . (see Chapter II, Section 3 . c~ The other operator-relations 
(3.48, 3·49, 3.51, Chapter II, Section 3) can be easily verified and 
interpreted as done there. We mentioned,however, that in this dis-
cussion the normalization factors for the eigenstates in Table i and 
the multiplicative constants in the above relations have been 
omitted for simplicity; only the structural form of each matrix 
has been studied. 
2.c Interpretation of the Pauli spin matrices 
Finally, before closing this section, we shall interpret the 
Pauli spin matrices as instruments and study their commutation rela-
tions. In all the three cases of Table i, we replace the angles~ , 
~ and Q by ~/2 and get 
(2.25) 
(2 . 26 ) 
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The factor i = ei ~12 simply amounts to an extra phase introduced in 
both the x- and y-components of the field which leaves the relative 
phase unchanged . Thus the spin matrix c>1 may be interpreted as a 
compensator that changes the relative phase of the x- and y-components 
by ~, that is, it is a half-wave plate, while cr2 is a half-wave plate 
rotated about the z-axis through 45° . The third spin matrix cr3 is a 
rotator which rotates the plane of polarization through ~/2. The 
operators (iCT1 ), ( i<J2 ) and (io-3), having determinant value +1, 
induce rotations about the s1 , s2 and s3 axis, respectively through 
angle ~· In the light of this interpretation, the eigenstates of 
( i 011 ) are clearly those for which the representative points on the 
Poincare sphere lie on the s1-axis , that is , the states +S1 and -s1 . 
Similar considerations apply to (i o-2 ) and ( i o-3) . 
Now the commutation relations (Chapter I) of the spin matrices 
may be rewritten in the form 
o<,f)i= I :t.)3 
~(}~~ 
That is, a rotation through ~about the S~-axis followed by a rota-
tion of ~ about the S -axis (a ~ ~ ) is equivalent to a single 
a 
(2.27) 
rotation through~ about the third axis of the sub-space (s1 , s2, s3). 
The relation o-1
2 
= o-
0
from Chapter I simply asserts that the 
double application of the operator cr-. which will induce a rotation 
~ 
through 2~ about the s.-axis is equivalent to the operation of the 
~ 
unit operator . 
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3· Some more instruments 
The physical devices that we dealt with in the previous section 
(2) table i, were constructed by assuming a certain form of the ex-
pansion in terms of the Pauli spin matrices. We shall now construct 
" ,.. " three more instruments to be denoted by C~ K' and R' by assuming the 
same form of the expansion but this time we let the arguments & 1 (3, 
9 to be purely imaginary. That is, in Table i we let 
' 
) 
For ease of reference, we list the instruments so obtained in 
Table fi. It is seen that all the instruments of Table ii are 
Hermitian, while those in Table i are unitary. The eigenstates • 
... 1\. "" ,... A, " 
of C', K' and R' , Table ii, are the same as those of C, K and R 
respectively of Table i, but the eigenvalues are different. Thus 
the discussion and the conclusions of Section 2 regarding the 
eigenvalue problem, the coherency matrices ~i, and the instruments 
Jij (i,j ; 1,2) still apply. But here the intensity changes. Such 
instruments will be physically realizable only when the intensity S 
0 
of the outgoing radiation is at most equal to that of the incoming 
radiation, i.e., When 
(3.1) 
(3.2) 
This requirement comes frpm the assumption that the instruments shall 
be source-free . Now the cosh-function is always greater than +l. So 
that when natural (unpolarized) radiation is incident, the instruments 
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,., " ... 
C'M K'M and R'M (Table ii) are realizable only when the respective 
arguments are zero. Such a situation need not surprise us, since these 
instruments were constructed by merely assuming a special form of the 
expansion in terms of the Pauli spin matrices. We shall, therefore, 
, A 
show that the form of the matrix C' (apart from a constant multiplier) 
does, in fact, occur in a familiar instrument . Thus consider an 
anisotropic absorber (Jones 1941, Parrent and Roman 1960 ) with absorp-
tion coefficients '7.x and "1y in the x- and y-directions evaluated at 
the mean frequency :Y of the quasimonochromatic wave field. The matrix 
i) 
A for such an absorber is 
A 
0 
Defining the mean absorption coefficient t by 
and the mean difference & ' in the absorption coefficients by 
1\ 
the matrix A may be rewritten 
-'i 
=e 
..... 
A 
- ~' 
e., 
0 
+~' 
e 
in the form 
In the Mueller representation one has 
" A = 
IY\ 
,. 
(3·3) 
(3.4) 
(3·5) 
(3.6) 
(3· 7) 
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~ ~ 
where ~ is the Mueller matrix of the absorber. When C 1 is multiplied 
by e- 'l the instrument is always physically realizable 1 and b 1 is 
defined by ( 3. 5) • 
1\ 
we shall now show that the instrument C' is a partial polarizer. 
First, the Stokes parameters s2 and s 3 and (s0
2
- s1
2) are the in-
variants under the transformation C 'M of table ii, and so 
is an invariant. Here P and P 1 stand for the degree of polarization 
... 
of the incident and the emerging fields, respectively. However, C 1M 
by itself is not physically realizable unless interpreted as an ani-
A ... 
so tropic absorber \i ( 3. 7) . Thus under this transformation ~' 
relation (3.8) takes the form 
From this, the degree of polarization of the outgoing radiation is 
easily found to be 
,~ p -
Special cases are: 
p' :::.. + I 
(3.8) 
(3·9) 
(3.10) 
pI = l t(lN\k ~ ~ I ( (3-11) 
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In this last case we note that s1 = 0 . In Figure 2a, b P' is plotted 
as a fUnction of(2S 1 ) for the special case s2 = s 3 = 0 with several 
values of P. In this case the degree of polarization of the incident 
field is 
p-
whereas, that of the outgoing radiation is 
Is,' l p'-:;: .S' 
0 
Here we defined 
1-~~~, +(~S,)P ~1-t.a_S' f 
~o£hJtS' -(~s,)P~h.!t~' 
(~S,) + 
-I 
We observe that vThen 2 6 1 = llx .. "rt.y ~ 0, the instrument absorbs more 
(3.12) 
(3.13) 
in the x-direction than in the y-direction. F_~therrnore, (sgn s1 )=+1 
implies that the polarized part of the incoming radiation is pola-
rized in the x-direction. When this is the case, Figure 2-a shows ihat 
the degree of polarization P 1 of the outgoing field goes to zero 
for certain values of 2 ~~ :>O. If 2 b 1 is made more positive then 
the outgoing field becomes partially polarized in the y-direction. 
Thus the values of 2 b1 (Figures 2-a,b) at which P 1 = 0 is effective 
depolarization as a result of selective absorption. We remarked in 
Section 2.a that the matrix J (2.15 ) when looked upon as an in-
c 
" strument operator J , may be interpreted as an anisotropic absorber c 
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with the conditions a1 < 1 and a2 < l. It can indeed be compared with 
" the matrix C' ( b ' ) in Table ii with the multiplicative factor e- ~ • 
.... .... 
In order to interpret the instruments K' and R' of Table ii, we 
follow the procedure emp~d in Section 2, Equation (2.9). This leads 
us to a relation similar to (2.10), namely, 
" I<'(~,) (3 .15) 
,.. 
Accordingly, we conclude that the instrument K 1 ( ~ 1 ) is the same as 
~ 
the instrument C'( ~ ') rotated about the z-axis through 45° in the 
counter-clockwise sense . Similarly, it can be shown that 
-
-
(3.16 ) 
"" Thus the physical device R' is made up of three instruments in 
~ ~ 
cascade , that is, t he instrument K' with ( ideal) compensators C 
(properly oriented) on either side . 
From relation (3. 15) and (3.16) it is clear that the instru-
"" 1\ ments K' and R' of Table ii are also partial polarizers . In fact, 
" the analysis given before in relation to C1 also applies here. The 
formulae for the degree of polarization P ' of t he outgoing radia-
,.. 1\ 
tion for K1 and R ' are similar to the one given in (3 .10). We 
simply replace the Stokes parameter s1 by s2 and s3 for the in-
" A struments K' and R', respectively, in formula (3.10). Furthermore, 
the graphs plotted in Figure 2 can also be applied to the cases of 
A. " K1 and R' when the parameter s1 is replaced by s2 and s 3, 
respectively. 
Finally, before closing this section, we shall consider very briefly 
the degeneracy of the eigenvalues in Table ii . The Mueller matrix 
C' (~')in Table ii has two eigenvectors S ij ( i f j) for the eigenvalue M c 
+ 1. In the coherency matrix formalism, we have two matrices 
J !j ( i f j) that satisfy the relation 
c 
", ij ", i.J c ~~ (_ =+I JG, ) ~""fj j -tJJ 
... 
We emphasize that the operator C' is Hermitian. Any linear combina-
tion of the matrices J ,12 and. J ,21 , for example, 
c c 
1:2. :2..1 
J,- J, 
c. e 
is also a solution of (3.17). We recall that the matrices 
J 1 ij(i f j) can only be interpreted as instruments . It is easily c 
A 
seen that (3.18) is a representation of a rotator, R table i, that 
rotates the plane of polarization through 1r/2 . AJ3 remarked in 
(3.17) 
(3.18) 
Section (3. b ) of Chapter :II, it is now instructive to compare the in-
12 21 . terpretation of the individual matrices J 1 and J 1 g1.ven in c c 
(2.21) and (2.22) of Section 2 with (3.18) . It is obvious that 
similar considerations apply to the study of the degenerate eigen-
" " values of the matrices K1M and R 1M of Table ii . 
4. Physical devices with complex arguments 
" we shall now consider briefly the instrument C ( ~ ) (Table i) 
when the argument b is complex. Let us write 
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(4.1) 
and denote the instrument so obtained by~(6). It is easily seen that 
" " ~(SJ c'(S') 
A 
We now propose to show that the instrument 'G (6 ) is a "physical" 
compensator. That is, it compensates and absorbs the radiation 
"' . 
passing through it . The instrument C { ~ ) of Table i is looked 
upon as an ·"ideal" compensator which only compensates the radia-
tion passing through it. That is, it introduces a relative phase 
difference of 2 ~ in the x- and y-components of the field . 
A compensator is a plate of calcite of thickness d, cut with 
faces parallel to t he optic axis. Radiation incident normally on 
this plate is split into ordinary (0-wave) and extraordinary (E-wave) 
components. An ideal compensator will change the relative phase dif-
ference by 2 ~ between the 0- and E-waves, given by 
where n andn are refractive indices at the mean wavelength ~ for 0 e 
the 0- and E-waves, respectively. Let us now define the complel re-
fractive indices }'!o and l-e for the 0- and E-waves by the 
relations A . 
'to no + A. -~0 - ..i7[ eA 
ne.. 
.. A ~~ .~e. + )... -- :l7(J. 
(4.2) 
(4.4) 
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Here ~ and ' are the absorption coefficients for the 0- and E-waves 
o e . 
at the mean wavelength ~ of the quasimonochromatic 1vave field . It is 
then possible to write 
( 4.5) 
where we defined 
A 
The instrument t'(6 ), viz . , 
(4.6) 
0 
apart from a constant multiplicative factor e --q (where 7\. = 1/2(11
0 
+Jte)) 
is therefore a representation of a r eal physical compensator which 
compensates and absor bs as the radiation passes through it. Simi-
A 
larly, the instrument lt that may be defined by replacing the argu-
ment ~ in Table i by the complex quantity 6, can be shown to be the 
~ 0 
same as 'G(6) rotated through 45 about the z-axis . Finally, when g 
is replaced by the complex quantity~= g + i9' in Table i, the 
"' matrix ~(~) so obtained may be interpreted as a representation of 
a rotator with absorption • 
.... 
The Mueller matrix "G'i6) that may be constructed for the real 
physical compensator G(6 ) has the same eigenstates S ij, as those of 
c 
CM( ~ ) of Table ·i. The eigenval:ues are different. We list below 
"" 
the four eigenvalues and the eigenstates of the Mueller matrix t>M(6 ) : 
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. . * J...Ll -,L~ 
e e 
eigenvalues 
-..:l.~l 
= e 
.2. b I e+ 
i .:1..~ 
e 
-.i.:tb 
e 
eigenstates 
.$II 
c 
:ut 
SG 
l:t. 
5c. 
:Z:..I 
5~ 
We mention that for simplicity we have omitted the multiplicative 
constant factor e -2il_ that goes with the Mueller matriX -G'M(6) of 
the physical compensator. The quantity ~as defined before is the 
me~~ absorption coefficient. Now from (4. 7), the states S ii (i=l,2) 
c 
which describe monochromatic wave fields are eigenstates of the ideal 
compensator CM Table i as well as of the physical compensator -eM. We 
also observe that the eigenvalues are no longer degenerate. Hence 
the representations,(2.14) Section 2, of partially polarized wave 
fields that were constructed as eigenstates of the ideal compensator 
A 
eM are not the eigenstates of the physical compensator. However, it 
is interesting to note that if the absorption is isotropic 
(b'= o, ~ ~ o) then the representations (2.14) of partially polarized 
fields are also eigenstates of the physical compensator. A similar 
A ,.. 
analysis can also be carried out for the instrumentsJ( and~. 
5· Complete set of commuting operators 
(4 .7) 
It is well known that the eigenvectors of a Hermitian matrix form 
a complete orthogonal set. Nmv for a {2x2) Hermitian matrix operator, 
we have seen that the equation 
" " HJH 
has four solutions Jij, (i,j = 1,2). we first propose to show that the 
solutions Jij of ($.0 satisfy the "trace-condition" 
T -r- J J == ( const) ~ . ~ . [ ij kl t] 
' ' A.k_ Jt 
Following the procedure employed in Chapter II, Section 3.c, we 
first observe that 
( j)) ( J.~k T~ ::f ojt. 
Taking the trace of both sides of this equation leads to 
which is the same as Equation (5 .2). 
"' Recalling that the eigenvectors l. (i = 1,2) of H are complete, 
~ 
it can be shown that the four solutions Jij, (i, j = 1,2) form a 
complete set of matrices. In fact, any attempt to construct a (2x2) 
matrix B that will satisfy 
0 
for all (i,j == 1,2) will result in a null-matrix, that is, all the 
four elements of the matrix B will be zero. Thus any (2x2) matrix, 
denoted by A, may be expanded as a linear combination of the four 
solutions ~j of Equation (5.1) 
(5 .2) 
(5·3) 
(5.4) 
:z :t.. 
A -:;;. L 1 
,i_::;' j=l 
The expansion coefficients gij are to be determined by using the 
trace-relation (5.3), 
-
-
The matrices Jij listed in Table ii in relation to the Hermitian 
" ... ~ 
operators C', K' and R' are complete, and satisfy the trace relation 
(5.3). Thus consider an arbitrary wave field whose coherency matrix 
J is 
J 
where the x- andy-states of linear polarization are used as a basis . 
This coherency matrix J may be expanded as a linear combination of 
ij ij ij 
the set of matrices JC' or JK' or JR' of Table ii . In each 
case, the expansion coefficients g . . may be regarded as the ele-
~J 
ments of a 2x2 matrix, denoted by G. In the first case when J is 
expanded as a linear combination of JC ,ij, the matrix G is found to 
be identical to J as given in Equation (5.7). If, however, J is ex-
panded as a combination of JK, ij, then the matrix G may be regarded 
as the coherency matrix representation of the same wave field with 
45° and 135° states of linear polarization as a basis. Similarly, 
ij 
when J is expanded as a combination of JR, we get the coherency 
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(5·5) 
(5. 7) 
matrix representation of the wave field in which the right and left 
circular states of polarization are the basic states. 
"' Furthermore, a (2x2) matrix representation L of a physical de-
ij 
vice may be expanded as a linear combination of the matrices J 
which are the solutions of Equation (l)) thus 
,, 
L c .. J 
-<:J 
J.j 
(5.8) 
We have seen in Chapter II that the solutions Jii(i = 1,2) are Hermitian 
and commute with the Hermitian operator H. The solutions Jij(i ~ j), 
A ~ 
however, do not commute with H. Thus if the operator L commutes with 
the Hermitian operator H) then in the expansion (5.8) the coefficients 
C .. for (i ~ j ) will be zero . The two matrices Jii ( i = 1,2) may be re-
~J 
garded as forming a complete independent set of matrices that commute 
" " " with H. As a result) any operator L that commutes with H must neces-
sarily be · a linear combination of the matrices Jii. Applying these 
considerations to the set of matrices given in Table ii) we see that 
the linear combination 
is the most general (2x2) matrix representation of a physical device 
" that will commute with the Hermitian operator C'. Similarly, the 
linear combinations 
ell- c2.:1. l 
" 
2.. J" .i..i. [c" -rc,,_ 
LK, =Z c . . - c11 + C2 2... J ,i::l A. A 1<.' c 11 - c 2- 'l-
and 
2- lc" + c,._ ,;. (c 11 - c,_,_) J " )d .. 
LR, = l C .. JR, ::::: A..~ 
-.(. (c 11 - c 2.'-) C11 ·+ c2.'l. ,<:. :=. \ 
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are, respectively, the most general matrix representations of physical 
A A 
devices that commute with the Hermitian operators K' and R' of 
Table ii. 
6. Conclusions 
In Chapter II the eigenvalue equation 
(6.1) 
,.. 
(where M is th~ 4x4 Mueller matrix) was studied. A corresponding 
equation 
tX_J 
(6.2) 
,.. 
(where L is a 2x2 matrix of a physical device) in the coherency 
matrix formalism was also studied. Relation (6.2) was interpreted 
A 
in two ways. (1 ) The instrument-operator L leaves the state of 
the field J unaffected up to a multiplicative constant. (2) The 
(2x2) matrix J may be looked upon as a representation of a possi~ 
" physical device J. Then (6.2) means that the effect of the three 
.... ,.. "'+ 
instruments L, J, L in series on an arbitrary (quasimonochromatic) 
" wave field is the same as the operator J alone times a multiplica-
tive constant factor. It was also found that when the eigenstates 
,.. 
of the operator L are orthogonal, two out of the four solutions of 
,. 
(6.2 ) commute with L. (Cf. Chapter II, Sections 3.a and 3.c.) 
These two solutions were found to be the coherency matrix represen-
tations of monochromatic wave fields. These coherency matrices were 
also looked upon as representations of possible physical devices . 
The commutation relation was then interpreted to mean that the effect 
J\ 
of this physical device and the instrument-operator L in series, on 
an a.rbi trary ( quasimonochromatic) wave field is independent of the 
order in which these instruments occur. 
In Chapter III, we constructed (2x2) ·matrix operators of various 
physical devices. Starting from a special linear combination of 
Pauli spin matrices, e . g . 
A 
0. - ~ Cos(}. 
J J 
we constructed three unitary operators (Table i, Chapter III). It 
was observed that these operators induced rotations through 2 9. 
J 
about the s. ( j ~ 1,2,3) axis of the Stapes-space. These operators 
J 
were identified with known physical devices. Their eigenvalue 
Equation(6.1) and the corresponding equation in the coherency matrix 
formalism (6.2) was studied. 
We then let the argument g . be purely imaginary 
J 
I 
(). :::i_(J. 
j J 
As a result we obtained three more operator representations such as 
"• 0. 
J 
h i .. 1 A"\1 -::::. a-_ ~ f)-. - (). ~h. l:1· 0 j . J J 
(6 .4) 
These Hermitian operators (Table ii , Chapter III) were also identified 
with known physical devices. The eigenstates of (6 .1) and the solu-
tions of (6.2) in this case were found to be the same as those of the 
instruments (6.3). 
1\ 
A brief description of the operators (!}_ with complex arguments 
J 
was also carried out. Due to the degeneracy of the eigenvalues of 
the corresponding Mueller matrices of (6.3), it was shown t hat states 
with partial polarization can also be eigenstates. Such a possibility 
"' was discussed with regard to the operators 0 .; with complex arguments. 
J 
It was shown, for example , that states with partial polarization will 
be eigenstates of a "physical" compensator, only if it absorbs the 
r.adiation isotropically. Finally, in the last section of Chapter III 
the possibility of obtaining a complete set of commuting operators was 
discussed. 
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Fig. 1 
Rotation of a vector in the Stokes - subspace (s1 , s 2 , s 3 ) about the s 3 -axis 
through an angle 2e. 
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CHAP.rER IV 
THE STUDY OF NON-PlANAR WAVES 
1. Introduction 
So far we have restricted ourselves to plane ~uasimonochromatic 
•reve fields. In this Chapter we shall extend our formalism to the 
study of time-harmonic vector waves of arbitrary form; that is, we 
shall consider non-planar 1va.ves. 
In the case of homogeneous plane waves, the state of polarization 
was found to be the same at every point of the field. In dealing with 
waves of arbitrary forms, it must be stressed that the term 
polarization refers to the behavior at a particular point in the 
field, and that the state of polarization will, t herefore, be dif-
ferent at different points of the field . Further, it must also be 
emphasized that there is always a definite direction of propagation 
at every point in the field , whereas in the case of the plane wave 
there is, at every point in the field, the same direction of propaga-
tion, namely the z-axis. 
.. + + Let E (x,t), E (x,t ) , E (x , t) be the components of the electric 
X y Z 
-7' + -+ field vector E(x,t ) at a typical point x of the field at time t. As 
before we shall make use of the concept of analytic signals to obtain 
the representation of the field components . Let us associate a 
three-component vector t 
' 
Ex (x} t) 
t?:~cx,t) 
E cx)t) 
i! 
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(1.1) 
.. 
with the non-planar wave at a typical point x in the field at time t. 
Following our previous definition of the coherency matrix, we now de-
fine a 3x3 coherency matrix J by 
J = ~ C X c_t / 
= 
;rx x 
Jj )1. 
J~x 
where Jij = LEiEj * ;> ; i,j = x, y, z. (By a coherency matrix J 
in this chapter, we will always mean the 3X3 matrix defined in 
Equation (1 .2) unless otherwise stated.) The coherency matrix de-
fined in Equation (1 . 2) is a representation of the non-planar wave 
field in terms of observables. In this chapter we propose to obtain 
a set of generalized Stokes parameters for non-planar waves. 
2. Properties of the 3X3 Coherency Matrix 
The electric field is transversal, that is, the field vector 
-~ E (x,t) at any point in the field is perpendicular to the direction 
of propagation . If ~ is the unit vector in the direction of propa-
gation, with components n n n , we must have 
-X -y -z 
or in matrix notation 
n
+ ~ (... = 0 
That is, 
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(1.2) 
(2.1) 
At a given point in field we can always perform a unitary transformation 
U such that one of the coordinate axes coincides with the direction of 
propagation 
U n = n ' 
where 
This unitary transformation will transform the vector ~ to give 
where 
1 
_ [ Ex'] ~ - £'j, 
0 
So that in the new coordinate system the coherency matrix takes 
t he form 
where 
J' 
jX'X' Jx·~' 
:r~,x~ J'~,~~ 
0 0 
u J li' J' 
0 
0 
0 
Now since the determinant value of a matrix is an invariant under a 
unitary transformation, we find 
t J l..,t J I de - oe- 0 
Thus for vector waves of arbitrary form with a definite direction of 
(2.2) 
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propagation at every point in the field, the determinant of the 
coherency matrix al1vays vanishes. Now the 3X3 coherency matrix as 
defined is Hermitian. Hence it contains nine independent quantities. 
With the added condition (2.2) that its determinant shall vanish, we 
see that it has only eight independent parameters. 
3· A complete set of 3X3 matrices 
We recall (Chapter I, Section 5 .b) that w'hen the two-dimensional 
coherency matrix J was expanded in terms of the Pauli spin matrices 
along with the 2x2 unit matrix, the Stokes parameters were obtained as 
expansion coefficients. The Pauli spin matrices, 0"-:, with the unit 
1 
matrix ' cr ' form a complete set. The matrices in this set are 
0 
"orthogonal" with respect to the trace-condition 
) 
0; I"' :<_.)3 • (3.1 ) 
Now in the three-dimensional case, it naturally follows that we must 
first obtain a complete set of matrices which obey the trace condi-
tion similar to (3.1). The 3X3 coherency matrix given in ( 1 ~2) may 
then be expanded in terms of these matrices and define the expansion 
coefficients as the _generalized Stokes parameters . We mention that 
a similar approach was also taken by P. Roman (1959 a, b). But the 
matrices used in that work do not aatisfy the trace-condition and 
hence are not suited for the applications we have in mind. 
By a complete set of matrices we mean that any 3X3 matrix can 
be expanded as a linear combination of the matrices of this set. One 
such set, as mentioned before, was obtained by P. Roman from the 
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35-element Kemmer algebra. We shall, however, follow a different 
:rrocedure • 
We recall from Chapteriii, Section 5 that the solutions J, to 
the matrix equation 
A. " HJH eX.] 
A 
form a complete, orthogonal set, when the operator H is Hermitian, 
and where the quantity a is just a c-number. Although the discussion 
in the previous chapters was restricted to 2x2 matrix operators, it 
is easy to see that it has an obvious extension to the nxn case. 
Thus, to obtain a complete set of 3X3 matrices we simply need to 
,.. 
choose a convenient 3X3 Hermitian matrix H and solve Equation (3.2) 
given above. 
If t i' i ~ 1, 2, 3 are the eigenvectors of the 3X3 Hermitian 
,.. 
matrix operator H, it is easy to see that Equation (3·.2.)) has nine 
solutions, Jij obtained as follows 
J~j 
It is important to note that a 3X3 unit matrix is not contained 
in the set of nine matrices constructed according to (3.3). This is 
so because the unit matrix cannot be expressed as a direct product 
of any t1vo three-component vectors. However, since the nine 
matrices Jij form a complete "orthogonal" set, (orthogonal with re-
spect to the trace-condition) we may regard them as forming a hypo-
thetical nine-dimensional space. If now a unitary transformation is 
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(3.2) 
(3·3) 
made in this space, it is possible to construct a ne1-r set of nine matrices 
vhich are also complete and orthogonal. To show this let us relabel all 
the nine matrices J ij by a single index 
II l:t ~3 
J :::...J, ' J :: J~ J ------] =- Jb ) -- ----· 
A unitary transformation in this nine-dimensional space, that is, nine 
independent linear combinations of the nine matrices J 1 such as 
~ 
(; = 2 
1'\1 • I )...: ) 
produces a new set )Gm ~of nine matrices lvhere Cmi are the elements 
of the 9x9 unitary matrix which satisfy 
Also, since the J. are orthogonal they satisfy the trace condition 
l 
T -r [I. J. t J = ~ .. 
'• )... J ,.L J 
Now to prove that the matrices G also satisfy the trace condition, 
m 
we note that 
-t t 
G GT 2-L. C. _en. J. J. 
-
">'n.L ) ).._ J rn n . . 
,A- J 
.LL. c'Yh,l * j. J.t - cjn ~ . ..t J 
.)- J 
Taking t he trace of both sides, 
.. 
(3.5) 
(3.6) 
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This completes the proof. Finally, since the matrices J. form a 
~ 
complete set, we can always find such a unitary transformation that 
the new set of matrices i Gm \ contain the unit matrix. 
With these preliminaries we now proceed to obtain the complete 
"" set of matrices. Let us suppose that the operator H in (3.2) is in 
diagonal form, then its eigenvectors are 
We now construct the nine matrices following the procedure given 
in (3.3) 
i' = [: : ~ J 
J~'-l~ ~ :] 
~~ 
J == l; ~ ;r 
J'~-[: : :] 
J~~-l: : n 
\3 [0 } ::: D 
0 
.2.3 
J -
33 J ::: 
[: 
[: 
9 
0 
0 
0 
0 
0 
0 
0 
0 
:J 
~] 
(3-7) 
(3. 8) 
These nine matrices are obviously complete and orthogonal with respect 
to the trace condition, 
The next step is to make a suitable unitary transformation as given 
in (3.4) such that the new set of matrices \ Gm1 contain the unit 
matrix 
(3. 9) 
= r, 0 01 0 I 0 (3. to) Lo o 1 
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Furthermore, for convenience, we also impose the extra condition that 
the new set i G 1 shall also contain the three angular momentum 
m 
matrices 
~,::::. [~ : ~] 
0 0 -1 
G = _1 [
0 1 0
] ) .!1.. {.i I 0 I 
0 0 
[o -L o] ) G3 ::= .k L ~ -L 0 A.. 0 
apart from constant multiplicative factors. They satisfy the 
equations 
G. G. 
~ J 
G. G.'= 
J ..<. i,j,k:=l,2,3 
cyclic 
In quantum mechanics th~ minus sign on the right side of ( 3.12) 
does not occur; this is because the matrices in (3 .11) are 
labeled differently than those in quantum mechanics. 
The matrices G
0 
G1 G2 G3 given in (3 .10) and (3.11) may be 
expanded as linear combinations of the matrices Jij given in (3.8) . 
We find 
G J" -t- J!t:t + J 33 0 
4- J"\\ J!t.~ I 
:t.t 
( 3 .11) 
(3 .12) 
~!L ~LJ ' ;t.t-J ~ . 
-t J :>.-:, + J 3i. J 
(3 .13) 
l!l !tl "-3 3.1.] 
G~ -'- [-.rJ -ri.J -iJ +iJ -
.[.i 
Remembering that the matrices Jij that do not occur in (3.13) have 
zeros for their expansion coefficients, it is then easily verified 
that the linear combinations given in (3.13 ) are linearly independent . 
Hence the matrices G1 G2 a3 given in (3.11) are acceptable as 
members of the new set G • 
m 
It now remains to obtain five more independent linear combina-
tions of the matrices Jij. After some lengthyalgebra it is possible 
to obtain these independent combinations. In Table i of this 
chapter we give a 9x9 unitary matrix that transforms the ~j into 
G • The resulting set of 9 matrices G, m = o, 1, •••. 8, which are 
m m 
complete and orthogonal are given in the table • It is important to 
note that the matrices obtained are Hermitian , Gm + = Gm>for all m, 
and the normalization constants have been so arranged that the 
trace conditions now read 
3 ~ .. 
Aj ) 0 I ----8" ) ) . (3.14) 
we have thus obtained a complete set of orthogonal matrices 
{am ]· Any 3X3 matrix A can be expanded as a linear combination 
of these 
The expansion coefficients a. can be determined by using the trace 
l. 
condition (3.14), thus 
(1. 
,\. ' 3 
We note that all the matrices G. are Hermitian and so if the matrix A 
l. 
is Hermitian, all the expansion coefficients ai's are real . 
(3.15) 
(3.16) 
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r 
G- i I 0 ~ 0 
I 
G I !ff 0 ~ ~J[ • I 
.f3 G~ 0 '\o 
-~·~ g I c.~ I G~ 0 .J§ I - J J -...q-::J ~~~ 
I G~r. j . I 0 0 
=t l Gs ~ I 0 0 ! I 
i 
' ! 
. ......., I G ' 0 - ·~J3 ; . I '6 i c~ I f 
I 
. r:=; ! G? 0 ~ ·~j e .......... , .... Cj 
~i'__, 
1 I ;. 
• c., 0 I r.-
L. '21' .... ! ... .;1_ 1.-
G-
'o-
,· ro +i. 0 
Q ~ ~ -= 0 . 3 - ~ /'- + k 
1 o -i_ o 
.... 
-! 0 
0 I 
0 I 0 
Table i 
0 0 I 0 
0 0 0 0 
~ l~ 0 0 ~=-
a-9.-
.2 
0 
. . r:; 0 - i l3 +I~ ...... -~-- 9 
,2. r_.._,.. 
(f 
'·""""" 
0 0 0 
.[3 0 0 ·l•!.l~. 0 • - . C) 
.;r-.• 
_J}~ 
'i.'3' 0 0 C) 9 c:Jo..:..... c-.. 
... rs t»,r; 0 0 -;....: . .::.. -,t..!-•J 
.z C'-._, 
c; 
0 0 - ·=:~ 0 .fl1~ 
·-
r 
If o 0 
G=ffooo 
l t~~ 
0 -i~ 0 
G· ::= --12' • 0 I. 
, .... , 2_ .I... ,... 
. 0 -,(. 0 
0 
0 
0 
0 
Jf ~ 
"' 
. r:-t 
-; 13 ~ ·-
.2 
0 
0 
0 
l-;v [ec . 4-. -ji = 3 ~ .. 
~ J ~J 
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0 
0 
.[3 
z 
+i..!i 
:l 
0 
0 
IF 
9 
=-
r.='7 
• ~~3 )... .:....,_ 
.,.'?,.. 
0 
l r i~-I 
-{I' JIJ.. 
'\ 9 . I . ~ .......... 
0 J'3 
0 J;;_, 
0 _Q..2 j 
0 J~3 
0 IJ 3r 
0 ! J3~ 
! 
-:"' 3 3 
£i. J ! L 
-
o I 0 
I 0 I 
0 I 0 
0 0 
4. The generalized Stokes parameters 
Let us expand the 3x3 coherency matr ix J defined in (1.2) as a 
linear combination of the matrices G. 
8 ~ 
J =- -'- "> -r-. G . 3 f- ,A. .(.. 
A:: 0 
where 
Note that J is Hermitian and hence all the expansion coefficients r. 
~ 
are real . We define these expansion coefficients r. as the 
~ 
generalized Stokes parameters . 
(4.1) 
(4.2) 
* From Equation (4.2) the Stokes parameters can be obtained in terms 
of the elements of the coherency matrix J given in (1 .2 ). we find: 
i. = f[ ( Jxx - j~ 2) 
-r,_ ~ ( 'Ix'j + J~x -t- J"~~ -t- J"'.z!'-1) 
1"~ = ·(; [ i ( J ~X - J X~ ) 1- ..l ( J z 'j - J ~ ~ ) J 
~=[f (JxZ! +J~x) 
'IS -::; ~I [ + A ( X ~ - j ~ X )] 
~3' f ( J 
.2. l- Jx\j+1'jx)+(J~2-t-Jt:j) 
1"7 =- ~ (_-L(J~x-:Jx:J) +-l(:r2:~- J~~)J 
~ ; ~ ( ( Jxx- J~'j) - ( T~~ - ]'~?; )] 
*In this Chapter, by Stokes parameters we will always mean the 
generalized Stokes parameters . 
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Now the elements of the coherency matrix J may be looked upon as 
defining a nine-dimensional direct product space. (A similar con-
sideration for the elements of the 2x2 coherency matrix was given in 
Chapter r:. ) In defining the nine-dimensional Stokes-space we have 
simply performed a unitary transformation on the nine-dimensional 
space defined by the elements of the coherency matrix. The unitary 
matrix that performs this operation is the same as the one used in 
Table i. From this it is clear that the elements of the coherency 
matrix may be obtained in terms of the Stokes parameters r. by 
J. 
simply taking the Hermitian conjugate of the unitary matrix (in Table 
i) times a multiplicative factor of one-third. In explicit form, 
the relations are as follows: 
Jx x - t ( 1o -t IT ;-; + ~ -fB ) 
- [6 ( "14- - i -;5) 
21{3 ( -r;_ - 16 - ;_ 13 + .t r-7 ) 
J~~ :. 13 (,C) - {i 18) 
J~ ~ = d{3 ( 12. ;- 16 + ,.(.1"3 +;.. ;7) 
J~ X =: ~ ( -14- + .i. 15) 
J = ...!- ( 1. + ,, - ;._ f3 - ;._ 17) :e~ 2..{3 ;:1.. 
J~ ~ - t ( -r;, - rr -r; + .B: 18 ) 
As in the two-dimensional case, the Stokes parameter r stands 
0 
for the total intensity of the beam 
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(4.4) 
T;-- J 
The rest of the eight Stokes parameters characterize the type of 
polarization . We recall the definition of the Stokes parameters in 
the two-dimensional case given in Chapter I. The physical inter-
pretation of the parameters given there can be taken over as it is 
in interpreting the parameters defined in (4.3) · It is important 
to note that the parameters r 1 r 4 and r 5 signify the type of 
polarization in the xz-plane alone, while the parameters 
r 2 r 3 
r 6 and r 8 give the polarization characteristics of the xy and 
the yz-planes together . For this reason, it might be more convenient 
to introduce the following linear combinations of the Stokes para-
meters r. given in 
J. 
(4 .3): 
~ , = {¥ ;-; 
e.!l == -II .,~ == 
~3 = ~ -15 
Jx x - 3~z. 
:Tx~ -t-J~x 
.i... (Jxz - Jc.x) 
(> 4- ::::: ~ ( -r, + {3 f8) - J -J XX ~~ 
~5 1- ( i. - -r~ ) - Jx':J +:T~x = f3 1.. 
~ 6 ;:::. ...!- ( 13- -y-7) - i, ( J~ X - J X~) 
.f3 
f7 == ~ (~ -f3f8) = J - J 'j ~ l: l:. 
~8 ==_g (~+-16) J~ x: + Jz~ 
E''l :::; ~ ( ,3 + ,7) - i ( J~ 'j - :J':\ i.) 
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(4.5) 
(4.6a) 
(4.6b) 
(4.6c) 
Presented in t his form, the three parameters ~ 1' ~ 2 and e 3 in 
(4. 6a) stand for the polarization cha.raderistics of the field in the 
xz-plane. Similarly, the parameters in (h.6b ) and (4.6c ) describe 
the polarization in the xy and yz-planes respectively. These linear 
combinations of the generalized Stokes parameters are not all in-
dependent, for we have one relation 
f, 
5 . The case of the monochromatic field 
A strictly monochromatic field is coherent and fUlly polarized. 
For the monochromatic case we may represent the field components 
E. , ( i ~ x,y,z ) by 
l 
E. 
~ 
-J.. wt 
e ) 
where A. and cp. are time-independent, and GJ is the circular 
l l 
frequency of the monochromatic field. 
In this case, the time average operations in the definition 
(1.2) ofthe coherence matrix may be omitted. For the monochromatic 
case, the coherency matrix takes the form 
A2. A A ~( ctx-<P~J A 4 e.<.(<P)(-<t~) 
X X ~ )<.. ~ 
J= A A -ICct~-<P~) ~ xe A2... ~ A £ (4~ -t~) ~A~ e_, 
,4 A e_i ( cpx- 4> ~) A A _;_ C ~:f<Pi!:) Az_. Z:. j e__ i! X ~ 
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( .(5·2) 
This matrix is made up of the following six quantities A , A , A and 
X y Z 
the phase differences ~ xy ::: (¢x - ¢y), b yz:::: (¢Y - ¢z ) and 
b = ( ¢ - ¢ ) • But S = S + & . Thus in (27) only five in-xz x z xz xy yz 
dependent quantities A , A , A , ~ and & are involved . On the 
x y z xy yz 
other hand, the coherency matrix is Hermitian and in general contains 
nine independent parameters. Likewise the generalized Stokes para-
meters are nine linearly independent quantities. In the coherency 
matrix or the Stokes parameter representation of such a field we would 
express the five quantities A --- S by means of the nine linearly 
x yz 
independent quantities. Therefore, there must exist four relations 
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(at least quadratic) connecting the nine elements of Janda corresponding 
set of four relations for the Stokes parameters . 
First, looking at the coherency matrix in (5.2) we observe that in 
the monochromatic case the following determinants vanish, (for 
convenience we have written these in terms of the elements J . . ) 
~J 
t J/ Jxx JXj ::rxx T~-':1 - 3 x::1 J.':JX - 0 -Z:. J":J X Jj~ 
l:rlJ 
Jxx J Xi!-
I= 0 JXXJ~~ -JX2..J:CX -Tz.-x ]" c .2-
t J l T~~ J~:c. l J"j ~ J t 2 - J~ z: J .l ~ - 0 -X J~j 'J l: :z= 
f 
(5-3) 
(5 .4) 
(5-5) 
and 
· Tx x JX"j Jx~ 
101 = J'jX . J':'J~ ==0 :r~'j 
-szz: 3.2~ J~~ 
which leads to 
[ Jxx (J~'j J:e~- J~Jr. J.l'j) + J:J~ ( 5xx Jz-~- Ix~ J2::x) 
1-Jl l:(:rx)(.J\j:J -J,.,~ J~/<)- .;t l"xx :JYI:J J.2:Z. (5 . 6 ) 
+ JX:J jcX :J:J Z. -t- J~ X JX ~ jZ: 'j J = 0 
When (5.3), (5.4), (5.5) are used, this last relation takes the form 
(5. 7) 
We have thus obtained three quadratic relations (5.3), (5.4) and (5.5) 
and one cubic relation (5.7) among the elements of the coherency 
matrix. The determinants in (5"· 3) to · 5} are the co factors of the 
elements J , J and J , respectively. 
ZZ yy XX 
If the field . is quasimonochromatic the four relations given in 
(5.3) to (5.6) do not hold . In fact, by Schwarz's inequality we 
find 
and 
Corresponding to relation (5.7) we find the inequality for the 
quasimonochromatic case as follows. Consider the three complex 
functions i; , g, and h of a real variable x. From Schwarz 's in-
.. 
equality we first have 
(5 .8) 
(5.9) 
(5 .l0 ) 
l06 
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Multiplying both sides of this inequality by a positive non-zero 
quantity we get 
In fact, we obtain two more inequalities, 
and 
These three inequalities may be combined to give 
tatl" 1 a*"Jx 1 ~.,~ tJx 1 
(S ·I!) 
Now it is well known that 
where Z = x + iy is a complex quantity . So that the inequality 
(S...,H) finally takes the form 
In terms of the elements of the coherency matrix we have just proved 
that 
where the equality holds only when the field is monochromatic . 
It is now straightforward to obtain corresponding inequalities 
for the Stokes parameters. We simply substitute from (4.4) the 
values of the elements J . . in terms of the Stokes parameters into 
~J 
the inequality (5.8), (5.9), (5.10) and (5.13). When this is done , 
we get 
[ ~2.- ~ 2- -r IT ~ _, -~ ~-18- -f31'j ..-& 
- ~ ( -r,_--f(, )'-- ~ ( ;-5 --r; f J ? 0 
and 
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(5.13) 
(5.14) 
(5.15) 
(5.16) 
These are the desired inequalities for the Stokes parameters in the 
quasimonochromatic case. The equality signs in (5.14) to (5.17) 
hold only for the monochromatic case. Finally, we wish to point out 
that by adding the inequalities (5.14), (5~15) and (5.16) there 
results 
g 
~ 
·z ,.~ ~~ ~0 ~ 
L=t ~ 
This inequality is similar to 
3 
2 
~=I 
~ 
3 0 J 
in the two-dimensional case. 
6 . Concluding Remarks 
we have thus obtained a meaningful set of nine generalized 
Stokes parameters . In the general case when the wave field is not 
monochromatic, the Stokes parameters r. satisfy the four in-
l 
equalities given in-(5 .14) to (5 .17). Likewise the elements of the 
coherency matrix satisfy the four inequalities given in (5.$) to 
(5.10) and (5 .13). Furthermore, in free space the electric field 
is perpendicular to the direction of propagation. As a consequence, 
the determinant of the coherency matrix vanishes (see 2.2). A 
corresponding condition can be obtained for the Stokes parameters . 
This can be done by substituting for the elements of the coherency 
matrix in terms of the Stokes parameters from Equation (4.4). 
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(5.18) 
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In the case of a purely monochromatic wave field the inequalities 
in (5.8) to (5.10) and (5 .13) become equalities . In this case, the 
condition of the vanishing determinant (2.2) is no longer an extra 
condition. In fact, it can be derived by combining the equalities 
given in (5.8) to (5.10) with (5.13) . Similar considerations apply 
to the Stokes parameters. 
Finally, we will end our concluding remarks by indicating certain 
questions that should be investigated. The problem of the interaction 
of non-planar wave fields with optical instruments is important. But 
before this can be carried out, a meaningful definition of the degree 
of polarization at a given point in the wa~e field must first be ob-
tained. In this respect, relation (5.18) strongly suggests that the 
degree of polarization may be defined as 
' 
p 
-t (6 .1) 
or in terms of the elements of the coherency matrix it can be shown 
that 
p I 3( IJ"lx-tiJI~-t-\:Tlr) (T-r.T )~ 
whereiJj ---etc. are the principal minors of det J. Such a defi-
:x . 
nition is analogous to the one already used in the case of plane 
(6.2) 
waves ( see Chapter I, Equation (4.11) ). However, before this defini-
tion can be accepted it must be sho\vn that it is in fact equal to the 
ratio of the intensity of the polarized part of the radiation to the 
total intensity. Furthermore, it must also be shoifn that the intensity 
associated with the polarized part of the radiation is unique. 
The definition of P as it stands has the proper limits for un-
polarized and fully polarized wave fields. It is also independent of 
the particular choice of coordinate axes as it should be . This is 
evident from Equation (6.2). However , in the limit when the non-
planar wave field becomes a plane wave field, the definition (6 .1 ) or 
(6 .2) does not reduce to .that defined in Equation (4.11) of Chapter r. 
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CHAPrER V 
ON CERTAIN ANALYTIC PROPERTIES OF THE CORRELATION FUNCTIONS 
1. Introduction 
Up to now we have been working with correlation functions or 
coherency matrices. It vras pointed out that in the quasimonochromatic 
approximation we may operate by means of the instrument operators di-
rectly on the elements of the coherency matrix instead of the Fourier 
frequency components separately. In the more general polychromatic 
" case, this approach is not valid . The instrument operators L are, in 
fact, frequency dependent; as such it is necessary to denote these 
" operators by L( ')) ) • Furthermore, it is necessary to redefine the 
coherency matrix. As introduced before the elements of the coherency 
matrix were defined as the time average of the field components 
~ ~ -E. (x, t) and E. (x, t) at a typical point x in the field. We shall 
1. J 
now redefine the elements as the correlations between the field 
components with a time delay ~ of one component with respect to the 
other. Thus, 
where i,j; x,y; and denote the coherency matrix so defined by J(~). 
By taking the Fourier transform of each element of this matrix, we 
get the power spectra for the diagonal elements and the cross-power 
spectra for t he off-diagonal elements. We shall denote the matrix so 
obtained by j ( ~) and call it the coherency matrix in the frequency 
domain. The effect of the instrument operators on the incoming light 
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beam can then be studied through the equation 
- I j (Y) 
A • A·t 
:::::: L(YJ J (Y) L (JJ) 
The transformation law for the coherency matrix given in Chapter I 
is similar to the one given here except that the frequency dependent 
quantities were evaluated at the mean frequency of the quasi-
monochromatic field . 
In this chapter we propose to study the Fourier frequency 
spectra of such correlation functions . We have been using the 
analytic signal representations (Gabor 1946) of the field quantities . 
Consequently, their auto-correlations are also analytic signals 
(cf. Parrent G. B. 19601Thesis ). The term "analytic signal" derives 
from the fact that these functions are, when considered as functions 
of a complex variable, analytic in one-half of the complex plane . We 
propose to investigate the influence of their behavior in the complex 
plane on their Fourier transforms . It must be emphasized that the 
applicability of such investigations is not restricted only to the 
considerations arising in the theory of partial coherence and partial 
polarization, for it is the property of analytic signals that their 
Fourier transforms vanish for negative (or positive) arguments . As 
such, these investigations will have applications in theories dealing 
with "causal" phenomena, f'or example, in electric circuit theory 
where the impulse response of a passive circuit vanishes for negative 
times . For further examples, we refer the reader to Hilgevoord J. 
(1960) . Also N. G. van Kampen (1953) applied the condition of 
causality in studying the scattering of a Maxwell field by a fixed 
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scattering centre with a core of finite size. 
Of immediate interest to us is the following problem. In a 
Michelson two-beam interferometer, the visibility of fringes as de-
fined originally by Michelson is V = (I -I . ) / (I +I . ), see, 
max mln max mn 
for example, Born and Wolf, Chapter 10, Section 10.4.1. As the path 
difference between the two beams traversing the two paths in the 
interferometer is increased, the visibility of fringes in general 
decreases. When the path length is made much longer than the coherence 
length of the radiation (Born 
visibility goes to zero. The 
and Wolf, Chapter 7, p . 318) the 
* correlation function -<(v 1 ( t + 'C)V 2 ( t) > 
is important in this investigation . Here v1 and v2 are the analytic 
signal representations of the light disturbances in paths (1 ) and (2) 
of t he interferometer . In particular, Wolf (1962), (Born and Wolf, 
-Chapter 10), introduces the normalized correlation function i (~). 
Its Fourier transform g(~) is the spectral energy distribution of 
the light source. In the quasimonochromatic approximation, the ab-
solute value of "'/ ( 'r), that is, /1 ( '"C') I is simply rele.:bed to the 
- . 
visibility V of the fringes observed in t he interferometer (cf. Born 
and Wolf, Chapter 10, Section 10.4.1). 
Almost&l measurements in optics lead to intensity measurements . 
In particular, . with the use of square law detectors the measurement of 
fj{ (~) {is easily made. However, in this measurement the phase of 
1<~) is irretrievably lost. For this reason, the Fourier inversion 
cannot be carried out to recover the spectral profile g(V ). It is 
well known, however, and as such first asserted by Rayleigh (1892) 
that if the spectral profile g(y) is a priori known to be symmetric 
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then the measurement of l"t ( 'L )1 is sufficient to recover g ( '))). This 
is so because the Fourier sine transform in this case vanishes 
identically. 
Now when the spectral profile is not symmetric, then it appears 
that the knowledge of both fi ( rr)/ and the phase ¢( "t) is needed in 
order to invert the Fourier relation to obtain the spectral profile 
g(~ ). Recently, however, Wolf (1962 ) has called attention to t he 
analytic properties of 4{(1:) when it is considered as a function of 
a complex variable 7: = 't' + i '"C. • The normalized correlation '6 ( 'L) 
r J. 
itself being an analytic signal, its real and imaginary parts are 
(Hilbert) conjugate functions. Furthermore, if--6.('£:") =IY(tz:)j ei¢('Z:') 
has no complex zeros in the upper half plane 7:. > 0 including the 
J. 
real axis, then lo-~;l"i ('t )f and ¢(tt) are also (Hilbert) conjugate 
functions. Therefore, provided Y ( 'l:) is a priori knmm to have no 
complex zeros in t he upper half plane including the real axis, the 
measurement of 11 ( rt)j allmvs us to construct the phase ¢(~) through 
the Hilbert relation. Having constructed 1( 'L), its Fourier inversion 
leads to t he (asymmetrical) spectral profile g ( ).) ) • 
Thus Wolf (1962) has shown that there is a possibility of being 
able to recover a certain class of asymmetrical spectral profiles 
f'rom the knowledge oft'( ( 'L) f alone. Kano and Wolf (1962 ) have 
demonstrated this procedure for the black body radiation. 
To summarize, we note that symmetrical spectral profiles g ( )) ) 
may be determined through the knowledge of/i(?:)/alone because the 
phase of '{ ( "C) is not needed in this case. There are a certain 
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class of asymetrical spectral profiles for which the phase of If(~) 
can be constructed from the knowledge of f,( (r,c)j , in which case, 
again, the spectrum (asymmetrical ) g ( ~ ) can be constructed from the 
knowledge of fY (rz:: ) J alone . 
A problem such as this of constructing the phase from the know-
ledge of the absolute value of a function occurs often in physics. 
For example, given a real variable x it often happens that both the 
amplitude and phase of a phys·ically observable function {(x) are 
important . However, it may turn out that only the absolute value, 
jt (x ) / , on the real axis is measurable . It is then important to 
be able to construct the phase on the real axis from the knowledge 
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of l{(x ) I . In general, a unique solution to this problem is not ex-
pected. However, on physical grounds f Cx) may be required to satisfy 
certain restrictive conditions . Then the possible choice of phase 
functions that can be associated with ~(x) j is limited. It is then 
reasonable to ask whether a whole class of phase functions could be 
constructed subject to the physical requirement that ~(x) must satisfy. 
As a further example of this we point out that recently O'Neill, 
E. L. and Walther, A. (196g) formulated the problem of phase retrieval 
with regard to optical image formation . Walther, A. (196~ ), in par-
ticular, constructed all possible amplitude distributions in the image 
plane that lead to the same intensity distribution . He also showed that 
every real, non -negative, integrable and band-limited function is the 
squared modulus of a band-limited complex function . It turns out that 
the complex zeros of the amplitude distribution play an important role. 
In fact, the only freedom to construct all possible amplitude 
distributionsthat lead to the same intensity distribution is to 
displace the complex zeros of the given amplitude distribution from 
the upper half plane to their complex conjugate positions in the 
lower half plane and vice-versa. 
The importance of the study of the complex zeros of "6 ( '£:: ) 
is now evident . The central problem is to be able to construct the 
phase of "t ( 7:) from the knowledge of f'6 ( rz::)l . When ~ ( 't:) has 
no zeros in the upper half plane including the real axis, the phase 
can be uniquely constructed. In general, although the solution is 
not unique, it will be very helpful to be able to construct all pos-
sible phase functions that may be associated with 1£((~)} such that 
the Fourier transform g(V) will have all the desired properties. 
Among the properties of g(v) we may include, for example, that it 
be real and non-negative . Furthermore, we also propose to study the 
influence of the complex zeros of "i ( 'L) on g( :V) and the relation 
between the shape of g(V ) on one hand and the location of the complex 
zeros on the other. In particular, it will be useful to find whether 
1 ( '"C) has any complex zeros in the upper half plane or not by merely 
examining the shape of its Fourier transform g( '1 ) • 
Regarding the study of the complex zeros of '"'( (I(:) we shall first 
consider in the next section (2) a Fourier pair h(~) and f(v) 
without imposing the restriction that f( ~) be real and/or non-negative . 
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But at every stage of the development we shall call attention to the 
function I f(~) J 2 which is both real and non-negative. In the last 
section (3) we shall consider, in particular, the complex zeros of t((~). 
We propose to indicate the possibility of constructing some functions 
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""/ ( T. ) all of which have the same absolute on the real axis and all 
of w'hich lead to real and non-negative Fourier transforms. 
2. The Fourier Transforms of One-sided Functions 
2 .a Mathematical preliminaries 
For convenience of nomenclature, we shall call f(~ ) a real or 
complex function of a real variable having the property 
(2 .a.l) 
a "one-sided" function . When the real variable is the time t, 
then the function is referred to as a causal function (Toll, J . S., 
1956, Hilgevoord, 1960). 
Let f ( '})) have a Fourier representation 
Cl:::> 
fuJ = J hCcr) 
~oo 
where '1:: is the real variable which we shall consider later as the 
r 
real part of a complex variable 7; = 7: + i '"C. • For the conditions 
r J. 
that h( 1: ) must satisfy in order that f().) ) will be a one-sided 
r 
function , we refer to E. C. Ti tchmarsh "Theory of Fourier Integrals" 
(2 . a .2) 
1937, pages 127 to 128, Toll (1956), and Hilgevoord (1960) Chapter 3· 
We shall merely list them in a convenient form. The necessary and 
sufficient conditions that a square integrable function h (~) have a 
r 
one-sided Fourier transform f ( ~ ) are 
i) h ( 'r) be regular in the upper half plane 7:. > 0; 
~ 
ii) h ( T)--+ h ( T ) when "t'. __.,. 0; (this must be true of almost all r ~ 
values of ?: ) and 
CD r 
iii) j J h ( rr + i 'Li) j 2d'<:'r < M for 
-co 
M is independent of~ .• 
~ 
?: . ~ 0, the constant ~ 
we again refer to Titchmarsh 1937 (Theorem 93, page 125) and note that 
the real part h (r) (?; ) , and imaginary part h ( i) (?: ) , of such a func-
r r 
tion h(~ ) are (Hilbert) conjugate functions . That is, they are re-r 
lated by 
0,::) 
?·trJ(rz:)) 
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ej cJrc:; 
7r I ,.,_ Y.,-- c.,- (2.a.3) ~oo 
and 
co h{JJ ( T~) 
rJ cJrc; 7l rc;..- 7::',- (2.a.4) 
-oo 
I 
where P denotes the Cauchy principal value at 7: = ?: . We 
r r 
therefore conclude that if the real and imaginary parts of h (Z' r) are 
conjugate functions then its Fourier transform f(~ ) is a one- sided 
:function. 
Like the Hilbert relation between the real and imaginary parts 
of h(~ ), there also exists a Hilbert relation between the amplitude r 
jh( 'l""r)Jand the phase ¢( Tr) of h ( Tr): 
and 
cf( 'L~) J <L .;_ 
z; -1:-y' (2 .a. 5) 
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~ 
_L fj 
7l (2 . a .6 ) 
-Oo 
With r egard to t hese r elations , we refer the reader to Page (1958, 
Chapter 12, page 224). It is important to not e that relations 
(2 .a.3 , 4) are valid when h(~ ) is analytic and bounded in the 
r 
upper half plane (abbr eviation UHP : upper half plane ). Similarly, 
relations (2 . a . 5, 6 ) are valid when ln h ( 7: ) is analytic and 
r 
bounded in the UHP . When f(~) is one - sided, h ( ~) has no poles in 
the UHP; however, it can have complex zer os there . But the complex 
zer os of h ('r) are the singularities of ln h( T ). We therefore 
conclude t hat not only h(~) must be free from poles but it must also 
be free from complex zer os in the UHP including the real axis for re-
lations (2 . a . 5, 6 ) to be valid. Such f unctions h( ~) are called 
* minimum phase functions . This name der ives from electr ic circuit 
theor y, see e . g . Newstead, G. , (1959) page 126 . 
In what follows we shall assume that h(lt) satisfies the conditions 
(i ) to ( iii) listed above and therefore also the Hilbert transform re-
lations (2 . a . 3, 4) and thus assume that f(~) is one - sided. 
*In circui t t heory Y( jl.v ) is called the immitance . Let \Y1 ( j(.))\==IY- (j G1>)/ 
and let Y( jtu) have no complex zeros in the r ight half plane while y1-· ( j(.)) has zeros . Then the phase shift between any two frequencies is always 
greater for y1 ( j ~) than Y( j w). For this reason Y( j w) is called a 
minimum phase shift network. In our case , we identify Y 1vi th h and re-
place j w by 7: , and rot ate the complex plane through rc/2 in t he 
counter-clockwise ~ense . 
2.b The complex zeros of h(~) 
r 
Here lve propose to study qualitatively t he effect of the complex 
zeros of h( T ) on its Fourier transform f( )1), where f( ~) is in r 
general a complex f unction of a real variable ).) . (Abbreviation 
F.T . =Fourier Transform.) In order to carry out t his investigation, 
we shall proceed in as general terms as possible . To start with, we 
shall consider a Fourier pair h ('z-r) .:=· f()l ) where f()) ) is a 
one- sided function such that h(~ ) has no complex zeros . We shall 
r 
t hen construct a function h1 ( ~r) which has one complex zero, 
and investigate the shape of the F . T. f1 (l') of h1 ( 'Lr) · 
Accordingly, let us choose the function f( )) ) as 
J) ~ 0 
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(2.b.l) 
where a = a + ia. , a complex constant vTi th its real part ar > 0 . r 1 
+ (2.b.2) 
a . a 
whih has no complex zeros and has a pole of order 2 at 'r;;; + ..2 -i-2:. • 
2rr 2rr 
Now defining h1 ( ~r ) as 
h ( Ty-) _ h ( Ty J ( T l' -'Yo) 
I 
(2.b.3) 
we find that the F.T. f1 ( ):)) can be expressed in terms of f ()J) as 
Let us define an "operator" D'l> by 
-
-
then (2.b.4) can be formally written in the form 
For convenience we shall impose the condition that h (~ ) goes to 
r 
zero _ at least ~s 1/ rr r for large !c r \ • In the special case 
considered here, we can only introduce one complex zero. In the 
general case, if t he behavior of h(~) allows 'us to introduce 
r 
n-complex zeros, then t he resulting function h ( ~) may be de-
. n r 
fined as 
V\ 
h ( 'Ly) 7f ( 'L-t-- l-m) 
'W)-::: I ) 
whose F.T.f (1>) may be formally expressed in t he form, 
n 
Restricting ourselves to the case of n=l, and making use of 
the explicit form of f(·l>) given in (2.b. l), we obtain from (2 .b .4) 
for f 1 ( ~ ) the expression 
122 
(2 .b.4) 
(2.b.5) 
(2.b.6 ) . 
(2. b .7) 
(2.b . 8) 
0 
-a.v :::: -~ ll ·-"))a._+ ~7r A. To )} l ) )J:;::::. 0 
.:Z7L..L J 
The function f 1 ( lJ ) is also one-sided. Nmv I f 1 ()) ) ) goes to zero 
at 
provided the real part 7:' of the zero 't: is chosen to be 
o-r o 
Under these conditions, the function ( f 1 { ~) I 2 is obviously a 
minimum of value zero. We note, however, from (2.b.l0) that 
must satisfy the condition 
in order that V > 0. 
0 
c. 
O.J-
When the above conditions are not satisfied, we investigate 
whether jf1 ( 'Y) \ 2 has a minimum. The squared modulus of f 1 ( Y ) 
is -~a..,_)} 
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(2.b.9) 
(2.b.l0) 
(2.b.ll) 
(2.b.l2) 
: 7( ,_ [1, -ca.,.+ ..tTn· •.c) )If+- ca"-~Jr't".,..._),_ "J. (2.b.l3) 
On differentiating this we obtain 
This derivative vanishes at the roots of the second degree 
polynomial in the rectangular brackets. The two values of )I are: 
I_ 4-0.-r(a. +7C7:0 ;_)(a.[1<:rc'lo-r}'l-
. f a.. - i_ Q.-.r ~0 \ + 
As a check) we first observe that when the condition (2.b.ll)) 
~or= ai/2~ is satisfied) Ia- i2~~0 ~2 reduces to 
(a + 2~ T ) 2 and the two· values of ')} at which the first de-
r oi 
rivative vanishes are found to be 
+ 
a., a....,... + ~7( 'to;_ 
We observe that ~ ~ is the same as in (2.b.l0) where jf
1 
( ")) )f has a 
minimum of value zero. We should expect a maximum at ')) +. To es-
o 
124 
(2.b.l5) 
(2.b.l6) 
Substituting the values of ~~ from (2 .b . l5 ) we find 
0 
- :J..a..-{'" )J 
e (a- i-br '2: (: 
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.,Q_;c2.. (2.b.l8) 
. L !t7ra."' ?;,~(a. ;. -~7[ 'La~2. _ f ... 4-a~ (a.-t-+7f~A)(a.1 - ~7l~'i) '1. ] 
L l (;)._ - ;_ J( 7{ 'Lo 14- + I d. - i ~]L T o I 4" 
When '0 = a./2rc, we find that ·)J ~are given by (2 .b . l6), in 
or 1 o 
which case the second derivative is 
+ (2 .b . l9) 
so that ~+corresponds to a maximum while the minimum is at ~ -. 
0 0 
We now summarize these results. We started 1-Ti th a complex 
function f ( y ), (2 .b . l ), which had no zeros or minima for >l 7 0. Its 
squared modulus, If ( lJ ) J 2, had only a maximum at )} = l/ ar . We 
then introduced a complex zero in its F.T.h(~ ), and defined a 
r 
function h1 (~r). The F.T·f1 ()}) of h1 ( 'Z"'r) is given in (2.b . 9) . 
)} = 0 like the We observe that the function f 1 ().)) is not zero at 
function f ( )) ). But lf1 ( )> )j 2 has a maximum at + .)) as well as a 0 
minimum at )> 
0 
The minimum is of value zero when the real part of 
a. 
the complex is such that 7: 1 and provided the imaginary zero :::;2 or rca 
part of the such that r zero is '1: >--. The position of the 
2 
oi 21! 
the maximum of / f ()) )j 2 maximum of jf1 ( ~) j is shifted relative to 
by an amount l Ja +21! 'C ) • Thus the effect of the complex zero in /\..or oi 
h1 ( 'Lr) appears to be to shift the alrea dy existing maximum of If (">') f
2 
and create a minimum pr eceding this maximum. The location of this 
minimum is related to the l ocation of t he complex zero '1: of h1 ( 'L ) o r 
in a complicated manner as given in (2 . b . l5) . However, if 1: =a./21C 
0 l 
r 
then the location of the minimum is determined by ~ through the 
0. 
l 
relation (2.b . l6) . 
Now suppose 7: remains positive and becomes very large, then 
0. 
l 
from (2.b.l6 ) , the minimum shifts towards the origin and the maximum 
comes closer to 1/a . 
r 
Thus , for large '7:' the complex zero has no 
0 . 
effect and jf1 ( "V) J ~ecomes 
l 2 
qualitatively similar to ff( ·).))I If 
r is made large and negative so that 
oi 
where p ~ 1 and is real, 1ve find that 
The zero of this function is never on the positive ~-axis (p > 1). 
The function therefore has only a maximum, whose position is given 
by 
+ ~~ I ~ Yo - + ........ 0--r 1- f J 
from which it is clear that }) + ? 0 if p > 2. Thus when 1 <. p <: 2, 
0 
\f1 ( y) }
2 has neither a minimum nor a maximum. For p 7 2, that is 
To.> - ar/1C the qualitative feature of \f1 ( ""JJ) \ 
2 is the same as 
l 2 ff ( '))) f and the complex zero ceases to be effec·tive . 
In the next subsection, we shall introduce a zero or a minimum in 
f (l>) and show that it introduces a complex zero in its F .T. h ('t"'r). 
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2.c The zeros off()>) 
We again consider the Fourier transform pair h( 'C ) .:::,:"f()} ) • 
r 
Here we intr oduce a factor ( ")> - V ) in f ( )> ) · and define 
0 
t ( )7) ( ')' - )}0) 
If "'V 
0 
is real I F 1 ( "')) ) I 2 will have a minimum of value zero at 
·)J := )> 
0
, while if )> 
0 
is complex JF1 ( ""Y)) 2 will simply have a 
minimum in the neighborhood of )> = Y . 
0 
thus 
If we now define an operator D~ , 
r 
we may rewrite fl:J_ ( T r) in the form 
In general , if we introduce n-zeros in f ( )) ) and define F ().)) by 
n 
\11 tc 1J J 7r C)) -:..v,.J 
f"n=l 
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(2.c.l) 
(2 .c.2) 
(2 .c.4) 
(2.c.5) 
then the F.T.H ( 7:' ) may be formally expressed as 
n r 
The introduction of the n- zeros in f ('lJ) is acceptable provided we 
agree that f ( i ) itself goes to zero for large ;V at least as an 
exponent ial . 
Let us now consider an example where f ( v ) has the form 
tc))J = o )) ..::: 0 
-
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(2.c.6) 
(2.c. 7) 
where a= a +ia. i s a complex constant with a ~0. The F . T . h(~) 
r ~ r r 
is easily found to be 
h ('L_,) (2.c. 8) 
Now defining , as in (2.c. l ), the function F1 ( ), 
o :V.6o 
FCJJ) 
I (2.c.9) 
we compute the F .T . H1 (~r) according to (2 . c.2) to get 
-j_ ~. [ T.,- + li (a.- t.) J 
(2 . c.l0) 
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Now from (2.c.9) we shall see that jF1 ( ) I 2 has a minimum preceding 
a maximum corresponding to the existence of a complex zero in H1(~r) 
according to (2.c.l0). First we write 
For the first derivative we have 
The first derivative vanishes at the roots of the second degree 
polynomial in the rectangular brackets in (2.c . l2). The roots are 
As in the example considered in subsection (2 b ) we find that ~ 
0 
corresponds to a minimum while ):> + to a maximum. 
0 
As another example let us choose f1 ( ~Y) to have the form 
t,()J) = 0 
2- - a.).) 
= - 4-K ')) e 
and let us define F 2 ( J) ) as 
that is, 
(2.c .ll) 
(2.c.13) 
(2.c.l4) 
0 J)~O 
)J > 0 
• 
This function H ( '1: ) has a pole of order three in the lower half 2 r 
plane and has one complex zero. The existence of a minimum of 
F2(.Y) , (2.c. l5 ) in the neighborhood of l> = "l> 0 is reflected in 
H2(1rr)' (2.c.l6), by the presence of the complex zero. 
Thus the investigations carried out here and those of the 
previous subsection (2 b ) strongly suggest that the occurrence of 
a complex zero in h(~ ) indicates the presence of a minimum pre -
ceding a maximum in the If (")>) I 2, where f ( "J ) is the F. T. of 
h ( 7: ) . In general, the relation between the location of the 
r 
complex zero and the location of the minimum of J f(~ )) 2 will be 
very involved. In the illustrative examples considered in sub-
section 2 b and here, such a relation between the location of the 
complex zero and the position of the minimum was obtained. It 
was demonstrated that the complex zero ceases to be effective when 
the imaginary part of the zero becomes very large . 
In the next subsection we shall consider a class of functions 
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(2.c.l5 ) 
(2.c.l6 ) 
h ( "t" ) all of which have the same absolute value on the real axis. h r 
2.d The introduction of Blaschke factors 
In this section we again study the influence of the complex 
zeros of h(~ ) . But here, for ease of comparison, we shall consider r 
a class of functions h ( ~ ) all of which have the same absolute I'Yl r 
value on the real axis . In this class of functions h VV'\( Tr ) we shall 
consider functions which have no zeros, one complex zero, two complex 
zeros and so on . 
First let us note that given any function h ( '"t' ) we may construct 
r 
another function h1 ( ~ ) by multiplying h ( 7: ) by an analytic signal r r 
A( 't"' ) which is unimodular on the real axis r 
so that 
Now the repr esentation of t he most gener al unimodular analytic 
signal (Edwards , S. F. and Parrent , G. B. , 1959) is 
A C rc_,_ ) 
where c is a real constant c ;:> 0 and B ( '"C ) are the Blaschke 
n r 
factors which have the form 
(2 . d . l ) 
(2.d.2) 
(2 . d . 3) 
(2 . d . 4) 
Such fact ors have unit absolute value on the real axis and they 
introduce 
conjugat e 
plane ). 
a zer o at 7:: in the UHP and a pole at the complex 
n 
* position ~ in the LHP (abbreviation LHP ; lower half 
n 
The exponential factor in (2 . d .3) merely shifts the entire 
function t ( Y) along the positive ).l -axis; we shall therefore con-
cent rate our study on t he Blaschke factors (2 . d . 4). 
Now -rre shall suppose that the Fourier transform pair h ( 7: ) • = • f ( ')) ) 
r 
is known , and construct the first member h1 ( 'Z:'r) of our set of 
functions h ( rt' ) which has a complex zero at 'L = 7:1 in the UHP . m r 
That is 
'1:'; - 'TI 
.. 
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(2 . d .5 ) 
We now propose to obta in the F. T. f 1 ( ).) ) of h1 ( tt;'r ) in terms of the 
F. T. f ( V ) of h ( "t'r ). Since f1 ())) is a convolution of the F.T . f ( v ) 
of h ( 't'r ) and the F. T. b1 ( y ) of the Blaschke factor B1 ( '"t'r)' we 
must first obtain b1 ( ':))). We write 
J 00 - ;_ ~ 7[ )) '(:""-(-6, ('l>J :::: g,crc~) e ctrr-r 
-oo 
(2 . d .6 ) 
Although the Blaschke factor is not square integrable, we may 
express it as 
+ --
-
j (2 . d -7 ) 
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and find the F.T. of each term separately. Using (2. d . 7 ) in (2.d.6) 
giV€13 
0:::1 
b/"J- ~(-)1) + (z,~-rc.)) 
-oo 
The evaluation of this integral is straightforward. In fact, we 
have for the F. T . b1 C~) of the Blaschke factor the expression 
~( ~) 6, ( "))) :V<O 
' 
We note that b1 ( V) is one-sided and hence care must be taken in 
convolving this with the F . T. f ( v) of h ( T ) • We may write the 
r 
F. T. f 1 ()I) of h1 ( -rr ) in the form 
)} 
J_r""' ) tv~) b, ( -y -p) d..r-
~~+0 -E. 
The limits of integration are chosen consistent with the fact that 
f( ~) vanishes for ~ -< 0 and b1 ( y - /''- ) vanishes for )A >).) • 
On evaluating (2 . d.9 ) we immediately get that 
-::::: 0 
We observe that f 1 ( Y) is also one-sided and it has the same value 
at l' = 0 as f( ~ ) . 
(2.d. 8 ) 
(2. d.9 ) 
In order to obtain the differential equation that connects 
f1 ( )}) with f( V ), we directly differentiate (2.d.l0) to get 
The integral on the right-hand side may be replaced in terms of 
f1 ( "))) and f()}) by again using (2.d. l0). This finally leads to 
with the subsidiary condition that the solution f1 ( 1>) of this 
equation must satisfy 
Now let us define the operator 
then (2.d.ll) may be cast into the form 
1- ( v) :::: ia D., + 'L, 
~I I .,.,._ ~ 
:;------:- J.J v + ret ~7[".(. 
We may now proceed to introduce another Blaschke factor in 
h1 ( ~) and obtain the second member h2 ( 0) of our set r · r 
(2.d.ll) 
(2. d.l2 ) 
(2.d.l3) 
(2.d.l4) 
h ( rr: "f) '(:-{'"' - '"C I '(:' .,.- - 'L..(__ 
Tr-rr1* 'L,....-T~*"" 
In fact wl can generate the nth member h (~)of our set which has f n r 
n Blaschke factors and then by a repeated application of 
we may obrin the F.T. fn(-,). Thus, ;•t 
hh('L_,) hC'L-,-) /r rr,-T~ 
c:__ - T'"'"'--
1 'h'l-=1 ' ... 
whose F.~. f ( v) may be formally written in the form 
n 
(2.d. l4) 
, 
We ~ow propose to give some examples in order to demonstrate 
the effe1t of introducing Blaschke factors in h('tr). First let 
us consi4er the Laguerre polynomials and their Fourier transforms. 
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(2 .d. l5 ) 
(2.d.l6 ) 
(2.d.l7) 
We shall list only four examples and wherever necessary plot {f( v) \2 
against v on arbitrary scale merely to indicate the form of the 
function 
1) Let t (}) ) 
0 
= ).) e- Y whose F. T. h ( ·-c ) is 
o r 
a..o 
This has no complex zeros, but only has a purely imaginary pole of 
order twp in the LHP. The form of lf0(~)) 2 is shown in Figure (1) 
which ha~ only one maximum. 
2) In this example we consider the function 
- .!._ )) 
.2.-V(~- JJJ e 
whose F . T • h1 ( ?;r ) is 
A. 
h, (T..,-) a..., rc, - ·LJ..?C (rrr + :7( )2. . rr-...- +J:_ 4-7L 
where a1 is simply a numerical constant. This has a Blaschke factor 
with a purely imaginary zero in the UHP. The part multiplying the 
Blaschke factor is similar to h ( "Z:"' ) in example (1) above. The 
o r 
factor 1/ ( 'r r + i;)2 has the F .T. 1> e-{L/ 2) ')?whose value at the origin, 
Y= 0, isfzero. It is important to note that after introducing the 
Blaschke factor we define h1 ( fl:'r) whose F.T. f 1 ( )J) is also zero at 
V= 0. The Blaschke factor introduces a complex zero in h1(~r)· 
From our previous investigations in subsections (2 b) and (2 c), it 
appears that the complex zero in h1(~r ) will cause the function 
2 /f1 ( 11 ) J to have a minimum preceding a maximum. This maximum will 
be due to the poles of h1 ( -t:'r). Now the function lf;L ( ~ )1 2 is every-
where positive and has the value zero at ·l> = 0. Therefore jf1 ()) ) 1
2 
cannot go to minimum unless it has a maximum preceding this minimum. 
In fact, j f
1 
( ')' ) j2 shown in Figure ( 2) has all the qualitative 
features discussed above. 
In the next t1vo examples, a similar analysis applies . We shall 
only list below the function f()}) and its F.T.h ( 7: ) . 
r 
3) 
whose F.T . is 
where a2 is a numerical constant . 
4) 
whose F.T. is 
We have thus seen that the introduction of a Blaschke factor in 
h ( 't'" ) introduces a minimum preceding the already existing maximum r 
in f ( ~ ) . It further appears that if the pole of the Blaschke 
factor coincides with the already existing pole of h { 7:: ) then the 
r 
minimum introduced in f ( ').1 ) has the value zero. 
As further examples, we list two more cases, the results of 
which have been computed on a desk computer . 
Case A. Let f { ·v ) be a one-sided function given by 
The F . T .h ( T ) is 
r 
0 
0 
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(2.d.l8) 
(2 . d . l9) 
We note that h( 7: ) has real zeros at ?: = (n + -2
1 ) where n is any 
r r 
positive or negative integer . We shall now introduce a complex zero 
at rc = '?; by means of the Blaschke factor and construct 
0 
In the present case f (Y) is not only one-sided b~t is also 
of a restricted range; it vanishes for 77 1. To obtain the F.T. 
f1 ( Y ) of h1 ( 'rr ) the formula given in (2.d . l0) may be used in the 
range 0 ~ )I ~ l. For the r ange )J 7' l , the formula in ( 2 . d .10) 
must be replaced by 
Therefore, independent of the form of the function f ( )J ) and the 
location of the complex zero 7:'
0
, the function f 1 ( ll ) behaves like 
an exponential in the range~~ l . 
The explicit form of f1 ( v ) in the present case is 
t ( ))) = 0 ) '.)) ~ 0 
' = £] [l_ ( 't:o""- ?:o) - i. ~7C 7::)) • l+.:t'"Co- ,i!Cv . l - 2't'o . e;7o>l 
:1... (. ~ 2 -' ) ~ - .L ~ e. + ,l; ,..,If J ) 7:'0 - 4- 1 + it.. "?;0 I - 2 " o 
When 't 
0 
is real, f 1 ( )>) reduces to f ( v ). We plot in Figures (3) 
through ( 6) J f 1 ( v ) / 2 , against Y as well as the phase function 
(2 . d . 20 ) 
(2.d.2l) 
(2 . d . 22) 
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of f1 ( Y) for several values of the complex zero 7:0 • The values of 
'7: chosen are: Figure (3) '7.:' = i / 21f., Figure (4) 7:' = 1/ 2 + i 2
1 
, 
0 0 0 1f. 
Figure (5) 'r
0 
= 1/ 2 + i~ and Figure ( 6 ) T 
0 
= l / 21t + i~. All these 
graphs are plotted only in the range 0 !; ) / ~ 1. Outside this 
range the function qualitatively behaves like an exponential in all 
cases. we observe that in all the figures there is a minimum pre-
ceding a maximum and the phase function (plotted between 0 to 1f. 
radians) seems to rise rather steeply. 
Case B. As the last example, we consider 
0 
0 
The F.T. h( 7: ) 
r 
in this case is 
h { T_,-) A- ; I [ ' 9..7C T r- l e -~ 
4-tL 'r-,v ( ~ _;- - I ) 
This function has real zeros at ~ = n where n i s real, positive 
r 
or negative integer. We shall introduce a complex zero at 7: = 'L 
0 
by means of the Blaschke factor and write 
The F.T.f1 ( Y) of h1 ( 't'r) can be computed as done before in Case A. 
In explicit form we have 
(2.d.23) 
(2.d.24) 
(2.d.25) 
14o 
J (2.d.26) ) 
When 't:
0 
is real, f1 ( )>) reduces to f( 'Y ) • In FigtU'es (7) 
through (9) we plot {f1 ( 'Y) 1
2 
against )) and plot the corresponding 
phase functions. The graphs are plotted only in the range 0 ~ ')) ~ 1 
because for ·)! ?' 1 f 1 ()I ) behaves like an exponential in all cases. 
In Figure (7) 'C 
0 
= i / 21C, . and the function f 1 ( ")) ) is real. We ob-
serve that f 1
2 ( ).1) has two minima and two maxima. In Figure ( 8) we 
let 't" 
0 
= 1/ 2 + i~ . Here /f1 ( y ) / 2 has one minimum preceding a 
maximum and the phase function rises rather steeply, while in 
Figure (9) rc = 1 + i, the complex zero has been taken ftU'ther away 
0 
from the origin . Here, although the phase function rises steeply, 
there is no minimum in I f 1 ( v ) / 2 . The zero is no longer effective . 
The effect of the complex zero in h1 ( Tr) i n most cases is to 
introduce a minimum in / f 1 ( Y ) I 2 , where f 1 ( )I ) is the F. T. of h1 ( 'l:""r) . 
However, in this example, it was found that the influence of the 
zero is much more complicated . In the next subsection (2 e) we shall 
discuss the possibility of a general approach to evaluating the in-
fluence of a complex zero , so that we may expect to obtain a possible 
explanation for the results of this section. 
2.e Concluding remarks 
We have been studying the Fourier transforms of one-sided 
functions with particular attention to the compex zeros. In Section 
(2 b) it was demonstrated how the complex zeros of h(~) indicate 
r 
a minimum in /f ( )I) J 2 where f( JJ) is the F.T. of h( 't"r). In 
Section (2 c) it was demonstrated how the minimum of /f( l' ) j 2 leads 
to complex zeros in h( 't' ) . 
r 
In the special examples considered in 
both sections (2 b) and (2 c) it was shown how the location of the 
complex zero of h( '7:' ) is related to the position of the minimum 
r 
in jf( v) j 2 . In general, such a relation will be very complicated. 
However, the examples that were considered strongly suggested that 
the complex zero of h( 'L) is responsible for the minimum preceding 
r 
a maximum in jf( )I ) J 2 • 
In Section (2 d) we considered a class of functions h ( ~ ), 
m r 
all of which had the same absolute value on the real axis. These 
functions were constructed from a known function h( C:) by using 
r 
Blaschke factors . The Blaschke factors always introduce a complex 
zero in the UHP and a pole at the complex conjugate position in the 
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LHP . In the examples considered in Section (2 d) we again found that 
the complex zeros of h( (;r) were responsible for the minima in jf( v ) )2 • 
However, in the last example (Case B) where f( "Y ) had the form given in 
(2.d .23) it was found that the effect of the complex zero on /f1 (Y )}
2 
was much more involved. In Figure (7) it seems to introduce two minima 
while in Figure (9) /f1( y)j
2 had no minima. To explain such results, 
a much more general approach will have to be taken. We give one such 
• 
possibility in what immediately follows. 
Let us recall the results of Section (2 d). From (2.d.5) and 
(2 . d . l4) we find that if 
) 
· the F. T. f 1 ( 'l> ) may be formally written in the form 
_I__ ]) -t G I 
.:t.7Cl 1 
Now f( )l ) is a one-sided function and so is f1 ( )} ) . Suppose in the 
innnediate neighborhood of a point J) =)) the function f( Y) behaves 
0 
** like an exponerlial, that is 
where a is a complex constant. 
} )) - E ~ )> ~ ).lo + € 0 } 
Now in the neighborhood of )) the 
0 
function f 1 ( )J) from (2 .e .2) will have the form 
142 
(2 .e.l) 
(2.e.2) 
(2.e.3) 
** It is more reasonable to ask whether in the neighborhood of v , f( )> ) 
behaves like 0 
f(y) ~ -aY c + e 
where a and c are complex constants. In the text we have only con-
sidered a special case just to illustrate the point in question. 
) ))o - E <. )) < )>o + E 
In obtaining this expression we made use of the power series 
expansion of the operator in the denominator of (2.e.2). For 
\ f 1 ( "V ) ) 
2
we have the expression 
• (2 .e . 4) 
Now /f( ~ ) / 2 by hypothesis (2.e .3) has neither a maximum nor a 
minimum in the neighborhood of V. However, from (2.e .5) it appears 
0 
that I f1 ( V ) I 2 will be very small or very large in the neighbor-
hood of Y
0 
according to whether the constant (a) is close to 
* ( 27ti "t"1 ) or close to ( 2rci '1:: 1 ) . In taking an approach such as 
this, the starting function f( y) has to be studied in detail. In 
this way it may be possible to explain the influence of the complex 
zeros in a more general manner, and hence explain the graphs of 
Figures (7) through (9) . 
3 · The Fourier Transforms of Non-negative Functions 
3 .a. The properties of the spectral profile g( v) 
It was pointed out in the introduction (Section l) that the 
normalized correlation function -1 ( 7: ) and the spectral energy dis-
r 
tribution g(~) of the source are Fourier transforms of each other . 
In general, the knowledge of ~~ ( 1: ) / and the phase ¢( T: ) of iC I(:' ) 
r r r 
is necessary to invert the Fourier relation to obtain the spectral 
profile g( )J ) • However, in special cases, as for example when g( ).) ) 
is symmetric, the knowledge of h/C 'Z' ) \ alone is sufficient to recover 
r 
g( ).) ) . As another example, when"/( 1:' ) has no complex zeros in the UHP 
the knowledge of l i( 'Z' r)} is again sufficient to recover g( '))). 
Now making use of the Blaschke factors as done in Section (2 d) 
it follows that given any function -f ( 7: ) we may construct a class 
r 
of functions ~ ( ?: ) , all of which have the same absolute value on 
n r 
the real axis. That is, in general, there exists a class of spectral 
profiles g( ")) ) all of which lead to the same visibility of fringes 
in the Michelson two-beam interferometer. Only when 'i ( 't") has no 
complex zeros in the UHP is it possible to construct a unique phase 
function ¢( 't'r) that may be associated with a given jfC rr)) . The 
phase function is constructed in this case through the Hilbert re-
lation. In general, the construction of the phase function is not 
unique. But the class of phase functions that may be associated with 
j ~ ( Tr) I is restricted due to the physical requirements on g( -y ) • 
First of all, since ~( '1:' ) has an analytic signal representation, 
r 
g(Y) is one-sided. That is, there are no negative frequencies in 
g( -:1 ) • Furthermore, g( 'll ) is the spectral energy distribution of the 
source. Hence g()l) must be real and non-negative. These requirements 
on g( ·l/) will restrict the location of the complex zeros of i(( ·'Z:) in 
the complex ~-plane. This, in turn, restricts the Blaschke factors 
that may be used and thereby limits the class of phase functions that 
may be associat~d with l"f ( 'rr) I . The Blaschke factors we recall in-
troduce complex zeros in the UHP and are unimodular on the real axis. 
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Now the condition of one-sidedness on g( '))) leads to 
00 ..J (-{"") I) (i J fl CY-r ' ~ (T-1"') = 1 cJrz:'l ) 
7( z-~" - rr.., 
-00 
a Hilbert relation between the real part ""t(r) ( T r) and imaginary 
part .,.,_/(i) ( T ) of -{ ( 'C': ) • The condition that g( .Y ) is real re-l r r 
quires that I{(~) must satisfy the cross-symmetry relation on the 
r 
real axis, namely 
while the requirement that g( Y ) be non-negative is the most severe 
of all. Let us suppose g(~ ) has the form 
where f( 'i ) is some suitably chosen one-sided (complex) function 
of the real variable 'Y • Presented in this form, g( 'Y ) is assured 
of being one-sided, real and non-negative. Indeed, there are 
several functions f(v) which differ only in phase but all of which 
have the same absolute value that satisfy (3.a.3). But having 
chosen a function f ( ')) ) , its Fourier transform h( '1-' ) , 
is uniquely determined. 
form 
r 
.J 
0 
It then follows that i< '7: ) must have the 
r 
(3.a.1) 
(3.a.4) 
j 
-- 00 
-eX> 
A i( '<::: ) which has this form automatically satisfies the cross-
r 
symmetry relation (3.a.2). Thus the introduction of complex zeros 
through Blaschke factors to generate a class of functions t( rc_ ) 
r 
that have the same absolute value on the real· axis must be subject 
to the condition (3.a .5). 
We may therefore conclude that there are two questions in 
general that may be investigated. (1) Is it possible to construct 
all possible functions 1((~) which have the same absolute value 
r 
on the real axis and all of which have non-negative, real and 
one-sided Fourier transforms ? (2) What are the restrictions on the 
complex zeros of1( ~) consistent with the requirement that its 
r . 
F.T. g( y ) is non-negative ? Although a general solution to such 
problems is not easily obtainable, we shall construct examples for 
which answers to the questions just mentioned may be definitely given . 
3 . b . The complex zeros of i ( 'L :r) 
In this section we propose to construct certain examples of the 
function l(~) in order to study its complex zeros. 
r 
it was shown how f ( '( r) may be constructed from the 
In Section (3 a) 
function h( r ) 
r 
by means of (3.a.5) so that the F.T. g( Y) of {( 7"' ) may have the r 
desired properties. We shall restrict ourselves to such functions 
h( 'L ) which may be expressed as a ratio of two polynomials 
r 
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In our case h ( T. ) must be regular in the UHP. Its poles may only 
occur in the LHP, so that the F .T. f ( ll) of h ( Z') will be one-sided. 
r 
Furthermore, for large f<t;l, h ( '"t'r) must go to zero at least as 1/irc-1 . 
Therefore, the polynomial P2 ('1:") must be at least one degree higher 
Thus the simplest form of h ( 'C ) that may be chosen 
r 
(1) 
h (7:.,.-) 
* which has a single pole in the LHP at 't" = a , where a = a + i a .. 
r ~ 
Using (3 . a . 5) we find that cf ( 'L ) has the form 
r 
which has a purely imaginary pole in the LHP. 
F .T. g (l)('v) of 'i (l) ( "C'r) is non-negative . 
I 
(I) ll.. f ( "V) 
By construction, the 
In fact, 
where t(l)( )I) is the F.T . of h (l) ( rcr) . Now let us consider 
another function f 1 ( )} ) related to f (l)( ')J) through the relation 
(3.b.l) 
(3 .b .2) 
(3 .b.4) 
1 
The function f ( y ) so defined will also lead to the same spectral 
profile g(l) ( )J ) ) 
(I) 
d- (y) [1) 1'2. I ' 1"1-- lt (~) :::: t (_y) 
1 1 
On the other hand, the F.T. h ('t"' ) off ( ')) ), 
r 
f 5~ ;:_~](J)7::-r h ('Yy--) = o (-v) e d-1 
~ 
( (b J. (I}* 1..~ 7£)) ?: -r-
= J - o c YJ e d.')? 
0 
can be easily shown to be related to h(l)(lr.) by the relation 
r 
I (I}* h ( 'l.,) ~ - h (- T-(-) 
1 
This function h (1:.) when used in (3.a.5) will lead to the same 
r 
~(l)(~1). In fact, in the special case considered in(3 .b.l) we 
1 
may now write a new function h ( 'r' ) 
r 
constructed according to (3 .b.6) which will lead to the same 
1(l)(~r) given in (3.b.2). The pole of h 1 (~r)' (3.b.7), is in 
the I.JIP at '1: = - a which is a mirror image in the imaginary axis 
of the pole '\:'=a* of h(l) ( '"C") in (3 .b .l). Thus, from the 
r 
general condition in (3.b.6) we see that given a function h(~) 
r 
1 
we may construct another function h (~)which leads to the same 
r ---
i ( '"( ) by simply displacing all the poles and zeros of h( ~ ) 
r r 
from the right half plane to the left half plane and vice-versa. 
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(3.b.6) 
Now going back to ~(l)(~r) in (3.b.2) we observe that there is 
no restriction on the imaginary part a. of the complex constant a. 
~ 
Hence, such an isolated purely imaginary pole of order one of 
1,(l) ( 'rr) may lie anywhere on the imaginary axis in the LHP. 
We shall now list below several simple forms of h( 7:' ) and the 
r 
corresponding"/( 7:' ) • 
r 
Let 
then 
* If we let b = - a then 
(3) I h l~y--) == -----('l- a_*) (rc_ -t-a) 
and 
Now we shall introduce a zero in h(~r)' 
(_T..,- - b ) 
then 
(3.b.8) 
(3.b.l0) 
(3.b.ll) 
(3.b.l2) 
l50 
R1ri [rr;+i.;t(a-t-b.~) 'l-r- -st.(ta.l:L+ lhl:L)] 
( '7:_,.- -c2_a_*) ( 7: .,.- + ;_ ~.ll.~ )( 't' ,._ + ~a-) • (3.b. l3 ) 
Here if we displace the zero of h ( 4) ( '7: ) at '1: = b from the UHP 
r r 
* to the LHP at 7: = + b by means of the Blaschke factor, then r 
h ( 4) ( ?: ) becomes 
r 
(5) 7' -h h ('r-,L) ~ _-r __ _ 
(7 -r--a.~ J(rr ~+d.) 
which gives for '"'/ ( 't" ) the expression 
r 
(3.b.l4) 
(5") .:?..7LJ.. [-c: -t i~(a_A -t-b~) 7:';-- - .;t ( I a..\._+ I b 11--)] i (7:.,-) ~ -~~-----------­(7: '!'- ;t_a_*) ( 'L~ + .i..ta1 ) ( 7: -r-- + ,;ta) . (3.b.l5) 
Finally we consider 
(3 .b.l6) 
from which --{( 6) ( '[ r) is found to be 
(() .Q7[; [ 'L: (T,-- -t C( -& -.1') - I '"C,-£ I 'L ('l..,. + '"Cc- z:-) J 
~- ( rr:-(-) ==- * ('L-r + a-'to )(T'-f" + T 0 -'L:) (r_,. + a.-a.*j( 'l-r- +T0 - CJ...*) (3.b.l7) 
From these we shall study (3.b.l2) and (3.b. l3) in some detail and 
also consider (3 .b.l6) and (3.b.l7) for reasons that will be obvious. 
We observe that 1{( 4)(~r) in (3.b .l3) has two zeros given by 
the roots of the quadratic in the numerator . These roots to be 
denoted by 2'
0 
+ and '?:' 
0
- are 
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(3 .b . l8) 
These roots are in the UHP or LHP according to whether b.~ a. or 
l. l. 
b. < a. , and they are symmetrically spaced from the imaginary axis 
l. l. 
as shown in Figure (10) . (In this complex ~-plane, the zeros 
have been shown with a small circle, while the poles are indicated 
by a small cross . ) Also -{ ( 4) ( '[ ) has three poles all in the 
r 
LHP; one is purely imaginary while the other two are symmetrically 
spaced from the imaginary axis . 
Now it i s of some interest to note that the distance of either 
of the zeros from the origin is ..[ 2 2 I 2( Ia\ + lbl ) · When the 
complex constant a = a + ia. is fixed, the position of the three 
r l. 
poles in the LHP is fixed, while the parameter b may be given any 
value . In any case, the complex zeros in the UHP will not come 
closer than {2 I a\ to the origin . We therefore conclude that there 
is a circular disc of radius {2 /al, to be referred to as the 
forbidden region in the complex plane, inside which the complex 
zeros of 14) ( Tr) cannot occur . When the complex zeros are out-
side this forbidden region the F.T. g(4) ( ).)) of t' 4)(Tr) will be 
non-negative . This forbidden r~gion is shown in Figure (5),Section 
same 
we shall now construct another function 1, ( 'L ) which has the 
r 
absolute value on the real axis as the function "'/ ( 4) ( 7' r) 
given in (3.b.l3) and which also has a non-negative F.T. 
Now i ( 4) ( '( ) in ( 3 . b .13) has the form 
r 
Assuming that these zeros are in the UHP we may displace them to 
complex conjugate positions in the LHP by means of Blaschke factors 
and construct a new function 1{1 (~r) as 
... J (4) (T _,-To-t "1f) 
~ (rc,...) . --- -
-t 
'l_,-rco 
or explicitly i 1 ( 'Lr) is 
. c +*Jc --+J 
-..../ ~IL,t 'Li"""- 'l0 7:_,- To 
~,(rr,.._) =- (rc_,_ - .<J...a..~)('(:-r-t-i..~.JA;_)(7~ +&a) 
This i 1 ( Z:r ) has all the desired properties. First, from (3.b.20) 
it has the same absolute value as f 4) ( 'lr) on the real axis, 
because the Blaschke factors are unimodular on the real axis. 
Secondly 11 ( "t' r) has a non-negative F.T . g1 ( v) because the zeros 
of (( 1(~r) still lie outside the forbidden region and hence ·by a 
proper choice of the constant b, 11 ( T r) may be constructed from 
h ( 4) ( 7:.. ) given in ( 3 • b .12 ) • 
r 
Thus, at least in this particular case, we have found answers 
to the two questions raised in Section (3 a). That is, we have 
constructed two functions 1 ( T ) , both of which have the same ab-
r 
solute value on real axis and both of which have non.-negative, real 
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(3.b.l9) 
(3.b.20) 
(3.b.2l) 
one-sided Fourier transforms. FUrthermore, regarding question (2 ), 
we have found a forbidden region in the complex 7: -plane inside 
which the zeros of j ( 4) ( "t' r) cannot occur in order that it may have 
a non-negative F.T. 
Furthermore, by properly choosing the complex constant bin h ( 4)(~ ) 
r 
the pair of complex zeros of -/ ( 4) ( 1:' ) may be brought into complex 
r 
conjugate positions to the pair of complex poles of -/4t 'r ) . The 
r 
~) . 1 ( 'Lr ) takes the form 
Since the last two factors are Blaschke factors, it is clear that the 
absolute value of 1(4)( -~r) in this case is the same as the absolute 
value of 1(l)(~r) in (3.b.2). We have therefore obtained another 
pair of ~unctions which have the same absolute value on the 
real- 't" -axis and both of which have non-negative F. T. 
r 
In the light of this example, let us now consider the h(2 )(~ ) 
r 
in (3.b. 8) where 1(2)(~) has one purely imaginary zero. But the 
r 
poles of h(2)(~) must always lie in the LHP and hence the imaginary 
r 
partsJa. and b. of the poles must both be greater than zero. Therefore 
~ ~ 
the purely imaginary zero of i(2 )(~r) given in (3. b . 9) cannot occur 
in the UHP. In other words, the entire UHP including the real axis is 
the forbidden region ;for the purely imaginary zero of 1(2) ( 'r ) in 
r 
(3.b.9). 
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From the third of these relations we find that 
\ o; I .2.. 
Now 7: / O;otherwise the Blaschke factor in h (6 ) ( 'L ) will in-
o. r 
~ 
troduce a pole in the UHP which is not permitted. We therefore 
conclude that the number a is always negative. Hence the 
purely imaginary zero of P1 (-~) is always in the LHP. 
Now from the first relation in (3 .b.24) we have that 
Since a must be negative, we conclude that 0 must always be 
oi 
greater than (-a.). 
~ 
In Figure (11) we show the forbidden region 
for the pair of complex zeros of P1 ( 'Z;'r) . This region consists 
of the LHP below the line drawn parallel to the real axis passing 
through the point (-iai). 
The rest of the analysis may be carried out by choosing a 
value for the constant a in h(6 )(~ ), (3.b.l6 ). Then compute the 
r 
trajectories followed by the pair of complex zeros of P1 (~r) out-
side the forbidden region as a function of ~ . This can be done 
0 
by solving the following cubic equation for I o-; j 2 , 
This is obtained by eliminating a and 01 from (3.b.24). The 
oi 
trajectories followed by the pair of complex zeros of P1 { 'Cr ) are 
155 
(3.b.25) 
(3.b.26) 
obtained through only those roots of (3.b.27) which are real and 
positive. 
Thus we have obtained the forbidden region for the pair of 
complex zeros and the purely imaginary zero of 1{ ( 6 ) ( ~ ) in 
r 
(3.b.17). But to be able to construct several functions iC~) 
r 
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all of which have the same absolute value on the real axis as 7(6 )(~r)' 
a detailed study of the trajectories followed by the pair of complex 
zeros must be carried out. 
In the next section we shall gather together the essential aspects 
of the results of this section. 
3.c Conclusions 
We first obtained in subsection (3 a) the various conditions that 
l ( 't:r) must satisfy in order that its F.T. g( ')) ) shall be real, non-
negative and one-sided. It was then reasoned as to how these conditions 
imply severe restrictions on the zeros of 1 ( T ) . 
r 
In subsection ( 3 b), we constructed various functions i ( 'r ) in 
r 
order to study the behavior of the complex zeros in the '?: -plane. 
In these examples, we found certain forbidden regions in the complex 
plane inside which the zeros cannot occur. In one example (3.b.l3) 
it was also shown how another function \ ( 't"r) may be constructed 
having the same absolute value as "6 ( 'r ) such that the F.T. of 
r 
i 1 ( 7: r) was also non-negative. 
Now suppose we are given a set of functions 'I ( 7:' ) , all of 
n r 
which have non-negative F .T. ~ ( v ). These functions may be combined 
in various ways to give functions ~ ( ~ ) Which also have non-negative 
r 
Fourier transforms. Thus, for example, 
c:o 
~k( 't.,.) = J -fj 0) '~~z ( 'L .,- -p ) + 
·-CO 
In the first case (3.c.1), the F.T. of '"6 '(T ) is non-negative 
r 
because it is simply the sum of non-negative functions g ( v ). In 
n 
the second case (3.c.2), the F.T. of '6( 't ) is simply the con-
r 
volutions of ~ ( v ) and hence it is non-negative. In the last 
case (3.c.3), the .F .T. of i.k(~) is simply the product of the J r 
F. T . g j ( Y ) and gk ( V ) • 
The study of the restrictions on the complex zeros of i ( 'l ) 
r 
for the case in (3.c.2) will present no special difficulties. 
However, for the cases in (3.C.l) and (3.c.3) , a more general 
approach will have to be taken . To make (3.c.l) slightly more 
general we may write 
where the constants c are all real. An exponential factor such 
n 
as exp ( i2ltc rc ) simply amounts to shif'ting the F. T. g ( Jl ) along 
n r n 
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(3.c.1) 
(3.c.2) 
the ).) -axis by an amount c without change of form. The F. T. of 
n 
f ( ~)is therefore still non-negative. In this case, the determina-
r 
tion of the complex zeros of{(~) is even more complicated because 
r 
of the exponential factors in the sum. 
Finally, before closing we shall reconsider the problems men-
tioned in the introduction, Section (1). The central problem was to 
construct the phase of "{ ( 'r r) from the knowledge of \"t ( 'Lr) \· First 
of all, given a function-(( T. ) we can always express it as products 
r 
of Blaschke factors containing the zeros of'i( T ) in the UHP times a 
r 
minimum phase function, i ( 'L ) 
min r 
However, if the number and the location of the zeros of i ( T ) are 
r 
not known, then one is free to introduce more Blaschke factors in the 
expression of 1 ( 'L'r ) without altering the absolute value. Therefore, 
there is no unique phase function that may be associated withY(~ ) • 
r 
For this reason we studied in the course of our investigations the 
effect of the complex zeros on the shape of the Fourier transform. It 
appears in many cases that the effect of the zero is to introduce a 
minimum preceding a maximum in the squared modulus of the Fourier 
transform. However, in Case (B) given in subsection (2 d), this was 
not found to be the case. The function f(v) chosen in (2.d.23) was 
in a restricted range, 0 6 Y ~ 1, and hence its F.T.h('Z" r)' (2.d.24), 
was band-limited. The oondition of band-limitedness on h( '?"' ) is un-r 
physical. It is possible that the effect of the complex zeros 
introduced in h( 'r ) was obscured due to this fact. 
r 
Let us assume that the procedure of locating the complex zeros 
of a function from the shape of its Fourier transform is possible. 
To carry out such a procedure, the shape of the Fourier transform 
will have to be known. However, in practice, the problem is to de-
termine the spectral profile g( ~) by making measurements in the 
field and determining/~ 't' r) I . These considerations lead us to the 
following problems. (1) To construct all possible phase functions 
that may be associated with the known ji( 'Lr) I subject to the con-
ditions that the Fourier transforms g( '))) in all cases are non-
negative, real and one-sided. (2) What are the conditions that may 
be imposed on g(~) which will limit the choice of phase functions 
that may be associated with /i< 7:r) ) ? It is proposed to study these 
questions in detail in the future. 
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ABSTRACT 
In the study of polarization matrix methods have long been used . 
In Chapter I a detailed survey is given of the Jones method, the 
coherency matrix formalism and the Mueller method . 
In Chapter II an attempt is made to recast the whole approach to 
the theory of partial polarization into the language of an eigenvalue 
problem. It is assumed that t he monochromatic eigenstates in the 
Jones method are known. The eigenvalue equation in the Mueller 
method is then solved. A corresponding equation for the coherency 
matrix is formulated and solved. It is shown that when the eigenvectors 
of the instrument operator are orthogonal no more than two of the four 
solutions of the equation in the coherency matrix formalism commute with 
the instrument operator. The physical interpretation of the commutation 
relations is given. Then the case of the degenerate e i genvalues i s 
studied and it is shown how a partially polarized field can also be an 
eigenstate of the instrument operator. 
In Chapter III this formalism is applied in great detail to Unitary 
and Hermitian instrument operators. Furthermore, when the eigenstates 
of the instrument operators are orthogonal it is shown that the four 
solutions of the equation in the coherency matrix formalism form a 
complete set of (2x2) matrices . That is, an arbitrary (2x2) matrix can 
be expanded as a linear combination of these. Then recalling the 
commutation relations the possibility of obtaining a complete set of 
commuting operators for a given instrument operator is discussed. In 
this way the form of the most general operators that commute with the 
respective unitary and hermitian operators of this chapter i s obtained. 
As a generalization, the study of non-planar wave fields is 
undertaken in Chapter rv. First, a convenient complete set of (3X3) 
matrices is obtained and a set of nine generalized Stokes parameters 
for non-planar wave fields is defined . After discussing the physical 
significance of the generalized Stokes parameters the case of the 
monochromatic non-planar wave field is studied. 
The coherency matrices are defined in terms of correlation 
functions. In Chapter V the analytic properties of these correlation 
functions are studied. In a Michelson two-beam interferometer the 
spectral profile g( )} ) and the normalized cross-correlation iC 't' ) of 
r 
the two partial beams are Fourier transforms of each other. The 
absolute value, {"'6 ( 't"' r) j , of ( ~ ) is related to the visibility 
r 
of fringes in the Michelson interferometer . It is well known that 
the knowledge of [1 ( 'tr) / is sufficient to determine a symmetrical 
spectral profile g(v) • In the investigation of the possibility of 
obtaining even an asymmetrical spectral profile g(~) from the 
knowledge of [ "'/ ( 7: r ) l the complex zeros of i ( 'L ) in the complex 
rr: - plane play an important role. In this chapter the complex zeros 
of '/ ( '[" ) are studied by way of examples . It is shown that in most 
cases the influence of the complex zeros of a function is to introduce 
a minimum preceding a maximum in its Fourier transform. Furthermore , 
by constructing specific examples it is shown that the conditions that 
g(~) is real and non-negative lead to certain forbidden regions for 
the complex zeros of 1(~ ) in the complex ~-plane. Consistent with 
these severe restrictions on the complex zeros, it is shown how several 
functions i ( 't ) which have non-negative Fourier transforms and all of 
which have the same absolute value on the real axis may be constructed. 
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