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ABSTRACT
This document is one in a series covering th ,.^ development and use
of the Generalized Spacecraft Simulation (GSS). The formulation of the
basic equations used in programming the simulation is presented in two
1	 volumes. Volume I contains the derivation of a, set of nonlinear, large-
angle dynamics equations for an N-body system, including gravity gradient
s ,>	 and disturbance torques and forces. Volume II defines and presents the
equations for a generalized active control system.
The basic spacecraft configuration consists of N connected bodies.
Body 1 is considered the main spacecraft structure wherein the orbital
experiments are housed. Each of the N-1 auxiliary bodies is assumed0' to be attached to Body 1 at an arbitrary single point, to have up to three
degrees of rotational freedom relative to Body 1, and no interconnection
with the other auxiliary bodies. The relative rotation of the auxiliary
bodies, with respect to the main body, is assumed to take place about a
gimballed hinge. For axes with degrees of freedom, the reaction torques
may be zero for a frictionless pin, may be proportional to displ icement
or velo ,--ity to represent springs and dampers, or may be control torques
for array drives. In addition, the motion about any gimbal-axis is
limited by a systern of elastic gimbal stops.
The sensor routines provide for two rate gyros, two horizon scanners,
and two two-axis sun sensors. Sensor dynamics and/or signal processing
is provided for each output. The sensors may be patched to the control
systems through saturating lead-lag compensation networks. The control
systems consist of three gas jet systems, four reaction wheel systems,
and two array drive systems, where each control system is provided with
six possible control laws. Reaction wheel speed control and unloading
loops are provided.
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I. INTRODUOZ TION
This document is one in a series of documents covering the devel-
opment and use of the Generalized Spacecraft Simulation (GSS). This
simulation is a general purpose digital computer program designed to
produce a time history of the motion of a generalized multi-body space-
craft. The program input is provided in general form such that the ma-
jority of existing and proposed spacecraft may be simulated in an arbi-
trary orbit about any preselected body. The output is in )oth tabular and
plotted form. Provisions ar-e made to plot up to 48 of up to 256 prese-
lected variables.
T`:e basic document covering the simulation is the User's Hancl
book, Reference I. which contains a complete description of the program
y ' and its uses. The present document is a reference document to the User's
Handbook and consists of two volumes. Volume I, contains the derivation
of a set of non-linear large-angle dynamic equations for an N body system
including gravity gradient and disturbance torques and forces. Tile dis-
s
	 turbances considered are due to aerodynamics, solar radiation, the mag-
netic field, thermal bending, eclipse, and boom deployment. The reac-
tion torques between bodies may result from spngs, viscous dampers,
stops, magnetic hysteresis dampers, and positioning control torques.
Volume II of the present document defines and presents the equations for
a generalized active control system. The sensor routine provides for two
rate gyros, two horizon scanners, and two two-axis sun sensors complete
with sensor dynamics. The sensors may be patched to the control systems
through saturating lead-lag compensation networks. The control systems
consist of three gas jet systems, four reaction wheel systems, and two
array drive systems, where each confroi,, syoltex. is provided with 6 pos-
sible control laws. Reaction wheel speeri control and unloading loops are
provided.
The digital programming of the simulation is covered in a third
document, Reference 2, which contains the program listings and flow
diagrams.
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1. 1 CONTROL FORCES AND TORQUES
The basic spacecraft configuration under investigation consists
of N connected bodies.
	 Body 1 is considered the main spacecraft struc-
ture wherein the orbital experiments are housed.
	 Each of the N-1
auxiliary bodies is assumed 'to be attached to body 1 at a single point, to
have up to three degrees of rotational freedom relative to bodyl, and no
interconnection with the other auxiliary bodies.
	 The relative positions
of the mass elements of each of the N bodies are defined with respect to
corresponding sets of body coordinates. 	 It is assumed that the mass
elements of the bodies may be in motion with respect to each other and
that thiF, motion is defined with respect to the body coordinates.
	 In gen-
eral the allowable relative motion is used to sisr iulate the effects of flexi-
bility (thermal bending), changes in shape (boom deployment), and mo-
mentum changes (reaction wheels).
	
These effects are expressed in the
dynamic equations as momentum vectors and time roues of change in mo-
rnentum defined with respect to the corresponding body coordinates. 	 In
addition the dynamic equations, presented in Volume I, provide for the
application of an external control forces and torques on the main space-
craft body and for internal control torques between the bodies.
The external contr ol '''crce on body I is defined as FCl applied at
`r
the body 1 center of masse ,Rnc the external control moment on body 1 is
defined as TC1 , Equations(6. 1-1) and (6.1 -2) of Volume I. They are ex-
pressed in the dynar: is equations as components {FC11} and (TC11) de-
fined with respect to the body 1 coordinate system with its origin at the
body center of mass.
The internal control torques between the main body (1) and aux-
Mary body i (2 s i s N) are added to the gimbal reaction torques for body
i, Equation (7-3-1) of Volume I. They are expressed in the dynamic
equations by the 3X1 column matrix { TLi } whe re
T Lix
{T L }	 Ti	 Liy
T Liz
1 -2
,tiF^:::c..asG .,w.,ryrro,.,^,,,..,Ye•^{
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The elements of {T Li } represent magnitudes of three non-ortho-
gonal torques about the three body i gimbal axes and are not orthogonal
components of a resultant torque vector-. The elements can be non -zero
only for those gimbal axes which have been given a degree of freedom.
It should be noted that the central torques (T Li  ) have the same sense
the locked gimbal reaction torques, a positive torque transmitted from
body i to the main body. As a result a positive torque T Lix at the x gim-
bal axis of body i represents a positive gimbal torque on body 1 and a
negative imbal torque on body i.
The reaction wheel momentum components {HWii} and their time
rate of change {HW* ii} are added to the corresponding body i momenturry,
Equations (6.2-1) and (6.2-2) of Volurne I. They are expressed in the
dynamic equations as components along the body i coordinates (1 s i s Dl).
It should be noted that the components of momentum and rate of change
in momentum apply to the reaction wheels. The control torque on body i
is the negative of the wheel momentum time rates of change, and the nega-
tive sign is included in the dynamic equations.
The control system output parameters transmitted to the dynamic
>.	 equations are summarized in Table 1-1. In the absence of a control sys-
tem the 9N+6 possible control output parameters listed in Table 1-1 are
set to zero. The function of the control subroutines is to define expres-
sions for these parameters.
TAB LE 1-1
Control Input to Dynamics
Control Output Coordinate Applicable
Parameter System Body Description
4F C11} Body 1 1 Main body external con -trol force components
{ T C11 } Body 1 1 Main body external con-trol moment components
{TLi } Body i (2 5 i 5 N) Gimbal control torques
between body i and the
main body
{HWii} .'-',ody	 i (1 s i s N) Momentum componentsof body i reaction wheels
(HWiiI Body i (1 5 i 5 N) Acceleration components
1-3 of body i reaction wheels
..
r	 r
2 . METHOD
The ultimate objective of this derivation is to provide a set of
generalized control system equations to evaluate the control output para-
meter listed in Table 1-1. The general control, .system being considered
will contain discontinuities, closed loop feedback circuits, lead-lag net-
works, and reaction wheel unloading circuits. The equations and logic
required to represent these effects are sufficiently complexed to warrant
an initial discussion of the general approach to be utilized.
2.1 DIGITAL INTEGRATION
In order to discuss the operation of the control system, it will
first be necessary to discuss the basic operation of the digital integra-
tion package used to solve the dynamic equations. The integration is
performed by a Adams-Moulton, Runge-Kutta digital subroutine (AMRK)
using a fourth ordei^ predictor corrector to control the integration inter-
val. Basically the integration is performed by fitting a curve to the pre-
sent and past values of each variable and integrating by numerical meth-
ods. As a result the effect of continuous varying parameters is obtained
using step by step integration. The program normally operates in the
Adams-Moulton mode using present and past values to perform the inte-
gration and the input error limits to adjust the integration interval, see
Section 3. 3 of Reference 3. At the start of integration, when past values
are not available, the program operates in the Runge-Kutta mode, see
Section 3.4 of Reference 3.
The digital integration package (AMRK) has an associated subrou-
tine ca led the derivative evaluator (VDOT) which must be capable of
comp ing the control output parameters of Table 1-1 as a function of
time. As a result, the information supplied to (VDOT) by the control
system does not consist of unique values for a given time but must be in
the form of expressions for force, torques, and momenta as functions
	
^k
of time .	 r
r-'
a
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The important features of the integration system which affect
t37.e operation of the control system are summarized below;
1. If h is the integration interval or time step, the program
time changes from (t) to (t + h) as the program passes
through the integration package (AMRK).
2. In ort'.vr to prevent past values from being carried across
discontinuities, the integration must be restarted in the
Runge -Kutta mode at each discontinuity in magnitude. In
general the integration is not restarted at discontinuities in
the slope of the control parameters. It is assumed that in
the Adams-Moulton mode, the integration package can fit a
curve through the resulting slope discontinuity in the body
acceleration.
3. The function of the conirol system is to provide, at time t,
an expression for the variation„ in each of the control param-
eters over the time interval between (t) and It + 'h).
2.2 CONTROL SYSTEM OPERATION
The integration package (AMRK) is used only to integrate the
body accelerations and velocities, solving the dynamic equations of
motion. The integrations required -within tIe control systems are
performed by a separate simple method. A cubic polynomial curve fit
is maintained for each of the variables in the control system. The
present and three past values of each variable are stored and a special
curve fit subroutine cornputes and stores the four polynomial coefficients
together with the present time rate of change of the variable. The
output for each element of the control system can be computed in closed
form in terms of the polynomial coefficients and rate of change of the
assumed cubic input signal. As a result, the output of each element is
expressed as a function of time and the control system outputs, listed
in Table 1-1, are in the correct form to be accepted by the (VDOT)
subroutine of the integration package (AMRK).
2-2
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The integration package (AMRK) is designed to operate only over
continuous portions of the dynamic eq,^ ,
 loons and the integration must
be restarted at each discontinuity. There: fore, the integration step or
interval must be adjusted such that an interval ends at the time of each
discontinuity. The time rate of change of each variable, computed at
each curve fit, is used to predict the time of each discontinuity. The
detailed logic required to predict discontinuities and restart the integration
are presented in Reference 2. Two of these requirements are of interest
in understanding the operation of the control system and are repeated here
for reference. ( 1) The discontinuities cannot be predicted exactly and an
acceptable tolerance must be placed upon the time at which discontinuities
occur. This tolerance is an input parameter designated as (HPERR).
(2) After a discontinuity has been reached and incorporated into the
control parameters and before the integration is restarted, the program
must make an extra pass through (VDOT) in order'to compute new initial
conditions.
A simplified diagram of the program is shown in Figure 2.2-1.
Starting at the output of the control system at time t, the control system
has determined the control output parameters of Table 1 - 1 as functions of
time. The expressions for these functions are passed to the (VDOT)
routine for use in. computing the variation in control outputs during the
time interval between ( t) and (t + h). The program control or flow of
information continues through the rest of the program, back to the top
and enters the integration package (AMRK) still at time t. (AMRK)
determines the integration step (h) and integrates the dynamic equations.
When `the program control leaves (AMRK) the time is (t + h) and all of
the position and velocity data in the program has been updated for time
(t + h). In addition the control system output expressions in (VDOT)
are used to compute and store the control parameters at time (t + h).
Since these values are basea upon a projection of a curve fit made at
time t, they are cefine6 as the preciieteci values at time (t + h). After
passing through the other subroutines of the program the program.
control enters the control system at time (t+h). Based upon the upGatea
position and velocity 6ata, the control system computes values of the
2-3
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T ime (t)
TAMRK
I	 Time (t+h)
I	 Predicted
Output
Time (t+h)
I
I
CONTROL
I	 SYSTEM
T i,me (t)
VD®T
Expressions for
Control Output
Time (t)
Time (t)
Figure 2.2-1
Control Parameter Time Relationsh n
control output parameters which art. defined as the corrected values.
The predicted parameters are then updated by the corrected values and
new output expressions based upon a new curve fit at time (t + h) are
passed to (VDOT) and the process continues.
(H) corrected
Sense
Erro
(a)
G(s)Sensor	 +Error (H)corrected
(H 	 H(s))predicted
(b)
Figure 2.2-2
Simulation of Feedback Loops
The differences between the predicted and corrected outputs at
time (t + h) result from the fact that the pre y-icted values are obtained
from a projection of the curve fits at time t, while the corrected
values are the actual outputs computed at tirne(t + h). The differences
are then an indication of the accuracy of the curve fits.
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The output functions must be in one of two basic forms. For
bang-bang type controllers or when linear controllers are saturated or
in their desdzone, the output is a linear function (a constant or the
integral of a constant). When the linear controller is in the linear
region, the output has the same form as the complex input error signal.
In the case of linear function the curve fit is exact and the predicted
value is equal to the corrected value and need not be updated. For
operation in the linear regions of the controllers the curve fit is not
exact and the correction must be made. It can be seen that at one
point in the program, both the predicted and corrected values are
available. Although no use is made of this fact in the program, the
difference between the two values is an indication of thF ,
 accuracy of
J,	 the curve fits. The important point to be made is the fact that as
the progran enters the control system a sufficiFntly accurate prediction
of the output is available which greatly simplifies the solution of the
closed loop feedback circuits. Consider the system shown in Figure
2.2-2 represented a reaction wheel system with a speed control loop.
The system shown in (a) must be solved by iteration while the system
shown in (b) is solved in a single pass.
3. DIGITAL SIMULATION OF TRANSFER FUNCTIONS
In order to obtain the output of the control system elements
representing lead and/or lag networks, some form of digital integration
and differentiation is required. The method which has been selected
for this program consists of fitting a polynomial to the input signal and
programming the output in terms of the polynomial coefficients, see
Section 2.2. The method was verified by writing a special digital program
using polynomials from first to fourth order. For the trar_Rfer functions
being considered, the third degree or cubic polynomial was selected as
the best compromise. In general, the linear curve showed the fastest
recovery from transients, while the higher degree polynomials produce
better steady state accuracy. Typical sets of output curves are shown in
Figures (3. 0-1) through (3-0-8). The first four figures (3. 0-1) through
(3. 0-4) give the response of a lag network to a step function. As long as
the time step or integration inverval is less than one half the time constant,
there is little difference in the output for the linear, second degree, and
third degree polynomials. The output for the fourth degree polynomial
tends to oscillate and overshoot. In general, the accuracy improves as
the step size h is decreased, however, the required accuracy is a function
of the time that the output is used. The second four figures (3. 0-5)
through (3-0-8) give the response of a lead network to the start of a sine
function, where the input is zero before time zero. Fisure 11^. 0-51 shows
the smooth starting transient and poor steady state accuracy of the linear
curve fit. The remaining figures show the degrading of the transient
response and the improved steady state accuracy produced by the higher
order curves. In general, the steady state response improves with
decreased time step and the transient response improves with increased
time step. The transient response is degraded by an increase the ratio
of P/P where P is the period of the input signal in seconds. The eight
curves included here represent the most common case, the step function
into a lag, and the case with the poorest characteristics, the transient
into a lead. The curves clearly show the advantages of the second and
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third degree curves over the linear curve for steady state conditions
and over the fourth degree curve for transient conditions. The relative
merits of the second and third degree curves are not as clearly indicated.
Combination lead-lag networks tend to show the characteristics of the
pure lag when r is greater than P and the characteristics of the pure
lead when (3 is greater than r. The output of a lead-lag network for a
ramp input is shown in Figure (3-0-9). As would be expected there is
no error for the linear fit. The errors due to the second degree fit are
too small to be plotted and the errors due to the cubic fit are detected
only for lead networks. The fourth degree fit again shows a tendency
to oscillate. The output of a lead network for a continuous sinusoidal
input and a cubic curve fit is shown in Figure (3.0-10). The. selection
of the cubic polynomial, for use in the program was based upon the
following considerations .
1. With the exceptionn of t1'^ a start of the program, the principal
transients of the system are the on and off switc',iing of the
modulations, and the saturation of limiters. The modulator
switching represents a step function into a pure lag for which the
accuracy is a function of step size and is relatively independent
at the type of curve fit, Figure (3. 0-1). In the case of limiter
saturation the output is set at the limiting value and the curve
fit must .follow the unlimited signal in order to predict the point
at which the limiter becomes unsaturated.
2. The cubic fit provides the greatest steady state accuracies..
3. The majority of the transfer function represent lags in the system.
Lead-lag functions are used only in the eight compensation network
which receive continuous signals from the sensors.
3.1 CUBIC CURVE FIT PARAMETERS
Let A. be the general input parameter for which a ; sird degree polyno-
mial curve fit is required The curve is defined with respect to the
variable p, equal to zero at the first past value at time t, Figure (3. 1-1).
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(t-h-h l -h2 )	 ( t - h - h l )	 (t-h)	 fit)
Figure 3. 1-1
Cubic Curve Fit Parameters
The input parameters G  and the input slope ® i are given by
e i = Al + Alp + A 3 p2 + A4p 3	 ( 3 0 1-l)
® i A2 + 2A 3 p + 3A4p2
At time ,, let h, h i s and h2 be the three past values of the time step and
G i-i f 	 01-2 , and 6i-3 be the three past values of the input parameter,
Figure	 3.1 -1, 'Then
r
(9. )t = Al + A 2 h + A 3 h 2 + A 4 h 
3	 (3-1-3)
(ei-1) _ A l	 ( 3.1-4)
(e1-2 ) = Al A2hl + 
A3hl2 - 
A4 h13
	 (3-1-5)
(e. -3 ) = A l - A2 (h l+h2 ) + A 3 (h l+h2 )2 - A4 (hl+h2 ) 3 	 (3. 1- 6)1
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Solving Equations (3-1-3) through (3.1-6) for the A's
A l
 r- 01-1.	 (3,1-7)
h Z h (h +h )2 C4,-0.	 ]-h (11 1 +11 2 )  L{})fh +11 2 )[0 ,	 fi	 ,]+11 2 1) 2 (h^ ,h )1	 Z	 1	 Z	 I	 i 1  	 1^^	 i-1	 1	 1AZ 	 h h 1 2t +. l 1 '2 ^+ tT
-1-fai-1
	 (31118)
I
	 11 1 h Z (,h 1 +h Z )(z1^ 1 +1^Z ) 1 - — 1]+1^{h}*hz)^(h}'+1 Z)z=1^Z]101
-
2, ^ 1 ]+h 1" 1 (h. +1^ 1 ) (1^ h1) i 3^li.^1]
* i* Z
h1hZ(hl+ 1^Z) ^Ai-8,^,:1^'^'!hl+ r"^) (}t+h1+1^Z)^^i^Z^^il
-
1]_h F^ 1 {h+h 1 ) [^+i4=3.-^i.-1'}
A4 	 hh h` l(T+h l )(h 1 +h z ) -":K- 1 +11, (3. 1-10)
The time rate of change of the input parameter at time t is
(9 i )t = A2 + 2A 3 h + 3A4 h2	 (3.1-11)
The function of the curve fit subroutine is to compute and store
Al , A2 , A'3' A4' and (61 )t at time t. This process will be referred to
as "computing the A" s" .
If the curve fit is not initialized at the start of the program the
present and three past values of each :input signal and the three past
time steps will all be zero. As a result, the polynomial representation
of the input parameters will remain zero until the fourth integration
step. The time steps are initialized by storing the initial time step as
the three past values. The present value of the input parameter is
obtained by passing through the control system before the first time
step and computing 8. present corresponding to the initial input positional
data. The critical initial signal would then be a cosine curve for which
the initial slope computed from ,a large present value and past values
of zero would be large as shown by curve (1) in Figure (3-1-2).
t,
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Figure 3.1-2
Initial Conditions for Cosine Function
However, if the initial value of ® is stored in all of the past value
locations, the initial conditions are represented by curve (2) in
Figure (3-1-2) and the initial slope will always be zero. The critical
initial signal will then be a sine curve as shown in Figure (3.1-3). The
program can more easily recover from the zero initial slope condition
and since the initial time steps are always small, the error is assumed
to be negligible.
3-15
t=-3h	 t=-2h
	 t -h	 t=O
Figure 3. 1- 3
Initial Conditions for Sine Function
j.2 OUTPUT OF LEAD-LAG NETWORK
The most general transfer function required is the combination
lead-lag used in the compensation networks. Let e0 be the general
output parameter resulting from the general input parameter 6 ,
k	 Figure (32-1).
The output is given by
k 80 - 1 + a
	
ei
and
eo + s 6 0 = e i + P e i	 (3.2-2)
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Figure 3.2-1
General Output Expression
Substituting Equations (3.1-1) and (3. 1-2)
60 +74 0 = (A 1 +PA2 )+(A2 +2pA 3 )p +(A 3 +3pA4 )p2 +A4p 3 	(3.2-3)
,Assuming a solution of the form
®o = b  emp + b2
 + b 3 + b4p2 + b 5p3 	(3.2-4)
e0 + 7 6 0 = b l ( 1 +M7)emp + (b2 +b 37)+(b3+2bz)p+(b4+3b57)p2+b5p3
(3-2-5)
3-17
Equating coefficients of p in Equations (3. 2-3) and (3, 2-5) and
assuming b 1 	0,
1	 '
m = - r
b2 = A l + A2
	 2A3r (^-*) + 6A4'2(^-')
b 3	 A2 + 2A 3
	 6A4 (P-r)
	 (3.2-6)
b4 = A3 + 3A4
 (^-r)
b 5 = A4
Equation (3-2- 4 .) may now be written as
o = b 1 e P + b2 + b 3p + b 4p2 + b5p3A
From Figure (3.2-1) the first past value of the output occurs for p = 0
therefore
(eo )t-h = b 1 + b2
or
b1 = ( o )t-h - b2
and
I^
eo 	C(eo ) t-h - B.1]e 7 + B1 + B 2 p + B 3p2 + B4p3
whe re
B 1	 Al + A2 (P- r) - 2A 3 T ( P -T) + 6A4 T 2 (P-r)
B2 = A2 + 2uti, (P- T ) - 6A4 (P -7)
B 3 = A 3 + 3A4
 (P-7)
B4 = A4
(3-2-7)
(3.2-8)
(3.2- 9)
(3-2-10)
(3.2-11)
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The output of the network consists of the sum of a constant decaying
exponentially and a second cubic expression in terms of the B's.
Define a general cubic expression as
µ
F 2
 ^Ci , P] = C 1 + C2 p + C 3 p2 + C4p3
and the time rate of change as
•F [C .2	 p] = C2 + 2C 3 p+ 3C 4p1
Then
0 = F2 [A i , P]
9  = F 2 [A i , P]
eo = [(eo)t-h B1] e
- 
P 
+ F,2 [B 1 , P]
®® e _ r Reo)t-h - B 1 ] e	 + F 2 [B , , P ]
Then at time t
( ei ) t = F2 [Ai , h ]
h
(e0 )t
 = [(eo)t-h - B l i e- r + F  [B i , h]
h
(e 0 )t = - r [(eo)t-h - B l ] e- r + F 2 [B , h]i
(3.2-12)
(3-2-13)
(3.2-14)
(3-2-15)
(3-2-16)
(3.2-17)
(3,2-18)
(3-2-19)
(3.2-20)
+: . rder to extend the output past time t, the output must be expressed
in terms of the proposed time step h" in Figure (3-2-1), such that
p = h + h". In terms of the first past value (eo)t-h
h+h"
(eo)t+h" = [(eo )t-h - B 1 ] e - 	 '► + F2 [B i , (h+h")]	 (3.2-21)
3-1q
t
tJ
^b ^	 ^^^	 {115  t
,y^^	
^^ ;
i	
{
_
y
`•	 x i	 3	 U^. n i ,	 ^
^JH. ^'^x	
`	 a }^3 A^.."r	 J.	 .Nn
The value of ( 0o )t-h is not always available at time t, therefore, from
Equation ( 3.2-19)
	
h+h"	
_ h"	 h"
I(eo )t-h - B 1 ] e- !	 -, (e0)t a	 F2[Bi ► h] e - s
	
_ h +h"
	 hit
Reo )t-h ' B l ] e	 s	 C(eo) -
 
F ? (B i t h)] e-
Then in terms of ( 0
0
)t Equation (3. 2-21) becomes
hit
(Qo )t+h" - o)t - F2 (B i t h )] e t + F2 [B i t (h+h")]
3.3 OUTPUT OF SIMPLE LEAD NETWORK
(3.2-22)
When T is set equal to zero the general lead-lag network covered in
Section 3 . 2 reduces to the simple lead network ( 1 + Ps). The output
expressions derived in Section 3. 2 also apply but present special problem
in digital programming. The output expressions contain the terms a 'T
and e r requiring division by zero. Since the computer defines division
by zero as zero, the computed exponents are zero and the exponential
functions are set to unity when the correct value is zero. Rather than
program around this problem and use the general expressions, a separate
and simple set of equations will be used when T = 0. The output of
the network is given by
o = (1 + his) 0i = 8. + (30.
	 (3.3 -1
and at time t
( eo )t =
	
t + P (ei) t
	
(3-3-2)
Since (A. )t is known and (4. )
t
) is computed during the curve fit, the output
at time t can be obtained directly from Equation (3.3-2). The time
rate of change of the output at time t is
( oo )t = ( 8 i )t + P (6.)t 	(3-3-3)
where,
¢:	 (E^1)t 	 F2 [A,. h ]	 2A3 + b A4 	 (3.3-4)
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The predicted output for p y h + h" is not required for the simple lead
network.
3.4 OUTPUT OF SIMPLE LAG NETWORK
When P is set equal to zero the general lead-lag network covered in
Section 3. 2 reduces to the simple lag network l + 's . The output
expressions derived in Section 3.2 apply and may be used directly.
The B's are computed from Equations (3-2-8) through (3.2-11) for
P = 0
B 1 = Al - A2 r + 2A 3 7 2 - 6A4'3
B 2 = A2 - 2A 3 r + 6A4r2
B 3 = A3 - 3AZ
(3.4-1)
(3.4-2)
(3.4-3)
(3.4-4)
i
B4 A4
3.4.1 Output of Simple Lag Network for Constant Input
There are a number of points in the control, system simulation where
the input to a simple lag is constant during any given continuous portion
of the signal. As a result the cubic fit to the input is unnecessary and
the output can be progz Ammed directly., AI is equal to the constant
input 8 and A2 , A 3 , and A4 are zero, and the B's are equal to the
corresponding A's. The outpa:x,t expressions reduce to
h	 h
	
(®o )t = (e0 )t-he- ' + 10 (1-e - T )	 ( 3.4-5)
k.
M
h
(80)t 
=	
Cec - ( eo )t-h I e
h"	 _ h"
(eo )t+h" _ (®0 )t e - T + 9C (1-e	 ' )
(3.4-6)
(3.4-7)
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,
Let
1
B1 = T Al (3-5-1)
1B 2 2r A2
1
B 3 = 3r A3
1B4	 r_ 4 A4
is
(3-5-2)
(3-5-3)
(3.5-4)
3. 5 INTEGRATOR OUTPUT
Consider the output of the function 1 for a cubic input. The
output is given by
8.
e = ^
o	 rs
and r 6  = 6  = A l + Alp + A 3 p2 + A4p3t
(eo^t _ (e0 t-h + T Alh + 2^ A2 h2 + 1 A'3 h3 + 4L A4h4
(®0 )t	 (e0 )t-h + h (' A + ^A2 h + 3T A sh + 4T A t,:y:1
then
^'	 o f
	
o f-h	 2	 i
	 (3-5-5)
	
(6 o't	 B1 + 2B 2h + 3B3'h2 + 4B4 h3
	 (3-5-6)
4. SENSOR:`
The output parameters required for nearly any ideal sensor are
already available in the digital program. The relative and inertial
positions, velocities, and accelerations for all of the spacecraft bodies
are computed in the solution of the dynamic equations. The orbital
parameters are computed in the orbit routine, and the disturbance routines
provide the rotational position of the earth, and the components of the sun
vector and magnetic field vector in each body coordinate system. In
general the purpose of the s ensor routines is to simulate the imperfec-
tions and limitations of real sensors.
The program provides for two rate gyros, two horizon scanners,
two two - axis sun sensors, and a special "dummy" sensor. The rate
gyros may be given any arbitrary orientation on the main spacecraft
body while the horizon scanners and sun sensors may have arbitrary
orientations on any of 	 spacecraft bodies. The "dummy" sensor is
provided for use in the checkout of new control configurations and to
determine the system response to different input functions. The output
of this special sensor is the sum of a constant, a ramp, and a sine function
and is defined by program input parameters.
4.1 RATE SENSORS
It is assumed that the rate gyros are mounted on the main space-
craft body, each with an arbitrarily oriented input ais. The ideal output
of the j th gyro is given by
wgj = a1, 'ix + a 2 wly + a 3 c`' lz + BG1	 (4.1-1)
where a lj , a2j , and a 3 are the direction cosines of the j th gyro input
axis in main body coordinates and w lx , w ly , and wlz are the components
of the inertial angular velocity in body coordinates. BG1 is a constant
bias specified by a program input parameter. In matrix form
wg j 	 I a i ^T tw ll } + BG 1 	 (4.1-2)
_	 _	 ^	 u.	 l 	 ..	 .1'	 t 	 ^	 r..	 ^.	 ... r	 .^^	 ^:'.	 a .Y
	
♦ ^^. 3 ..	 r_.	 ...	 . A	 ^
^	 Fk
t
The simulation of the gyro dynamics is shown in Figure (4. 1-1).
The general form (r # 0) simulates the gyro dynamic lag, an integrator
saturation limit representing the angular stops, and a limiter in the
feedback loop representing torquer saturation. Saturation of the integrator
is implemented by switch Sg . When the output reaches +K 1 the switch is
opened. The output remai s constant until the signal 
t  
changes sign at
which time the switch is closed. It should be noted the K 2 must be
less than K 1 in order for K2 to saturate. For r ^ 0 the gyro dynamics
reduce to a simple limiter representing the gyro stops.
For any value of r the first step in the solutionfor the gyro output
is a cubic curve fit to the input to the gyro dynamics (wgi ). The curve
fit produces the polynomial coefficients A l through A4 and the present
time rate of change of wgJ
	
g,If r = 0 only the value of W i^ s needed
iu predict the time at which 
I 
W gj1 = K 1 . When r # 0 .the gyro dynamics
has three modes of operation each requiring separate equations and logic.
In mode one neither the feedback or the integrator is saturated
and the magnitude of the output is less than K 2 . The dynamics reduce
to a simple .lag, Figure 4. 1-1. The output and the time rate of change
of the output at time t are computed from Equations (3. 2-19) and (3.2-20)
-h
(80)t	 [(8o)t-h - B 1 ] a r + F2 [B i , h]	 (4.1-3)
9)	 - 1	 (A)	 - B e T + F2 B. , h	 4.1-4)
where the B's are computed from the curve fit A's using Equations
(3. 4-1) through (3.4-4) for a simple lag. The predicted time to the
next dier,ontinuity h^ is the positive time to saturation level K 2 c omputed
from (8o )t and (6 ® )t .
In mode two the output is greater than K2 but less than K 1 . The
feedback is saturated and the integrate is n;oA saturated. The dynamics
r
j'
4
reduces to the integration of the signal e  , Figure (4.1-1). The input
to the integrator (e g ) is
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w 	 Gj
g i 	 0
MODE 2 K2 <Gjl <K I	 (K2 SATURATED)
kGj	 0
r
	RATE GYRO j	 +	 Cv	 //
	Integrator SaturatesON MAIN BODY	 /(w
ALONG ANY AXIS	 gi	 at +.K
+ %1
Curve Fit to w 	 t 
0	
Sgi	
-F	
-1	 "9
^	 I
IV, ODD I
	
Gj <K2
	
(NO SATURATION)
wgi	
9	 1	
--am 00 = GjIr s 
(sgn 60 )  K2
MODE 3	 Gj =K I	 (K1 ANE K 2 
SATURATEE)
g
+ K
9j	 0
(sgn 60 ) K2
Figure 4. 1-1
Gyro Dynamics
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e g 	e 	 W g	 [8gr(e o )t-h ] K2
From Equation ( 3. 5-5) the output at time t is
K
o)t 
= (eo)t-h + h F2[Bi , h] - [egn(eo)t-h] '2 h
(4.1-5)
where the B's are computed from Equation (3-5-1) through (3-5-4) for
an integrator. Using Equation (3-5- 6)
 the time rate of cl,.ange of the
output ) 3
^'^ ) =B +2B h+3B h 2 +4B h3K2o f
	 1	 2	 3	 4	 - [8gn( o )t-h ] r (4. 1-7)
F
The predicted time to the next discontinuity, h' , is the minimum
of the positive tunes to K2 and K1 . If the output reaches K2 the operation
of the gy7t , o dynamics changes to mode 1 and if the output reaches K 1 it
changes to mode 3
The instant that the integrator saturates the output is +K 1 and
switch Sg is opened. The gyro dynamics operates in rn de 3 with con-
stant output, Figure (4 . 1-1), until the signal eg changes sign. The output
is given by
(o )t - Csgn( o)t-hl K 1	 (4.1-8)
The predicted time to the next discontinuity, h , is the positive
time to e g = 0 where
eg a ^gJ [sgn( o )t-h ] K2	 (4. 1- 9)
at the time eg = 0 the ope ration changes to mode 2.
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4  HORIZON SCANNERS
The horizon scanners may b^ mounted on any of the spacecraft
bodies and have arbitrary orientations with respect to those bodies.
A block diagram of the scanners, signal processor, and scanner dynamics
is shown in Figure 4. 2-1. The equations and logic for the scanners and
signal processing methods A and B are given in Reference, 4.. These
data in ti-,
 form user'  in the Generalized Spacecraft Simulation are
repeated here for reference.
4-u
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4. 2. 1 Single Scanner Output
The scan patteraf a1. ii single scanner is a cone. If the scan cone
intersects the earth, the sensing element (a bolometer) will emit a
pulse. This pulse can be characterized by k,'-)wledge of its vAdth (2p)
and the angular distance (b) by which it is displaced from a vertical
reference marker.
The geometry of a single scan cone relative to the earth and the
orbital position of the spacecraft is shown in Figure 4. 2-2. The xR,
y R , andzR
 coordinate frame defines the orbital reference system,
Equation (3.2-2) of Volume I.
X 
{c^R } = YR
	(4.2-1)
zR
The transformation from the orbital reference system to the main body
coord inates (0 l ) is [A], Equation (3-3-3) of Volume I
{0 1 } = [A] (OR)	 (4.2-2)
and the transformation from the body 1 system to the body i coordinates
is [le i], Equation (3-5-5) of Volume I
(O i } = [Di] {0 1 }
	
(4.2-3)
Let the arbitrary orientation of the j th horizon scanner on body i be
defined by the program input matrix [S j ] such that
X
Pi
(0p }	 [Sj] (Od = ypi	 '(4.2-4)
z
^J
where xpj is the scan cone axis, Figure 4.2-2.
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X 	 1 0 0 AS 11 AS 12 AS 13 xR
y 0 cosh sin6 AS21 AS22 AS23 yrR	 (4.2- 4)
zh 0 - sin6 cos6J LAS31 AS32 AS33 ZR
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Combining Equations (4.2-2), (4.2-3), and (4.2-4)
	
{c5 pj } 
= [Sj] [Di] [A] {(5R)	 (4.2-6)
Let
	
[ASj	 [Sj] [D i I[A]	 (4.2-6)
Then
{0pj} 	 [ASj ] {( 2 R )	 (4.2-7y
The matrix [AS .
J 
] defines the j th scanner axes in terms of the orbital
reference system. Since [ D i ] for i = 1 has been defined as the unit
matrix [U], the transformation applies for (1 !9i !9N).
Define the{Qh I coordinate system, Figure 4.2- 2, by
	
xh	
1	 0	 0	
x 
	
{(5h) 
_ I N 	 0	 cosb j 	sin6i
	
YS	 (Z.2-8)
z 
	
0 -sin6j cos6y
	
xS
b
and constrain zhto lie in the plane .-atablished by R  and zR'with
z  . zR z 0.
Combining Equations (4. 2 - 81 and (4.2 - 71 for fh,c- i th
 s canne r
(4.2-14)
expanding
h	 (	 ASi1	 }	 (	 AS12	 )	 (	 AS13	 )	 RR
(ASZlcasii +A S31 sm&)  (AS2dcos& + AS32sinb) 	 (A A23 cosb .+ AS ; 3 s 116)	 !2	 (4,2_10)
z	 (-A 521 sitlb + A 531.	 S22CO6b) (,A ..	 S3^sin6 + A	 CO86i) (-A 3 s1lab + A	 cosh)	 zh	 S2.^	 S33	 1t
In order that z  like in the plane of xp and z R , (yh z  xr!.ust be
zero, Figure 4.2-2. This constraint requires that the component of
yrl along zR must be zero which in turn requires that element 2-3 be
zero in the transformation matrix of Equation (4. 2-1U). Therefore
AS23 cosh +A S33  sinb	 d
	 (4.2-11)
and
s inb	
_ (`452 3")
	(4. 2 - i2 )C086 
	 (y^ S33T
To determine the half-width of the earth pulse (p) consider the
unit vectors q 1 and q2 which define the lines in the cone which are
tangent to the earth. From Figure 4. 2-2
q, . Z  = q2 z 	 = cosa,Q
The components of q i in the {C)h} coordinate system are
coscr
(q, h, = si:na sinp
sing cosy
where rT s the cone half-angle.
(4.2-13)
7
^j
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The components of z R in the to h ) coordinate system are given by
Equation (4-2-10) as
AS 13
{zRh } = AS23cos8 + AS33sin6
yAS23 sinb + AS33C086
Using Equation (4.2-11), the fact that z R is a unit vector and the
restriction that zh . z  a 0
AS 13
{zRh) 	 -02	 (4.2-15)
1-AS13
Substituting Equations (4-2-14) and (4. 2-15) into (4.2-13)
Cosae - AS13 Cosa
cos p =
N 1_.A 3 sing
(4.2-16)
where
1 ^ ) 2Cosa	 ( RR +	 (Re + h) - Re (4.2-17)   e
Re = radius of earth
h = h spacecraft altitude
4	 In the program (Re + h) is computed in the orbit routine as the orbital
radius SM• Therefore
cos ae = S1 N -2M - Re	 (4.2-18)M
X,.	 4-10
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s in6 f _ - AS2 3
cif	 AS33I
6 . t . [-Tr, Tr]	 (4. 2 -19)
The singlrF scanner outputs are given by Equations ( 4.2-12) and
(4.2-16); however, since the symbols p, 6 and care used elsewhere
in the program the subscript f will be added to define horizon scanner
parameters and the basic output equations become
cospf
	
cosae - AS13 cosof
	
(4.2-20)
AS 13 s i nvf
It should be noted that only the third column of the matrix [ASS ] is
required for the computations.
The pulse half-width is always in the range between zero and Tr.
If Equation (4. 2-20) gives cosp f >1, pf is then set to zero. If the
computed value of cosp f is less than -1, the scan cone is completely
on the earth and pf is set either to Tr or zero determined by an input
option in the program.
4. 3 HORIZON SCANNER PROCESSING
Most commonly, pitch and roll errors signals arc derived by
combining the processed outputs from two scanners. The method of
combination genera l ly depends upon the mounting of the scanners.
Since the scanner orientation is arbitrary no reference will be made
to pitch and roll errors and the scanners are designated as scanners 1
and 2. '^~he ©canner outputs from the processor are designated e l and
e 2 ; howevt., r,, it should be noted that e l is not the output from scanner 1
and e2 is not the output from scanner 2. Each output may be a combina-
tion of the outputs of both scanners. For each scanner two output
{
s;
Y.
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180
e+	 Tr qal sgn Sfl (4-3-5)
parameters q  and q  are computed resulting in scanner output
parameters qa1 ,
 qbl' qa2' and qa,2' For two s p anner configurations
two error signals e + as e -
 are computed such that
e +
 90 (qal + qa2 ) sgn 6 f
_ 90
e _ - n (qbl - b2)
where a +, and e -
 are in degrees.
The processor output e l and e 2
 are defined as
e 1 = (Ky+ )(e + ) + (K Y- )( e - ) + BSH1
e 2 = (Kx+ )( e + ) + (Kx- )(e - ) + BSH2
(4-3-1)
(4.3-2)
(4-3-3)
(4-3-4)
l	
where BSM and BSH2 are constant input bias signals for scanners 1
and 2 in degrees. For single scanner configurations only scanner 1 is
used a1d only e + is computed from
The parameters Kx+ , Kx- , l{y+ , and Ky- are program input gain
constants. The parameters qal' qa2 ' and qb2 are computed in accordance
with the type of processing selected (A, B, or C).
4. 3. 1 Signal Processing Method A
Signal processing method "A" is similar to the "Sincb" processing
scheme described in Reference 4. The scan cone is divided into two
180 degree segments with the vertical reference marker as the boundary
between the regions. The width of earth pulse on one side of the vertical
reference marker ( z p axis) is subtracted from that on the other side of
}	 the marker to derive the xp axis error for a single scanner, Figure
4.3-1. The results assume a symmetric blanking region of width
.	 isr.''"vx4""?.•+^'a^^.a.,..^y.,y^,w^c»wt+.n,.^vbw,.^..r+ ^.xiayw,.u+.+ <;^
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Figure 4.3-1
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2(Tr - 6f ), centered about the -i F
 axis (for no blanking 6f Tr). The
parameters q  and q  for a given scanner are functions of b f , p f , and
6 f for „hat scanner and are computed in accordance with Table 4, -1.
Table 4.3-1
q  and q  for Processing Method "A" with Blanking
Range of
1 6 fI	 Pf
Range of
IsfI + Pf q  q 
- o f , 0 0	 0f Ibf I Pf
00 0f 01 0f Pf Pf
-	 Tr, 6f 0f, 2 Tr - 0f 0 0f
- 6f , 0 0f, ZTr-0f 1/2(0f++6f^ P f ) 1/2 ( 6f- 16fl+Pf)
01
of 0f, 2Tr-@f 1/2(0f- 16 f I+pf ) 1/2(df- IbfI+pf)
0f , IT of,	 2 Tr - 0f 0 0
- If , Tr 2 Tr - 0 f ,	 21r Tr	 -	 P f 0 f + p f - Tr
01 If 27r- 6f ,	 2 7 Tr	 - 16f I
Of + P f	 Tr
4. 3.2 Signal Processina Method "B"
Signal Processing Method " B" is similar to the "Sin2ol l processing
scheme described in Reference 4. The x- axis error signal is derived
by considering the algebraic sure of the pulse portions occurring in the
various quadrants, Figure 4.3-1. The parameters q  and q  for a
given scanner without blanking are computed in accordance with
Table 4.3-2.
Table 4. 3-2
q  and q  for Processing Method "B" (No Blanking)
	
Rana of	 Range of
	
!b f r- Pf	 16fI + Pf	 qqa	 b
	
Tr/21 0	 0, n/2	 16 1	 P
- 
Tr/21 0
- n/2, 0
- Tr/2, 0
W ,
 - n/2
-
IT , 
 - n/ 2
0, Tr/ 2
0, Tr /2
0, Tr/ G
0 ► Tr /2
n/ 2, n
n/ 2, Tr
Tr/2' n
Tr, 3n/2
3n/ 2, 2 T
n/2, n
Tr, 3Tr /2
0, Tr/ 2
Tr / 2, Tr
n, 3n/2
3n/2, 2n
n/ 2, IT
n, 31r/2
f
Pf
16f  - n/2
Pf
- 16f 
Pf	 Or
Pf
Tr/2 - 16 f I
p f - n/2
IT - 16 f I
-Pf
16f  - Tr
f
Pf
Pf
Pf
Pf
Pf
Pf
Pf
Pf
Pf
Pi
Pf
4. 3. 3 Signal Processing Method "C"
Signal processing method "C" is a representation of ideal small
angle pitch and roll sensor. Processor outputs e l and e 2 (in radians)
are defined by
e l = Ky+ a 13 + BSH1
	 (4.3-1)
e 2 = K
x+ a23 + BSH2
	 (4-3-2)
where Ky+ and KX+ are program input constants and a ij is3 the ijth
element in the transformation matrix [A] which defines the attitude of
the main spacecraft body axes with respect to the orbital reference axes.
BSH1 and BSH2 are the constant input bias signals for scanners 1 and.
2, in radians .
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4.4 SCANNER DYNAMICS
The scanner dynamics are represente d
 by a simple lag for each
output signal, Figure 4.2_1. If T
J 
for the j th output is zero the scanner
output Hj is set equal to the processor output of For T j not equal to
zero a cubic curve fit is made to the processor output e i - The resultant
A's are used to compute B's for a simple lag using Equations ^3.4-1)
through (3.4-4). From equations (3. 2-19) the scanner output Hj at
time t is
h
(Hj)r
	 [(H' )t
-h	 B l] e T j + F 2 [B i , h]	 (4.4-1)
Since the lag is not followed by a discontinuity no prediction is required
and therefore (Hj ) t is not required.
4.5 SUN SENSORS
C	 The sun sensors may be mounted on any of the spacecraft bodies
with arbitrary orientations. Each sensor is defined by the right hand
orthogonal sensor axes x y- S , and' /is where the xs axis is the sensor
reference axis, Figure 4.5-1. The orientation of the sensor is defined
by the transformation matrix [MS ] such that
i
	
x 
7
	
[QS ) _
	 YS	 [MS] 1Qi)	 (4.5-1)
iS
where [MS] is a constant input matrix.
f
The components of the unit Fuz vector 6S are computed from
Equation (10. 1-3) of Volume Land are stored for all bodies - The
unit sun vector 6  h2s been defined as a unit vector from the sun
4-16
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Sun Sensor Orientation
toward the center of the earth. Let US
 bea unit vector from the earth
toward the sun. Then
iUSi) _ - (6S.)
	
(4.5-2)
and from Equation (10. 1-4) of Volume I
{U S ^ _ - Li a
 3 (USi)	 (4.5-3)
The y output (e y ) from the ideal sun sensor is the component of US
along the ys axis and the z output (ez ) iE. the component along the zS
axis, Figure 4.5 - 1.
 Since the matrix [M .^] is constant the components
y
of US and US in sensor axes are
(USS )	 e 	 = [MS] (US) _ - NS ] (6 Si)	 (4-5-4)
1 e
It I
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	 [MS3[Jwii [USi3	 [M53[ wii3 { 6 Si } (4.5-5)
e z
4. 5. 1 Sun Sensor Characteristics
The block diagram for the sun sensors is shown in Figure 4.5-2.
The ideal output from each channel is modified by a signal limiter,
upper and lower blanking angles, and the addition of a constant bias
signal. The output of the j th channel, Si is given by
Si = e  + BSj	 (4.5-6)
where Sj s limited at Kj and set to zero for I Si I loss than D or
greater than B, Figure 4. 5-2. Outputs S1 and S2 are the y and z
axis outputs for sun sensor 1 while outputs S3 and S4 are the correspond-
ing outputs for sensor 2. It should be noted that the sun sensor outputs
are not the angular errors with respect to the reference axis but are
components of a unit vector with magnitudes between zero and unity.
BSY
K
e	 +
SUN SENSOR 1, 2 Y
TWO AXIS OUTPUT
ON ANY BODY
ALONG ANY AXIS e z +
Z
- B.	 S1, S3
_y	 By
Ky
KZ
S2, S4
- B z - DZ	 –0
L—./) 
Dz Bz
-Kz
Figure 4.5-2
Sun Sensor Block Diagram
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4. b DUMMY SENSOR
The output of the dummy sensor is given by
F= A+ B t + C sin (W t+ P)
where A, B, C, W, and P are program input constants.
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5. COMPENSATION NETWORKS
The program provides sixteen possible paths through which the
sensor outputs may be connected to the control system inputs. These
paths are referred to as compensation networks N1 through N16, however,
only the first eight, NI through N8, are true saturating lead-lag
compensation networks. The next two, N9 and N10 are signal lirJ, .,rs
while the last six N11 through N16 are direct connection ►
 paths.
5. 1 NETWORK PATCH SYSTEM
The patch system used to connect the sensors and the control
systcrns to the inputs and outputs of the networks is shown in Figure
5. 1-1. The method used in the program consists of defining the inputs
by specifying the sensor or control system in the location field and the
network numbers (1 through 16) in the value field..
The normal sensor outputs (two gyro, two horizon scanner, and
four sun sensor) may each be patched to any two network inputs. The
"dummy" sensor output may be patched to any four network inputs.
The number of sensors which may be patched to a given network is unlimited.
The nine possible control system inputs, three pneumatic systems,
four reaction wheel systems, and two array drive systems, are patched
to the network outputs in the same manner. In addition, to the capability
of patching any control system input to any two network outputs, each
possible connection (18) incorporates a constant patch board gain factor.
5.2 LEAD- LAG NETWORKS
The lead-lag network shown in Figure 5.2-1 is defined by the
three input parameters, r , (3, and K. By omitting the time constant,
r, the network of form A in Figure 5.2-1 reduces to a simple lead followed
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by a limiter, form B. By omitting the saturation value ;K ►
 form, is
reduced to a lead-lag network and form B is reduced to a pure head.
In additicn, these forms may be further reduced to a lap network and
a direct connection, respectively by omitting P.
The general :ietwork form A, is mechanized in a manner similar
to that used for the gyro dynamics. However, the general network has
only two modes of operation, and includes the effects of the lead P. Let
6 N be the general exprzssion for the input to the 
jth 
network where
6Ni is the sum of the sensor outputs patched to network j. The first
step in the solution for the output of t:hu first eight networks is a cubic
curve fit to ()Ni storing the resulting A's and 6Ni .
For operation in mode 1 the integration is not saturated and the
magnitude of the network output 
'No is less than K. The network may
be represented by the function (l + his )/ (1 + s s) and from Equations
(3.2-19) and (3.2-20)
h
T
(0No)t	 [(6No)t-h - B 1 ] e
(eNo^ t
+ F 2 [B i t h]
h
T ReNo )t-h - B 1 ] e T + F2 [Bi, h]
(5-2-1)
(5.2-2)
where the B's are computed from Equations (3.2- g ) through (3.2-11).
The predicted time to the next discontinuity h' is the positive time to
saturation level K computed from (6 N,at and (6No )t . At integrator
saturation the input signal to the integrator EN , Figure 5. 2-1, is
removed and the operation switches to Triode 2.
For operation in mode 2 the integrator is saturated and the
magnitude of the network output 
^o 
is equal to K. The output remains
at + K until the signal E N changes sign. From Figure 5, 2-1
( EN)t	 (E2)t - [sgn (6 NO) t-h ] K
	
(5.2-3)
tF.N;
and (EN)t changes sign when
E 2 - [sgn (0No)t-h] K
	 (5-2-4)
When the output saturates at +K, the integrator input 9  must
	 K
have the same sign as (+ K). Therefore, E 2
 must also have the same
sign as the output and a magnitude greater than K during saturation.
I	 Equation (5-2-4) representing the conditions for the next discontinuity
may be written as
I E 2 1 = K	 (5.2-5)
From Equations (3-3-2), (3.3-3), and (3.3-4)
(E2)t _ (A dt + 6 d	 (5.2-6)
a
(E 2 )t = (ei)t +	 ( ei )t	 (5.2 -7)
( e ) t = 2A 3 + 6A4 h	 (5.2-8)t
The predicted time to the next discontinuity h  is the positive time
until I E 2 = K computed from (E2 )t and (E2 )t • At the discontinuity
the operation of the network switches to mode 1.
For the special case when T = 0, form B in Figure 5. 2-1, the
i"Uput to the limiter is defined by Equations (5.2-4)and(5.2-7) and the
discontinuities are defined by Equations (5.2.5) as a result the
predicted time to the next discontinuity h^ is computed as for mode 2.
operation. The network output (9 on ) is the minimum of I E 2 I and K
with the sign of E2
(0oN)
	
[ sgn E 2 ] Min ((E 2 1, K)	 (5. 2,., 9)
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As noted above the output for mode 2 operation is K with the sign of
E 2 • Since IE21 is always greater than K, Equation (5.2-9) also holds
for mode 2 operation and the name equation and logic can be used for
mode 2 and T 0.
5. 3 ., LMITING NETWORKS
The limiters used in networks N9 and N10 are simple limiters
defined by Equation (5.2-9). It should be noted that the saturation
points are not predicated and treated as discontinuities. It is assumed
that the integration of the dynamic equations can tolerate the resultant
discontinuity in the slope of control torque. It should also be noted
that the lead-slag networks N1 through N8 with T = 13 = 0 reduce to a
limiters for which the saturation levels are predicated and teated
as discontinuities.
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I. 6, TORQUE MODULATORS
Each of the nine control systems incorporates a torque modulator
or controller which modulates the control torque an a function of th,
input error signal. The program provides for six possible types of
modulators which are incorporated into a single generalized modulator
i,-ackage, called (PLSMOD) in the digital program. Although A)l six
types are not used in every control system the generalized package is
used for all nine systems. The equations and logic required for the
generalized modulator routine will be established in this section,
6, 1. MODULATOR DESCRIPTIONS
Consider  the general torque modulator for use with any of the
nine control systems, Figure 6. 1-1. The modi,ilator is defined by four
(WUP)
TORQUE
MODULATOR
Figure 6.1-1
General Torque Modulator
parameters, type, lag time constant (T), feedback constant (a), and
the hysteresis or slope constant (H). The input signal (6 i ) is the sure
of the network .signals patched to 'the control system together with any
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closed 'loop feedback signals. The input signal. (WUP) is the react ion
wheel unloading signal and is applied only in the pneumatic control
systems. The purpose of the modulator is to determine, at time t,
an expression fc.r the normalized control trrque (6 0 ) over the interval,
(t) to (t + h"). In addition to the expression for the ot. ►tput over the
next integration interval, the program must retain information pertaining
to the output oven •
 the previous integration interval.
A summary of the equations and logic required for all six.
modulator types is given in Figure 6.1-2. The first step in the solution
for the output is a cubic curve fit to the input signal (6 i ). The polynomial
coefficients A l
 through A4
 and the present value of (bd t
 are retained for
later use.
6. 1. 1 The Type 1 Modulator
The type 1 modulator is a saturating linear modulator with a
deadzone. The characteristics are shown in Figure 6.1-3, and are
defined by the single input parameter H. The deadzone is normalized
to plus and minus unity by adjusting the patch board gain at the input of
the control system. The output is normalized to the saturation level
and 1/H is the gain in the linear region.
e5
Figure 6.1-3
The Type 1 Torque 1Vi oduletor
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The type 1 modulator is the only modulator combining reaction
wheel unloading and a li near switching function. As a result, a special
unloading logic is used. Basically a no:in ­ zero unloading signal (e 5)t'
at tine, is subtracted from the input signal ( s2 )t . If the result is less
than unity the unloading signal is ignoi ed and ( e3 = e2
 ). ' If the resulting
signal is greater than unity the output is set at the saturation level.
f	 The unloading logic is mechanized as tollows:
1) If (C
5 
)tis zero set (e3 ) t = (e2)t and (s3 ) t =(e2 )t . If
(e 5)t is non-zero compute (^)t - (e5 Of
2) If the magnitude of (e2)t - (e 5)t is less than unity set (e3 ) t	(e2 )t
anti (E3
 ) t = (F )t ,
3) If the magnitude of ( e2 )t (e 5 )t is greater than unity set (e3)t
to a large number with the sign of ( e2 ) t - (e5 ) t and set (e3 )t
to zero.
The value of (e 3 ) t is used to determine the output for the next time
E
	 interval and is used in conjunction with ( e 3 ) t to predict the positive
time to the next discontinuity. The discontinuities occur at (e 3 ) equal
to (1. 0), ( - 1. 0), (1 + H), and (1 - H), Figures ( 6.1-2) and (6-1-3).
The modulator output may have five states, positive saturation
(6 0 = 1), negative saturation ( 6 0 = -1), in the deadzone ( 6 0 = 0), and may
be in the positive or negative linear region. When the output is in the
linear region an expression for 6 0 as a function of time (p) will be
required. From Figures (6.1 -2) and (6-1-3)
6 0 
H
[e3 - sgn 6 0 . 1] (Linear region)	 (6- 1-1)
where
e3 = A l +A
2
p+A„3 p2 +A4 p3
s3
_e 2
.-1
E5
3
	 b o
6. 1. 2 The Tvt)e 2 M odidator
The type 2 modulator is a bang-bang controller with hysteresis
between zero and 100,. The characteristics are shown in Figure 6.1-4,
and are defined by the single input parameter H. The deadzone for zero
hysteresis is normalized to plus and minus unity by adjusting the patch
board gain at the input of the control system. The output is again
normalized '.+o unity and may only have values of t 1. U and zero. From
Figures (6 1-2) and (6.1-4)
(e3 )t = ( C
 2 ) t - ( C 5)t(6.1-2)
(e3 )t = ( E2 ) t - (i5)t	 (6.1-3)
where e 5 is the reaction wheel unloading signal present in pneumatic
control systems.
5
Figure 6.1-4
The Type 2 Modulator
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[(E 1)t-h	 B l ] e + F2 [B i t h] (6-1-6)
h
- T
For the type 2 modulator e2 is equal to the modulator input signal
6. and
(e3 )t	 (6 i )t	 (e5 )t	 (6.1-.4)
The curve fits to 6 i is only used to determine (6 i )t
 . The value of (s,3)t
is used to determine the output for the next time interval and is used
in conjunction with (e3 )t
 to preditt the positive time to the next discontinuity.
The discontinuities occur at (e3 ) equal to (1. 0), (-1. 0), (1-H), and (H-1),
Figures (6- 1-2) and (6.1-4). It should be noted that the hysteresis ratio
H must be in the range (0 s H s 1. O).
6. 1. 3 The Type 3 Modulator
The type 3 modulator is a derived rate pulse modulator with the
lag in both the input and feedback paths. The characteristics are shown
in Figure 6. 1-5(a) and are defined by the input parameters T , a, and H.
Since the integration is stopped and restarted at each discontinuity the
modulators shown in Figures (6- 1-5a) and (6- 1-5b) are equivalent.
Considering the system of Figure (6- 1-5b), the signal el is obtained by
passing the modulator input signal through a simple lag. Using Equations
(3.4-1) through (3.4-4) the B's are computed from the A's obtained
from the curve fit to 6 i - The value of (e l )t and (e l ) t are found from
Equations (3.2-19) and (3.2-20).
h
(edt 	[(edt-h-Bl] T + F2 [B i t h]	 (6.1-5)
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The Type 3 Modulator
The value of (e4)t may be computed using the equations of Section 3. 4. 1.
Assume that e4 at the start of the last time step, (e4 )t-h , has been
retained
h	 h
rwhere & 0-1 is the constant outputs during the last time step. Then from
Figure (6. 1-5b)
(e 2 )t (el )t - 1e4)t	 (6.1 -9)
(e 2
 )t = (el )t - (E4 )t
	
(6- 1-10)
The remaining portion of the modulator is identical to the type 2
modulator. If the values of (e2 )t and (e2 )t are substituted into Equations
(6. 1-2) and (6. 1 - 3) the type 2 modulator equations may be used to obt^, in
the output and to predict the discontinuities for the type 3 modulator,
Figure (6. 1-2 ).
6.1. 4 The Type 4 Modulator
The type 4 modulator is a derived rate pulse modulator with
the lag only in 1;he feedback path. The characteristics are shown in
Figure 6.1-6 and are defined by the input parameters T , a, and H.
If the ,lag in the input path is eliminated the type 3 modulator is identical
I 6
S i = El +
	
e2 +	 E 3
C	 - 1
5
E4
a
1-+ TSs
1
S3	 b
1	 ^	 o
Figure 6. 1-6
The Type 4 Modulator
6 0
to the type 4. If (e l )t and (E l ) t are set equal to, (6 i ) t and ( 6,) t the type 3
equations and logic can be used for the type 4 modulator, Figure (6, 1.2 ).
6.1. 5 The Type 5 Modula tor
The type 5 modulator is a simple bang-bang controller without
hysteresis. The characteristics are shown in Figure 6.1-7 and are
defined simply by type number. The dea , dzone is normalized to plus and
minus unity by the adjusting of the patch board gain at the input of
the control system. The output is normalized to unity and may only have
Figure 6.1-7
The Type 5 Modulator
values of + 1 and zero. The value of e3 and E 3 are required only at time t,
therefore,
(e3 )t 	(6 i )t - (4;5 )t
(e3 )t	 (Si)t
	
(e5 )t
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(6- 1-12)
The value of (e3 ) t
 is used to determine the output for the next time
interval and is used in conjunction with (E3 )t to predict the positive time
to the next discontinuity. The discontinuities occur at (e 3 )t
 equal to
+ 1.
The type 5 modulator is a special controller which has been
provided for future expansion of the program; It cannot be used in the
present version and selection of a type 5 modulator is equivalent to
selecting type zero. The modulator is intended for use in impulsive
control systems wherein the control torque, reaction wheel torque, or
array torque is applied as an impulse while the integration is stationary
at time t• The system momentum is the redistributed and the integratia.z
is continued. The system has been proposed as a method of reducing
the program running time at some sacrifice in accuracy.
6. 1. 6 The Type 6 Modulator
The type 6 modulator is a saturating linear controller without a
deadzone. It is not used in connection with pneumatic control systems and
f
	
	
is available only for a special reaction wheel system and in array drives.
The characteristics are shown in Figure 6,1-8 and are defined by the
single paramete7.•
 H. The output is normalized to the saturation level
1
VHE 3 Si ► H	 bo
-1
Figure 6.1-8
The Type 6 Modulator
,.i
1
and has three possible states, positive saturation ( 6 0=1) negative
saturation ( 6 0
 = -1), and operation in the linear region. Since the
modulator will not be used with pneumatic systems there is no reaction
wheel unloading signal and
(e3)t = (6i)t
	
(6.1-13)
(E 3)t = (6dt	 (6.1-14)
The value of (e 3 )t is used to determine the state of the output for the
next time interval and is used in conjunction with (e 3)t to predict the
positive time to the next discontinuity. The discontinuities occur at
C 3 equal to + H, Figures ( 6. 1-2) and ( 6. 1-8). For operation in the linear
region an expression for the output (6 0 ) as a function of time p is required.
From Figures (6.1-2) and (6- 1-8)
S o = 1 e3	(Linear region)	 (6.1- 15)
where
C3 = A l +A2 p +A 3  p2 +A 4  p3
6. 2 TORQUE MODULATOR OPERATION
For a given spacecraft configuration there will be a torque modulator
for each control system used. Each of these modulators will operate
as a single type (1 through 6) which remains fixed for a given run. As a
result each control system will require only one set of polynomial
coefficients, one signal rate, one set of input parameters ( T, a, H) and
one set of output data. The signal variations 6 i , and e 1 through e4 are
not carried past the modulator switching functions for types 2, 3, 4, and
5. Modulator outputs as a function of time are only required when the
type 1 or 6 modulators is in its linear regions of operation. For all other
modes of operation the output is constant over the next time interval.
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7.. 0 REACTION WHEEL CONTROL SYSTEMS
Since the reaction wheel unloading signals are required for
computatonain the pneumatic system, the reaction wheels must be
considered first. The generalized reactioii wheel system, of which
four are provided, is shown in Figure 7. 1-1. Each reaction wheel system
incorporates a closed loup feedback path through which a function of the
wheel momentum is feedback to the input of the torque me y.ulator. This
loop is used to control or regulate the wheel speed for a given system..
In addition, a single combination feedback loop is provided through which
a selected combination of the momenta of the four possible wheels is
feed back to the modulator inputs of those wheels used in forming the
combination. This loop is used to control or regulate the relative speed
of the wheels.
7.1 REACTION WHEEL FEEDBACK LOOPS AND MODULj,TOR INPUT
As a result of the closed loop speed control paths, it is necessary
to use the control system output at time t to compute the input at time t.
If the output cannot be expressed as a closed form function of the input,
it is usually necessary to solve the system by iteration. However, in
= i	 the case of the digital program being considered here, a sufficiently
accurate predicted value of the output is available for use in the feedback
loop computations. As noted in Section 2 the output data passed to the
dynamics must be in the form of an expression for wheel momentum as
a function of time. The expression for H w used during the time step
from (t-h) to (t) is based upon a cubic curve fit to (H )
	
and the previous
w t-h
three values. During integration the curve is extended to time to give
a predicted value of (H w )t • This predicted value of (H w )t will be used to
compute the control system inputs due to the feedback loops at time t.
The control system equations are then used to compute a corrected value
of (Hw )t based upon the feedback inputs and the positional and velocity
7-1
a
^' `i^WA.. 1. , IA KR I^w.i. >.. t ^A^^.^1	 /t rt?kY .} .r .'`.\.. li ^ m }.. t.:'.	 i	 t	 d	 ..	 ,.
uW a
a p^`
a
i-7
w	 ^3	 r+a
	 *M
Y r I	 j
PQ w
to	 -i'
pq	 PQ
x
ti „g	 M	 •!'
: yi:
a n
ry r r ^^ g,
OW rtf
gw
F+
i•
a ^
1  ^
rH 0
ti H
^ O
U
W ^
0
Iri
rI
N
^d
a-,
as
w
U
I
n +
fA +
..	 ...........	 .
^I
0
Ilk
o
^	 I I
^.^ l
C .............................
M1J
v	 ,,
H	 ^y
o	 a,
r
L
^4
d
^	 A
...
y
^	 n
n	 o
.........................
W
l0
H
x	 x
u^
V
7-2
1	 .. a
t
n
g
rNn+..tu'ari^a.ae9'Jt^"..'k^,.t.x,,.',t^:?'_5..,s'.r,....,^..1._^,.,^..^..`. 	 •^.:a..	 .^rl ..
r.^ .
 ^.,...r.,;..I^,..,,..,.^...	 ,.4 Fy..	 _	 ..._	 _.._...,., .,.,_,.o...b,,.,,♦, _ 	 ......	 ..	 ..<..	 ..	 ^_.	 ILI
errors at titrie t. The predicted value is then replaced by the corrected
value Referring to F i gure 7. 1, 1, Lhe momentum of the j th wheel at
time t P (H 
wj)t predicted, passes through a simple lag to form the signal
yi. This lag is intended to represent the dynamics of the wheel momentum
i
or speed measuring device. Likewise the combined momem(um used in
the  com ?)ination feedback loop is passed, through a similar lag to form the
signal y.. The five laggR,d feedback signals y, through
Y5 are passed
through th- samplirg gates to form the five, w.heel unloading sig,	 s W IU
through W5U-
7. 1. 1 Speer?, Control Loops
The first step in the solution of the j th wheel speed control, loop
is a cubic curve fit to the wheel momentum at time t. It should be noted
that the value of (H 
wj)t used in the curve fit is the predicted value and
the three. past values used are corrected values. The four polynomial
coefficients A through A4 and the value of (Hwj t are stored for use in
the solution of the tachometer lag. However before proceeding it is
necessary to stop and consider the inpu t to the combination feedback
loop. Since this loop may also contain a lag a cubic curve fit to the
combination signa l. may also be required. The polynomial coefficients
representing the combined signal can best be obtained by forming a
combination of the coefficients for the component signals. From
Figure (7. 1-1) the ectombination feedback input is given by
(H
wc	
2; ^HF'Bj] (H
wj )
and
(H
wc	 i
Y, [HFBj] (H *
 )	 (7.1-2)
wi
where (HFBj) are program input constants.
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The polynomial coefficients for the combination paCh are then
( ► ► s)c =	 [HE13j] (A ' s )j	(7-1-3)
and the time rate of change of the combination momentum is
wc)t	 J CHFBj ] (Hwj)t
	
(7.1-4)
The storage locations for the combination path, (A's) c and (HW C )t , are
set to zero at the start of each pass through the control, system. As soon
as the (A's) and (H * ) t for the j th wheel have been, computed, the lagj
time constant in the combination path is checked against zero. If the
time constant is non-zero, the coefficients for the j th wheel are mux -
tiplied by (HFBj ) and added to the coefficient stored for the combination
path, Equations (7.1-3) (7,1-4). When the computations for the fouri possible speed control loops have been completed, the correct polynomial
expressions for the combination path will have computed and stored. If
the time constant in the combination path is zero, the curve fit to the
combination signal is not required and the program can proceed with the
computations for the jth speed control loop.
,Returning to the j th speed contro l loop and the computations for
the tachometer lag when T 0, the (B's) are computed from the (A's)
using Equations (3.4-1) through (3.4-4). The feedback signal (Yj)t and
the rate (9t are then given by
h
( Y j )t = C(Yj )t-h
	
B ile T + F 2
 CB i , h j	 (T	 0 )	 (7. 1-5)
h
1	 - 
	
^ a
	
(,^
	 0)(Yj)t = -	 C( Yj )t-h - B i le	 r 2^^"r.' -	 )	 (7.1 -6)
For	 0
(Yj }t 	 (Hwj)t	 (^ k 0 )	 (7.1-7)
( ii )t	 (H ' ;)t	 ('c	 0)	 (7.1-8)
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The values (yj )t and (Y )t
	are whee l unloading circuit inputs and must
be retained for later use.
Again referring to Figure 7. 1-1, a constant bias momentum BS1Wj
is subtracted from yj and the resulting signal is passed through the
general feedback processor shown in Figure 7.1-2.
Figure 7.1-2
Reaction Feedback processor
The breakpoints a 1 and a2 and the slopes b  and b 2 are arbitrary.
The output at time t is found. from [(y j )t - HBS-Wj],and (Y j )t is used to
predict the time at tjhz breakpoints.
The final feedback signal from the speed control loop at time t
is [CFB W11 "	 ",^ (yj ) t , where ^ j is the output of the feedback processor and
(CFBW j) is a program input constant.
7.1. 2 Combination Feedback Loop
If the lag time constant in the combination feedback loop is not
zero, the combined input momentum will have been computed a stored
during the solution of the speed control loops, Equations (7-1-3) and
(7.1-4). The data will be in the form of the polynomial coefficients
(A's) and the time rate of change of the signal (Hw 5 )t at time t, and the
(B's) for a single lag can be computed from Equations (3. 4-1) through
(3.4-4). The combination feedback signal (Y5)t and the rate (Y'S)t are
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1
then given by
h
(Y5)t = C(Y5)t-h - a l ] a 'r + F2 [B i ,h]	 (7.1-9)
_ h
(Y 5 )t = - T [(Y 5 )t-h - B1]e T" + F2 [Bit h]	 (7.1-10)
For T = 0
(Y5)t	 E [HFBj ] (Hwj )t 	(7, 1-11)
t Y 5)t = E [HFBj] (HW j )t
	(7.1-12)j
The values of (Y5
 )t and (Y 5)t are wheel unloading circuit inputs and must
be retained for later use.
The combination feedback signal feed back to the input of the
jt h
 reaction wheel system is given by
i
(Y 5j )t = KF•Bj [CFBW5] (Y5)t
	
(7.1-13)
where
KFBj = 1. 0 if HFBWj f 0
(7.1•-14)
KFBj = 0 if HFBWj ^ 0
7. 1. 3 Toraue Modulator Input
The net input signal to the j th reaction wheel torque modulator
(6 iwj ) is the sum of the signal from the compensation networks and the
negative feedback signals, Figure 7. 1-1. From Figure 5. 1.1 the total
error signal from the networks at time t is (Wi) t . Then from Figure 7. 1-1,
^	 r
(6 iwj )t _ (Wj)t - (CFBW j) (Yj )t
 - (Y5j )t
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t
 is the present value of the input signal to the generalized torque
modulator described in Section 6. The first computational step in the
solution for theoutput torque is a curve fit to the presentaad three past
values of (b iwj ), reference Section 6. 1. The use of the curve fit intro-
duces the question of the accuracy of the past values. A portion of the
present value ( S iwj )t results from the feedback signal which is based
upon the predicted value of wheel momentum. If this value is stored as
the first past value for the next step, all four values used in the curve
fit are based on predicted momenta. After the corrected value of
wheel momentum has been obtained it could be used to update the
present value of ( b iwj ) before it is stored as a. past value. It is assumed
that the predicted momentum is su^.ficiently accurate and this additional
refinement has not been incorpors,ted in the present version of the
program.
7.2 MOTOR SPEED- TORQUE CHARACTERISTICS
The relationship between the output torque and the speed of a
typical reaction wheel drive motor is shown in Figure 7.2-1. The solid
line represents the relationship when the magnitude of the velocity is
increasing while the dashed line represents the relationship when the
'I	 magnitude is decreasing. A normalized relationship is used in the
digital program. The motor torques is normalized to the zero speed
stall torque and the speed, is normalized to the maximum no load
I{
speed. The normalized relationship is shown in Figure (7.2-2} Since
the reaction wheel inertia is constant the normalized speed k is
also a normalized momentum. The normalized torque f(k) is: assumed
to be
f(k) = 1. L	 (601 Hw opposite sign) (7.2-1)
f(k) = 1. L + C1  + C
2 
k2
 + C k3 + C^l0 (,^a0, HW same sign)	 (7.2-2)
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where C 1 and C4 are program input constants.
	 It is assumed that the
same coefficients apply for all four reaction wheel motors.
The value of f(k) is assumed to be constant over a given integration
interval. Since the predicted value of (H w )t is stored atthe time k is
computed, the value of f(k) t
 is based upon predicted values, and the
value used for a given interval in the value at the beginning of that
interval.
7.3 WHEEL CHARACTERISTICS
For computational purposes the generalized reaction wheel system
shown in Figure 7. 1-1 may be represented by the block diagram of
Figure 7.3-1. The modulator input (6 i ) is covered in Section 7. 1. 3
and is given by Equation (7-1-15). The generalized torque modulator
is covered in Section 6. 0 and is shown in Figure (6-1-2). Since the
modulator output (6 0 ) is normalized with respect to the motor stall
torque it is multiplied by the stall torque (TS ) and the factor f(k) to
give give the motor torque (TM ). The speed-torque factor f(k) is
covered in Section 7.2. In this section the equations and logic required
to transform the motor torque (T M ) into wheel momentum and time
rate of change in wheel riomentum will be considered.
7. 3. 1 General Torque Integration
From Figure 7. 1-1 the general transformation from modulator
output to wheel momentum for modulator types 1, 2, 3, and 4 is shown
in Figure 7.3-2. The output (H w ) is given by
H = TM	 1	 TM7.3-1
w	 Cw +s	 Cw (1+	 (	 )C
w
where C w is the coefficient of windage and friction.
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Figure 7.3-2
General Torque Integrator
Ise t w = 1
	
the n
w
H =	 W TM	 (7.3-2)
w	 (1+w3)
For 	 =0w
T
H 	 = s	 (7.3-3)
For C  t 0 the wheel momentum is given by passing T M w through
a simple lag network. For C  = 0 the output is a single integration
of TM . The equations for Hw and Hw for each type of modulator are
summarized in Figure (7.3-3). The detailed derivations are given
be low .
Al^
0
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7. 3. 2 Type 1 Modulator in the Linear Region
The Type 1 modulator is a saturating linear controller with a
ueadzone, Figure 6. -3. When saturated or when operating within its
deadzone, it has the same characteristics as the bang-bang controller
for types 2, 3, and 4. When operating in its linear region it is the
only controller which passes a complex output function to the general
torque integrator of Figure 7.3. 2.
As noted in Section 2 the purpose of the control system is to
provide expressions for H  and H w as functions of time. In addition
it must compute H  (corrected) and update H  ( predicted) if the last
step was in the linear region of the controller. Therefore, the program
must first ask the following two questions, Figure 7.3-3.
I. Is 6 o-1 in the linear region of operation
2. Is 6 0 in the linear region of operation
Where 6 o-1 is the controller output over the last time step and
6 0 is the output over the next time step. If the answer to both questions
is no, the controller output is either saturated or zero for the last step
and for the next step. The present wheel momentum does not need to
be updated (see Section 2) and the output for the next step can be computed
using the equations for the bang-bang controller. If the answer to either
question is yes the expression for 6 0 must be passed to the 'torque
integrator. From Equation (6. 1-1) the output of the type 1 modulator
in the linear region is
60 = H [e3 - sgn 6 0 . 1]
e3 = Al + A2 p + A 3 p2 + A4 p3
Theri
T5f (k )
TM =	 H
	
1E3 - sgn 6 0 . 1]
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I
T	 = f (k) TS (A - s gn 6 .1) + S A p + s A P2 + Ts A 3M	 H 1,	 n	 H 2	 H 3	 H 4P
^	 T
Let A l - H (A 1 sgn 6 0
 . 1)
^	 TS
Az H Az
!
	 TS
A 3 H A3
I	 TS
A4 H A4
Then.
TM
 = f (k) [A 1
 + Alp +A3 p2 + A4 P3] f(k) F 2 [Ali P]
(7-3-5)
(7-3-6)
7. 3. 2. 1 Without Windage and Friction ( Cw = 0)
For C  = 0 the wheel momentum is given by Equation (7.3-3)
and
Hw = TM	f(k) F2 [Ai , P]	 (7-3-7)
H  = f(k) [A1 + A2 P + A3 p2 + A4P3]
Integrating (p = 0 at t - h)
Yr
(H ) _ (H) _ + A p + Z A2 p2 + 3 A 3 P 3 + 4 A4P4w	 w t h	 1
,.f`Let the integral of F 2 [A l p] = F3 [Ai P]
r
F3 [A p] =A1 p + z A2 P2 + 3 A p 3 + 4 A4 p4	(7.3-8)
Then	 (Hw ' (Hw )t -h + f (k) F 3 [Ai P ]	 (7-3-9)
If the output during the last step (6 0_1 ) was in the linear region of the
modulator, the momentum at time t must be updated, therefore,
(Hw )t (corrected) (Hw)t-h f (k ) -1 F3 [A! i , h]
	 (7-3-10)
where f(k)_ 1
 is the torque ratio f(k) for the last step.
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If the output during the next step (6 0 ) is in the linear region of the
modulator, the predicted value of HW is found from Equation (7. 3-4)
for p h + h"
(H w )t + h" - (H w )t - h + f (k) F 3 [A i , (h + h")]
and in terms of (H'W )t
(H w)t+h''	 (H w )t + f(k)	 i3F [A, (h + h")]	 3 iF [AP h]
(7-3-11)
and from Equation (7-3-7)
(H N )t	 f(k) F2 [Al, (h + h")]	 (7-3-12)
Equations ( 7-3-11) and (7 - 3-12) represent the control system output
for a type 1 modulator operating in the linear region with C t .
 0
Ol in Figure 7.3-1" The output expressions, when the type 1 modulator
is not in its linear region, Gin Figure 7.3-3, are identical to those
i
1	 for the types 2, 3 and 4 modulator developed in a later section.
7.3-2.2. With	 C	 0 Windage and Friction
	 (w	 )
a
	
	
For Cw 0 the wheel momentum is given by Equation ( 7, 3 -2 )
and the ( B's) for a simplelag must he computed from the (A^ 's)
Equations ( 3.4-1) through ( 3. 4-4). From Equation (3.2-16)
H	 = [(H )	 - T f(k) B.] e_^ + ^r f (k) F [B., p]	 (7. 3-13)w	 w t-h w	 i	 w	 2 i
If the output during the last step (6 0-1 ) was in the linear region of
the momentum at time t must be updated. Therefore,
h
w )t (corrected) _ [(Hw )t-h w f(k)_ 1 B l ] e w + w f (k) -1 F2 [B i , h]
(7.3-14)
If the output during the next step (6 0 ) is in the linear region, the predicted
value of H  is found from Equations (7-3 - 13) for p = h + h"
h+h 1'
(H )	 [(H )	 T f(k) B,] a T	 [Bi t+ T f(k) F , (h +h")7w-t+h"	 w t-h w
	 i	 w	 2 
and in terms of (Hw)
h"
(Hw)t+h" h e Tw + T f k) F [B ., h +h"^Hw )t w f (k ) F2 ^ 1 ^	 w (	 2 1 (	 )]
(7.3- 15)
differentiating
h"
(Hw)t+h'i _ T (H^v )t w f(k)F2 [Bi' h] e Tw + wf(k)F 2 [B i , (h +h ii )]
w
(7.3-16)
Equations (7. 3-15) and (7. 3-16) repre sent the control system output for
a type 1 'modulator operating in the linear region with C  t 0; p3 in
Figure 7.3-3. The output expressions when tae type 1 modulator is
not in its linear region, \:J in Figure ?. 3-3, are identical to those for
the type 2, 3, and 4 modulators developed in the next section.
7. 3. 3 Non--Linear 'Type 1 and 'Types 2, 3, and 4
The output of the type 1 modulator when not in its linear region,
^ 	 and the type 2, 3, and 4 modulators can only have values of 1, 0,
and -1. The- motor torque is
TM = 6 o TS f (k)
7. 3. 3.1 Without Windage and Friction (Cw = 0)
For Cw = 0 the wheel momentum is given by Equation (7. 3-3)
and
H  = 6 0 TS f(k)
integr >,ting
H 	 (Hw)t-h + 6 o TS f(k) P
	 (7.3-17)
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Since the past step cannot have been in the linear region of a modulator,
the value of (H W ) t
 does not need to be updated. The predicted value for
the next time step if found from Equation (7-3-17) for p = h + h"
(HW )t+h + (HW )t-h + 6  TS f(k.) (h + h'')
and in terms of (HW)t
(Hw )t+h" = (Hw)t + 5  T S f(k) h"	 (7-3-1.8)
differentiating
(Hw )t+h"	 S o TS f (k)
Equations (7. 3-17) and (7. 3-181 represent the control system output
for C  = 0,2O in Figure 7.3-3.
7. 3. 3.2 With Windage and Friction ( Cw # 0)
f
For C  t 0 V-:e wheel momentum is given by Equation (7.3-2)
representing a simple lag network. However, the motor torque (TM)
is constant over any given time interval and the equations of Section
3.4. 1 apply. Since the past step cannot have been in the linear region
of a modulator, the value of (Hw )t does not need to be updated. The
predicted value for the next time step is giF =en by
_ h"
(Hw )t+h" C(H w )t w f(k)SoTS]e T + T  f(k) 6 0 T S	 (7.3-19)
differentiating
_ h"
(H	 [(H,)t+h"	 - T C( ,/^ )t - T w f (k) S o TS ] e 
T
Equations (7-3-19) and (7. 3-20) represent the control system, output
for C 	 0, @in Figure (7-3-3).
e^i
7.3.4 T%(Pe 5 Modulator
The type 5 modulator is a simple bang- bang controller without
hysteresis, Figure 6. 1-7. It has been provided for future use in a
proposed impulsive control system. The logic required to produce the
wheel impulse to be applied at time t is shown in Figure 7. 1-1. The
required equations are given in Figure 7.3-3, The impulse at time t
is
	
(diw)t = f (k ) TS 6 0 	 (7- 3-21)
The total wheel momentum at time T is
T
(H W ) w ) o + E (AH W ) t 	(7.3-22)T	 0
Let (vM i ) equal the components of the body i momentum change in
body i coordinates. Then
X,
1
(AM i }	 - (6Hw )t	yi
	(7.3-23)
z.
i H
where i is the body on which the wheel is mounted and the column matrix
represents the components of the wheel axis in body i coordinates. The
introduction of (6M i ) into the dynamic equations has not been incorporated
into the present version of the program.
7. 3. 5 Type 6 Modulator
The type 6 modulator is a saturating linear controller without
a deadzone, Figure (6-1-8). It is used in connection with the reaction
wheel control systems to provide a simple onfiguration for which the
wheel momentum is proportional to the error signal, Figure 7. 1-1.
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7. 3.5.1 Type 6 In Linear Region
In the linear region of the controller the modulator output
(6 0 ) is given by Equation (6. 1-15)
b _ 1 F [A, P]
	
(7.3-24)
o	 H 2	 i
and the wheel momentum is
'	 T
H w 
= S F 2 [Ai , p ] + (BSIW j
If the output over the last step ( 6 0 -1 ) was in the linear region of the
modulator, the present value of the wheel momentum must be updated.
Letting p = h
T
(Hw )t = H F 2 [Ai , h] + (BSIWj)	 (7.3-25)
In order to predict the momentum over she next time step let p = h + h"
T:.
	
	
(Hw)t+h - H F2 [Ai' (h + h")] + (BSlWj)	 (7-3-26)
IN, differentiating
T
(Hw )t+h"	 H F2 [Ai , (h + h") -1	(7-3-27)
Equations (7-3-26) and (7. 3-27) represent the control system output
for the type 6 modulator in the linear region, (D in Figure 7.3-3.
7. 3. 5.2 Type 6 Not In Linear Region
When the type 6 modulator is not in its linear region it is
saturated with a constant output of + 1. Therefore,
	
(Hw)t+h" _ 6 o TS + (BS1Wj)
	 (7. 3-2g)
7-19
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and
(Hw )t+°h" ' 0
	 (7.3-29)
I
Equations (7-3-28) and (7.2-29) represent the control system output
for a saturated type 6 modulator, C6) in Figure 7. 3- 3.
i . 4 SUMMARY OF REACTION WHEEL CONTROL EQUATIONS
The reaction wheel control equations for all six modulator types
are summarized in Figure 7.3-3. At time t the control system must
provide the integration system with a pair of equations expressing
H  and H  as a function of the length of the next time step. The six
possible pairs are designated as Ul through 6D in Figure 7. 3-3. H  and
H w
 
are the magnitudes of the wheel momentum and time rate of change
in wheel momentum.. These magnitudes must be resolved, into components
along the body i coordinate frame by
X.1
(H wii }	 (Hw )t+h"	 yi	 (7.4-1)
Z.i H
X.
{Hwii }	(Hw)t+h"	 yi	 (7.4-2)
z  H
Equations (7.4-1) and (7.4-2) give the reaction wheel parameters in
the form specified in Table 1-1. The subscript i designates the body
upon which the wheel is mounted and the 3 x 1 column matrix specifies
the orientation of the wheel in body i axes.
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8. REACTION WHEEL UNLOADING, SYSTEM.
Provisions have been made to fire gas pulses from the three
pneumatic systems as a function of the wheel momenta in the four
reaction wheel systems.	 In section 6, Figure 6.1-2 a wheel unloading
pulse (s5 )t was introduced at the input of each controller used in
pneumatic systems. 	 Since there are three possible pneumatic systems,
there will be these possible unloading signals (e51 ) t , (s52)t'	 and (e 53 )t
together with three time derivatives (E 51 )t I	(E52)t, and (i 53 ) t .	 These
unloading signals are linear combinations of the five sampled momentum
feedback signals yj covered in Section 7. 1 and shown on Figure 7. 1-1.
8.1
	
SAMPLING GATES
The feedback signals y l through y4 represent the momenta of the
four reaction wheels after passing through the tachometer lags
Figure 7.1-1. (y j )t and (y j )t are computed .from. Equations (7-1-5) and
(7.1-6) and stored during the reaction wheel computations. The feedback
signal y5 represents the momentum in the combination loop after passing
through the tachometer lag. (y5)t and (y 5 )t are computed from Equations
(7.1-11) and (7.1-12).
Each of the feedback signals (y j ) is passed through a sampling
gate to produce the unloading signal WjU, Figure 7. 1-1. Basically
the sample gate is a switch which is closed at equal intervals of time
(sample time, HSTW j) and' remains closed for a short period of time
(pulse tine, HPTWj). The gate is mechanized by setting a constant KG
equal to zero if the gate is opened and equal to unity if the gate is
closed. Then
i VVjU )t = KGj (Yj>t	 (8-1-1)
( WjU )t = KGj (Y j)t	 (8.1-2)
then	 5
(e 5i )t = E (AWPlj) (WjU)t
j=1
5
(e 51)t. E (AWPlj) (WjU)t
1=1
AWP11
AWP12
(AWPl) = AWP13
AW P14
AWP15
(8.2-1)
(8.2-2)
(8.2-3)
f
In general the sample time (HSTWj) is large, and therefore, is not
predicted. A safnple period starts at the first time step after the
elapsed time since the last sample period exceeds HSTWj. The pulse
time on the other hand is general short and the time step is adjusted
such that the total on time is equal to HPTWj. With not further input
data the initial sample time will occur at the start of the program. Since
a sample period at time zero is not always desirable and addition input
is provided to specify the initial sampling time.
8.2 COMBINED UNLOADING SIGNAL
The pneumatic unloading signals (e 51 )t , (e 52 )t' and (e 53 )t are
linear combinations of the feedback unloading signals (WjU) t (1 s j s 5).
Since the orientation of the three pneumatic jets on body 1 and the four
reaction wheels on bodies i (1 s i s N) is arbitrary, a perfectly ge.aeral
combination of signals must be available. Let (AWPl) be a five element
column matrix defined by input constants such that
8-2
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Likewise for pneumatic systems 2 and 3
5
(e 52 )t _ E (AWP2j) ( W
 jU )tj=1
(e 52)t = E (AWP2 j) (WjU )t
j=1
1	 5
(e 53 )t - E (AWP3j; (WJU)tj =1
5
53 )t = £ (AWP3j) (WJU)t
J'1
(8.2-4)
(8.2-5)
(8.2-6)
(8-2-7)
9. PNEUMATIC CONTROL SYSTEMS
The generalized pneumatic system, of which three are provided,
is shown in Figure 9. 0-1. Since there are no feedback loops, the net
input to the j th pneumatic torque modulator is the total error signal
from, the networks (Pj), Figure 5. 1-1. Only modulator types 1, 2, 3,
and 4 are used in the present version of the program. As in the case
of the reaction wheel systems, a type 5 modulator is provided for
future expansion of the program.
The nominal control torque (TN ) is found by simply multiplying
the modulator output by the saturation torque. This torque signal can
be modified by a simile lag network provided to represent nozzle
characteristics. The total jet impulse is computed, as an addition
output parameter for use in gas consumption, studies. The net torque
magnitude (Tp) can be resolved as the sum of three moment components
about the main body axes and three forces along the main body axes. The
equations for the net control torque (T P ) for each type of modulator are
summarized in Figure 9.0-2. The detailed derivations are given below.
9.1 TYPE 1 MODULATOR IN THE LINEAR REGICN
The type 1 modulator is a saturating linear controller with a
deadzone, Figure 6.1-3. When saturated or when operating within its
deadzone, it has the same characteristics as the bang -bang controller
for types 2, 3, and 4. When operating in its linear region it is the
only controller which passes a complex function to the nozzle dynamics,
Figure 9. 0-1. As noted in Section 2 the purpose of the control system
is to provide a i expression for T  as a function of the next time step.
In addition it must compute TP (corrected) and update TP (predicted) if
the last step was in the linear region of the controller. Therefore, the
program must first ask the following two questions, Figure 9. 0-2.
1. Is S o_ 1 in the linear region of operation
2. Is b o in the linear region of operation
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I'Whe re 6 0 -1 is the controller output over the last time step and 60
is the output over the next time step. If the answer to both questions
is no t the controller output is either sq, .turated or zero for the last
step and for the next step. The present control torque does not need
to be updated (see Section 2) and the output for the next step can be
computed using the equations for the bang-bang controller. If the
answer to either questions is yes the expression for b 0
 
Y,,-ust be passed
to the nozzle dynamics. From Equation (6, 1-1) the output of the type 1
modulator in the linear region is
60	 H tC 3 - sgn 6 0 . 13
c 3
 = Al+A2p+A3p2+A4p3
Then
T = TS (A - sgnb	 Ij + TS A p+ TS A p2 +TS A p3N H 1	 a	 H 2	 H 3	 H 4
Let	 ,I,
A l = H (A•1 _ s gn 6 . l j (9-1-1)
T
A2 = H A l	( 90 1-2j
T
A 3 = H A2 	(9.1-3)
TS
. 4 = H A3
Then
TN = F2 [A i , p]
(9.1-4)
(9-1-5)
9-4
TI, = F'2 [ Ai , P3
9. 1. 1 Total ,Impulse For Type 1 Modulator
The total impulse at time t is given by
(IM )t _ (IM )t- h + !AIM I
were (IM)t-h is the total impulse at time (t-h) and Al M is the impulse
over the last step of length h seconds.
If the last step was not in the linear region of the controller,
the output ( 6 0-1 ) was constant and the impulse is
LIM 	TS 6 0-1 h
If the last step was in the linear region the nominal torque is
given by Equation (9, 1-5) and
AIM	 h F2 [Ai , p ] dP0
From Equation (7.3- 8)
AIM = F' 3 [Ai , h]
9. 1.2 Without Nozzle Dynamics
If the lag time constant ( TN ) representing nozzle dynamics is zero,
the control torque ('i I,) is equal to the nominal torque (TN)
If the output during the last step (6 0-1 ) was in the linear region of the
controller, the torque at time t must be updated, therefore,
(TA = F2 [Ai , h ]	 (9. 1=10)
9-5
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If the output during the next; step (b o ) is in the linear region of the
controller, the predicted value of T  is found from Equation (9.1-9)
for e=h+h''
I
(TP )t+h - F2 [A, (h + h")]	 (9. 1.=11)
Equation (9. 1-11) is the control system output for a type 1 modulatorI
	
	
operating in the linear region without nozzle dynamics,loin Figure
9. 0-2. The output expression, when the type 1 modulator is not in its
linear region, 0 in Figure 9. 0-2, is identical to the output for the
types 2, 3, and 4 modulator developed in a later section.
9. 1. 3 With Nozzle Dynamics
If the lag time constant (T N ) representing nozzle dynamics is
not zero the control torque (T P ) is given by
TN
TP	 I+TNs
and the (B's) for a simple lag must be computed from Equat^,ons
(3.4-1) through (3.4-4). Then from Equation 3.2-16)
-p
TP	 [(TP)t-h B1] e TN + F2 [B i , p ]	 (9. 1-12)
If the output during the last step (6 0-1 ) was in the linear region of the
controller, the torque at time t must be updated. Therefore,
h
(TA = [(TP )t-h - B 1 ] a 
_ 
TN + F2 [B i , h]	 (9- 1 - 13)
If the output during the next step (bo) is i'n the linear region of the
controller, the predicted value of T  is found from Equation (9.1 - 12)
for p = h + h".
_ h+h"
T
(T P )tth" - [(TP)t-h - 8 1 ] e	 N + F2 [B i , h + h'')]
Using Equation (9.1-12) to eliminate (TP)t-h
h''
(T P )t+h" - (TA - F2 [Bi, h] e	 N + F2 [13 i ► (h +h")]	 (9.1-14)
Equation (9-1-14) is the control system output for a type 1 modulator
operating in the linear region with nozzle dy , namics, k
 in Figure
9. 0-2. The output expression, when the type 1 modulator is not in
its linear region, 4G
 in Figure 9. 0-2. is identical to the output for
the type 2, 3, and 4 modulator developed in the next section.
9.2 Non- Linear Type 1 and Types 2, 3, and 4
The output of the type 1 modulator when not in its linear region,
and the type 2, 3, and 4 modulators can only have values of 1, 0
and -1, The constant nominal control torque is
1
T N = S o TS
	(9.2-1)
Since the past step cannot have been in the linear .region of the
modulator, the predicted value of the control torque does not need
to be updated and the impulse over the last step is given by Equation
(9.1-7).
9.2.1 Without Nozzle Dynamics
If the lag time constant (TN ) representing nozzle dynami: s
is zero the control torque (T P ) is equal to the nominal torque (TN).
I
T  = 6  TS
t
S ince the torque is independent of time
(TP t+h" - b o TS (9- 2-3)
Equation (9. 2- 3) is the control system output without nozzle dynamics
expressed as a function of time step, 2 in Figure 9. 0-2.
9.2.2 With Nozzle Dynamics
If the lag time constant (T N ) representing nozzle dynamics is
not zero the control torque ( TP ) is given by
T = TN	 6  TSP	 1 + T N s	 1+ 'IN s	 (9.2,-4)
Since the nominal torque ( T N ) is constant over any given time interval,
the equations of Section 3. 4. 1 apply, and the predicted value over the
next time step is given by
_ h"
(TP )t+h" = C(TP)t - b o TS ] e N + S o TS (9- 2-5)
Equations k9.2-5) is the control system output with nozzle dynamics
expressed as a function of time step, 
O 
in Figure 9.0-2.
9.3 TYPE 5 MODULATOR
The type 5 modulator is a simple bang-bang controller without
h.
= x, iteresis, Figure 6.1-7. It has been provided for future use in a
proposed impulsive control system. The logic required to produce the
main body impulse at time t is shown in Figure 9.0-1. The required
equations are given in Figure 9. 0-2.
9.4 SUMMARY OF PNEUMATIC CONTROL FUNCTIONS
The pneumatic control equations for all 5 modulator types are
summarized in Figure 9. 0--2. At time t the control system must
provide the integration system with an equation expressing (T P ) as a
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{T Cil }	 (TP)t+h" (9. 3-1)
function of the length of the next time step. The four possible
equations are designated as 1 through 4 in Figure 9. 0-2. (T P ) is
the magnitude of the pneumatic control torques which may be resolved
into force and torque components along the main body axes by
x 
{F C11 }
	(TP)t+h"	 yl	 (9-3-2)
z 1 F
Equations (9-3-1) ani (9-3-2) give the pneumatic control parameters
in the form specified in Table 1-1.
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10. ARRAY DRIVE SYSTEMS
1
i
,
The generalized array drive system, of which two are provided,
is shown in Figure (10. 0-1). Associated with each array drive is an
auxiliary body i representing the body being controlled. The first
array drive (Al) wll always control its associated body about its
x gimbal axis. Since the locatiwo of the gimbal axes are arbitrary,
there is no loss in the generality of the program. If the second array
drive (AZ) is on a different body than (Al) it will also control its
associated body about the x gimbal axis. If, however, both array
drives are given the same body designation, system Al will control
the x gimbal axis and system A2 will control the y gimbal axis.
In the process of solving the dynamic equations, the integration
system will provide the displacement, velocity, and acceleration about
each gimbal axis which has been given a degree of freedom. When
the program enters the array drive systems at time t the value of (0)t,
6),f and (00) 
t 
for each gimbal axis will have been computed and stored.
10. 1 ARRAY DRIVE FEEDBACK LOOP AND MODULATOR INPUT
1, 1
Each array drive system is provided with a speed control loop
which feeds a signal ` YAj ) proportional to the gimbal velocity back to
the modulator input. From Figure 10. 0 - 1
(YAj )t = [(BS1Aj) - (G)t ] (CECAj)	 (10.1-1)
The net input signal to V , j th array drive torque modulator (b iAj ) is
the sum of the signal from the compensation networks and the feedback
signal, Figure 10. 0-1. From Figure 5. 1-1 the total error signal from
the networks at time t is (Aj ) t . Then
(S iA.j )t _ (Aj )t + (YAj )t	 (10.1-..)
Note that the signal is feed back with the positive sense.
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10.2 MOTOR SPEED-TORQUE CHARACTERISTICS
The motor speed-torque characteristics used for the array
drive are identical in form to those used for the reaction wheel motors,
Section 7.2. A second set of polynomial coefficient for Equation (7.2-2)
are provided to establish the characteristics for both array drives.
The parameter k, Figure 7. 2-2 is computed as the ratio of array
velocity to maximum velocity at time t.
10.3 ARRAY FRICTION
The magnitude of the control torque transmitted to the integration
system is designated as the shaft torqua, Figure 10. 0-1. The motor
torque (TM ) is modified by a vise ^^^, windage and friction term and a
-oulomb friction term to produce the shaft torque (T A ). From
Figure 10. 0-1
TA _ TM - C  6 - ,gn A CF	(10.3-1)
It has been noted in connection with the other control paramt;1ers that
the control system must transmit to the integration system an expression
for torque in terms of the next time step h". A more general statement
of this requirement is that the expression must be in terms of time
and the independent variables of the system. The system already has
expressions for the other variables, including 8, as functions of time.
Therefore, the array drive torques will be expressed in terms of h"
and b including sgn 6• As a result it is only necessary to express TM
in Equation (10. 3-1) as a function of h".
10. 3. 1 Coulomb Friction ,Effects
The use of coulomb friction introduces a number of complex
programming problems. From Equation (10. 3-1) and Figure 10. 0-1
it may be seen that the expression for the, coulomb friction torque is not
only discontinuous but is undefined for 6 equal to zero. The correct
r ,
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expression for the coulomb friction at 0 equal to zero, must allowi
C F
 to assume the magnitude and sign required to maintain zero velocity.
When the magnitude of CF is greater than C F, motion begins and
Equation (10. 3-1) will apply. This process is mechanized by establishing
two states or modes of operation for the drive systemt. In the locked
gimbal mode the degree of freedom is removed and 6 is set to zero.
The program computes the Locked gimbal reaction torque (T A ) and applies
it to the main body. In the free gimbal mode the auxiliary body is in
motion relative to the main body, 6 is not zero, and Equation (10. 3-1)
applies. In the locked gimbal mode 6 is zero, C I, opposes TM , and
Equation (10. 3-1) can be written as
TA _ TM - CP	 (10.3-2)
where TA = the locked gimbal reaction torque
C F, = c,oulorrb friction required for H _ 0
then
C F,	 `I'M - TA
and at time t
(CF)t	 (TM )t - (T A't	 (10.3-3)
The criteria for unlocking the gimbal is
I C IF,	 CF
or
I(TM)t - (TA)t I > CE	 (10.3-4)
Due to the fact that (TM )t is computed in the control routine while
(T A )t is computed during integration, there is a one time step delay
in unlocking the gimbal in accordance with Equation (10. 3-4). This
10-4
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delay is not objectionable in the case of the linear modulators (types 1.
and b) since the unlocking friction or static friction is always higher
than the sliding friction C F,. In, the ca3e of the bang-bang modulators
(types 2, 3, and 4), the large motor torque which occurs when the
controller switches on should be applied during the initial on step.
Therefore, an addition mode switching criteria is provided which
unlocks the gimbal when the present modulator output (6 0) exceeds
0.99.
The gimbal locking criteria is based upon the magnitude of 0.
Since 9 = 0 represents a system discontinuity the time at which 0
reaches zero is predicted on the bases of 6 and ®.
 Therefore, if the
predicted time to 0 = 0 is less than (HPERR) or if the magnitude of
8 is less than 2. 0 x 10 6 radians per second., the gimbal is locked.
10. 3.2 Viscous Friction Effects
It was noted in connection with Equation (10. 3-1) that the viscous
damping term C  0 is the only control torque term which is not a direct
function of time. In order o correctly simulate viscous damping the
value of 0 as a function or time should be used in computing C  6
in the integration system. In order to simplify the digital programming
a constant value of C  (0) t was used, where (b) t is the velocity at the
beginning of the integration interval. This assumption is probably a
poor approximation for a large number of configurations. However,
it should be noted the viscous damping terms is a redundant input.
For each gimbal axis with a degree of freedom, the basic dynamics
provides for a spring restraint, a correctly simulated viscous damper,
a magnetic hysteresis damper, and elastic stops,see Equation (7-3-1)
of Volume I. Each of these features is available for array drive systems
and viscous damping should be introduced as an input to the basic
dynamic system. The approximate simulation in the control routine
is only used when it is desired that the viscous damping term be
included -in the printed and plotted parameter TA.
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10.4 MOTOR TORQUE
The array drive system output transmitted to the integration
system consists of an expression for motor torque (T M ) as a function
of the length of the next time step. Since no curve fits are required
after the torque modulators, the predicted output at tmi le t does not
require updating. All six modulator types are used. However, as in
the case of the reaction wheel and pneumatic systems ► the type 5 is
provided only for future expansion of the program.
The drive motor torque (T,. 4 ) is found by simply multiplying
the modulator output by the saturation torque and the speed-torque factor.
TM	 6o TS f(k)	 (10.4-1)
Except for operation in the linear regions of the types 1 and 6 modulators,
the motor torque is constant over any given, integration interval. The
equations for each modulator type are summarized in Figure 10.4-1.
The detailed derivations are given below.
10.4. 1 The Type 1 and 6 Modulators In the Line`.r Regio n;
The type l and 6 modulators are saturating linear controllers
differing only in that the type 1 incorporates a deadzone. When saturated
or in the deadzone of the type 1, they have the same characteristics
as the bang-bang controller for the type 2, 3, and 4 modulators. When
operating in the linear region they are the only modulators that produce
a time varying motor torque over a given integration interval. From
Equations (6. 1-1) and (6- 1-15) the outputs in the linear regions are
6 0 = H CE 3 - sgn 6 0 . 13	 (type 1)	 (10.4-2)
6 0 = H E 
3	
(type 6)	 (10.4-3)
where
E 3 = Al + A2 p + A3 p2 + A4 p3
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If in the case of the typrc 1 modulator A l
 is replaced by (A - sgn 6 0 , 1)
troth output expressions become
b o = H'2 CA i' P]
	 (10.4-4)
and from Equation (10.4-1)
That output over the next time step is given by
T f(k)
(TM )t+h"	
SH	 F2 [A.,, (h + h")] (10.4-6)
The motor torque at time t is found from Equation (10.4-6) by letting
h" 0. Equation (10.4-6) is the motor torque expression transmitted
to tha integration system when the type 1 or 6 modulator is in the
linear region.
10.4.2 Non-Linear 'Types 1 and 6 and Types 2, 3, and 4
The output of the type 1 or 6 modulator when not in the linear
region and the output of the type 2, 3, or 4 modulators can only have
values of 1, 0, as -1. The constant motor torque is given by Equation
(10.4-1). The output over the next time step is given by
(TM )t+h"	 6  TS f(k)
	 (10.4-7)
and at time t
(TM )t = 6 o TS f(k)
	 (10. 4-8
1i
10. 5 INTEGRATION LOGIC
If the modulator output (b o ) for tl'i.., next step is greater than . 99
the gimbal flag must be set to the unlocked designation, Figure 10. ¢-1.
If the predicted time to 6 equal to zero is less than (HPERR) or if
18 
J 
is less than 2 x 10 6 set the gimbal flag to the locked designation.
The gimbal ,flag is now properly set and can be sampled for the next
step.
If the gimbal is locked, the integration step h' is taken and the
absolute value of ( TM - TA ) at t + h" is compared with C,. If greater,
set the flag to the unlock z d position.
If the gimbal is unlocked, the torque expresion to be used during
the integration step is
(TA )t+h"	 (TM)t+h" + C  (8 ) .t - sgn (6) t . C F,	 (10.5--1)
if the array drive is the first array on body i
1
{T Li
}
	(TA)t+h"	 0	 (10.5-2)
0
If the array is the second array on Body i
(TA1)t+h"
(10.5-3)
0
Equations (10. 5_.) and (10. 5-3) give the array drive control parameters
in the form specified by Table 1-1.
10-9
'	 ^	 ^Mtl^`:{'WYT4* aw+V2 Cw' ^r
	"
-Yi	 e....+-r.a,.,^,k..^w.w....b,.+--+•.... *..w
	 '+H+.^<	 .".,,.^^r x^w ac*	 ,.r,..
	 ._	 _	 ^^nr^%
	 r	 - 
	.
	 p^F.@^^q
B
REFERENCES
1. Jones, A. W. and J. L. Palmer, "User's Handbook for the Generalized
Spacecraft Simulation," TRW Systems Report No. 06464-6007-T000,
28 February 1967.
2. Jones, A. W. , "Computer Program Des^-,,ription of the Generalized
Spacecraft Simulation," TRW Systems Report No. 06464-6008-T000,
28 February 1967.
3. Hildebrand, F. B. , Advanced Calculus for Engineers, New York,
1949.
4. Wheeler, P. C. and J. C. Fox, "Final Technical Report, Nimbus
Control Systems Design Studies," TRW Systems No. 8427-6015-T0000,
E	 31 March 1966.
