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ABSTRACT
The classical random walk of which the one-step displacement variable u has a rst nite negative moment is
considered. The R.W. possesses an unique stationary distribution; x is a random variable with this distribution.
It is assumed that the righthand and/or the lefthand tail of the distribution of u are heavy-tailed. For the type of
heavy-tailed distribution considered in this study a contraction factor (a) exists with (a)# 0 for a "1, and
a "1 is equivalent with Efug" 0. It is shown that (a)x converges in distribution for a "1. It is the analysis
of the tail of this limiting distribution of (a)x which is the main purpose of the present study in particular
when u is a mix of stochastic variables u
i
; i = 1; : : : ; N , each u
i
having its own heavy tail characteristics for
its right- and lefthand tails. For an important case it is shown that for the tail of the distribution of (a)x an
asymptotic expression in the variables (a) and t for (a)# 0 and t !1 can be derived. For this asymptotic
relation the dominating term is completely determined by the heavier tail of the 2N tails of the u
i
; the other
terms of the asymptotic relation show the inuence of less heavier tails and, depending on t, the terms may
have a contribution which is not always negligible.
The study starts with the derivation of a functional equation for the L.S.-transform of the distribution of
x and that of the excess distribution of the stationary idle time distribution. For several important cases this
functional equation could be solved and thus has led to the above mentioned asymptotic result. The derivation
of it required quite some preparation, because it needed an eective description of the heavy-tailed jump vector
u. It was obtained by prescribing the heavy-tailed distributions of [u]
+
= max(0;u) and [u]
 
= min(0;u).
The random walk may serve as a model for the actual waiting process of a GI/G/1 queueing model; in that
case the distribution of u is that of the dierence of the service time and the interarrival time. The analysis of
the present study then describes the heavy-trac theory for the case with heavy-tailed service-and/or interarrival
time distribution.
2000 Mathematics Subject Classication: 60K25, 60J75, 90B22
Keywords and Phrases: random walk, heavy-tailed distributions, heavy-trac theory, heavy-trac asymptotics,
tail asymptotics.
1. Introduction
Let u
n
; n = 0; 1; 2; : : : , be a sequence of i.i.d. stochastic variables with
u
n
2 ( 1;1) and  1 < Efu
n
g < 0: (1.1)
The random walk fx
n
; n = 0; 1; : : :g, generated by the u
n
-sequence, is recursively dened by:
x
n+1
= [x
n
+ u
n
]
+
for n = 0; 1; 2; : : : ;
x
0
:= x
0
 0;
(1.2)
here x
0
is the initial state of the random walk.
Next to the x
n
-sequence we introduce the y
n
-sequence dened by
y
n
:=  [x
n
+ u
n
]
 
; n = 0; 1; 2; : : : : (1.3)
2Here we use the notation: for real z
[z]
+
:= max(0; z); [z]
 
:= min(0; z): (1.4)
The random walk fx
n
; n = 0; 1; 2; : : :g is a wellknown stochastic process. Since the rst moment
of u
n
is negative the x
n
-sequence possesses a unique stationary distribution and for n!1 the
distribution of x
n
converges weakly to this distribution, i.e. x
n
converges in distribution for n!1.
This implies that also y
n
converges in distribution.
The present paper concerns the analysis of these limiting distributions whenever the jump vector
u has regularly varying tails at +1 and/or  1, with an index between  1 and  2. Let x and
y be stochastic variables with distributions the limiting distribution of x
n
and y
n
, respectively. It
will be shown that a function  of Efu
n
g exists which goes to zero for Efu
n
g" 0 and such that x,
and similarly y, converges for  # 0 in distribution. These limiting distributions are studied in the
present paper.
The random walk fx
n
; n = 0; 1; : : : g introduced above is frequently used in the modelling of stochas-
tic processes occurring in Operations Research. In particular in Queueing Theory it is used in the
analysis of the actual waiting time process. Then u
n
is the dierence of two nonnegative stochastic
variables 
n
and 
n+1
, the service time of the nth arriving customer and the interarrival time be-
tween the nth and (n + 1)th arrival. In the context of Queueing Theory the study of the limiting
distributions of x and y for  # 0 is known as heavy-trac analysis. In [13] it has been shown
that these heavy-trac results lead to excellent approximations even for trac loads which cannot be
considered to be heavy. It seems that the regularly varying right tail of the distribution of the jump
vector causes this result for the case studied in [13], which is, however, not the most general case.
The present study contains new results, next to results which are taken from previous studies of
the present author and his colleague Prof. Boxma, see the list of references.
We proceed with an overview of the following sections.
In Section 2 a functional equation is derived for Efe
 x
g and Efe
 z
g where z is a stochastic
variable with distribution the excess distribution of that of y. This functional equation is the starting
point for all the further analysis.
In Section 3 we outline the structure of the heavy-tailed distributions with support (0;1), as they
will be used in the present context. In Section 4 the heavy-tailed jump vector u is introduced. This is
obtained by specifying the heavy-tailed distributions of v = [u]
+
 max(0;u) and w =  min(0;u) =
 [u]
 
, and by noting that the L.S.-transform of the distribution of u is a linear combination of the
L.S.-transforms of the excess distributions of those of v and w.
Section 5 concerns the representation of the distribution of the jump vector u as a mix of N
stochastic variables u
i
. The introduction of such a mix serves several purposes, theoretical as well as
practical ones, see e.g. Sections 7 and 15. The distributions of the components u
i
of u are assumed
to depend on i and are generally heavy-tailed with dierent indices 
ij
, cf. (5.11).
In Section 6 we describe the solution of the functional equation and present expressions for Efe
 x
g
and Efe
 z
g in terms of the L.S.-transform of the distribution of u.
In Section 7 the contraction factor (a) is introduced as a root of the contraction equation with
(a)# 0 for a "1. Here a is a characteristic of the mix u
i
; i = 1; : : : ; N . Actually
a =
N
X
i=1
p
i
Efv
i
g=
N
X
i=1
p
i
Efw
i
g; (1.5)
with
p
i
> 0;
N
X
i=1
p
i
= 1; v
i
= u
+
i
; w
i
=  u
 
i
:
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It is further shown in Section 7 that the functional
1  Efe
 ru
g
rEfug
;Re r = 0; = (a); (1.6)
converges for a "1, see (7.17). Note that this limit contains only the rst moments Efv
i
g;Efw
i
g; p
i
and the characteristics 
ij
and d
ij
of the tails of v
i
and w
i
. Using the result of Section 7 it is shown
in Section 8 that the stochastic variables (a)x and (a)z both converge in distribution for a "1.
In Section 9, 10 and 11 expressions for the L.S.-transforms of the limiting distributions of (a)x
and (a)z for a "1 are presented. These three sections concern the cases that the tail of v is heavier
than that of w, is lighter or the tails of v and w are balanced, i.e. they have the same -index. The
results of these sections have been obtained in earlier studies; this also holds for the asymptotics for
t!1 of the tails of the limiting distributions of (a)x and (a)z which are mentioned in Section
11. Characteristic for these limiting results is that they are expressed in terms of the p
i
;Efv
i
g and
Efw
i
g and by characteristics of the heavier tail among those of v
i
and w
i
. Of the lighter tails only the
Efv
i
g or the Efw
i
g occur cf. Section 13. This is a phenomenon which is not unknown in teletrac
theory. Roughly it may be formulated as follows. When several trac sources share a common facility
then the most demanding source causes a more than \proportional" hindrance (congestion) to the less
demanding ones.
Obviously the limiting distributions for a "1 or (a)# 0 may be considered as the rst term of an
asymptotic series of the distribution of (a)x for (a)# 0. To obtain further terms of the asymptotic
expansion we derive in Section 14 an asymptotic expansion with (a)# 0 for the expression in (1.6),
see form. (14.5). This asymptotic expansion is used in Section 15 and 17 to obtain a second term of
the asymptotic series in (a) for (a)# 0 (expressions for higher order terms can be also obtained).
Section 15 concerns the case that only the v
i
; i = 1; : : : ; N   1 are heavy-tailed distributions, i.e.
d
2i
 0. For both these cases the functional equation for the L.S. transform of the distribution of
(a)x can be solved. From the knowledge of the L.S.-transform of (a)x we derive the tail asymptotics
of the distribution of (a)x. The result is an asymptotic relation in two variables i.e. (a)# 0 and
t!1. Formula (15.11) states here the result. The eect of the lighter tails among the v
i
can be
judged from this formula.
Analogous results have been obtained for the case that all w
i
; i = 1; : : : ; N   1, are heavy-tailed
and the v
i
are not heavy-tailed, i.e. all d
2i
= 0.
It remains to discuss Section 16. This section relates the present analysis with the basic model of
Queueing Theory. Here the jump vector u is the dierence of two nonnegative stochastic variables 
and . Section 16 describes the relations between the L.S.-transforms of v and w on the one hand
and those of  and  on the other hand. They are needed when applying the results of the preceding
sections in Queueing Theory.
2. Derivation of the Boundary Value problem
In this section we derive a functional relation for the functions
X(r; ) :=
1
P
n=0
r
n
Efe
 x
n
g with jrj < 1;Re   0;
Y (r; ) :=
1
P
n=0
r
n
Efe
y
n
g with jrj < 1;Re   0;
(2.1)
note that x
n
and y
n
are both nonnegative.
We start from the following identity which is easily seen to be true. For real x we have, cf. (1.4),
1 + e
 x
= e
 [x]
+
+ e
 [x]
 
: (2.2)
4Hence from (2.2) and (1.2), (1.3),
1 + e
 [x
n
+u
n
]
= e
 [x
n
+u
n
]
+
+ e
 [x
n
+u
n
]
 
= e
 x
n+1
+ e
y
n
:
(2.3)
By taking expectations in (2.3) we have for n = 0; 1; 2; : : : ; and Re  = 0,
1 + Efe
 (x
n
+u
n
)
g = Efe
 x
n+1
g+Efe
y
n
g: (2.4)
Let u be a stochastic variable with the same distribution as u
n
. The u
n
; n = 0; 1; 2; : : : ; are indepen-
dent, and since x
n
depends only on u
0
; : : :u
n 1
, cf. (1.2), it follows that x
n
and u
n
are independent.
Hence (2.4) may be rewritten as: for Re  = 0 and n = 0; 1; 2; : : : ;
Efe
 x
n+1
g = Efe
 u
gEfe
 x
n
g+ 1  Efe
y
n
g: (2.5)
Multiplying (2.5) by r
n
and then summing over n = 0; 1; 2; : : : ; with jrj < 1, leads to
[1  rEfe
 u
g]X(r; ) = e
 x
0
+
r
1  r
  rY (r; ): (2.6)
From the results above it follows that for xed jrj < 1:
i X(r; ) is regular for Re  > 0; continuous and bounded for Re   0;
ii Y (r; ) is regular for Re   0; continuous and bounded for Re   0;
iii for Re  = 0;
[1  rEfe
 u
g](1  r)X(r; ) = (1  r)e
 x
0
+ r[1  (1  r)Y (r; )]:
(2.7)
It is evident that (2.7) formulates a Riemann Boundary Value (RBV) problem for the functions
X(r; ) and Y (r; ) with jrj < 1 and r xed. The line of discontinuity of this RBV problem is here
the imaginary axis and (2.7)iii is the boundary condition (for details, see [1]). Since this condition
holds on the imaginary axis the Boundary Value problem is often also called a Wiener-Hopf problem,
cf. [2].
From Fluctuation Theory, cf. [3, p. 152], it is known that the condition  1 < Efug < 0, cf. (1.1),
implies that x
n
, and also y
n
, both converge for n!1 in distribution. Let x and y be stochastic
variables with distribution the limiting distribution of x
n
and of y
n
, respectively, for n!1.
We may now write: for Re   0,
Efe
 x
g = lim
n!1
Efe
 x
n
g = lim
r"1
(1  r)X(r; ); (2.8)
and for Re   0,
Efe
y
g = lim
n!1
Efe
y
n
g = lim
r"1
(1  r)Y r; ): (2.9)
In (2.8) and (2.9) the rst equality signs follow from Feller's convergence theorem for L.S.-transforms
of one sided distributions, the second equality signs result by using a well-known Abel theorem for
generating functions, cf. [6].
With
X() := lim
r"1
(1  r)X(r; ); Re   0;
Y () := lim
r"1
(1  r)Y (r; ); Re   0;
(2.10)
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we obtain from (2.7)iii: for Re  = 0,
[1  Efe
 u
g]X() = 1  Y ();
or
1  Efe
 u
g

Efe
 x
g =
1  Efe
y
g

: (2.11)
Because Efug is nite, cf. (1.1), and Fluctuation Theory implies that x is nite with probability one,
and hence this also holds for y, it is seen by letting  ! 0 in (2.11) that, cf. (1.1),
 1 <  Efyg = Efug < 0: (2.12)
Hence (2.11) may be rewritten as: for Re  = 0,
1  Efe
 u
g
Efug
X() = Z( ); (2.13)
with
Z() :=
1  Efe
 yg
Efyg
;Re   0: (2.14)
Because y is a nonnegative stochastic variable, it is seen that Z() is the L.S.-transform of a
distribution with support contained in (0;1), actually it is the excess distribution of y.
From the denition of X() and of Z() and from (2.13) it is seen that the determination of X()
and Z() leads to the following RBV-problem with Re  = 0 as the line of discontinuity.
i X() is regular for Re  > 0; continuous and bounded for Re   0; X(0) = 1;
ii Z( ) is regular for Re  < 0; continuous and bounded for Re   0; Z(0) = 1;
iii for Re  = 0;
1  Efe
 ug
Efug
X() = Z( ):
(2.15)
This Boundary Value problem has also been discussed in a slightly dierent setting in [7].
Remark 2.1We dene the nonnegative stochastic variable z as a variable with distribution the excess
distribution of y. Hence
Efe
 z
g =
1  Ee
 yg
Efyg
;Re   0: 2 (2.16)
3. Heavy-tailed distribution on [0;1)
In this section we introduce a class of heavy-tailed distributions on [0;1); this class is a subclass of
distributions of regular variation at innity, cf. [5].
Let B(x) be a probability distribution with support [0;1). Its L.S.-transform will be indicated by
();Re   0, and its rst moment  is assumed to be nonzero and nite;  shall stand for the time
unit.
The class of heavy-tailed distributions which we shall consider in the present study is characterized
by their L.S.-transforms which have the following structure. For the L.S.-transform () holds: for
Re   0,
1 
1  ()

= g() + ()
 1
cL(); (3.1)
6with
i: c > 0 is a constant,
ii: for the index    holds 1 <   2;
iii: g(0) = 0 and there exist a  > 0 such that g() is regular for Re  >  ;
iv: L() is a regular function of  for Re  > 0; and continuous for Re   0;
except possibly at  = 0; further
L()! b > 0 for jj! 0;Re   0; with b =1 if  = 2 ; and
lim
x#0
L(x)
L(x)
= 1 for Re   0;  6= 0:
(3.2)
Remark 3.1 Since  can be complex we have to dene 
 1
in (3.1). It is so dened that it is positive
for positive . 2
Examples of heavy-tailed distributions with structure characterized by (3.1) and (3.2) have been
discussed in Section 3 of [4]. We discuss here an example.
Let B() be a distribution for which holds:
1 B(t) = q(

t
)

+G
2
(t) for t > T > 0; (3.3)
and with q > 0; 1 <  < 2 and G
2
(t) such that: for a  > 0,
1
Z
T
e
 t
G
2
(t)dt
exists for Re  >  .
Calculation of the L.S.-transform of B(t) yields: for Re   0 and T = ,
1 
1  ()

= 
2
() +
c
,() sin(   1)
()
 1
; (3.4)
where for Re  >  ,

2
() :=

Z
0
(1  e
 t
)(1 B(t))
dt

+
1
Z

c(

t
)

dt

+
1
Z
0
(1  e
 t
)G
2
(t)
dt

+
c
   1
e
 
+
c
1  

Z
0
e
 t
(
t

)
1 
dt:
(3.5)
Note that we have chosen T =  in (3.4), this is not essential but simplies somewhat the calculations;
further ,() denotes here the gamma function. From (3.4) and (3.5) it is readily seen that the L.S.-
transform of B(t) has the structure as characterized by (3.1) and (3.2).
From (3.4) it is seen that for  > 0 the following asymptotic results hold:
1 
1  ()


c
,() sin(   1)
()
 1
for # 0: (3.6)
From this result the asymptotic relation for 1 B(t) with t!1 can be readily obtained by applying
a theorem of [5] and from (3.1) and (3.2) with 1 <  < 2 it is seen that the heavy-tailed distributions
which are characterized by (3.1) and (3.2) are distributions with a regularly varying tail at innity
and index   with 1 <  < 2.
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4. The heavy-tailed jump vector
The jump vector u occurring in the Boundary Value Problem (2.15) has in general a distribution with
support ( 1;1), i.e. it has a lefthand and a righthand tail of which both or one or none may be
heavy tails. In this section we given an approach to construct jump vectors with heavy tails.
It is assumed that
 1 < Efug < 0 and Efjujg <1: (4.1)
Put
v := [u]
+
and w :=  [u]
 
; (4.2)
and
a :=
Efvg
Efwg
< 1:
Note that
Efug = Efvg   Efwg: (4.3)
We prove the following lemma concerning the L.S.-transform of the distributions of u;v and w.
Lemma 4.1 For Re  = 0,
1  Efe
 u
g
Efug
=
a
a  1
1  Efe
 v
g
Efvg
 
1
a  1
1  Efe
w
g
 Efwg
; (4.4)
or equivalently
1 
1  Efe
 u
g
Efug
=
a
a  1
f1 
1  Efe
 v
g
Efvg
g  
1
a  1
[1 
1  Efe
w
g
 Efwg
]: (4.5)
Proof. Obviously (4.5) and (4.4) are equivalent. From the identity (2.2) we have by using (4.2),
1 + e
 u
= e
 v
+ e
w
;
with probability one. So by taking expectations: for Re  = 0,
1 + Efe
 u
g = Efe
 v
g+Efe
w
g;
and so
1  Efe
 u
g

=
1  Efe
 v
g

 
1  Efe
w
g
 
;
hence by using (4.2) and (4.3) the statement (4.4) follows. 
The relation (4.4) expresses the L.S.-transform of the distribution of u in terms of the L.S.-
transforms of the excess distributions of the nonnegative stochastic variables v and w. Evidently
the tail of the distribution of v determines the tail behaviour of the left tail of the distribution of u
so by specifying the tails of the distributions of v and w the right and left tail of the distribution of
u are specied.
8Let v
e
and w
e
be stochastic variables with distributions the excess distribution of v and of w,
respectively. It then follows from (4.4): for Re  = 0,
1  Efe
 u
g
Efug
=
1
1  a
1  Efe
w
g
 Efwg
 
a
1  a
1  Efe
 v
g
Efvg
=
1
1  a
Efe
 ( w
e
)
g  
a
1  a
Efe
 v
e
g
=
1
1  a
+1
Z
 1
e
 x
d[
1
1  a
Pr f  w
e
< xg  
a
1  a
Pr fv
e
< xg]
=
+1
Z
 1
e
 x
dU
e
(x);
(4.6)
with for  1 < x <1,
U
e
(x) :=
1
1  a
Pr f  w
e
< xg  
a
1  a
Prfv
e
< xg; (4.7)
if we take u
e
( 1) := 0. Because v
e
and w
e
are both positive with probability one we have from (4.7)
U
e
(x) =
1
1  a
Pr f  w
e
< xg for x > 0;
=
1
1  a
 
a
1  a
Pr fv
e
< xg for x > 0:
(4.8)
The heavy-tailed distributions of jump vectors which will be considered in the present study are
characterized by taking: for Re   0,
1 
1  Efe
 v
g
Efvg
= g
2
() + c
2
()

2
 1
L
2
();
1 
1  Efe
 w
g
Efwg
= g
1
() + c
1
()

1
 1
L
1
();
(4.9)
where g
j
(); c
j
; 
j
and L
j
(); j = 1; 2, have the same properties as the corresponding constants and
functions in (3.2).
Hence from (4.5) and 4.6) it follows that the L.S.-transform of a heavy-tailed distributed jump
vector u is represented as follows: for Re  = 0,
1 
1  Efe
 u
g
Efug
=
a
a  1
g
2
() 
1
a  1
g
1
()
+
ac
2
a  1
()

2
 1
L
2
() 
c
1
a  1
()

1
 1
L
1
():
(4.10)
5. Mixing of heavy-tailed jump vectors
In this section we consider N heavy-tailed jump vectors u
i
; i = 1 : : :N . With these vectors we
construct the jump vector u dened by:
u = u
i
with probability p
i
; i = 1; : : : ; N; (5.1)
with
0 < p
i
< 1 ;
N
X
i=1
p
i
= 1 and Efju
i
jg <1:
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With
v
i
= [u
i
]
+
and w
i
=  [u
i
]
 
; (5.2)
we have for Re  = 0,
1 
1  Efe
 u
i
g
Efu
i
g
=
Efv
i
g
Efu
i
g
[1 
1  Efe
 v
i
g
Efv
i
g
] 
Efw
i
g
Efu
i
g
[1 
1  Efe
w
i
g
 Efw
i
g
] (5.3)
and
1 
1  Efe
 v
i
g
Efv
i
g
= g
2i
() + c
2i
()

2i
 1
L
2i
();
1 
1  Efe
 w
i
g
Efw
i
g
= g
1i
() + c
1i
()

1i
 1
L
1i
();
(5.4)
where the g
::
(); c
::
; 
::
and the L
::
(), have the corresponding properties as the similar functions and
constants in (3.2).
From (5.1) we obtain: for Re  = 0,
Efe
 u
g =
N
X
i=1
p
i
Efe
 u
i
g; (5.5)
from which it readily follows that: for Re  = 0,
1  Efe
 u
g
Efug
=
N
X
i=1
p
i
Efu
i
g
Efug
1  Efe
 u
i
g
Efu
i
g
=
N
P
i=1
[
p
i
Efv
i
g
Efug
1  Efe
 v
i
g
Efv
i
g
 
p
i
Efw
i
g
Efug
1  Efe
w
i
g
 Efw
i
g
]:
(5.6)
Put
a :=
P
N
i=1
p
i
Efv
i
g
P
N
i=1
p
i
Efw
i
g
; (5.7)
and for i = 1; : : : ; N ,
q
2i
(a) :=
p
i
Efv
i
g
P
N
i=1
p
i
Efv
i
g
and q
1i
(a) :=
p
i
Efw
i
g
P
N
i=1
p
i
Efw
i
g
: (5.8)
Because
Efug =
N
X
i=1
p
i
Efv
i
g  
N
X
i=1
p
i
Efw
i
g; (5.9)
it is seen from (5.5) that: for Re  = 0,
1 
1  Efe
 u
g
Efug
=
a
a  1
N
X
i=1
q
2i
(a)[1 
1  Efe
 v
i
g
Efv
i
g
]
 
1
a  1
N
X
i=1
q
1i
(a)[1 
Efe
w
i
g
 Efw
i
g
]:
(5.10)
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Inserting the expressions (5.4) into (5.10) leads to: for Re  = 0,
1 
1  Efe
 u
g
Efug
=
1
a  1
N
X
i=1
faq
2i
(a)g
2i
()  q
1i
(a)g
1i
()g
+
1
a  1
N
X
i=1
faq
2i
(a)c
2i
()

2i
 1
L
2i
()  q
1i
(a)c
1i
()

1i
 1
L
1i
()g:
(5.11)
The relation (5.11) is the one which will be used in modelling a teletrac problem, see Section 17. In
the analysis above it has been assumed that Efv
i
g and Efw
i
g; i = 1; 2; : : : ; N are all nite. It is here
not assumed that Efv
i
g < Efw
i
g, but when using (5.10) and (5.11) it will usually be assumed that
a < 1; (5.12)
or equivalently
N
X
i=1
p
i
[Efv
i
g   Efw
i
g] < 1: (5.13)
6. On the stationary distribution
In this section we solve the Boundary Value Problem (2.15) for the case that the jump vector u has
the following representation, cf. Section 5.
For Re  = 0,
1 
1  Efe
u
g
Efug
=
1
a  1
N
X
i=1
faq
2i
(a)()g
2i
()  q
1i
(a)g
1i
()g
+
1
a  1
N
X
i=1
[aq
2i
(a)c
2i
()

2i
 1
  q
1i
(a)c
1i
()

2i
 1
];
(6.1)
with
0 < a =
N
X
i=1
p
i
Efv
i
g=
N
X
i=1
p
i
Efw
i
g < 1: (6.2)
The condition (6.2) implies that the x
n
-sequence, cf. Section 1, possesses a stationary distribution.
The functional relation of the present Boundary Value Problem reads, cf. (2.15)iii, for Re  = 0,
1  Efe
 u
g
Efug
X() = Z( ): (6.3)
This functional relation has been studied in [7]. From (6.1) it is seen that Efug exists and is nite
for 1 <  < min(
ij
; j = 1; 2; i = 1; : : : ; N). Using this and (6.1) it follows from the results obtained
in [7] that the integral
H() :=
1
2i
i1
Z
= i1
f log
1  Efe
 u
g
Efug
g

(   )
d; (6.4)
with jj < 1 is well dened as a Cauchy principal value integral at innity, and also as a singular
Cauchy integral at  =  if Re  = 0, cf. [1]. Further the logarithm of the integral satises the Holder
6. On the stationary distribution 11
condition on the imaginary axis. So that the Plemelj formulas show that: for Re  = 0,
H
 
() := lim
t! 
Re t> 0
H(t) =  
1
2
log
1  Efe
 u
g
Efug
+H();
H
+
() := lim
t! 
Re t < 0
H(t) =
1
2
log
1  Efe
 u
g
Efug
+H();
(6.5)
and
H
+
() H
 
() = log
1  Efe
 u
g
Efug
:
By using these relations it is readily veried that
X() = e
H()
for Re  > 0;
= e
H
 
()
for Re  = 0;
Z( ) = e
H()
for Re  < 0;
= e
H
+
()
for Re  = 0;
(6.6)
satises all the conditions of the Boundary Value Problem (2.15). Because (6.2) implies that Efug < 0
the limiting distribution of x
n
for n!1 is uniquely determined, hence
Efe
 x
g and [1  Efe
 y
g]=[Efyg]; Re   0;
are uniquely determined and should satisfy the conditions (2.15). Hence we have
Efe
 x
g = X(); Re   0;
1  Efe
y
g
 Efyg
= Z( );   0;
(6.7)
with X() and Z( ) given by (6.6).
With a view to future applications of the results above we rewrite the formulas as follows.
Replace in the formulas above  by r with  > 0. We then obtain:
H(r) =
1
2i
i1
Z
= i1
log
1  Efe
 u
g
Efug
r
(   r)
d;
H

(r) =  log
1  Efe
 ru
g
rEfug
+H(r);
(6.8)
and
Efe
 rx
g = e
H(r)
for Re r > 0;
= e
H
 
(r)
for Re r = 0;
1  Efe
ry
g
 rEfyg
= e
H(r)
for Re r < 0;
= e
H
+
(r)
for Re r = 0;
(6.9)
with for Re r = 0,
1  Efe
 ru
g
rEfug
Efe
 rx
g =
1  Efe
ry
g
 rEfyg
: (6.10)
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7. Limiting distributions
In this section we continue the analysis of the jump vector u, which has been introduced in Section
5 as a mixture of N heavy-tailed jump vectors u
i
, i = 1; : : : ;N, cf. (5.10) and (5.11). However, we
shall here restrict the generality of the distributions of the u
i
slightly.
The rst restriction concerns the distributions of u
N
. From now on we take: for Re  = 0,
1  Efe
 u
N
g
Efu
N
g
=
Efv
N
g
Efu
N
g
1
1 + Efv
N
g
 
Efw
N
g
Efu
N
g
1
1  Efw
N
g
: (7.1)
Obviously, (7.1) implies that the distribution of u
N
has no heavy-tails and that v
N
and w
N
are both
negative exponentially distributed. Hence in the representation (5.11) we have to take for Re  = 0,
g
2N
() =
Efv
N
g
1 + Efv
N
g
; g
1N
() =
Efw
N
g
1 + Efw
N
g
;
c
2N
= 0 ; c
1N
= 0:
(7.2)
Again it will be assumed that (5.12), i.e.
a < 1 (7.3)
holds.
The second restriction is:
 := min(
ji
; j = 1; 2; i = 1; : : : ;N  1) < 2: (7.4)
Obviously, (7.4) implies that at least one of the v
ji
is less than 2.
The third restriction concerns the functions L
ji
(). It will be assumed, cf. (3.2)iv, that: for
jj ! 0, Re   0, j = 1; 2; i = 1; : : : ; N   1,
L
ji
()! b
ji
with 0 < b
ji
<1: (7.5)
This restriction is introduced to guarantee that the quotient of two L
ji
() functions has a limit and
that this limit is nite.
For some further comments concerning the assumptions see Remark 7.1 at the end of this section.
With
L(x) :=
N 1
X
i=1
c
2i
(x)L
2i
(x) +
N 1
X
i=1
( 1)

1i
c
1i
L
1i
(x); x  0; (7.6)
we dene the contraction coecient (a) to be that root of the contraction equation
x
v 1
jL(x)j = 1  a; x > 0; (7.7)
which goes to zero for a "1.
Take for a < 1,
 = r(a); (7.8)
then we obtain from (5.11) and (7.2) for Re r = 0 and   (a):
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1  
1  Efe
 ru
g
rEfug
=
1
a  1
N
X
i=1
[aq
2i
(a)g
2i
(r)  q
1i
(a)g
1i
(r)]
 
N 1
X
i=1
aq
2i
(a)c
2i
(r)

2i
 1
L
2i
(r)
L
2i
()
L
2i
()
jL()j


2i
 
+
N 1
X
i=1
aq
1i
(a)c
1i
(r)

1i
 1
L
1i
(r)
L
1i
()
L
1i
()
jL()j


1i
 
:
(7.9)
We consider the relation (7.9) for a "1, so that  = (a) # 0. To realize this limit we rewrite (5.7)
as:
a =
p
N
Efv
N
g+
N 1
P
i=1
p
i
Efv
i
g
p
N
Efw
N
g+
N 1
P
i=1
p
i
Efw
i
g
< 1: (7.10)
The limit a "1 is now realized by keeping all the expectations in (7.10) constant except Efv
N
g which
is considered as a variable for which holds
Efv
N
g " Efw
N
g+
N 1
X
i=1
p
i
p
N
[Efw
i
g   Efv
i
g]: (7.11)
To distinguish the notation for the case a < 1 and a = 1 we write:
v^
i
:= Efv
i
g; w^
i
:= Efw
i
g; i = 1; 2; : : : ; N   1;
w^
N
:= Efw
N
g; v^
N
:= w^
N
+
N 1
X
i=1
p
i
p
N
[w^
i
  v^
i
]:
(7.12)
We further dene, cf. (5.8), for i = 1; 2; : : : ; N ,
q
2i
:= lim
a"1
q
2i
(a) =
p
i
v^
i
N
P
i=1
p
i
v^
i
; (7.13)
q
1i
:= lim
a"1
q
1i
(a) =
p
i
w^
i
N
P
i=1
p
i
w^
i
;
and, (cf. 7.5) for j = 1; 2; i = 1; : : : ; N   1,
d
ji
:= lim
a"1
c
ji
L
ji
()
jL()j
: (7.14)
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To consider (7.9) for a "1, i.e. (a)# 0, we have to investigate for a "1,
g
ji
(r)=(1  a); j = 1; 2; i = 1; : : : ; N: (7.15)
From the conditions (3.2) together with (7.4), (7.5) and (7.7) it is readily seen that the expression
(7.15) tends to zero for a "1.
Dene for j = 1; 2; i = 1; : : : ; N   1,
"
ji
= 1 if 
ji
= ;
= 0 if 
ji
> :
(7.16)
From the results above it is seen that for a "1, i.e. # 0, the lefthand side of (7.9) has a limit for
which holds: for Re r = 0,
lim
a"1
1  Efe
 ru
g
rEfug
= 1 +
N 1
X
i=1
["
2i
q
2i
d
2i
(r)

2i 1
  "
1i
q
1i
d
1i
(r)

1i 1
]; (7.17)
with
N
X
i=1
q
ji
= 1 for j = 1; 2; i = 1; : : : ; N: (7.18)
The relation (7.17) is actually the most important result of the present section, it will play a central
role in the next section. However, also the relation (7.9) with (a) > 0 is of great interest, cf. Section
15.
Remark 7.1. We make here some remarks concerning the three assumptions used in the derivation
of (7.17).
The assumption (7.1) has been introduced to realize the limit a "1. For if v
N
would be heavy-tailed
then it could be that g
2N
, c
2N
and L
2N
(:) depend on Efv
N
g; so if Efv
N
g is a variable then the limit
for a "1 could be dicult to establish. Actually (7.17) holds without the assumption (7.1). Take in
(7.1) w
N
= 0 with probability one. Let p
N
# 0 and let one of the other p
i
increase such that a "1, then
it is readily seen that (7.17) also holds without assumption (7.1); so it also applies for N = 1.
The condition (7.4) excludes the case that all 
ji
= 2. This can actually better be discussed
separately, cf. [9].
The condition (7.5) is a rather strong condition at least from a theoretical viewpoint, see [4, 9] and
[14]. However, for our purpose it is useful, see Section 17. 2
8. Heavy traffic theorems
In this section we consider the solution of the Boundary Value Problem (2.15), see (6.7), for the case
of a jump vector for which the limiting relation (7.17) holds. First we consider the question whether
in (6.8) with  = (a), a < 1 as dened in the preceding section, the limit for   (a)# 0, i.e. a "1,
and the integration can be interchanged.
Put for N = 2; 3; : : : and Re r = 0,
'
N
(r) :=
N 1
X
i=1
["
2i
q
2i
d
2i
(r)

2i
 1
  "
1i
q
1i
d
1i
(r)

1i
 1
]
= (r)
 1
N 1
X
i=1
"
2i
q
2i
d
2i
  (r)
 1
N 1
X
i=1
"
1i
q
1i
d
1i
;
(8.1)
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see (7.4) and (7.17). For  a complex number we dene
^
H() :=
1
2i
i1
Z
= i1
log f1 + '
N
()g

(   )
d

: (8.2)
With '
N
(r), Re r = 0, as given by (8.1) it is not dicult to verify that the integral exists as a
principal value integral at innity, that the integrand satises a Holder condition on Re  = 0 and
that the integral is well dened as a singular Cauchy integral whenever Re  = 0, cf. [1]. By using
the Plemelj formulas we obtain, for Re  = 0,
H
 
() := lim
t! 
Re t> 0
H(t) =  
1
2
log f1 + '
N
()g+
^
H();
H
+
() := lim
t! 
Re t< 0
H(t) =
1
2
log f1 + '
N
()g+
^
H():
(8.3)
Write the integral in (6.8) with  = (a) as
H(r) =
1
2i
+iR
Z
 iR
[log f
1  Efe
 ug
g
Efug
g]
r
   r
d

+
1
2i
Z
2F (R)
[log f
1  Efe
 ug
g
Efug
g]
r
   r
d

;
(8.4)
with
F (R) := f : Re  = 0; jj  Rg and R > 0:
By using (7.9) it is seen that the absolute value of the second integral in (8.4) can be made arbitrarily
small uniformly in R for R suciently large. Hence since the integral in (8.4) exists, it follows that
for a "1, i.e.  = (a)# 0,
H(r)!
^
H(r): (8.5)
The result leads to the following heavy-trac Theorem 8.1.
Theorem 8.1 For a jump vector u which is a mixing of N heavy-tailed stochastic variables u
i
, as
dened in Section 6, the stochastic variables (a)x and (a)z both converge in distribution for a "1.
With
^
x and
^
z stochastic variables with distributions the limiting distributions of (a)x and (a)z we
have:
Efe
 
^
x
g = lim
a"1
Efe
 (a)x
g = e
^
H
()
for Re  > 0;
= e
^
H
 
()
for Re  = 0;
Efe

^
z
g = lim
a"1
Efe
(a)z
g = e
^
H()
for Re  < 0;
= e
^
H
+
()
for Re  = 0:
(8.6)
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Proof. The proof follows immediately from (2.16), (6.9), (8.5) and Feller's continuity theorem, cf.
[6], for the L.S.-transforms of distributions with support contained in [0;1), note that
^
H

(0) = 0
and that H() is continuous for Re   0 as well as for Re   0. 
Corollary 8.1 For Re r = 0 we have
[1 + '
N
(r)]Efe
 r
^
x
g = Efe
r
^
z
g: (8.7)
Proof. The relation (8.7) follows immediately from the above theorem and (2.8), (2.13), (2.16),
with  = r(a), Re r = 0. 
The function '
N
(), Re  = 0, has been dened in (8.1), and as a function of  it is a rather
complicated function; note that 
 1
is dened by its principal value, i.e. it is positive for  > 0.
In our further analysis we shall distinguish three cases. Put
B
j
:=
N 1
X
i=1
"
ji
q
ji
d
ji
; j = 1; 2; (8.8)
then we consider the following cases separately
i: B
2
> 0; B
1
= 0;
ii: B
2
= 0; B
1
> 0;
iii: B
2
> 0; B
1
> 0:
(8.9)
Note that B
2
> 0, B
1
= 0 implies that all 
1i
> , and analogously for case (8.9)ii, whereas (8.9)iii
implies that at least one 
2i
is equal to at least one 
1i
, i = 1; : : : ; N   1, cf. (7.4) and (7.16).
The three cases distinguished will be referred to as case I, II and III. Actually the dichotomy of
these three cases resembles that of the queueing models M/G/1, GI/M/1 and GI/G/1.
9. Results for case I
We refer to (8.9) for the specication of case I. It follows that for this case we have: for Re r = 0, cf.
(8.1),
'
N
(r) = (r)
 1
B
2
; (9.1)
and so we have from (8.2): for Re   0,
^
H() =
1
2i
i1
Z
= i1
[log f1 + ()
 1
B
2
g]

   
d

: (9.2)
The function 1 + ()
 1
B
2
, 1 <  < 2, is regular for Re  > 0, and for Re   0, continuous and
nonzero. Consequently, the integrand in (9.2) is regular for Re  > 0, continuous and nonzero for
Re   0, except for a single pole at  = . Note that 1 <  < 2 implies that  = 0 is not a pole of
the integrand. Note further that we do not need here to dene the principal value of the integrand in
(9.2) because it does not inuence the value of exp
^
H(). We evaluate the integral in (9.2) by contour
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integration in the right semi-plane; the contour being formed by the line piece ( iR; iR) and the
semi-circle  = Re
i!
, j!j 
1
2
, R > 0.
By applying Cauchy's theorem and by noting that for R suciently large the contribution of the
integral along the semi-circle tends to zero for R!1 we obtain from (8.6): for Re   0,
Efe
 
^
x=
g = e
  log(1+B
2

 1
)
=
1
1 +B
2

 1
: (9.3)
Actually (9.3) follows from the above only for Re  > 0. However, since
^
H() is continuous for Re   0
and the last member is also continuous for Re   0, the relation (9.3) also holds for Re  = 0.
We next determine Efe
z
g for Re   0. Because the righthand side of (9.3) is equal to [1+'
N
()]
 1
for Re  = 0 it results from (8.7) that: for Re  = 0,
Efe

^
z=
g = 1: (9.4)
From (9.4) and the inversion theorem for characteristic functions, cf. [1], it follows that
^
z = 0 with
probability one. Hence the following theorem has been proved.
Theorem 9.1 For case I, i.e.  < 
1i
, i = 1; : : : ; N   1, holds:
Efe
 
^
x=
g =
1
1 +B
2

 1
; Re   0; (9.5)
Prf
^
z = 0g = 1:
Remark 9.1. For q
21
= 1 Theorem 9.1 has been derived in previous studies of the author, e.g. [9].
The interesting case is here actually that with N = 2, and d
12
= 0, i.e. the jump vector u is a mix of
u
1
and u
2
, with the right tail of u
1
the heavier one and u
2
has only light tails.
For the heavy-trac case we then have
1 = a =
p
1
v^
1
+ p
2
v^
2
p
1
w^
1
+ p
2
w^
2
=
p
1
v^
1
p
1
v^
1
+ p
2
v^
2
+
p
2
v^
2
p
1
v^
1
+ p
2
v^
2
= q
21
+ q
22
:
Hence q
21
is the heavy-tailed part of a and q
22
the light tailed part or the best eort trac of a; here
we misuse slightly the term best eort trac.
Further note that (9.5) may be rewritten as: for Re   0,
Ef exp[ 
^
x=(q
21
d
21
)
1=( 1)
]g =
1
1 + 
 1
:
From this expression it is seen that the distribution of
^
x is very sensitive to the value of q
21
, or
equivalently q
22
, because 1=(   1) > 1 and 0 < q
21
< 1. This may be also seen from the asymptotic
expression for the tail of
^
x, see (12.8). 2
Remark 9.2. The generalization of the case of Remark 9.1 is simple, i.e., if N > 2 and as before
d
1i
= 0, 
2i
> 
21
, i = 2; : : : ; N   1, then the only change to be made in the formulas of the preceding
remark is to replace the rst formula there by
18
1 = a =
N
X
i=1
q
2i
:
The formula for the L.S.-transform of
^
x does not change.
It is hence seen that whenever u is a mixture of stochastic variables of which only the righthand
tails are heavy-tailed then the heavy-trac limiting distribution depends on all the characteristics of
the most-heavy-tailed component and only on the trac loads q
2i
of those components with the less
heavier tails.
These observations concern a limiting result for a "1. For the case 1 > 1  a >> 0 a more rened
analysis is required for the tail analysis of the distribution of u, see herefor Section 15. 2
10. Results for case II
For case II we have from (8.1) and (8.9): for Re  = 0,
log[1 + '
N
()] = log f1  (r)
 1
B
1
g
= log
1  (r)
 1
B
1
1  !
1
r
+ log f1  !
1
rg
(10.1)
with
!
1
:= B
1=( 1)
1
> 0: (10.2)
From (8.2) we have for Re  > 0,
^
H() =
1
2i
i1
Z
 i1
[log f1  ()
 1
B
1
g]

   
d

=
1
2i
i1
Z
 i1
[log f1  ()
 1
B
1
g]

 + 
d

=
1
2i
i1
Z
 i1
[log f
1 B
1
()
 1
1  !
1

g+ log(1  !
1
)]

 + 
d

:
(10.3)
The function [1 B
1
()
 1
]=(1 !
1
) is regular for Re  > 0, continuous and nonzero for Re   0.
We apply Cauchy's theorem with a contour consisting of ( iR; iR) and Re
i'
; j'j 
1
2
, with R > 0 to
the last integral in (10.3) and with integrand formed by the rst term of the integrand of that integral.
This integral has no pole in Re   0 and the contribution of this integral along the semi-circle of this
contour tends to zero for R!1. Hence this integral is zero and we have for Re  > 0:
^
H() =
1
2i
i1
Z
 i1
[log f1  !
1
g]

 + 
d

: (10.4)
The integrand in (10.4) has only one pole in Re   0, viz.  =   (note  = 0 is not a pole).
Applying Cauchy's theorem for a contour consisting of ( iR; iR) and Re
i 
;
1
2
   < 1
1
2
, with
R > 0 leads easily to the result that for Re   0; R!1,
^
H() =   log f1 + !
1
g: (10.5)
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From this and (8.6) it follows that
Efe
 
^
x=
g =
1
1 + !
1

for Re   0: (10.6)
That (10.6) also holds for Re  = 0 follows as in the preceding section.
Next we derive an expression for the L.S.-transform of the distribution of
^
z. From (8.7) and (10.6)
we have: for Re  = 0,
1 B
1

 1
1 + !
1

= Efe

^
z=
g;
or
1 B
1

 1
1  !
1

= Efe
 
^
z=
g; Re  = 0: (10.7)
From (10.2) it is seen that the lefthand side of (10.7) is regular for Re  > 0, continuous for Re   0.
Because
^
z is a nonnegative stochastic variable, the righthand side of (10.7) is regular for Re  > 0,
continuous for Re   0. Consequently, analytic continuation shows that (10.7) holds for Re   0.
The results derived above lead to the following theorem.
Theorem 10.1 For the case II i.e.  < 
2i
; i = 1; : : : ; N   1, holds: for Re   0,
Efe
 
^
x=
g =
1
1 + !
1

;
Efe
 
^
z=
g =
1 B
1

 1
1  !
1

=
1  (!
1
)
 1
1  !
1

;
and
^
x= is negative exponentially distributed with rst moment !
1
= B
1=( 1)
1
.
Corollary 10.1 For 0 <  < 1 the function
1  

1  
; Re   0;
is the L.S.-transform of a probability distribution with support [0;1); also
1 + 
1=n
+   + 
(m 1)=n
1 + 
1=n
+   + 
(n 1)=n
;Re   0; 1  m < n;
m and n integers with g.c.d. (m;n) = 1, is the L.S.-transform of such a distribution.
Proof. The rst statement of the corollary follows immediately from the theorem above.
To prove the second statement take  = m=n with m and n as specied above. Further take
x = 
1=n
> 0 so dened that it is positive for  > 0. Then
1  
m=n
1  
=
1  x
m
1  x
n
=
1 + x+   + x
m 1
1 + x+   + x
n 1
;
and replacing x by 
1=n
leads to the statement.

Remark 10.1 The L.S.-transform mentioned in Corollary 10.1 has been discussed in [10]. There it
is shown that it is the L.S.-transform of an innitely divisible distribution, a result which also follows
immediately from (2.16) and (6.6). 2
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11. Results for case III
The case III occurs whenever B
1
= B
2
, cf. (8.9), i.e. when,
 = min f
2i
; i = 1; : : : ; N   1g = min f
1i
; i = 1; : : : ; N   1g: (11.1)
For the present case we have, cf. (8.1), for Re  = 0,
'
N
() = ()
 1
B
2
  ()
 1
B
1
: (11.2)
For the case I and II discussed in the previous sections the integral in (8.2) could be evaluated, for
the present case this does not seem possible. For the present case we have in [9] the complex integrals
transformed into real integrals. In the integral (8.2) we have replaced  by is ( i the imaginary unit)
and we then obtain for Re r > 0; 1 <  < 2,
^
H(r) = F
1
(r) + F
2
(r);
^
H( r) = F
1
(r)   F
2
(r);
(11.3)
with
F
1
(r) :=  
1

1
Z
0
f arctan
A(rs)
 1
1 +B(rs)
 1
g
1
1 + s
2
ds
s
;
F
2
(r) :=  
1
2
1
Z
0
[log f1 + 2B(rs)
 1
+ C(rs)
2( 1)
g]
1
1 + s
2
ds;
(11.4)
where
A := (B
2
+B
1
) sin
1
2
(   1) > 0;
B := (B
2
 B
1
) cos
1
2
(   1);
C := (B
2
 B
1
)
2
+ 4B
1
B
2
sin
2
1
2
(   1) > 0:
(11.5)
Further it has been shown in [9] that for Re   0,
Efe
 
^
x
g = e
F
1
()+F
2
()
;
Efe
 
^
z
g = e
F
1
() F
2
()
:
(11.6)
12. Asymptotic results for heavy-traffic
In [9] several calculations have been made in order to compare the results obtained for the L.S.-
transforms of the distributions of
^
x and
^
z for the three cases I, II, III. However, the comparison is
hampered due to the fact that the integral for case III cannot be evaluated explicitly. We, therefor,
will compare here the asymptotic expressions for the tails of the various distributions.
We rst remark that a noticeable dierence between the results for the distribution of
^
x is of a
similar type as the dierence between the results for the stationary waiting time distributions for the
classical queuing models M/G/1, GI/M/1 and GI/G/1. Here also explicit results are known for the
M/G/1 and the GI/M/1; for the GI/G/1 only integral expressions are available. For case II and for
GI/M/1 the distribution of
^
x is negative exponential.
Next, we consider the asymptotic comparison.
For case I we have from Theorem 9.1:
Efe
 
^
x=
g =
1
1 +B
2

 1
for Re   0: (12.1)
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From (12.1) it follows: for Re  > 0,
1
Z
0
e
 t
[1  Pr f
^
x < tg]dt =
1

[1  Efe
 
^
x
g]
=
B
2

 2
1 +B
2

 1
:
(12.2)
The righthand side of (12.2) can be continued analytically into the -plane slitted along the negative
real axis, i.e. along  1 <  < 0.
For jB
2

 1
j < 1 and j arg j <  we have
B
2

 2
1 +B
2

 1
=
1
X
n=0
( 1)
n
B
n+1
2

(n+1)( 1) 1
: (12.3)
The L.S.-transform (12.3) is of a type for which from the behaviour for jj# 0 on the slitted -plane
an asymptotic expression for the tail of the distribution of
^
x can be obtained, see therefor [10, vol. II,
p. 159], Theorem 2; cf. also [5]. Actually, it follows by applying this theorem to (12.2), (cf. also [9])
that for t!1; 1 <  < 2, and for every M = 1; 2; : : : ;
Prf
^
x  tg =
M
X
n=0
( 1)
n
B
n+1
2
,(1  (n+ 1)(   1))
t
 (n+1)( 1)
+ o(
1
t
)
(M+1)( 1)
): (12.4)
Here ,() is the gamma-function and
,(1  (n+ 1)(   1)) =

,((n+ 1)(   1)) sin(n+ 1)(   1)
:
For case II we have from Theorem 9.1 for Re   0,
1
Z
0
e
 t
[1  Pr fz < tg]dt =
B
1

 2
  !
1
1  !
1

: (12.5)
Hence for j!
1
j < 1; j arg j <  we have
1
Z
0
e
 t
Pr fz > tgdt = B
1
1
X
n=0
!
n
1

n+ 2
 
!
1
1  !
1

: (12.6)
Applying again Theorem 2, vol. II, p. 159 of [10] yields that for t!1; 1 <  < 2 and M = 0; 1; : : : ;
Prfz > tg =
M
X
n=0
!
n+ 1
1
,(2  n  )
(
1
t
)
n+ 1
+ o((
1
t
)
M+ 1
): (12.7)
In [9] for the case III asymptotic relations for the tails of the distribution of
^
x and of
^
z have been
obtained; however, no asymptotic series but only the rst term of it have been derived. We list them
here together with the rst term of the asymptotic series for the cases I and II.
i Pr f
^
x  tg 
B
2
,(2  )
(
1
t
)
 1
for case I;
ii Pr f
^
z  tg 
B
1
,(2  )
(
1
t
)
 1
for case II;
iii Pr f
^
x  tg 
max(B
1
; B
2
)
,(2  )
(
1
t
)
 1
for case III;
Pr f
^
z  tg 
min(B
1
; B
2
)
,(2  )
(
1
t
)
 1
for case III;
(12.8)
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here  is the time unit.
Note that
Pr f
^
x  tg = e
 B
1
t
; t  0; for case II;
Pr f
^
z > tg = 0 ; t  0; for case I:
(12.9)
The relations (12.8) make a good comparison possible. The dierence between the cases I and II
is fairly obvious because they concern the cases that the right tail of the jump vector is heavier than
its left tail and conversely, see also the above mentioned comparison with the M/G/1 and GI/M/1
queuing model. However, when both tails of the jump vector u are equally heavy then the dierence
between I and II, so far it concerns the tail of
^
x is determined by the maximum of B
1
and B
2
. It
should be noted, cf. (8.8), that the B
j
are in some sense averages in which the trac ratios as well as
the intensities of the tails c
ji
and their ratios
L
ij
()=jL()j
are incorporated.
Further the case III with B
2
> B
1
is rather obvious but somewhat amazing if B
2
< B
1
, a phe-
nomenon which has also been noticed in [11].
13. Some further remarks on the heavy-traffic distribution
In the preceding Sections 8; : : : ; 12, heavy-trac theorems have been derived. It is of great interrest
to see how the trac characteristics of the distribution of u
i
, the i-th component of the jump vector
u, inuences the heavy-trac limiting distribution.
It is seen that of the characteristics of the distribution of u
i
only Efv
i
g and Efw
i
g always occur
in the limiting distribution; the characteristics of the tails of the distribution of u
i
do not occur if

2i
>  and 
1i
> . Only the tail characteristics of the most heavy tail determine the tail of the
limiting distribution. These results for the limiting distributions, i.e. (a)# 0, have been proved in
the preceding sections.
In the following sections we do not consider the limiting case (a)# 0, but we shall analyze the
relevant distributions for 0 < (a) 1, i.e. we start with an asymptotic analysis for (a)# 0.
14. Approximations
Can the heavy-trac limit distribution be used as an approximation for the distribution of x whenever
a < 1?
For the case of the M/G/1 queueing model with the service time distribution heavy-tailed it has
been shown in [13] that the question just posed has a surprisingly armative answer. The equivalent
approach of [13] may be certainly used here. The quality of such an approximation will be discussed
later. Here we shall present a derivation of an approximation which seems to generalize slightly the
one in [13] and which takes also into account the variability of the tails of the u
i
-variables which
compose the jump vector u.
We start here from the relation (7.9) with   (a) as dened via (7.7). It is assumed that a is
close to one so that  > 0 is close to zero. However,
[(a)]

ji
 
with 
ji
> ; j = 1; 2; i = 1; : : : ; N   1;
may be not so close to zero since 0 < 
ji
   < 1.
From (7.9) we obtain for a < 1,  = (a) and Re r = 0,
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1  Efe
 ru
g
rEfug
= 1 +
1
1  a
N
X
i=1
[aq
2i
(a)g
2i
(r)  q
1i
(a)g
1i
(r)]
+
N 1
X
i=1
aq
2i
(a)c
2i
(r)

2i
 1
L
2i
(r)
L
2i
()
L
2i
()
jL()j


2i
 
 
N 1
X
i=1
q
1i
(a)c
1i
(r)

1i
 1
L
1i
(r)
L
1i
()
L
1i
()
jL()j


1i
 
:
(14.1)
From this relation we derive an asymptotic expression in  = (a)# 0 for a "1.
From (3.2)iii it is seen that for # 0, j = 1; 2; i = 1; : : : ; N ,
g
ji
(r) = rO() for Re r >  
ji
: (14.2)
From (7.5) and (7.7) we have
1  a = 
 1
L(); (14.3)
and so it follows for # 0 and Re r > 
ji
that:
1
1  a
g
ji
(r) = rO(
2 
): (14.4)
Because 1 > 
ji
   > 0 for 
ji
6=  we may write by using (7.5) and (7.15) that: for Re r = 0 and
 = (a)# 0,
1  Efe
 ru
g
rEfug
= 1+
N 1
X
i=1
[aq
2i
d
2i
(r)

2i
 1


2i
 
  q
1i
d
1i
(r)

1i
 1


1i
 
] + rO(
2 
):
(14.5)
Note that 2   > 
ji
   since 0 < 
ji
< 2. Further we may replace a in the rst sum of (14.5) by 1
because of (14.3), but for the present we prefer to keep a here.
The relation (14.5) is the starting point for our approximations. Actually, this relation has to be
inserted into (6.8), and if the integral can be evaluated we can obtain Efe
 rx
g, Re r  0, from (6.9).
It is this approach which we shall follow in the next section for the case that
d
1i
= 0; i = 1; : : : ; N: (14.6)
This assumption implies that the lefthand tails of all the distributions of the stochastic variable
u
i
; i = 1; : : : ; N   1, are not heavy-tailed. It is shown that this assumption leads to an attractive
result which is conjectured to be most useful for practical purposes cf. the results obtained in [13].
15. Heavy traffic approximation for heavy-tailed upward jump
The assumption (14.6) implies that of the jump vector u only the right tail is heavy. For this case
we shall derive an asymptotic expression in (a) for a "1 as well as in t for t!1 for the tail of the
stationary distribution of the random walk. We start here from the asymptotics for a "1, cf. (14.5)
and (14.6), i.e. for  = (a)# 0, and Re  = 0,
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1  Efe
 u
g
Efug
= 1 +
N 1
X
i=1
aq
2i
d
2i
()

2i
 1


2i
 
+ O(
2 
); (15.1)
with
 = min(
2i
; i = 1; : : : ; N   1):
For the sake of simplicity it is assumed that
 = 
21
< 
22
< : : : < 
2N 1
: (15.2)
Obviously the sum in (15.1) can be continued analytically for Re   0, it can also be continued
analytically on the whole -plane slitted along the negative real axis  < 0.
Put
 = re
i'
; r  0; j'j 
1
2
; (15.3)
then, since  > 1 and all 
2i
< 2,
!
N
(; ) :=
N 1
X
i=1
aq
2i
d
2i


2i
 
()

2i
 1
=
N 1
X
i=1
aq
2i
d
2i


2i
 
r

2i
 1
[cos(
2i
  1)'+ i sin(
2i
  1)']:
(15.4)
Hence for Re   0, and (a) > 0,
1 + !
n
(; ) 6= 0; (15.5)
and this function is regular for Re  > 0, and continuous for Re   0.
Next we consider the function H(r), cf. (6.8), with  = (a), a < 1, and with the integrand
given by (15.1). So for  = (a) > 0, cf. (6.8), and r > 0,
H(r) =
1
2i
i1
Z
 i1
[log f1 + !
N
(; )g+ O(
2 
)]
r
   r
d

=
1
2i
i1
Z
 i1
[log f1 + !
N
(; )g]
r
   r
d

+
1
2i
i1
Z
 i1
[log f1 +
O(
2 
)
1 + !
N
(; )
g]
r
   r
d

:
(15.6)
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From the properties of !
N
(; ), mentioned above, see (15.5) it is seen that the second integral in
(15.6) can be evaluated by contour integration in the right half plane, cf. the evaluation of (9.2). It
is seen that for Re r  0,
1
2i
i1
Z
 i1
[log f1 + !
N
(; )g]
r
   r
d

=   log f1 + !
N
(r; )g: (15.7)
Next, we consider the third integral in (15.6). The expression (15.6) is obtained from (6.8) with
[1   Efe
 u
g]Efug given by (15.1). It is actually a principal value integral at innity, i.e. for
every " > 0 an R(") > 0 exists such that, cf. (8.4), for Re r > 0, with F
"
:= f : jj > R("); Re  = 0g,
j
1
2i
Z
2F
"
[log f1 +
O(
2 
)
1 + !
N
(; )
g]
r
   r
d

j < ": (15.8)
Obviously we have for Re r > 0,  = (a)# 0,
1
2i
iR(")
Z
 iR(")
[log f1 +
O(
2 
)
1 + !
N
(; )
g]
r
   r
d

= O(
2 
): (15.9)
Hence from (15.6), . . . , (15.9) we obtain: for Re r > 0 and  = (a)# 0,
H(r;) =   log f1 + !
N
(r; )g +O(
2 
); (15.10)
and so from (6.9) and (15.10): for Re r > 0, # 0,
Efe
 rx
g =
1
1 + !
N
(r; )
f1 +O(
2 
)g; (15.11)
or by using (15.5),
jEfe
 rx
g  
1
1 + !
N
(r; )
j =
O(
2 
)
j1 + !
N
(r; )j
= O(
2 
): (15.12)
Remark 15.1. The lefthand side of (15.9) is as a function of  of order O(
2 
), as a function of r it
is regular for Re r > 0 and  suciently close to zero because then the argument of the logarithm is
never zero, cf. (15.5). The relation (15.12) shows that there will be no need to stress the dependence
of the order term in (15.12) on r. 2
From (15.12) it is seen by letting # 0, i.e. a "1, that the rst statement of Theorem 9.1 is again
obtained.
The relation (15.12) is used to derive an asymptotic expression for the event x= > t for t ! 1.
Herefor we start from
j
1  Efe
 rx
g
r
 
1
r
!
N
(r; )
1 + !
N
(r; )
j = O(
2 
); (15.13)
26
for Re r  0, # 0. Note that the continuity of both terms in the lefthand side of (15.12) for Re r  0,
implies that (15.12) also holds for Re r  0.
The derivation of the asymptotic expression proceeds along the same lines as in Section 12; i.e. we
have to derive an asymptotic expression for the second term in (15.13) for jrj# 0, j arg rj <  on the
r-plane slitted along r < 0 and then to use Theorem 2 of [10], vol. II, p. 159, which can be applied
here.
From (15.4) we have: for Re r  0, jrj# 0,
1
r
!(r; ) = O((r)
 2
); (15.14)
1
r
!(r; )
1 + !(r; )
=
1
r
!(r; )  
1
r
!
2
(r; ) +O((r)
3 4
);
with
1
r
!(r; ) = aq
21
d
21
(r)
 2
+
N
X
i=2
aq
2i
d
2i
(r)

2i
 2


2i
 
: (15.15)
From (15.13) and (15.15) we have for Re r > 0, jrj# 0,
1  Efe
 rx
g
r
=
1
Z
0
e
 rt
Pr fx=  tgdt =
1
r
!(r=; )
=
1
r
!(r=; ) +O(r
 2
) +O(
2 
)
= aq
21
d
21
r
 2
+
N
X
i=2
aq
2i
d
2i
r

2i
 2


2i
 
+O(r
 2
) +O(
2 
):
(15.16)
We may apply Theorem 2 of [10, p. 159] to derive from (15.16) an asymptotic expression, since it is
readily seen that the conditions to hold in order to apply this theorem actually do hold, cf. [9]. To
apply this theorem note that the term r

in the L-transform for jrj# 0 yields a term t
  1
=,( ) in
the asymptotic representation for t!1 of the original function; whenever  is a nonnegative integer
then ,
 1
( ) := 0.
We obtain from (15.16); for t!1, # 0, or a "1,
Pr fx=  tg = aq
21
d
21
t
 ( 1)
,(2  )
+
N 1
X
i=2
aq
2i
d
2i
t
 (
2i
 1)
,(2  
2i
)


2i
 
+O(t
2 
)
+O(
2 
) = aq
21
d
21
t
 ( 1)
,(2  )
f1 +
N 1
X
i=1
q
2i
d
2i
q
21
d
21
,(2  )
,(2  
2i
)
t
 (
2i
 )


2i
 
+O(t
1 )
)g+ O(
2 
):
(15.17)
It should be noted that all terms in the righthand side of (15.17) are positive, and hence it is seen that
for a "1 the heavy-trac Theorem 9.1 underestimates the probability in (15.17). However, (15.17)
over estimates this probability. This may be seen by using the second relation of (15.14) in (15.13)
and then proceeding as above to obtain the asymptotic relation for t!1. We shall not give here the
expression for this more detailed asymptotic relation but do note the ` ' sign in the second relation
of (15.14).
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In the expression for the heavy-trac distribution of
^
x= only the index  of the most heavy tail
of the distribution of the u
i
, i = 1; : : : ; N   1, occurs. In the asymptotic expression (15.17) with a "1
or (a)# 0 all the indices of the righthand tails of the u
i
occur, and so (15.17) may be used to assess
the inuence of the less heavy tails. For instance if 
22
is only slightly larger than  then 

22
 
for
0 <  < 1 may still be not so small, i.e. close to one, and the same applies for r
 (
22
 )
even for t
not so large, i.e. the second term of the expression in curled brackets in the righthand side of (15.17)
may not be small as compared to one, in particular if also q
22
d
22
> q
21
d
21
.
The relation (15.17) is actually an important result of the present study. In [13] an analogous
relation has been derived, and it turned out that it was most useful as an approximation even for a
not so close to one. It is conjectured that this also applies here. However, its verication requires the
numerical inversion of the expression for H(r), cf. (6.4) and (6.6), see therefor [15].
16. The traffic model
The random walk x
n
, n = 0; 1; : : : , introduced in Section 1 is used to model the actual waiting time
of the nth arriving customer in a GI/G/1 queueing model with 
n
the service time of this customer
and 
n+1
the interarrival time between the nth and (n + 1)th arriving customer. In the recurrence
relation (1.2) we then have u
n
= 
n
  
n+1
.
The 
n
, n = 0; 1; : : : , and the 
n
, n = 0; 1; : : : , are both sequences of i.i.d. stochastic variables,
moreover, these sequences are assumed to be independent sequences. Let  and  be independent
variables with distributions B() and A(), respectively, where B() is the distribution of 
n
and A()
that of 
n
. Then u in (2.5) may be written as
u =    : (16.1)
We also have, cf. (4.2),
u = v  w: (16.2)
In order to be able to apply the results of the analysis of the preceding section we rst need the
relations which express the distribution of v in that of  and , and similarly for w. Concerning
these relations we formulate the following
Lemma 16.1 For 0 < Efg < Efg holds:
Prfv  vg = Pr f  vg
1
Z
0
1 B(v + )
1 B(v)
dA(); v  0; (16.3)
Prfw  wg = Pr f  wg
1
Z
0
1 A(w + )
1 A(w)
dB(); w  0;
Efvg = EfgPr f
~
  g; (16.4)
Efwg = EfgPr f
~
  g;
here
~
 and
~
 have the excess distribution of that of  and , respectively; further,
28
Efvg   Efg = Efwg   Efg < 0: (16.5)
Proof. The rst relation of (16.3) follows immediately from
v  v () max(0;    )  v; v > 0;
and analogously for the second relation.
The relations in (16.4) follow from those in (16.3) by using
Efvg =
1
Z
0
Pr fv  vgdv;
and
Prf
~
 < g :=
1
Efg

Z
0
[1 B(y)]dy;
and the analogous expressions for w and . Finally, (16.5) follows from (16.1), (16.2) and (16.4). 2
Put, cf. (16.5),
a :=
Efvg
Efug
< 1 and ~a :=
Efg
Efg
< 1; (16.6)
then from (16.4),
a = ~a
Pr f
~
  g
Pr f
~
  g
< 1; (16.7)
and from (16.5),
1  ~a
1  a
= Pr f
~
  g and
a
~a
1  ~a
1  a
= Pr f
~
  g: (16.8)
Note that a simple calculation shows that
Pr f
~
  g = 1 
1
Efg
1
Z
0
f1 A()gf1 B()gd;
Pr f
~
  g = 1 
1
Efg
1
Z
0
f1 A()gf1 B()gd;
(16.9)
and
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a < ~a; a "1() ~a " 1; a = 1() ~a = 1: (16.10)
The formulas (16.6), . . . , (16.10) describe some relations between a and ~a.
Next we derive the relations between the distributions of v and  , in particular those between
Prfv  vg and Pr f  vg for v !1;
for the case that the distribution B() of  has a heavy tail, cf. (3.1); analogous relations for w and
 are then obtained.
From Lemma 4.1 we obtain by contour integration in the right semi-plane for Re  > 0,
a
a  1
1  Efe
 v
g
Efvg
=
 1
2i
i1
Z
 i1
1  Efe
 u
g
Efug
d
   
: (16.11)
The following identity is readily veried: for Re  = 0,
1  Efe
 u
g
Efug
=
1  Efe
 
gEfe

g
Efug
=
Efg
Efug
1  Efe
 
g
Efg
 
Efg
Efug
1  Efe

g
 Efg
+ 
EfgEfg
Efg   Efg
1  Efe
 
g
Efg
1  Efe

g
 Efg
:
(16.12)
From (16.11) and (16.12) we can eliminate the expression in the righthand side of (16.11) by using
again contour integration in the right semi-plane. We obtain by using (16.8): for Re  > 0,
a
a  1
1  Efe
 v
g
Efvg
=
~a
~a  1
1  Efe
 
g
Efg
+
~a
~a  1
I(); (16.13)
I() :=
1
2i
i1
Z
 i1
1  Efe
 
g
Efg
1  Efe

g
 Efg

   
d: (16.14)
Analogously, we have: for Re  > 0,
1
a  1
1  Efe
 w
g
Efwg
=
1
~a  1
1  Efe
 
g
Efg
 
~a
~a  1
I( ): (16.15)
The rst two terms in (16.13) are continuous for Re   0, so by letting # 0, we obtain,
~a
a
1  a
1  ~a
f1 + lim
#0
I()g = 1;
1  a
1  ~a
f1  ~a lim
#0
I( )g = 1:
(16.16)
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From (16.13), . . . , (16.16), we obtain for Re   0,
1 
1  Efe
 v
g
Efvg
=
~a
a
1  a
1  ~a
f1 
1  Efe
 
g
Efg
g +
I(0+)  I()
1 + I(0+)
; (16.17)
1 
1  Efe
 w
g
Efwg
=
1  a
1  ~a
f1 
1  Efe
 
g
Efg
g + ~a
I(0 )  I( )
1 + ~aI(0 )
:
Replace in the integrand of (16.14),

   
by 1 +

   
;
it is then seen that: for Re   0, and jj# 0,
I(0+)  I() = O(); (16.18)
I(0 )  I( ) = O();
The relations (16.17) express the L.S.-transforms of the distribution of v and of that of w in
terms of the L.S.-transforms of the distribution of the service { and of the interarrival time  and ,
respectively.
17. Heavy-tailed service- and interarrival time distribution
In this section it is assumed that both the service time{ and the interarrival time distribution are
heavy-tailed, i.e. for Re   0;
1 
1  Efe
 
g
Efg
= ~g
2
() + ~c
2
()
~v
2
 1
~
L
2
(); (17.1)
1 
1  Efe
 
g
Efg
= ~g
1
() + ~c
1
()
~v
1
 1
~
L
1
();
with the symbols in the righthand side of (17.1) dened as the corresponding ones in (3.2); however,
we exclude here the case  = 2, so that
1 < ~
2
< 2; 1 < ~
1
< 2: (17.2)
From (16.17) and (17.1) we obtain: for Re   0,
i: 1 
1  Efe
 v
g
Efvg
=
~a
a
1  a
1  ~a
~g
2
() +
~a
a
1  a
1  ~a
~c
2
()
~v
2
 1
~
L
2
() +
I(0+)  I()
1 + I(0+)
;
ii: 1 
1  Efe
 w
g
Efwg
=
1  a
1  ~a
~g
1
() +
1  a
1  ~a
~c
1
()
~v
1
 1
~
L
1
() + ~a
I(0 )  I( )
1 + ~aI(0 )
:
(17.3)
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By writing in (16.14):

   
= 1 +

   
;
it is seen that: for Re   0, jj# 0,
I(0+)  I()
1 + I(0+)
= O(); (17.4)
and hence this term is of the same order as the rst term in the righthand side of (17.3) and of smaller
order than the second term in the righthand side of (17.3) since 1 < ~v
2
< 2, cf. (17.3). However, with
the information so far obtained it is not yet possible to decide whether the lefthand side of (17.3) can
be characterized as in (4.10), i.e. with g
2
(), c
2
, L
2
() satisfying the conditions (3.2). This is due to
the term (17.4) in (17.3). For c
2
and L
2
() there is no problem. The problem is that in general the
term in (17.4) is not necessarily regular for Re  >   for a  > 0. Similar remarks apply for the
second expression in (17.3).
Actually, for our asymptotic analysis this lack of regularity at  = 0 does not prevent an asymptotic
analysis as shown in Section 7. There we needed of g
2i
() only that it is of O() at  = 0. The last
term in (17.3)i, as well as that in (17.3)ii has this property, and similar as the g
2i
(), g
1i
(), they do
not contribute to the ultimate limiting results, see herefor the next section.
18. Comparison of limits
In this section we shall compare the limiting behaviour of the jump vector u when starting from the
heavy-tail representation of v and w to that obtained by starting from a heavy-tail description of 
and .
We start with the heavy-tail description of the distribution of v and w, as given by (4.6), so that
we have, cf. (4.10): for a < 1 and Re  = 0,
1 
1  Efe
 u
g
Efug
=
a
a  1
g
2
() 
1
a  1
g
1
()
+
ac
2
a  1
()

2
 1
L
2
() 
c
1
a  1
()

1
 1
L
1
():
(18.1)
Put
L(x) := ac
2
L
2
(x) + ( 1)

c
1
L
1
(x); x  0; (18.2)
where
 := min(
1
; 
2
): (18.3)
Let (a) be that zero of
x
v 1
jL(x)j = 1  a; x > 0; (18.4)
which tends to zero for a "1.
Put
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 = r(a); (18.5)
then with   (a): for Re r = 0,
1 
1  Efe
 ru
g
rEfug
=
1
a  1
[ag
2
(r)  g
1
(r)]
  ac
2
(r)
v
2
 1


2
 
L
2
(r)
jL()j
+ c
1
(r)

1
 1


1
 
L
1
(r)
jL()j
:
(18.6)
From g
2
(0) and the regularity of g
2
() at  = 0 follows by using (18.5) that: for Re r = 0,
g
2
(r)
1  a
= O(r

1   a
) = O(r
2 
) for # 0;
and similarly for g
1
(r); note that L() 6= 0 for # 0, cf. (3.2)iv. By letting a "1 or equivalently,
# 0, we obtain: for Re r = 0,
lim
a"1
f1 
1  Efe
 ru
g
rEfug
g = 1 + "
2
d
2
(r)
 1
  "
1
d
1
(r)
 1
(18.7)
where,
"
2
= 1 if  = 
2
; "
1
= 1 if  = 
1
;
= 0 if  6= 
2
; = 0 if  6= 
1
;
(18.8)
and
d
2
:= c
2
lim
#0
L
2
(r)
jL()j
; d
1
:= c
1
lim
#0
L
1
(r)
jL()j
:
Next we start from the heavy-trac representation (17.1) for  and  with
~
2
= 
2
and ~
1
= 
1
: (18.9)
From (17.1) we have derived the expressions (17.3) for the heavy-trac representations of the distri-
butions of v and w in terms of those of  and . We substitute these expressions (17.3) into (4.5).
This leads to: for Re  = 0,
1 
1  Efe
 u
g
Efug
=
~a
~a  1
~g
2
() 
1
~a  1
~g
1
()
+
~a
~a  1
~c
2
()

2
 1
~
L
2
() 
1
~a  1
~c
1
()

1
 1
~
L
1
()
+
~a
~a  1
I(0+)  I()
1 + I(0+)
 
~a
~a  1
I(0 )  I()
1 + I(0+)
:
(18.10)
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Put
~
L(x) = ~a~c
2
~
L
2
(x) + ( 1)

~c
1
~
L
1
(x); x  0: (18.11)
Let (~a) be that zero of
x
 1
j
~
L(x)j = 1  ~a; x > 0; (18.12)
which tends to zero for ~a " 1.
Because ~g
2
(), ~g
1
() are both of O() for Re   0 and jj ! 0, and also I(0+)   I(), and
I(0 )  I(~) are both of O() for Re   0, and jj ! 0, it follows with
 = r
~
(~a); Re r = 0;
that for Re r = 0,
lim
~a"1
f1 
1  Efe
 r
~
u
g
r
~
u
g = 1 + "
2
~
d
2
(r)

2
 1
  "
1
~
d
1
(r)

1
 1
; (18.13)
where
~
d
2
:= ~c
2
lim
~
#0
~
L
2
(r
~
)
j
~
L(
~
)j
;
~
d
1
:= ~c
1
lim
~
#0
~
L
1
(r
~
)
j
~
L(
~
)j
:
We next compare the results (18.7) to (18.13). Take c
j
= ~c
j
, L
j
() =
~
L
j
(), j = 1; 2, and g
j
() =
~g
j
(), j = 1; 2, but instead of (3.2)iii, it is assumed that ~g
j
() is regular for Re  > 0, continuous
for Re   0 and O() for jj ! 0. It is then readily veried that the results (18.13) and (18.7) are
equivalent, because of (16.8), . . . , (16.10) and the fact that
(a)=
~
(~a)! 1 for ~a " 1:
In trac modelling the distributions of the service time and of the interarrival time are usually the
input data. From the results of the present section it is seen that an analysis based on v = max(0;  )
and w =  min(0;    ) leads to equivalent heavy-trac results as it could be expected but also to
a somewhat simpler analysis, in particular if one is interested in asymptotic heavy-trac results for
mixed trac cf. Section 5.
19. Heavy traffic approximation for heavy-tailed downward jump
In this section it is assumed that the jump vector does not have a heavy upward tail. This means
that we have to take
d
2i
= 0; i = 1; : : : ; N   1: (19.1)
This implies that (14.5) can be rewritten as: for Re r = 0 and  = (a)# 0,
1  Efe
 ru
g
rEfug
= 1 
N 1
X
i=1
q
1i
d
1i
(r)

1i
 1


1i
 
+ rO(
2 
): (19.2)
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For the sake of simplicity we take N = 3 and 
11
< 
12
. From the result to be obtained it is easily
seen how the result for general N = 4; 5; : : : ; will read, cf. Remark 19.1.
Put, cf. (8.8),
B
11
:= q
11
d
11
; B
12
:= q
12
d
12
;
 = min(
11
; 
12
) = 
11
< 
12
and !
12
:= B
1=( 1)
11
:
(19.3)
Next we consider the function H(r), cf. (6.8), with  = (a); a < 1 and with the integrand given
by (19.2). Hence for Re r > 0 and (a)# 0,
H(r) =
1
2i
i1
Z
 i1
[log f1 B
11

 1
 B
12


12
 1


12
 
+ O(
2 
)g]
r
   r
d

=
1
2i
i1
Z
 i1
[log f1 B
11

 1
 B
12


12
 1


12
 
+ O(
2 
)g]
r
 + r
d

:
(19.4)
Note that
1 B
11

 1
 B
12


12
 1


12
 
;
is regular for Re  > 0. For  = (a) > 0 but suciently small it is seen that
B
11

 1
= 1 B
12


12
 1


12
 
; Re  > 0; (19.5)
has only one zero in Re  > 0, note that  > 
12
and apply Rouche's theorem to a contour consisting
of the interval ( iR; iR) and the semi circle in the right half plane with center the origin and radius
R with R!1.
Denote this zero by 
0
, note that 
0
> 0, and so

0
=
1
!
11
[1 B
12


12
 1
0


12
 
]
1
 1
=
1
!
11
[1 
B
12
   1


12
 1
0


12
 
] +
1
!
11
o(

12
 
)
=
1
!
11
[1 
B
12
   1


12
 
(
1
!
11
)

12
 1
(1 +O(

12
 
)]
=
1
!
11
[1 
B
12
   1
(
1
B
11
)

12
 1
 1


12
 
] +O(

12
 
):
(19.6)
We next rewrite (19.1): for Re r > 0;  = (a)# 0,
H(r) =
1
2i
i1
Z
 i1
[log f
1 B
11

 1
 B
12


12
 1


12
 
   
0
g+ log(   
0
)]
r
 + r
d

=
1
2i
i1
Z
 i1
log(   
0
)
r
 + r
d

=
1
2i
i1
Z
 i1
log(   
0
)d log

r + 
= [log

 + r
log(   
0
)]
+i1
 i1
 
1
2i
i1
Z
 i1
[log

 + r
]
d
   
0
= log

0

0
+ r
= log
1
1 + r=
0
:
(19.7)
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In (19.7) the rst equality sign follows immediately from (6.8) and (19.2). To motivate the second
equality sign in (19.7) note that the rst logarithm of the integrand is regular for Re  > 0, and so
since Re r > 0 its contribution to the integral is zero, as it is readily seen by contour integration in
the right half plane. The third equality sign follows by dierentiation of log f=(r + )g. The fourth
equality sign stems from partial integration. Here the limits of the term between square brackets for
 ! i1 are zero. Since log f=( + r)g;Re r > 0, is regular for Re  > 0, the last integral in (19.5)
can be evaluated by contour integration in the right half plane and this leads to the fth equality sign,
and the last equality sign is trivial.
As in Section 10 we obtain from (6.9), for Re r  0;  (a)# 0
Efe
 rx=
g =
1
1 + r=
0
; (19.8)
with, cf. (19.6), 1=
0
given by: for  # 0,
1

0
= !
11
[1 +
1
   1
B
12
(
1
B
11
)
(
12
 1)=( 1)


12
 
] + o(

12
 
); (19.9)
whenever
 = 
11
< 
12
<    < 
1N 1
:
The relation implies that x= is negative exponentially distributed with rst moment 1=
0
.
Remark 19.1 The derivation above can be repeated for general N , and it is seen that the result
(19.8) is again obtained with 1= given by
1

0
= !
11
[1 +
1
   1
N
X
i=2
B
12
(
1
B
11
)
(
1i
 1)=( 1)


1i
 
] + o(

12
 
):
2
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