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INTRODUCTION 
Inverse problems in Nondestructive Evaluation (NDE) involve estimating the 
characteristics of flaws from measurements obtained during an inspection. Several 
techniques have been developed over the years for solving the inverse problem [1]. These 
techniques range from calibration approaches to numerical methods based on integral 
equations. Signal identification and classification is one of the more popular approaches for 
inverse problems encountered in many practical NDE applications. 
A variety of signal classification algorithms have been developed for the analysis of 
NDE data. A widely used implementation of signal classification systems in recent years is 
based on the use of neural networks. Neural networks are massively parallel 
interconnections of simple computing elements called neurons [2]. These networks acquire 
knowledge through a learning process. The information learned is stored in interneuron 
connection strengths also known as synaptic weights. 
A schematic of the overall signal classification strategy is shown in Figure 1. The 
signal is first mapped onto a lower dimensional vector composed of key discriminatory 
signal features which is then input to the neural network for classification. The learning 
process in neural networks takes the form of adapting the synaptic weights using an 
iterative algorithm such as the backpropagation algorithm [2,3], simulated annealing [2] 
and self-organization [2,3]. During training in a supervised manner, the network is 
provided with a set of input patterns and the corresponding target outputs. The network 
then uses the learning algorithm to adapt its synaptic weights to reflect the mapping 
between the input and output. Unsupervised training uses only the input patterns and tries 
to extract discriminatory information through some form of self organization. 
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Figure 1. Overall signal classification scheme. 
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A desirable quality for neural networks to have is the ability to learn in an 
incremental fashion. This is the property of retaining previously learned knowledge while 
learning new information. Conventional networks like the MLP are not suited for 
incremental learning due to the fact that a single set of weights is used to learn all possible 
mappings. Use of a separate set of weights for each part of the input space provides the 
ability for incremental learning. 
Several studies related to incremental learning have been performed. Among these 
is the design of a modular network by Jacobs et al [4] in which a collection of networks is 
moderated by means of a gating network. Each module learns only a part of the input space 
and the cumulative output of the network is gated by the gating network to produce the 
final decision. The gating network is also responsible for deciding which module gets the 
current input pattern. Other designs use a number of modules of multilayer perceptrons 
(MLP), a commonly used network for pattern recognition. These modules are then 
combined (either through adding their outputs or by making use of a more sophisticated 
scheme) to produce the final output. Incremental learning can be accomplished by way of 
including additional modules as patterns from new classes arrive (for example, [5]). 
While these networks work well in practice, they also suffer from certain inherent 
disadvantages. Chief among these is the time required for training. These networks are not 
suited for learning in real time. Moreover, the use of separate modules means that the time 
for training increases as the number of modules increases. 
This paper investigates the capability of Adaptive Resonance Theory (ART) 
Networks for incremental learning. The network is tested using ultrasonic signals obtained 
during the inspection of welds in nuclear power plant piping. 
The organization of this paper is as follows. The next section introduces ART 
networks and a common variant, the ARTMAP. The architecture and learning strategy are 
discussed. Section 3 describes the databases used for classification followed by results and 
discussion. Finally, section 4 draws conclusions and suggests issues for future 
investigation. 
ADAPTIVE RESONANCE THEORY (ART) NETWORKS 
Adaptive resonance theory (ART) networks are self organizing neural 
networks that may be trained in either supervised or unsupervised manner. There are 
several versions of the ART network. Among them are the ARTl network [6], used for 
binary input patterns, the ART2 and ART3 networks, used for analog patterns and the 
Fuzzy ART [7], used with fuzzy systems. All these networks learn in an unsupervised 
manner. The family of ART networks that are trained in a supervised manner are often 
referred to as ARTMAP networks. A description of both types of networks follows. 
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Figure 2. Schematic of the ARTl network. 
The schematic of an ARTl network is shown in Figure 2. The network has two 
layers of nodes fully interconnected by two sets of directional weights. The bottom layer is 
called the Fllayer while the top layer is called the F2 layer. The set of interconnection 
weights from the Fl nodes to the F2 nodes are known as the bottom-up weights while the 
interconnection weights in the opposite direction are called the top-down weights. The 
nodes in the F2 layer are used to store the classification information. The top-down and 
bottom-up weights store the representative patterns (also called the exemplars) for the 
classes. In addition, a control parameter called the vigilance (p), is provided as shown in 
Figure 2. 
The ART algorithm resembles a clustering algorithm. The input pattern is presented 
at the Fllayer. The activation at the ith node of the output F2layer is computed as 
(1) 
where Bi is the bottom-up weights and X is the input pattern and IX is usually set much less 
than 1. 
The node with the maximum activation represents the class in which the pattern X 
will be clustered. However. learning does not take place yet. Once the representative class 
has been selected, the exemplar for that class is read and presented at the Fl layer as a 
second set of inputs. This exemplar is then compared with the input pattern. A quantitative 
measure of the similarity between the exemplar and the input pattern is computed using the 
expression 
,tJT(k)nxll 
IIT(k)11 
where T(k) is the top-down weights for node k in the F2 layer. 
(2) 
Learning takes place if the stored exemplar and the input pattern are similar (A > p). 
If the stored exemplar and the input are not similar, the current node is held low and the 
network searches for a better representation. This cycle is repeated till (a) a suitable node is 
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found or (b) a new category is formed with an unused node or (c) the network runs out of 
nodes. In the first two cases, the network weights are adapted using 
B(k)=B(k)nX; T(k)=T(k)nX. (3) 
In the last case described by (c) above, the network starts over again with a new pattern. 
The expressions shown above describe the ARTl network for binary patterns. The 
Fuzzy ART [7] network operation is also similar to the one described above. The only 
changes are in the expressions where the intersection operation (n) is replaced by the 
fuzzy intersection operation (represented by 1\.) . The fuzzy intersection operation between 
two numbers selects the minimum of the two numbers. Use of the fuzzy intersection 
operation requires that the numbers be normalized to the range [0,1]. 
The ART networks described above are unsupervised learning networks. 
However, many pattern recognition applications require supervised learning particularly 
when we need to associate a name or a class with a pattern. For such applications, the 
family of supervised learning ART networks (the ARTMAP [8]) is used. A schematic of 
the ARTMAP is shown in Figure 3. Two ART modules are connected by a layer of nodes 
known as the map layer. The individual ART modules (ART. and ARTb) may be binary or 
fuzzy in nature. The map layer is associated with a second vigilance parameter pab. The 
learning algorithm for the ARTMAP is as follows. 
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(l) Initialize all weights. 
(2) Present input at ARTa and target output at ARTb. Allow category formation in 
both modules. The F21ayer nodes in ARTb encode the class information. 
(3) Get predicted output class information from ARTa by using the map field 
weights Wab. 
(4) Compare predicted class with the with actual class information. If they are the 
same, go to step 6. 
(5) Reset current representation in ART. and search for a better representation. 
Repeat steps 4 and 5 until a correct match is found. 
(6) Update all weights in both modules. 
(7) Go to step 2. 
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Figure 3. ARTMAP schematic. 
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Figure 4. Inspection geometry for ultrasonic weld inspection. 
RESULTS AND DISCUSSIONS 
The fuzzy ARTMAP network was used for the classification of signals 
obtained from ultrasonic inspection of welds in nuclear power plants. The inspection 
geometry is shown in Figure 4. A cross-section of the weld with the three possible classes-
cracks, counterbores and root welds- from which reflections are obtained is shown. Two 
different databases were used to test the network. 
DATABASE I 
The first database consisted of A-scans from three different classes. Two different 
inspection frequencies, 1 MHz and 2.25 MHz, were used at a sampling frequency of 10 
MHz. In both cases, the discrete wavelet transform (DWT) coefficients of the A-scans were 
used as the features based on which the classification was done. 
The network performance was recorded for both non-incremental and incremental 
learning cases. In the first test, the network was provided training signals from all three 
classes. There were 90 signals in the training database for I MHz signals and 160 for the 
2.25 MHz signal database. In both cases, the network learned in one epoch (one 
presentation of the entire training set is called an epoch). A vigilance value of 0.8 and a 
equal to 0.001 was used. The performance of the trained network on signals in a test set is 
shown in Table I. 
In order to test the incremental learning capability, the network was first trained 
with signals from cracks and counterbores only. The network was then trained again with 
signals from rootwelds. (In the case of 1 MHz signals, the network was trained with cracks 
and rootwelds first, with counterbores added later). Training was accomplished in 2 epochs 
Table I Fuzzy ARTMAP classification results for database I with non-incremental learning. 
Inspection Cracks Total Frequency C ou nterbores Rootwelds classification 
1 MHz 100 % 100 % 100 % 100 % (43/43) (68/68) (45/45) (156/156) 
2.25MHz 64.06 % 62.96 % 95.91 % 73.05 % (41/64) (34/54) (47/49) (131/167) 
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Table 2 Fuzzy ARTMAP results for database I with incrementalleaming. 
In s pection C rac k s Counterbore s Total F req u e n c y Rootwelds classification 
I MHz 100 % 100 % 100 % 100 % (43/43) (68/68) (45 145) (156/156) 
2 .25MH z 75 % 68 .5 % 93.8 % 78.44 % (48/64) (37/54) (46/49) (131/167) 
for each set of training data. The results on a validation data set are shown in Table 2. The 
value of vigilance used was 0.8 while <X was set at 0.001. The signals used for training are 
the same as those used in the non-incremental case to provide ease of comparison. The 
tables clearly demonstrate that the network performs exceedingly well in classifying the 
1 MHz signals. 
DATABASE II 
Database II consisted of C-scan images obtained by automatic scanning of welds. Again, 
two inspection frequencies were used (l MHz and 2.25 MHz) but the sampling frequency 
was 25 MHz. The network was trained with 1200 samples in the 2.25 MHz and 1000 
samples in the 1 MHz training databases. The vigilance factor was set at 0.8 and <X was set 
at 0.001. The results are shown in Figures 5 and 6 in the form of classification images. In 
each of the two classification images, the light gray region represents the counterbore while 
the white region is the rootweld. Cracks are indicated as a dark gray region. In both the 
images, the background is black in color. 
CONCLUSIONS 
Results obtained using the fuzzy ARTMAP indicate that the network is capable of 
providing very accurate classification results. The network can train very fast with very few 
presentations of the input set. Results for both non-incremental and incrementalleaming 
are given. The ART algorithm is naturally suited for incrementalleaming. The reasons for 
the increased classification errors in the case of 2.25 MHz signals is being studied. 
1>MfV» ___ 
.. 
.. 
I .. 
t. .. 
I 1 .. 
I • 
• 
----
Figure 5. Original and Fuzzy ARTMAP generated C-scan images (2.25 MHz). 
756 
()IgInoIC-_ 
----
eo 
... 
I I .. 
~ ~ j J .. 
J I :to 
I • 
. • • ~~Ift ... 
Figure 6. Original and Fuzzy ARTMAP generated C-scan images (I MHz). 
Another aspect of neural network based signal classification systems is reliability. 
Reliability of the network decision can be quantified by a confidence level. This 
information can in turn be used by operators to take appropriate actions. A low value of 
reliability may require re-scanning at a different frequency or inspection angle. This work is 
currently under way. 
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