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Abstract
In this paper, we present a result concerning the reconstruction of permutation matrices from
their diagonal sums. The problem of reconstructing a sum of k permutation matrices from its
diagonal sums is NP-complete. We prove that a simple variant of this problem in which the
permutation matrices lie on a cylinder instead of on a plane can be solved in polynomial time.
We give an exact, algebraic characterization of the diagonal sums that correspond to a sum of
permutation matrices. Then, we derive an O(kn2)-time algorithm for reconstructing the sum of
k permutation matrices of order n from their diagonal sums. We obtain these results by means
of a generalization of a classical theorem of Hall on the 0nite abelian groups. c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Combinatorial problem; Discrete tomography; Permutation; Permutation matrix; Diagonal sum;
Finite abelian group
1. Introduction
A lattice set is a 0nite subset of the integer lattice Z2. It can be represented by a
(0; 1)-matrix 1 as shown in Fig. 1. A discrete X-ray of a lattice set in a direction u
is the function giving the number of points on each line parallel to u (see Fig. 1).
Discrete Tomography studies the inverse problem of reconstructing a lattice set from
its discrete X-rays. This problem is of fundamental importance in 0elds such as image
processing [15], statistical data security [10], biplane angiography [12], graph theory [1]
and reconstructing crystalline structures from X-rays taken by an electron microscope
[11]. For a survey on the state-of-the-art in discrete tomography we suggest the recent
book [9].
 This work is partially supported by Vigoni project and by PAR University Siena project.
E-mail address: dellungo@unisi.it (A. Del Lungo).
1 If k∈N, then a (0; 1; : : : ; k)-matrix is one whose entries all are from {0; 1; : : : ; k}.
0304-3975/02/$ - see front matter c© 2002 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(02)00015 -4
236 A. Del Lungo / Theoretical Computer Science (2002) 235–249
 (1,0)
 (0,1)
 (1,1)
1 1 1 1
2
1 2
3
2
3
3
3
1
1
1
0
0
12 2 3 2 3 12 2 3 2 3
2
3
3
3
1
1
1
2
3
1
0
0
1 1 11 2
1
1 1 1
1 1
1
1
1 1
1
1
0
0 0
0 0 0 1 0
0 0 0 00
0
0 0 0 0 0
0 0 0
0 0
X   F
X   F
X   F
 F
Fig. 1. A lattice set F with the corresponding (0; 1)-matrix. X(1;0)F; X(0;1)F and X(1;1)F are the discrete
X-rays in the directions (1; 0); (0; 1) and (1; 1).
A permutation matrix A of order n is a (0; 1)-matrix of size n by n such that
AAT =ATA= In, where AT is the transpose of A and In denotes the identity matrix of
order n. The n! permutation matrices of order n are obtained from In by permuting the
columns of In. The de0nition implies that a permutation matrix has a single entry “1”
in each row and column and all other entries “0”. Therefore, the value of its X-ray in
horizontal or vertical direction is equal to 1. The values of the X-ray in horizontal and
vertical directions are equal to the row and column sums of the matrix, respectively.
A sum of k permutation matrices gives a (0; 1; : : : ; k)-matrix A such that all of the row
and column sums of A are equal to k. This is a well-known class of matrices having
some interesting combinatorial properties [2].
In [3] the authors study the reconstruction of permutation matrices from their X-rays
in some prescribed 0nite set of directions. They present a 0rst approach to character-
izing permutation matrices that are accessible only via their X-rays.
The purpose of this paper is to study the reconstruction of sums of permutation
matrices from their X-rays in the diagonal direction (1; 1). The X-ray in the direc-
tion (1; 1) is equal to the diagonal sums of the matrix. From the results proved in
[3], it follows that the reconstruction of sums of k permutation matrices from their
diagonal sums is NP-complete. We tackle a very simple variant of this problem in
which the permutation matrices lie on a cylinder instead of a plane. In this case, quite
surprisingly, the problem can be solved in polynomial time. We give an exact, alge-
braic characterization of the diagonal sums that correspond to a sum of permutation
matrices. This means that we provide a necessary and suHcient consistency condition
for an integral vector to be the diagonal sums of a sum of permutation matrices. We
point out that this condition can be checked in linear time. Moreover, we derive an
O(kn2) time algorithm for reconstructing a sum of k permutation matrices of order n
from its diagonal sums. We obtain these results by generalizing a classical theorem of
Hall on 0nite abelian groups [7]. The algorithm follows from the constructive proof of
the theorem.
We point out that the characterization of permutation matrices that are accessible
only via their X-rays is a project of Maurice Nivat, and this paper arose from several
discussions with Maurice on the topic.
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2. The planar case
A sum of k permutation matrices of order n gives a matrix A=(ai; j) such that
06ai; j6k and all the row and column sums of A are equal to k (see Fig. 2). Con-
versely, if A is a (0; 1; : : : ; k)-matrix of order n having all its row and column sums
equal to k, then there exist k permutation matrices P1; : : : ; Pk of order n such that
A=P1 + · · · + Pk . This result is a corollary of the celebrated BirkhoL–von Neumann
Theorem [2, pp. 9,10].
Let A=(ai; j) be a sum of k permutation matrices of order n, and let D=(d1; d2; : : : ;
d2n−1) be its diagonal sums. This means that, di =
∑i
h=1 ah; i−h+1, for i=1; : : : ; n; and
dn+i =
∑n
h=i+1 ah; n+i−h+1, for i=1; : : : ; n−1. Then D satis0es the following conditions:
06 di 6 ki for i = 1; : : : ; n; (2.1)
06 dn+i 6 k(n− i) for i = 1; : : : ; n− 1; (2.2)
2n−1∑
i=1
di = kn: (2.3)
Moreover, since k
∑n
i=1 i + k
∑n
j=1 j=
∑
i+j=k+1(i + j)dk , we have
2n−1∑
i=1
idi = kn2: (2.4)
We can now introduce the following decision problem on the sum of permutation
matrices.
Consistency of the diagonal sums of sums of permutation matrices (DSSPM)
Instance: A vector D=(d1; d2; : : : ; d2n−1) with integer entries and satisfying condi-
tions (2.1)–(2.4), and a non-negative integer k.
Question: Is there a (0; 1; : : : ; k)-matrix of order n that has all the row and column
sums equal to k and diagonal sums equal to D?
Conditions (2.1)–(2.4) are not suHcient conditions for the existence of a solution
of the problem. For example, suppose that D=(1; 0; 1; 1; 0; 0; 0; 1; 1), with n=5 and
k=1. The vector D satis0es 06di6i, for i=1; : : : ; 5, 06d5+i65− i, for i=1; : : : ; 4,
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Fig. 2. A sum of three permutation matrices of order 6 and its diagonal sums.
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∑9
i=1 di =5 and
∑9
i=1 idi =25 (i.e., D satis0es conditions (2.1)–(2.4)). But there is
no a permutation matrix of order 5 that has diagonal sums equal to D.
In [3] it is shown that the previous problem is NP-complete on the class of per-
mutation matrices (i.e., when k =1). From this result it follows that DSSPM is NP-
complete.
3. The cylindrical case
We now consider a simple variant of DSSPM in which the permutation matrices
belong to a cylinder instead to a plane (see Fig. 3(b)).
Let A=(ai; j) be a sum of k permutation matrices of order n, and let D=(d1; d2; : : : ;
d2n−1) be its diagonal sums. By connecting the two opposite vertical sides of A as
shown in Fig. 3, we obtain a sum of k permutation matrices OA that lie on a cylinder.
The diagonal sums of OA are given by a vector OD=( Od1; Od2; : : : Odn) such that Odi =di+dn+i
for 16i¡n, and Odn=dn. We also say that OD is the cylindrical diagonal sums of A.
From conditions (2.1)–(2.3) we deduce that the cylindrical diagonal sums OD satisfy
06 Odi 6 kn for i = 1; 2; : : : ; n; (3.1)
n∑
i=1
Odi = kn: (3.2)
Moreover,
∑n
i=1 i Odi =
∑2n−1
i=1 idi−n
∑n−1
i=1 dn+i ; and so by condition (2.4):
∑n
i=1 i Odi =
n(kn −∑n−1i=1 dn+i). From condition (2.3) it follows that kn −
∑n−1
i=1 dn+i =
∑n
i=1 di.
Thus
n∑
i=1
i Odi = n; (3.3)
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Fig. 3. (a) A permutation matrix A and its cylindrical diagonal sums. (b) Its corresponding permutation
matrix OA on a cylinder.
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where  is an integer number such that k66kn, and it gives the sum of entries in
the 0rst n diagonals of A (i.e., =
∑n
i=1 di).
We can now de0ne Consistency of the Diagonal Sums of Sums of Permutation
Matrices (CDSSPM) assuming that the permutation matrices are on a cylinder.
Consistency of the cylindrical diagonal sums of sums of permutation matrices
(CDSSPM)
Instance: A vector OD=( Od1; Od2; : : : ; Odn) with integer entries and satisfying conditions
(3.1)–(3.3), and a non-negative integer k.
Question: Is there a (0; 1; : : : ; k)-matrix of order n that has all the row and column
sums equal to k and cylindrical diagonal sums equal to OD?
Quite surprisingly, conditions (3.1)–(3.3) imply the existence of a solution to this
decision problem. Therefore, we have three necessary and suHcient consistency condi-
tions for an integral vector to be the diagonal sums of a sum of permutation matrices,
and we claim we can check these conditions in linear time. We prove this claim by
proving a generalization of a classical theorem of Hall on the 0nite abelian groups [9].
We begin by reducing CDSSPM to the following decision numerical matching problem
on the additive group of integers modulo n (i.e., Zn= {0; 1; : : : ; n− 1}).
Numerical matching on Zn
Instance: A non-negative integer k, and a multiset C = {c1; c2 : : : ; ckn} of Zn.
Question: Are there k permutations 1; : : : ; k of the elements of Zn such that
i − 1 + h(i − 1) ≡ ch;i (mod n) for i = 1; : : : ; n; h = 1; : : : ; k; (3.4)
where {ci; h : 16i6n; 16h6k}=C?
Lemma 3.1. There is a linear transformation from CDSSPM to numerical matching
on Zn.
Proof. Given an instance OD=( Od1; : : : ; Odn) of the 0rst problem, we determine a multiset
C = {c1; : : : ; ckn} such that
c1 = · · · = c Od1 = 0;
c Od1+1 = · · · = c Od1+ Od2 = 1; : : : ; c Od1+···+ Odn−1+1 = · · · = ckn = n− 1: (3.5)
By conditions (3.1) and (3.2), the multiset C = {c1; : : : ; ckn} is an instance of numerical
matching on Zn. We prove that there exists a (0; 1; : : : ; k)-matrix A of order n that has
all the row and column sums equal to k and cylindrical diagonal sums equal to OD
if and only if there exist k permutations 1; : : : ; k of the elements of Zn satisfying
condition (3.4).
Let us suppose that there is a (0; 1; : : : ; k)-matrix A of order n that has all the row
and column sums equal to k and cylindrical diagonal sums equal to OD. There are k
permutation matrices P1 = (p
(1)
i; j ); : : : ; Pk =(p
(k)
i; j ) of order n such that A=P1 + · · ·+Pk .
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Let Bh= {(1; j1); (2; j2); : : : ; (n; jn)} be the set of pair such that p (h)i; ji =1. By setting
h(i−1)= ji−1, for i=1; : : : ; n, we obtain that h is a permutation of {0; 1; : : : ; n−1}.
From A=P1 + · · ·+Pk , it follows that OD= OD1 + · · ·+ ODk , where ODh is the cylindrical
diagonal sums of the permutation matrix Ph, for h=1; : : : ; k. Since ODh=( Od
(h)
1 ; : : : ; Od
(h)
n )
is the sequence of cylindrical diagonal sums of Ph, there are Od
(h)
i distinct pairs (l; jl)
of Bh such that
l+ jl = i + 1 or l+ jl = n+ i + 1;
for each i = 1; : : : ; n. By the de0nition of h,
l− 1 + h(l− 1) = i − 1 or l− 1 + h(l− 1) = n+ i − 1;
that is
l− 1 + h(l− 1) ≡ i − 1 (mod n):
Therefore, for each h=1; : : : ; k, there is a set Lh⊂{1; : : : ; n} such that |Lh|= Od (h)i and
l− 1 + h(l− 1) ≡ i − 1 (mod n); ∀l ∈ Lh: (3.6)
By this relation, 1; : : : ; k is a solution for C of the matching problem. In fact,
Odi = Od
(1)
i + · · ·+ Od (k)i and C contains Odi elements equal to i − 1.
Conversely, let 1; : : : ; k be k permutations of the elements of Zn satisfying condi-
tion (3.4). By the de0nition of C, for each i=1; : : : ; n, there are k subsets L1; : : : ; Lk
of {1; : : : ; n} such that Lh satis0es condition (3.6), |Lh|= Od (h)i , for h=1; : : : ; k, and
Odi = Od
(1)
i + · · · + Od (k)i . Therefore, for each h=1; : : : ; k, there are Od (h)i distinct pairs
(l; h(l− 1) + 1) such that
l+ h(l− 1) + 1 = i + 1 or l+ h(l− 1) + 1 = n+ i + 1:
Consequently, the matrix Ph=(p
(h)
i; j ) having p
(h)
l; h(l−1)+1 = 1, for l=1; : : : ; n, and all
other entries 0, is a permutation matrix of order n and its ith cylindrical diagonal sum
is equal to Od (h)i . Since Odi = Od
(1)
i + · · ·+ Od (k)i , we have that the matrix A=P1 + · · ·+Pk
has all the row and column sums equal to k and ith cylindrical diagonal sums equal
to Odi.
From this lemma it follows that, if Numerical Matching on Zn can be solved in
polynomial time, then CDSSPM can be solved in the same computational time. Now,
by using a classical theorem of Hall [7], we show that if the non-negative integer k
of the instance is equal to 1, then this decision matching problem is solvable in linear
time.
Let G be a 0nite abelian group of order n. Let Mi denote the class of multisets of
G of size i.
Theorem 3.2 (Hall [7]). If G is a 4nite abelian group of order n, and C∈Mn, then
there exists a permutation  of the elements of G such that C = {a+ (a) : a∈G} if
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and only if
∑
c∈C
c = 0: (3.7)
Remark. This result was rediscovered by Salzborn and Szekeres [13], where they
proved the following equivalent of Hall’s Theorem:
• If C∈Mn−1, then there exists a permutation  of the elements of G and an element
g of G such that C = {a+ (a) : a∈G\{g}}:
Their proof is diLerent from Hall’s, but it is at the same “level” and “diHculty”. These
are constructive proofs of this result that give an algorithm to 0nd a permutation 
satisfying the statement of the theorem in time O(n2).
We point out that the theorem states that condition (3.7) is a necessary and suHcient
consistency condition for the existence of a permutation  of the elements of G such
that C = {a+(a) : a∈G}. Therefore, we can establish the existence of this permutation
in linear time. However, if we want to construct such a permutation, then we have to
perform the algorithm deduced by one of the constructive proofs of the theorem, and
these algorithms have computational complexity O(n2).
The additive group Zn is a 0nite abelian group of order n and so by Hall’s Theorem,
if k =1, there exists a solution of numerical matching on Zn if and only if the instance
C satis0es condition (3.7) (i.e.,
∑n
i=1 ci =0 on Zn). Since we can check this condition
in linear time, we obtain that, if k =1, the decision matching problem can be solved
in linear time, and so Lemma 3.1 establishes that CDSSPM can be also solvable in
linear time.
By proceeding in a similar fashion, we deduce that CDSSPM can be solved in
linear time for each k¿1, if we are able to prove the following generalization of
Hall’s Theorem.
Theorem 3.3. If G is a 4nite abelian group of order n, and C∈Mkn, where k is a
positive integer number, then there exist k permutations 1; : : : ; k of the elements of
G such that
C = {a+ i(a) : a ∈ G; 16 i 6 k} (3.8)
if and only if
∑
c∈C
c = 0: (3.9)
Condition (3.9) is necessary for the existence of k permutations 1; : : : ; k of G satis-
fying condition (3.8). The theorem can be proved by using a result from combinatorial
group theory. We introduce a de0nition which allows us to present this theorem.
The Davenport constant D(G) of G is the least integer d such that for any C∈Md
there is K⊂C such that ∑c∈K c=0.
Theorem 3.4. Let G be a 4nite abelian group of order n. If C∈Mm, with m¿n +
D(G)− 1, then there is K⊂C such that |K |= n and ∑c∈K c=0.
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Remark. This theorem has been proved by Gao [6] in 1996 and some generalizations
can be found in [4,8]. This theorem belongs to “Zero-Sum Ramsey Theory” which is
a newly established area of combinatorics. The paradigm of zero-sum problems is the
following:
• suppose the elements of a combinatorial structure are mapped into a 0nite group G.
Does there exists a prescribed substructure such that the sum of the weights of its
elements is 0 in G?
A survey of Zero-Sum Ramsey Theory is given in [5], and a recent result can be found
in [14].
Proof of Theorem 3.3. Since D(G)6n, it follows from Theorem 3.4 that for any C ∈
M2n−1 there is K⊂C such that |K |= n and
∑
c∈K c=0. Consequently, every C∈Mkn
with
∑
c∈C c=0 can be split into k subsets each of size n, and each of which also
sums to 0. Theorem 3.3 follows from this result and Hall’s Theorem.
By Theorem 3.3, there exists a solution of numerical matching on Zn if and only
if its instance C satis0es condition (3.9). Consequently, the matching problem can be
solved in linear time, and so CDSSPM can be also solved in linear time.
Moreover, condition (3.9) for the instance C = {c1; : : : ; ckn} corresponds to condition
(3.3) for the instance OD=( Od1; Od2; : : : ; Odn). In fact, by the de0nition of C,
kn∑
i=1
ci =
n∑
i=1
(i − 1) Odi;
and by condition (3.2) we deduce that
∑kn
i=1 ci =0 on Zn if and only if
∑n
i=1 i Odi = n,
where  is an integer number such that k66kn. Therefore:
Theorem 3.5. There is a (0; 1; : : : ; k)-matrix of order n that has all the row and
column sums equal to k, and cylindrical diagonal sums equal to OD=( Od1; Od2; : : : ; Odn) if
and only if OD satis4es conditions (3.1)–(3.3).
3.1. The reconstruction problem
Now we tackle the problem of reconstructing a (0; 1; : : : ; k)-matrix of order n from
its cylindrical diagonal sums, given that its row and column sums all equal k. That
is, given a vector OD=( Od1; Od2; : : : ; Odn) that satis0es conditions (3.1)–(3.3), we want to
reconstruct a (0; 1; : : : ; k)-matrix of order n that has all its row and column sums equal
to k, and its cylindrical diagonal sums equal to OD.
Suppose a multiset C of Mkn satisfying condition (3.9) is given. If we are able
to provide a polynomial-time algorithm for determining k permutations 1; : : : ; k of
G satisfying condition (3.8), then we can determine a solution of numerical match-
ing on Zn in polynomial time. So, if we are able to devise this algorithm, then the
proof of Lemma 3.1 gives a procedure for reconstructing a (0; 1; : : : ; k)-matrix from its
cylindrical diagonal sums.
Since the existing proofs of Theorem 3.4 are not constructive, we propose an al-
ternative, direct and constructive proof of Theorem 3.3. This proof provides an eHcient
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algorithm for determining the k permutations 1; : : : ; k of G satisfying condition
(3.8).
An alternative and constructive proof of Theorem 3.3. We introduce the following no-
tation and de0nitions:
• M0k is the set of the multisets G of size k and sum 0;
• S is the group of permutations of G;
• T=S×G is the set of “tagged permutations” of G;
• for ∈S; g∈G (i.e., (; g)∈T) and C∈Mn write
  C if C = {a+ (a) : a ∈ G}
(; g)  C if C = {a+ (a) : a ∈ G\{g}}:
Using this notation, Hall’s Theorem can be formulated as follows:
∀C ∈Mn : (∃ ∈S :   C)⇔ C ∈M0n
and the equivalent formulation of Salzborn and Szekeres (see the remark after Theorem
3.2) becomes
∀C ∈Mn−1 ∃(; g) ∈T : (; g)  C:
We now de0ne a transition system on T :
• for (; g); (′; g′)∈T and (c; d)∈G×G write (; g) (c; d)→ (′; g′) if
′ =  ◦ ((g); (g′)); g+ (g′) = c; g′ + (g′) = d;
(i.e.,  and ′ diLer just by exchanging the values taken for g and g′ (provided
g = g′)).
• if g= g′ (or equivalently c=d or = ′), we have a degenerate transition.
Notice that,
• if (; g)C∈Mn−1 and (; g) (c; c)→ (; g) (i.e., a degenerate transition), then C ∪
{c}∈M0n .
The main tool of the proof is the following concept of a coupled system: Let A;B
be two copies of T that will interact by sending each other “messages” (i.e., elements
from G) in an alternating way:
• if A is in state (; a) and receives c from B, it performs the transition (; a) (c; d)→
(′; a′) and sends d to B;
• if B is in state (; b) and receives d from A, it performs the transition (; b) (d; c
′)→
(′; b′) and sends c′ to A;
• initially A is in state (0; a0) and B is in state (0; b0) and A receives c0∈G.
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This process generates transition sequences
in A: (0; a0)
(c0 ;d0)→ (1; a1) (c1 ;d1)→ (2; a2) (c2 ;d2)→ · · ·
in B: (0; b0)
(d0 ;c1)→ (1; b1) (d1 ;c2)→ (2; b2) (d2 ;c3)→ · · · :
We have the following properties. Let Aj; Bj∈Mn−1 with (j; aj)Aj and (j; bj)Bj.
Then
Aj+1 = (Aj\{dj}) ∪ {cj}; Bj+1 = (Bj\{cj+1}) ∪ {dj}:
From these relations it is easy to deduce that
aj+1 = aj + dj − cj; bj+1 = bj + cj+1 − dj: (3.10)
The process ends when it produces a degenerate transition (i.e., (i; ai)
(ci ; ci)→ (i; ai) or
(i; bi)
(di; di)→ (i; bi)). Hence either the coupled system produces a degenerate transition
or the process continues inde0nitely. We show that this second alternative cannot arise.
Assume that the process continues inde0nitely. Since a0; : : : ; aj and b1; : : : ; bj are chosen
from the 0nite group G, we have two possibilities:
1. there exist i and j such that j¿i, a0; : : : ; ai; : : : ; aj are all distinct, b0; : : : ; bj are all
distinct, but aj+1 = ai;
2. there exist i and j such that j¿i, a0; : : : ; aj+1 are all distinct, b1; : : : ; bi; : : : ; bj are
all distinct, but bj+1 = bi;
In the 0rst case, by relation (3.10), aj+1 = ai +di − ci. Since aj+1 = ai we have di = ci,
and so by sending the (2i)th “message” we obtain (i; ai)
(ci ; ci)→ (i; ai) and the process
ends.
In the second one, by relation (3.10), bj+1 = bi + ci+1 − di. Since bj+1 = bi we have
ci+1 =di, and so by sending the (2i+1)th “message” we obtain (i; bi)
(di; di)→ (i; bi) and
the process ends.
Consequently, the coupled system produces a degenerate transition in i steps, with
i¡n. More precisely:
Lemma 3.6. Let (0; a0)A0, (0; b0)B0, c0∈G be a starting position of the coupled
system. Then there exists an integer i¡n such that iAi ∪{ci}∈M0n or iBi∪{di}
∈M0n .
This lemma allows us to prove Theorem 3.3:
Let M be the set of the 0rst 2n− 1 elements of a multiset C∈M0kn (i.e., C satis0es
condition (3.9)). We have that M =A0 ∪B0 ∪{c0}, where A0; B0∈Mn−1, c0∈G. By
Hall’s Theorem, there exist (0; a0); (0; a0)∈T such that (0; a0)A0 and (0; b0)B0.
By Lemma 3.6, there exists i¡n such that iAi ∪{ci}∈M0n or iBi ∪{di}∈
M0n . If iAi ∪{ci}, then set C1 =Ai ∪{ci} and 1 = i, else set C1 =Bi ∪{ci} and
1 = i. Since 1C1∈M0n and C∈M 0kn, we have that C′=C\C1∈M 0(k−1)n. Therefore,
by repeating the procedure recursively on C′, we obtain k permutations 1; : : : ; k of
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G such that 1C1∈M0n ; : : : ; k Ck ∈M0n , with C =C1 ∪ · · · ∪Ck . This means that
1; : : : ; k satisfy condition (3.8) of Theorem 3.3.
This direct proof of Theorem 3.3 provides an algorithm which 0nds k permuta-
tions 1; : : : ; k of G satisfying condition (3.8). The algorithm performs the proce-
dure described in the proof of the theorem k − 1 times. At 0rst this procedure 0nds
(0; a0); (0; a0)∈T such that (0; a0)A0 and (0; b0)B0 in O(n2) time, by using
the algorithm deduced by the proof of Hall’s Theorem. Then, by running the cou-
pled system it achieves a degenerate transition 1C1∈M0n in O(n) time. Therefore,
the computational complexity of the procedure is O(n2). Consequently, we are able to
determine a solution of numerical matching on Zn in time O(kn2).
Example 3.7. Assume that the abelian group G=Zn, with n=6. The multiset C =
{4; 3; 3; 0; 3; 5; 2; 5; 1; 4; 3; 4; 1; 1; 4; 1; 4; 0}∈M018. In fact, it is a sequence of 18 elements
of Z6 = {0; 1; 2; 3; 4; 5}, k =3, and C satis0es condition (3.8) (the sum of its ele-
ments is 48≡ 0 (mod 6)). We take the 0rst 2n − 1=11 elements and we set A0 =
{4; 3; 3; 0; 3}; B0 = {5; 2; 5; 1; 4} and c0 = 3. By performing the algorithm deduced by
the proof of Hall’s Theorem on A0 and B0, we 0nd (0; a0)A0 and (0; b0)B0,
where
0 = (4; 2; 1; 3; 5; 0); a0 = 5; 0 = (5; 1; 3; 4; 0; 2); b0 = 5:
Then we run the coupled system:
(0; a0)
(c0 ;d0)→ (1; a1); where 1 = (0; 2; 1; 3; 5; 4); a1 = 0; d0 = 4; A1 = {3; 3; 0; 3; 3};
(0; b0)
(d0 ;c1)→ (1; b1); where 1 = (2; 1; 3; 4; 0; 5); b1 = 0; c1 = 5; B1 = {2; 5; 1; 4; 4};
(1; a1)
(c1 ;d1)→ (2; a2); where 2 = (5; 2; 1; 3; 0; 4); a2 = 4; d1 = 3; A2 = {5; 3; 3; 0; 3};
(1; b1)
(d1 ;c2)→ (2; b2); where 2 = (3; 1; 2; 4; 0; 5); b2 = 2; c2 = 5; B2 = {3; 2; 1; 4; 4};
(2; a2)
(c2 ;d2)→ (3; a3); where 3 = (5; 2; 0; 3; 1; 4); a3 = 2; d2 = 3; A3 = {5; 3; 0; 5; 3};
(2; b2)
(d2 ;c3)→ (3; b3); where 3 = (3; 2; 1; 4; 0; 5); b3 = 1; c3 = 2; B3 = {3; 3; 1; 4; 4};
(3; a3)
(c3 ;d3)→ (4; a4); where 4 = 3 a4 = 2; d3 = 2; A4 = A3:
The coupled system produces a degenerate transition (3; a3)
(c3 ; c3)→ (3; a3) and the
process ends. Therefore, 3A3 ∪{c3}= {5; 3; 0; 5; 3; 2}∈M06 and we set C1 =A3 ∪
{c3}, 1 = 3, and C′=C\C1 = {3; 3; 1; 4; 4; 4; 1; 1; 4; 1; 4; 0}∈M012.
Now, we repeat the procedure on C′. We take the 0rst 2n−1=11 elements and we
set A0 = {3; 3; 1; 4; 4}; B0 = {4; 1; 1; 4; 1} and c0 = 4. Since A0 is equal to the previous
B3, we have that (0; a0)A0 where
0 = (3; 2; 1; 4; 0; 5); a0 = 1:
So, we perform Hall’s algorithm only on B0. We 0nd (0; b0)B0, where
0 = (4; 0; 5; 1; 3; 2); b0 = 5:
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Then we run the coupled system:
(0; a0)
(c0 ;d0)→ (1; a1); where 1 = (2; 3; 1; 4; 0; 5); a1 = 0; d0 = 3; A1 = {4; 3; 1; 4; 4};
(0; b0)
(d0 ;c1)→ (1; b1); where 1 = (2; 0; 5; 1; 3; 4); b1 = 0; c1 = 4; B1 = {1; 1; 4; 1; 3};
(1; a1)
(c1 ;d1)→ (2; a2); where 2 = (4; 3; 1; 2; 0; 5); a2 = 3; d1 = 1; A2 = {4; 4; 3; 4; 4};
(1; b1)
(d1 ;c2)→ (2; b2); where 2 = (1; 0; 5; 2; 3; 4); b2 = 3; c2 = 4; B2 = {1; 1; 1; 1; 3};
(2; a2)
(c2 ;d2)→ (3; a3); where 3 = (4; 3; 2; 1; 0; 5); a3 = 2; d2 = 3; A3 = {4; 4; 4; 4; 4};
(2; b2)
(d2 ;c3)→ (3; b3); where 3 = (1; 2; 5; 0; 3; 4); b3 = 1; c3 = 1; B3 = {1; 1; 3; 1; 3};
(3; a3)
(c3 ;d3)→ (4; a4); where 4 = (4; 3; 5; 1; 0; 2); a4 = 5; d3 = 4; A4 = {4; 4; 1; 4; 4};
(3; b3)
(d3 ;c4)→ (4; b4); where 4 = (1; 3; 5; 0; 2; 4); b4 = 4; c4 = 1; B4 = {1; 4; 1; 3; 3};
(4; a4)
(c4 ;d4)→ (5; a5); where 5 = 4 a5 = 5; d4 = 1; A5 = A4:
The coupled system produces a degenerate transition (4; a4)
(c4 ; c4)→ (4; a4) and the
process ends. Therefore, 4A4 ∪{c4}= {4; 4; 1; 4; 4; 1}∈M06 and we set C2 =A3 ∪
{c3}, 2 = 3, and C′′=C′\C2 = {1; 4; 1; 3; 3; 0}∈M 06 . Since C′′=B4∪{0}, we have
that 4C′′. We set C3 =C′′ and 3 = 4. Therefore, the algorithm provides three
permutations
1 = (5; 2; 0; 3; 1; 4); 2 = (4; 3; 5; 1; 0; 2); 3 = (1; 3; 5; 0; 2; 4)
such that 1C1; 2C2; 3C3, with C =C1 ∪C2 ∪C3. This means that 1; 2; 3 is a
solution for the instance C of numerical matching on Z6.
From the previous algorithm and the proof of Lemma 3.1, it follows that:
Theorem 3.8. Let OD=( Od1; : : : ; Odn) be a vector satisfying conditions (3.1), (3.2) and
(3.3). We can reconstruct a (0; 1; : : : ; k)-matrix of order n that has all the row and
column sums equal to k, and cylindrical diagonal sums equal to OD in time O(kn2).
The basic steps of this reconstruction algorithm are the following: given an instance
OD=( Od1; : : : ; Odn) satisfying conditions (3.1)–(3.3), we determine the multiset C = {c1;
: : : ; ckn} satisfying condition (3.8). Then, we perform the previous algorithm which
0nds a solution 1; : : : ; k for C of the matching problem. We de0ne the permutation
matrix Ph=(p
(h)
i; j ) that has p
(h)
i; h(i−1)+1 = 1, for i=1; : : : ; n, and all other entries 0, for
each h=1; : : : ; k. Finally, the matrix A=P1 + · · ·+ Pk is a (0; 1; : : : ; k)-matrix of order
n that has all the row and column sums equal to k and cylindrical diagonal sums OD.
For instance, if OD=(2; 4; 1; 4; 5; 2), we determine C = {0; 0; 1; 1; 1; 1; 2; 3; 3; 3; 3; 4; 4;
4; 4; 4; 5; 5}: The previous example gives the solution 1 = (5; 2; 0; 3; 1; 4); 2 = (4; 3; 5;
1; 0; 2); 3 = (1; 3; 5; 0; 2; 4) for C. Thus, the permutation matrices P1=(p
(1)
i; j ); P2=
(p (2)i; j ) and P3 = (p
(3)
i; j ) are such that:
p(1)1;6 = p
(1)
2;3 = p
(1)
3;1 = p
(1)
4;4 = p
(1)
5;2 = 1; p
(1)
6;5 = 1;
p(2)1;5 = p
(2)
2;4 = p
(1)
3;6 = p
(2)
4;2 = p
(2)
5;1 = 1; p
(2)
6;3 = 1;
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Fig. 4. A sum of three permutation matrices of order 6 and its cylindrical diagonal sums.
p(3)1;2 = p
(3)
2;4 = p
(3)
3;6 = p
(3)
4;1 = p
(2)
5;3 = 1; p
(3)
6;5 = 1;
and all other entries 0. Therefore, the matrix A=P1 + P2 + P3 is a (0; 1; 2; 3)-matrix
that has all the row and column sums equal to 3 and cylindrical diagonal sums
OD=(2; 4; 1; 4; 5; 2) (see Fig. 4).
3.2. Conjecture for CDSSPM on the class of (0,1)-matrices
In this subsection we tackle CDSSPM on the class of (0; 1)-matrices. Given a
vector OD=( Od1; Od2; : : : ; Odn) with integer entries, we have to establish the existence of a
(0; 1)-matrix of order n that has all the row and column sums equal to k and cylindrical
diagonal sums equal to OD.
The BirkhoL–von Neumann Theorem [2, pp. 9 and 10] provides an interesting de-
composition property for those (0; 1; : : : ; k)-matrices of order n having all the row and
column sums equal to k (see Section 2), which implies that if A is a (0; 1)-matrix of or-
der n all of whose row and column sums are equal to the positive integer k, then there
exist k permutation matrices P1; : : : ; Pk of order n such that A=P1 + · · ·+Pk . From this
decomposition, we deduce that CDSSPM applied to the class of (0; 1)-matrices could
give a result similar to Theorem 3.5.
Let OD=( Od1; : : : ; Odn) be the cylindrical diagonal sums of a (0; 1)-matrix of order n
such that all row and column sums are equal to k. The vector OD satis0es conditions
(3.2), (3.3), and
06 Odi 6 n; for i = 1; : : : ; n; (3.11)
instead of conditions (3.1). Therefore, condition (3.11) is necessary for the existence
of a (0; 1)-matrix of order n having all the row and column sums equal to k, and
cylindrical diagonal sums OD.
Condition (3.11) implies conditions (3.1), and so by Theorem 3.5, if OD satis0es
conditions (3.11), (3.2) and (3.3), there is at least one (0; 1; : : : ; k)-matrix of order n
that has all the row and column sums equal to k, and cylindrical diagonal sums equal
to OD. Now, we have to answer the following question:
• does this family of (0; 1; : : : ; k)-matrices contain at least one (0; 1)-matrix?
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Maurice Nivat and I feel that conditions (3.11), (3.2) and (3.3), imply the existence
of such (0; 1)-matrix. This means that
Conjecture 3.9. There is a (0; 1)-matrix of order n that has all the row and column
sums equal to k, and cylindrical diagonal sums equal to OD=( Od1; Od2; : : : ; Odn) if and
only if OD satis4es conditions (3.11), (3.2) and (3.3).
The instance OD=(2; 4; 1; 4; 5; 2) of the previous example satis0es conditions (3.11),
(3.2) and (3.3). There is at least one (0; 1; 2; 3)-matrix that has all the row and column
sums equal to 3 and cylindrical diagonal sums OD (see Fig. 4). This family of (0; 1; 2; 3)-
matrices contains the following (0; 1)-matrix that has all the row and column sums
equal to 3, and cylindrical diagonal sums equal to OD.
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