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1. INTRODUCTION 
It is well known ([l], [2], [3]) that the free boundary problems for analytic 
elliptic equation which arise naturally from some physical process (e.g. 
constant pressure free streamlines in fluid dynamics) have free boundaries 
that are analytic. The situation is different for parabolic equations. A simple 
example [4] shows that in the Stefan problem for the heat equation, the free 
boundary need not be analytic. In a general Stefan problem for quasilinear 
parabolic equations, however, Jiang Li-Shang [5] has shown that the free 
boundary must be infinitely differentiable. 
We prove the infinite differentiability of the free boundary in a Stefan 
problem by a method which is conceptually simpler than that of Li-Shang. 
Moreover, we obtain explicit recursion relations relating the size of successive 
derivatives of the boundary curve. These relations can be used to estimate 
thejth derivative in terms of the data as a function ofj. Thus the free bound- 
ary is shown to belong to a specific differentiability class. 
The problem considered is the simple Stefan problem 
Lu = u,, - ut = 0, in 0 < x < s(t), O<t<T 
up, t) = f(t) 2 0 and u(s(t), t) = 0 for O<t<T 
7.4(x, 0) = 0 for 0 < x < s(O), s(0) = b > 0 (1.1) 
1 This research was conducted under the auspices of the Brookhaven National 
Laboratory, Rockefeller University, the National Science Foundation Grant #6052 
and the United States Army, Mathematics Research Center, University of Wisconsin, 
Madison, Wisconsin, under Contract No.: DA-31-124-ARO-D-462. 
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and 
for O<t<TT, V-2) 
where f is continuous except for possibly a finite number of bounded jumps. 
For each S, 0 < S < 6, consider the approximating problem 
Lu, = 0, in 0 < x < ss(t), O<t<T, 
%(O, t) =f (9 and u&s(t), 0 = 0 for O<t<T, 
ug(x, 0) = 0 for 0 < x < do), @) = 6 (1.3) 
and 
2 (t) = s-12&(t) - 6; t) for O<t<T. (1.4) 
The existence of a solution (sa , us) satisfying (1.3) and (1.4) follows from 
retarding the time argument in the right hand side of (1.4) and employing 
the analysis of a similar treatment of (1.1) and (1.2) presented in [6]. Now it 
is reasonable to expect that sg tends to s and ug tends to u as S tends to zero. 
The known infinite differentiability of ug at (SE(t) - 6, t) implies immediately 
that ss is Cm. After some analysis we obtain that s is infinitely differentiable. 
The analysis involves estimating the derivatives of ss by bounds which are 
independent of 6. 
Recursive differentiation of ss via (1.4) involves computing directional 
derivatives of us in the direction of ss . Consequently, to simplify such 
derivatives, we introduce the change of variables 
4 = x - s*(t), r=t u*a 
and set 
w(it, T> = u&t + S*(T), T). (14 
It is easy to see that 
9w GE w** + SF)(T) WC - w, = 0, - G(7) < 5 -=z 0, O<r<T, 
w(- d4 7) =fW and w(0, T) = 0 for O<r<T, 
w(LO) = 0 for - Q(O) < 5 < 0, S,(O) = b, (1.7) 
and 
SjqT) = S%(- s, T) for O<r<T. U-8) 
Here for convenience and symmetry in notation in what follows we denote 
(1.9) 
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Also, set 
and consider 
(0’ 9v(o) = vjy’ + p(T) VE -vy=o, -a<(<O, 
387 
(1.10) 
O<r<T, 
(1.11) 
where 01 is a positive constant that will be chosen later. For j = 1, 2,..., 
(1.12) 
(1.12) 
NOW, it is obvious that aj/W commutes with - (a/&) and a2/at2 in 9’. 
Hence, 
Since for a function x 
f (sj%) = i (S) p g x, 
k=O 
(1.13) 
(1.14) 
it follows that 
r&(i) = - i (;) &I;-~', - 01 < ( < 0, 0 <T < T. (1.15) 
k=l 
Note also that 
_ i (j) $+~&k’ _ &F-k) + v(+k+l)}, 
k=l 
Since 
- a<&<% O<r<T. (1.16) 
SF)(T) = S%(j)( - 6, T), (1.17) 
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it suffices to estimate ZJ(~) in order to estimate @. The estimates will be 
obtained in the form of seven recursion relations. The main tool employed 
is the maximum principle which can be applied since ug is C” 
for sa(t) - oi < x < sa(t), 0 < t < T. 
The barrier employed in the maximum principle argument is the function 
and 
tqtJ> = - a-y. 
LEMMA 1. For-a<(<O,O<t<T,k,>O,i 
-W5‘) < - k, , 
y(--)a&, 
r(0) = k, . 
Moreover, if k, = 0, then for any 6, 0 < 6 < LY, 
WY( - 6) < ak, + cclk, . 
(1.18) 
(1.19) 
(1.20) 
1,2,3, 
(1.21) 
(1.22) 
PROOF. The lemma follows from elementary calculus and the fact that 
si”’ 3 0. 
Note that the 01 in front of k, in (1.22) is crucial in what follows since it 
can be seen from (1.17) and (1.15) that sf’ is estimated in terms of v(j) which 
is itself dependent on SF’. 
In the next section it is convenient to list the necessary facts for the deriva- 
tion of the recursion relations which follows in Section 3. At the end of 
Section 3 an estimate of the recursion relations is presented. In Section 4 
the paper is concluded with a demonstration that (sg , ug) converges to the 
solution (s, u) of (1.1) and (1.2) and that s is infinitely differentiable and satis- 
fies the estimates developed for sg . 
2. SOME FACTS 
From [7] it follows that 
z&c, t) = $ i: vla(r]) K(x, t, 0, rl) d?ir + ; 1; ~‘(4 W, 4 G(T), ‘I) drl, 
(2.1) 
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where 
1 
K(x, 4 E, 4 = 2&,2(t _ $I,2 exp 
and where the pIs and q2* are uniquely determined from the system of integral 
equations 
(2.3) 
From [6], consider the following lemma. 
LEMMA 2. Let u denote any solution of (1 .l) with s nondecreasing. Then, 
0 < p-‘W) - PI 4 < b-l Ilf I/T (2.4) 
forallO<t<TandO<p<b,where 
Ilf llT=,~~,lf’“‘l* W) 
A simple corollary of Lemma 2 is stated next. 
LEMMA 3. For all 6, 0 < 6 < b, 
0 < $‘(4 < b-l Ilf IIT. (2.6) 
From Lemma 3 and Lemma 2 of [S, p. 3801 the following estimate of ~~6 
and v2s can be given. 
LEMMA 4. For 0 < t < T, 
max{ll R* IIt, II vs6 IL} G Cl, 
where 
Cl = Ilf IITCO 9 
and 
(2.7) 
CW 
Co = Co@, llf IIT, T). (2.9) 
4wiW2-9 
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Here and in what follows Ci will denote computable constants. Note that 
the estimate (2.7) which is independent of 6, will be useful in obtaining in- 
terior estimates of the derivatives of ug . For this purpose, consider the restate- 
ment of Lemma 3 and Lemma 4 in [8, p. 3811. 
LEMMA 5. For z = .r + iy in the domain 
G, = {x I I Y / < x - CL, I y I < 4 - x - CL, p < x < s&) - p}, 
o<p<+, (2.10) 
u,(x, t) is an analytic function of the complex variable x. Moreover, for z in 
G, and 0 < t < T, 
I %(4 t> I G c, 1 (2.11) 
where 
C, = G&-L, b, lif /IT, T, Cd. (2.12) 
As an immediate corollary of Lemma 5, it follows from an application of 
the Cauchy-Riemann formula that for p + ss(t) - b < x -5 ss(t) - IL, 
/ $$ (x, t) 1 < C,C*%! ) (2.13) 
where 
C, = 4(b - p) p-l+Cz t ‘5-y b, llf IIT, T, Cl) (2.14) 
and 
c, = 2312~4. (2.15) 
Returning now to the transformed problem, an estimate for vy’ must be 
derived. From Lemma 2 and (2.13), it follows that 
,p’ = 0 , -+<o, O<r<T, 
I $%I 7) I < b-l llf IIT, O<r<T, 
(2.16) 
vjq(, 0) = 0, <t<o, 
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Set 
r&9 4 = r(5) f q, (2.17) 
where 
k, = 0, k, = C&a, k, = b-l llfll~. 
By a straightforward application of the maximum principle [9], it follows that 
yh(f, T> 3 0 for -+CO, O<r<T. 
Hence, for - b/2 < 4 < 0,O < T < T, 
where 
G = W, llf IIT > T) = W, Ip=w4 + b-l Ilf /IT. (2.19) 
The constant (Y can now be selected. Choose o( and fix it so that 0 < 01 < b/2 
and 
p = 1 - CL5 > 0. (2.20) 
Notice that the choice depends on b, jlf (IT and T. 
3. THE RECURSION RELATIONS 
For notational purposes, set 
9) = 11 sf’ IIT, 
U(j) = 11 a(i) IIT*a, 
Y(j) = 11 .:j) /IT,a, 
IV(j) = 11 9dj’ llT*N, 
iv’ = 11 79( - a, *) IIT ) 
Y(j) = 11 $(O, *) (IT, 
z(j) = /I w:j’(- a, *) IjT, 
where 11 IIT is defined by (2.5) and 
(3.1) 
(3.2) 
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for any functiong defined on 0 ,< 7 .< T, - a: < 5 < 0. From (1.15), (1.16), 
(1. lo), (1.7) and (3. I), it is clear that 
that 
and that 
tqo, T) = 0, O<r<T, 
(3.3) 
tq5,O) = 0, --cy<f<O, 
1 dj)(- (Y, T) ( < X(j), O<r<TT, 
S(j) = 6-l j/ dj)( - 6, -) /IT, (3.4) 
1) pw,G') /jT,a < il (3 S(k){&i-k) + cJ(O)V(i-k) + U(i--k+l)), 
1 wf)(O, T) j < Y”‘, O<r<T, 
(3.5) 
wjq(, 0) = 0, - a < 5 < 0, 
1 wyy- lx, T) j< z(j). 
Suppose now that all of the quantities Sck), Uk) ,,.., Zcb), k = 0, l,.,., j - 1, 
are known. Then considering (3.3) first, set 
k, = X(j), 
and 
k, = 0. 
Applying the maximum principle to the functions 
Y&, 4 = y(5) zt W& 7% 
it follows from Lemma 1 and (3.4) that 
(3.6) 
(3.7) 
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and 
By (2.18) and (2.20), (3.7) can be solved to yield 
whence 
S'i' < &ly (j S'k'p-"' + ,-l/g-lx's, 
k=l 
(3.9) 
(3.10) 
Also, from 1 ~(j)(.$, 7) 1 < r(f) and Lemma I, it follows that 
1 wjqo, T) 1 = $5 s-l 1 P(- s, T) 1 
< Gj s-y- 6) < ak, + a-‘KS , (3.11) 
where k, and k, are defined by (3.6). Hence, 
SCk)vtj-k) + a-lXCj). (3.12) 
Now, consider (3.5), and set 
k, = i (3 SCk){J,p-k) + S(O)~v’i-k) + UGkfl)}, 
k=l 
k, = 2'5' 
k, = Y(5). 
Applying the maximum principle to the functions 
(3.13) 
r&, T> = r(5) f f&5,4 
it follows from Lemma 1 that 
(3.14) 
S(k) WCi-k) + SlO)vCj-k) + u+k+lI} + z(i) + y(j). { 
(3.15) 
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The only remaining quantities to be estimated are the boundary terms 
X(j) and Z(j). From the transformation of variables (1.5), it is clear that 
(3.16) 
where it is understood that in the last summation on the right side that when 
R = j the sum is zero except for e = 0 in which case the sum is one. Likewise, 
It is important to note that the highest derivative of s:“’ appearing in (3.16) 
and (3.17) is (j - 1). By using the interior estimates for the x-derivatives 
of us with p = 42, it follows that X(j) and Z(j) can be estimated in terms of 
known quantities. 
The full set of recursion relations collected from (3.9), (3.10), (3.15), (3.3), 
(3.16), (3.12), and (3.17) is 
(a) 
(b) u(i) < $1 + afl-‘v’o’)~ (;) S(“)y(+--k) + (1 + 7 v(O)) x(j), 
k=l 
s(k) WC:‘-“, + ,~‘O’v’i-“1 + u'j-"+l'} { 
+ Z'O + yes 
, 
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(d) W(i) < -& (3 P)Vf--k), 
(e) 
(f) y(i) < ail ($ S(k)JfY-k) + (y-lX(j), 
and 
(g) 
(3.18) 
where in (e) and (g) Ca and C, are evaluated at p = (u/2 and when k = j the 
last sum in each is zero except when & = 0 in which case the sum is one. 
Computationally the recursion relations are solved for So),..., Z(j) in the order 
(e)-(g)-(a)-(b)-(f)-(c)-(d). Ob viously, the recursion relations are independent 
of S. Consequently, the existence of estimates for the derivatives of sg which 
are independent of 6 will follow from estimates of S(O), U(O),... Z(O) which are 
independent of 8. From (l.ll), (2.6), (2.13), (2.16), and (2.18), it follows that 
S(O) d b-l llf IIT, 
U(O) d llf IIT 9 
Y(O) < c, , 
W(O) = 0, 
m”’ d llf IIT 9 
Y(O) d b-l llf IlT > 
and 
2’0) < c-5 . (3.19) 
Note that all S(O) ,..., .D”) are independent of 6. Note also that S(O), V(O), and 
W(O) are the only initial quantities needed to start the recursion. 
Obviously, it is of interest to apply the recursion relations in order to esti- 
mate the derivatives of sg . One such estimate is displayed here, 
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LEMMA 6. There exists a computable constant C, = C,(b, Ilf /jr, T) such 
that 
S’j’ < C52j)! (3.20) 
PROOF. The details of the proof and any improvements are left to the 
reader. The result follows from the assumption that for 0 < k <j - 1, 
m;x(S), Utk), W), IW), Y(le)} < C’,” * (2k)! , 
where C, is an unknown constant which depends perhaps onj - 1. Straight- 
forward and tedious estimations of the recursion relations yields 
max(W, U(3), V(j), W(i), Y(i)} < C,C,jC,j(2j)! (3.21) 
for each j. The result (3.20) follows from (3.21) by induction. 
4. CONCLUSION 
From the Ascoli-Arzela theorem, it follows that there exists a function s 
which is the uniform limit of a sequence (se,}, where 6, tends to zero as n 
tends to infinity. Repeated application of the Ascoli-Arzela theorem shows 
that s is infinitely differentiable. Moreover, the derivatives of s satisfy the 
estimates for the derivatives of the sg . Let u denote the solution of (1.1) 
for the limit function S. It can be shown from an application of the mean 
value theorem and the results of Section 3 that (s, U) satisfies the heat balance 
s(t)2 = b2 + 2 ff(~) d7 - 2 js’t’ &(5, t) d5 
0 0 
(4.1) 
which implies via [6] that (s, u) is the solution of the Stefan problem (l.l)- 
(1.2). 
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