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1. Introduction and main result
In this paper we are concerned with formal power series solutions of the following
first order semi-linear partial differential equation:
(1.1)
( ) ( ) ≡
∑
=1
( ) ( ) = ( ( )) (0) = 0
= ( 1 . . . ) ∈ C = ∂
∂
where coefficients ( ) ( = 1 . . . ) and ( ) are holomorphic in a neighborhood
of = 0 and ( ) = (0 0), respectively.
If (0) 6= 0 for some , the solvability is well known by Cauchy-Kowalevsky’s
theorem. Therefore we shall study the case where
(1.2) (0) = 0 for all = 1 . . .
which is called a singular or degenerate case. In the following we always as-
sume (1.2).
The first purpose of this paper is to prove the existence and the uniqueness of
the formal power series solution ( ) = ∑|α|≥1 α α (α = (α1 . . . α ) ∈ N ,
N = {0 1 2 . . .}, |α| = α1 + · · · + α , α = α11 · · · α ) centered at the origin for the
singular equation (1.1). As we will see later, we can prove it under some condition
on the principal part ( ). However, this formal power series solution ( ) does
not necessarily converge. So we would like to obtain the rate of divergence, which is
called the Gevrey order, of the formal solution (cf. Definition 1.1). This is the second
purpose of this paper.
1.1. Motivation. In the paper Hibino [2], we considered the following singular
first order linear partial differential equation:
(1.3) ˜ ( ) ( ) ≡∑
=1
( ) ( ) + ( ) ( ) = ( )
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where ( ) are the same as the above and we assume (1.2); ( ) and ( ) are holo-
morphic at = 0. We remark that we do not demand (0) = 0 here.
In Hibino [2], we obtained the condition under which the formal power series
solution ( ) = ∑α∈N α α of the equation (1.3) exists uniquely, and obtained the
Gevrey order of ( ). Firstly, let us introduce this result.
Let (0) := ( (0)) =1 ... be the Jacobi matrix at the origin of the mapping
= ( 1 . . . ) and let its Jordan canonical form be
1
.
.
.

where
=

λ1 δ1
λ2
.
.
.
.
.
. δ −1
λ
 =

0 1
0
.
.
.
.
.
. 1
0

︸ ︷︷ ︸
λ 6= 0 ( = 1 . . . )
δ = 0 or 1 ( = 1 . . . − 1)
= 1 . . .
and is a zero-matrix of order ( , , ≥ 0; ≥ 2; + 1 + · · · + + = ).
Let us assume the following condition (Po) according to the value of (“Po” de-
rives from Poincare´):
(Po)

∣∣∣∣∣∑
=1
λ α + (0)
∣∣∣∣∣ > δ|α| for all α ∈ N (if ≥ 1)
(0) 6= 0 (if = 0)
where δ is a positive constant independent of α ∈ N .
Before stating the main result in Hibino [2], let us give the definition of the
Gevrey order, which gives the rate of divergence of formal power series.
DEFINITION 1.1. Let ( ) = ∑α∈N α α be a formal power series centered at the
origin. We say that ( ) belongs to { } ( = ( 1 . . . ) ∈ R ), if the power series
(ξ) =
∑
α∈N
α
ξα
(α!) −1( )
converges in a neighborhood of ξ = 0, where 1( ) = (
︷ ︸︸ ︷
1 . . . 1), −1( ) = ( 1−1 . . . −
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1) and (α!) −1( ) = (α1!) 1−1 · · · (α !) −1. Especially, ( ) ∈ {1( )} if and only if ( )
is a convergent power series near = 0.
Now the main result in Hibino [2] is stated as follows:
Theorem 1.1 (Hibino [2]). Under the condition (Po), the equation (1.3) has a
unique formal power series solution ( ) = ∑α∈N α α. Furthermore the formal so-
lution ( ) belongs to {2 ... 2 }, where
=

max{ 1 . . . } (if ≥ 1)
1 (if = 0 and ≥ 1)
1
2
(if = = 0)
Therefore in the case = = 0 the formal solution converges, but in other cases it
diverges in general.
The purpose of this paper is to generalize this result up to semi-linear equations.
Now let us consider the equation (1.3) again and let us try to calculate (0). Since
the condition (Po) implies that (0) 6= 0, it is easy to prove that (0) = (0)/ (0).
Therefore it follows from a change of unknown functions ( ) = ( )− (0) that under
the condition (0) 6= 0 (especially the condition (Po)) the equation (1.3) is equivalent
to the following one:
(1.4)
∑
=1
( ) ( ) + ( ) ( ) = ( ) (0) = 0
where ( ) is holomorphic in a neighborhood of the origin with (0) = 0.
Therefore corresponding to the condition (0) = 0, it is natural to assume the fol-
lowing condition for our equation (1.1):
(1.5) (0 0) = 0
In the following we always assume (1.5).
1.2. Main result. Let us state the main result in this paper. First, we state the
condition. Instead of the condition (Po), we assume the following condition (Po2):
(Po2)

∣∣∣∣∣∑
=1
λ α − (0 0)
∣∣∣∣∣ > δ|α| for all α ∈ N (if ≥ 1)
(0 0) 6= 0 (if = 0)
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where (0 0) = (∂ /∂ )(0 0).
Now our main result is stated as follows:
Theorem 1.2. Under the condition (Po2), the equation (1 1) has a unique for-
mal power series solution ( ) = ∑|α|≥1 α α. Furthermore the formal solution ( )
belongs to {2 ... 2 }, where is same as in Theorem 1 1.
In order to prove Theorem 1.2, we shall transform the equation (1.1) in the next
section. For that transformed equation we can obtain the precise Gevrey order in indi-
vidual variables of the formal solution (Theorem 2.1). We shall prove the unique ex-
istence of the formal solution and its Gevrey order separately. Admitting the unique
existence of the formal solution, we will prove its Gevrey order in §4 (in the case
= 0) and §5 (in the case ≥ 1) by using the contraction mapping principle in
Banach spaces which consist of formal power series. The Banach spaces employed in
the proof will be introduced in §3. The unique existence of the formal solution will be
proved in §6.
REMARK 1.1. The studies in this paper and Hibino [2] are inspired by the study
in ¯Oshima [8]. He studied a characterization of the kernel and the cokernel of the lin-
ear mapping ˜ ( ) : O → O
where O is the set of holomorphic functions at the origin. He studied the case ≥ 1
and = 0 in our notation, and obtained the condition under which the formal solution
converges. As mentioned in our theorem, when ≥ 1, = 0 and ≥ 1, the for-
mal solution diverges in general and it belongs to {2 ... 2}. In this sence, our theorem
gives one of the generalizations of ¯Oshima [8].
Many mathematicians have generalized ¯Oshima’s result. The cases of higher order
equations are studied by Miyake [4] and Miyake-Hashimoto [5]. Nonlinear equations
are studied in Ge´rard-Tahara [1] and Miyake-Shirai [6]. Moreover for linear equations,
Kashiwara-Kawai-Sjo¨strand [3] and Miyake-Yoshino [7] give different characterizations
of convergence of formal solutions.
2. Reduction of equation and Newton polyhedron
In order to prove Theorem 1.2 we shall transform the equation (1.1) by a linear
transform of independent variables which reduces (0) to its Jordan canonical form.
A reduced equation is written as follows according to the values of , and :
CASE (i). ≥ 1, ≥ 1, ≥ 1:
(2.1) 1
= 0( 1 . . . ) +
( 1 . . . ( 1 . . . ))
(0 0 . . . 0 0) = 0
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where = ( 1 . . . ) ∈ C , = ( 1 . . . ) ∈ C ( = 1 . . . ) and
= ( 1 . . . ) ∈ C . 0 and are holomorphic at the origin which satisfy
0(0 0 . . . 0 0) = 0 and ( 1 . . . 0) ≡ ( 1 . . . 0) ≡ 0, respec-
tively. Furthermore 1 is a linear partial differential operator which has the following
form:
(2.2) 1 =
∑
=1
λ
∂
∂
− (0 0) + ′1 + ′′1 + ′′′1 + ′′′′1 +
where
′
1 =
−1∑
=1
δ +1
∂
∂
+
∑
=1
( finite∑
|α|+|β1|+···+|β |+|γ|≥2
|α|≥1
αβ1···β γ( 1 . . . ) α( 1)β
1 · · · ( )β γ
)
∂
∂
′′
1 =
∑
=1
∑
=1
( finite∑
|α|+|β1|+···+|β |+|γ|≥2
|α|≥1
αβ1···β γ( 1 . . . )
× α( 1)β1 · · · ( )β γ
)
∂
∂
+
∑
=1
( finite∑
|α|+|β1|+···+|β |+|γ|≥2
|α|≥1
αβ1···β γ( 1 . . . ) α( 1)β
1 · · · ( )β γ
)
∂
∂
′′′
1 =
∑
=1
−1∑
=1
+1
∂
∂
+
∑
=1
∑
=1
( finite∑
|β1|+···+|β |+|γ|≥2
β1···β γ( 1 . . . )( 1)β
1 · · · ( )β γ
)
∂
∂
+
∑
=1
( finite∑
|β1|+···+|β |+|γ|≥2
β1···β γ( 1 . . . )( 1)β
1 · · · ( )β γ
)
∂
∂
′′′′
1 =
∑
=1
( finite∑
|β1|+···+|β |+|γ|≥2
β1···β γ( 1 . . . )( 1)β
1 · · · ( )β γ
)
∂
∂
= ( 1 . . . )
=
finite∑
|α|+|β1|+···+|β |+|γ|≥1
αβ1···β γ( 1 . . . ) α( 1)β
1 · · · ( )β γ
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In the above expressions, all coefficients αβ1···β γ , etc., are holomorphic at the origin,
and none of them vanish at the origin unless they vanish identically. In the following
expressions, we assume the same conditions for those functions appearing in the coef-
ficients.
CASE (ii). ≥ 1, ≥ 1, = 0:
(2.3) 1
= 0( 1 . . . ) +
( 1 . . . ( 1 . . . ))
(0 0 . . . 0) = 0
where 0 and are holomorphic at the origin which satisfy 0(0 0 . . . 0) = 0 and
( 1 . . . 0) ≡ ( 1 . . . 0) ≡ 0, respectively. The linear partial differen-
tial operator 1 is same as (2.2), where
′
1 =
−1∑
=1
δ +1
∂
∂
+
∑
=1
( finite∑
|α|+|β1|+···+|β |≥2
|α|≥1
αβ1···β ( 1 . . . ) α( 1)β
1 · · · ( )β
)
∂
∂
′′
1 =
∑
=1
∑
=1
( finite∑
|α|+|β1|+···+|β |≥2
|α|≥1
αβ1···β ( 1 . . . ) α( 1)β
1 · · · ( )β
)
∂
∂
′′′
1 =
∑
=1
−1∑
=1
+1
∂
∂
+
∑
=1
∑
=1
( finite∑
|β1|+···+|β |≥2
β1···β ( 1 . . . )( 1)β
1 · · · ( )β
)
∂
∂
′′′′
1 =
∑
=1
( finite∑
|β1|+···+|β |≥2
β1···β ( 1 . . . )( 1)β
1 · · · ( )β
)
∂
∂
= ( 1 . . . )
=
finite∑
|α|+|β1|+···+|β |≥1
αβ1···β ( 1 . . . ) α( 1)β
1 · · · ( )β
CASE (iii). ≥ 1, = 0, ≥ 1:
(2.4) 1 = 0( ) +
( ( )) (0 0) = 0
where 0 and are holomorphic at the origin with 0(0 0) = 0 and ( 0) ≡
( 0) ≡ 0, respectively. The linear partial differential operator 1 is same as (2.2),
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where
′
1 =
−1∑
=1
δ +1
∂
∂
+
∑
=1
( finite∑
|α|+|γ|≥2
|α|≥1
αγ( ) α γ
)
∂
∂
′′
1 =
∑
=1
( finite∑
|α|+|γ|≥2
|α|≥1
αγ( ) α γ
)
∂
∂
′′′
1 =
∑
=1
( finite∑
|γ|≥2
γ( ) γ
)
∂
∂
′′′′
1 =
∑
=1
( finite∑
|γ|≥2
γ( ) γ
)
∂
∂
= ( )
=
finite∑
|α|+|γ|≥1
αγ( ) α γ
CASE (iv). ≥ 1, = = 0:
(2.5) 1 = 0( ) +
( ( )) (0) = 0
where 0 and are holomorphic at the origin with 0(0) = 0 and ( 0) ≡ ( 0) ≡
0, respectively. The operator 1 is given by
1 =
∑
=1
λ
∂
∂
− (0 0) +
−1∑
=1
δ +1
∂
∂
(2.6)
+
∑
=1
( finite∑
|α|≥2
α( ) α
)
∂
∂
+
finite∑
|α|≥1
α( ) α
CASE (v). = 0, ≥ 1, ≥ 1:
(2.7) 1
= 0( 1 . . . ) +
( 1 . . . ( 1 . . . ))
(0 . . . 0 0) = 0
where 0 and are holomorphic at the origin which satisfy 0(0 . . . 0 0) = 0 and
( 1 . . . 0) ≡ ( 1 . . . 0) ≡ 0, respectively. Furthermore 1 is a linear
partial differential operator which has the following form:
(2.8) 1 = − (0 0) + ′′′1 +
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where
′′′
1 =
∑
=1
−1∑
=1
+1
∂
∂
+
∑
=1
∑
=1
( finite∑
|β1|+···+|β |+|γ|≥2
β1···β γ( 1 . . . )( 1)β
1 · · · ( )β γ
)
∂
∂
+
∑
=1
( finite∑
|β1|+···+|β |+|γ|≥2
β1···β γ( 1 . . . )( 1)β
1 · · · ( )β γ
)
∂
∂
= ( 1 . . . )
=
finite∑
|β1|+···+|β |+|γ|≥1
β1···β γ( 1 . . . )( 1)β
1 · · · ( )β γ
CASE (vi). = 0, ≥ 1, = 0:
(2.9) 1 = 0( 1 . . . ) +
( 1 . . . ( 1 . . . )) (0 . . . 0) = 0
where 0 and are holomorphic at the origin with 0(0 . . . 0) = 0 and ( 1 . . .
0) ≡ ( 1 . . . 0) ≡ 0, respectively. The linear partial differential operator 1 is
same as (2.8), where
′′′
1 =
∑
=1
−1∑
=1
+1
∂
∂
+
∑
=1
∑
=1
( finite∑
|β1|+···+|β |≥2
β1...β ( 1 . . . )( 1)β
1 · · · ( )β
)
∂
∂
= ( 1 . . . )
=
finite∑
|β1|+···+|β |≥1
β1...β ( 1 . . . )( 1)β
1 · · · ( )β
CASE (vii). = = 0, ≥ 1:
(2.10) 1 = 0( ) +
( ( )) (0) = 0
where 0 and are holomorphic at the origin satisfying 0(0) = 0 and ( 0) ≡
( 0) ≡ 0, respectively. 1 is same as (2.8), where
′′′
1 =
∑
=1
( finite∑
|γ|≥2
γ( ) γ
)
∂
∂
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= ( )
=
finite∑
|γ|≥1
γ( ) γ
Now we shall study the equations (2.1), (2.3), (2.4), (2.5), (2.7), (2.9) and (2.10).
In order to give the Gevrey orders in an individual variable for formal solutions
of the above equations, we study the Newton polyhedron of linear partial differential
operators (see also Hibino [2] and Yamazawa [9]).
Newton polyhedron. Let
(ξ ξ) =
finite∑
|α| |β|≥0
αβ(ξ)ξα βξ
(ξ = (ξ1 . . . ξ ), βξ = (∂/∂ξ1)β1 · · · (∂/∂ξ )β ) be a linear partial differential operator,
where all coefficients are holomorphic at the origin and do not vanish at the origin
unless they vanish identically.
Let us define (α β) ⊂ R +1 by
(α β) = {(X Y) = (X1 . . . X Y) ∈ R +1; X ≥ α − β ( = 1 . . . ) Y ≤ |β|}
and let us define the Newton polyhedron ( ) of the operator by
( ) =
Ch
{ ⋃
(α β) with αβ 6≡0
(α β)
}
(if 6= 0)
(0 0) (if = 0)
where Ch denotes the convex hull of a set ⊂ R +1.
Now we shall apply the above general definition to our operator 1. We remark
that the correspondence of variables between ( 1 . . . ) and ξ is given by
ξ
Case (i) ( 1 . . . )
Case (ii) ( 1 . . . )
Case (iii) ( )
Case (iv) —
Case (v) ( 1 . . . )
Case (vi) ( 1 . . . )
Case (vii)
In order to state the main theorem in this section, we shall define the sets ( = 1,
2, 3, 5, 6, 7), ˜ , ˜′ , ˜′′, ′ , ′′ ( = 1, 2, 3) whose elements give the Gevrey orders
of formal solutions.
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CASE (i). We define ˜1(ρ σ1 . . . σ τ ) and 1(ρ σ1 . . . σ τ ) ((ρ σ1 . . .
σ τ ) ∈ [1 +∞) , ρ = (ρ1 . . . ρ ), σ = (σ1 . . . σ ) ( = 1 . . . ), τ = (τ1 . . . τ ))
by
˜1(ρ σ1 . . . σ τ ) = {(X Y1 . . . Y Z W) ∈ R +1; (ρ− 1( )) · X
+
∑
=1
(σ − 1( )) · Y + (τ − 1( )) · Z −W ≥ −1
}
and
1(ρ σ1 . . . σ τ ) =
{
(X Y1 . . . Y Z W) ∈ R +1; (ρ− 1( )) · X
+
∑
=1
(σ − 1( )) · Y + (τ − 1( )) · Z −W ≥ 0
}
respectively, and define ˜1, ˜′1, ˜′′1 , 1, ′1 and ′′1 as follows:˜1 = {(ρ σ1 . . . σ τ ) ∈ [1 +∞) ; ( ′1) ⊂ ˜1(ρ σ1 . . . σ τ )}˜′
1 = {(ρ σ1 . . . σ τ ) ∈ [1 +∞) ; ( ′′1 ) ⊂ ˜1(ρ σ1 . . . σ τ )}˜′′
1 = {(ρ σ1 . . . σ τ ) ∈ [1 +∞) ; ( ′′′′1 ) ⊂ ˜1(ρ σ1 . . . σ τ )}
1 = {(ρ σ1 . . . σ τ ) ∈ [1 +∞) ; ( ′′′1 ) ⊂ 1(ρ σ1 . . . σ τ )}
′
1 = {(ρ σ1 . . . σ τ ) ∈ [1 +∞) ; ( ′′1 ) ⊂ 1(ρ σ1 . . . σ τ )}
′′
1 = {(ρ σ1 . . . σ τ ) ∈ [1 +∞) ; ( ′′′′1 ) ⊂ 1(ρ σ1 . . . σ τ )}
CASE (ii). We set ˜2(ρ σ1 . . . σ ) and 2(ρ σ1 . . . σ ) ((ρ σ1 . . . σ ) ∈
[1 +∞) ) by
˜2(ρ σ1 . . . σ )
=
{
(X Y1 . . . Y W) ∈ R +1; (ρ− 1( )) · X +
∑
=1
(σ − 1( )) · Y −W ≥ −1
}
and
2(ρ σ1 . . . σ )
=
{
(X Y1 . . . Y W) ∈ R +1; (ρ− 1( )) · X +
∑
=1
(σ − 1( )) · Y −W ≥ 0
}
respectively, and define ˜2, ˜′2, ˜′′2 , 2, ′2 and ′′2 as follows:˜2 = {(ρ σ1 . . . σ ) ∈ [1 +∞) ; ( ′1) ⊂ ˜2(ρ σ1 . . . σ )}
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˜′
2 = {(ρ σ1 . . . σ ) ∈ [1 +∞) ; ( ′′1 ) ⊂ ˜2(ρ σ1 . . . σ )}˜′′
2 = {(ρ σ1 . . . σ ) ∈ [1 +∞) ; ( ′′′′1 ) ⊂ ˜2(ρ σ1 . . . σ )}
2 = {(ρ σ1 . . . σ ) ∈ [1 +∞) ; ( ′′′1 ) ⊂ 2(ρ σ1 . . . σ )}
′
2 = {(ρ σ1 . . . σ ) ∈ [1 +∞) ; ( ′′1 ) ⊂ 2(ρ σ1 . . . σ )}
′′
2 = {(ρ σ1 . . . σ ) ∈ [1 +∞) ; ( ′′′′1 ) ⊂ 2(ρ σ1 . . . σ )}
CASE (iii). We define ˜3(ρ τ ) and 3(ρ τ ) ((ρ τ ) ∈ [1 +∞) ) by
˜3(ρ τ ) = {(X Z W) ∈ R +1; (ρ− 1( )) · X + (τ − 1( )) · Z −W ≥ −1}
and
3(ρ τ ) = {(X Z W) ∈ R +1; (ρ− 1( )) · X + (τ − 1( )) · Z −W ≥ 0}
respectively, and define ˜3, ˜′3, ˜′′3 , 3, ′3 and ′′3 as follows:
˜3 = {(ρ τ ) ∈ [1 +∞) ; ( ′1) ⊂ ˜3(ρ τ )}˜′3 = {(ρ τ ) ∈ [1 +∞) ; ( ′′1 ) ⊂ ˜3(ρ τ )}˜′′3 = {(ρ τ ) ∈ [1 +∞) ; ( ′′′′1 ) ⊂ ˜3(ρ τ )}
3 = {(ρ τ ) ∈ [1 +∞) ; ( ′′′1 ) ⊂ 3(ρ τ )}
′
3 = {(ρ τ ) ∈ [1 +∞) ; ( ′′1 ) ⊂ 3(ρ τ )}
′′
3 = {(ρ τ ) ∈ [1 +∞) ; ( ′′′′1 ) ⊂ 3(ρ τ )}
CASE (v). We define 5(σ1 . . . σ τ )
((σ1 . . . σ τ ) ∈ [1 +∞) ) by
5(σ1 . . . σ τ )
=
{
(Y1 . . . Y Z W) ∈ R +1;
∑
=1
(σ − 1( )) · Y + (τ − 1( )) · Z −W ≥ 0
}
and define 5 by
5 = {(σ1 . . . σ τ ) ∈ [1 +∞) ; ( ′′′1 ) ⊂ 5(σ1 . . . σ τ )}
CASE (vi). We define 6(σ1 . . . σ )
((σ1 . . . σ ) ∈ [1 +∞) ) by
6(σ1 . . . σ ) =
{
(Y1 . . . Y W) ∈ R +1;
∑
=1
(σ − 1( )) · Y −W ≥ 0
}
and define 6 by
6 = {(σ1 . . . σ ) ∈ [1 +∞) ; ( ′′′1 ) ⊂ 6(σ1 . . . σ )}
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CASE (vii). We define 7(τ ) (τ ∈ [1 +∞) ) by
7(τ ) = {(Z W) ∈ R +1; (τ − 1( )) · Z −W ≥ 0}
and define 7 by
7 = {τ ∈ [1 +∞) ; ( ′′′1 ) ⊂ 7(τ )}
Then we obtain the following theorem.
Theorem 2.1. In Case (i) (resp. (ii), (iii), (iv), (v), (vi) and (vii)), under the con-
dition (Po2) the equation (2 1) (resp. (2.3), (2.4), (2.5), (2.7), (2.9) and (2.10)) has a
unique formal power series solution. Furthermore the formal solution belongs to { }
if satisfies the following condition:
CASE (i). ′′′′1 = 0 ⇒ = (ρ σ1 . . . σ τ ) ∈ ˜1 ∩ 1 ∩ ˜′1
′′
1 = 0 ⇒ = (ρ σ1 . . . σ τ ) ∈ ˜1 ∩ 1 ∩ ˜′′1
′′
1
′′′′
1 6= 0 ⇒
= (ρ σ1 . . . σ τ ) ∈ ˜1 ∩ 1 ∩ {(˜′1 ∩ ′′1 ) ∪ ( ′1 ∩ ˜′′1 )}
CASE (ii). ′′′′1 = 0 ⇒ = (ρ σ1 . . . σ ) ∈ ˜2 ∩ 2 ∩ ˜′2
′′
1 = 0 ⇒ = (ρ σ1 . . . σ ) ∈ ˜2 ∩ 2 ∩ ˜′′2
′′
1 ,
′′′′
1 6= 0 ⇒
= (ρ σ1 . . . σ ) ∈ ˜2 ∩ 2 ∩ {(˜′2 ∩ ′′2 ) ∪ ( ′2 ∩ ˜′′2 )}
CASE (iii). ′′′′1 = 0 ⇒ = (ρ τ ) ∈ ˜3 ∩ 3 ∩ ˜′3
′′
1 = 0 ⇒ = (ρ τ ) ∈ ˜3 ∩ 3 ∩ ˜′′3
′′
1 ,
′′′′
1 6= 0 ⇒ = (ρ τ ) ∈ ˜3 ∩ 3 ∩ {(˜′3 ∩ ′′3 ) ∪ ( ′3 ∩ ˜′′3 )}
CASE (iv). = 1( ),
CASE (v). = (σ1 . . . σ τ ) ∈ 5
CASE (vi). = (σ1 . . . σ ) ∈ 6
CASE (vii). = τ ∈ 7
On the concrete method of determining Gevrey orders see Hibino [2].
REMARK 2.1. In the case ≥ 1, the Gevrey orders given in Theorem 2.1 are
more precise than those in Hibino [2]. In Case (i) (resp. Case (ii) and Case (iii)), when
′′
1 ,
′′′′
1 6= 0, Hibino [2] demands more strong condition = (ρ σ1 . . . σ τ ) ∈ ˜1 ∩
1∩˜′1∩ ′′1 (resp. = (ρ σ1 . . . σ ) ∈ ˜2∩ 2∩˜′2∩ ′′2 and = (ρ τ ) ∈ ˜3∩ 3∩˜′3 ∩
′′
3 ). For example, in Case (iii), let us consider the following linear partial differential
operator:
1 = + 1 + 2 + 2
where , ∈ C; = ∂/∂ , = ∂/∂ . Here 2 and 2 correspond to ′′1 and
′′′′
1 , respectively. For this operator, we can easily prove that (4/3 5/3) ∈ ˜3 ∩ 3 ∩
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3 ∩ ′′3 and (5/3 4/3) ∈ ˜3 ∩ 3 ∩ ′3 ∩ ˜′′3 . Therefore the formal solution ( ) of
the equation (2.4) belongs both to {4/3 5/3} and to {5/3 4/3}. Hibino [2] proves only
( ) ∈ {4/3 5/3}.
REMARK 2.2. We can easily see that the following 0 always satisfies the condi-
tion in Theorem 2.1 for each case:
CASE (i). 0 = (ρ0 σ10 . . . σ0 τ0) (if ′′1 6= 0)
= (1( ) σ10 . . . σ0 τ0) (if ′′1 = 0)
CASE (ii). 0 = (ρ0 σ10 . . . σ0) (if ′′1 6= 0) = (1( ) σ10 . . . σ0) (if ′′1 = 0)
CASE (iii). 0 = (ρ0 τ0) (if ′′1 6= 0) = (1( ) τ0) (if ′′1 = 0)
CASE (iv). 0 = 1( )
CASE (v). 0 = (σ10 . . . σ0 τ0)
CASE (vi). 0 = (σ10 . . . σ0)
CASE (vii). 0 = τ0
where ρ0 = (
︷ ︸︸ ︷
+ 1/2 . . . + 1/2), σ0 = ( + 1 + 2 . . . + ) ( = 1 . . . ) and
τ0 = (
︷ ︸︸ ︷
+ 1 . . . + 1).
Therefore by a linear transform of independent variables again we obtain Theo-
rem 1.2 from Theorem 2.1 and the next Lemma 2.1. Thus the proof of Theorem 1.2
is reduced to that of Theorem 2.1.
Lemma 2.1 (Hibino [2]). Let ( ) = ∑α∈N α α ∈ { ... } ( ≥ 1). Then for
any linear transform : C → C , it holds that ( ) := ( ) ∈ { ... }.
In the cases (i), (ii), (iii) and (iv) (that is, the case ≥ 1), Therorem 2.1 can be
proved by a same method. On the other hand, in the cases (v), (vi) and (vii) (that is,
the case = 0), the theorem can be proved by a same method defferent from the one
used in the cases (i)–(iv). Therefore we shall prove only the cases (i) and (v) in the
following.
3. Banach spaces G{s}(R) and G˜{s1 s2}(R1 R2)
Theorem 2.1 is proved by a contraction mapping principle in Banach spaces which
consist of formal power series. For this purpose we shall define two types of Banach
spaces necessary in the proof, and we shall prove some lemmas needed later. These
Banach spaces are originally introduced in Hibino [2] and some of lemmas in this sec-
tion have been already proved there.
DEFINITION 3.1. (1) Let = ( 1 . . . ) ∈ R+ (R+ = { ∈ R; ≥ 0}),
( 1 2) = ( 11 . . . 11 21 . . . 22 ) ∈ R+ 1+ 2 , = ( 1 . . . ) ∈ (R+ \ {0}) and
( 1 2) = ( 11 . . . 11 21 . . . 22 ) ∈ (R+ \ {0}) 1+ 2 . The spaces of formal power
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series { }( ) and ˜{ 1 2}( 1 2) are defined as follows:
We say that ( ) = ∑α∈N α α belongs to { }( ) if
‖ ‖{ } :=
∑
α∈N
| α| |α|!( · α)!
α < +∞
(|α| = α1 + · · · + α , · α =
∑
=1 α ).
We say that ( ) = ∑(α β)∈N 1+ 2 αβ α β ∈ ˜{ 1 2}( 1 2) if
||| |||{ 1 2}1 2 :=
∑
(α β)∈N 1+ 2
| αβ| |α|!|β|!( 1 · α + 2 · β)! (
1)α( 2)β < +∞
(|α| = α1 + · · · + α 1 , |β| = β1 + · · · + β 2 , 1 · α =
∑ 1
=1
1α , 2 · β = ∑ 2
=1
2β ), where
! = ( + 1), ≥ 0. Then { }( ) and ˜{ 1 2}( 1 2) are Banach spaces equipped
with the norms ‖ · ‖{ } and ||| · |||{ 1 2}1 2 , respectively.
(2) We define the subspace { }0 ( ) (resp. ˜ { 1 2}0 ( 1 2)) of the Banach space
{ }( ) (resp. ˜{ 1 2}( 1 2)) by
{ }
0 ( ) :=
{
( ) =
∑
α∈N
α
α ∈ { }( ); 0(= (0)) = 0
}
(
resp. ˜ { 1 2}0 ( 1 2)
:=
{
( ) =
∑
(α β)∈R 1+ 2
αβ
α β ∈ ˜ { 1 2}( 1 2); 00(= (0 0)) = 0})
Then { }0 ( ) (resp. ˜ { 1 2}0 ( 1 2)) is also a Banach space as a closed linear sub-
space of { }( ) (resp. ˜{ 1 2}( 1 2)).
Lemma 3.1 (Hibino [2]). (1) If ≥ 1 for all = 1 . . . , then
{ }
=
⋃
∈(R+\{0})
{ }( )
(2) If 1 ≥ 1 and 2 ≥ 1 for all = 1 . . . 1 and = 1 . . . 2, respectively, then
{ 1 2}
=
⋃
( 1 2)∈(R+\{0}) 1+ 2
˜ { 1 2}( 1 2)
Lemma 3.2 (Hibino [2]). Let us fix = ( 1 . . . ) ∈ (R+ \ {0}) and
( 1 2) = ( 11 . . . 11 21 . . . 22 ) ∈ (R+ \ {0}) 1+ 2 , and let us assume that ( ) =
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α∈N α
α and ( ) = ∑(α β)∈N 1 + 2 αβ α β are holomorphic on ∏ =1{ ∈
C; | | ≤ } and ∏ 1
=1{ ∈ C; | | ≤ 1} ×
∏ 2
=1{ ∈ C; | | ≤ 2}, respec-
tively.
(1) If 0 < ≤ for all = 1 . . . , then the multiplication operator ( )· is
bounded on both { }( ) and { }0 ( ) for all ∈ [1 +∞) with the norm bounded
by | |( ), where | |( ) := ∑α∈N | α| α. Especially the operator norm is bounded by
| |( ).
(2) If 0 < 1 ≤ 1 and 0 < 2 ≤ 2 for all = 1 . . . 1 and =
1 . . . 2, respectively, then the multiplication operator ( )· is bounded on both˜ { 1 2}( 1 2) and ˜ { 1 2}0 ( 1 2) for all ( 1 2) ∈ [1 +∞) 1+ 2 with the norm
bounded by | |( 1 2), where | |( 1 2) := ∑(α β)∈N 1+ 2 | αβ |( 1)α( 2)β . Especially
the operator norm is bounded by | |( 1 2).
The following lemma will play a very important role when we deal with nonlinear
terms.
Lemma 3.3. (1) Let ∈ [1 +∞) and assume that ( ) and ( ) belong to
{ }( ) (resp. { }0 ( )). Then ( ) · ( ) also belongs to { }( ) (resp. { }0 ( )).
Furthermore for all and it holds that
(3.1) ‖ · ‖{ } ≤ S‖ ‖{ } · ‖ ‖{ }
where S = max{ ; = 1 . . . }.
(2) Let ( 1 2) ∈ [1 +∞) 1+ 2 and let us assume that ( ) and ( ) belong to˜ { 1 2}( 1 2) (resp. ˜ { 1 2}0 ( 1 2)). Then it also holds that ( ) · ( ) ∈˜ { 1 2}( 1 2) (resp. ∈ ˜{ 1 2}0 ( 1 2)). Furthermore for all and it holds that
(3.2) ||| · |||{ 1 2}1 2 ≤ S˜||| |||{
1 2}
1 2 · ||| |||{
1 2}
1 2
where S˜ = max{ 1 2; = 1 . . . 1; = 1 . . . 2}.
Proof. First of all, we remark that in general the Beta function
( ) =
∫ 1
0
−1(1− ) −1
has the following property:
0 < 1 < 2 0 < 1 < 2 ⇒ ( 1 1) > ( 2 2)
Moreover we remark that the following equality holds: For , > 0,
! !
( + )! = ( + 1 + 1) · ( + + 1)
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(1): Let ( ) = ∑α∈N α α, ( ) = ∑β∈N β β ∈ { }( ). Then we have
‖ · ‖{ } =
∑
α β∈N
| α β | |α + β|!( · (α + β))!
α+β
Here it follows from the above remarks that
( · α)!( · β)!
( · (α + β))! = ( · α + 1 · β + 1) · ( · α + · β + 1)
≤ (|α| + 1 |β| + 1) · ( · α + · β + 1)
=
|α|!|β|!
|α + β|! ·
· α + · β + 1
|α| + |β| + 1
≤ S · |α|!|β|!|α + β|!
which implies that
|α + β|!
( · (α + β))! ≤ S ·
|α|!
( · α)! ·
|β|!
( · β)!
Therefore we have obtained (3.1). It is clear that ( )· ( ) ∈ { }0 ( ) for ( ), ( ) ∈
{ }
0 ( ).
(2): Let ( ) = ∑(α β)∈N 1+ 2 αβ α β and ( ) = ∑(γ δ)∈N 1+ 2 γδ γ δ be
in ˜{ 1 2}( 1 2). Then we have
||| · |||{ 1 2}1 2 =
∑
(α β) (γ δ)∈N 1+ 2
| αβ γδ| |α + γ|!|β + δ|!( 1 · (α + γ) + 2 · (β + δ))! (
1)α+γ( 2)β+δ
Here it holds that
( 1 · α + 2 · β)!( 1 · γ + 2 · δ)!
( 1 · (α + γ) + 2 · (β + δ))!
= ( 1 · α + 2 · β + 1 1 · γ + 2 · δ + 1) · ( 1 · (α + γ) + 2 · (β + δ) + 1)
≤ (|α| + |β| + 1 |γ| + |δ| + 1) · ( 1 · (α + γ) + 2 · (β + δ) + 1)
=
(|α| + |β|)!(|γ| + |δ|)!
(|α + γ| + |β + δ|)! ·
1 · (α + γ) + 2 · (β + δ) + 1
|α + γ| + |β + δ| + 1
≤ S˜ · (|α| + |β|)!(|γ| + |δ|)!(|α + γ| + |β + δ|)!
Moreover if we admit
(3.3) (|α| + |β|)!(|γ| + |δ|)!(|α + γ| + |β + δ|)! ≤
|α|!|γ|!
|α + γ|! ·
|β|!|δ|!
|β + δ|!
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then we obtain that
|α + γ|!|β + δ|!
( 1 · (α + γ) + 2 · (β + δ))! ≤ S˜ ·
|α|!|β|!
( 1 · α + 2 · β)! ·
|γ|!|δ|!
( 1 · γ + 2 · δ)!
Therefore we have obtained (3.2).
Let us prove (3.3). By putting := |α|, := |β|, := |γ| and := |δ|, it is
sufficient to prove the following inequality: For , , , ≥ 0,
(3.4) ( + )!( + )!( + + + )! ≤
! !
( + )! ·
! !
( + )!
Let us consider the equality
(ξ + η) + · (ξ + η) + = (ξ + η) + + +
and let us calculate the coefficients of ξ + η + in both sides. Then we have∑
1≤ ≤ + 1≤ ≤ +
+ = +
(
+
)
·
(
+
)
=
(
+ + +
+
)
which implies that
( + )!
! !
· ( + )!
! !
=
(
+
)
·
(
+
)
≤
(
+ + +
+
)
=
( + + + )!
( + )!( + )!
Therefore (3.4) is proved and (3.2) is completely proved. It is clear that ( ) ·
( ) ∈ ˜{ 1 2}0 ( 1 2) for ( ), ( ) ∈ ˜{ 1 2}0 ( 1 2).
4. Proof of Theorem 2.1 (when m = 0)
Let us start the proof of Theorem 2.1. We shall prove the unique existence of the
formal solution in §6. So in this section and the next section, admitting the unique
existence of the formal solution, we will prove its Gevrey order. In this section we
study the case = 0 (i.e., Cases (v), (vi) and (vii)). As mentioned in §2 we only
consider Case (v), that is, we only consider the equation (2.7). Furthermore, for sim-
plicity we assume = 1. We write a formal power series solution as ( ) =∑
(β γ)∈N + |β|+|γ|≥1 βγ
β γ ( + = ) and use the Banach space {σ τ}0 ( ) in-
stead of { }0 ( ). Therefore ( ) ∈ {σ τ}0 ( ) means
‖ ‖{σ τ} :=
∑
(β γ)∈N +
|β|+|γ|≥1
| βγ | (|β| + |γ|)!(σ · β + τ · γ)!
β γ < +∞
We recall that the equation (2.7) is written as follows:
(4.1) 1 = 0( ) +
( ( )) (0 0) = 0
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where 0 and are holomorphic at the origin which satisfy 0(0 0) = 0 and
( 0) ≡ ( 0) ≡ 0, respectively. Furthermore 1 is a linear partial differen-
tial operator which has the following form: 1 = − (0 0) + ′′′1 + , where
′′′
1 =
−1∑
=1
+1
∂
∂
+
∑
=1
( finite∑
|β|+|γ|≥2
βγ( ) β γ
)
∂
∂
+
∑
=1
( finite∑
|β|+|γ|≥2
βγ( ) β γ
)
∂
∂
= ( )
=
finite∑
|β|+|γ|≥1
βγ( ) β γ
Here all coefficients βγ , βγ and βγ are holomorphic at the origin, and none of
them vanish at the origin unless they vanish identically.
We assume that = (σ τ ) satisfies the condition in Theorem 2.1, and prove that
the formal solution of (4.1) belongs to {σ τ}.
Proof of Case (v) of Theorem 2.1. We may assume that − (0 0) = 1 since
(0 0) 6= 0. Let us define the operator by
(4.2) = −( ′′′1 + ) + 0( ) +
( ( ))
and let us write the ε-closed ball in {σ τ}0 ( ) as {σ τ}0 ( ; ε):
{σ τ}
0 ( ; ε) :=
{
( ) =
∑
(β γ)∈N +
|β|+|γ|≥1
βγ
β γ ∈ {σ τ}0 ( ); ‖ ‖{σ τ} ≤ ε
}
We shall prove that is well-defined as a mapping from {σ τ}0 ( ; ε) to itself
by choosing , and ε suitably and that it becomes a contraction mapping there (note
that {σ τ}0 ( ; ε) is a complete metric space as a closed subset of the Banach space
{σ τ}
0 ( )).
First we estimate the operator norms of · and ′′′1 on the space {σ τ}0 ( ).
It follows from Lemma 3.2, (1) that · : {σ τ}0 ( ) → {σ τ}0 ( ) is bounded
for sufficiently small and with the estimate
(4.3) ‖ · ‖{σ τ} ≤ 1( )‖ ‖{σ τ}
where
1( ) = 1
{ finite∑
|β|+|γ|≥1
β γ
}
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for some constant 1. Here and hereafter = ( 1 . . . ) and = ( 1 . . . ) are
taken so small such that the coefficients of the operators ∂/∂ , etc., are holomorphic
on
∏
=1{ ∈ C; | | ≤ } ×
∏
=1{ ∈ C; | | ≤ }. In order to estimate the
operator norm of ′′′1 we need the following:
Lemma 4.1. Let σ, τ , µ, ν, µ′ and ν′ satisfy
(4.4)
σ τ ≥ 1 ( = 1 . . . ; = 1 . . . ) σ · (µ− µ′) + τ · (ν − ν′) ≥ |µ| + |ν|
Then µ ν µ
′
ν′ is a bounded operator on {σ τ}( ) and the operator norm is
bounded by ( µ ν )/( µ′ ν′ ). Furthermore if |µ| + |ν| ≥ 1, the operator µ ν µ′ ν′
is bounded on {σ τ}0 ( ) and the operator norm has the same estimate.
REMARK 4.1. Let us write the Newton polyhedron of the operator µ ν µ
′
ν′
as
(
µ ν µ′ ν′
)
=
(Y Z W) ∈ R +1;
Y ≥ µ − µ′ ( = 1 . . . )
Z ≥ ν − ν′ ( = 1 . . . )
W ≤ |µ′| + |ν′|

Furthermore we define (σ τ ) ((σ τ ) ∈ [1 +∞) ) by
(σ τ ) = {(Y Z W) ∈ R +1; (σ − 1( )) · Y + (τ − 1( )) · Z −W ≥ 0}
and define by
=
{
(σ τ ) ∈ [1 +∞) ; ( µ ν µ′ ν′) ⊂ (σ τ )}
Then the condition (σ τ ) ∈ is equivalent to (4.4).
Proof of Lemma 4.1. It is similar to the proof of Lemma 4.1 in Hibino [2].
Proof of Case (v) of Theorem 2.1 (continued). By the assumption (σ τ ) ∈ 5,
Lemma 3.2, (1) and Lemma 4.1, it holds that ′′′1 : {σ τ}0 ( ) → {σ τ}0 ( ) is
bounded for sufficiently small and and that
(4.5) ‖ ′′′1 ‖{σ τ} ≤ 2( )‖ ‖{σ τ}
where
2( ) = 2
{ −1∑
=1
+1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
}
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for some constant 2.
Next, in order to estimate nonlinear terms, we introduce some notations. Let
( ) =
∑
|β|+|γ|≥0 ≥2
βγ
β γ
be the Taylor expansion of ( ) (recall that ( 0) ≡ ( 0) ≡ 0). Further-
more let us define the formal power series | |( ) by
| |( ) =
∑
|β|+|γ|≥0 ≥2
| βγ | β γ
We may assume that | |( ) converges in ∏
=1{ ∈ C; | | ≤ } ×
∏
=1{ ∈
C; | | ≤ } × { ∈ C; | | ≤ } for some positive constants , and
( = 1 . . . ; = 1 . . . ).
We remark the following: It holds that
( ) =
∑
|β|+|γ|≥0 ≥1
( + 1) βγ +1 β γ
and that
| |( ) :=
∑
|β|+|γ|≥0 ≥1
( + 1)| βγ +1| β γ
converges in
∏
=1{ ∈ C; | | ≤ } ×
∏
=1{ ∈ C; | | ≤ } × { ∈ C; | | ≤
}.
Now it follows from Lemma 3.3, (1) that if ≤ ( = 1 . . . ), ≤
( = 1 . . . ), ∈ {σ τ}0 ( ) and ‖ ‖{σ τ} ≤ /S, where S = max{σ τ ; =
1 . . . and = 1 . . . }, then ( ( )) belongs to {σ τ}0 ( ). Moreover it
holds that
‖ ( ( ))‖{σ τ} ≤ 1S | |
(
S‖ ‖{σ τ}
)
(4.6)
≤ 1S | |
(
S‖ ‖{σ τ}
)
< +∞
where = ( 1 . . . ) and = ( 1 . . . ).
Next by noting
( )− ( ) = ( − )
∫ 1
0
(
+ θ( − )) θ
we see that if ≤ ( = 1 . . . ), ≤ ( = 1 . . . ) and ‖ ‖{σ τ},
‖ ‖{σ τ} ≤ /2S, then we have
‖ ( ( ))− ( ( ))‖{σ τ}(4.7)
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≤ ‖ − ‖{σ τ} × | |
(
S
(‖ ‖{σ τ} + ‖ ‖{σ τ}))
≤ ‖ − ‖{σ τ} × | |
(
S
(‖ ‖{σ τ} + ‖ ‖{σ τ}))
Under the above preparations let us take ε > 0, and as follows: We take
ε > 0 such that
(4.8) 1S | |( Sε) < ε
and
(4.9) | |( 2Sε) < 1
Since | |( ) = ( 2) and | |( ) = ( ), we can take such ε > 0. Further-
more for this ε we take and such that
(4.10) ( )ε + ‖ 0‖{σ τ} + 1S | |( Sε) ≤ ε
and
(4.11) ( ) + | |( 2Sε) < 1
where
( ) = 1( ) + 2( )
We can take such and by the fact 0(0 0) = 0 and the expression of ( ).
It follows from (4.3), (4.5), (4.6) and (4.10) that ∈ {σ τ}0 ( ) and ‖ ‖{σ τ} ≤
ε imply ∈ {σ τ}0 ( ) and ‖ ‖{σ τ} ≤ ε. Hence is well-defined as a mapping
from {σ τ}0 ( ; ε) to itself. Moreover by (4.3), (4.5), (4.7) and (4.11), we see that
:
{σ τ}
0 ( ; ε) → {σ τ}0 ( ; ε) is a contraction mapping. Therefore there exists
a unique ( ) ∈ {σ τ}0 ( ; ε) which satisfies ( ) = ( ). Lemma 3.1, (1)
implies ( ) ∈ {σ τ}, and it is easy to see that this ( ) is a solution of (4.1).
Since we admit the unique existence of the formal solution, the proof is completed.
5. Proof of Theorem 2.1 (when m ≥ 1)
In this section we study the case ≥ 1 (i.e. Cases (i), (ii), (iii) and (iv)).
We only consider Case (i). By the same reason as in the previous section we con-
sider the case = 1. We write a formal power series solution as ( ) =∑
(α β γ)∈N + + |α|+|β|+|γ|≥1 αβγ
α β γ ( + + = ) and use the Banach
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space ˜ {ρ (σ τ )}0 ( ( )) (resp. {ρ σ τ}0 ( )) instead of ˜{ 1 2}0 ( 1 2) (resp.
{ 1 2}
0 ( 1 2)). Therefore ( ) ∈ ˜{ρ (σ τ )}0 ( ( )) (resp. ∈ {ρ σ τ}0 ( ))
means
||| |||{ρ (σ τ )}( ) :=
∑
(α β γ)∈N + +
|α|+|β|+|γ|≥1
| αβγ | |α|!(|β| + |γ|)!(ρ · α + σ · β + τ · γ)!
α β γ < +∞
(
resp ‖ ‖{ρ σ τ} :=
∑
(α β γ)∈N + +
|α|+|β|+|γ|≥1
| αβγ | (|α| + |β| + |γ|)!(ρ · α + σ · β + τ · γ)!
α β γ < +∞
)
We recall that the equation (2.1) is written as follows:
(5.1) 1 = 0( ) +
( ( )) (0 0 0) = 0
where 0 and are holomorphic at the origin which satisfy 0(0 0 0) = 0 and
( 0) ≡ ( 0) ≡ 0, respectively. Furthermore 1 is a linear partial dif-
ferential operator which has the following form: 1 =
∑
=1 λ (∂/∂ ) − (0 0) +
′
1 +
′′
1 +
′′′
1 +
′′′′
1 + , where
′
1 =
−1∑
=1
δ +1
∂
∂
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
αβγ( ) α β γ
)
∂
∂
′′
1 =
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
αβγ( ) α β γ
)
∂
∂
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
αβγ( ) α β γ
)
∂
∂
′′′
1 =
−1∑
=1
+1
∂
∂
+
∑
=1
( finite∑
|β|+|γ|≥2
βγ( ) β γ
)
∂
∂
+
∑
=1
( finite∑
|β|+|γ|≥2
βγ( ) β γ
)
∂
∂
′′′′
1 =
∑
=1
( finite∑
|β|+|γ|≥2
βγ( ) β γ
)
∂
∂
= ( )
=
finite∑
|α|+|β|+|γ|≥1
αβγ( ) α β γ
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Here all coefficients αβγ , βγ , αβγ , βγ , αβγ , βγ and αβγ are holomorphic
at the origin, and none of them vanish at the origin unless they vanish identically.
We assume that = (ρ σ τ ) satisfies the condition in Theorem 2.1, and prove that
the formal solution of (5.1) belongs to {ρ σ τ}. We remark that we admit the unique
existence of the formal solution.
Proof of Case (i) of Theorem 2.1. First we define the operator : {ρ σ τ} →
{ρ σ τ} by
=
∑
=1
λ
∂
∂
− (0 0)
The condition (Po2) implies that λ · α − (0 0) 6= 0 for all α ∈ N , where λ · α =∑
=1 λ α . Hence the operator is bijective and −1 is given by
−1
( ∑
(α β γ)∈N + +
αβγ
α β γ
)
=
∑
(α β γ)∈N + +
αβγ
λ · α− (0 0)
α β γ
Now we introduce a new unknown function ( ) by
( ) = ( ) that is ( ) = −1 ( )
Then the equation (5.1) is equivalent to the following one:
(5.2) 2 = 0( ) +
(
−1 ( )) (0 0 0) = 0
where
2 = + ( ′1 + ′′1 + ′′′1 + ′′′′1 + ) −1
( : identity mapping)
Let us define the operator by
(5.3)
= −( ′1 + ′′1 + ′′′1 + ′′′′1 + ) −1 + 0( ) + ( −1 ( ))
and let us write the ε-closed ball in ˜ {ρ (σ τ )}0 ( ( )) and {ρ σ τ}0 ( ) as
˜ {ρ (σ τ )}
0 ( ( ); ε)
:=
{
( ) =
∑
(α β γ)∈N + +
|α|+|β|+|γ|≥1
αβγ
α β γ ∈ ˜ {ρ (σ τ )}0 ( ( )); ||| |||{ρ (σ τ )}( ) ≤ ε}
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and
{ρ σ τ}
0 ( ; ε)
:=
{
( ) =
∑
(α β γ)∈N + +
|α|+|β|+|γ|≥1
αβγ
α β γ ∈ {ρ σ τ}0 ( ); ‖ ‖{ρ σ τ} ≤ ε
}
respectively.
We shall prove that is well-defined as a mapping from to itself by choosing
, , and ε suitably and that it becomes a contraction mapping there, where
=

˜ {ρ (σ τ )}
0 ( ( ); ε)
(
when ′′′′1 = 0 or “ ′′1 ′′′′1 6= 0 and
= (ρ σ τ ) ∈ ˜1 ∩ 1 ∩ ˜′1 ∩ ′′1 ”
)
{ρ σ τ}
0 ( ; ε)
(
when ′′1 = 0 or “ ′′1 ′′′′1 6= 0 and
= (ρ σ τ ) ∈ ˜1 ∩ 1 ∩ ′1 ∩ ˜′′1 ”
)
Let us estimate the operator norms of ( ′1 + ′′1 + ′′′1 + ′′′′1 + ) −1 on the spaces˜ {ρ (σ τ )}
0 ( ( )) and {ρ σ τ}0 ( ).
By the condition (Po2) there is some constant such that |1/(λ·α− (0 0))| ≤
for all α ∈ N . Hence the operator −1 : ˜ {ρ (σ τ )}0 ( ( )) → ˜{ρ (σ τ )}0 ( ( ))
(resp. {ρ σ τ}0 ( ) → {ρ σ τ}0 ( )) is bounded and we have
||| −1 |||{ρ (σ τ )}( ) ≤ ||| |||{ρ (σ τ )}( )(
resp. ‖ −1 ‖{ρ σ τ} ≤ ‖ ‖{ρ σ τ}
)(5.4)
Therefore it follows from Lemma 3.2 that the operator · −1 : ˜ {ρ (σ τ )}0 ( ( )) →˜ {ρ (σ τ )}
0 ( ( )) (resp. {ρ σ τ}0 ( ) → {ρ σ τ}0 ( )) is bounded and we
have
||| · −1 |||{ρ (σ τ )}( ) ≤ 1( )||| |||{ρ (σ τ )}( )(
resp. ‖ · −1 ‖{ρ σ τ} ≤ 1( )‖ ‖{ρ σ τ}
)(5.5)
where
1( ) = 1
( finite∑
|α|+|β|+|γ|≥1
α β γ
)
for some constant 1. In order to estimate the operator norm of ( ′1 + ′′1 + ′′′1 +
′′′′
1 ) −1 we need the following lemma:
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Lemma 5.1. (1) Let ρ, σ, τ , µ, ν, ω, µ′, ν′, ω′ satisfy
(5.6) ρ σ τ ≥ 1 ( = 1 . . . ; = 1 . . . ; = 1 . . . )
ρ · (ω − ω′) + σ · (µ− µ′) + τ · (ν − ν′) ≥ |ω| + |µ| + |ν|
Then the operator ω µ ν ω′ µ
′
ν′ −1 is bounded both on ˜{ρ (σ τ )}( ( ))
and on {ρ σ τ}( ), and the operator norm is bounded by ( ω µ ν )/
( ω′ µ′ ν′ ), where is the same constant as in (5 4). Furthermore if |ω|+ |µ|+ |ν| ≥
1, the operator ω µ ν ω′ µ
′
ν′ −1 is bounded both on ˜{ρ (σ τ )}0 ( ( )) and
on
{ρ σ τ}
0 ( ), and the operator norm has the same estimate.
(2) If |ω| ≥ 1,
(5.7) ρ σ τ ≥ 1 ( = 1 . . . ; = 1 . . . ; = 1 . . . )
ρ · (ω − ω′) + σ · (µ− µ′) + τ · (ν − ν′) ≥ |ω| + |µ| + |ν| − 1
then the operator ω µ ν ω′ µ
′
ν′ −1 is bounded both on ˜{ρ (σ τ )}( ( ))
and on ˜ {ρ (σ τ )}0 ( ( )), and the operator norm is bounded by ωω′ ( ω µ ν )/
( ω′ µ′ ν′ ) for some constant ωω′ .
(3) If |ω′| ≥ 1 and (5 7) hold, then the operator ω µ ν ω′ µ′ ν′ −1 is bounded
on {ρ σ τ}( ), and the operator norm is bounded by ωµνω′µ′ν′ ( ω µ ν )/
( ω′ µ′ ν′ ) for some constant ωµνω′µ′ν′ . Furthermore if |ω| + |µ| + |ν| ≥ 1, then
ω µ ν ω′ µ
′
ν′ −1 is bounded on {ρ σ τ}0 ( ) and the operator norm has
the same estimate.
REMARK 5.1. Let us write the Newton polyhedron of the operator
ω µ ν ω′ µ
′
ν′ as
(
ω µ ν ω′ µ′ ν′
)
=
(X Y Z W) ∈ R +1;
X ≥ ω − ω′ ( = 1 . . . )
Y ≥ µ − µ′ ( = 1 . . . )
Z ≥ ν − ν′ ( = 1 . . . )
W ≤ |ω′| + |µ′| + |ν′|

Furthermore we define ˜ (ρ σ τ ) and (ρ σ τ ) ((ρ σ τ ) ∈ [1 +∞) ) by
˜ (ρ σ τ ) = {(X Y Z W) ∈ R +1; (ρ−1( ))·X +(σ−1( ))·Y+(τ−1( ))·Z−W ≥ −1}
and
(ρ σ τ ) = {(X Y Z W) ∈ R +1; (ρ−1( ))·X +(σ−1( ))·Y+(τ−1( ))·Z−W ≥ 0}
respectively, and define ˜ and as follows:
˜ = {(ρ σ τ ) ∈ [1 +∞) ; ( ω µ ν ω′ µ′ ν′ ) ⊂ ˜ (ρ σ τ )}
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= {(ρ σ τ ) ∈ [1 +∞) ; ( ω µ ν ω′ µ′ ν′ ) ⊂ (ρ σ τ )}
Then the conditions (ρ σ τ ) ∈ ˜ and (ρ σ τ ) ∈ are equivalent to (5.7) and (5.6),
respectively.
Proof of Lemma 5.1. It is similar to the proof of Lemma 5.1 in Hibino [2]. We
remark that the condition (Po2) plays an important role in the proof.
Proof of Case (i) of Theorem 2.1 (continued). When ′′′′1 = 0, it follows from
the assumption (ρ σ τ ) ∈ ˜1∩ 1∩˜′1, Lemma 3.2, (2), Lemma 5.1, (1) and (2) that the
operator ( ′1 + ′′1 + ′′′1 ) −1 : ˜ {ρ (σ τ )}0 ( ( )) → ˜ {ρ (σ τ )}0 ( ( )) is bounded
for sufficiently small , and . Moreover we have
(5.8) |||( ′1 + ′′1 + ′′′1 ) −1 |||{ρ (σ τ )}( ) ≤ 2( )||| |||{ρ (σ τ )}( )
where
2( ) = 2
{ −1∑
=1
+1
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
α β γ
)
1
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
α β γ
)
1
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
α β γ
)
1
+
−1∑
=1
+1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
}
for some constant 2.
When ′′1 = 0, it follows from the assumption (ρ σ τ ) ∈ ˜1 ∩ 1 ∩˜′′
1 , Lemma 3.2, (1), Lemma 5.1, (1) and (3) that the operator ( ′1 + ′′′1 +
′′′′
1 ) −1 : {ρ σ τ}0 ( ) → {ρ σ τ}0 ( ) is bounded. Moreover we have
(5.9) ‖( ′1 + ′′′1 + ′′′′1 ) −1 ‖{ρ σ τ} ≤ 3( )‖ ‖{ρ σ τ}
where
3( ) = 3
{ −1∑
=1
+1
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
α β γ
)
1
+
−1∑
=1
+1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
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+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
}
for some constant 3.
When ′′1 , ′′′′1 6= 0 and (ρ σ τ ) ∈ ˜1 ∩ 1 ∩ ˜′1 ∩ ′′1 , it follows from
Lemma 3.2, (2), Lemma 5.1, (1) and (2) that the operator ( ′1 + ′′1 + ′′′1 +
′′′′
1 ) −1 : ˜{ρ (σ τ )}0 ( ( )) → ˜{ρ (σ τ )}0 ( ( )) is bounded. Moreover we have
(5.10) |||( ′1 + ′′1 + ′′′1 + ′′′′1 ) −1 |||{ρ (σ τ )}( ) ≤ 4( )||| |||{ρ (σ τ )}( )
where
4( ) = 4
{ −1∑
=1
+1
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
α β γ
)
1
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
α β γ
)
1
+
∑
=1
( finite∑
|α|+|β|+|γ|≥2
|α|≥1
α β γ
)
1
+
−1∑
=1
+1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
+
∑
=1
( finite∑
|β|+|γ|≥2
β γ
)
1
}
for some constant 4. When ′′1 , ′′′′1 6= 0 and (ρ σ τ ) ∈ ˜1 ∩ 1 ∩ ′1 ∩ ˜′′1 , it fol-
lows from Lemma 3.2, (1), Lemma 5.1, (1) and (3) that the operator ( ′1 + ′′1 + ′′′1 +
′′′′
1 ) −1 : {ρ σ τ}0 ( ) → {ρ σ τ}0 ( ) is bounded. Moreover we have
(5.11) ‖( ′1 + ′′1 + ′′′1 + ′′′′1 ) −1 ‖{ρ σ τ} ≤ 4( )‖ ‖{ρ σ τ}
Next let us estimate nonlinear terms. Let
( ) =
∑
|α|+|β|+|γ|≥0 ≥2
αβγ
α β γ
be the Taylor expansion of ( ) (recall that ( 0) ≡ ( 0) ≡ 0).
Furthermore let us define the formal power series | |( ) by
| |( ) =
∑
|α|+|β|+|γ|≥0 ≥2
| αβγ | α β γ
We may assume that | |( ) converges in ∏
=1{ ∈ C; | | ≤ }×
∏
=1{ ∈
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C; | | ≤ } ×∏
=1{ ∈ C; | | ≤ } × { ∈ C; | | ≤ } for some positive
constants , , and ( = 1 . . . ; = 1 . . . ; = 1 . . . ).
We remark the following: It holds that
( ) =
∑
|α|+|β|+|γ|≥0 ≥1
( + 1) αβγ +1 α β γ
and that
| |( ) :=
∑
|α|+|β|+|γ|≥0 ≥1
( + 1)| αβγ +1| α β γ
converges in
∏
=1{ ∈ C; | | ≤ } ×
∏
=1{ ∈ C; | | ≤ } ×
∏
=1{ ∈
C; | | ≤ } × { ∈ C; | | ≤ }.
Now it follows from (5.4) and Lemma 3.3, (1) that if ≤ ( =
1 . . . ), ≤ ( = 1 . . . ), ≤ ( = 1 . . . ), ∈
{ρ σ τ}
0 ( ) and ‖ ‖{ρ σ τ} ≤ /S˜ , where S˜ = max{ρ σ τ ; = 1 . . .
and = 1 . . . and = 1 . . . }, then ( −1 ( )) belongs to
{ρ σ τ}
0 ( ). Moreover it holds that
‖ ( −1 ( ))‖{ρ σ τ} ≤ 1
S˜
| |
(
S˜ ‖ ‖{ρ σ τ}
)
≤ 1
S˜
| |
(
S˜ ‖ ‖{ρ σ τ}
)
< +∞
(5.12)
where = ( 1 . . . ), = ( 1 . . . ), = ( 1 . . . ).
Next by noting
( )− ( ) = ( − )
∫ 1
0
(
+ θ( − )) θ
we see that if ≤ ( = 1 . . . ), ≤ ( = 1 . . . ), ≤ ( =
1 . . . ) and ‖ ‖{ρ σ τ}, ‖ ‖{ρ σ τ} ≤ /2S˜ , then we have
‖ ( −1 ( ))− ( −1 ( ))‖{ρ σ τ}(5.13)
≤ ‖ − ‖{ρ σ τ} × | |
(
S˜
(
‖ ‖{ρ σ τ} + ‖ ‖{ρ σ τ}
))
≤ ‖ − ‖{ρ σ τ} × | |
(
S˜
(
‖ ‖{ρ σ τ} + ‖ ‖{ρ σ τ}
))
Similarly it follows from (5.4) and Lemma 3.3, (2) that if ∈ ˜{ρ (σ τ )}0 ( ( ))
and ||| |||{ρ (σ τ )}( ) ≤ /S˜ , where , , and S˜ are same as above, then we have
( −1 ( )) ∈ ˜{ρ (σ τ )}0 ( ( )), and that
||| ( −1 ( ))|||{ρ (σ τ )}( ) ≤ 1S˜ | |
(
S˜ ||| |||{ρ (σ τ )}( )
)
(5.14)
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≤ 1
S˜
| |
(
S˜ ||| |||{ρ (σ τ )}( )
)
< +∞
Moreover if ||| |||{ρ (σ τ )}( ) , ||| |||{ρ (σ τ )}( ) ≤ /2S˜ , we have
||| ( −1 ( ))− ( −1 ( ))|||{ρ (σ τ )}( )(5.15)
≤ ||| − |||{ρ (σ τ )}( ) × | |
(
S˜
(
||| |||{ρ (σ τ )}( ) + ||| |||{ρ (σ τ )}( )
))
≤ ||| − |||{ρ (σ τ )}( ) × | |
(
S˜
(
||| |||{ρ (σ τ )}( ) + ||| |||{ρ (σ τ )}( )
))
Under the above preparations let us take ε > 0, , and as follows: We take
ε > 0 such that
(5.16) 1
S˜
| |( S˜ ε) < ε
and
(5.17) | |( 2S˜ ε) < 1
Since | |( ) = ( 2) and | |( ) = ( ), we can take such ε > 0.
Furthermore for this ε let us take , and such that the followings hold:
In the case ′′′′1 = 0:
(5.18) { 1( ) + 2( )}ε + ||| 0|||{ρ (σ τ )}( ) +
1
S˜
| |( S˜ ε) ≤ ε
and
(5.19) 1( ) + 2( ) + | |( 2S˜ ε) < 1
In the case ′′1 = 0:
(5.20) { 1( ) + 3( )}ε + ‖ 0‖{ρ σ τ} + 1
S˜
| |( S˜ ε) ≤ ε
and
(5.21) 1( ) + 3( ) + | |( 2S˜ ε) < 1
In the case ′′1 , ′′′′1 6= 0 and (ρ σ τ ) ∈ ˜1 ∩ 1 ∩ ˜′1 ∩ ′′1 :
(5.22) { 1( ) + 4( )}ε + ||| 0|||{ρ (σ τ )}( ) +
1
S˜
| |( S˜ ε) ≤ ε
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and
(5.23) 1( ) + 4( ) + | |( 2S˜ ε) < 1
In the case ′′1 , ′′′′1 6= 0 and (ρ σ τ ) ∈ ˜1 ∩ 1 ∩ ′1 ∩ ˜′′1 :
(5.24) { 1( ) + 4( )}ε + ‖ 0‖{ρ σ τ} + 1
S˜
| |( S˜ ε) ≤ ε
and (5.23).
We can take such , and by the fact 0(0 0 0) = 0 and the expressions of
1( ), 2( ), 3( ) and 4( ).
In the case ′′′′1 = 0 we see that if ∈ ˜ {ρ (σ τ )}0 ( ( )) and ||| |||{ρ (σ τ )}( ) ≤
ε, then ∈ ˜{ρ (σ τ )}0 ( ( )) and ||| |||{ρ (σ τ )}( ) ≤ ε by (5.5), (5.8), (5.14) and
(5.18). Hence is well-defined as a mapping from ˜ {ρ (σ τ )}0 ( ( ); ε) to itself.
Moreover by (5.5), (5.8), (5.15) and (5.19), we see that : ˜ {ρ (σ τ )}0 ( ( ); ε) →˜ {ρ (σ τ )}
0 ( ( ); ε) is a contraction mapping. Similarly in other cases we can prove
that : → is well-defined and that it is a contraction mapping.
Therefore there exists a unique ( ) ∈ which satisfies ( ) =
( ). Lemma 3.1 implies ( ) ∈ {ρ σ τ}. Hence ( ) = −1 ( )
also belongs to {ρ σ τ} and it is a solution of (5.1). The proof is completed.
6. Unique existence of formal solution
Here we shall prove the unique existence of the formal solution.
(I) Case m = 0
We only consider Case (v), and assume = 1. Let us consider the equation (4.1).
We may assume − (0 0) = 1.
First we write the operator 1 as 1 = 0 − 1, where
0 = 1 +
−1∑
=1
+1
∂
∂
1 = 0 − 1
Let us define the vector space ( ; ) which consists of homogeneous polynomials
of degree ( ≥ 0) as follows:
( ; ) = (the vector space spanned by { β γ ; (β γ) ∈ N + |β| + |γ| = })
Lemma 6.1. For all ≥ 0 the linear operator
0 : ( ; ) → ( ; )
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is bijective.
Proof. Let us notice
0( β γ) = β γ +
∑
=1
β β−e +e +1 γ
where e = (δ 1 δ 2 . . . δ ) (δ ′: Kronecker’s delta) for = 1 . . . .
Therefore by suitably arranging the basis of ( ; ), the matrix representation
of 0 becomes the following triangular matrix:
1 ∗ · · · ∗
1 · · · ∗
.
.
.
.
.
.
1

︸ ︷︷ ︸
♯{(β γ)∈N + ; |β|+|γ|= }
This completes the proof.
Now in order to solve the equation (4.1) we set
( ) =
∞∑
=1
( ) 0( ) =
∞∑
=1
0 ( )
where ( ), 0 ( ) ∈ ( ; ). Then we have the following recursion formula
for { ( )}∞
=1:
0 1( ) = 01( )
0 2( ) = 02( )
+ (homogeneous part of degree 2 of 1 1( ) + ( 1( )))
0 3( ) = 03( ) + (homogeneous part of degree 3 of
1( 1( ) + 2( )) + ( 1( ) + 2( )))
· · ·
0 ( ) = 0 ( )
+ (homogeneous part of degree of
1( 1( ) + · · · + −1( )) + ( 1( ) + · · · + −1( )))
· · ·
Therefore by Lemma 6.1 we can obtain { ( )}∞
=1 inductively and uniquely. This
completes the proof of the unique solvability for the equation (4.1).
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(II) Case m ≥ 1
We only consider Case (i). Similarly to the previous case, we assume = 1. Let
us consider the equation (5.1).
We write the operator 1 as 1 = 0 − 1, where
0 =
∑
=1
λ
∂
∂
− (0 0) +
−1∑
=1
δ +1
∂
∂
+
−1∑
=1
+1
∂
∂
1 = 0 − 1
Let us define the vector space ( ; ) which consists of homogeneous polynomi-
als of degree as follows:
( ; )
= (the vector space spanned by { α β γ ; (α β γ) ∈ N + + |α| + |β| + |γ| = })
Lemma 6.2. For all ≥ 0 the linear operator
0 : ( ; ) → ( ; )
is bijective.
Proof. Let us notice
0( α β γ) = {λ · α− (0 0)} α β γ
+
−1∑
=1
δ α α−e
( )+e( )+1 β γ +
−1∑
=1
β α β−e
( )+e( )+1 γ
where e( ) = (δ 1 δ 2 . . . δ ) ( = 1 . . . ) and e( ) = (δ 1 δ 2 . . . δ ) ( =
1 . . . ). Therefore by suitably arranging the basis of ( ; ), the matrix repre-
sentation of 0 becomes the following triangular matrix:
λ · α(1) − (0 0) ∗ · · · ∗
λ · α(2) − (0 0) · · · ∗
.
.
.
.
.
.
λ · α(κ) − (0 0)

where κ = ♯{(α β γ) ∈ N + + ; |α| + |β| + |γ| = }. The condition (Po2) implies that
this matrix is regular, which completes the proof.
Therefore similarly to the previous case, we can prove the unique solvability of
the equation (5.1) by using Lemma 6.2.
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