This paper studies the mean square stabilization problem of multi-input discrete-time systems with multiplicative noise constraints. The channel resources are fixed and cannot be arbitrarily allocated, and the channel is modeled as multiplicative noise. The main purpose is to discuss the relationship between the minimum channel capacity of each subchannel and the system topological entropy by using majorization theory. The basic idea is to investigate the stabilization from the perspective of the supply and demand balance. Specifically, for communication resources, each system input is regarded as the demand side and the channel is considered as the supplier. The supply resources of the channel are characterized according to the channel capacity, and stabilization of networked control systems requires a balance between the supply and demand of the communication resources. Since the channel resources are not configurable, one can satisfy the supplier's requirements by adjusting the demand side (a certain transmission mechanism). We provide a sufficient condition and a necessary condition to stabilize networked control systems. Finally, numerical examples verify the conclusions.
I. INTRODUCTION
Networked control systems (NCSs) are feedback control systems in which the systems and the controllers communicate over a shared network. Such systems have received increasing attention in recent years. NCSs are widely used in mobile sensor networks [1] , highway systems [2] , smart grid systems [3] and multi-agent systems [4] . Many journals and conferences have presented special discussions on the topic, such as the special discussions [5] , [6] and [7] - [9] and their corresponding references.
One basic problem of networked control systems is stabilization under the constraints of input channel information. Many different forms of information constraints are often used in research, such as data rate constraints [10] , [11] , quantization [12] , [13] , signal-to-noise ratio limitations [14] , [15] , The associate editor coordinating the review of this manuscript and approving it for publication was Qiu Ye Sun . packet loss [16] - [18] , quantization and packet loss [19] , time delay [20] - [22] and power constraints [23] . For example, using a logarithmic quantizer to quantize the input signal, the study [12] discussed the state feedback mean square stabilization problem for a single-input system. Based on the Lyapunov method, the coarsest quantization density required for quadratic stabilization of networked control systems was obtained, and the density was expressed by the topological entropy of the open-loop system, i.e., the logarithm of the product of the modulus of the unstable poles for a discretetime system, or by the sum of the unstable poles for a continuous-time system. Based on the multiplicative random input channel, the study [16] gave a sufficient and necessary condition for state feedback mean square stabilization of networked control systems; the condition is that the mean square capacity of the multiplicative channel exceeds the topological entropy of the open-loop system. These results reveal that the topological entropy of the open-loop system plays an VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ important role in the system analysis and can be regarded as a measure of the instability of an open-loop system. The study [24] studied the relationship between the observability and optimal control through a data-rate constrained channel and topological entropy, and the conclusions further support the above perspective. For multi-input systems, the problem of networked stabilization is more troublesome than that for single-input systems. The minimum network requirements for state feedback networked multi-input system stabilization can be difficult to obtain. Fortunately, the studies [25] - [30] have made enormous progress. For example, the studies [28] , [30] discussed the mean square stabilization problem for discretetime multiple-input multiple-output systems derived from independent parallel channels with signal-to-noise ratio constraints. A necessary and sufficient condition for mean square stabilization was given. The condition involves the value of the unstable poles and their directions. Lately, a series of studies have used the idea of channel resource allocability to explore the minimum information requirements for networked stabilization. The additional design freedom that can be generated from the channel resource allocation is used. The minimum total capacity required for multi-input networked stabilization can be characterized by the open-loop system topological entropy. Another solution is to fix each channel resource and discuss the problem of the networked stabilization from the perspective of communication theory for the multi-input and multi-output transmission mechanism. Based on majorization theory, the study [31] used the second idea to provide a necessary and sufficient condition for mean square networked stabilization with respect to the additive noise channel, and the study [32] discussed the feasible channel capacity region for MIMO stabilization via MIMO communication. A similar approach has been generalized to stabilize continuous-time networked control systems under the multiplicative noise channel or more general channels [33] , [34] . Reference [29] studied the networked stabilization of a continuous-time multi-input system wherein the multiple control inputs are transmitted through a small number of shared channels with stochastic multiplicative uncertainties. By virtue of scheduling/control co-design, a sufficient condition is obtained for the overall quality of service of channels required for stabilization given in terms of twice the topological entropy of the plant. This is a different perspective from which to research the networked control system stabilization problem.
Inspired by the idea that networked control systems can be stabilized, especially the idea in the studies [31] , [33] , [34] , this paper uses the corresponding idea to establish a connection between the stabilization of networked discrete-time systems and the open-plant topological entropy. In particular, majorization theory is used to provide the necessary and sufficient conditions for the system to be mean square stabilized when the channel resources cannot be arbitrarily allocated. The main difference of this paper from the literature [31] , [33] , [34] is that this paper primarily discusses mean square networked stabilization for discrete-time systems. There are three differences from the literature [31] , [33] , [34] : 1) This article mainly discusses the mean square stabilization for discrete-time systems; 2) The channel capacity is defined differently; 3) The theories and technologies used to solve problems are very different.
To overcome the problem that multi-input networked systems can be stabilized under limited information, the primary characteristic of this paper is as follows: when the channel resources cannot be allocated, the problem is transformed into the coding/controller joint design problem by using an encoder/decoder pair. The coding/controller should be properly designed. We provide the sufficient and necessary conditions under which the coding/controller problem is solvable. The conditions are given by majorization-type relations and indicate that the minimum network requirements are closely related to the Miller measure of the cyclic decomposition subsystems.
The primary contributions of this paper are as follows: (1) When the channel resources are fixed and cannot be arbitrarily allocated, the paper discusses the problem of mean square stabilization of multi-input discrete-time systems with multiplicative noise constraints; to the best of our knowledge, this problem has never been investigated before. (2) The basic idea and application of majorization theory to investigate the stabilization from the perspective of supply and demand balance are seldom used in related studies. (3) We provide a sufficient condition and a necessary condition to stabilize networked control systems, and these majorization-type conditions establish the relationship between the minimum channel capacity of each subchannel and the system topological entropy.
It is worth noting that both channel/controller joint design and coding/controller joint design problems can be regarded as a balance of supply and demand of communication resources. Controlling a networked system requires a certain amount of communication resources for each input. The balance can be designed in two different ways. Channel/controller joint design adjusts the supply to satisfy the demand, whereas coding/controller joint design adjusts the demand according to the supply.
II. PROBLEM DESCRIPTION
Consider the networked control system shown in Figure 1 , where the discrete-time multiple-input system is expressed as: where x k denotes the system state, u k denotes the control input, A ∈ R n×n and B ∈ R n×m , assuming that (A, B) is unstable but can be stabilized. Suppose that state x k can be used for state feedback. If there exists an ideal communication network between the plant and the controller, i.e., u k = v k , then it is easy to design the state feedback controller v k = Fx k such that the closed-loop system is stable. However, when the communication network is not ideal, that is, u k is the distorted information of v k , since the stabilization of the networked systems depends on the data transmission accuracy in a communication system, the state feedback design problem will face new challenges. The studies [18] , [35] discussed the minimum channel capacity for stabilizing a multi-input networked system, borrowing the idea of network resource assignability, but the discussion is derived from the assumption that the total resources can be assigned in each parallel channel. If the total resources are not assignable, then the problem faces new challenges. This paper solves this problem for discrete-time multi-input networked system by means of the coding/controller joint design idea. The communication system is modeled as an encoding matrix T , a multiplicative noise parallel channel and a decoding matrix R, as shown in Figure. 
2.

A. CHANNEL DESCRIPTION
The communication channel is modeled as discrete random multiplicative noise, and the sub-channel input signal q i (k) is interfered from the discrete random multiplicative noise ξ i (k), where the discrete random multiplicative noise ξ i (k) has mean E{ξ i (k)} = µ i and covariance E{(
i δ ij , for this fading channel, the signalto-noise ratio is denoted as SNR i =
The channel capacity for each sub-channel is defined as [35] :
The entire channel capacity is calculated as C = C 1 + C 2 + · · · + C l . Since the channel signal-to-noise ratio is given and fixed in advance, the channel capacity is fixed and cannot be arbitrarily allocated, which is opposite to the situation in which resources are arbitrarily assignable [18] , [35] . However, the design of the encoder/decoder pair can compensate for the lack of channel resource allocation. In particular, we assume that the encoding and decoding matrices are subject to the following constraint:
In simple terms, the control input signal u(k) has the same mean value as the channel input signal v(k). The controller designer can co-design the encoder/decoder matrices and controller to achieve system stabilization, which results in a coding/controller co-design problem. Our goal is to find an essential information constraint on the signal-to-noise ratio so that the coding/controller co-design problem can be solved. This paper mainly considers the discrete-time system case, and for the continuous case the study [33] can be refereed to.
B. PROBLEM FORMULATION
When the network resources cannot be arbitrarily allocated, how can networked discrete-time system stabilization based on the multiplicative channel be realized? The purpose of this paper is two-fold: (1) to co-design the coding/controller for networked stabilization and (2) to discuss the relationship between the minimum channel capacity required for networked stabilization and the system topological entropy.
III. PRELIMINARIES
This section presents some basic knowledge, including the H 2 complementary sensitivity function, cyclic decomposition, and majorization theory.
A. CYCLIC DECOMPOSITION
In general, for any square matrix, the following cyclic decomposition can always be performed.
Lemma 1 [36] : For each stabilizable linear system (A, B), where A ∈ R n×n and B ∈ R n×m , there exits a non-singular matrix P and Q such that:
represents the matrix blocks not to be used in the next derivation, and A is transformed into a cyclic decomposition form. Subsystems (Ã i ,b i ), (i = 1, 2, · · · , k) can be stabilized.
B. MAJORIZATION
Some useful lemmas are presented as follows.
Lemma 2 [37] : The majorization inequality x ω y (x ≺ ω y) holds if and only if there exists a vector z such that x ≥ z (x > z), and z y.
Lemma 2 characterizes the relationship between the majorization and the weak majorization.
Lemma 3 [37] : The sufficient and necessary condition for the existence of the real symmetric matrix X with eigenvalues λ 1 , λ 2 , · · · , λ n and diagonal elements d 1 , d 2 , · · · , d n is expressed as:
When the conditions in Lemma 3 are satisfied, there are many ways to calculate the expected real matrix X , which can be found in the literature [38] . For more information on majorization theory, please refer to the study [37] .
C. OPTIMAL COMPLEMENTARY SENSITIVITY
Considering the networked system shown in Figure 2 , assuming that the channel is temporarily ideal, the system's complementary sensitivity function is (transfer function from channel output p k to channel input q k ):
Lemma 4 [35] : Assuming that (A, B) is stabilizable:
inf F:A+BF is stable
For the single-input case, i.e., m = 1, please refer to the literature [39] .
IV. MAIN CONCLUSION
Much of the present literature on stabilization of networked control systems assumes that the total resources can be allocated to each parallel channel; in fact, the supply is adjusted to meet the demand. However, we may sometimes encounter situations in which network devices are fixed in advance and cannot be arbitrarily assigned. In this case, each channel resource C i is given in advance and cannot be allocated. The next question is whether another design method can be used to compensate for the lack of resource allocation. The answer is clear: the design of transfer/receiver matrices T and R can be used to transform the controller design issue into a controller/transfer co-design issue. Before presenting the main conclusions, we shall analyze the transceiver design mechanism from the perspective of supply and demand balance. Because the channel capacity of each channel is fixed in advance, the supplier can no longer operate. With the appropriate linear transmission matrix T , each channel transmits a linear combination of all input signals, which adjusts the channel requirements to meet the supply. This process is the opposite of that in the existing methods. This section considers the channel modeled as multiplicative noise and discusses the sufficient and necessary conditions for the existence of appropriate encoder/decoder matrices T and R and feedback control gain matrix F such that the closed-loop networked control system is internally stable.
The aim of this sub-section is to find the minimum requirements for channel capacity C i , i = 1, 2, · · · , l such that the networked system can be stabilized under constraints (II.3) by jointly designing coding/controller.
To stabilize a networked control system, each control input requires a certain amount of communication resources for data transmission. Therefore, the control input can be considered as the demand side of the communication resources, and the channel can be regarded as the supplier. The supply capacity of the channel is characterized by its channel capacity. The problem is that the channel capacity is given in advance, and the supply and demand are not always balanced in general.To address this imbalance between supply and demand, the encoding matrix T is introduced to generate mixed input requirements from different control inputs. With this in mind, an appealing idea is to make rational use of the encoding mechanism such that the requirements are appropriately reshaped to match the supply after mixing. Contrary to the channel resource allocation used in the literature [18] , [35] , the supply is adjusted to meet the demand. Please note that demand shaping is a very common principle in economics and has resulted in considerable success in the engineering fields for applications such as in power systems [40] , transportation [41] and data networks [42] .
The closed-loop networked control system is obtained as below:
Letting the covariance of the system state be X (k + 1) = E{x(k)x(k) }, then the state covariance equation can be obtained from (IV.1) as shown below:
where represents the Hadamard product. If there exist a state feedback gain matrix F and a pair of encoder/decoder matrices such that the closed-loop system is mean square stable, i.e., lim k→∞ X (k) = 0, then the networked system (A, B) can be stabilized. Our goal is to find the minimum requirements on the signal-to-noise ratio such that we can stabilize the networked system by coding/controller joint design.
The below lemma states several equivalent criteria for determining the networked system mean square stabilization.
Lemma 5: The following statements are equal:
(1) Networked system (A, B) can be stabilized.
(2) There exist a state feedback gain matrix F and encoder/decoder matrices T /R such that ρ( ) < 1, where:
(3) There exist a state feedback gain matrix F and encoder/decoder matrices T /R such that the inequality:
has a solution X > 0.
(4) There exist a state feedback gain matrix F and encoder/decoder matrices T /R such that the inequality:
has a solution P > 0.
(5) There exists a pair of encoder/decoder matrices T /R such that the inequality:
(6) There exist a state feedback gain matrix F and encoder/decoder matrices T /R such that:
where D is an m × m order diagonal matrix in which the diagonal elements are positive. = M −1 , and T (z) = TF(zI − A − BF) −1 BRM .
Proof: The equivalence among (1) to (5) can be derived from the existing control methods in stochastic control [43] , and for the equivalence of (1) and (6), Theorem 6.4 in [16] can be referred to.
Applying Lemma 5, we use the weak majorization relationship to solve the coding/controller co-design problem and provide a sufficient condition and a necessary condition.
Theorem 6: A sufficient condition for stabilization of the networked control system (A, B) based on the multiplicative channel via coding/controller co-design is:
A necessary condition is
Proof: For brevity, suppose that all eigenvalues of A are outside the unit circle. The rationality of the hypothesis can be found in the literature [18] , [35] .
A. NECESSITY
Assuming that (A, B) is mean square stabilizable, we note that equation (IV.9) holds. Bear in mind that the channels can always be rearranged such that their channel capacities are not in increasing order. Consequently, without loss of generality, it is assumed that the capacity relationship of each channel is as follows, that is, in nonincreasing order:
Suppose there exist a state feedback gain F and a pair of encoder/decoder matrices {T , R} such that the networked system under the multiplicative channel is mean square stable.
According to the relationship in Lemma 1 α i+1 (λ)|α i (λ), it is easy to know that the spectrum ofÃ i+1 is always included in the spectrum ofÃ i , so the inequality M (Ã 1 ) 2 ≥ M (Ã 2 ) 2 ≥ · · · ≥ M (Ã k ) 2 > 0 always holds. The majorization-type condition (IV.9) is equivalent to the following string of inequalities:
(IV.10)
We first discuss the j = 1 case. By 
Inequality (IV.11) is derived from Hadamard's inequality. See Theorem 7.8.1 in the study [44] . Furthermore, when j = 1, formula (IV.10) is established.
To discuss the case of j = 2, we first perform a controllable-uncontrollable decomposition to the system (A, BR) with regard to the first column of BR, i.e., there exist a non-singular matrix P ∈ R n×n and a state transformation z k = P −1 x k such that the dynamic equation of the system is transformed into:
where:
ξ k = diag{ξ 2,k , ξ 3,k , · · · , ξ l,k } (IV.13) LetF = TFP, and decompose the result into the following block matrix:F
Next, consider the subsystem (Ã 22 ,B 22 ), whose closed-loop dynamic system is presented below:
where the termF 21 z 1,k can be viewed as noise, whose power approaches zero as time goes to infinity. Then, imitating the case of j = 1, inequality (IV.10) can be proven when j = 2. A similar method can prove it for j = 3, · · · , k. Thus, the necessary proof is completed.
B. NEXT, WE PROVE THAT THE SUFFICIENT CONDITION HOLDS
To prove the sufficient condition, we need to design an encoder matrix T , a decoder matrix R and a state feedback gain matrix F such that the closed-loop system achieves mean square stability. Without loss of generality, suppose that (A, B) is already in a cyclic decomposition form, where each cyclic subsystem (Ã i ,b i ) is stabilizable for dimension n i . For each subsystem, based on Lemma 4, (Ã i ,b i ) can be designed with a state feedback gainf i such that ||T i (z)|| 2 2 
Letf = diag(f 1 ,f 2 , · · · ,f k ), and select the state feedback matrix F as shown below: f 0 (m−k)×n Thus, A + BF is stable. Specifically, let the encoder/decoder matrices be
where U ∈ R m×m is an isometry matrix to be designed. Furthermore, let D = diag{1, η, · · · , η m−1 }, where η is a positive small real number, and:
Then, we can obtain the expression below:
Since when η → 0, o(η) η tends to zero:
From equation (IV.8), according to Lemma 2, there exists a vector [γ 1 , γ 2 , · · · , γ l ] such that
By Lemma 3, an isometry matrix U can always be constructed such that: Remark 7: From the weak majorization-type conditions (IV.8) and (IV.9), it can be inferred that in some cases, the number of channels can be larger than the number of the control inputs to stabilize networked control systems. In fact, the minimum number of channels required for stabilization is equivalent to the number of unstable cyclic subsystems (Ã i ,b i ) obtained from the cyclic decomposition (III.1). This is consistent with the minimum number of control inputs required to stabilize a linear system in the early study [45] .
Remark 8: The sufficient condition (IV.8) and necessary condition (IV.9) indicate that if the sufficient condition is established, then the necessary condition must also be established, but the reverse is not necessarily true. When the number of cyclic subsystems is consistent with the number of channels, the weak majorization-type conditions (IV.8) and (IV.9) are consistent; please see the two corollaries below.
According to Theorem 6, the following two corollaries can be derived:
Corollary 9: If the cyclic decomposition (A, B) has only one unstable cyclic subsystem, then the networked system (A, B) can be stabilized based on the multiplicative noise channel by coding/controller joint design if and only if:
Proof : When (A, B) has only one unstable cyclic decomposition subsystem, weak majorization-type conditions (IV.8) and (IV.9) become, respectively,
and:
Then, from the properties of majorization, equation (IV.22) is equivalent to equation (IV.23), and the sufficient condition and the necessary condition are consistent. In addition, when l = 1, that is, the system has only one transmission channel, there is no channel allocation problem. This conclusion is consistent with the conclusion in [35] , and the total capacity must be larger than the system open-loop topological entropy.
Corollary 10: If the cyclic decomposition of (A, B) has l unstable cyclic subsystems andC 1 =C 2 = · · · =C l =C l , then the networked system (A, B) can be stabilized based on the multiplicative noise channel by coding/controller joint design if and only if:C > l i=1 M (Ã i ) 2 . Proof: WhenC 1 =C 2 = · · · =C l =C l , weak majorization conditions (IV.8) and (IV.9) become, respectively:
Then, we can see that the sufficient condition is the same as the necessary condition, i.e.: 26) i.e.,C > l i=1 M (Ã i ) 2 . Corollary 10 shows that communication channels with the same capacity can effectively help to transmit signals to each other. Furthermore, when l = 1, that is, the system has only one input channel, this conclusion is consistent with the conclusion in [35] , and the total capacity must be larger than the system open-loop topological entropy.
V. SIMULATION EXAMPLE
In this part, we discuss a numerical example to show how to stabilize a networked control system via coding/controller joint design. Consider an unstable system (A, B):
with the initial condition x 0 = [1 1 1] . Obviously, (A, B) can be stabilized. Furthermore, (A, B) is already in the form of cyclic decomposition, and the cyclic subsystems are given as: The signal-to-noise ratios of these two fading channels are SNR 1 = 62.500 and SNR 2 = 6.667,respectively. It is easy to prove that the sufficient condition (IV.8) is established, so the networked system can be stabilized by the coding/controller joint design. The joint design process is presented as follows.
For the controller design problem, solving for the H 2 optimal complementary sensitivity function T (z) for the two subsystems (A 1 , b 1 ) and (A 2 , b 2 ) yields f 1 = [−6.5625 1.3125] and f 2 = −1.5. Let F = diag{f 1 , f 2 }.
As in the encoding/decoding pair design problem, although C 1 = 2.0755 < H (A 1 ), the system satisfies the weak majorization-type condition (IV.8), i.e., [C 1 ,C 2 ] ≺ ω [M 2 (A 1 ), M 2 (A 2 )] . Therefore, by means of Theorem 1, one can jointly design the coding/controller, taking γ 1 = 62 and γ 2 = 6.5; then, [C 1 ,C 2 ] > [γ 1 , γ 2 ] and Obviously, when choosing a sufficiently small positive constant η = 0.001, U is an isometry matrix, and the diagonal elements of the below matrix tend to γ 1 and γ 2 :
{U (diag[T 2 1 (z),T 2 2 (z)])U } ii Furthermore, the encoder/decoder matrices are designed as follows: T = −0.9832 1.8260 0.1826 9.8320 , R = −0.9832 0.1826 0.0183 0.0983
At this point, the design process is completed. Using the Simulation tool, it can be seen from Figure 3 that the Frobenius norm of the state covariance matrix asymptotically approaches zero, i.e.:
lim t→∞ ||X (k)|| F = 0 Based on the above results, the closed-loop system is mean square stable.
VI. CONCLUSION
This paper studies the networked stabilization problem for discrete-time networked control systems. The channel model is viewed as multiplicative noise and is used to describe the signal distortion during communication. The channel resources are fixed in advance and cannot be arbitrarily allocated. By means of majorization theory, combined with the joint coding/controller design idea, a sufficient condition and a necessary condition for the mean square stabilization of networked control systems are given as majorization-type condition. The conclusions establish the relationship between the minimum channel capacity required for networked stabilization and the system topological entropy. Finally, a numerical example is given to verify the validity of the main results.
In view of future challenging problems facing networked stabilization for cases in which the channel resources are fixed in advance and cannot be arbitrarily allocated, the channel model is viewed as a signal-to-error ratio(SER) model and a received signal-to-error ratio(R-SER) model, as studied in [35] , among many others.
