The neighborhood inequality (NI) index measures aspects of spatial inequality in the distribution of incomes within the city. The NI index is defined as a population average of the normalized income gap between each individual's income (observed at a given location in the city) and the incomes of the neighbors, living within a certain distance range from that individual. This paper provides minimum bounds for the NI index standard error and shows that unbiased estimators can be identified under fairly common hypothesis in spatial statistics. These estimators are shown to depend exclusively on the variogram, a measure of spatial dependence in the data. Rich income data are then used to infer about trends of neighborhood inequality in Chicago, IL over the last 35 years. Results from a Monte Carlo study support the relevance of the standard error approximations.
Introduction
Cities are the most unequal places in America (Moretti 2013 , Baum-Snow and Pavan 2013 , Chetty and Hendren 2018 , and increasingly so nowadays compared to the last few decades (Watson 2009 ). Income inequalities that arise from differences across neighborhoods and administrative areas of the city have received substantial attention in the literature (Massey and Eggers 1990 , Jargowsky 1997 , Reardon and Bischoff 2011 .
Much less is known about the extent of income inequality in the neighborhood (see Hardman and Ioannides 2004 , Shorrocks and Wan 2005 , Dawkins 2007 , Wheeler and La Jeunesse 2008 , Kim and Jargowsky 2009 ). The degree of inequality and poverty within the neighborhood of residence has been found to have an independent effect on important dimensions of quality of life, such as labor market attachment (Conley and Topa 2002) , well-being (Ludwig et al. 2012 ) health (Ludwig et al. 2011 , Ludwig et al. 2013 , Chetty et al. 2016 ) and intergenerational mobility (Andreoli and Peluso 2018) .
Existing measures of neighborhood inequality either allow to identify places in the city
where the poor population is over-represented compared to the city average (Reardon and Bischoff 2011, Iceland and Hernandez 2017) , or rely on variance decompositions methods based on administrative partitions of the urban territory (for instance, by census tract or school district) to measure value the contribution of inequality across areas to total inequality (Wheeler and La Jeunesse 2008, Shorrocks and Wan 2005) . These approaches to spatial inequality raise concerns on their normative validity, as well as on their reliability from a measurement perspective, insofar inequality indices based on the urban space partition are inevitably affected by the Modifiable Areal Unit Problem (Openshaw 1983 , Wong 2009 ).
In a recent contribution, Andreoli and Peluso (2018) have developed a new spatial measures of neighborhood inequality, the NI index, that addresses these critics by relying on the notion of individual neighborhood (Galster 2001 , Clark et al. 2015 , rather than administrative neighborhood, to estimate neighborhood inequality. The index is defined as follows. Consider a population of n ≥ 3 individuals, indexed by i = 1, ..., n, and let y i be the income of individual i and y = (y 1 , y 2 , ..., y n ) the sample income distribution with It is defines as
and it is shown to have solid normative and statistical properties (it can be related, for instance, to the probabilistic interpretation of the Gini coefficient in Pyatt 1976 ).
The NI index depends on d, which is a parameter chosen by the researcher. The plot of N I(y, d) against d defines a neighborhood inequality curve. The curve is expected to be close to the origin when d = 0 (individual neighborhoods are very small) or when there is high spatial dependence in incomes, with high and low income households segregated in space. When d reaches the size of the city, each individual neighborhood spans the whole city. In this case, neighborhood inequality converges to citywide inequality measured by the Gini index and the NI curve is flat. Andreoli and Peluso (2018) make use of the NI curve to assess neighborhood inequality in American metro areas. Their findings suggest that neighborhood inequality in American cities is: i) high and close to citywide inequality even when d is small; ii) on the rise since 1980s; iii) a predictor of children future income opportunities related to the place they were exposed to during youth (as estimated in Chetty and Hendren 2018) .
These findings are based on the American census (STF 3A files) and the Community Survey (ACS) data. Both data sources only report statistical tables of demographics and of population counts at given income cutoffs that are representative at the block group level, the finest available statistical partition of the American territory. Incomes in the ACS are estimated from 5-years rotational samples based on 2010 census population counts. There is therefore a possibility that the NI index is imprecisely estimated and that 3 the trends of growing NI trends observed in Andreoli and Peluso (2018) are not robust from a statistical perspective.
In this paper, I derive minimum bounds for the standard error of the NI index and use these bounds to infer about various forms of dominance in NI curves, inspired by the stochastic dominance testing approach (Bishop, Chakraborti and Thistle 1989 , Dardanoni and Forcina 1999 , Andreoli 2018 . I utilize some properties of the ratio estimators in Goodman and Hartley (1958) to derive bounds for the NI index variance when the data generating process is not i.i.d., accommodating for the possibility of spatial dependence.
I then show (Sections 2 and 3) that under fairly common assumptions in spatial statistics (Cressie 1991, Chilès and Delfiner 2012) , the estimators of the NI index standard error can be identified in terms of the distribution of locations on the map (non stochastic) and of the variogram, a measure of spatial dependence of the data (Matheron 1963) . I use these results in Section 4 to infer about changes in NI in Chicago, IL, where I find statistical support for findings in Andreoli and Peluso (2018) . A simulation study in Section 5 confirms the qualities of the standard error estimator I propose. Section 6 concludes.
2 Statistical properties of the NI index
Setting
Let S denote a random field. The spatial process {Y s : s = 1, . . . , n} with s ∈ S is jointly distributed as F S . This process is a collection of random variables Y s located over the random field S, which serves as a model of the relevant urban space. The joint distribution function F S combines information about the marginal income distributions in each location and the degree of spatial dependence of incomes on S. Through geolocalization, it is possible to compute the distance "||.||" between locations s, v ∈ S. Let ||s − v|| ≤ d indicate that the distance between the two locations is smaller than d, or equivalently v ∈ d s . The cardinality of the set of locations d s is n ds , while n is the total number of locations. The observed income distribution y is a particular draw from F S , where only one income realization is observed in location s.
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Assume that data come equally spaced on a grid, so that for any two points s, v ∈ S such that ||v − s|| = h we write v = s + h. The process distributed as F S is said to display intrinsic (second-order) stationarity (see Chilès and Delfiner 2012) 
where the covariance function is isotropic and v = s + h. Under
the variogram of the process at distance range h (Matheron 1963 
, the covariance between differences in random variables can be written as Hawkins (1980) and Cressie (1991) . Sine data are assumed to occur on a transect, let denote by s and v the position on the transect, and consider s − v = h ≥ 0 where h indicates that the random variables are located within distance range h. The transect can be directional, implying that negative and positive distances carry relevant information when aggregated. Let δ p = 1 whenever h p > 0 and δ p = −1 whenever h p < 0, p = 1, 2. Under these circumstances:
Consider further the possibility of abandoning directional information by assuming that locations are arranged so that h 1 > 0 and h 2 > 0 and adopt the convention that γ(−h) = γ(h) (i.e. only the order but not the direction on the transect matters), then the covariance 
These results turn out to be useful in characterizing the NI index.
Properties
The NI index of the spatial process F S can be written in terms of first order moments of the random variables Y s as follows:
The degree of spatial dependence represented by F S enters in the N I formula through the expectation terms conditional on S. Consider first the case in which F S displays no spatial dependence in incomes, that is, the random variables Y s and Y v are i.i.d. for
, which coincides with the definition of the standard Gini inequality coefficient (see for instance Muliere and Scarsini 1989) . 
This result, derived in Andreoli and Peluso (2018) , shows that the NI index is fully characterized by the distribution of locations on the city map (non stochastic) and the degree of spatial dependence measured by the variogram. I exploit this property to obtain estimators for the NI index standard errors.
3 Variance bounds for the NI index 3.1 Main result I derive minimum bounds for the SE of the NI index under three assumptions: 1) the underling spatial process is stationary; 2) the spatial process occurs on a transect at equally spaced points; 3) each element of the process is gaussian with expectation µ and variance σ 2 .
Let assume that the random field S is limited to n locations. For simplicity, I denote these locations by i such that i = 1, . . . , n and {Y i : i = 1, . . . , n}. The joint distribution of the process is F. Each location has weight w i ≥ 0 with w = i w i , which might reflect the underling population density at a given location. These weights are assumed to be non-stochastic. The first implication is that, asymptotically, the random variable
second implication is that the spatial correlation exhibited by F is stationary in d and can be represented through the variogram of F, denoted 2γ(d).
An asymptotically equivalent version of the weighted NI index of the process distributed as F is
The NI index can thus be expressed as a ratio of two random variables. Asymptotic approximations for the SE of ratios of random variables have been developed in Goodman and Hartley (1958, p. 496) and later by Koop (1964) and Tin (1965) . I use these results to obtain minimum variance bounds for the NI index in (3) as follows:
where the SE approximation is
converges quickly when the number of locations is large, as it the case in applications based on census micro data, and holds when income realizations are spatially correlated.
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As suggested in Tin (1965) , I use plug-in estimators for the SE.
The three assumptions stated above allow to identify the different elements in (4).
Let scalars m, b, b identify distances on the transect. Under assumption 1) and 2) the 2 The sample counterpart of the NI index in (3) can be interpreted as a U-statistic. As shown by Hoeffding (1948) , the variance bound in (4) converges to the asymptotic unbiased estimator of the NI index variance when the income observations are i.i.d. Under this specific circumstance, asymptotic normality is also granted both with simple and with complex sampling design (Xu 2007 , Davidson 2009 ).
variance ofμ writes
where (7) is obtained from (6) by renaming the weight scores so that B m=1 ω(m) = 1, and by using the definition of the variogram and the fact that s j = s i + m.
The second variance component of (4) can be written as follows:
The first component of V ar [∆ d ] cannot be further simplified, as the absolute value operator enters the expectation term in a multiplicative way. Under assumption 3), the expectation can be simulated, since the random vector
with:
Assume further that data occur on a transect with equally spaced intervals s j − s 
can be simulated from a large number S (with S = 1, 000) of independent draws (y 1s , y 2s , y 3s , y 4s ) with s = 1, . . . , S, from the random 
|y 2s − y 1s | · |y 4s − y 3s |.
With some algebra, and using the fact that as follows:
In the formula,
are calculated as before.
The third component of (4) is the covariance term. It can also be written as a function of the variogram. To show this, I maintain the convention that s i − s = m ≥ 0 and
This gives the following equivalence:
The expectation
] is non-liner in the underlying random variables.
Under the Gaussian assumption, the expectation can be simulated from a large number S (with S = 1, 000) of independent draws (y 1s , y 2s , y 3s ) with s = 1, . . . , S, from the random vector (Y j , Y i , Y ), which is normally distributed with expectations (µ, µ, µ) and
As the process occurs on the transect, the variance-covariance matrix writes
for given m, b and d. The resulting simulated expectation is denoted φ(m, b, d, σ 2 ) and computed as follows:
min{y 1s y 3s − y 2s y 3s , 0}.
Based on this result, the covariance term in (4) becomes:
The weights in (10) A consistent estimator for the SE, denotedŜE d , is obtained by plugging into (4) the empirical counterparts of the variogram and the lag-dependent weights, using the formulas in (7), (8) and (10).
Implementation
Consider a sample of size n. Income realizations are denoted y i , with i = 1, . . . , n. The income vector y = (y 1 , . . . , y n ) is a draw from the spatial random process {Y s : s ∈ S}, where a location s identifies a precise point on a map. Information about location (latitude and longitude) of an observation i is denoted by s i ∈ S. Distance measures between locations can be easily constructed based on the geodesic formula. Furthermore, observed incomes are associated with weights w i ≥ 0 and are indexed according to the sample units, with w = i w i . It is often the case that the sample weights give the inverse probability of selection of an observation from the population.
The mean income within an individual neighborhood of size d, denoted µ id , is estimated by µ id = n j=1ŵ j y j whereŵ
so that jŵ j = 1, and 1(.) is the indicator function. The estimator of the average neighborhood mean income is insteadμ d = n i=1 w i w µ id . The estimator of the NI index, denotedN I(y, d), is the sample weighted average of the mean absolute deviation of the income realization in location s i from the income realization in any other location s j such 
Hypothesis testing
The NI index and the implied NI curves can be used to assess patterns and trends of A second concern may be on the way the patterns of neighborhood inequality are sensible to the size of individual neighborhoods. In presence of income sorting, one expects that inequality within neighborhoods of small size to be, on average, smaller than inequality in neighborhoods of larger size. Consequently, the NI curve is expected to be increasing in the individual neighborhood size. The relevant null here is H 4 Inference for patterns and trends of neighborhood inequality in Chicago, IL, 1980-2014 Andreoli and Peluso (2018) provide robust evidence that neighborhood inequality is high in large American metro areas and almost converges to citywide income inequality, even when estimates are based on individual neighborhoods of small size (smaller than half a mile). They also find that neighborhood inequality has increased substantially over the last 35 years in virtually all largest cities. Are these patterns producing reliable evidence for the population? Is the growth in neighborhood inequality statistically significant? I use the same data as in Andreoli and Peluso (2018) to draw inference about NI curves for the Metropolitan Statistical Area of Chicago, IL in the years 1980, 1990, 2000 and 2014. 4 Chicago has experienced large demographic growth over the last 35 years, with 
Monte Carlo study
The size and power properties of the estimators adopted to test dominance in NI curves are now assessed within the framework of a Monte Carlo study. The study reports simulated size and power for tests of differences of NI indices estimated at pre-determined distance cutoffs on samples of variable size n (n = 1000, 2000, 5000, 8000 observations), each draw from distinct known distributions. I calibrate the distributions to represent the actual and alternative counterfactual distributions of gross equivalent household income in Chicago, IL, in 2014. I first obtain these counterfactual distributions by applying suitable 
Note: Author analysis of US Census and ACS data. Confidence intervals are at 95% level.
transformations to the actual ACS 2010-2014 module data, so that these distributions can be clearly ordered in terms of NI curves dominance. Then, I use moments of these population distributions to identify moments of the income data generating processes that I will use in the simulation study. I produce two counterfactual population distributions F 1 and F 2 from the same data.
The distribution F 1 is obtained by adding noise to F 0 , so that y 1 = y 0 +ε for y 1 ∼ F 1 , y 0 ∼ The simulation study is based on models for the income process, denoted Y n f for f = 0, 1, 2, that replicate the population distributions F 0 , F 1 and F 2 , respectively. As before, the income process is a collection of random variables indexed by n, a parameter controlled within the experiment, and defined over the random field S n . The first concern is to replicate the spatial structure of the data and construct a random field S n that is representative of the map of Chicago in terms of distance scale and population density.
To do so, I draw a random field S n (reporting information about latitude and longitude as well as demographic weights of n locations) directly from the ACS 2010-2014 map of Chicago, by sampling n locations without replacement. This procedure should guarantee that the structure of ACS data for Chicago is always reflected in the outcomes of the simulation. These sampled locations are stored in a separate file for each n and used throughout the simulation experiment. Results will be conditional to the random field S n .
6
My second concern is to model the spatial income process Y n f so that it represents income variability and spatial association underlying the population distributions F f .
Given the random field S n , I maintain the assumption that the spatial income process satisfies intrinsic stationarity and the Gaussian hypothesis, implying that the process is fully characterized by known moments of the population distribution, so that Y 7 Each replica r of a distribution f (of size n) is then obtained as
where e n is a n×1 vector with all elements equal to one and ν r is a n×1 vector of standard normal distributed i. Table 2 : Monte Carlo simulations of the size and power of dominance tests for NI curves that are based on the NI index SE approximations.
of the SE approximations can be meaningfully computed only at some distance cutoffs.
For samples of size n = 2000, 5000, 8000, distance cutoffs are set at approximately a third of a mile distance range increments within the first 7 miles, and then at about two third (13) report, respectively, the share of cases where the rejection entails a weak dominance in NI curves (i.e., all cases where multiple rejections of H 3 0 (d) occur within the same replica r and differences in NI curves have the same sign) and the proportion of the cases in (12) where dominance is strong (i.e., H 3 0 is rejected at every distance cutoff). The product of the coefficients in columns (13), (12) and (11) gives a good estimate of a lower bound for the size of the tests.
Overall, the tests based on the NI index SE bounds have larger size compared to the nominal 5% level. The size of tests carried out at fixed distance cutoffs is smaller than 10% when the sample size is at least of 5000 units, while it is much larger for samples of smaller size. The size of the test is virtually zero when the NI index estimates are based on individual neighborhoods of size smaller then 1 mile. This might reflect the consequences of imperfectly estimating the income distribution at the very local scale. A bit more expected is the fact that the size of the tests for H 3 0 (d) at distance ranges larger than 5 miles are below 5%. At these distance ranges, in fact, neighborhood inequality converges to the levels of citywide inequality measured by the Gini coefficient, and the SE approximation converges asymptotically (since the spatial association of incomes becomes negligible). There is on average less than 1 rejection of H 3 0 (d) across the distance cutoffs for which I test. The upper bound for the size is of 38% in the largest sample. The size of the test monotonically converges to this number as the sample size grows. A linear interpolation of size estimates in column (11) suggests that the upper bound for the size converges to its nominal value of 5% when the sample size is larger than 16,000 units. I also find that the number of rejections related to the weak form of dominance is about 50%, although no strong forms of dominance are registered.
The second goal of this section is to infer the power for the tests for various null hypothesis about NI curves. The power corresponds to the share of replicas that reject the relevant null hypothesis in favor of a specific alternative when the alternative is true 24 in the population. I use population distributions F 0 and F 2 as references, where it is known that H (10)), from 1.7 rejections when n = 1000 to 8.7 rejections on average when n = 8000, alongside larger chances that these rejections are in favor of a weak form of dominance in NI curves. Altogether, these figures confirm the relevance of the SE approximations for inferring about patterns and dynamics of neighborhood inequality.
Concluding remarks
This article provides variance bounds for the neighborhood inequality index proposed by Andreoli and Peluso (2018) . These bounds are identified from the knowledge of the variogram function which, under assumptions on the income generating process that are common in spatial statistics literature, fully characterizes the spatial income distribution.
An application to rich income data from the American Census and the Community Survey motivates the interest in using SE approximations for the NI index when assessing patterns and trends of neighborhood inequality across American cities. Focussing on the city of Chicago, IL, I find robust statistical evidence that neighborhood inequality is large even for individual neighborhoods of small size, but it is statistically different from citywide inequality (as measured by the Gini index). The cumulated growth of neighborhood inequality over the period 1980-2014 is substantial and significant at standard confidence levels, reflecting a general trend in largest American cities documented in Andreoli and Peluso (2018) . The Monte Carlo study shows that the tests for NI curves dominance based on the SE approximations I study have higher size than the nominal values, although the (upper bound) size estimates quickly converges when the sample size grows. I expect that a sample of 16,000 units, smaller than the sample used to obtain estimates on the 5-years ACS module, is sufficient to guarantee that the size of the test is consider converge to their nominal values. The power of these tests is relatively small for null hypotheses defined at given distance cutoffs (but larger than 30%), but power grows significantly to more than 80% when considering tests for NI curves (weak) dominance (although these are only upper bounds). Some of the null hypothesis I investigate require multiple testing, a factor I do not account for in the simulation exercise and that will be addressed elsewhere.
As a remark, the SE bounds for the NI index that I provide seem to be relevant for inferring about neighborhood inequality in samples of urban population of no less then 8000 individuals. Investigations about the appropriate testing procedure when placing dominance/non-dominance of NI curves under the null are also left for future research. 
