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Abstract
The aim of this article is to introduce normal afﬁne semigroups and its links with other areas such as
graph theory, linear programming and polyhedral geometry. As an application we derive the classical
and generalized marriage theorems.
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1. Introduction
Let A= (aij ) be an integral matrix of order n× q with nonzero distinct columns and let
A= {v1, . . . , vq} be the set of column vectors of A. The integral closure or normalization
of the afﬁne semigroup
NA=Nv1 + · · · +Nvq ⊂ Zn,
associated to A, is deﬁned as:
NA= ZA ∩ R+A.
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Here R+A denotes the rational polyhedral cone in Rn given by
R+A=
{
q∑
i=1
ivi
∣∣∣∣∣ i ∈ R+ for all i
}
,
where R+ is the set of nonnegative real numbers, ZA is the subgroup of Zn generated by
A and N= {0, 1, 2, . . . , n, . . .}.
By Gordan’s Lemma [19] there are 1, . . . , r ∈ Zn such that
NA=NA+N1 + · · · +Nr .
There is an efﬁcient algorithmdue toW.Bruns andR.Koch [11,10] that computes 1, . . . , r .
Deﬁnition 1.1. The semigroup NA is said to be normal if NA=NA.
There is interest in studying the family of normal semigroups because of its connections
with other areas such as combinatorics, commutative algebra and geometry [6,7,12,9,27,
44,53]. Normal semigroups occur in the theory of toric varieties [14,22,43] and in invariant
theory [29,42]. An excellent detailed exposition of the relationship between semigroup
theory and ring theory is presented in [23].
In Section 2 we introduce the notion of circuit and give a sufﬁcient condition for the
normality of an afﬁne semigroup in terms of circuits [3]. Then we show that if A is uni-
modular (resp. totally unimodular with nonnegative entries), then NA (resp. its Rees
semigroup) is normal [3,24]. An interesting case in which the normality of NA is well
understood is when A is the incidence matrix of a graph [28,39,40], see Corollary 3.10.
In Section 3 we examine afﬁne semigroups associated to graphs and prove that the Rees
semigroup of a bipartite graph is in a certain sense strongly normal [24], see Theorem 3.6
and Corollary 3.8.
In order to link graph theory with polyhedral geometry in Section 4 we present a com-
binatorial description of the edge cone R+A associated to the incidence matrix A of a
connected graph [46,48,53]. Then we apply this description to recover the classical and
generalized versions of the marriage theorem.
2. Afﬁne semigroups
In this section we introduce afﬁne semigroups using integral matrices and study their
normality in some cases of interest arising from unimodular matrices. The important notion
of elementary vector and its relation to normality will be examined.
2.1. Elementary integral vectors or circuits
The notion of elementary integral vector occurs in convex analysis [36] and in the theory
of toric ideals of graphs [43,51].
If  ∈ Rq , its support is deﬁned as
supp()= {i | i = 0}.
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Note that  = + − −, where + and − are two nonnegative vectors with disjoint
support.
Deﬁnition 2.1. Let N be a linear subspace of Qq . An elementary vector of N is a nonzero
vector  in N whose support is minimal with respect to inclusion, i.e. supp() does not
properly contain the support of any other nonzero vector in N.
The concept of an elementary vector arises in graph theory when N is the kernel of
the incidence matrix of a graph G. The reader is referred to [36, Section 22] for a pre-
cise interpretation of the vectors in N as ﬂows of G which are conservative at every
vertex.
Lemma 2.2. If N is a linear subspace ofQq and ,  are two elementary vectors of N with
the same support, then =  for some  ∈ Q.
Proof. If i ∈ supp(), then one can write i = i for some scalar . Since supp( −
)supp(), one concludes − = 0, as required. 
Deﬁnition 2.3. Let N be a linear subspace ofQq . An elementary integral vector or circuit
of N is an elementary vector of N with relatively prime integral entries.
Corollary 2.4. If N is a linear subspace of Qq , then number of circuits of N is ﬁnite.
Proof. It follows from Lemma 2.2. 
Deﬁnition 2.5. Two vectors  = (i ) and  = (i ) in Qq are in harmony if ii0 for
every i.
Lemma 2.6 (Rockafellar [35]). Let N be a linear subspace of Qq . If 0 =  ∈ N , then
there is an elementary vector  ∈ N in harmony with  such that supp() ⊂ supp().
Theorem 2.7 (Rockafellar [35]). If N is a vector subspace of Qq and  ∈ N\{0}, then 
can be written as
=
r∑
i=1
i
for some elementary vectors 1, . . . , r of N with r dimN such that
(i) 1, . . . , r are in harmony with ,
(ii) supp(i ) ⊂ supp() for all i, and
(iii) supp(i ) is not contained in the union of the supports of 1, . . . , i−1 for all i2.
Proof. It follows from Lemma 2.6 by induction on the number of elements in the support
of . 
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Corollary 2.8. If N is a linear subspace of Qq , then the circuits of N generate N as a
Q-vector space.
To compute the elementary integral vectors of the kernel of an integral matrix it is im-
portant to note the following fact.
Proposition 2.9 (Eisenbud and Sturmfels [17]). Let A be an n× q integral matrix and let
 be a nonzero vector in ker(A). If A has rank n, then  is an elementary vector of ker(A)
if and only if there is 0 =  ∈ Q such that
= 
n+1∑
k=1
(−1)k det[vi1 , . . . , vik−1 , vik+1 , . . . , vin+1]eik , (∗)
for some column vectors vij of A. Here ek is the kth unit vector in Rq .
Theorem 2.10. Let A be an n× q integral matrix and  the map
 : Zq −→ Zn
given by ()=A(). Then ker() is generated as a Z-module by the elementary integral
vectors of ker().
Proof. It follows from Proposition 2.9 and the fundamental theorem of ﬁnitely generated
abelian groups. See [54, Theorem 8.4.10] for details. 
2.2. Normality of semigroups
Various results about the normality of semigroups will be discussed below. Some of those
results will be proved using techniques from graph theory and integer programming.
Throughout this section A = (aij ) will denote an integral matrix of order n × q with
nonzero distinct columns andA= {v1, . . . , vq} will denote the set of column vectors of A.
Deﬁnition 2.11. An integral matrix A is t-unimodular if all the nonzero r × r minors of
A have absolute value equal to t, where r = 0 is the rank of A, if t = 1 we say that A is
unimodular.
If (M,+) is an abelian group its torsion subgroup, denoted by T (M), is the set of all x
in M such that px = 0 for some 0 = p ∈ N.
Let b ∈ Zn be a ﬁxed column vector such that r = rank(A)= rank([Ab]). By a classical
result of I. Heger [37, p. 51] the system
Ax = b
has an integral solution if and only if r (A)=r ([Ab]), where i (A) denotes the greatest
common divisor of all the nonzero i × i minors of A.
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Next we give a variant of Heger’s theorem. First, note that there is a positive integer k
such that
kb = 1v1 + · · · + qvq (i ∈ Z∀i).
Therefore, there is a canonical epimorphism of ﬁnite groups
 : T (Zn/ZA) −→ T (Zn/ZB) (+ ZA −→ + ZB),
where B=A ∪ {b}.
Lemma 2.12. The following conditions are equivalent
(i)  is injective.
(ii) b ∈ ZA.
(iii) The groups Zn/ZA and Zn/ZB have the same invariant factors.
(iv) The matrices [A 0] and [Ab] have the same Smith normal form.
(v) r (A)= r ([Ab]), where r = rank(A).
Proof. The implications (i) ⇒ (ii)) ⇒ (iii) are straightforward. There are invertible
integral matrices Pi andQi such that
D1 =Q1[A 0]P1 = diag(d1, . . . , dr , 0, . . . , 0),
D2 =Q2[A b]P2 = diag(e1, . . . , er , 0, . . . , 0)
are the Smith normal forms of [A 0] and [Ab], respectively, that is, di, ei are positive integers
satisfying that di divides di+1 and ei divides ei+1 for all i. By the fundamental structure
theorem of ﬁnitely generated abelian groups there are isomorphisms:
T (Zn/ZA)  (Z/d1Z)× · · · × (Z/drZ),
T (Zn/ZB)  (Z/e1Z)× · · · × (Z/erZ).
Thus (iii) ⇔ (iv). Note i (A) = d1, . . . , di and i ([Ab]) = e1, . . . , ei for all i. Hence
(iv) ⇒ (v). To prove (v) ⇒ (i) observe |T (Zn/ZA)| = |T (Zn/ZB)| and consequently
 must be injective, as required. 
Remark 2.13. Recall that R+A can be expressed as an intersection of closed half spaces
through the origin [13], that is, there is a rational matrix C such that
R+A= {x ∈ Rn |Cx0}.
Thus, this representation together with Lemma 2.12 yield a membership test to decide when
a given  in Zn belongs to NA= ZA ∩ R+A.
Proposition 2.14. If A is a t-unimodularmatrix and vi1 , . . . , vir is aQ- basis for the column
space of A, then
ZA= Zvi1 ⊕ · · · ⊕ Zvir .
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Proof. For each j one has r ([vi1 , . . . , vir ]) = r ([vi1 , . . . , vir vj ]) = t , then the result is
a consequence of Lemma 2.12. 
The next result follows from [43, Remark 8.10 and Proposition 13.15]. The proof given
below is direct and does not make any use of Gröbner bases techniques.
Theorem 2.15. If A is a t-unimodular matrix, then NA is normal.
Proof. Let b ∈ ZA ∩ R+A. By Carathéodory’s Theorem [19, Theorem 2.3] there are
vi1 , . . . , vir linearly independent columns of A, where r is the rank of A, such that
b ∈ R+vi1 + · · · + R+vir . (1)
On the other hand by Proposition 2.14, one has
b ∈ Zvi1 + · · · + Zvir . (2)
Since vi1 , . . . , vir are linearly independent by comparing the coefﬁcients of b with respect
to the two representations given by (1) and (2) one derives b ∈ NA. This proof is due to
Gitler et al. [24]. 
The material in this section is related to covering properties. For a discussion on the
existence of unimodular (Hilbert) covers of rational cones and related algorithms see [6,8]
and the references there.
Next we present a sufﬁcient condition for the normality ofNA in terms of the elementary
integral vectors of the kernel of the matrix A.
Theorem 2.16 (Bonanzinga et al. [3]). If the entries of the matrix A are nonnegative and
each elementary integral vectors of ker(A) has a positive or negative part with entries
consisting of 0’s and 1’s, then NA is normal.
Normality of Rees semigroups.AmatrixA is called totally unimodular if each i× i minor
of A is 0 or ±1 for all i1. Examples of totally unimodular matrices include incidence
matrices of hypergraphs without odd cycles [1, Chapter 5], incidence matrices of directed
graphs [37, p. 274] and network matrices [37, Chapter 19].
Deﬁnition 2.17. If A has nonnegative entries its Rees semigroup is
R(A) := N(v1, 1)+ · · · +N(vq, 1)+Ne1 + · · · +Nen ⊂ Nn+1,
where ei is the ith unit vector of Rn+1.
The normality of Rees semigroups has been studied by various authors [34,39,43,49,
50,52], and more recently in [3,24,41]. A related notion is that of a normal graded ideal
[5,20,33].
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Theorem 2.18 (Simis et al. [39]). If A has nonnegative entries, v1, . . . , vq lie on the afﬁne
hyperplane
x1 + · · · + xn = d ,
and the Rees semigroup R(A) is normal, then NA is normal.
Proof. See [18] for a proof that works for some other more general afﬁne hyperplanes. 
Remark 2.19. If in Theorem 2.18 we assume that the rank of A is n, then there is an
isomorphism of groups Zn/ZA  Zd . This and some other constraints for the normality
of semigroups are shown in [41].
Next we will use linear programming techniques to study the normality of certain Rees
semigroups. Our main references for linear programming are [37,55]. In the proof below
we use standard notation and terminology as described in those references.
Theorem 2.20 (Bonanzinga et al. [3]). If A = (aij ) is a {0, 1} totally unimodular matrix
of order n × q with nonzero column vectors v1, . . . , vq , then its Rees semigroup R(A) is
normal.
Proof. We deﬁneA′ = {(v1, 1), . . . , (vq, 1), (e1, 0), . . . , (en, 0)}, where ei is the ith unit
vector inRn. Let (, b) ∈ ZA′ ∩R+A′, where  ∈ Rn and b ∈ R. Note ZA′ =Zn+1. One
can write
(, b)= 1(v1, 1)+ · · · + q(vq, 1)+ 1(e1, 0)+ · · · + n(en, 0),
where i and j are nonnegative rational numbers for all i, j . Hence one obtains the equal-
ities
= 1v1 + · · · + qvq + 1e1 + · · · + nen,
b = 1 + · · · + q .
Let A′ be the n× (q + n) matrix
A′ = (A e1 · · · en)
obtained from A by adjoining the column vectors e1, . . . , en. Since total unimodularity is
preserved under the operation of adding columns of unit vectors, the matrix A′ is totally
unimodular. Consider the linear program
Maximize x1 + · · · + xq (∗)
subject to
A′x =  and x0,
where x is the column vector x = (x1, . . . , xq, xq+1, . . . , xq+n). Since the column vector
c = (c1, . . . , cn+q)= (1, . . . , q, 1, . . . , n)
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satisﬁes
A′c = , c0 and c1 + · · · + cq = b,
one concludes that the linear program (*) has an optimal value greater or equal than b,
which is attained at a vertex x0 of the rational polytope
P = {x ∈ Rn+q |A′x =  and x0},
see [55, Theorem 4.1.6]. Observe that by [37, Theorem 19.2] all the vertices of P have
integral entries because A′ is totally unimodular. Thus, x0 is a vector with nonnegative
integral entries:
x0 = (	1, . . . , 	q, 
1, . . . , 
n)
such that 	1 + · · · + 	qb. There are integers 1, . . . , q such that
0i	i ∀i and 1 + · · · + q = b.
Therefore,
(, b)= 	1(v1, 0)+ · · · + 	q(vq, 0)+ 
1(e1, 0)+ · · · + 
n(en, 0)+ (0, b)
= 1(v1, 1)+ · · · + q(vq, 1)+ (	1 − 1)(v1, 0)+ · · · + (	q − q)(vq, 0)
+ 
1(e1, 0)+ · · · + 
n(en, 0),
and (, b) ∈ R(A), as required. This proof was adapted from [3]. 
3. Afﬁne semigroups of graphs
Here we introduce the interesting class of afﬁne semigroups associated to graphs. Several
aspects related to those semigroups have been studied in the literature [15,16,28,38–40,
49–51]. In this section we describe the integral closure of those semigroups and give some
applications.
Let G be a simple graph with vertex set V (G) = {v1, . . . , vn} and edge set E(G) =
{z1, . . . , zq}. Consider the set
AG := {1, . . . , q}
of all the vectors ei + ej ∈ Rn such that {vi, vj } is an edge of G. Observe that the set of
vectors AG is in one-to-one correspondence with the edge set E(G), for this reason we
sometime refer to the vector i as the edge i .
The matrix A whose columns are the vector inAG is called the incidence matrix of G.
This matrix plays an important role because its rank can be interpreted in graph theoretical
terms as it will be seen below.
Deﬁnition 3.1. The edge semigroup associated to the graph G is the afﬁne semigroup
NAG =N1 + · · · +Nq .
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Our next aim is to give a description of the integral closure of NAG in terms of special
circuits of the graph (see Theorem 3.9). This description links the normality property of
NAG with the combinatorics of the graph G (see Proposition 4.16).
Recall thatG is bipartite if all its cycles are of even length. Thus, any tree and in particular
any point is a bipartite graph. The number of bipartite connected components of G will be
denoted by c0, and the number of nonbipartite connected components will be denoted by
c1. Thus, c = c0 + c1 is the total number of components of G.
Theorem 3.2 (Grossman et al. [25]). If G is a graph with n vertices and A its incidence
matrix, then rank(A)= n− c0.
Theorem 3.3 (Grossman et al. [25]). If G is a graph with n vertices and A its incidence
matrix, then there are invertible integral matrices U, V such that
S = UAV =
(
D 0
0 0
)
,
whereD= diag(1, . . . , 1, 2, . . . , 2), n− c is the number of 1’s and c1 is the number of 2’s.
Corollary 3.4. If G is a graph with n vertices, then
Zn/ZAG  Zn−r × Zc12 = Zc0 × Zc12 ,
where r = n− c0 is the rank of the incidence matrix of G.
Proof. It follows at once from the fundamental structure theorem of ﬁnitely generated
modules over a principal ideal domain. See [30, Chapter 3]. 
Rees semigroups of bipartite graphs. Recall that the bipartite simple graphs are charac-
terized as those graphs whose incidence matrix is totally unimodular [37, Chapter 19].
Let A be an integral matrix with entries in {0, 1}.We consider the matrix C obtained from
A by ﬁrst adding a row of 1’s to thematrixA and then adding the canonical vectors e1, . . . , en
as column vectors. In general, the ﬁrst operation does not preserve total unimodularity even
if one assumes that all the columns of A have exactly k entries equal to 1. The case k = 2,
which is the interesting case here, is treated below.
Deﬁnition 3.5. A {0,±1} matrix is Eulerian if each column and each row of the matrix
have an even number of nonzeros.
Theorem 3.6 (Gitler et al. [24]). Let G be a simple bipartite graph with n vertices and q
edges and let A = (aij ) be its incidence matrix. If e1, . . . , en are the ﬁrst n unit vectors in
Rn+1 and C is the matrix
C =


a11 . . . a1q e1 · · · en
...
...
...
an1 . . . anq
1 . . . 1


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obtained from A by adjoining a row of 1’s and the column vectors e1, . . . , en, then C is
totally unimodular.
Proof. Since total unimodularity is preserved under the operation of adding columns of
unit vectors, it sufﬁces to prove that the matrix B obtained from A by adding a row of 1’s is
totally unimodular.
If B is not totally unimodular, it contains a minimal violation submatrix V that contains
part of the last row. That is V is not totally unimodular, but this is so for every proper
submatrix of V. Hence according to [45, Corollary 12.3.12(b)], V is Eulerian, is square, is
nonsingular, and has a row with all 1’s.
Since A has two 1’s in each column, B has three 1’s in each column. Hence, as V is
Eulerian,V has two 1’s in each column.Using that the columns ofV are different becauseV is
nonsingular, this implies that the ﬁrst row ofV has exactly one nonzero entry, a contradiction
with the fact that V is Eulerian. This proof is due to Klaus Truemper. 
Example 3.7 (Truemper [45]). Consider the matrices
V =


1 0 0 1
0 1 0 1
0 0 1 1
1 1 1 1

 , A=


0 0 1 0
0 0 1 0
0 1 0 0
0 1 0 0
1 0 0 0
1 0 0 0
1 0 0 1
0 1 0 1
0 0 1 1


, B =
(
A
1 1 1 1
)
.
The matrix V has determinant −2, A is totally unimodular, but B is not because V is a
submatrix of B. Thus, Theorem 3.6 does not extend to incidence matrices of k-hypergraphs
with k > 2.
There is another family of {0, 1}matrices preserving total unimodularity when adjoining
a row or column consisting of 1’s, see [45, Lemma 12.3.4].
Corollary 3.8 (Simis et al. [39]). If G is a bipartite graph and A is the incidence matrix
of G, then the Rees semigroup of A is normal.
Proof. It follows from Theorems 3.6 and 2.15. 
3.1. The integral closure of an edge semigroup
Let G be a graph on the vertex set V ={v1, . . . , vn} and letNAG be its edge semigroup.
Recall thatAG={1, . . . , q} denotes the set of all vectors ei + ej in Rn such that {vi, vj }
is an edge of G. Our goal here is to unfold a construction for the normalization:
NAG = R+AG ∩ ZAG.
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To explain the description of NAG we begin by giving some vectors in the normalization
of NAG. A bow tie of a graph G is an induced subgraph w of G consisting of two odd
cycles with at most one common vertex
Z1 = {z0, z1, . . . , zr = z0} and Z2 = {zs, zs+1, . . . , zt = zs},
joined by a path {zr , . . . , zs}. For simplicity of notation assume zi=vi . In this case one sets
mw = e1 + · · · + er + es+1 + · · · + et .
We observe that Z1 and Z2 are allowed to intersect and that only the unit vectors that
correspond to vertices in the cycles occur in mw.
If w is a bow tie of a graph G, as above, then mw is in the integral closure of NAG.
Indeed if i = ei−1ei , then
2
r∑
i=1
ei =
r∑
i=1
i and 2
t−1∑
i=s
ei =
t∑
i=s+1
i ,
which together with the identities
mw =
∑
i odd
i −
∑
i even
r<i s
i and 2mw =
r∑
i=1
i +
t∑
i=s+1
i
gives mw ∈ NAG.
Theorem 3.9 (Simis et al. [40]). If G is a simple graph, then the normalization NAG is
generated as a subsemigroup of Nn by the set
B= {1, . . . , q} ∪ {mw |w is a bow tie},
where 1, . . . , q are the columns of the incidence matrix of G.
A challenging problem in the area is to give a combinatorial description of the normal-
ization of the afﬁne semigroup of a hypergraph. There is a version of Theorem 3.9, due to
Hibi and Ohsugi [28], that allows loops in the graph G. As an immediate consequence of
Theorem 3.9 one has the following full characterization of when NAG is normal.
Corollary 3.10. Let G be a connected graph. ThenNAG is normal if and only if any two
vertex disjoint odd cycles Z1, Z2 are connected by at least one edge of G.
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Deﬁnition 3.11. A graph G is said to satisfy the odd cycle condition if every two vertex
disjoint odd cycles of G can be joined by an edge in G.
The odd cycle condition has come up in the literature in connection with the normality of
edge subrings [28,39,40] and the description of the circuits of a graph [36,51]; it occurred
earlier in [21].
4. A representation of the edge cone
A main goal of this section is to give a combinatorial description of the edge cone
[46,48,53]. Some applicationswill be presented, in particular the classicalmarriage theorem
will follow at once.
Let G be a graph on the vertex set V = {v1, . . . , vn}. We setAG (or simplyA if G is
understood) equal to the set {1, . . . , q} of all vectors ei + ej such that vi is adjacent to
vj . The polyhedral cone R+A is called the edge cone of G. By Theorem 3.2 one has
n− c0(G)= rank(M)= dimR+A,
where M is the incidence matrix of G and c0(G) is the number of bipartite components
of G.
Let us introduce somemore terminology and ﬁx the notation that will be used throughout.
We begin by recalling some of the relevant notation on polyhedral geometry; see [4,9,54].
If a ∈ Rn, a = 0, then the set Ha will denote the hyperplane of Rn through the origin
with normal vector a, that is,
Ha = {x ∈ Rn | 〈x, a〉 = 0}.
This hyperplane determines two closed half-spaces
H+a = {x ∈ Rn | 〈x, a〉0} and H−a = {x ∈ Rn | 〈x, a〉0}.
A subset F ⊂ Rn is a face of the edge cone of G if there is a supporting hyperplane Ha
such that
(i) F = R+A ∩Ha = ∅ and
(ii) R+A ⊂ H−a or R+A ⊂ H+a .
If in additionR+A /⊂ Ha we callF a proper face andHa a proper supporting hyperplane.
The empty set and R+A are the improper faces.
Deﬁnition 4.1. A proper face F of the edge cone is a facet if
dim F = dimR+A− 1.
It will turn out that the facets of R+A are deﬁned by independent sets (see deﬁnition
below) or by hyperplanes of the form Hei = {x ∈ Rn | xi = 0}.
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Lemma 4.2 (Valencia [46]). If vi is not an isolated vertex of the graph G, then the set
F =Hei ∩ R+A is a proper face of the edge cone.
Deﬁnition 4.3. Let A be a set of vertices of a graph G. The neighbor set of A, denoted by
N(A), is the set of vertices of G that are adjacent with at least one vertex of A.
Let A be an independent set of vertices of G, that is, no two vertices in A are adjacent.
The supporting hyperplane of the edge cone deﬁned by∑
vi∈A
xi =
∑
vi∈N(A)
xi
will be denoted by HA.
Lemma 4.4 (Valencia [46]). If A is an independent set of vertices of the graph G and
F = R+A ∩HA, then F is a proper face of the edge cone or F = R+A.
Theorem 4.5 (Valencia [46], Valencia and Villarreal [48], Villarreal [53]). If G is a con-
nected graph with n vertices and R+A is the edge cone of G, then
R+A=
(⋂
A
H−A
)
∩
(
n⋂
i=1
H+ei
)
, (∗)
where the ﬁrst intersection is taken over all the independent sets of vertices of G and
H+ei = {x ∈ Rn | xi0}.
Corollary 4.6 (Valencia and Villarreal [48], Villarreal [53]). If G is a graph with vertex
set V = {v1, . . . , vn} and R+A is the edge cone of G, then
R+A=
(⋂
A
H−A
)
∩
(
n⋂
i=1
H+ei
)
, (∗)
where the ﬁrst intersection is taken over all the independent sets of vertices of G and
H+ei = {x ∈ Rn | xi0}.
Proof. Let G1, . . . ,Gr be the connected components of G. For simplicity of notation we
assume n= 2 and V (G1)= {v1, . . . , vm}. There is a decomposition
R+A= R+AG1 ⊕ R+AG2 .
Let 
 be a vector in the right-hand side of Eq. (∗). One can write

= (
i )= + = (
1, . . . , 
m, 0, . . . , 0)+ (0, . . . , 0, 
m+1, . . . , 
n).
Let A be an independent set of G1. Note NG(A)=NG1(A), hence∑
vi∈A
xi
∑
vi∈NG(A)
xi =
∑
vi∈NG1 (A)
xi .
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Applying Theorem 4.5 yields  ∈ R+AG1 . Similarly one has  ∈ R+AG2 .
Hence 
 ∈ R+AG, as required. 
Corollary 4.7. Let G be a graph with vertex set V = {v1, . . . , vn}. Then a vector x =
(x1, . . . , xn) ∈ Rn is inR+A if and only if x is a solution of the system of linear inequalities
−xi0, i = 1, . . . , n∑
vi∈A
xi −
∑
vi∈N(A)
xi0 for all independent sets A ⊂ V .
Proof. It follows at once from Corollary 4.6. 
Corollary 4.8. If G is a graph with vertex set V ={v1, . . . , vn} and F is a facet of the edge
cone of G, then either
(a) F = R+A ∩ {x ∈ Rn | xi = 0} for some 1 in, or
(b) F = R+A ∩HA for some independent set A of G.
Proof. By Corollary 4.6 we can write
R+A= aff(R+A) ∩H−1 ∩ · · · ∩H−r
for some hyperplanes H1, . . . , Hr such that none of the halfspaces H−j can be omitted in
the intersection and each Hj is either of the form H−ei or Hj =HA for some independent
set A. By [55, Theorem 3.2.1] the facets of R+A are precisely the sets F1, . . . , Fr , where
Fi =Hi ∩ R+A. 
Lemma 4.9 (Valencia [46], Valencia and Villarreal [47]). If G is a bipartite graph, then
Zn ∩ R+A=NA.
In particular if (1, . . . , n) is an integral vector in the edge cone, then
∑n
i=1i is an even
integer.
Proof. Let A = {1, . . . , q} be the set of column vectors of the incidence matrix M of
G. Take  ∈ Zn ∩ R+A, then by Carathéodory’s Theorem [19, Theorem 2.3] and after an
appropriate permutation of the i’s we can write
= 	11 + · · · + 	rr (	i0),
where r = rank(M) and 1, . . . , r are linearly independent. On the other hand since the
submatrixM ′ = (1 · · · r ) is totally unimodular becauseG is bipartite, by Lemma 2.12 the
system of equations M ′x =  has an integral solution. Hence  is a linear combination of
1, . . . , r with coefﬁcients in Z. It follows that 	i ∈ N for all i, that is,  ∈ NA. The other
containment is clear. 
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Remark 4.10. To verify whether a face F as in (a) or (b) is a facet consider the setB of all
vi ∈A that are in F. Note that F is a facet if and only if dimR+B= r − 1, where r is the
dimension of the edge cone.
As an application we recover the next classical version of the marriage problem for
bipartite graphs, see [2,26]. Recall that a pairing off of all the vertices of a graphG is called
a perfect matching. Thus, a graph G has a perfect matching if and only if G has an even
number of vertices and there is a set of mutually independent lines covering (containing)
all the vertices of G. Two lines of a graph G are called independent if they do not have a
common vertex.
Theorem 4.11 (Marriage problem). IfG is a bipartite graph, thenGhas a perfectmatching
if and only if
|A| |N(A)|
for every independent set of vertices A of G.
Proof. Note that G has a perfect matching if and only if the vector = (1, 1, . . . , 1) is in
NA. By Lemma 4.9  is in NA if and only if  ∈ R+A. Thus, the result follows from
Corollary 4.7. 
Corollary 4.12. Let G = Km,n be the complete bipartite graph with mn. If V1 =
{v1, . . . , vm} and V2 = V \V1 is the bipartition of G, then a vector z ∈ Rm+n is in R+A if
and only if z= (x1, . . . , xm, y1, . . . , yn) satisﬁes
x1 + · · · + xm = y1 + · · · + yn,
−xi0, i = 1, . . . , m,
−yi0, i = 1, . . . , n.
In addition if m2, the inequalities deﬁne all the facets of R+A.
Example 4.13. If G =K1,3 is the star with vertices {v, v1, v2, v3} and center x, then the
edge cone of G has three facets deﬁned by
xi0 (i = 1, 2, 3).
Note that x = 0, deﬁne a proper face of dimension 1.
Proposition 4.14 (Villarreal [53]). Let G be a connected nonbipartite graph with n ver-
tices. If NAG is normal, then a vector (1, . . . , n) in Nn belongs to NAG if and only if
the following two conditions hold
(i) = (1, . . . , n) is in the edge cone of G, and
(ii) || =∑ni=1i is an even integer.
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Proof. Set A =AG = {1, . . . , q}. Assume  ∈ R+A and || even. We proceed by
induction on ||. Using Corollary 3.4 one has the isomorphism
Zn/(1, . . . , q)  Z2,
hence 2 ∈ R+A ∩ ZA=NA and one may write
2= 2
q∑
i=1
sii +
q∑
i=1
ii , si ∈ N and i ∈ {0, 1},
by induction one may assume
∑q
i=1sii = 0. Therefore, from the equality above one con-
cludes that the subgraph whose edges are deﬁned by the set {i | i = 1} is an edge disjoint
union of cycles Z1, . . . , Zr . By induction one may further assume that all the Zi’s are odd
cycles. Note r2, because || is even. As G is connected, using Corollary 3.10 it follows
that  ∈ NA. The converse is clear because NA is normal. 
Remark 4.15. The proof of Proposition 4.14 can be shortened by noticing that the map
:Zn/ZA −→ Z2 (a −→ |a|)
is an isomorphism. In particular if || is an even integer, then  ∈ ZA.
Proposition 4.16. Let G be a connected graph with n vertices. If n is even and NAG is
normal of dimension n, then (1, . . . , 1) is in NAG if and only if |A| |N(A)| for every
independent set of vertices A of G.
Proof. (⇒) Since NAG is normal:
R+AG ∩ ZAG =NAG.
Hence a=(1, . . . , 1)=(a1, . . . , an) is inR+AG. Using Corollary 4.7 we get that the vector
a satisﬁes the inequalities:
|A| =
∑
vi∈A
ai
∑
vi∈N(A)
ai = |N(A)|
for every independent set of vertices A of G, as required.
(⇐) First, we use Corollary 4.7 to conclude that a is in the edge cone, then apply Propo-
sition 4.14 to get a ∈ NAG. 
Corollary 4.17 (Generalized marriage theorem). Let G be a graph. If G is connected with
an even number of vertices and satisfying the odd cycle condition, then the following are
equivalent
(a) G has a perfect matching.
(b) |A| |N(A)| for all A independent set of vertices of G.
Proof. The proof follows from Theorem 4.11 and Proposition 4.16. 
Rafael H. Villarreal / Discrete Mathematics 302 (2005) 267–284 283
References
[1] C. Berge, Hypergraphs Combinatorics of Finite Sets, Mathematical Library, vol. 45, North-Holland,
Amsterdam, 1989.
[2] B. Bollobás, Modern Graph Theory, Graduate Texts in Mathematics, vol. 184, Springer, NewYork, 1998.
[3] V. Bonanzinga, C. Escobar, R. Villarreal, On the normality of Rees algebras associated to totally unimodular
matrices, Results Math. 41 (3/4) (2002) 258–264.
[4] A. BrZndsted, Introduction to Convex Polytopes, Graduate Texts in Mathematics, vol. 90, Springer, Berlin,
1983.
[5] P. Brumatti, A. Simis, W.V. Vasconcelos, Normal Rees algebras, J. Algebra 112 (1988) 26–48.
[6] W. Bruns, J. Gubeladze, Normality and covering properties of afﬁne semigroups, J. ReineAngew. Math. 510
(1999) 161–178.
[7] W. Bruns, J. Gubeladze, N.V. Trung, Normal polytopes, and Koszul algebras, J. Reine Angew. Math. 481
(1997) 123–160.
[8] W. Bruns, J. Gubeladze, N.V. Trung, Problems and algorithms for afﬁne semigroups, Semigroup Forum 64
(2002) 180–212.
[9] W. Bruns, J. Herzog, Cohen–Macaulay Rings, revised ed., Cambridge University Press, Cambridge, 1997.
[10] W. Bruns, R. Koch, Computing the integral closure of an afﬁne semigroup, Effective methods in algebraic
and analytic geometry, 2000 (Kraków), Univ. Iagel. Acta Math. 39 (2001) 59–70.
[11] W. Bruns, R. Koch, Normaliz, a program to compute normalizations of afﬁne semigroups, available
via anonymous ftp from (ftp.mathematik.Uni-Osnabrueck.DE/pub/osm/kommalg/
software).
[12] W. Bruns, W.V. Vasconcelos, R. Villarreal, Degree bounds in monomial subrings, Illinois J. Math. 41 (1997)
341–353.
[13] V. Chvátal, Linear Programming, W.H. Freeman and Company, NewYork, 1983.
[14] V.I. Danilov, The geometry of toric varieties, Russian Math. Surveys 33 (1978) 97–154.
[15] J.A. de Loera, B. Sturmfels, R.R. Thomas, Gröbner bases and triangulations of the second hypersimplex,
Combinatorica 15 (1995) 409–424.
[16] L. Doering, T. Gunston,Algebras arising from planar bipartite graphs, Comm.Algebra 24 (1996) 3589–3598.
[17] D. Eisenbud, B. Sturmfels, Binomial ideals, Duke Math. J. 84 (1996) 1–45.
[18] C. Escobar, J. Martínez-Bernal, R. Villarreal, Relative volumes and minors in monomial subrings, Linear
Algebra Appl. 374 (2003) 275–290.
[19] G. Ewald, Combinatorial Convexity and Algebraic Geometry, Graduate Texts in Mathematics, vol. 168,
Springer, NewYork, 1996.
[20] S. Faridi, Normal ideals of graded rings, Comm. Algebra 28 (2000) 1971–1977.
[21] D.R. Fulkerson, A.J. Hoffman, M.H. McAndrew, Some properties of graphs with multiple edges, Canad. J.
Math. 17 (1965) 166–177.
[22] W. Fulton, Introduction to Toric Varieties, Princeton University Press, Princeton, NJ, 1993.
[23] R. Gilmer, in: Commutative Semigroup Rings, Chicago Lectures in Mathematics, University of Chicago
Press, Chicago, 1984.
[24] I. Gitler, C. Valencia, R. Villarreal, A note on the Rees algebra of a bipartite graph, J. Pure Appl. Algebra, in
press.
[25] J. Grossman, D.M. Kulkarni, I. Schochetman, On the minors of an incidence matrix and its Smith normal
form, Linear Algebra Appl. 218 (1995) 213–224.
[26] F. Harary, Graph Theory, Addison-Wesley, Reading MA, 1972.
[27] J. Herzog, T. Hibi, H. Ohsugi, Combinatorial pure subrings, Osaka J. Math. 37 (2000) 745–757.
[28] T. Hibi, H. Ohsugi, Normal polytopes arising from ﬁnite graphs, J. Algebra 207 (1998) 409–426.
[29] M. Hochster, Rings of invariants of tori, Cohen–Macaulay rings generated by monomials, and polytopes,
Annal. of Math. 96 (1972) 318–337.
[30] N. Jacobson, Basic Algebra I, second ed., W.H. Freeman and Company, NewYork, 1996.
[33] L. Reid, L.G. Roberts, M.A. Vitulli, Some results on normal homogeneous ideals, Comm. Algebra 31 (9)
(2003) 4485–4506.
[34] G. Restuccia, R. Villarreal, On the normality of monomial ideals of mixed products, Comm. Algebra 29 (8)
(2001) 3571–3580.
284 Rafael H. Villarreal / Discrete Mathematics 302 (2005) 267–284
[35] R.T. Rockafellar, The elementary vectors of a subspace of RN, in: Combinatorial Mathematics and
its Applications, Proceedings of Chapel Hill Conference, University of North Carolina Press, 1969,
pp. 104–127.
[36] R.T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, NJ, 1970.
[37] A. Schrijver, Theory of Linear and Integer Programming, Wiley, NewYork, 1986.
[38] A. Simis, Topics in Rees algebras of special ideals, in: W. Bruns, A. Simis (Eds.), Commutative Algebra,
Salvador, Lecture Notes in Mathematics, vol. 1430, Springer, Berlin, 1990, pp. 98–114.
[39] A. Simis, W.V. Vasconcelos, R. Villarreal, On the ideal theory of graphs, J. Algebra 167 (1994) 389–416.
[40] A. Simis, W.V. Vasconcelos, R. Villarreal, The integral closure of subrings associated to graphs, J. Algebra
199 (1998) 281–289.
[41] A. Simis, R. Villarreal, Constraints for the normality of monomial subrings and birationality, Proc. Amer.
Math. Soc. 131 (2003) 2043–2048.
[42] R. Stanley, Invariants of ﬁnite groups and their applications to combinatorics, Bull.Amer.Math. Soc. 1 (1979)
475–511.
[43] B. Sturmfels,GrobnerBases andConvexPolytopes¨, University Lecture Series, vol. 8,AmericanMathematical
Society, Providence, RI, 1996.
[44] Y. Takayama, Normality of afﬁne semigroup rings generated by 2-dimensional cone type simplicial
complexes, Comm. Algebra 29 (2001) 1499–1512.
[45] K. Truemper, Matroid Decomposition, Academic Press, NewYork, 1992.
[46] C. Valencia, Studies on graded rings associated to graphs, Ph.D. Thesis, Cinvestav–IPN, 2003.
[47] C. Valencia, R. Villarreal, Canonical modules of certain edge subrings, European J. Combin. 24 (5) (2003)
471–487.
[48] C.Valencia, R.Villarreal, Explicit representations by halfspaces of the edge cone of a graph, Reporte Técnico
No. 333, Cinvestav–IPN, 2003.
[49] W.V. Vasconcelos, Arithmetic of BlowupAlgebras, London Mathematical Society, Lecture Note Series, vol.
195, Cambridge University Press, Cambridge, 1994.
[50] W.V. Vasconcelos, Computational Methods in Commutative Algebra and Algebraic Geometry, Springer,
Berlin, 1998.
[51] R. Villarreal, Rees algebras of edge ideals, Comm. Algebra 23 (1995) 3513–3524.
[52] R. Villarreal, Normality of subrings generated by square free monomials, J. Pure Appl. Algebra 113 (1996)
91–106.
[53] R. Villarreal, On the equations of the edge cone of a graph and some applications, Manuscripta Math. 97
(1998) 309–317.
[54] R. Villarreal, Monomial Algebras, Monographs and Textbooks in Pure and Applied Mathematics, vol. 238,
Marcel Dekker, NewYork, 2001.
[55] R. Webster, Convexity, Oxford University Press, Oxford, 1994.
