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Abstract. Some of the main results of [Cotti G., Dubrovin B., Guzzetti D., Duke Math. J.,
to appear, arXiv:1706.04808], concerning non-generic isomonodromy deformations of a cer-
tain linear differential system with irregular singularity and coalescing eigenvalues, are re-
viewed from the point of view of Pfaffian systems, making a distinction between weak and
strong isomonodromic deformations. Such distinction has a counterpart in the case of Fuch-
sian systems, which is well known as Schlesinger and non-Schlesinger deformations, reviewed
in Appendix A.
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1 Introduction
These notes partly touch the topics of my talk in Ann Arbor at the conference in memory of An-
drei Kapaev, August 2017. They are a reworking of some of the main results of [11], concerning
non-generic isomonodromy deformations of the differential system (2.1) below. The approach
here is different from [11], since I will start from the point of view of Pfaffian systems. This
allows to introduce the main theorem (Theorem 4.9 below) in a relatively simple way (provided
we give for granted another result of [11] summarised in Theorem 4.7 below). The approach
here is also an opportunity to review the difference between weak and strong isomonodromy
deformations.
In Section 2, we define “weak” isomonodromic deformations of the system (2.1), through the
Pfaffian system (2.2) below, that we characterise together with its fundamental matrix solutions.
The residue matrix A(u) is not assumed to be diagonalizable or non-resonant, so that a first
non-generic issue is included in the discussion. In Section 3, we define and characterise “strong”
isomonodromy deformations of the differential system (2.1) in terms of solutions of the Pfaffian
system and in terms of essential monodromy data. We recover the total differential system
used in the last part of [11], a special case of which (for A(u) skew-symmetric) has been well
known in the theory of Frobenius manifolds [16, 18]. In Section 4, we explain some of the
main results of [11], particularly Theorem 4.9, which extend strong isomonodromy deformations
to the non-generic case when the matrix Λ = diag(u1, . . . , un) in system (2.1) has coalescing
eigenvalues (ui − uj) → 0 for some 1 ≤ i 6= j ≤ n. The proof of Theorem 4.9 is based on
Theorem 4.7, which holds for a differential system more general than (2.1), not necessarily
isomonodromic (see system (4.7)). Paper [11] is unavoidably long because of a careful set up
for the background and the proof of Theorem 4.7. Given it for granted, in these notes we can
introduce and prove Theorem 4.9 in a relatively short manner, starting from the discussion of
the Pfaffian system (2.2).
This paper is a contribution to the Special Issue on Painleve´ Equations and Applications in Memory of Andrei
Kapaev. The full collection is available at https://www.emis.de/journals/SIGMA/Kapaev.html
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2 D. Guzzetti
At the end of these notes, I would like to show how the notion of weak and strong isomo-
nodromy deformations also arises naturally in the framework of Fuchsian systems; in this case,
“weak” and “strong” deformations respectively coincide with non-Schlesinger and Schlesinger
deformations. We will review this issue in Appendix A.
Several detailed comments on the existing literature concerning non-generic isomonodromy
deformations have been included in the introduction of [11], so we do not repeat them here.
However, a reference is missing from the cited introduction (in the arXiv version), which I will
include here in Remark 4.11 of Section 4 below.
2 A Pfaffian system defining weak isomonodromic deformations
In this section, particularly in Proposition 2.6, we characterise a Pfaffian system responsible for
the (weak) isomonodromic deformations of the differential system
∂zY =
(
Λ +
A(u)
z
)
Y. (2.1)
The above appears naturally as the (inverse) Laplace transform of a Fuchsian system of Okubo
type, with poles at u1, . . . , un [5, 19, 23, 31]. A particular case of (2.1) is at the core of the
isomonodromic deformation approach to Frobenius manifolds [16, 18].
Consider an n× n matrix Pfaffian system
dY = ωY, ω = ω0(z, u)dz +
n∑
j=1
ωj(z, u)duj . (2.2)
The complex n+ 1 variables will be denoted by (z, u), with u := (u1, . . . , un). We assume that
ω0 = Λ +
A(u)
z
, (2.3)
with Λ = diag(u1, . . . , un) and A(u) an n × n matrix, so that (2.2) can be viewed as a de-
formation of the differential system (2.1). We suppose that ω1, . . . , ωn are holomorphic of
(z, u) ∈ C× D(u0), where D(u0) is a polydisc centred at u0 = (u01, . . . , u0n), contained in
Cn\
⋃
i 6=j
{ui − uj = 0}.
We also assume that A(u) is holomorphic on D
(
u0
)
and that z = ∞ is at most a pole of
the ωj(z, u), so that (2.2) is meromorphic on P1 ×D
(
u0
)
. The complete Frobenius integrability
of the system (2.2) is expressed by
dω = ω ∧ ω,
namely, letting (x0, x1, . . . , xn) := (z, u1, . . . , un),
∂ωβ
∂xα
+ ωβωα =
∂ωα
∂xβ
+ ωαωβ, α 6= β = 0, 1, . . . , n. (2.4)
If the integrability condition holds [7, 24, 26, 34], then (2.2) admits of a fundamental matrix
solution Y (z, u), which is holomorphic on R× D(u0), where
R := the universal covering of P1\{0,∞}.
Notes on Non-Generic Isomonodromy Deformations 3
Its monodromy matrix M associated with a simple loop γ around z = 0, defined by
Y (γz, u) = Y (z, u)M,
is independent of u (and of course of z). The notation above means that γ transforms z ∈ R to
γz ∈ R (z and γz are in the same fibre over a point of P1\{0,∞}, which we still denote by z,
to avoid heavy notations). To show that M is constant, observe that Y (γz, u) is a solution (it
is Y (·, u) seen as function on R evaluated at γz). Therefore,
ω = dY (γz, u)Y (γz, u)−1 = dY (z, u)Y (z, u)−1 + Y (z, u)
(
dMM−1
)
Y (z, u)−1 (2.5)
= ω + Y (z, u)
(
dMM−1
)
Y (z, u)−1 ⇐⇒ dM = 0. (2.6)
In order to avoid heavy notations, we use the letter “d” either for the differential of a func-
tion f(z, u) of variables (z, u) (like dY above), and for the differential of a function of u alone
(like dM above).
Definition 2.1. We call (2.1), regarded as the “z-component” of a Pfaffian system (2.2), a weak
isomonodromic family of differential systems, and Y (z, u) a weak isomonodromic family of fun-
damental matrix solutions.
By “weak” we mean that the monodromy matrix M is constant, but other monodromy data,
to be introduced below, may be not.
Lemma 2.2. Let ω0 be as in (2.3), let ω1, . . . , ωn be holomorphic of (z, u) ∈ C×D
(
u0
)
, and A(u)
holomorphic on D
(
u0
)
. The integrability condition (2.4) implies that A satisfies
∂A
∂uj
= [ωj(0, u), A], j = 1, . . . , n, (2.7)
and that the above is Frobenius integrable. Moreover, the system
dG =
 n∑
j=1
ωj(0, u)duj
G (2.8)
is Frobenius integrable.
Proof. Condition (2.4) for β = 0 and α = j ≥ 1 yields
∂
∂uj
(
Λ +
A
z
)
+
(
Λ +
A
z
)
ωj(z, u) =
∂ωj(z, u)
∂z
+ ωj(z, u)
(
Λ +
A
z
)
. (2.9)
Since ωj(z, u) = ω(0, u)+ Taylor series in z, identification of the coefficients of z
−1 yields (2.7).
The condition (2.4) for β = i ≥ 1 and α = j ≥ 1 is regular at z = 0. In particular, for z = 0 we
have
∂ωi(0, u)
∂uj
+ ωi(0, u)ωj(0, u) =
∂ωj(0, u)
∂ui
+ ωj(0, u)ωi(0, u), i 6= j = 1, . . . , n, (2.10)
which is the Frobenius integrability condition for (2.8). It is also the integrability condition
of (2.7). Indeed, let us compute (for brevity, we write ωj(0) := ωj(0, u))
∂k[ωj(0), A]− ∂j [ωk(0), A] =
(
∂kωj(0)A+ ωj(0)∂kA− ∂kAωj(0)−A∂kωj(0)
)
− (∂jωk(0)A+ ωk(0)∂jA− ∂jAωk(0)−A∂jωk(0))
=
(
∂kωj(0)A+ ωj(0)[ωk(0)A−Aωk(0)]− [ωk(0)A−Aωk(0)]ωj(0)−A∂kωj(0)
)
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−(∂jωk(0)A+ ωk(0)[ωj(0)A−Aωj(0)]− [ωj(0)A−Aωj(0)]ωk(0)−A∂jωk(0))
=
{
[∂kωj(0) + ωj(0)ωk(0)]− [∂jωk(0) + ωk(0)ωj(0)]
}
A
+A
{
[ωk(0)ωj(0)− ∂kωj(0)]− [ωj(0)ωk(0)− ∂jωk(0)]
}
.
The last expression is zero for any possible A if and only if (2.10) holds. 
The following is a standard result concerning the residue matrix at Fuchsian singularity of
a Pfaffian system (see for example [24]).
Proposition 2.3. Let ω0 be as in (2.3), let ω1, . . . , ωn be holomorphic of (z, u) ∈ C × D
(
u0
)
,
and A(u) holomorphic on D
(
u0
)
. Then, A(u) is holomorphically similar to a constant (i.e.,
independent of u) Jordan form J , namely there exists a holomorphic fundamental matrix G(u)
of (2.8) on D
(
u0
)
, such that
G(u)−1A(u)G(u) = J.
In particular, this means that the weak isomonodromy deformation (2.1) is isospectral.
Proof. Take a fundamental matrix G˜(u) of (2.8), which is holomorphic on D
(
u0
)
. Then,
using (2.7) and (2.8), we have
∂j
(
G˜−1AG˜
)
= G˜−1A∂jG˜+ G˜−1∂jAG˜− G˜−1∂jG˜G˜−1AG˜
= G˜−1Aωj(0, u)G˜+ G˜−1∂jAG˜− G˜−1ωj(0, u)AG˜
= G˜−1 ([A,ωj(0, u)] + ∂jA) G˜ = 0.
This implies that A := G˜−1AG˜ is constant over D(u0), and it has a constant Jordan form
J = G−1AG for some invertible matrix G. Thus, the desired holomorphic matrix is G(u) =
G˜(u)G. 
At any fixed u, the differential system (2.1) admits fundamental matrix solutions in Levelt
form at z = 0,
Y (0)(z, u) = Ŷ (0)(z, u)zDzL, (2.11)
where
Ŷ (0)(z, u) = G(u)
I + ∞∑
j=1
Ψj(u)z
j
 (2.12)
is a convergent matrix valued Taylor series (I stands for the identity matrix). The matrix G(u)
puts A(u) in Jordan form J = G(u)−1A(u)G(u) and satisfies (2.8) as in Proposition 2.3. The
following characterisation holds [1, 21].
– L is block-diagonal L = L1⊕· · ·⊕L`, with upper triangular matrices Lq; each Lq has only
one eigenvalue σq, satisfying 0 ≤ Reσq < 1, and σp 6= σq for 1 ≤ p 6= q ≤ `.
– D is a diagonal matrix of integers, which can be split into blocks D1 ⊕ · · · ⊕ D` as L.
The integers dq,r in each Dq = diag(dq,1, dq,2, . . . ) form a non-increasing (finite) sequence
dq,1 ≥ dq,2 ≥ · · · .
– The eigenvalues of A are dq,s +σq, for q = 1, . . . , ` and s runs from 1 to some integer nq, if
the dimension of Lq is nq × nq . Each block Lq(u) corresponds to the eigenvalues of A(u)
which differ by non-zero integers.
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– The expression in square brackets below is holomorphic at z = 0 and the following limits
hold
lim
z→0
[
Ŷ (0)(z, u)
(
D + zDLz−D
)(
Ŷ (0)(z, u)
)−1]
= lim
z→0
[
G(u)
(
D + zDLz−D
)
G(u)−1
]
= A(u).
Equivalently, D + lim
z→0
zDLz−D = J .
A Levelt form (2.11) is not uniquely determined by the differential system, since there is
a freedom in the choice of the coefficients Ψj(u) and the exponents D and L. See [11] (and
also [18]) for more details.
The fundamental matrices (2.11), seen as solutions of the differential system (2.1) only, may
have exponents L and D depending on the point u, and the coefficients Ψj(u) are not guaranteed
to be holomorphic. On the other hand, the Pfaffian system (2.2) is of Fuchsian type at z = 0
with the only singular contribution in ω coming from ω0(z, u) = A(u)/z + Λ. For this reason,
system (2.2) also admits solutions of the form (2.11), behaving nicely with respect to u ∈ D(u0),
according to the following
Proposition 2.4. Let A(u) be holomorphic on D
(
u0
)
and ω1(z, u), . . . , ωn(z, u) be holomorphic
on C× D(u0). Then:
• the Pfaffian system (2.2) admits fundamental matrix solutions in Levelt form (2.11)–(2.12);
• the exponents D and L are constant;
• the convergent series (2.12) defines a holomorphic matrix valued function on C × D(u0);
equivalently, Y (0)(z, u) is holomorphic on R× U
(
uC
)
.
Notice that Proposition 2.4 also holds in case D
(
u0
)
intersects
⋃n
i 6=j{ui − uj = 0}, provide
that A(u) and ω1, . . . , ωn are holomorphic of (z, u) ∈ C× D
(
u0
)
(see Corollary 4.2).
Proof. The Pfaffian system (2.2) is of Fuchsian type at z = 0. Thus, we can apply the result
of [7, 34]. In particular, by theorem 5 of [34], there exists a gauge transformation
Y = V (z, u)Y˜ , (2.13)
holomorphic in C× D(u0) and represented by a convergent matrix valued series
V (z, u) = I +
∑
k : k1+···+kn>0
Vkz
k0
(
u− u01
)k1 · · · (u− u0n)kn
(here k = (k0, k1, . . . , kn) and Vk are matrices), such that
dY˜ =
[
ω0
(
z, u0
)
dz
]
Y˜ ≡
[(
A
(
u0
)
z
+ Λ
(
u0
))
dz
]
Y˜ . (2.14)
The above admits fundamental solutions in Levelt form
Y˜ (0)(z) = W (z)zDzL, W (z) = W0 +
∞∑
`=1
W`z
`, det(W0) 6= 0, (2.15)
which are independent of u (u0 being fixed). Here, W (z) converges and defines a holomorphic
function on C. This means that
Y (0)(z, u) := V (z, u)W (z)Y˜ (0)(z)
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is a fundamental matrix solution of (2.2) in Levelt form, with constant exponents L and D.
Moreover, V (z, u)W (z) is holomorphic on C × D(u0) and its series representation can be rear-
ranged as follows
G(u)
I + ∞∑
j=1
Ψj(u)z
j
 , G(u) = V (0, u)W0.
Notice that G(u) puts A(u) in Jordan form. The proof above can be also deduced by directly
applying Theorems 4 and 7 of [34]. 
Chosen a holomorphic isomonodromic family Y (z, u) of (2.2), with holomorphic ω1, . . . , ωn
at z = 0, then there exists a connection matrix H such that
Y (z, u) = Y (0)(z, u)H.
By Proposition 2.4, also Y (0) is an isomonodromic family of fundamental solutions, so that H
cannot depend on u. Indeed
ω = dY Y −1 = dY (0)
(
Y (0)
)−1
+ Y (0)dHH−1
(
Y (0)
)−1
= ω + Y (0)dHH−1
(
Y (0)
)−1 ⇐⇒ dH = 0.
Without loss of generality, we can always choose
Y (z, u) = Y (0)(z, u).
Remark 2.5. For the sake of computations, we can write L = Σ +N , where Σ = Σ1⊕ · · · ⊕Σ`
is diagonal, with Σq = σqIdim(Σq) (here Idim(Σq) stands for the identity matrix of dimension
dim(Σq)), while N = N1 ⊕ · · · ⊕ N` is nilpotent. Since Σq and Nq have the same dimension
(q = 1, . . . , `), we have
[Σ, N ] = 0,
and thus
zDzL = zDzΣzN = zD+ΣzN = zD+Σ
k∑
`=0
N `
`!
(log z)`,
for some finite k.
The differential system (2.1) also admits a family of fundamental matrices Yr(z, u), r ∈ Z,
uniquely determined by their asymptotic behaviour in suitable sectors of central angular opening
greater that pi. We fix a half-line of direction arg z = τ in R which does not coincide with any
of the Stokes rays associated with Λ
(
u0
)
, namely with the half lines in R specified by
Re
(
z
(
u0i − u0j
))
= 0, Im
(
z
(
u0i − u0j
))
< 0.
Notice that in order to obtain half-lines, we need to specify the sign the imaginary part. We say
that τ is an admissible direction at u0. Notice that we are working in the universal covering R,
so that any τ + hpi, h ∈ Z is also an admissible direction. We define the Stokes rays associated
with Λ(u) to be the infinitely many half-lines in R defined by
Re(z(ui − uj)) = 0, Im(z(ui − uj)) < 0.
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These rays rotate as u varies in D
(
u0
)
, and may cross an admissible direction. Let D′ ⊂ D(u0)
be a disk sufficiently small so that no Stokes rays cross a direction τ + hpi as u varies in the
closure of D′. Then, for u ∈ D′, we construct a sector S1(u), by considering the “half plane”
τ −pi < arg z < τ and extending it to the nearest Stokes rays associated with Λ(u) lying outside
the half plane. Analogously, for any r ∈ Z a sector Sr(u) is obtained extending the “half plane”
τ + (r − 2)pi < arg z < τ + (r − 1)pi to the nearest Stokes rays outside of it. The sectors Sr(u)
have central angular opening greater than pi, and the same holds for
Sr(D′) :=
⋂
u∈D′
Sr(u).
Since ui 6= uj for i 6= j, it is well known that the system (2.1) has a formal fundamental
matrix solution
YF (z, u) = F (z, u)z
B(u)ezΛ,
where
B(u) := diag
(
A11(u), . . . , Ann(u)
)
is a diagonal matrix, and F (z, u) is the formal matrix-valued expansion
F (z, u) = I +
∞∑
k=1
Fk(u)z
−k, (2.16)
with holomorphic on D
(
u0
)
coefficients Fk(u) uniquely determined by (2.1). Moreover, for each
fixed u, and for any sector S containing in its interior a set of basic Stokes rays1 and no other
Stokes rays, it is well known [2] that there exists a unique fundamental matrix solution
Y(S)(z, u) = Ŷ(S)(z, u)z
B(u)ezΛ
such that
Ŷ(S)(z, u) ∼ F (z, u), z →∞ in S.
Now, if u is restricted to D′, then we can take a family of such solutions, labelled by r ∈ Z, with
S = Sr(u),
Yr(z, u) = Ŷr(z, u)z
B(u)ezΛ, (2.17)
Ŷr(z, u) ∼ F (z, u), z →∞ in Sr(u). (2.18)
It is a fundamental result of Sibuya’s [25, 32, 33] that each Yr(z, u) depends holomorphically on
u ∈ D′, and the asymptotics (2.18) is uniform for z →∞ in Sr(D′) with respect to u varying in D′.
We notice that it may be necessary to further restrict D′, because Sibuya’s result requires D′ to
1Let µ be an integer. We say that a finite sequence of Stokes rays
arg z = τ1, arg z = τ2, . . . , arg z = τµ, τ1 < τ2 < · · · < τµ, (τµ − τ1) < pi,
form a set of basic Stokes rays if all the other Stokes rays can be obtained as
arg z = τν + kpi, for some ν ∈ {1, 2, . . . , µ} and k ∈ Z.
There exist a set of basic rays (and then infinitely many). Indeed, a sector with angular opening pi, whose
boundary rays are not Stokes rays, contains exactly a set of basic rays.
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be sufficiently small in order for the holomorphic dependence to occur. The Stokes matrices Sr
defined by
Yr+1(z, u) = Yr(z, u)Sr(u),
are holomorphic on D′. We recall that the structure of the Stokes matrices is such that
diag(Sr) = I, and
(Sr)ij = 0 for i, j such that e(ui−uj)z →∞, z ∈ Sr(D′) ∩ Sr+1(D′).
This is a “triangular structure”. Successive matrices Sr and Sr+1 have opposite “triangular”
structures.
Given the holomorphic isomonodromic family Y (z, u), there will exist holomorphic connection
matrices Hr(u), u ∈ D′, such that
Y (z, u) = Yr(z, u)Hr(u), u ∈ D′. (2.19)
Let Ej be the matrix with the only non-zero entry being (Ej)jj = 1. Notice that for distinct
eigenvalues we have ∂jΛ = Ej . The following proposition holds.
Proposition 2.6. Consider a completely integrable linear Pfaffian system
dY = ωY, ω =
(
Λ +
A(u)
z
)
dz +
n∑
j=1
ωj(z, u)duj , (2.20)
with A(u) holomorphic on D
(
u0
)
and ω1(z, u), . . . , ωn(z, u) holomorphic on C × D
(
u0
)
. Let
z =∞ be at most a pole of ω1, . . . , ωn. Then:
(A) each ωj(z, u) is linear in z and determined by A(u) up to an arbitrary holomorphic diagonal
matrix Dj(u) on D
(
u0
)
, with the following structure2
ωj(z, u) = zEj + ωj(0, u),
ωj(0, u) :=
(
Aab(u)(δaj − δbj)
ua − ub
)n
a,b=1
+Dj(u),
where Dj(u) is obtained by differentiating a matrix D on D
(
u0
)
, whose diagonal entries
only depend on u:
Dj(u) = ∂D(u)
∂uj
;
(B) A(u) satisfies (2.7)
∂A
∂uj
= [ωj(0, u), A], j = 1, . . . , n;
2Explicitly,
(
Aab(δaj − δbj)
ua − ub
)n
a,b=1
=

0 0
−A1j
u1 − uj 0 0
0 0
... 0 0
Aj1
uj − u1 · · · 0 · · ·
Ajn
uj − un
0 0
... 0 0
0 0
−Anj
un − uj 0 0

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(C) the above non-linear system is Frobenius integrable;
(D) the diagonal of A, namley the matrix B = diag(A11, . . . , Ann) in (2.17), is constant;
(E) given the relations (2.19) for a fundamental matrix Y (z, u) holomorphic on R × D(u0),
then each Hr satisfies
3
∂Hr
∂uj
= Dj(u)Hr ∀ r ∈ Z;
(F ) from (E), it follows that Hr(u) is holomorphic on D
(
u0
)
, and Yr(z, u) extends holomor-
phically on R× D(u0).
We prove the proposition in Appendix B. We notice that in the above proposition we can
choose an isomonodromic family Y (z, u) = Y (0)(z, u), given by a Levelt form (2.11) satisfying
Proposition 2.4. We also remark that by substitution of (2.17) and (2.16) into (2.1), we find
(F1)ij =
Aij
uj − ui , 1 ≤ i 6= j ≤ n, (F1)ii = −
∑
j 6=i
Aij(F1)ji. (2.21)
Therefore
ωj(z, u) = zEj + [F1(u), Ej ] +Dj(u). (2.22)
Remark 2.7. In this paper, we have assumed that each ωj(z, u) is holomorphic at z = 0. More
generally, one may study a Pfaffian system with Laurent expansions at z = 0
ωj(z, u) =
pj∑
m=1
ω
(−m)
j (u)
zm
+
∞∑
m=0
ω
(m)
j (u)z
m.
Here, we only remark that if A(u) is non-resonant for each u in the domain of interest (it means
that the difference of two eigenvalues of A(u) cannot be a non-zero integer), then the Frobenius
integrability conditions imply that ωj(z, u) is holomorphic at z = 0, namely
ω
(−pj)
j (u) = ω
(−pj+1)
j (u) = · · · = ω(−1)j (u) = 0.
To see this, substitute the Laurent expansion into (2.9). We find the following recurrence
relations:
From the negative powers of z:
(A+ pj)ω
(−pj)
j − ω(−pj)j A = 0; (2.23)
(A+m)ω(−m) − ω(−m)A = [ω(−m−1),Λ], for m = pj − 1, pj − 2, . . . , 1; (2.24)
∂A
∂uj
=
[
ω(0), A
]
+
[
ω(−1),Λ
]
. (2.25)
From the power z0:
Aω
(1)
j − ω(1)j A− ω(1)j + Ej =
[
ω
(0)
j ,Λ
]
. (2.26)
From the positive powers z:
(A−m− 1)ω(m+1)j − ω(m+1)j A =
[
ω
(m)
j ,Λ
]
, m ≥ 1. (2.27)
3We have Hr(u) = exp{diag(D(u))}H0r , with H0r a constant invertible matrix.
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If A is non-resonant, the Sylvester equation (2.23) determines ω
(−pj)
j = 0, thus the Sylvester
equations (2.24) yield ω
(−m)
j = 0, m = pj − 1, pj − 2, . . . , 1. Moreover, the equations (2.27)
determine ω
(m+1)
j for m ≥ 1 in terms of ω(1)j . In particular, each ω(m+1)j = 0 if ω(1)j is diagonal.
Finally, we notice that, independently of the resonance properties of A, equation (2.26)
determines the off-diagonal entries of ω
(0)
j in terms of ω
(1)
j , to be(
ω
(0)
j
)
ab
= (ua − ub)−1
([
ω
(1)
j , A
]
+ ω
(1)
j
)
ab
.
Moreover, the diagonal part of (2.26) yields(
ω
(1)
j
)
aa
= δja −
∑
b 6=a
((
ω
(1)
j
)
ab
Aba −Aab
(
ω
(1)
j
)
ba
)
.
Under the assumptions of Proposition 2.6, we find that ω
(1)
j = Ej and ω
(m+1)
j = 0 for m ≥ 1.
3 Strong isomonodromic deformations
In this section, we define strong isomonodromy deformations of the differential system (2.1),
which preserve a set of monodromy data, and we characterise the Pfaffian system responsible
for them and its fundamental matrix solutions. The assumption here is that Λ has distinct
eigenvalues, namely we work on the domain D
(
u0
)
previously introduced. In the next section,
we will drop this assumption.
The notion of isomonodromic deformations given by Jimbo, Miwa and Ueno in [27] is stronger
than the one defined in the previous section. It requires that a set of essential monodromy
data, not just the monodromy matrices, are constant. In the standard theory of [27], the mat-
rix residue A(u) at a Fuchsian singularity must be non-resonant and reducible to a diagonal
form with distinct eigenvalues, namely the Levelt form (2.11) is assumed to be Y (0)(z, u) =
Ŷ (0)(z, u)zL0(u), where L0 is a diagonal matrix with distinct eigenvalues (not differing by inte-
gers). Here, we do not assume this restriction, so introducing a first non-generic feature.
Definition 3.1. Let Y (z, u) be a weak isomonodromic family of fundamental matrix solutions of
the Pfaffian system (2.2), or equivalenlty (2.20), with coefficients (2.22). We call (2.1) a strong
isomonodromic family of differential systems, and Y (z, u) a strong isomonodromic family of
fundamental solutions over D
(
u0
)
, if for all r ∈ Z the connection matrices Hr in (2.19) are
independent of u, namely
dHr = 0.
Recall that, by Proposition 2.4, a fundamental matrix Y (0)(z, u) in Levelt form (2.11) satisfies
the Pfaffian system. We have the following characterisation.
Proposition 3.2. The deformation is strongly isomonodromic if and only if the fundamental
matrices Yr(z, u) of the differential system (2.1) also satisfy the Pfaffian system (2.20)
dYr = ωYr, ∀ r ∈ Z,
being the coefficients
ωj(z, u) = zEj + [F1, Ej ] ≡ zEj +
(
Aab(u)(δaj − δbj)
ua − ub
)n
a,b=1
. (3.1)
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Proof. Obvious. We have
ω = dY Y −1 = dYrY −1r + YrdHrH
−1
r Y
−1
r .
Therefore, dYrY
−1
r = ω if and only if dHr = 0. Since dHr = 0, then Dj = 0 in Proposition 2.6,
so that ωj is (3.1). 
It is a standard result that S0 and S1, together with B, suffice to generate Sr for any r ∈ Z,
through the well known formula [2]
S2r = e−2rpiiBS0e2rpiiB, S2r+1 = e−2rpiiBS1e2rpiiB. (3.2)
We introduce connection matrices Cr such that
Yr = Y
(0)Cr.
C0 and the Stokes matrices suffice to generate all the matrices Cr. Indeed, Yr = Y0S0S1 · · · Sr−1,
so that we have
Cr = C0S0S1 · · · Sr−1. (3.3)
Definition 3.3. The matrices Sr, B, D, L, Cr (r ∈ Z) are called the essential monodromy data
associated with the fundamental matrix solutions Yr(z, u) and Y
(0)(z, u) of the system (2.1). In
view of (3.2) and (3.3), it suffices to consider the data
S0, S1, B, D, L, C0.
or equivalently, for some fixed value of r,
Sr, Sr+1, B, D, L, Cr.
The above definition is similar to the definition of monodromy data given in [27], here in-
cluding the case when A may be resonant and/or non-diagonalizable.
For a Pfaffian system with ω1, . . . , ωn holomorphic on C×D
(
u0
)
, by Propositions 2.4 and 2.6,
we have that
D, L, B are constant on D
(
u0
)
.
The following characterisation of strong isomonodromic deformations in terms of essential mon-
odromy data holds.
Proposition 3.4. A deformation is strongly isomonodromic as in Definition 3.1 if and only if
dSr = dSr+1 = 0, dCr = 0,
for one value of r ∈ Z.
Before giving the proof, we make a few comments. First, we observe that if the Proposition
holds for one value of r, for example for S0, S1 and C0, then it holds for any r, and conversely,
by formulae (3.2) and (3.3).
Proposition 3.4 says that one can give a definition of strong isomonodromic deformations
alternative to Definition 3.1, namely a deformation such that4
D is constant, dL = dC0 = dS0 = dS1 = dB = 0
4We don’t write dD = 0, because D has integer entries.
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on D
(
u0
)
. This is the definition adopted in [27], in case A(u) is diagonalizable with distinct
eigenvalues and no resonances. Here we have extended it without assumptions on A(u). Notice
also that one should, as in [27], say that dS0 = dS1 = dC0 on the polydisc D′ where Yr(z, u)
have the properties prescribed by Sibuya’s results. Nevertheless, by Proposition 2.6 point (F),
we can extend the properties to D
(
u0
)
.
In case A(u) is skew-symmetric and diagonalizable, the above characterisation of isomon-
odromic deformations with form (3.1) is well known in the theory of Frobenius manifolds, de-
veloped in [16, 18], where A(u) is named V (u) and Λ is called U .
Proof of Proposition 3.4. For a weak isomonodromic deformation D, L and B are constant
(Propositions 2.4 and 2.6), so we have nothing to prove about them.
• Suppose that the deformation is strong, so that dYr = ωYr by Proposition 3.2. We prove
that dCr = 0 for any r. Indeed
ω = dYrY
−1
r = dY
(0)
(
Y (0)
)−1
+ Y (0)dCrC
−1
r
(
Y (0)
)−1
= ω + Y (0)dCrC
−1
r
(
Y (0)
)−1 ⇐⇒ dCr = 0.
We prove that dSr = 0. Invoking again Proposition 3.2, we have
ωj =
∂Yr+1
∂uj
Y −1r+1 =
∂Yr
∂uj
Y −1r + Yr
∂Sr
∂uj
S−1r Y −1r = ωj + Yr
∂Sr
∂uj
S−1r Y −1r ⇐⇒
∂Sr
∂uj
= 0.
• Conversely, we assume that dS0 = dS1 = dB = dC0 = dL = 0, and that D is constant.
First, we see that dSr = 0 and dCr = 0 for any r, by formulae (3.2) and (3.3). By virtue of
Proposition 3.2, it suffices to show that dYr = ωYr for any r. By construction ∂zYr = ω0(z, u)Yr,
which is the differential system (2.1), so it suffices to show that ∂jYr = ωjYr, j = 1, . . . , n. Since
dC0 = 0 and each dSr = 0, we have
dY (0)
(
Y (0)
)−1
= dY0Y
−1
0 = · · · = dYrY −1r = dYr+1Y −1r+1 = · · · ∀ r ∈ Z. (3.4)
Moreover, Y (0) is a weak isomonodromic family, so that dY (0) = ωY (0), where ω is (2.20) with
components (2.22), namely
ωj(z, u) = zEj + [F1(u), Ej ] +Dj(u).
Thus, by (3.4), each Yr also satisfies
dYr = ωYr, ∀ r.
We need to prove that Dj(u) = 0. At z = ∞, using the fact that dB = 0 and ∂jΛ = Ej , we
have for any r ∈ Z
ωj =
∂Yr
∂uj
Y −1r =
∂Ŷr
∂uj
Ŷ −1r + zŶrEj Ŷ
−1
r = zEj + [F1, Ej ] +O
(
z−1
)
.
The above O(z−1) stands for an asymptotic expansion in Sr(D′), given for any r by the same
series in z−1. Since ωj is single valued in z, then O(z−1) is a convergent Taylor series at z =∞.
Thus, ωj − zEj − [F1, Ej ] is holomorphic both at z = 0 and z =∞, and it vanishes as z →∞.
Hence, by Liouville theorem,
ωj = zEj + [F1, Ej ],
with Dj = 0. The equality extends from D′ to D
(
u0
)
by analiticity. 
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4 The non-generic case of coalescing eigenvalues of Λ(u)
Having defined weak and strong isomonodromic deformations when the eigenvalues of Λ are
distinct and A(u) is any, the next step towards non-generic isomonodromic deformations is to
extended weak and strong deformations to the case when some eigenvalues of Λ coalesce, namely
when ui−uj → 0 for some i 6= j. In this section, we give a “holomorphic” extension, summarised
in Theorem 4.9 below, which constitutes one of the main results of [11].
Let uC =
(
uC1 , . . . , u
C
n
) ∈ Cn be a coalescence point (here, “C” stands for “coalescence”),
namely
uCi = u
C
j for some indexes i 6= j ∈ {1, 2, . . . , n}.
We consider a polydisc of radius  > 0 centered at uC and denote it by U
(
uC
)
. It is to be
noticed that there exists a coalescence locus in U
(
uC
)
, let it be denoted by ∆, containing uC
and defined by
∆ := U
(
uC
) ∩
⋃
i 6=j
{ui − uj = 0}
 .
In order to study the local theory at uC , we assume that  is small, so that uC is “the most”
coalescent point. This means that if k 6= l are indexes such that uCk −uCl 6= 0, then  is sufficiently
small to guarantee that uk − ul 6= 0 for every point of U
(
uC
)
.
We fix a half-line of direction arg z = τ˜ in R which, now, does not coincide with any of the
Stokes rays associated with Λ
(
uC
)
, namely with the half lines in R specified by
Re
(
z
(
uCk − uCl
))
= 0, Im
(
z
(
uCk − uCl
))
< 0,
for those k, l such that uCk − uCl 6= 0. We call τ˜ an admissible direction at uC . The choice of τ˜
determines a cell decomposition of U
(
uC
)
, which is based on two ingredients. One is ∆ above.
The other one is the so called “crossing locus”. In order to describe it, observe that if u ∈ U
(
uC
)
(points of ∆ are not excluded) is such that ui 6= uj for some i 6= j, then the (infinitely many
in R) Stokes rays
Re(z(ui − uj)) = 0, Im(z(ui − uj)) < 0,
corresponding to (ui, uj), are well defined. The crossing locus X(τ˜) is made of those points such
that some Stokes rays “cross” the admissible rays {z ∈ R | arg z = τ˜ + hpi}, h ∈ Z. Namely,
X(τ˜) is made of points u such that Re(eiτ˜ (ui − uj)) = 0 for some ui 6= uj . Precisely,
X(τ˜) :=
⋃
1≤i<j≤n
{
u ∈ U
(
uC
)
such that ui 6= uj and arg(ui − uj) = 3pi
2
− τ˜ mod pi
}
.
Let the “walls” be defined as
W (τ˜) := ∆ ∪X(τ˜).
Following [11], every connected component of U
(
uC
)\W (τ˜) is called a τ˜ -cell. We have proved
in [11] that every τ˜ -cell is a topological cell, so in particular it is simply connected (simple
connectedness is important for the proof, given in [11], of Proposition 4.3 below).
The isomonodromy deformation theory can be extended, in a holomorphic way, to the case
of coalescing eigenvalues when a certain vanishing condition holds for the entries of A(u).
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Lemma 4.1. Consider the Pfaffian system (2.2)–(2.3), with A(u) holomorphic on U
(
uC
)
.
Let D
(
u0
)
be compactly contained in a τ˜ -cell. Assume that the Frobenius integrability holds
on D
(
u0
)
and that the ωj(z, u) are holomorphic on C × D
(
u0
)
, with z = ∞ being at most
a pole, so that Proposition 2.6 holds on D
(
u0
)
and (2.2)–(2.3) becomes system (2.20) with coef-
ficients (2.22) on D
(
u0
)
. Then, the following statements are true:
i) The coefficients ωj(z, u) in (2.22) extend holomorphically on U
(
uC
)
if and only if Dj(u)
is holomorphic on U
(
uC
)
and the following vanishing conditions hold in U
(
uC
)
:
Aij(u) = O(ui − uj) whenever ui − uj → 0 at a point of ∆. (4.1)
In this case, the system (2.20), (2.22) is Frobenius integrable on the whole U
(
uC
)
.
ii) A fundamental matrix solution Y (z, u) exists holomorphic on R × U
(
uC
)
if and only
if (4.1) holds.
Proof. The statement follows simply by recalling that, by Proposition 2.6, for u ∈ D(u0) we
have (2.22), namely
ωj(z, u) = zEj +
(
Aab(δaj − δbj)
ua − ub
)n
a,b=1
+Dj(u),
so that if ui−uj → 0, the condition Aij → 0 guarantees analyticity on U
(
uC
)
. The integrability
condition (2.4) then holds by analytic continuation from D
(
u0
)
to U
(
uC
)
. The last statement
concerning Y (z, u) follows from the fact that if (4.1) holds, then the Pfaffian system is integrable
and linear on U
(
uC
)
with holomorphic (in u) coefficients. Conversely, if a fundamental matrix
Y (z, u) exists holomorphic on R× U
(
uC
)
, then ω = dY Y −1 has coefficients holomorphic in u
on U
(
uC
)
, which implies (4.1). 
Under the assumptions of Lemma 4.1, then Propositions 2.3 and 2.4 hold with the replace-
ments u0 7→ uC and D(u0) 7→ U(uC), if and only if Aij(u) = O(ui − uj) for ui − uj → 0 at ∆.
Namely
Corollary 4.2. Under the assumptions of Lemma 4.1, A(u) is holomorphically similar to a con-
stant Jordan form J on U
(
uC
)
, and there exists an isomonodromic family of fundamental so-
lutions Y (0)(z, u) in Levelt form (2.11)–(2.12), holomorphic on R × U
(
uC
)
, with constant L
and D, if and only if Aij(u) = O(ui − uj) for ui − uj → 0 at ∆.
We turn to the fundamental matrices Yr(z, u) in (2.17)–(2.18). Notice that τ˜ is admissible
at any u ∈ D(u0), because D(u0) is assumed to be compactly contained in a τ˜ -cell. Then, the
matrices Yr(z, u) are well defined and holomorphic on a small D′ ⊂ D
(
u0
)
, as proved by Sibuya,
and all the results described in Section 2 apply on D′. Moreover, by item (F) of Proposition 2.6,
D′ is extended to D
(
u0
)
, so that the fundamental matrices Yr(z, u) are holomprphic onR×D
(
u0
)
.
Complications arise if we want to study the u−analytic continuation of the matrices Yr(z, u) on
the whole U
(
uC
)
, and their asymptotic behaviour.
The problem can indeed be studied also in the non-isomonodromic case, when the Yr(z, u)’s
are defined only for u ∈ D′. When umoves outside D′, Sibuya’s local result concerning analyticity
in u does no longer apply. This issue was analyszed in [11], for a system (2.1) without any
assumption that it be isomonodromic, namely without assuming that there is a Pfaffian system
behind (2.1). The following holds (indeed, for the more general system (4.7) below).
Proposition 4.3 ([11]). Let A(u) be holomorphic on U
(
uC
)
. For any z ∈ R, the fundamental
matrices Yr(z, u), r ∈ Z, of a differential system (2.1) or (4.7), not necessarily isomonodromic,
defined on D′ ⊂ D(u0) (on D(u0), in the isomonodromic case) can be analytically continued
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w.r.t. u on the whole τ˜ -cell containing u0, maintaining the asymptotics (2.18). The asymptotics
is uniform in any compact subset K of the cell, for z →∞ in the following sector
Sr(K) :=
⋂
u∈K
Sr(u).
Moreover, the analytic continuation – maintaining for each u the asymptotics in Sr(u) – exists
along any curve slightly beyond the boundary of the cell, if the curve crosses the boundary at
a point corresponding to just one Stokes ray crossing arg z = τ˜ (simple crossing).
We refer to [11] for the proof. Here we notice that in the strong isomonodromic case of
system (2.1), it is easy to show the existence of the analytic continuation claimed in Proposi-
tion 4.3. Indeed, if A(u) is holomorphic on U
(
uC
)
, the analytic continuation exists beyond the
τ˜ -cell containing u0, over any simply connected subset of U
(
uC
)\∆ containing u0, because
ωj(z, u) = zEj +
(
Aab(δaj − δbj)
ua − ub
)n
a,b=1
is holomorphic on U
(
uC
)\∆. Therefore, since dYr = ωYr, then Yr enjoys the properties of
the solutions of a linear Pfaffian system with holomorphic coefficients away form ∆. However,
the non-isomonodromic case (system (2.1) or (4.7)) requires a more sophisticated extension of
Sibuya’s results. Moreover, the proof that the analytic continuation of Yr(z, u) maintains the
asymptotic behaviour YF (z, u) on Sr(K) is non trivial, both in the non-isomonodromic and
isomonodromic cases. See [11, Chapters 12 and 13] for details.
Having established in Proposition 4.3 the analytic continuation and the asymptotics on a τ˜ -
cell, we have to study what happens if u moves outside the cell along a curve crossing W (τ˜).
We face further problems:
i) When the crossing occurs at a point of ∆, the coefficients Fk(u) in YF (z, u) have poles for
ui − uj = 0, because (see [11])
(Fk)ij =
1
uj − ui
(Aii −Ajj + k − 1)(Fk−1)ij +∑
p 6=i
Aip(Fk−1)pj
 , i 6= j; (4.2)
k(Fk)ii = −
∑
j 6=i
Aij(Fk)ji. (4.3)
ii) An actual solution Yr(z, u) is in general multivalued for loops around ui − uj = 0 and
diverges as ui−uj → 0 along any direction (provided we are in a case when Yr(z, u) can be
extended analytically along any curve outside the cell, as it certainly happens for strong
isomonodromic deformations, as discussed in the comments after Proposition 4.3). The
reader can find some explicit examples in the papers [15] and [22], respectively based on
talks at workshops in CRM, Pisa (February 13–17, 2017) and at the University of Alcala´
(September 4–8, 2017).
iii) The asymptotic behaviour of Yr(z, u) in sectors Sr(K) does no longer hold when u is
outside the cell containing u0, because some Stokes rays cross the admissible direction τ˜
(again, provided that Yr(z, u) can be extended analytically to some simply connected
subset of U
(
uC
)\∆ containing the cell, as it happens in the case of strong isomonodromic
deformations).
The issue above can be solved in the strong isomonodromic case when the vanishing condi-
tions (4.1) hold. Let the deformation be strongly isomonodromic in D
(
u0
)
compactly contained
in a τ˜ -cell, so that
dYr = ωYr (4.4)
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on D
(
u0
)
, with ω as in (3.1). Since (4.4) is linear, and its coefficients are holomorphic on the
whole U
(
uC
)
if and only if conditions (4.1) hold, then the following proposition holds.
Proposition 4.4. In case of strong isomonodromy deformations, the fundamental matrices
Yr(z, u) extend to holomorphic functions on R × U
(
uC
)
if and only if the vanishing condi-
tions (4.1) hold.
As far as the formal fundamental matrix YF (z, u) is concerned, we have the following
Proposition 4.5. Let A(u) be holomorphic on U
(
uC
)
and assume that the vanishing condi-
tions (4.1) hold in U
(
uC
)
. Then, in case of strong isomonodromic deformations, the coeffi-
cients Fk(u), k ≥ 1, of the formal solution YF (z, u) are holomorphic on U
(
uC
)
.
Proof. The coefficients Fk(u) are computed recursively from (2.1). This standard computation
yields coefficients depending rationally on A(u) and on the differences (ui − uj), which appear
in the denominators, as in (4.2). In particular (2.21) holds:
(F1)ij(u) =
Aij(u)
uj − ui , i 6= j, (F1)ii(u) = −
∑
j 6=i
Aij(u)(F1)ji(u).
Thus, if (4.1) holds, F1(u) is holomorphic in U
(
uC
)
. By Proposition 4.3, the asymptotic
expansion is uniform in compact subsets of a cell, so we can substitute it into ∂iY = ωiY
(with ωi as in (3.1)), compare coefficients of z
−l and find
[Fl+1(u), Ei] = [F1(u), Ei]Fl(u)− ∂iFl(u), l ≥ 1, (4.5)
with
[Fl+1(u), Ei] =

0 (Fl+1)1i 0
...
−(Fl+1)i1 · · · 0 · · · −(Fl+1)in
...
0 (Fl+1)ni 0
 .
Moreover, diag(Fl+1) is determined by
l(Fl+1)ii(u) = −
∑
j 6=i
Aij(u)(Fl)ji(u). (4.6)
Therefore, (4.5)–(4.6) recursively determines Fl+1 as a function of Fl, Fl−1, . . . , F1. Since F1 is
holomorphic when conditions (4.1) hold, by induction all the Fl+1(u) are holomorphic. 
Remark 4.6. Proposition 4.5 holds only in the strong isomonodromic case. In the non-
isomonodromic case the vanishing conditions (4.1) only guarantee that F1(u) is holomorphic. In
order for F1, F2, . . . , Fl to be holomorphic up to a certain l, also the following quantities(
Aii −Ajj + k − 1
)
(Fk−1)ij +
∑
p6=i
Aip(Fk−1)pj , 2 ≤ k ≤ l,
must vanish when ui − uj → 0. The above, which follow from (4.2)–(4.3), are conditions on the
entries of A, since the Fk are determined by A.
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It remains to check what happens to the asymptotic behaviour of the matrices Yr(z, u) outside
the cell. This requires a certain amount of non-trivial work, which we have done in [11] for
a system of the form
dY
dz
=
Λ + A(u)
z
+
∞∑
j=2
Aj(u)
zj
Y, u ∈ U(uC), (4.7)
without assuming that the system is isomonodromic. The series above is assumed to converge at
z =∞ with holomorphic matrix coefficients Aj(u) on U
(
uC
)
. The asymptotic theory at z =∞
for (4.7), with u ∈ D′ sufficiently small contained in a τ˜ -cell, is the same as for (2.1). Namely,
there is a unique formal solution
YF (z, u) = F (z, u)z
B(u)ezΛ, B(u) = diag(A(u)), F (z, u) = I +
∞∑
k=1
Fk(u)z
−k,
and unique actual solutions Yr(z, u).
In order to proceed, we need to take  sufficiently small, as follows. Consider the sub-class
of Stokes rays associated with the pairs of eigenvalues ui and uj , with label i, j corresponding
to components of uC satisfying uCi 6= uCj . If  is small enough5, these rays do not cross any
admissible direction τ˜ + hpi when u varies in U
(
uC
)
. We define a sector Ŝr(u) ⊂ R, which
contains the “half-plane” τ˜ + (r − 2)pi < arg z < τ˜ + (r − 1)pi and extends up to the nearest
Stokes rays lying outside the “half-plane” in the sub-class above (notice that Sr(u) ⊂ Ŝr(u)).
Then, we define
Ŝr :=
⋂
u∈U(uC)
Ŝr(u),
The sectors Ŝr have angular opening greater than pi. The following theorem has been proved
in [11]. It requires a non-trivial amount of work, which we necessarily skip here.
Theorem 4.7 ([11]). Consider the differential system (4.7), with coefficients A(u), Aj(u) holo-
morphic on U
(
uC
)
, where  is specified as above. Assume that all the Fk(u) are holomorphic
on U
(
uC
)
. Moreover, assume that the fundamental matrices
Yr(z, u) = Ŷr(z, u)z
B(u)ezΛ,
which are holomorphic on a τ˜ -cell by Proposition 4.3, admit analytic continuation on the who-
le U
(
uC
)
as single valued holomorphic functions of u, for any r ∈ Z and z fixed. Then the
following results hold.
• The asymptotic representation of Yr(z, u) in terms of the formal matrix
YF (z, u) = F (z, u)z
B(u)ezΛ,
extends beyond the τ˜ -cell, namely
Ŷr(z, u) ∼ F (z, u) = I +
∞∑
k=1
Fk(u)z
−k, z →∞ in Ŝr,
uniformly in every compact subset of U1
(
uC
)
for every 1 < . Moreover, for any r ∈ Z
the Stokes matrix Sr(u) relating Yr(z, u) and Yr+1(z, u) satisfies
(Sr)ij = (Sr)ji = 0 for i, j such that uCi = uCj .
5It suffices to take  less than the minimum over i and j, such that uCi 6= uCj , of the distances between the two
parallel lines in the complex plane, one passing through uCi and one through u
C
j , with direction 3pi/2− τ˜ (mod pi,
or mor 2pi, which is the same).
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• The system (4.7) at fixed u = uC , namely
dY
dz
=
Λ(uC)+ A(uC)
z
+
∞∑
j=2
Aj
(
uC
)
zj
Y, (4.8)
has formal solutions with the following structure 6
Y˚F (z) = F˚ (z)z
B(uC)ezΛ(u
C),
where F˚ (z) = I+
∞∑
f=1
F˚Kz
−k is a formal series and B
(
uC
)
= diag
(
A11
(
uC
)
, . . . , Ann
(
uC
))
.
• The solution Y˚F (z) is unique if and only if the diagonal entries of A
(
uC
)
do not differ by
non-zero integers; otherwise, there is a family of formal solutions Y˚F (z).
• For any fixed formal solution Y˚F (z) of (4.8), there are unique actual solutions
Y˚r(z) =
˚̂
Y r(z)z
B(uC)ezΛ(u
C), r ∈ Z,
such that
˚̂
Y r(z) ∼ F˚ (z) for z →∞ in Ŝr
(
uC
)
.
• In particular, there exists a formal solution Y˚F (z) of (4.8) satisfying
Y˚F (z) = YF
(
z, uC
)
.
The corresponding unique actual solutions Y˚r(z) satisfy
Y˚r(z) = lim
u→uc
Yr(z, u) ≡ Yr
(
z, uC
)
.
Let S˚r be the Stokes matrices of the above solutions Y˚r(z). Then,
lim
u→uc
Sr(u) = S˚r.
Remark 4.8. We use the notation Y˚ , F˚ , S˚, etc., for objects Y , F , S, etc, relative to the system
at u = uC , such as (4.8) above and (4.10) below.
Theorem 4.7 is at the core of the validity of one of the main results of [11], namely Theo-
rem 4.9 below. Indeed, by Propositions 4.4 and 4.5, the assumptions of Theorem 4.7 hold in the
strong isomonodromic case if the vanishing conditions (4.1) hold. This yields the following
Theorem 4.9 ([11]). Let A(u) be holomorphic on U
(
uC
)
and  small as specified above. If the
system
∂zY =
(
Λ +
A(u)
z
)
Y. (4.9)
is strongly isomonodromic on a polydisk interior to a τ˜ -cell and the vanishing conditions (4.1)
hold, then:
6Without the assumptions of the theorem, the formal solutions have a more complicated structure. See [3, 4]
for a general theory, and [11] for the specific case here studied.
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a) the coefficients of the unique formal solution YF (z, u) = F (z, u)z
BezΛ are holomorphic
on U
(
uC
)
, and the corresponding actual solutions Yr(z, u) extend holomorphically on
R× U
(
uC
)
, maintaining the asymptotics
Ŷr(z, u) ∼ F (z, u) for z →∞ in Ŝr,
uniformly in every compact subset of U1
(
uC
)
(∀ 1 < ).
b) For any r, the essential monodromy data Sr, Sr+1, B, L, D and Cr are constant on the
whole U
(
uC
)
and satisfy
(Sr)ij = (Sr+1)ij = (Sr)ji = (Sr+1)ji = 0 for i, j such that uCi = uCj .
c) They coincide with a set of essential monodromy data of
∂zY =
(
Λ
(
uC
)
+
A
(
uC
)
z
)
Y. (4.10)
in the following way. Take the formal solution Y˚F (z) of (4.10) satisfying
Y˚F (z) = YF
(
z, uC
)
and the associated actual solutions Y˚r(z), with Stokes matrices S˚r. Then, choose a funda-
mental matrix solution of (4.10) in Levelt form
Y˚ (0)(z) =
˚̂
Y (z)zDzL˚, (4.11)
and take the corresponding connection matrix C˚r such that
Y˚r(z) = Y˚
(0)(z)C˚r.
Then, there exists a fundamental matrix Y (0)(z, u) of (4.9) in Levelt form such that the
essential monodromy data of (4.9) on the whole U
(
uC
)
are
B, Sr = S˚r, Sr+1 = S˚r+1, Cr = C˚r, L = L˚, D.
d) If the diagonal entries of A(uc) do not differ by non-zero integers, then there is a unique
formal solution Y˚F (z) which necessarily satisfies Y˚F (z) = YF
(
z, uC
)
.
Proof. Points a), b), c) follow from Propositions 4.4 and 4.5, Theorem 4.7 and Corollary 4.2.
We only need to justify that given a fundamental matrix Y˚ (0)(z) of (4.10) in Levelt form (4.11),
there exists a fundamental matrix Y (0)(z, u) of dY = ω(z, u)Y in Levelt form (namely an
isomonodromic fundamental matrix of (4.9)), such that
Y (0)
(
z, uC
)
= Y˚ (0)(z).
To this end, recall the proof of Proposition 2.4, with the replacements u 7→ uC and D(u0) 7→
U
(
u0
)
(this becomes the proof of Corollary 4.2). The gauge transformation (2.13)
Y = V (z, u)Y˜ , V
(
z, uC
)
= I,
transforms the Pfaffian system to a differential system (2.14) in variable z only, with u0 replaced
by uC , namely
dY˜ =
[(
A
(
uC
)
z
+ Λ
(
uC
))
dz
]
Y˜ , d ≡ ∂
∂z
dz.
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This is exactly (4.10). A fundamental solution Y˚ (0)(z) in Levelt form (4.11) is actually a solu-
tion (2.15), namely
Y˚ (0)(z) = W (z)zDzL˚, W (z) = W0 +
∞∑
`=1
W`z
`, det(W0) 6= 0.
Thus, we conclude from (2.13) that
Y (0)(z, u) = V (z, u)Y˚ (0)(z), Y (0)
(
z, uC
)
= Y˚ (0)(z).
Point d) follows from the recursive computation of the coefficients F˚k in
Y˚F (z) =
(
I +
∞∑
k=1
F˚kz
−k
)
zB(u
C)ezΛ(u
C).
For 1 ≤ ` 6= s ≤ n such that uC` = uCs , one finds at step k that (recall that diag(A(u)) = B is
constant)
(A`` −Ass + k)(F˚k)`s = known expression from previous steps.
This implies that if A``−Ass+k is different from zero for every k ≥ 1, then all the F˚k are uniquely
recursively determined. For the detailed formulae of the recursion, see [11, Section 4]. 
In presence of the vanishing conditions (4.1), Theorem 4.9 assures that in order to find the
monodromy data of the differential system (4.9) on U
(
uC
)
, we just need to find the monodromy
data associated with the fundamental matrices Y˚r(z), Y˚r+1(z) of (4.10) asymptotic to Y˚F (z) =
YF
(
z, uC
)
in Ŝr
(
uC
)
, and with a solution Y˚ (0)(z) =
˚̂
Y (z)zDzL˚ of (4.10) in Levelt form.
The computation of monodromy data of (4.9) (namely (2.1)) is highly transcendental, so
that even if A(u) is completely known in a neighbourhood of uC , in general it cannot be done
at a generic u ∈ U
(
uC
)
. On the other hand, it may happen that it can be explicitly done
for (4.10), because the system simplifies at the coalescence point, thanks to the null entries
Aij
(
uC
)
= 0 whenever uCi = u
C
j .
By Theorem 4.9, the result so obtained yields the constant monodromy data of (4.9) in a neigh-
bourhood of uC . An example of this has been given in [11] concerning monodromy data of
a Painleve´ equation, and in [12] for the monodromy data of the Frobenius manifold associated
with the reflection group A3.
Theorem 4.9 allows to compute monodromy data in a neighbourhood of a coalescence point
also in cases when we miss some information about the system away form uC . Indeed, suppose
that the system (4.9) is known only at a coalescence point uC ; namely, we only know the
explicit form of A
(
uC
)
. Moreover, suppose that for some theoretical reason it is known that in
a neighbourhood of uC the unknown A(u) must satisfy the vanishing conditions (4.1). Then,
Theorem 4.9 yields the essential monodromy data in a whole neighbourhood of uC without
knowing explicitly A(u) for u 6= uC . This approach has been used in [12] to compute the
monodromy data of the quantum cohomology of the Grassmannian Gr(2, 4), and to prove in
a completely explicit way (i.e., by computations of the numerical values of the data) a conjecture
[12, 13, 17, 20] relating them to exceptional collections in derived categories of coherent sheaves
on Gr(2, 4) (for a shorter summary, see also [14], which is based on a talk at CRM, Pisa, February
13–17, 2017). Notice that the quantum cohomology of almost all Grassmannians is characterised
by a coalescence phenomenon [10] and that Theorem 4.9 applies, due to the semisimplicity of
these quantum cohomologies. This fact justifies the computation of the monodromy data for
Grassmannians starting from a coalescence point.
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Remark 4.10. When applying Theorem 4.9 as explained above, among the possible formal
solutions Y˚F (z) of (4.10), we need precisely the one satisfying Y˚F (z) = YF
(
z, uC
)
. The fact that
we do not have this information without knowing already YF (z, u) may constitute a difficulty.
Fortunately, the problem does not arise when the diagonal entries of A
(
uC
)
do not differ by non-
zero integers, because in this case (4.10) only has the unique formal solution Y˚F (z) = Y
(
z, uC
)
.
In applications to Frobenius manifolds, discussed in [11, 12, 13, 14], we are in this good situation.
Notice that the Stokes matrices are completely determined by (4.10) in this case.7
Remark 4.11. For a system analogous to (2.1), associated with a semisimple Frobenius mani-
fold, where A(u) is skew symmetric, a synthetic proof is given in [20] that a fundamental matrix
solution asymptotic to the formal solution in a sector of central opening angle pi + ε (the ana-
logous to our Yr(z, u) ∼ YF (z, u)) is holomorphic in a small neighbourhood of a coalescence
point uC . This result, in case of Frobenius manifolds, is analogous of the first point of Theo-
rem 4.9. The proof in [20] is based on the Laplace transformation of the irregular system into
an isomonodromic Fuchsian system, whose associated Pfaffian system is of Fuchsian type and
has the good analyticity properties discussed in [34].
A Weak and strong isomonodromic deformations
of Fuchsian systems
The difference between weak and strong isomonodromic deformations naturally arises in case of
Fuchsian systems. This is synonymous of Schlesinger and non-Schlesinger deformations studied
by Bolibruch.
Up to a Mo¨bius transformation, we can assume that z =∞ is non singular. Accordingly, we
consider the u-family of n× n Fuschsian systems
dY
dz
=
N∑
i=1
Ai(u)
z − uiY,
N∑
i=1
Ai(u) = 0, (A.1)
depending holomorphically on the parameter u = (u1, . . . , uN ) in a polydisc D
(
u0
)
with center
u0 =
(
u01, . . . , u
0
N
)
, contained in CN\⋃i 6=j{(ui − uj) = 0}. We take (z, u) in
E := (P1 × D(u0)) \ N⋃
i=1
{(z − ui) = 0} .
Notice that D
(
u0
)
= D1 × · · · × DN , where Di is a disk centered at u0i and Di ∩ Dj = ∅. Thus,
the fundamental group of P1\{u1, . . . , uN} can be defined in a u-independent way.8
Definition A.1. The family of systems (A.1) is weakly isomonodromic if there exists a family
of fundamental matrix solutions Y (z, u) having the same monodromy matrices for all u ∈ D(u0).
This family Y (z, u) is called a weak isomonodromic family of fundamental matrices.
It follows from the theorem on analytic dependence on parameters that there exists a fami-
ly of fundamental matrices Y˜ (z, u) which is analytic in (z, u) on the universal covering of E ,
but which is not necessarily isomonodromic. Namely, Y˜ (z, u) = Y (z, u)C(u) for some con-
nection matrix C(u). If M1, . . . ,MN are the monodromy matrices of Y (z, u) w.r.t. a basis of
7Since the choice of a solution in Levelt form is not unique, there may be a freedom in the data Cr, D, L.
Only the Stokes matrices are uniquely determined.
8In other words, E = P1×D(u0)\⋃Ni=1{(z−ui) = 0} can be retracted to P1\{u01, . . . , u0N}, and pi1(E ; (z0, u0))
is isomorphic to pi1
(
P1\{u01, . . . , u0N}; z0).
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pi1
(
P1\{u01, . . . , u0N}; z0), then Y˜ (z, u) has non-constant matrices Mj(u) = C(u)−1MjC(u). For
a Fuchsian isomonodromic system, it can be proved that there exists an isomonodromic Y (z, u)
such that C(u) is holomorphic. Namely:
Proposition A.2 ([8, 9]). If (A.1) is weakly isomonodromic, then there exists an isomon-
odromic family of fundamental matrices Y (z, u) which is holomorphic in z and u on the universal
covering of E.
The proof makes use of holomorphic bundles, and we refer to [8, 9].
Theorem A.3 ([8, 9]). The u-family of Fuschsian systems (A.1) is weakly isomonodromic if
and only if there exists a matrix valued 1-form ω, holomorphic on E, such that
1) for any fixed u ∈ D(u0) we have
ω|u =
N∑
i=1
Ai(u)
z − uidz;
2) dω = ω ∧ ω.
Proof. Condition 2) is the Frobenius integrability condition for the Pfaffian system dY = ωY .
Condition 1) assures that the z part of the Pfaffian system is the Fuchsian system (A.1). If the
deformation is isomonodromic, then by Proposition A.2 there is a holomorphic family Y (z, u)
and as in the case of (2.5)–(2.6), we see that ω = dY Y −1 is single valued and holomorphic on E .
This also implies that the Pfaffian system is integrable, then 2) holds. Conversely, if 2) holds,
then by the general properties of linear Pfaffian systems there exist a solution Y , holomorphic
on the universal covering of E , whose monodromy – as in (2.5)–(2.6) – is independent of u. 
We are going to show below that for a non-resonant Fuchsian system (i.e., the eigenvalues
of the matrices Ai do not differ by non-zero integers) all weak isomonodromic deformations
are actually strong, namely not only the monodromy matrices are constant, but also certain
essential monodromy data do not depend on u (see Definition A.9 below). On the other hand,
if the system is resonant, there exist both weak and strong isomonodromic deformations, which
are inequivalent. To say it in other well known words, in the non-resonant case only Schlesinger
deformations exist, while in the resonant case also non-Schlesinger deformations appear. The
former are strong (preserving essential data), the latter are weak (preserving only monodromy
matrices). First, let us recall Schlesinger deformations.
Schlesinger deformations. For a Fuchsian system
dY
dz
=
N∑
i=1
A0i
z − u0i
Y,
N∑
i=1
A0i = 0, (A.2)
it is always possible to consider its Schlesinger deformations, given by ω = ωs, where
ωs :=
N∑
i=1
Ai(u)
z − uid(z − ui), Ai
(
u0
)
= A0i .
Such deformations exist if and only if there exist A1(u), . . . , AN (u) such that
dωs = ωs ∧ ωs, Ai
(
u0
)
= A0i ,
N∑
i=1
Ai(u) = 0.
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A standard computation shows that the condition dωs = ωs∧ωs is equivalent to the Schlesinger
equations
dAi(u) =
∑
j 6=i
[Aj(u), Ai(u)]
d(uj − ui)
uj − ui .
This implies that
N∑
j=1
∂Ai
∂uj
= 0,
which ensures that
∑
iAi(u) = 0 whenever
∑
iAi
(
u0
)
= 0. The Schlesinger system is well
known to be Frobenius integrable. We conclude that ωs, called Schlesinger deformation of the
Fuchsian system (A.2), always exists, including the resonant case (but it is not the unique one
in this case). For an isomonodromic holomorphic fundamental matrix Ys(z, u) of ωs, we have
duYs(∞, u)Ys(∞, u)−1 = −
∞∑
j=1
Ai(u)
z − ui
∣∣∣∣
z=∞
dui = 0,
so that Ys(∞, u) is a constant independent of u (for example Ys(∞, u) = I). For this reason, we
say that the Schlesinger deformation ωs is normalized.
Non-normalized Schlesinger deformations [26]. Together with ωs, there always exist
deformations
ω = ωs +
N∑
i=1
γi(u)dui, (A.3)
with holomorphic matrix coefficients γi(u) on D
(
u0
)
, which are called non-normalized. To see
this, let Ys(z, u) be such that Ys(∞, z) = I (or another constant matrix) and dYs = ωsYs. Then
let
Ŷ (z, u) := Γ(u)Ys(z, u),
for a holomorphically invertible matrix Γ(u) on D
(
u0
)
(so that Ŷ (∞, u) = Γ(u) and the nor-
malization at ∞ is lost). We have
dŶ = ΓdYs + dΓYs = ΓωsYs + dΓYs
=
(
N∑
i=1
ΓAiΓ
−1
z − ui d(z − ui) +
N∑
i=1
∂Γ
∂ui
Γ−1dui
)
Ŷ =:
(
ω̂s +
N∑
i=1
γi(u)dui
)
Ŷ .
Conversely, for any γ1, . . . , γN we need to prove that there exists an holomorphically invertible Γ
such that dΓΓ−1 =
∑
i γidui, namely
∂Γ
∂ui
= γi(u)Γ, i = 1, . . . , N.
The integrability condition of this system is
∂jγi + γiγj = ∂iγj + γjγi. (A.4)
On the other hand, by assumption, ω = ωs +
∑
i γidui satisfies dω = ω ∧ ω. We have
dω = dωs +
∑
ij
∂jγiduj ∧ dui = dωs +
∑
i<j
(∂iγj − ∂jγi)dui ∧ duj ,
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and
ω ∧ ω = ωs ∧ ωs +
∑
i<j
(γiγj − γjγi)dui ∧ duj .
Using that dωs = ωs ∧ ωs, we see that dω = ω ∧ ω implies (A.4).
The same considerations as above show that if ω is a 1-form for an isomonodromic fam-
ily of Fuchsian systems, then any ω +
∑
i γi(u)dui is again responsible for an isomonodromic
deformation.
Schlesinger deformations have the following property.
Proposition A.4. Consider the Pfaffian system
dY =
(
N∑
i=1
Ai(u)
z − uid(z − ui) +
n∑
i=1
γi(u)dui
)
Y, (A.5)
where the matrices Ai(u) and γi(u) are holomorphic in D
(
u0
)
. Then each Ai(u) is holomorphi-
cally similar to a constant Jordan form Ji. Namely, there exists Gi(u) holomorphic in D
(
u0
)
such that Ji = Gi(u)
−1Ai(u)Gi(u) is Jordan and independent of u. In particular, the spectrum of
each Ai(u) is independent of u, so that a Schlesinger isomonodromic deformation is isospectral.
Proof. Suppose we want to prove that J1 = G1(u)
−1A1(u)G1(u) is independent of u. As far
as the local behaviour around z − u1 = 0 is concerned, (A.5) can be rewritten as
dY =
(
P0(x, u)
x
dx+
N∑
i=1
Pi(x, u)dui
)
Y, (A.6)
where the N + 1 independent variables are x := z − u1;u1, u2, . . . , uN . Each Pk(x, u), for
k = 0, 1, . . . , N , is holomorphic in a neighbourhood of x = z − u1 = 0. Explicitly
P0
x
=
A1(u)
x
+
N∑
j=2
Aj(u)
x− (uj − u1) ,
N∑
i=1
Pidui =
N∑
j=2
Aj(u)
x− (uj − u1)(du1 − duj) +
N∑
j=1
γj(u)duj . (A.7)
So, the proof repeats the arguments of the proofs of Lemma 2.2 and Proposition 2.3. 
We now go back to the most general ω in Theorem A.3, which we are going to characterise.
Let Y (z, u) be a holomorphic weak isomonodromic fundamental matrix solution of dY = ωY .
Being in particular a solution of the Fuchsian system ∂zY =
∑
iAi(u)/(z − ui)Y , we write its
Levelt form at z = ui
Y (z, u) = Ŷi(z, u)(z − ui)Di(z − ui)Li(u)Ci(u), (A.8)
where Ci(u) is an invertible connection matrix, and
– Ŷi(z, u) is holomorphically invertible at z = ui, and Ŷi(z = ui, u) = Gi(u) of Proposi-
tion A.4.
– Li(u) is block-diagonal Li = L
(i)
1 ⊕· · ·⊕L(i)`i , with upper triangular matrices L
(i)
q ; each L
(i)
q
has only one eigenvalue σ
(i)
q satisfying 0 ≤ Reσ(i)q < 1, and σ(i)p 6= σ(i)q for 1 ≤ p 6= q ≤ `i.
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– Di is a diagonal matrix of integers, which can be split into blocks D
(i)
1 ⊕ · · · ⊕D(i)`i . The
integers d
(i)
q,r in each D
(i)
q = diag
(
d
(i)
q,1, d
(i)
q,2, . . .
)
form a non-increasing (finite) sequence
d
(i)
q,1 ≥ d(i)q,2 ≥ · · · .
– The eigenvalues of Ai are λ
(i)
q,s := σ
(i)
q + d
(i)
q,s. Each block L
(i)
q (u) corresponds to the eigen-
values of Ai(u) which differ by non-zero integers.
– The following holds
lim
z→ui
[
Ŷi(z, u)
(
Di + (z − ui)DiLi(u)(z − ui)−Di
)
Ŷ −1i (z, u)
]
= Ai(u).
Lemma A.5 ([9, Lemma 2]). Li(u) and Ci(u) can be taken holomorphic on D
(
u0
)
, so that also
each Ŷi(z, u) depends holomorphically on u.
The following lemma shows that a general deformation of Theorem A.3 is isospectral.
Lemma A.6. For a weak isomonodromic deformation of a Fuchsian system, the diagonal
of Li(u) is constant and Di is constant, so that the eigenvalues of each Ai(u) do not depend
on u.
Proof. We rewrite (A.8) as
Y (z, u) = Ŷi(z, u)(z − ui)DiCi(u)(z − ui)Li ,
Li := Ci(u)−1Li(u)Ci(u) ≡ 1
2pii
logMi, 0 ≤ Re(Eigenvls of Li) < 1.
Since dMi = 0, then dLi = 0. Hence, the eigenvalues σ(i)q of Li(u) are constant. Now, the eigen-
values λ
(i)
q,s(u) = σ
(i)
q + d
(i)
q,s of Ai(u) are continuous, being Ai(u) continuous, so the integers d
(i)
q,s
are constant. 
We observe that if Ci and Li are constant, then ω = ωs +
∑
i γidu
i, as in (A.3). Indeed, in
this case we have
dY Y −1 = dŶiŶ −1i + Ŷi
Di + (z − ui)DiLi(z − ui)−Di
z − ui Ŷ
−1
i d(z − ui)
= Ŷi(ui)
Di + lim
z→ui
(z − ui)DiLi(z − ui)−Di
z − ui Ŷ
−1
i (ui)d(z − ui) + holomorphic
=
Ai(u)
z − uid(z − ui) + holomorphic.
The holomorphic part is regular at z = ui, and moreover dY Y
−1 = dΓΓ−1 at z = ∞, having
fixed Γ(u) := Y (∞, u). Thus, Liouville theorem yields ω = ωs + dΓΓ−1, which is (A.3). The
converse of the above is also true:
Lemma A.7 ([7, 9, 28, 34]). If the deformation is Schlesinger, i.e., ω = ωs, or its non-
normalized version (A.3), then Ci and Li are constant.
Proof. We prove that L1 and C1 are constant, being the other cases analogous. The Pfaffian
system is rewritten in the form (A.6)–(A.7). Then, by [34, Theorem 5], there exists a gauge
transformation
Y = V (x, u)Y˜ ,
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holomorphic in a neighbourhood of (x, u) = (0, u0), given by a convergent series
V (x, u) = I +
∑
k1+···+kN>0
Vkx
k0
(
u1 − u01
)k1 · · · (uN − u0N)kN ,
with k = (k0, k1, . . . , kN ), such that the Pfaffian system is transformed to
dY˜ =
(
P0(0, u
0)
x
dx
)
Y˜ ≡
A1(u0)
x
+
N∑
j=2
Aj
(
u0
)
x− (u0j − u01)
dx
 Y˜ .
Thus, Y˜ satisfies an n× n Fuchsian system in variable x, independent of parameters (being u0
fixed), so that there is a fundamental matrix solutions in Levelt form at x = 0, independent
of u,
Y˜1(x) := W (x)x
D1xL1 , W (x) = W0 +
∞∑
`=1
W`x
`,
the series being convergent and holomorphic at x = 0. Hence, there is a fundamental matrix
solution of the initial system of the form
Y1(z, u) = V (x, u)W (x)x
D1xL1 ≡ Ŷ1(z, u)(z − u1)D1(z − u1)L1 ,
where
Ŷ1(z, u) := V (x, u)W (x)|x=z−u1
=
I + ∑
k1+···+kN>0
Vk(z − u1)k0
(
u1 − u01
)k1 · · · (uN − u0N)kN
(W0 + ∞∑
`=1
W`(z − u1)`
)
.
The latter can be rewritten as a convergent saries at z = u1 with coefficients holomorphic in u:
Ŷ1(z, u) = G1(u)
(
I +
∞∑
`=1
Ψ`(u)(z − u1)`
)
, G1(u) = V (0, u)W0.
Notice that G1(u) puts A1(u) in Jordan form as in Proposition A.4. The proof is concluded
observing that Y1(z, u) solves the initial Pfaffian system, so that also Y (z, u) = Y1(z, u)C1 is
a fundamental solution if and only if C1 is constant. The proof can also be deduced directly
from [34, Theorems 4 and 7]. 
From the above, we have the following
Proposition A.8. The deformation in Theorem A.3 is Schlesinger, namely ω = ωs, or its
non-normalized version (A.3), if and only if the Pfaffian system admits an isomonodromic fun-
damental matrix (A.8) such that Li and Ci are constant.
Definition A.9. The essential monodromy data associated with a weakly isomonodromic Y (z,u)
are the matrices
Dj , Lj , Cj , j = 1, . . . , N.
Definition A.10. We call Y (z, u) as strongly isomonodromic fundamental matrix if the essential
monodromy data are constant on D
(
u0
)
. Equivalently, each Yj(z, u) := Ŷj(z, u)(z − uj)Dj (z −
uj)
Lj is a fundamental matrix of dY = ωY .
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Remark A.11. Recall that the Dj are always constant for a weak isomonodromic deformation
(Lemma A.6). Moreover,
dCj = 0 implies dLj = 0,
because we can write the monodromy matrices as Mj = C
−1
j e
2piiLjCj . Thus, one can define
a strong deformation to be one such that all the matrices Cj are constant, in the same way as
in Definition 3.1 (the connection matrices Cj play the same role of the matrices Hr).
Thus, we conclude that
Proposition A.12 (Proposition A.8 revised). An isomonodromic deformation is strong if and
only if it is a Schlesinger deformation or its non-normalized version (A.3).
Following [28], we may call Pi(z, u) := (z−ui)Di(z−ui)Li(u)Ci(u) the principal part of Y (z, u)
at z = ui, so that
Y (z, u) = Ŷi(z, u)Pi(z, u).
In case Ci and Li are constant, then
Pi(z, u) ≡ Pi(z − ui),
namely, Pi depends on (z, u) only through the combination (z−ui). If such a dependence occurs
at any ui, the deformation is called isoprincipal in [28]. The main result of [28] is that a family
of Fuchsian systems (A.1) is an isoprincipal deformation if and only if the matrices Ai satisfy
the Schlesinger equations. This result is equivalent to Proposition A.8.
We are ready to review the most general form of ω.
Theorem A.13 (non-Schesinger deformations, Bolibruch [8, 9]). All the possible matrix differ-
ential 1-form of Theorem A.3, holomorphic on P1 × D(u0)\⋃ni=1{z − ui = 0}, which give an
isomonodromic family of Fuchsian systems (A.1), have the form
ω = ωs +
N∑
i=1
γi(u)dui +
N∑
i=1
N∑
j=1
mi∑
k=1
γijk(u)
(z − ui)k duj . (A.9)
where γi(u), γijk(u) are holomorphic on D
(
u0
)
and mi is the maximal integer difference of
eigenvalues of Ai(u).
Proof. The proof is in [8] and [9]. We take the Schlesinger deformation ωs with the same initial
condition A0i = Ai
(
u0
)
of ω, namely
ωs|u0 = ω|u0 .
Let Ys(z, u) be an isomonodromic fundamental matrix for ωs. By isomonodromicity, Y (z, u)
and Ys(z, u) have the same monodromy matrices, which are those of
dY
dz
=
N∑
i=1
A0i
z − u0i
Y.
Hence, Γ(z, u) := Y (z, u)Ys(z, u)
−1 is single valued and meromorphic on P1×D(u0), with poles
at z = ui, 1 ≤ i ≤ N . Moreover ω = dΓΓ−1 + ΓωsΓ−1. This expression does show that ω has
the structure (A.9). In order to predict mi, we write
Y (z, u) = Ŷi(z, u)(z − ui)Di(z − ui)Li(u)Ci(u),
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Ys(z, u) = Ŷ
s
i (z, u)(z − ui)Di(z − ui)L
s
iCsi ,
where Lsi and C
s
i are constant, by Proposition A.8. Being the monodromy Mi of Y and Ys the
same, we have
Ci(u)
−1Li(u)Ci(u) = Csi
−1LsiC
s
i .
Thus,
Li(u) = RiLsiR−1i , Ri := Ci(u)Csi −1,
and Ri must have the same block structure of Li(u) and Lsi . Moreover,
Y (z, u) = Ŷi(z, u)(z − ui)DiRi(z − ui)LsiCsi .
Thus, we have
dY Y −1 = dŶiŶ −1i + Ŷi
(
Di + (z − ui)DiRiEsiR−1i (z − ui)−Di
z − ui
)
Ŷ −1i d(z − ui)
+ Ŷi(z − ui)DidRiR−1i (z − ui)−Di Ŷ −1i
= dŶiŶ
−1
i + Ŷi
(
Di + (z − ui)DiLi(u)(z − ui)−Di
z − ui
)
Ŷ −1i d(z − ui)
+ Ŷi(z − ui)DidRiR−1i (z − ui)−Di Ŷ −1i
= holomorphic +
Ai(u)
z − uid(z − ui) + Ŷi(z − ui)
DidRiR−1i (z − ui)−Di Ŷ −1i .
The last term Ŷi(z−ui)DidRiR−1i (z−ui)−Di Ŷ −1i contains matrix entries with poles at (z−ui)=0,
plus holomorphic terms. This proves again, by Liouville theorem, that ω has the structure (A.9).
The block diagonal structure of Ri, being the same as that of Di = D(i)1 ⊕· · ·⊕D(i)`i , assures that
mi is the maximum over q of the maximal difference of the eigenvalues of D
(i)
q , q = 1, 2, . . . , `i.
This is precisely the maximal integer difference of eigenvalues of Ai(u). 
In the non-resonant case, mi = 0 for every i = 1, . . . , N . Therefore, we obtain the following
Corollary A.14. If for every i = 1, . . . , N the matrices Ai are non-resonant, then every ω of
Theorem A.3, defining an isomonodromic family of Fuchsian systems (A.1), is of the form
ω = ωs +
n∑
i=1
γi(u)dui.
In other words, the isomonodromy deformation of a non-resonant Fuchsian system are only
the Schlessinger deformations, possibly non-normalized. The term
N∑
i=1
N∑
j=1
mi∑
k=1
γijk(u)
(z−ui)k duj can only
appear in the resonant case. Summarizing, we have found that
1) in the non-resonant case, the definitions of weak and strong isomonodromic deformation
are equivalent, and the Schlesinger equations are necessary and sufficient conditions;
2) in the resonant case, there exist both weak isomonodromic deformations, determined by
the form ω in Theorem A.13 and called non-Schlesinger, and strong isomonodromic de-
formations, which are Schlesinger deformations determined by ωs (or its non-normalized
version).
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There are examples of non-Schlesinger deformations in [6, 9, 29].9 A simple example is given
at the end of [28], and we report it here. Consider the family of differential systems
dY
dz
=
 1
z − u
(
1 0
0 0
)
+
1
z − 1
−1 −u(u− 1)h(u)u− 3
0 0
+ 1
z − 2
0 2u(u− 2)h(u)u− 3
0 1

+
1
z − 3
(
0 −uh(u)
0 −1
))
Y.
A fundamental matrix solution is
Y (z, u) =
z − uz − 1 −2t(z − u)h(u)(z − 1)(z − 3)(u− 3)
0
z − 2
z − 3
 .
Here h(u) is an arbitrary function, which is holomorphic at u = 0. The system is resonant
at all the Fuchsian singularities z = u, 1, 2, 3. One can check that the residue matrices do not
satisfy the Schlesinger equations, but the u-deformation is isomonodromic in the weak sense,
because Y (z, u) is single-valued and hence has trivial monodromy matrices Mi = I := diag(1, 1).
For z close to u, we have
Y (z, u) =
 1u− 1 0
0
u− 2
u− 3
 (I +O(z − u))(z − u 0
0 1
)
,
with constant connection matrix = I. This is not the case at other poles of the system. For
example, for z close to 1, we have
Y (z, u) =
u(1− u)h(u)u− 3 1
1 0
 (I +O(z − 1))(1 0
0 (z − 1)−1
) 0 1/2
1− u u(1− u)h(u)
u− 3
 ,
with u-dependent connection matrix
C1(u) =
 0 1/2
1− u u(1− u)h(u)
u− 3
 .
So, the deformation is not isomonodromic in the strong – or isoprincipal – sense. The monodromy
matrix is nevertheless constant and equal to I.
As noted in [28], the example shows that a weak isomonodromic deformation may not have
the Painleve´ property. Indeed, in the above example we can choose h(u) arbitrarily (provided it
is holomorphic at u = 0). On the other hand, if the deformation is isomonodromic in the strong
sense, namely Schlesinger, then the Painleve´ property holds also in the resonant case.
B Proof of Proposition 2.6
We recall that a small polydisc D′ has been introduced by Sibuya to guarantee that the funda-
mental matrices Yr(z, u) in (2.17) are holomorphic of u.
9One can also have a look at [30], though the question there is concerned with Schlesinger transformations
that also shift the eigenvalues.
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Lemma B.1. Let ω0(x) =
(
Λ + Az
)
be as in (2.3), let ω1, . . . , ωn be holomorphic of (z, u) ∈
C×D(u0), and A(u) holomorphic on D(u0). Assume that z =∞ is at most a pole of ω1, . . . , ωn.
Then, for u ∈ D′, the Pfaffian system has the following structure
ω =
(
Λ +
A
z
)
dz +
n∑
j=1
(zEj + ωj(0, u))duj ,
with
ωj(0, u) = [F1(u), Ej ] +Dj(u),
where F1, appearing in the formal expansion (2.16), is given explicitly in (2.21), and
Dj(u) = ∂Hr(u)
∂uj
Hr(u)
−1
is a diagonal matrix independent of r ∈ Z and holomorphic on u ∈ D′. Moreover,
dB = 0.
Proof. We write
ω = dY Y −1.
where Y (z, u) = Y (0)(z, u)H is a holomorphic isomonodromic family. Recalling that D is con-
stant and dL = dH = 0 (one can take directly H = I), we have
ωj =
∂Y
∂uj
Y −1 =
∂Ŷ (0)
∂uj
(
Ŷ (0)
)−1
= holom(z, u),
where holom(z, u) is some convergent Taylor series at z = 0, of order O(1) for z → 0, with
holomorphic coefficients depending on u ∈ D(u0). Keeping into account the explicit form (2.12)
of Ŷ (0) (in particular, recall that G(u) satisfies (2.8) as in Proposition 2.3), we have
ωj = ∂jGG
−1 +O(z) ≡ ωj(0, u) +O(z). (B.1)
Successively, we compute the representation of ωj close to z =∞, using (2.19),
ωj =
∂Y
∂uj
Y −1
=
∂Ŷr
∂uj
Ŷ −1r + Ŷr
∂B
∂uj
Ŷ −1r log z + zŶrEj Ŷ
−1
r + Ŷrz
B
(
ezΛ
∂Hr
∂uj
H−1r e
−zΛ
)
z−BŶ −1r .
We recall that ui 6= uj for i 6= j and observe that e(ui−uj)z diverges for z →∞ in some subsector
of Sr(D′), because the central angular opening is more than pi. Hence
ezΛ
∂Hr
∂uj
H−1r e
−zΛ does not diverge exponentially ⇐⇒ ∂Hr
∂uj
H−1r is diagonal.
Since Λ and B are also diagonal, we have
ωj =
(
∂Ŷr
∂uj
Ŷ −1r + zŶrEj Ŷ
−1
r + Ŷr
∂Hr
∂uj
H−1r Ŷ
−1
r
)
+ Ŷr
∂B
∂uj
Ŷ −1r log z.
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We have at most a pole at z =∞ if and only if
∂B
∂uj
= 0.
Then, the asymptotic behaviour (2.16) of Ŷr implies that
ωj = zŶrEj Ŷ
−1
r + Ŷr
∂Hr
∂uj
H−1r Ŷ
−1
r +
∂Ŷr
∂uj
Ŷ −1r = zEj + [F1, Ej ] +
∂Hr
∂uj
H−1r +O
(
1
z
)
in the sector Sr(D′). The asymptotics holds for every r ∈ Z. Now, the asymptotic expansion
of a function (in our case ωj) on a sector is unique. Since Sr(D′) ∩ Sr+1(D′) is not empty, this
implies that ωj has the same expansion in every sector Sr(D′), ∀ r. In particular, ∂jHrH−1r
cannot depend on r. We set
Dj(u) := ∂Hr(u)
∂uj
H−1r (u) ∀ r ∈ Z.
Moreover, being ωj single valued, the asymptotic series represented by O
(
1
z
)
above, must be
a convergent Taylor expansion. In conclusion
ωj − (zEj + [F1, Ej ] +Dj) = O
(
1
z
)
is holomorphic at z =∞.
Keeping into account (B.1) and Liouville theorem, we obtain that
ωj − (zEj + [F1, Ej ] +Dj) = 0,
as we wanted to prove. 
Lemma B.2. Consider a Pfaffian system dY = ωY , and assume that ω has the following
structure
ω =
(
Λ +
A(u)
z
)
dz +
n∑
j=1
(zEj + ωj(0, u))duj ,
where A(u) and ω1(0, u), . . . , ωn(0, u) are holomorphic on D
(
u0
)
. Then, the Frobenius integra-
bility conditions (2.4) are equivalent to 1) and 2) below:
1) ωj(0, u) satisfies the constraint
[Λ, ωj(0, u)] = [Ej , A]; (B.2)
2) A(u) satisfies the non-linear system
∂A
∂uj
= [ωj(0, u), A], j = 1, 2, . . . , n, (B.3)
which is Frobenius integrable.
The above (B.2) determines ωj(0, u) up to a diagonal matrix Dj(u), as follows
ωj(0, u) =
(
Aab(u)(δaj − δbj)
ua − ub
)n
a,b=1
+Dj(u). (B.4)
Moreover, the diagonal matrix B := diag(A11, . . . , Ann) is constant and
Dj = ∂D
∂uj
,
where D is a matrix whose diagonal only depends on u ∈ D(u0).
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Proof. For brevity, let us write ωj(0) in place of ωj(0, u). As in the proof of Lemma 2.2,
consider (2.4) for β = 0, α = j = 1, . . . , n:
∂
∂uj
(
Λ +
A
z
)
+
(
Λ +
A
z
)
(zEj + ωj(0)) =
∂
∂z
(zEj + ωj(0)) + (zEj + ωj(0))
(
Λ +
A
z
)
.
Since ∂jΛ = Ej , we have
  Ej +
∂jA
z
+
zΛEj + Λωj(0) +AEj +
Aωj(0)
z
=  Ej +
zEjΛ + EjA+ ωj(0)Λ +
ωj(0)A
z
.
The above identity is equivalent to (B.2) and (B.3). Consider now (2.4) for α = k, β = j ∈
{1, . . . , n}:
∂
∂uk
(zEj + ωj(0)) + (zEj + ωj(0))(zEk + ωk(0))
=
∂
∂uj
(zEk + ωk(0)) + (zEk + ωk(0))(zEj + ωj(0)),
so that
∂ωj(0)
∂uk
+

z2EjEk + z(Ejωk(0) + ωj(0)Ek) + ωj(0)ωk(0)
=
∂ωk(0)
∂uj
+

z2EkEj + z(Ekωj(0) + ωk(0)Ej) + ωk(0)ωj(0).
Identifying the coefficients of the same powers of z we get
[Ej , ωk(0)] = [Ek, ωj(0)], (B.5)
∂ωj(0)
∂uk
+ ωj(0)ωk(0) =
∂ωk(0)
∂uj
+ ωk(0)ωj(0), 1 ≤ j 6= k ≤ n. (B.6)
(B.6) is the Frobenius integrability condition of system (B.3), as it is shown in the proof of
Lemma 2.2. Explicitly writing (B.2), a simple calculation yields (B.4). Now, (B.5) is identically
satisfied. Substitution of (B.4) into (B.6) shows, by considering the diagonal, that
∂Dj
∂uk
− ∂Dk
∂uj
= 0, j 6= k,
so that the matrix valued form
n∑
j=1
Dj(u)duj is closed. Being the domain simply connected, it
is also exact. Substitution of (B.4) into (B.3) and direct calculation shows that
∂Akk
∂u1
= · · · = ∂Akk
∂un
= 0, ∀ k = 1, . . . , n. 
Proof of Proposition 2.6. The assumption that ωj(z, u) has at most a pole at z =∞ implies
that Lemma B.1 applies for u ∈ D′. Hence
ωj(z, u) = zEj + [F1(u), A(u)] +Dj(u) for u ∈ D′. (B.7)
Now, Lemma B.2 applies on D′. On the other hand, ωj(z, u) and zEj + [F1(u), A(u)] are holo-
morphic on D
(
u0
)
, therefore (B.7) holds on D
(
u0
)
. All the other statements of Proposition 2.6
follow from Lemmas B.1 and B.2. 
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