Abstract. We show that the only summands of theta divisors on Jacobians of curves and intermediate Jacobians of cubic threefolds are the obvious powers of the curve and the Fano surface of lines on the threefold. The proof uses the decomposition theorem for perverse sheaves, some representation theory and a computation of characteristic cycles for Brill-Noether sheaves.
Introduction
Theta divisors on Jacobian varieties have been studied a lot for their particular properties. If C is a smooth complex projective curve of genus g ≥ 2 and A = JC denotes its Jacobian variety, then Riemann's theorem says that the theta divisor is a sum Θ = C + · · · + C ⊂ A of g − 1 copies of the curve when the latter is embedded into the Jacobian via a suitable translate of the Abel-Jacobi map. More generally, for d ∈ {0, 1, . . . , g − 1} let W d ⊂ A be the image of the sum map C d → A for the above translate of the Abel-Jacobi embedding, then the theta divisor admits the obvious decompositions as a sum
In this note we prove the following converse of Riemann's theorem: Theorem 1.1. If A is the Jacobian of a smooth projective curve of genus g ≥ 2, then up to translation of the summands the above are the only decompositions of the theta divisor as a sum Θ = X + Y of subvarieties X, Y ⊂ A.
This can be seen as a counterpart to Debarre's result on subvarieties of minimal cohomology class in Jacobians [7] . For summands with dim X = 1 it is due to Schreieder who showed that the existence of a curve summand of the theta divisor characterizes Jacobians among all principally polarized abelian varieties [22] ; this seems to be the only previously known case. There is one other famous example of theta divisors with summands: For any smooth cubic threefold T ⊂ P 4 the intermediate Jacobian A = JT is a principally polarized abelian fivefold, and it has been shown by Clemens and Griffiths [5] that its theta divisor can be decomposed as a sum Θ = S + (−S) = (−S) + S where S ⊂ A is a copy of the Fano surface of the threefold. Again we show: Under the additional assumption that the summands have minimal cohomology class, this is a result of Casalaina-Martin, Popa and Schreieder [4] ; for a further discussion of summands of theta divisors and generic vanishing subschemes we refer to [23] . Our approach is very different, it provides a general method to detect all summands of a given subvariety without assuming minimality of their cohomology class. We hope that similar techniques may be useful for the question of Pareschi and Popa whether there are any other theta divisors with summands [22, conj. 19] and for Debarre's minimal class conjecture [7] .
To find all decompositions of a given subvariety Z ⊂ A as a sum Z = X + Y of subvarieties X, Y ⊂ A, we use the theory perverse sheaves and the decomposition theorem of Beilinson, Bernstein, Deligne and Gabber [1, 6] . Let Perv(C A ) be the category of perverse sheaves on the abelian variety and consider the intersection cohomology sheaves δ X , δ Y , δ Z ∈ Perv(C A ) on X, Y, Z ⊂ A. Since these are simple perverse sheaves, the decomposition theorem for the addition map a : X × Y ։ Z gives an embedding
as a direct summand in the derived category of constructible sheaves. Here * denotes the additive convolution of perverse sheaves, which is controlled by the Tannakian formalism of [15, 18] . In particular, the above embedding induces an epimorphism
on the Tannakian groups of the respective perverse sheaves. The key point of our argument is that often this is an isogeny, so most information about the unknown summands X, Y can be recovered from Z. Indeed, the results of [14] imply that up to isogeny these summands can be read off from the characteristic cycles of the perverse sheaves that correspond to the irreducible representations of the reductive group G(δ Z ), see theorem 2.5. For Jacobians of curves these perverse sheaves are the Brill-Noether sheaves introduced in [24] , and in sections 3 and 4 we describe their characteristic cycles via Abel-Jacobi maps and highest weights for Sp 2g−2 (C) and Sl 2g−2 (C). For intermediate Jacobians we instead use the representation theory of the exceptional group E 6 (C), see section 5.
Reduction to Brill-Noether-Sheaves
Let A be a complex abelian variety and Z ⊂ A an irreducible proper closed subvariety. In this section we describe a general method to determine all possible decompositions Z = X + Y as a sum of irreducible geometrically nondegenerate subvarieties X, Y ⊂ A. For the notion of geometric nondegeneracy we refer to [20, p. 466 ].
2.a. Perverse sheaves and the decomposition theorem. The first step is to reformulate such a decomposition in terms of the perverse intersection cohomology sheaves δ X , δ Y , δ Z ∈ Perv(C A ):
Lemma 2.1. If a : X × Y ։ Z denotes the addition map, we have an embedding as a direct summand
Proof. The geometric nondegeneracy of the summands implies by [8, sect. 8.2] that the addition morphism a : X × Y ։ Z is generically finite and hence restricts to a finiteétale cover over some smooth open dense subset U ⊆ Z. Adjunction gives a direct summand C U ֒→ a * (C X×Y )| U , and shifting by dim Z = dim X + dim Y to make both sides perverse, we get the desired embedding over the smooth open dense subset U ⊆ Z. The claim then follows by the decomposition theorem [1, 6] .
The direct image in the above lemma can be rewritten as Ra * (δ X ⊠δ Y ) = δ X * δ Y for the convolution product * of [13, 15, 18] ; let us briefly recall the basic setup.
2.b. Convolution on abelian varieties.
A perverse sheaf N ∈ Perv(C A ) is called negligible if the Euler characteristic of its hypercohomology vanishes, which happens iff every simple perverse subquotient of N is stable under translations by a nontrivial abelian subvariety [21, th. 7.6] [25]. If we denote by S(A) ⊂ Perv(C A ) the Serre subcategory of negligibles, the addition on the abelian variety induces a product * : P(A) × P(A) → P(A) on the quotient P(A) = Perv(C A )/S(A) which makes the latter into a rigid abelian tensor category, and for any P ∈ P(A) the subcategory P = smallest rigid abelian tensor subcategory containing P ⊂ P(A)
is neutral Tannakian [18, 15] . In particular, it admits a fiber functor to the category of finite dimensional complex vector spaces, and any such fiber functor induces an equivalence ω : P ∼ −→ Rep(G(P )) with the category of finite dimensional complex representations of an affine algebraic group G(P ). Up to noncanonical isomorphism the group is independent of the chosen fiber functor. We suppress the latter from the notation, assuming that a consistent choice has been made for all perverse sheaves occuring below.
Our main tool to understand the above tensor categories will be characteristic cycles. For a closed subvariety Z ⊂ A we define its conormal variety Λ Z ⊂ T * A to be the Zariski closure of the conormal bundle to its smooth locus. This is a conic Lagrangian subvariety of the cotangent bundle, conversely any conic Lagrangian subvariety Λ ⊂ T * A is the conormal variety to its base. By the Gauss map of Λ we mean the projection
, (a, v) → v to the fiber of the trivial cotangent bundle. This map is either generically finite or non-dominant. We denote its generic degree by deg(Λ) ∈ N ∪ {0} and say that Λ is negligible if deg(Λ) = 0. The degree extends additively to the group of conic Lagrangian cycles. Any cycle splits uniquely as a sum of a negligible and a clean part, where a cycle is called clean if it has no negligible components. By Kashiwara's index formula [10] a perverse sheaf is negligible iff its characteristic cycle is, so sending a perverse sheaf to the clean part of its characteristic cycle we get a map cc :
Here the Grothendieck ring on the left is a special λ-ring [12] . We endow L (A) with the λ-ring structure whose product • is given on clean cycles by the natural correspondence
coming from the addition map and whose Adams operations are Ψ n (Λ) = [n] * (Λ) for n ∈ N, then cc is a homomorphism of special λ-rings [14] . We use the lowercase cc to avoid confusion with characteristic cycles with negligible parts, and similarly for the characteristic variety
Let Λ ⊂ L (A) denote the smallest subring which contains a given cycle Λ ∈ L (A) and is stable under taking irreducible components of the support of cycles.
2.c. How to see summands on the Tannakian side. If Z = X + Y ⊂ A is a proper subvariety that decomposes as a sum of geometrically nondegenerate subvarieties of positive dimension, lemma 2.1 can be reformulated as follows:
Proof. Lemma 2.1 gives an embedding δ Z ⊂ δ X * δ Y ⊂ δ W as a full tensor subcategory stable under the formation of subobjects, and we can choose the fiber functors on the categories compatibly. Now apply [9, cor. 2.9 and prop. 2.21].
Note that G(δ Z ) = {1}, indeed the stabilizer Stab(Z) = {a ∈ A(C) | Z + a = Z} is finite since the sum of geometrically nondegenerate subvarieties is geometrically nondegenerate [8, cor. 8.11]. Applying an isogeny to the abelian variety one reduces to the case where this stabilizer is trivial, and replacing all subvarieties by certain translates we can make their Tannakian groups semisimple [14, rem. 4.3] . Let us now assume
The last condition seems unreasonably strong but holds in our applications [16] .
Proof. We must show that the kernel of the epimorphism p is finite. On the level of Lie algebras this epimorphism splits as the projection to a direct summand. So we have
and we want to show that the second summand in this decomposition vanishes. By assumption (i) we know Stab(S) ⊆ Stab(Z) = {0} for S = X, Y and hence ω(δ S ) remains an irreducible representation when restricted to the connected component of G(δ W ) [13, cor. 1.6]. As a representation of the product Lie(
Now g 2 is a semisimple Lie algebra by assumption (ii), so in order to show that it is trivial we only need to see that it is abelian. Hence we will be done if dim
is a faithful representation. To check both dimensions are one we look at the corresponding characteristic cycles. The proof of [14, prop. 4.4] shows that there exist clean effective cycles Λ S,i ∈ L (A) with
for some n ∈ N, where we denote by • the product in the ring L (A). Now the conormal variety
enters with multiplicity one and is the unique component whose base is a subvariety of dimension dim(S). So to see deg(Λ S,2 ) = 1 it will suffice to show that the base of Λ S,2 consists of a finite number of points in A. To check this final claim we consider Chern-Mather classes. It has been shown in loc. cit. that some component of Λ S,1 has as its base a subvariety of dimension d = dim(S), which implies the nonvanishing c M,d (Λ S,1 ) = 0 by [14, lemma 3.3] . But we know Λ S,1 ∈ cc(δ Z ) so that
is a finite morphism by assumption (iii). This finiteness implies by [14, lemma 3.5 ] that
for i < dim A, where * denotes the Pontryagin product on the Chow ring. Since the Pontryagin product of effective cycles is effective and c M,i (Λ nS ) = 0 for i > d, it follows that
by [14, lemma 3.3] , hence the base of Λ S,2 consists of finitely many points in A.
2.d. Adams operations.
Usually the above isogeny is not an isomorphism, but we can see representations of any finite cover of a connected semisimple group H as virtual representations in the ring
Lemma 2.4. Let p : G ։ H be an isogeny of connected reductive groups. If n ∈ N is sufficiently divisible, then the n-th Adams operation on the representation ring of G factors as
where ι p : R(H) ֒→ R(G) denotes the inclusion induced by the isogeny p.
Proof. If T ⊂ G is a maximal torus with character group X = Hom(T, G m ), the character map sending a representation to its weight space decomposition gives an embedding R(G) ֒→ Z[X]. In these terms the Adams operation Ψ n is induced by the n-th power map of the torus [3, prop. II.7.4]. But any isogeny of tori factors over the n-th power map for n dividing the degree of the isogeny.
Applying this to the universal cover of the group H = G(δ Z ) when this cover is realized by a given P Z ∈ Perv(C A ), we recover the unknown summands X, Y ⊂ A by the following
is simply connected and δ Z ∈ P Z , then the associated tensor category contains simple perverse sheaves ε X , ε Y ∈ P Z with
Proof. As before we have Stab(S) = {0} and hence δ nS = [n] * δ S for S = X, Y, Z and all n ∈ N. So replacing all perverse sheaves by their direct image under an isogeny we may assume all Tannakian groups to be connected [13, cor. 1.6] . The isogeny p : G(δ W ) ։ G(δ Z ) in proposition 2.3 is then dominated by the universal cover, which in our case is the epimorphism q : G(P Z ) ։ G(δ Z ) coming from the inclusion δ Z ∈ P Z . Let ϕ be the unique isogeny making the following diagram commute:
Let ι ϕ : δ W ֒→ P Z be the embedding of tensor categories induced by ϕ on the level of representation categories. This ι ϕ comes from abstract Lie theory and usually it is not the identity on perverse sheaves: It can happen that for S = X, Y the simple perverse sheaves
But by construction we have the following commutative diagram
where the outer vertical arrows are the inclusion functors on the level of perverse sheaves, and in contrast with the abstract embedding ι ϕ these inclusion functors satisfy
by naturality of the Adams operations
and it only remains to plug in the perverse sheaves δ X , δ Y ∈ δ W .
2.e. Highest weights. The above reduces the classification of all geometrically nondegenerate summands of a given Z ⊂ A to the study of the cycles cc(ε) for the countably many simple perverse sheaves ε ∈ P Z . If P Z is known, this is mainly a computational task using the highest weight theory of the connected reductive group G = G(P Z ).
In the next sections we will carry out the computations for Jacobians, but let us first fix some general notations. Let T ⊂ G be a maximal torus with character group X = Hom(T, G m ). Sending a representation to its character we obtain an isomorphism ch : We will only need to know which weights have positive multiplicity. This is easily answered as follows [11, cor. 3.2.12] , using the dominance order in which µ λ iff λ − µ is a sum of simple positive roots: Remark 2.6. For λ, µ ∈ X + one has m λ (µ) > 0 if and only if µ λ.
To any λ ∈ X + we now attach via our chosen fiber functor ω : P Z ∼ −→ Rep(G) a simple perverse sheaf ε λ ∈ P Z with ω(ε λ ) ≃ V λ . These form a complete set of representatives for the isomorphism classes of simple perverse sheaves in P Z generalizing the Brill-Noether sheaves from [24] . To describe their characteristic cycles, let cc :
denote the composition of the characteristic cycle with the inverse of ch •ω. Then we have 
is an isomorphism and all the cycles cc(µ) are reduced and irreducible.
Recall that every closed conic Lagrangian subvariety of the cotangent bundle is the conormal variety to its base. An explicit description of cc(µ) ⊂ T * A as a conormal variety will be given in lemmas 3.3 and 4.3.
Brill-Noether sheaves on hyperelliptic Jacobians
Let A = JC be the Jacobian variety of a smooth curve of genus g > 1. In this section we assume the curve to be hyperelliptic and embed it as a symmetric subvariety C = −C ⊂ A via some translate of the Abel-Jacobi map. Then G(δ C ) is the full symplectic group of rank n = g − 1 [17, th. 6.1] [24] , and we have a fiber functor ω :
where the latter is endowed with the natural action of the symplectic group. so that the set of diagonal matrices T = diag(t 1 , . . . , t 2n ) | t n+i = t
−1
i for all i is a maximal torus. Sending such a diagonal matrix to its i-th entry defines a character e i ∈ X = Hom(T, G m ) for 1 ≤ i ≤ n. These form a basis of the lattice X in which we choose ∆ = {e i − e i+1 | i = 1, . . . , n − 1} ∪ {2e n },
Another basis of the weight lattice are the fundamental weights ̟ d = e 1 + · · · + e d for 1 ≤ d ≤ n, which are important since they generate the semigroup of dominant weights. The fundamental representations V ̟ d ∈ Rep(Sp 2n (C)) appear in the alternating powers
On perverse sheaves this is reflected by the geometry of the Abel-Jacobi map:
Example 3.1. For d = 1, . . . , n consider the sum map a d :
A for our chosen translate of the curve. In the hyperelliptic case a look at fiber dimensions shows that
and the Brill-Noether sheaves corresponding to the fundamental weights are the perverse intersection cohomology sheaves ε ̟ d ≃ δ W d [24, lemma 20] .
Note that the supports in this example are precisely the summands from the main theorem. In order to generalize this to arbitrary dominant weights λ ∈ X + ⊂ Z n we denote by
the degree and length as a partition. We will apply remark 2.6 as follows:
Lemma 3.2. With notations as above, for any λ ∈ X + there exists µ ∈ X + such that µ λ and ℓ(µ) = min{d(λ), n}.
Proof. Clearly ℓ(λ) ≤ min{d(λ), n}. If equality holds, then taking µ = λ we are done, so let us assume that the inequality is strict. In this case we can define i, k by 1 ≤ i = max{j | λ j ≥ 2} < k = ℓ(λ) + 1 ≤ n. Then ν = λ − (e i − e k ) λ is a dominant weight with d(ν) = d(λ) but ℓ(ν) = ℓ(λ) + 1, so we are done by ascending induction on the length.
3.b.
Weyl group orbits and conormal varieties. By remark 2.7 the irreducible components of characteristic cycles of Brill-Noether sheaves are precisely the conic Lagrangian subvarieties cc(µ) ⊂ T * A. To describe them, we consider for µ ∈ X + the image
This image with the reduced subscheme structure is geometrically nondegenerate of dimension dim(W (µ)) = ℓ(µ) by [8, cor. 8.11], and we claim that cc(µ) is its conormal variety:
Proof. Since ω(δ C ) is the natural representation of the symplectic group Sp 2n (C), its highest weight is the fundamental weight ̟ 1 = e 1 = (1, 0, . . . , 0), so the Weyl group orbit cc(̟ 1 ) = cc(δ C ) = Λ C is the conormal variety to the curve. Via the natural identification V = H 0 (C, ω C ) we regard PV = |ω C | as the linear series of canonical divisors on the curve, in which case
becomes the incidence variety for the divisors in the canonical linear series. Now let u ∈ V \ {0} be a non-zero global holomorphic differential form. Any canonical divisor is stable under the hyperelliptic involution ι ∈ Aut(C), hence we may write it as div(u) = p 1 + · · · + p n + ι(p 1 ) + · · · + ι(p n ) with p 1 , . . . , p n ∈ C ⊂ A, and then the group Γ = a ∈ A(C) | (a, u) ∈ Λ C is generated by p 1 , . . . , p n . On the other hand, for very general u we know from [13] that Γ is a free abelian group of rank n, and hence in loc. cit. we can choose the isomorphism
where e i ∈ X are the standard basis weights from the previous section. Varying u one deduces that for any µ ∈ X + the corresponding conic Lagrangian subvariety is given by
where the image on the right hand side is considered as a reduced closed subscheme and q :
is the map parametrizing canonical divisors as above. So for the projection from the characteristic cycle to the abelian variety it follows that W (µ) = Im(P cc(µ) → A), hence cc(µ) = Λ W (µ) as any irreducible Lagrangian cone in the cotangent bundle is the conormal variety to its base.
3.c. Characteristic cycles of Brill-Noether sheaves. For hyperelliptic curves the above gives a complete description of the characteristic cycle of Brill-Noether sheaves. In particular we get
Proof. Any dominant weight can be written as a nonnegative linear combination of the fundamental weights ̟ i = e 1 + · · · + e i with 1 ≤ i ≤ n, hence λ can be written as
So by representation theory the irreducible representation of highest weight λ enters in Alt 
Since W (µ) = W d by definition, we are done by remark 2.6 and lemma 3.3.
Note that in the situation of the above corollary one has dim(
. So in most cases the Weyl group orbit of the highest weight corresponds to a component of cc(λ) which does not dominate Supp(ε λ ).
Theorem 3.5. For λ ∈ X + the dimension of the subvariety S = p(char(ε λ )) ⊂ A is given by dim S = min{d(λ), g − 1}.
Hence if S has dimension d < g − 1, then it follows that S = W d .
Proof. By proposition 3.4 we may assume that d(λ) > n. Combining remark 2.6 with lemma 3.3 it will suffice to show that in this case there exists a dominant integral weight µ λ with ℓ(µ) = n. But this follows from lemma 3.2.
3.d. Proof of the main theorem for hyperelliptic Jacobians. If Θ = X + Y is a decomposition as a sum of two geometrically nondegenerate subvarieties of positive dimension, then theorem 2.5 says that there exists n ∈ N and λ, µ ∈ X + such that cc(δ nX ) = [n] * cc(ε λ ) and cc(δ nY ) = [n] * cc(ε µ ).
Projecting to the abelian variety we obtain from the last statement in theorem 3.5 that
Taking preimages of these identities under the isogeny [n] : A −→ A we deduce that
X − x and W e ⊆
y∈A[n]
Y − y .
By irreducibility then X = W d + x and Y = W e + y for certain x, y ∈ A[n].
Brill-Noether sheaves on nonhyperelliptic Jacobians
Now let A = JC be the Jacobian variety of a smooth curve of genus g > 1 that is not hyperelliptic. Here the Abel-Jacobi curve cannot be taken symmetric but we choose a translate so that for n = g − 1 the divisor W n = −W n ⊂ A becomes symmetric. Then G(δ C ) is a special linear group [17, th. 6.1] [24] and there exists a fiber functor
where the latter is endowed with the natural action of the special linear group.
4.a. Weights for the special linear group. Let T ⊂ Sl 2n (C) be the maximal torus of diagonal matrices in the special linear group. The characters e i ∈ X sending a diagonal matrix to its i-th entry generate the character lattice, with the relation e 1 + · · · + e 2n = 0. So in this case X = Z 2n / det for det = (1, 1, . . . , 1) and we choose ∆ = {e i − e j | 1 ≤ i < j ≤ 2n},
The fundamental weights
. . , 2n − 1 are a basis of the character lattice and generate the semigroup of dominant weights, but now we have
Again this has a geometric interpretation:
Example 4.1. In the nonhyperelliptic case the fundamental weights ̟ d ∈ X + correspond to
as one may see via the Riemann-Roch theorem and Serre duality [24] .
With this example in mind we fix a system of representatives modulo det as follows.
and the latter are determined uniquely by imposing that at least one entry of λ − vanishes. We put
so that in the previous example dim Supp(
Lemma 4.2. For any λ ∈ X + there exists a dominant weight µ ∈ X + with µ λ such that
Proof. We may clearly assume that ℓ(λ) = min{d(λ), n}. Now there are two cases: If ℓ(λ) < min{d(λ), n}, then as in lemma 3.2 we successively subtract simple positive roots (e i − e k | 0) or (0 | e i − e k ) with 1 ≤ i < k ≤ n to find a dominant integral weight µ λ with ℓ(µ) = min{d(λ), n}. It remains to treat the case ℓ(λ) > min{d(λ), n}. In this second case n < ℓ(λ) ≤ d(λ), and we successively subtract simple positive roots (e i | −e k ) with 1 ≤ i, k ≤ n until we arrive a dominant integral weight ν λ satisfying one of the following conditions:
•
Under each of these three conditions an argument as in the first case allows to find a dominant integral weight µ ν with ℓ(µ) = n or ℓ(µ) = d(µ) = n − 1.
4.b.
Weyl group orbits and conormal varieties. For µ ∈ X + consider now the image
viewed as a reduced subscheme of A. This image is geometrically nondegenerate of dimension dim(W (µ)) = min{ℓ(µ), g} by [8, cor. 8.11], and cc(µ) is its conormal variety whenever possible:
Proof. Since ω(δ C ) = C 2n is the natural representation of the group Sl 2n (C), its highest weight is the fundamental weight e 1 = (1, 0, . . . , 0), so for this weight we know that cc(e 1 ) = cc(δ C ) = Λ C is the conormal variety of the curve. Then as in the proof of lemma 3.3 it follows that for any µ ∈ X + the fiber of cc(µ) ⊂ A × V over a very general
where q is the quotient map to the symmetric power of the curve in the following diagram:
As u ∈ V varies, the divisor div(u) runs through the canonical linear series |ω C | and hence any g − 1 points of it can be moved independently from each other. So the composite map
is dominant for any index set I ⊂ {1, 2, . . . , 2g − 2} of cardinality |I| < g. It follows that
for ℓ(µ) < g, and hence we are done.
For ℓ(µ) ≥ g the above proof still shows that the subvariety cc(µ) ⊂ T * A is the conormal variety to the image a µ (q −1 |ω C |) ⊂ A, but it seems unclear how to describe this image in general. For instance, is its dimension always g − 1?
4.c. Characteristic cycles of Brill-Noether sheaves. Although lemma 4.3 only applies to a certain range of weights, it suffices to prove the main theorem in the nonhyperelliptic case. As before we begin with small degrees:
and in this case the support is a geometrically nondegenerate subvariety of dimension d(λ).
Proof. Any dominant weight can be written as a nonnegative linear combination of the fundamental weights ̟ i = e 1 + · · · + e i with 1 ≤ i ≤ 2n − 1, hence λ can be written as a sum λ = ̟ µ1 + · · · + ̟ µm with µ 1 , . . . , µ m ∈ N 0 not necessarily distinct. With these notations we know from representation theory that the irreducible representation of highest weight λ is a summand in
where U = C 2n denotes the natural representation of Sl 2n (C) [11, th. 5.5.21] . In our previous notations
• the µ i ≤ n are the parts of the transpose partition (λ + ) t • the 2n − µ i with µ i > n are the parts of the transpose partition (λ − ) t and so the respective irreducible representation enters in U ⊗d
where d ± (λ) denotes the degree of λ ± as above. Translating this back to geometry we get
and therefore
It only remains to show that the conormal variety to the right hand side enters as an irreducible component of the clean cycle cc(ε λ ). Since by assumption d(λ) ≤ n, lemma 4.2 that µ = (1, . . . , 1
, we are done by remark 2.6 and lemma 4.3.
Theorem 4.5. Let λ ∈ X + the dimension of the subvariety S = p(char(ε λ )) ⊂ A satisfies dim S ≥ min{d(λ), g − 2}.
Hence if d = dim S < g − 2, then S = W e − W d−e for some e ∈ {0, 1, . . . , d}.
Proof. By proposition 4.4 we may assume that d(λ) > n. Combining remark 2.6 with lemma 4.3 it will suffice to show that in this case there exists a dominant integral weight µ λ with ℓ(µ) ∈ {n, n − 1}. But this follows from lemma 4.2.
4.d. Proof of the main theorem for nonhyperelliptic Jacobians. Suppose as before that Θ = X + Y is a sum of geometrically nondegenerate subvarieties of positive dimension. Again by theorem 2.5 there exist n ∈ N and λ, µ ∈ X + such that cc(δ nX ) = [n] * cc(ε λ ) and cc(δ nY ) = [n] * cc(ε µ ).
If one of the two summands is a curve, we are done by the result of Schreieder [22] , so we assume
We are then in the range of the last statement in theorem 4.5. As in section 3.d we deduce
It remains to show that either a = b = 0 or d − a = e − b = 0. Putting z = x + y we know from the above decompositions that the theta divisor can be written as a difference
and we need to show that c ∈ {0, g − 1}.
One way to see this is to use the bijection between components of characteristic cycles and Weyl group orbits of dominant weights in remark 2.7, and to observe that for c / ∈ {0, g − 1} the weights ̟ g−1 and ̟ c + ̟ g−1+c are not in the same Weyl group orbit. A more direct geometric argument would be to observe that the identity W g−1 = W c − W g−1−c + z implies by [19, lemma 1c] or by [22, lemma 17] that W c = z − W c , so c ∈ {0, g − 1} by Martens' theorem for nonhyperelliptic curves.
Intermediate Jacobians of cubic threefolds
Let us finally consider the case of intermediate Jacobian A = JT where T ⊂ P 4 is a smooth cubic threefold. Let S ⊂ A be the Fano surface of lines on the threefold which by [16] we can embed in the intermediate Jacobian via some translate of the Albanese map so that G(δ S ) is the simply connected group E 6 (C). We have a fiber functor ω :
where ω(δ S ) is one of the two irreducible representations of dimension 27.
5.a. Weights for the group E 6 (C). We follow the conventions of Bourbaki [2] and label the simple positive roots by α 1 , . . . , α 6 as indicated in the following Dynkin diagram:
Example 5.1. The simply connected group E 6 (C) has precisely two irreducible representations of dimension 27, these are dual to each other and in the labelling of Bourbaki their highest weights are the fundamental weights ̟ 1 , ̟ 6 . Next there is a unique irreducible representation of dimension 78, the adjoint representation with highest weight ̟ 2 . Possibly after replacing the embedding S ⊂ A by its negative we have
see [16] . We do not know a geometric description in the cases d = 3, 4, 5.
Although here we know much less than for Jacobians of curves, this still suffices for our purpose:
Lemma 5.2. Any λ ∈ X + satisfies µ λ for some µ ∈ {̟ 1 , ̟ 2 , ̟ 6 }.
Proof. Any dominant weight can be written uniquely as a nonnegative linear combination λ = a 1 ̟ 1 + · · · + a 6 ̟ 6 with a 1 , . . . , a 6 ∈ N 0 .
Writing the fundamental weights as a rational linear combinations of α 1 , . . . , α 6 as in [2] , one has ̟ 3 ̟ 6 , ̟ 4 ̟ 2 and ̟ 5 ̟ 1 . We successively apply these relations until we arrive at for some k ∈ N. In the last two situations we can further reduce to the case k = 1 by the dominance relations 2̟ 1 ̟ 6 , 3̟ 1 ̟ 2 , 2̟ 6 ̟ 1 and 3̟ 6 ̟ 2 . In fact we must have equality in both cases because dim X + dim Y = dim Θ = 4, and taking preimages under the isogeny [n] : A → A we obtain by irreducibility that X = ±S + x and Y = ±S + y for some torsion points x, y ∈ A[n]. Finally, a look at weights or a direct geometric argument shows that the two signs must be opposite to each other, so theorem 1.2 follows.
