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TRANSLATION INVARIANT PURE STATE ON ⊗ZMd(C) AND
IT’S SPLIT PROPERTY
ANILESH MOHARI
Abstract
We prove Haag duality property of any translation invariant pure state on B = ⊗ZZMd(C), d ≥
2, where Md(C) is the set of d × d dimensional matrices over field of complex numbers. We also
prove a necessary and sufficient condition for a translation invariant factor state to be pure on B.
This result makes it possible to study such a pure state with additional symmetry. We prove that
exponentially decaying two point spacial correlation function of a real lattice symmetric reflection
positive translation invariant pure state is a split state. Further there exists no translation invari-
ant pure state on B that is real, lattice symmetric, refection positive and su(2) invariant when d
is an even integer. This in particular says that Heisenberg iso-spin anti-ferromagnets model for
1/2-odd integer spin degrees of freedom admits spontaneous symmetry breaking at it’s ground
states
1. Introduction
Let ω be a translation invariant factor state on B = ⊗ZMd(C) and (H, πω,Ω) be
the GNS space associated with (B, ω). Let BR = ⊗n≥1Md(C) ( respectively BL =
⊗n<1Md(C) be the right (left) sided C∗-sub-algebra of B and e0 ( respectively e˜0 )
be the support projection of ω in πω(BR)′′ (respectively in πω(BL)′′. Thus we have
two commuting projections e0, e˜0 defined by e0 = [πω(BR)
′Ω] and e˜0 = [πω(BL)
′Ω]
as πω(BR)′′ commutes with πω(BL)′′. We set Q0 = e0e˜0 and take K0 to be the
Hilbert subspace of H determined by the projection Q0. Also set von-Neumann
algebras M10 = Q0πω(BR)
′′Q0 and M˜10 = Q0πω(BL)
′′Q0. So by our construction
we have M˜10 ⊆ (M
1
0)
′. Further the vector state φ0(x) =< Ω, xΩ > on B(K0) is
faithful and normal on M10 and M˜
1
0. Further ω being a factor state, we will also
have factor property of M10 and M˜
1
0 ( Theorem 2.4 ). What is less obvious when
we can expect cyclic property i.e. [M10Ω] = [M˜
1
0Ω] = IK0 , identity of K0. This
question is far from obvious to prove that the following statements are equivalent:
(a) [M10Ω] = IK0 , [M˜
1
0Ω] = IK0
(b) (M1)′0 = M˜
1
0;
(c) πω(BR)′ = πω(BL)′′;
(d) [πω(BR)′Ω] = [πω(BL)′′Ω];
(e) ω is pure.
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Before we elaborate further on equivalence of above statements we briefly recall
results on translation invariant pure state on B = ⊗ZMd(C) that finds it’s relevance
while proving Haag duality (c). There is a one to one affine map between translation
invariant states on B and translation invariant states on BR = ⊗Z +Md(C) by
ω → ωR = ω|BR . The inverse map is the inductive limit state of (BR, ψR) →
λn
(BR, ψR) where (λn : n ≥ 0) is the canonical semi-group of right shifts on BR. Pure
states on a UHF algebra are studied in the general framework of [Pow1]. Such a
situation has been investigated also in details at various degrees of generality in
[BJP] and [BJKW] with primary motivation to develop a C∗ algebraic method to
study iterative function systems and its associated wavelet theory. One interesting
result in [BJP] says that any translation invariant pure state on BR is also a product
state and the canonical endomorphism associated with two such states are unitary
equivalent. However such a statement is not true for two translation invariant pure
states on B as their restriction to BR need not be isomorphic. Theorem 3.4 in [Mo3]
says that ωR is either a type-I or a type-III factor state on BR. Both type of factors
are known to exists in the literature arises in statistical mechanics [BR2,Si,Ma1].
Thus the classification problem of translation dynamics on B with invariant pure
states on B up to unitary isomorphism is a delicate one. However in [Mo3] we have
got partial success when such states admits Kolmogorov’s property introduces in
[AM]. Since a θ invariant states ω on B is completely determined by its restriction
ωR to BR, in principle it is possible to describe various property of ω including
pureness by studying certain properties of their restriction ωR. Since pureness of
ωR is not necessary for pureness of ω, a valid fundamental question that arises here:
What are the parameters that determines both ω and ωR uniquely and how these
parameters determines properties of ω and ωR?
Theorem 7.1 in [BJKW] has aimed towards a sufficient condition on the associ-
ated minimal data Popescu elements for purity of the translation invariant state.
However the proof is faulty as certain argument used in the proof is not time rever-
sal symmetric. Thus Lemma 7.6 in [BJKW] needs additional assumption related
to the support projection of the dual Cuntz’s state. Besides this additional struc-
ture proof of Lemma 7.8 in [BJKW] is also not complete unless we find a proof for
M˜ =M′ ( we retained same notations here in the text) for such a factor state ω.
Such a problem could have been solved if there were any method which shows di-
rectly that Takesaki’s conditional expectation exists fromM′ onto M˜. Thus main
body of the proof for Theorem 7.1 in [BJKW] is incomplete.
Translation invariant states on B as an inductive limit states are investigated
in a series of papers [Mo1],[Mo2],[Mo3]. Though we will be working here within
the framework of amalgamated representation of O˜d ⊗Od introduced in [BJKW],
criteria on asymptotic behavior of translation invariant pure states is used to prove
first that (d) indeed implies (e). The statement (d) implies (e) has originated from
section 7 of [BJKW]. Converse problem is directly related to the main result of
section 3 i.e. Haag duality πω(BR)′ = πω(BL)′′ for a pure translation invariant
state (Theorem 3.6) ω on B.
We explore the set of representation of B quasi-equivalent to πω and equip it with
a partial ordering to prove Haag duality. Mackey’s system of imprimitivity plays
a crucial role even though pure state not necessarily give rises a Mackey’s system
of imprimitivity generated by support projection E0 with respect shift. Though
we have worked here with amalgamated representation of O˜d ⊗ Od, it seems that
just for Haag duality one can avoid doing so. It seems that the underlining group
ZZ can easily be replaced by ZZk for some k ≥ 2 and wedge duality for a pointed
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cone can be proved following the same ideas. We defer this line of analysis leaving
it for a possible future direction of work as it’s relation with problems in quantum
spin chain in higher dimensional lattice needs some additional structure. Haag
duality property plays an important role in studying the factor state ωR or ωL
when ω admits some additional symmetry apart from translation symmetry [Mo5]
to determine split property [Ma1,Ma2] of a pure translation invariant state on B
and it’s relation with decaying property of special correlation functions.
We briefly set the standard notations and known relations in the following text.
The quantum spin chain that we consider here is described by a UHF C∗-algebra
denoted by B = ⊗Z Md(C). Here B is the C∗ -completion of the infinite tensor
product of the algebra Md(C) of d by d complex matrices, each component of the
tensor product element is indexed by an integer j. Let Q be a matrix in Md(C).
By Q(j) we denote the element ... ⊗ 1 ⊗ 1...1 ⊗Q ⊗ 1 ⊗ ...1⊗, , ., where Q appears
in the j-th component. Given a subset Λ ofZ, BΛ is defined as the C∗-sub-algebra
of B generated by all Q(j) with Q ∈Md(C), j ∈ Λ. We also set
Bloc =
⋃
Λ:|Λ|<∞
BΛ
where |Λ| is the cardinality of Λ. Let ω be a state on B. The restriction of ω to
BΛ is denoted by ωΛ. We also set ωR = ω[1,∞) and ωL = ω(−∞,0]. The translation
θk is an automorphism of B defined by θk(Q(j)) = Q(j+k). Thus θ1, θ−1 are unital
∗-endomorphism on BR and BL respectively. We say ω is translation invariant if
ω ◦ θk = ω on B ( ω ◦ θ1 = ω on B ). In such a case (BR, θ1, ωR) and (BL, θ−1, ωL)
are two unital ∗-endomorphisms with invariant states. Main result obtained in this
paper given below.
Theorem 1.1. Let ω be a translation invariant factor state on B. Then the
following holds:
(a) ω is pure if and only if [πω(BL)′′Ω] = [πω(BR)′Ω] where πω is the GNS repre-
sentation of B associated with ω;
(b) ω is pure if and only if it admits Haag duality property i.e. πω(BR)′ = πω(BL)′′
(Theorem 3.6);
A general mathematical question that is central here now: when and how can we
guarantee that ωR(ωL) are type-I factors or type-III factor by studying additional
symmetry of the state? To that end we first recall [Ma2] a standard definition of a
state to be split in the following.
Definition 1.2. Let ω be a translation invariant state on B. We say that ω is
split if the following condition is valid: Given any ǫ > 0 there exists a k ≥ 1 so that
(1) sup||Q||<1|ω(Q)− ωL ⊗ ωR(Q)| ≤ ǫ
where the above supremum is taken over all local elements Q ∈ B(−∞,−k]∪[k,∞)
with the norm less than 1.
Here we recall few well known facts from [Pow1,BR,Ma1,Ma2]. The uniform
cluster condition is valid if and only if the state ω is quasi-equivalent to the product
state ψL⊗ψR of a state ψL of BL and another state ψR of BR. Thus a Gibbs state
of a finite range interaction is split. If ω is a pure translation invariant state, then
ωR(ωL) is type-I if and only if ω is also a split state. The canonical trace is a non-
pure split state and unique ground state of XY model [AMa,Ma2] is a non-split
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pure state. One central aim is to find a criteria for a pure translation invariant
state to be split. To that end we present a precise definition for exponential decay.
Definition 1.3. Let ω be a translation invariant state on one dimensional spin
chain B. We say the two point spacial correlation functions for ω decay exponentially
if there exists a δ > 0 so that
(2) eδk|ω(Q1θk(Q2))− ω(Q1)ω(Q2)| → 0
as |k| → ∞ for any local elements Q1, Q2 ∈ B.
For any translation invariant state ω on B we set translation invariant state ω˜
by reflecting around the point 12 on B by
ω˜(Q
(−l)
−l ⊗Q
(−l+1)
−l+1 ⊗ ...⊗Q
(−1)
−1 ⊗Q
(0)
0 ⊗Q
(1)
1 ...⊗Q
(n)
n )
(3) = ω(Q(−n+1)n ...⊗Q
(0)
1 ⊗Q
(1)
0 ⊗Q
(2)
−1 ⊗ ...Q
(l)
−l+1 ⊗Q
(l+1)
−l )
for all n, l ≥ 1 and Q−l, ..Q−1, Q0, Q1, .., Qn ∈Mn(IC) where Q(k) is the matrix Q
at lattice point k. We define ω˜ on B by extending linearly to any Q ∈ Bloc. Thus
ω → ω˜ is an affine one to one onto map on the set of translation invariant states
on B. Thus the state ω˜ is translation invariant, ergodic, factor state if and only
if ω is translation invariant, ergodic, factor state respectively. We say ω is lattice
reflection symmetric if ω = ω˜.
If Q = Q
(l)
0 ⊗Q
(l+1)
1 ⊗....⊗Q
(l+m)
m we set Qt = Qt
(l)
0 ⊗Q
t(l+1)
1 ⊗..⊗Q
t(l+m)
m where
Q0, Q1, ..., Qm are arbitrary elements inMd and Q
t
0, Q
t
1, .. stands for transpose with
respect to an orthonormal basis (ei) for IC
d (not complex conjugate) of Q0, Q1, ..
respectively. We define Qt by extending linearly for any Q ∈ Bloc. For a state
ω on UHFd C
∗ algebra ⊗ZMd we define a state ω¯ on ⊗Z Md by the following
prescription
(4) ω¯(Q) = ω(Qt)
Thus the state ω¯ is translation invariant, ergodic, factor state if and only if ω is
translation invariant, ergodic, factor state respectively. We say ω is real if ω¯ = ω.
A translation invariant state ω is said to be in detailed balance if ω is lattice
reflection symmetric and real (for further details see section 3 ). The canonical
trace on B is both real and lattice symmetric. This notion of detailed balance state
is introduced as an reminiscence of Onsager’s reciprocal relations explored in recent
articles [AM,Mo1,Mo2,Mo3] on non-commutative probability theory. Here we also
recall well known notion [DLS] that a state ω on B is called reflection positive if
(5) ω(J (x)x) ≥ 0
for all x ∈ BR where J is the reflection map with a twist g0 ∈ Ud(C) from BR onto
BL and x stands for complex conjugation with respect to a basis (ei) forCd applies
globally on each matrices of the lattice simultaneously.
Let G be a compact group and g → v(g) be a d−dimensional unitary representa-
tion of G. By γg we denote the product action of G on the infinite tensor product
B induced by v(g),
(6) γg(Q) = (..⊗ v(g)⊗ v(g)⊗ v(g)...)Q(... ⊗ v(g)
∗ ⊗ v(g)∗ ⊗ v(g)∗...)
for any Q ∈ B. We say ω is G-invariant if ω(γg(Q)) = ω(Q) for all Q ∈ Bloc.
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Our main results on symmetry in section 4 uses Haag duality property crucially
to study lattice reflection symmetry property of a translation invariant pure state
ω. Here we make a short list of end results obtained in this paper.
Theorem 1.4. Let ω be a pure lattice symmetric translation invariant real ( with
respect to a basis (ei) of IC
d ) state on B. Then the following holds:
(a) If ω is also reflection positive with a twist g0 and two point spacial correlation
function for ω decays exponentially then ω is a split state i.e. πω(BR)
′′ is a type-I
factor (Theorem 5.4).
(b) If ω is also reflection positive and G-invariant then g → u(g) is a real repre-
sentation with respect to the orthonormal basis (ei) for IC
d provided the invariant
subspace of the representation g → u(g)⊗ u(g) is one dimensional.
Theorem 1.5. Let H be a translation invariant Hamiltonian of the form H =∑
k∈Z θk(h0) with h0 = h
∗
0 ∈ Bloc and H be real, lattice reflection symmetric and
reflection positive with a twist g0 ∈ Ud(IC). Let H be also SU(2) invariant where
g → u(g) is an irreducible representation of SU(2). Then ground state for H is not
unique when d = 2s+ 1 and s is a half-odd integer.
We end this paper with a brief application of our results to antiffero-magnet
Heisenberg models which includes prime examples such asHXY andHXXX models.
The paper is organized as follows. In section 2 we study Popescu’s dilationas-
sociated with a translation invariant state on Cuntz algebra Od and review ‘com-
mutant lifting theorem’ investigated in [BJKW]. The proof presented here remove
the murky part of the proof of Theorem 5.1 in [BJKW]. In section 3 we explore
both the notion of Kolmogorov’s shift and it’s intimate relation with Mackey’s im-
primitivity system to explore a duality argument introduced in [BJKW]. We find
a useful necessary and sufficient condition (Theorem 1.1 (a) ) in terms of support
projection of Cuntz’s state for a translation invariant factor state ω on B to be
pure. The criteria on support projection is crucial to prove our main mathematical
result Theorem 3.6.
Section 4 studies discrete symmetry and section 5 gives the proof of the statement
(a) of Theorem 1.4. Section 6 studies continuous symmetry and gives proof of the
statement (b) of Theorem 1.4 and also proof of Theorem 1.5.
Remark 1.6. The paper tittled “On Haag Duality for Pure States of Quantum
Spin Chain” by authors: M. Keyl, Taku Matsui, D. Schlingemann, R. F. Werner,
Rev. Math. Phys. 20:707-724,2008 has an incomplete proof for Haag duality
property as Lemma 4.3 in that paper has a faulty argument.
2. States on Od and the commutant lifting theorem
In this section we essentially recall results from [BJKW] and organize it with ad-
ditional remarks and arguments as it demands to understand the present problem
investigated in section 3. First we recall that the Cuntz algebra Od(d ∈ {2, 3, .., })
is the universal C∗-algebra generated by the elements {s1, s2, ..., sd} subject to the
relations:
s∗i sj = δ
i
j1∑
1≤i≤d
sis
∗
i = 1.
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There is a canonical action of the group U(d) of unitary d × d matrices on Od
given by
βg(si) =
∑
1≤j≤d
gji sj
for g = ((gij) ∈ U(d). In particular the gauge action is defined by
βz(si) = zsi, z ∈ IT = S
1 = {z ∈C : |z| = 1}.
If UHFd is the fixed point sub-algebra under the gauge action, then UHFd is the
closure of the linear span of all wick ordered monomials of the form
si1 ...siks
∗
jk
...s∗j1
which is also isomorphic to the UHFd algebra
Md∞ = ⊗
∞
1 Md
so that the isomorphism carries the wick ordered monomial above into the matrix
element
ei1j1(1)⊗ e
i2
j2
(2)⊗ ....⊗ eikjk(k)⊗ 1⊗ 1....
and the restriction of βg to UHFd is then carried into action
Ad(g)⊗Ad(g)⊗Ad(g)⊗ ....
We also define the canonical endomorphism λ on Od by
λ(x) =
∑
1≤i≤d
sixs
∗
i
and the isomorphism carries λ restricted to UHFd into the one-sided shift
y1 ⊗ y2 ⊗ ...→ 1⊗ y1 ⊗ y2....
on ⊗∞1 Md. Note that λβg = βgλ on UHFd.
Let d ∈ {2, 3, .., , ..} and ZZd be a set of d elements. I be the set of finite sequences
I = (i1, i2, ..., im) where ik ∈ ZZd and m ≥ 1. We also include empty set ∅ ∈ I and
set s∅ = 1 = s
∗
∅, sI = si1 ......sim ∈ Od and s
∗
I = s
∗
im
...s∗i1 ∈ Od. In the following
we recall a commutant lifting theorem ( Theorem 5.1 in [BJKW] ), crucial for our
purpose.
Theorem 2.1. Let v1, v2, ..., vd be a family of bounded operators on a Hilbert
space K so that
∑
1≤k≤d vkv
∗
k = I. Then there exists a unique up to isomorphism
Hilbert space H, a projection P on K and a family of isometries {Sk :, 1 ≤ k ≤
d, P} satisfying Cuntz’s relation so that
(7) PS∗kP = S
∗
kP = v
∗
k
for all 1 ≤ k ≤ d and K is cyclic for the representation i.e. the vectors {SIK : |I| <
∞} are total in H.
Moreover the following holds:
(a) Λn(P ) ↑ I as n ↑ ∞;
(b) For any D ∈ Bτ (K), Λn(D) → X ′ weakly as n → ∞ for some X ′ in the
commutant {Sk, S∗k : 1 ≤ k ≤ d}
′ so that PX ′P = D. Moreover the self adjoint
elements in the commutant {Sk, S∗k : 1 ≤ k ≤ d}
′ is isometrically order isomorphic
with the self adjoint elements in Bτ (K) via the surjective map X ′ → PX ′P , where
Bτ (K) = {x ∈ B(K) :
∑
1≤k≤d vkxv
∗
k = x}.
(c) {vk, v∗k, 1 ≤ k ≤ d}
′ ⊆ Bτ (K) and equality holds if and only if P ∈ {Sk, Sk, 1 ≤
k ≤ d}′′.
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If (wi) be another such an Popescu elements on a Hilbert space K′ such that there
exists an operator u : K → K′ so that
∑
k wkuv
∗
k = u then there exists an operator
U : Hv → Hw so that π′(x)U = Uπ(x) where (Hw, π′, S′i) are Popescu dilation
of (wi) and π
′ is the associated minimal representation of Od. In particular U is
isometry, unitary if u is so respectively. If u is unitary and K = K′ then we can as
well take Hv = Hw.
PROOF: Following Popescu [Po] we define a completely positive map R : Od →
B(K) by
(8) R(sIs
∗
J) = vIv
∗
J
for all |I|, |J | <∞. The representation S1, .., Sd of Od onH thus may be taken to be
the Stinespring dilation of R [BR, vol-2] and uniqueness up to unitary equivalence
follows from uniqueness of the Stinespring representation. That K is cyclic for the
representation follows from the minimality property of the Stinespring dilation. For
(a) let Q be the limiting projection. Then we have Λ(Q) = Q, hence Q ∈ {Sk, S∗k}
′
and Q ≥ P . In particular QSIf = SIf for all f ∈ K and |I| <∞. Hence Q = I by
the cyclicity of K. For (b) essentially we deffer from the argument used in Theorem
5.1 in [BJKW]. We fix any D ∈ Bτ (K) and note that PΛk(D)P = τk(D) = D for
any k ≥ 1. Thus for any integers n > m we have
Λm(P )Λn(D)Λm(P ) = Λm(PΛn−m(D)P ) = Λm(D)
Hence for any fix m ≥ 1 limit < f,Λn(D)g > as n → ∞ exists for all f, g ∈
Λm(P ). Since the family of operators Λn(D) is uniformly bounded and Λm(P ) ↑ I
as m → ∞, a standard density argument guarantees that the weak operator limit
of Λn(D) exists as n → ∞. Let X ′ be the limit. So Λ(X ′) = X ′, by Cuntz’s
relation, X ′ ∈ {Sk, S
∗
k : 1 ≤ k ≤ k}
′. Since PΛn(D)P = D for all n ≥ 1, we also
conclude that PX ′P = D by taking limit n → ∞. Conversely it is obvious that
P{Sk, S∗k : k ≥ 1}
′P ⊆ Bτ (K). Hence we can identify P{Sk, S∗k : k ≥ 1}
′P with
Bτ (K).
Further it is obvious that X ′ is self-adjoint if and only if D = PX ′P is self-
adjoint. Now fix any self-adjoint element D ∈ Bτ (K). Since identity operator on
K is an element in Bτ (K) for any α ≥ 0 for which −αP ≤ D ≤ αP , we have
αΛn(P ) ≤ Λn(D) ≤ αΛn(P ) for all n ≥ 1. By taking limit n → ∞ we conclude
that −αI ≤ X ′ ≤ αI, where PX ′P = D. Since operator norm of a self-adjoint
element A in a Hilbert space is given by
||A|| = infα≥0{α : −αI ≤ A ≤ αI}
we conclude that ||X ′|| ≤ ||D||. That ||D|| = ||PX ′P || ≤ ||X ′|| is obvious, P being
a projection. Thus the map is isometrically order isomorphic taking self-adjoint
elements of the commutant to self-adjoint elements of Bτ (K).
We are left to prove (c). Inclusion is trivial. For the last part note that for any
invariant element D in B(K) there exists an element X ′ in {Sk, S∗k, 1 ≤ k ≤ d}
′ so
that PX ′P = D. In such a case we verify that Dv∗k = PX
′PS∗kP = PX
′S∗kP =
PS∗kX
′P = PS∗kPX
′P = v∗kD. We also have D
∗ ∈ Bτ (K) and thus D
∗v∗k = v
∗
kD
∗.
Hence D ∈ {vk, v∗k : 1 ≤ k ≤ d}
′. Since Pπωˆ(Od)′P = B(K)τ , we conclude
that B(K)τ ⊆ M′. Thus equality holds whenever P ∈ {Sk, S∗k, 1 ≤ k ≤ d}
′′.
For converse note that by commutant lifting property self-adjoint elements of the
commutant {Sk, S∗k , 1 ≤ k ≤ d}
′ is order isometric with the algebra M′ via the
map X ′ → PX ′P . Hence P ∈ {Sk, S∗k , 1 ≤ k ≤ d}
′′ by Proposition 4.2 in [BJKW].
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For the proof of intertwining relation and their property we refer to main body
of the proof of Theorem 5.1 in [BJKW]
A family (vk, 1 ≤ k ≤ d) of contractive operators on a Hilbert space K is called
Popescu’s elements and dilation (H, P,K, Sk, 1 ≤ k ≤ d) in Theorem 2.1 is called
Popescu’s dilation to Cuntz elements. In the following proposition we deal with a
family of minimal Popescu elements for a state on Od.
Proposition 2.2. There exists a canonical one-one correspondence between the
following objects:
(a) States ψ on Od
(b) Function C : I × I →C with the following properties:
(i) C(∅, ∅) = 1;
(ii) for any function λ : I →C with finite support we have∑
I,J∈I
λ(I)C(I, J)λ(J) ≥ 0
(iii)
∑
i∈Z d
C(Ii, Ji) = C(I, J) for all I, J ∈ I.
(c) Unitary equivalence class of objects (K,Ω, v1, .., vd) where
(i) K is a Hilbert space and Ω is an unit vector in K;
(ii) v1, .., vd ∈ B(K) so that
∑
i∈Z d
viv
∗
i = 1;
(iii) the linear span of the vectors of the form v∗IΩ, where I ∈ I, is dense in K.
Where the correspondence is given by a unique completely positive map R : Od →
B(K) so that
(i) R(sIs
∗
J) = vIv
∗
J ;
(ii) ψ(x) =< Ω, R(x)Ω >;
(iii) ψ(sIs
∗
J ) = C(I, J) =< v
∗
IΩ, v
∗
JΩ >;
(iv) For any fix g ∈ Ud and the completely positive map Rg : Od → B(K) defined by
Rg = R ◦ βg give rises to a Popescu system given by (K,Ω, βg(vi), .., βg(vd)) where
βg(vi) =
∑
1≤j≤d g
i
jvj .
PROOF: For a proof we simply refer to Proposition 2.1 in [BJKW].
The following is a simple consequence of Theorem 2.1 valid for a λ-invariant state
ψ on Od. This proposition will have very little application in main body of this
paper but this gives a clear picture explaining the delicacy of the present problems.
Proposition 2.3. Let ψ be a state on Od and (H, π,Ω) be the GNS space as-
sociated with (Od, ψ). We set Si = π(si) and normal state ψΩ on π(Od)
′′ defined
by
ψΩ(X) =< Ω, XΩ >
Let P be the projection on the closed subspace K generated by the vectors {S∗IΩ :
|I| <∞} and
(9) vk = PSkP
for 1 ≤ k ≤ d. Then following holds:
(a) {v∗IΩ : |I| <∞} is total in K.
(b)
∑
1≤k≤d vkv
∗
k = I;
(c) S∗kP = PS
∗
kP for all 1 ≤ k ≤ d;
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(d) For any I = (i1, i2, ..., ik), J = (j1, j2, ..., jl) with |I|, |J | <∞ we have
(10) ψ(sIs
∗
J ) =< Ω, vIv
∗
JΩ >
and the vectors {SIf : f ∈ K, |I| <∞} are total in the GNS Hilbert space associated
with (Od, ψ). Further such a family (K, vk, 1 ≤ k ≤ d, ω) satisfying (a) to (d) are
determined uniquely up to isomorphism.
Conversely given a Popescu system (K, vk, 1 ≤ k ≤ d,Ω) satisfying (a) and (b)
there exists a unique state ψ on Od so that (c) and (d) are satisfied.
Furthermore the following statements are valid:
(e) If the normal state φ0(x) =< Ω, xΩ > on the von-Neumann algebra M =
{vi, v
∗
i }
′′ is invariant for the Markov map τ(x) =
∑
1≤k≤d vixv
∗
i , x ∈M then ψ is
λ invariant and φ0 is faithful on M.
(f) If P ∈ π(O)′′ then following are equivalent:
(i) ψ is an ergodic state for (Od, λ);
(ii) (M, τ, φ0) is ergodic.
In such a case M is a factor.
PROOF: We fix a state ψ and consider the GNS space (H, π,Ω) associated with
(Od, ψ) and set Si = π(si). It is obvious that S
∗
kP ⊆ P for all 1 ≤ k ≤ d, thus P is
the minimal subspace containing Ω and invariant by all {S∗k ; 1 ≤ k ≤ d} i.e.
(11) PS∗kP = S
∗
kP
Thus v∗k = PS
∗
kP = S
∗
kP and so
∑
k vkv
∗
k =
∑
k PSkS
∗
kP = P which is identity
operator in K. This completes the proof of (a) (b) and (c).
For (d) we note that
ψ(sIs
∗
J) =< Ω, SIS
∗
JΩ >
=< Ω, PSIS
∗
JPΩ >=< Ω, vIv
∗
JΩ > .
Since H is spanned by the vectors {SIS∗JΩ : |I|, |J | <∞} and K is spanned by the
vectors {S∗JΩ = v
∗
JΩ : |I| <∞}, K is cyclic for SI i.e. the vectors {SIK : |I| <∞}
spansH. Uniqueness up to isomorphism follows as usual by total property of vectors
v∗IΩ in K.
Conversely for a Popescu’s elements (K, vi,Ω) satisfying (a) and (b), we consider
the family (H, Sk, 1 ≤ k ≤ d, P ) of Cuntz’s elements defined as in Theorem 2.1.
We claim that Ω is a cyclic vector for the representation π(si)→ Si. Note that by
our construction vectors {SIf, f ∈ K : |I| <∞} are total in H and v∗JΩ = S
∗
JΩ for
all |J | < ∞. Thus by our hypothesis that vectors {v∗JΩ : |I| < ∞} are total in K,
we verify that vectors {SIS∗JΩ : |I|, |J | < ∞} are total in H. Hence Ω is a cyclic
for the representation si → Si of Od.
We left to prove (e) and (f). It simple to note by (d) that ψλ = ψ i.e.∑
i
< Ω, SiSIS
∗
JS
∗
i Ω >=
∑
i
< Ω, vivIv
∗
Jv
∗
iΩ >
=< Ω, vIv
∗
JΩ >=< Ω, SIS
∗
JΩ >
for all |I|, |J | < ∞ where in the second equality we have used our hypothesis that
the vector state φ0 on M is τ -invariant. In such case we aim now to show that
φ0 is faithful on M. To that end let p′ be the support projection in M for τ
invariant state φ0. Thus φ0(1 − p′) = 0 i.e. p′Ω = Ω and by invariance we also
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have φ0(p
′τ(1 − p′)p′) = φ0(1 − p′) = 0. Since p′τ(1 − p′)p′ ≥ 0 and an element in
M, by minimality of support projection, we conclude that p′τ(1−p′)p′ = 0. Hence
p′Ω = Ω and p′v∗kp
′ = v∗kp
′ for all 1 ≤ k ≤ d. Thus p′v∗IΩ = v
∗
IΩ for all |I| <∞. As
K is the closed linear span of the vectors {v∗IΩ : |I| <∞}, we conclude that p
′ = p.
In other words φ0 is faithful on M. This completes the proof for (e).
We are left to show (f) where we assume that P ∈ π(Od)′′. Ω being a cyclic
vector for π(Od)
′′, the weak∗ limit of the increasing projection Λk(P ) is I. Thus by
Theorem 3.6 in [Mo1] we have (π(Od)′′,Λ, ψΩ) is ergodic if and only if the reduced
dynamics (M, τ, φ0) is ergodic. Last part of the statement is an easy consequence
of a theorem in [Fr] (see also [BJKW],[Mo1]).
Before we move to next result we comment here that in general for a λ invariant
state on Od the normal state φ0 onM = {vk, v∗k : 1 ≤ k ≤ d}
′′ need not be invariant
for τ . To that end we consider ( [BR] vol-II page 110 ) the unique KMS state ψ = ψβ
for the automorphism αt(si) = e
itsi on Od. ψ is λ invariant and ψ|UHFd is the
unique faithful trace. ψ being a KMS state for an automorphism, the normal state
induced by the cyclic vector on πψ(Od)′′ is also separating for π(Od)′′. As ψβz = ψ
for all z ∈ S1 we have < Ω, π(sI)Ω >=< Ω, βz(sI)Ω >= z|I| < Ω, π(sI)Ω > for
all z ∈ S1 and so < Ω, π(sI)Ω >= 0 for all |I| ≥ 1. In particular < Ω, v
∗
IΩ >= 0
where (vi) are defined as Proposition 2.3 and thus < viΩ, v
∗
IΩ >=< Ω, v
∗
i vIΩ >= 0
for all 1 ≤ i ≤ d. Hence viΩ = 0. By Proposition 2.3 (e), Ω is separating for M
and so we get vi = 0 for all 1 ≤ i ≤ d and this contradicts that
∑
i viv
∗
i = 1. Thus
we conclude by Proposition 2.3 (e) that φ0 is not τ invariant on M. This example
also indicates that the support projection of a λ invariant state ψ in π(Od)′′ need
not be equal to the minimal sub-harmonic projection P i.e. the closed span of
vectors {S∗IΩ : |I| < ∞} containing Ω and {vIv
∗
J : |I|, |J | < ∞} need not be even
an algebra.
Now we aim to deal with another class of Popescu elements associated with an
λ-invariant state on Od. In fact this class of Popescu elements will play a significant
role for the rest of the text and we will repeatedly use this proposition!
Proposition 2.4. Let (H, π,Ω) be the GNS representation of a λ invariant state
ψ on Od and P be the support projection of the normal state ψΩ(X) =< Ω, XΩ >
in the von-Neumann algebra π(Od)′′. Then the following holds:
(a) P is a sub-harmonic projection for the endomorphism Λ(X) =
∑
k SkXS
∗
k on
π(Od)
′′ i.e. Λ(P ) ≥ P satisfying the following:
(i) Λn(P ) ↑ I as n ↑ ∞;
(ii) PS∗kP = S
∗
kP, 1 ≤ k ≤ d;
(iii)
∑
1≤k≤d vkv
∗
k = I
where Sk = π(sk) and vk = PSkP for 1 ≤ k ≤ d;
(b) For any I = (i1, i2, ..., ik), J = (j1, j2, ..., jl) with |I|, |J | <∞ we have ψ(sIs∗J) =<
Ω, vIv
∗
JΩ > and the vectors {SIf : f ∈ K, |I| <∞} are total in H;
(c) The von-Neumann algebra M = Pπ(Od)′′P , acting on the Hilbert space K
i.e. range of P , is generated by {vk, v∗k : 1 ≤ k ≤ d}
′′ and the normal state
φ0(x) =< Ω, xΩ > is faithful on the von-Neumann algebra M.
(d) The self-adjoint part of the commutant of π(Od)′ is norm and order isomor-
phic to the space of self-adjoint fixed points of the completely positive map τ . The
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isomorphism takes X ′ ∈ π(Od)′ onto PX ′P ∈ Bτ (K), where Bτ (K) = {x ∈ B(K) :∑
k vkxv
∗
k = x}. Furthermore M
′ = Bτ (K).
Conversely let M be a von-Neumann algebra generated by a family {vk : 1 ≤
k ≤ d} of bounded operators on a Hilbert space K so that
∑
k vkv
∗
k = 1 and
the commutant M′ = {x ∈ B(K) :
∑
k vkxv
∗
k = x}. Then the Popescu dilation
(H, P, Sk, 1 ≤ k ≤ d) described in Theorem 2.1 satisfies the following:
(i) P ∈ {Sk, S∗k, 1 ≤ k ≤ d}
′′;
(ii) For any faithful normal invariant state φ0 on M there exists a state ψ on Od
defined by
ψ(sIs
∗
J ) = φ0(vIv
∗
J ), |I|, |J | <∞
so that the GNS space associated with (M, φ0) is the support projection for ψ in
π(Od)′′ satisfying (a)-(d).
Further for a given λ-invariant state ψ, the family (K,M, vk 1 ≤ k ≤ d, φ0)
satisfying (a)-(d) is determined uniquely up to unitary conjugation.
(e) φ0 is a faithful normal τ-invariant state on M. Furthermore the following
statements are equivalent:
(i) (Od, λ, ψ) is ergodic;
(ii) (M, τ, φ0) is ergodic;
(iii) M is a factor.
PROOF: Λ(P ) is also a projection in πψ(Od)′′ so that ψΩ(Λ(P )) = 1 by invariance
property. Thus we have Λ(P ) ≥ P i.e. PΛ(I − P )P = 0. Hence we have
(12) PS∗kP = S
∗
kP
Moreover by λ invariance property we also note that the faithful normal state
φ0(x) =< Ω, xΩ > on the von-Neumann algebra M = Pπψ(Od)′′P is invariant for
the reduce Markov map [Mo1] on M given by
(13) τ(x) = PΛ(PxP )P
We claim that limn↑∞Λ
n(P ) = I. That {Λn(P ) : n ≥ 1} is a sequence of
increasing projections follows from sub-harmonic property of P and endomorphism
property of Λ. Let the limiting projection be Y . Then Λ(Y ) = Y and so Y ∈
{Sk, S
∗
k}
′. Since by our construction GNS Hilbert spaceHpiωˆ is generated by SIS
∗
JΩ,
Y is a scaler, being a non-zero projection, it is the identity operator in Hpiψ .
Now it is routine to verify (a) (b) and (c). For the first part of (d) we appeal to
Theorem 2.2. For the last part note that for any invariant element D in B(K) there
exists an element X ′ in π(Od)′ so that PX ′P = D. Since P ∈ π(Od)′′ we note that
(1 − P )X ′P = 0. Now since X ′ ∈ {Sk, S∗k}
′, we verify that Dv∗k = PXPS
∗
kP =
PXS∗kP = PS
∗
kXP = PS
∗
kPXP = v
∗
kD. Since D
∗ ∈ Bτ (K) we also have D∗v∗k =
v∗kD
∗. Thus D ∈ {vk, v∗k : 1 ≤ k ≤ d}
′ = M′. Since Pπωˆ(Od)′P = B(K)τ , we
conclude that B(K)τ ⊆ M′. The reverse inclusion is trivial. This completes the
proof for (d).
For the converse part of (i), since by our assumption and commutant lifting
property self-adjoint elements of the commutant {Sk, S∗k , 1 ≤ k ≤ d}
′ is order
isometric with the algebra M′ via the map X ′ → PX ′P , P ∈ {Sk, S∗k , 1 ≤ k ≤
d}′′ by Proposition 4.2 in [BJKW]. For (ii) without loss of generality assume that
φ0(x) =< Ω, xΩ > for all x ∈ M and Ω is a cyclic and separating vector for M.
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( otherwise we set state ψ(sIs
∗
J) = φ0(vIv
∗
J ) and consider it’s GNS representation
) We are left to show that Ω is a cyclic vector for the representation π(si) → Si.
To that end let Y ∈ π(Od)′ be the projection on the subspace generated by the
vectors {SIS
∗
JΩ : |I|, |J | < ∞}. Note that P being an element in π(Od)
′′, Y also
commutes with all the element Pπ(Od)′′P = PMP . Hence Y xΩ = xΩ for all
x ∈ M. Thus Y ≥ P . Since Λn(P ) ↑ I as n ↑ ∞ by our construction, we conclude
that Y = Λn(Y ) ≥ Λn(P ) ↑ I as n ↑ ∞. Hence Y = I. In other words Ω is cyclic
for the representation si → Si. This completes the proof for (ii).
Uniqueness up to unitary isomorphism follows as GNS representation is deter-
mined uniquely unto unitary conjugation and so its support projection.
The first part of (e) we note that PSIS
∗
JP = vIv
∗
J for all |I|, |J | < ∞ and thus
M = Pπ(Od)′′P is the von-Neumann algebra generated by {vk, v∗k : 1 ≤ k ≤ d}
and thus τ(x) = PΛ(PxP )P for all x ∈M. That φ0 is τ(x) =
∑
k vkxv
∗
k invariant
follows as ψ is λ-invariant. We are left to prove equivalence of statements (i)-(iii).
By Theorem 3.6 in [Mo1] Markov semi-group (M, τ, φ0) is ergodic if and only if
(π(Od)′′,Λ, ψΩ) is ergodic ( here we need to recall by (a) that Λn(P ) ↑ I as n ↑ ∞
). By a standard result [Fr, also BJKW] (M, τ, φ0) is ergodic if and only if there is
no non trivial projection e invariant for τ i.e. Iτ = {e ∈M : e∗ = e, e2 = e, τ(e) =
e} = {0, 1}. If τ(e) = e for some projection e ∈ M then (1 − e)τ(e)(1 − e) = 0
and so ev∗k(1 − e) = 0. Same is true if we replace e by 1 − e as τ(1) = 1 and
τ(1 − e) = 1− τ(e) = 1− e and thus (1− e)v∗ke = 0. Thus e commutes with vk, v
∗
k
for all 1 ≤ k ≤ d. Hence Iτ ⊆ M
⋂
M′. Inequality in the reverse direction is
trivial and thus Iτ is trivial if and only if M is a factor. Thus equivalence of (ii)
and (iii) follows by a standard result [Fr] in non-commutative ergodic theory. This
completes the proof.
The following two propositions are essentially easy adaptations of results ap-
peared in [BJKW, Section 6 and Section 7], crucial in our present framework.
Proposition 2.5. Let ψ be a λ invariant factor state on Od and (H, π,Ω) be
it’s GNS representation. Then the following holds:
(a) The closed subgroup H = {z ∈ S1 : ψβz = ψ} is equal to
{z ∈ S1 : βzextends to an automorphism of π(Od)
′′}
(b) Let OHd be the fixed point sub-algebra in Od under the gauge group {βz : z ∈ H}.
Then π(OHd )
′′ = π(UHFd)
′′.
(c) If H is a finite cyclic group of k many elements and π(UHFd)
′′ is a factor, then
π(Od)′′
⋂
π(UHFd)
′ ≡Cm where 1 ≤ m ≤ k.
PROOF: It is simple that H is a closed subgroup. For any fix z ∈ H we define
unitary operator Uz extending the map π(x)Ω → π(βz(x))Ω and check that the
map X → UzXU
∗
z extends βz to an automorphism of π(Od)
′′. For the converse
we will use the hypothesis that ψ is a λ-invariant factor state and βzλ = λβz to
guarantee that ψβz(X) =
1
n
∑
1≤k≤n ψλ
kβz(X) =
1
n
∑
1≤k≤n ψβzλ
k(X) → ψ(X)
as n → ∞ for any X ∈ π(Od)′′, where we have used the same symbol βz for the
extension. Hence z ∈ H .
For any z1, z2 ∈ S1 we extend both ψβz1 and ψβz2 to its inductive limit state
on O∗d using the canonical endomorphism Od →
λ Od. Inductive limit state being
an affine map, their inductive limit states are also factors. The inductive limit of
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the canonical endomorphism became an automorphism. (B, θ) is asymptotically
abelian i.e. ||xθn(y)− θn(y)x|| → 0 as n→∞ for all x, y ∈ B (see also page 240 in
[BR, vol2]). Thus in particular (B, ZZ, ω) is ZZ−central for any translation invariant
ergodic state ω (see page 380 in [BR vol-2]). Thus we may appeal to a general result
in C∗-non-commutative ergodic theory to conclude that their inductive limit, being
translation invariant factor states, are either same or orthogonal (Theorem 4.3.19
in [BR vol2]).
In the following instead of working with Od we should be working with the
inductive limit C∗ algebra and their inductive limit states. For simplicity of notation
we still use UHFd,Od for its inductive limit of Od →λ Od and UHFd →λ UHFd
respectively and so for its inductive limit states.
Now we aim to prove (b). H being a closed subgroup of S1, it is either entire
S1 or a finite subgroup {exp(2ipilk )|l = 0, 1, ..., k − 1} where the integer k ≥ 1. If
H = S1 we have nothing to prove for (b). When H is a finite closed subgroup, we
identify [0, 1) with S1 by the usual map and note that if βt is restricted to t ∈ [0,
1
k ),
then by scaling we check that βt defines a representation of S
1 in automorphisms
of OHd . Now we consider the direct integral representation π
′ defined by
π′ =
∫ ⊕
[0, 1
k
)
dtπ|
OH
d
βt
of OHd on H|OH
d
⊗L2([0, 1k ) ), where H|OH
d
is the cyclic space of π(OHd ) generated by
Ω. That it is indeed direct integral follows as states ψβt1 and ψβt2 are either same
or orthogonal for a factor state ψ (see the above paragraph). Interesting point here
to note that the new representation π′ is (βt) co-variant i.e. π
′βt = βtπ
′, hence by
simplicity of the C∗ algebra Od we conclude that
π′(UHFd)
′′ = π′(OHd )
′′βt
By exploring the hypothesis that ψ is a factor state, we also have as in Lemma
6.11 in [BJKW] I ⊗ L∞([0, 1k ) ) ⊂ π
′(OHd )
′′. Hence we also have
π′(OHd )
′′ = π(OHd )
′′ ⊗ L∞([0,
1
k
) ).
Since βt is acting as translation on I ⊗ L∞([0,
1
k ) ) which being an ergodic action,
we have
π′(UHFd)
′′ = π(OHd )
′′ ⊗ 1
Since π′(UHFd)
′′ = π(UHFd)
′′ ⊗ 1, we conclude that π(UHFd)′′ = π(OHd )
′′.
A proof for the statement (c) follows from Lemma 7.12 in [BJKW]. The orig-
inal idea of the proof can be traced back to Arveson’s work on spectrum of an
automorphism of a commutative compact group [Ar1].
Let ω′ be an λ-invariant state on the UHFd sub-algebra ofOd. Following [BJKW,
section 7], we consider the set
Kω′ = {ψ : ψ is a state on Od such that ψλ = ψ and ψ|UHFd = ω
′}
By taking invariant mean on an extension of ω′ to Od, we verify that Kω′ is non
empty and Kω′ is clearly convex and compact in the weak topology. In case ω
′ is
an ergodic state ( extremal state ) Kω′ is a face in the λ invariant states. Before we
proceed to the next section here we recall Lemma 7.4 of [BJKW] in the following
proposition.
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Proposition 2.6. Let ω′ be ergodic. Then ψ ∈ Kω′ is an extremal point in Kω′
if and only if ψ is a factor state and moreover any other extremal point in Kω′ have
the form ψβz for some z ∈ S1.
PROOF: Though Proposition 7.4 in [BJKW] appeared in a different set up, same
proof goes through for the present case. We omit the details and refer to the original
work for a proof.
3. Dual Popescu system and pure translation invariant states:
In this section we review the amalgamated Hilbert space developed in [BJKW] and
prove a powerful criteria for a translation invariant factor state to be pure.
To that end let M be a von-Neumann algebra acting on a Hilbert space K and
{vk, 1 ≤ k ≤ d} be a family of bounded operators on K so that M = {vk, v
∗
k, 1 ≤
k ≤ d}′′ and
∑
k vkv
∗
k = 1. Furthermore let Ω be a cyclic and separating vector for
M so that the normal state φ0(x) =< Ω, xΩ > on M is invariant for the Markov
map τ on M defined by τ(x) =
∑
k vkxv
∗
k for x ∈ M. Let ω be the translation
invariant state on UHFd = ⊗Z Md defined by
ω(ei1j1(l)⊗ e
i2
j2
(l + 1)⊗ ....⊗ einjn(l + n− 1)) = φ0(vIv
∗
J )
where eij(l) is the elementary matrix at lattice sight l ∈ ZZ.
We set v˜k = J σ i
2
(v∗k)J ∈ M
′ ( see [BJKW] for details ) where J and σ =
(σt, t ∈ IR) are Tomita’s conjugation operator and modular automorphisms asso-
ciated with φ0.
By KMS or modular relation [BR vol-1] we verify that∑
k
v˜kv˜
∗
k = 1
and
(14) φ0(vIv
∗
J ) = φ0(v˜I˜ v˜
∗
J˜
)
where I˜ = (in, .., i2, i1) if I = (i1, i2, ..., in). Moreover v˜
∗
IΩ = J σ i
2
(vI˜)
∗JΩ =
J∆
1
2 vI˜Ω = v
∗
I˜
Ω. We also set M˜ to be the von-Neumann algebra generated by
{v˜k : 1 ≤ k ≤ d}. Thus M˜ ⊆ M′. A major problem that we will have to address
when equality holds.
Let (H, P, Sk, 1 ≤ k ≤ d) and (H˜, P, S˜k, 1 ≤ k ≤ d) be the Popescu dilation
described as in Theorem 2.1 associated with (K, vk, 1 ≤ k ≤ d) and K, v˜k, 1 ≤ k ≤
d) respectively. Following [BJKW] we consider the amalgamated tensor product
H⊗K H˜ of H with H˜ over the joint subspace K. It is the completion of the quotient
of the set
CI¯ ⊗CI ⊗K,
where I¯ , I both consist of all finite sequences with elements in {1, 2, .., d}, by the
equivalence relation defined by a semi-inner product defined on the set by requiring
< I¯ ⊗ I ⊗ f, I¯J¯ ⊗ IJ ⊗ g >=< f, v˜J¯vJg >,
< I¯J¯ ⊗ I ⊗ f, I¯ ⊗ IJ ⊗ g >=< v˜J¯f, vJg >
and all inner product that are not of these form are zero. We also define two com-
muting representations (Si) and (S˜i) of Od onH⊗KH˜ by the following prescription:
SIλ(J¯ ⊗ J ⊗ f) = λ(J¯ ⊗ IJ ⊗ f),
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S˜I¯λ(J¯ ⊗ J ⊗ f) = λ(J¯ I¯ ⊗ J ⊗ f),
where λ is the quotient map from the index set to the Hilbert space. Note that
the subspace generated by λ(∅ ⊗ I ⊗ K) can be identified with H and earlier SI
can be identified with the restriction of SI defined here. Same is valid for S˜I¯ . The
subspace K is identified here with λ(∅⊗∅⊗K). Thus K is a cyclic subspace for the
representation
s˜j ⊗ si → S˜jSi
of O˜d⊗Od in the amalgamated Hilbert space. Let P be the projection on K. Then
we have
S∗i P = PS
∗
i P = v
∗
i
S˜∗i P = PS˜
∗
i P = v˜
∗
i
for all 1 ≤ i ≤ d.
We start with a simple proposition.
Proposition 3.1. The following holds:
(a) For any 1 ≤ i, j ≤ d and |I|, |J | <∞ and |I¯|, |J¯ | <∞
< Ω, S˜I¯ S˜
∗
J¯SiSIS
∗
JS
∗
jΩ >=< Ω, S˜iS˜I¯ S˜
∗
J¯ S˜
∗
j SIS
∗
JΩ >;
(b) The vector state ψΩ on
˜UHFd ⊗ UHFd ≡ ⊗
0
−∞Md ⊗
∞
1 Md ≡ ⊗Z Md
is equal to ω;
(c) π(O˜d ⊗Od)′′ = B(H˜ ⊗K H) if and only if {x ∈ B(K) : τ(x) = x, τ˜ (x) = x} =
{zI : z ∈C}.
PROOF: By our construction S˜∗i Ω = v˜
∗
iΩ = v
∗
iΩ = S
∗
i Ω. Now (a) and (b)
follows by repeated application of S˜∗i Ω = S
∗
i Ω and commuting property of the two
representation π(Od⊗I) and π(I⊗O˜d). The last statement (c) follows from a more
general fact proved below that the commutant of π(Od ⊗ O˜d)′′ is order isomorphic
with the set {x ∈ B(K) : τ(x) = x, τ˜(x) = x} = {zI : z ∈ C} via the map
X → PXP where X is the weak∗ limit of {ΛmΛ˜n(x) as (m,n) → (∞,∞). For
details let Y be the strong limit of increasing sequence of projections (ΛΛ˜)n(P ) as
n→∞. Then Y commutes with SiS˜j , S∗i S˜
∗
j for all 1 ≤ i, j ≤ d. As Λ(P )) ≥ P , we
also have Λ(Y ) ≥ Y . Hence (1 − Y )S∗i Y = 0. As Y commutes with SiS˜j we get
(1 − Y )S∗i SiS˜jY = 0 i.e. (1 − Y )S˜jY = 0 for all 1 ≤ j ≤ d. By symmetry of the
argument we also get (1 − Y )SiY = 0 for all 1 ≤ i ≤ d. Hence Y commutes with
π(Od)′′ and by symmetry of the argument Y commutes as well with π(O˜d)′′. As
Y f = f for all f ∈ K and K is cyclic for the representation π(O˜d⊗Od) we conclude
that Y = I in H˜ ⊗K H.
Let x ∈ B(K) so that τ(x) = x and τ˜ (x) = x then as in the proof of Theorem
2.1 we also check that (ΛΛ˜)k(P )ΛmΛ˜n(x)(ΛΛ˜)k(P ) is independent of m,n as long
as m,n ≥ k. Hence weak∗ limit ΛmΛ˜n(x) → X exists as m,n → ∞. Furthermore
limiting element X ∈ π(Od ⊗ O˜d)′ and PXP = x. That the map X → PXP is
an order-isomorphic on the set of self adjoint elements follows as in Theorem 2.1.
This completes the proof.
Proposition 3.1 in brief says that (H˜ ⊗K H, SiS˜j 1 ≤ i, j ≤ d, P ) is the Popescu
dilation associated with Popescu elements (K, viv˜j , 1 ≤ i, j ≤ d}. Now we will be
more specific in our starting Popescu’s elements in order to explore the representa-
tion π of O˜d ⊗Od in the amalgamated Hilbert space H˜ ⊗K H.
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Let ω be a translation invariant factor state on B and ψ be an extremal point in
Kω′ . We consider the Popescu’s elements (K,M, vk, 1 ≤ k ≤ d,Ω) described as in
Proposition 2.4 associated with support projection of the state ψ in πψ(Od)′′ and
also consider associated dual Popescu’s elements (K,M˜, v˜k, 1 ≤ k ≤ d) where M˜ is
the von-Neumann algebra generated by {v˜k : 1 ≤ k ≤ d}. Thus in general M˜ ⊆M′
and an interesting question: when do we haveM′ = M˜? Going back to our starting
example of unique KMS state for the automorphisms βt(si) = tsi, t ∈ S1, we check
that v∗k = S
∗
k , J v˜
∗
kJ =
1
dSk and thus equality holds i.e. M˜ =M
′. But the corner
vector space M˜c = Pπ(O˜d)′′P generated by the elements {v˜I v˜∗J : |I|, |J | <∞} fails
to be an algebra. Thus two questions sounds reasonable here.
(a) Does equality M′ = M˜ holds in general for an extremal element ψ ∈ Kω′ and
a factor state ω?
(b) When can we expect M˜c to be a ∗-algebra and so equal to M˜?
The dual condition on support projection and equality M˜ =M′ are rather deep
and will lead us to a far reaching consequence on the state ω. In the paper [BJKW]
these two conditions are implicitly assumed to give a criteria for a translation
invariant factor state to be pure. Apart from this refined interest, we will address
the converse problem that terns out to be crucial for our main results. In the
following we prove a crucial step towards that goal fixing the basic structure which
will be repeatedly used in the computation using Cuntz relations.
Proposition 3.2. Let ω be a translation invariant factor state on B and ψ be an
extremal point in Kω′ . We consider the amalgamated representation π of O˜d ⊗Od
in H˜ ⊗K H where the Popescu’s elements (K,M, vk, 1 ≤ k ≤ d) are taken as in
Proposition 2.4. Then the following statements hold:
(a) π(O˜d ⊗Od)′′ = B(H˜ ⊗K H). Furthermore π(Od)′′ and π(O˜d)′′ are factors and
the following sets are equal:
(i) H = {z ∈ S1 : ψβz = ψ};
(ii) Hpi = {z : βz extends to an automorphisms of π(Od)′′};
(iii) H˜pi = {z : βz extends to an automorphisms of π(O˜d)′′}. Moreover π( ˜UHFd ⊗
I)′′ and π(I ⊗UHFd)′′ are factors.
(b) z → Uz is the unitary representation of H in the Hilbert space H˜ ⊗KH defined
by Uz(π(s˜j ⊗ si)Ω = π(zs˜j ⊗ zsi)Ω
(c) The commutant of π( ˜UHFd ⊗ UHFd)′′ is invariant by the canonical endomor-
phisms Λ(X) =
∑
i SiXS
∗
i and Λ˜(X) =
∑
i S˜iXS˜
∗
i . Same is true for each i that the
surjective map X → S∗iXSi keeps the commutant of π(
˜UHFd ⊗UHFd)′′ invariant.
Same holdss for the map X → S˜∗iXS˜i.
(d) The centre of π( ˜UHFd ⊗UHFd)′′ is invariant by the canonical endomorphisms
Λ(X) =
∑
i SiXS
∗
i and Λ˜(X) =
∑
i S˜iXS˜
∗
i . Moreover for each i the surjective map
X → S∗iXSi keeps the centre of π(
˜UHFd ⊗UHFd)′′ invariant. Same holdss for the
map X → S˜∗iXS˜i.
PROOF: P being the support projection by Proposition 2.4 we have {x ∈ B(K) :∑
k vkxv
∗
k = x} = M
′. That (M′, τ˜ , φ0) is ergodic follows from a general result
[Mo1] ( see also [BJKW] for a different proof ) as (M, τ, φ0) is ergodic for a factor
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state ψ being extremal in Kω′ (Proposition 2.6). Hence {x ∈ B(K) : τ(x) = τ˜ (x) =
x} =C. Hence by Proposition 3.1 we conclude that π(O˜d ⊗ Od)′′ = B(H˜ ⊗K H).
That both π(Od)′′ and π(O˜d)′′ are factors follows trivially as π(O˜d⊗Od)′′ = B(H˜⊗K
H) and π(Od)′′ ⊆ π(O˜d)′.
By our discussion above we first recall that Ω is a cyclic vector for the representa-
tion of π(O˜d⊗Od). LetG = {z = (z1, z2) ∈ S1×S1 : βz extends to an automorphism
on π(O˜d ⊗Od)′′} be the closed subgroup where
β(z1,z2)(s˜j ⊗ si) = z1s˜j ⊗ z2si.
By repeated application of the fact that π(Od)′′ commutes with π(O˜d)′′ and S∗i Ω =
S˜∗i Ω as in Proposition 3.1 (a) we verify that ψβ(z,z) = ψ on Od ⊗ O˜d if z ∈ H . For
z ∈ H we set unitary operator Uzπ(x ⊗ y)Ω = π(βz(x) ⊗ βz(y))Ω for all x ∈ O˜d
and y ∈ Od. Thus we have Uzπ(si)U∗z = zπ(si) and also Uzπ(s˜i)U
∗
z = zs˜i. By
taking it’s restriction to π(Od)′′ and π(O˜d)′′ respectively we check that H ⊆ H˜pi
and H ⊆ Hpi.
For the converse let z ∈ Hpi and we use the same symbol βz for the extension
to an automorphism of π(Od)
′′. By taking the inverse map we check easily that
z¯ ∈ Hpi and in fact Hpi is a subgroup of S1. Since λ commutes with βz on Od,
the canonical endomorphism Λ defined by Λ(X) =
∑
k SkXS
∗
k also commutes with
extension of βz on π(Od)′′. Note that the map π(x)|H → π(βz(x))|H for x ∈ Od is
a well defined linear ∗-homomorphism. Since same is true for z¯ and βzβz¯ = I, the
map is an isomorphism. Hence βz extends uniquely to an automorphism of π(Od)′′|H
commuting with the restriction of the canonical endomorphism on π(Od)′′|H. Since
π(Od)′′|H is a factor, we conclude as in Proposition 2.5 (a) that z ∈ H . Thus
Hpi ⊆ H . As π(O˜d)′′ is also a factor, we also have H˜pi ⊆ H . Hence we have
H = Hpi = H˜pi and {(z, z) : z ∈ H} ⊆ G ⊆ H ×H .
For the second part of (a) we will adopt the argument used for Proposition 2.5.
To that end we first note that Ω being a cyclic vector for the representation O˜d⊗Od
in the Hilbert space H˜ ⊗KH, by Lemma 7.11 in [BJKW] (note that the proof only
needs the cyclic property ) the representation of UHFd on H˜⊗KH is quasi-equivalent
to it’s sub-representation on the cyclic space generated by Ω. On the other hand
by our hypothesis that ω is a factor state, Power’s theorem [Po1] ensures that the
state ω′ (i.e. the restriction of ω to BR which is identified here with UHFd ) is
also a factor state on UHFd. Hence quasi-equivalence ensures that π(I ⊗ UHFd)′′
is a factor. We also note that the argument used in Lemma 7.11 in [BJKW] is
symmetric i.e. same argument is also valid for ˜UHFd. Thus π( ˜UHFd ⊗ I)′′ is also
a factor. This completes the proof of (a). We have proved (b) while giving proof
of (a).
For X ∈ B(H˜ ⊗K H), as Λ(X) commutes with π(λ( ˜UHFd ⊗ UHFd))′′ and
{SiS∗j : 1 ≤ i, j ≤ d} we verify by Cuntz’s relation that Λ(X) is also an element in
the commutant of π(λ( ˜UHFd⊗UHFd))′′ once X is so. It is also obvious that Λ(X)
is an element in π( ˜UHFd ⊗ UHFd)′′ if X is so. Thus Λ(X) is an element in the
commutant/centre of π(λ( ˜UHFd ⊗ UHFd)′′ once X is so. For the last statement
consider the map X → S∗iXSi on π( ˜UHFd⊗UHFd)
′′ which is clearly onto by Cuntz
relation. Hence we need to show that S∗iXSi is an element in the commutant when-
ever X is so. To that end note that S∗iXSiS
∗
i Y Si = S
∗
i SiS
∗
iXY Si = S
∗
i Y XSi =
S∗i Y SiS
∗
iXSi since X commutes with SiS
∗
i . Thus onto property of the map ensures
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that S∗iXSi is an element in the commutant/centre of π(
˜UHFd ⊗UHFd)′′ once X
is so. This completes the proof of (c) and (d).
One interesting problem here how to describe the von-Neumann algebra I con-
sists of invariant elements of the gauge action {βz : z ∈ H} in B(H˜ ⊗K H). A
general result due to E. Stormer [So] says that the algebra of invariant elements are
von-Neumann algebra of type-I with centre completely atomic. Here the situation
is much simple because we know explicitly that I = {Uz : z ∈ H}′ and we may
write spectral decomposition as Uz =
∑
k∈Hˆ z
kFk for z ∈ H , Hˆ is the dual group
of H either Hˆ = {z : zn = 1} or ZZ. Thus the centre of I is equal to {Fk : k ∈ Hˆ}.
As a first step we describe the center Z of π( ˜UHFd⊗UHFd)′′ by exploring Cuntz
relation that it is also non-atomic even for a factor state ω. In fact we will show
that the centre Z is a sub-algebra of the centre of I. In the following proposition
we give an explicit description.
Proposition 3.3. Let ω, ψ be as in Proposition 3.2 with Popescu system (K,M,
vk,Ω) be taken as in Proposition 2.4 i.e. on support projection. Then the centre of
π( ˜UHFd⊗UHFd)′′ is completely atomic and the element E0 = [π( ˜UHFd⊗UHFd)′∨
π( ˜UHFd ⊗ UHFd)′′Ω] is a minimal projection in the centre of π( ˜UHFd ⊗ UHFd)′′
and centre is invariant for both Λ and Λ˜. Furthermore the following holds:
(a) The centre of π( ˜UHFd ⊗UHFd)′′ has the following two disjoint possibilities:
(i) There exists a positive integer m ≥ 1 such that the centre is generated by the
family of minimal orthogonal projections {Λk(E0) : 0 ≤ k ≤ m− 1} where m ≥ 1 is
the least positive integer so that Λm(E0) = E0. In such a case {z : zm = 1} ⊆ H;
(ii) The family of minimal nonzero orthogonal projections {Ek : k ∈ ZZ} where Ek =
Λk(E0) for k ≥ 0 and Ek = S∗IE0SI for k < 0 where |I| = −k and independent of
multi-index I generates the centre and H = S1;
(b) Λ(E) = Λ˜(E) for any E in the centre of π( ˜UHFd ⊗UHFd)′′
(c) If Λ(E0) = E0 then E0 = 1.
PROOF: Let E′ ∈ π( ˜UHFd⊗UHFd)′ be the projection on the subspace generated
by the vectors {SIS∗J S˜I′S
∗
J′Ω, |I| = |J |, |I
′| = |J ′| <∞} and πΩ be the restriction
of the representation π of ˜UHFd ⊗ UHFd to the cyclic subspace HΩ generated by
Ω. Identifying B with ˜UHFd ⊗ UHFd we check that πω is unitary equivalent with
πΩ. Thus πΩ is a factor representation.
For any projection E in the centre of π( ˜UHFd⊗UHFd)′′, via the unitary equiva-
lence we note that EE′ = E′EE′ is an element in the centre of πΩ( ˜UHFd⊗UHFd)′′.
ω being a factor state we conclude that EE′ is a scaler multiple of E′ and so we
have
(15) EE′ = ω(E)E′
Thus we also have EY E′ = ω(E)Y E′ for all Y ∈ π( ˜UHFd ⊗UHFd)′ and so
(16) EE0 = ω(E)E0
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Since EE′ is a projection and E′ 6= 0, we have ω(E) = ω(E)2. Thus ω(E) = 1
or 0. So for such an element E the following is true:
(i) If E ≤ E0 then either E = 0 or E = E0 i.e. E0 is a minimal projection in the
centre of π( ˜UHFd ⊗UHFd)′′
(ii) ω(E) = 1 if and only if E ≥ E0
(iii) ω(E) = 0 if and only if EE0 = 0.
As Λ(E0) is a projection in the centre of π( ˜UHFd⊗UHFd)′′ by our last proposi-
tion i.e. Proposition 3.2 (c), we have either ω(Λ(E0)) = 1 or 0. Since Λ(E0) 6= 0 by
injective property of the endomorphism, we have either Λ(E0) ≥ E0 or Λ(E0)E0 =
0. In case Λ(E0) ≥ E0 we have S∗i E0Si ≤ S
∗
i Λ(E0)Si = E0 for all 1 ≤ i ≤ d. If
so S∗i E0Si being a non-zero projection in the centre of π(UHFd ⊗
˜UHFd)
′′ (Propo-
sition 3.2 (c) ), by (i) we have E0 = Λ(E0). Thus we have either Λ(E0) = E0 or
Λ(E0)E0 = 0.
If Λ(E0)E0 = 0, we have Λ(E0) ≤ I − E0 and by Cuntz’s relation we check
that E0 ≤ I − S∗i E0Si and S
∗
jS
∗
i E0SiSj ≤ I − S
∗
jE0Sj for all 1 ≤ i, j ≤ d. So
we also have E0S
∗
jS
∗
i E0SiSjE0 ≤ E0 − E0S
∗
jE0SjE0 = E0. Thus we have either
E0S
∗
j S
∗
i E0SiSjE0 = 0 or E0S
∗
j S
∗
i E0SiSjE0 = E0 as S
∗
j S
∗
i E0SiSj is an element in
the centre by Proposition 3.2 (c). So either we have Λ2(E0)E0 = 0 or Λ
2(E0) ≤ E0.
Λ being an injective map we either have Λ2(E0)E0 = 0 or Λ
2(E0) = E0.
More generally we check that if Λ(E0)E0 = 0,Λ
2(E0)E0 = 0, ..Λ
k(E0)E0 = 0 for
some k ≥ 1 then either Λk+1(E0)E0 = 0 or Λk+1(E0) = E0. To verify that first we
check that in such a case E0 ≤ I − S
∗
IE0SI for all |I| = n and then following the
same steps as before to check that S∗i S
∗
IE0SISi ≤ I − S
∗E0Si for all i. Thus we
have E0S
∗
i S
∗
IE0SISiE0 ≤ E0 and arguing as before we complete the proof of the
claim that either Λk+1(E0)E0 = 0 or Λ
k+1(E0) = E0.
We summarize now by saying that E0,Λ(E0), ..,Λ
m−1(E0) are mutually orthog-
onal projections with m ≥ 1 possibly be infinite if not then Λm(E0) = E0.
Let πk, k ≥ 0 be the representation π of ˜UHFd ⊗ UHFd restricted to the sub-
space Λk(E0). The representation π0 of ˜UHFd ⊗ UHFd is isomorphic to the rep-
resentation π of ˜UHFd ⊗ UHFd restricted to E
′ and thus quasi-equivalent. For a
general discussion on quasi-equivalence we refer to section 2.4.4 in [BR vol-1]. ω
being a factor state, π0 is a factor representation. We claim now that each πk is
a factor representation. We fix any k ≥ 1 and let X be an element in the cen-
tre of πk(UHFd ⊗ ˜UHFd). Then for any |I| = k, S∗IEkSI = E0 and so S
∗
IXSI
is an element in the centre of π0(UHFd ⊗ ˜UHFd) by Proposition 3.2 (d). Further
S∗IXSI = S
∗
IXSIS
∗
JSJ = S
∗
JXSJ for all |J | = |I| = k. π0 being a factor represen-
tation, we have S∗IXSI = cE0 for some scaler c independent of the multi-index we
choose |I| = k. Hence cΛk(E0) =
∑
|J|=k SJS
∗
IXSIS
∗
J =
∑
|J|=k SJS
∗
ISIS
∗
JX = X
as X is an element in the centre of π( ˜UHFd ⊗UHFd). Thus for each k ≥ 1, πk is a
factor representation as π0 is so.
We also note that Λ(E0)Λ˜(E0) 6= 0. Otherwise we have < SiΩ, S˜jΩ >= 0 for all
i, j and so < Ω, S˜jS
∗
i Ω >= 0 for all i, j as π(Od)
′′ commutes with π(O˜d)′′. However
S˜∗i Ω = S
∗
i Ω and
∑
i S˜iS˜
∗
i = 1 which leads a contradiction. Hence Λ(E0)Λ˜(E0) 6= 0.
As π restricted to Λ(E0) is a factor state and both Λ(E0) and Λ˜(E0) are elements
in the centre of π( ˜UHFd⊗UHF)′′ by Proposition 3.2 (d), we conclude that Λ(E0) =
Λ˜(E0). Using commuting property of the endomorphisms Λ and Λ˜, we verify by a
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simple induction method that Λk(E0) = Λ˜
k(E0) for all k ≥ 1. Thus the sequence of
orthogonal projections E0, Λ˜(E0), ... are also periodic with same period or aperiodic
according as the sequence of orthogonal projections E0,Λ(E0), ....
If Λm(E0) = E0 for some m ≥ 1 then we check that
∑
0≤k≤m−1 Λ
k(E0) is a Λ
and as well Λ˜ invariant projection and thus equal to 1 by cyclic property of Ω for
π(Od ⊗ O˜d)′′. In such a case we set Vz =
∑
0≤k≤m−1 z
kEk for z ∈ S1 for which
zm = 1 and check that Λ(Vz) =
∑
0≤k≤m−1 z
kΛ(Ek) =
∑
0≤k≤m−1 z
kEk+1 = z¯Vz
where Em = E0 and so by Cuntz relation we have V
∗
z SiVz = z¯Si for all 1 ≤ i ≤ d.
Following the same steps we also have Λ˜(Vz) = z¯Vz and so V
∗
z S˜iV
∗
z = z¯S˜i for
1 ≤ i ≤ d. Thus Vz = Uz for all z ∈ H0 = {z : zm = 1} ⊆ H .
Now we consider the case where E0,Λ(E0), ..Λ
k(E0), .. is a sequence of aperiodic
orthogonal projections. We extend family of projections {Ek : k ∈Z} to all integers
by
Ek = Λ
k(E0) for all k ≥ 1
and
Ek = S
∗
IE0SI for all k ≤ 1, where |I| = −k
We claim that the definition of {Ek; k ≤ −1} does depends only on length of the
multi-index I that we choose. We may choose any other J so that |J | = |I| and
check the following identity:
S∗IE0SI = S
∗
IE0SIS
∗
JSJ = S
∗
ISIS
∗
JE0SJ = S
∗
JE0SJ
where E0, being an element in the centre of π( ˜UHFd ⊗ UHFd)′′, commutes with
SIS
∗
J as |I| = |J |. Further Λ
k(E0) = Λ˜
k(E0) ensures that SI S˜
∗
J commutes with E0
for all |I| = |J | = k and k ≥ 1. Hence we also have
E−k = S
∗
IE0SI S˜
∗
J S˜J = S˜
∗
JE0S˜J
for all |J | = |I| = k and k ≥ 1. Now we claim that
Λ(Ek) = Λ˜(Ek) = Ek+1
for all k ∈Z. For k ≥ 0 we have nothing to prove. For k ≤ −1 we check that the
following steps
Λ(S∗IE0SI) =
∑
k
SkS
∗
i S
∗
I′E0SI′SiS
∗
k
=
∑
k
S∗I′E0SI′SkS
∗
i SiS
∗
k = S
∗
I′E0SI′
where we wrote I = (I ′, i) and used elements SkS
∗
i commutes with {Ek : k ∈Z},
elements in the centre of π(UHFd ⊗ ˜UHFd)′′. For a proof that Λ˜(Ek) = Ek+1 we
may follow the same steps as Ek = S˜
∗
IXS˜I where |I| = −k and k ≤ −1.
We also claim that {Ek : k ∈Z} is an orthogonal family of non-zero projections.
To that end we choose any two elements say Ek, Em, k 6= m and use endomor-
phism Λn for n large enough so that both n + k ≥ 0, n+m ≥ 0 to conclude that
Λn(EkEm) = Ek+nEk+m = 0 as k + n 6= k +m. Λ being an injective map we get
the required orthogonal property. Thus
∑
k∈Z Ek being an invariant projection for
both Λ and Λ˜ we get by cyclicity of Ω that
∑
k∈Z Ek = I. Let πk, k ≤ −1 be the
representation π of ˜UHFd ⊗ UHFd restricted to the subspace Ek. Going along the
same line as above, we verify that for each k ≤ −1, πk is a factor representation
of ˜UHFd ⊗ UHFd. We also set Vz =
∑
−∞<k<∞ z
kEk for all z ∈ S1 and check
that Λ(Vz) = z¯Vz and also Λ˜(Vz) = z¯Vz . Hence S
1 = H and as H is a closed
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subset of S1. This completes the proof of (a). Proof for (b) and (c) are now simple
consequence of the proof of (a).
It is clear that I contains I0 :=def π( ˜UHFd ⊗UHFd)′′ ∨ {Uz : z ∈ H}′′. By the
last proposition the centre of I, which is equal to {Uz : z ∈ H}′′, contains the centre
of π( ˜UHFd ⊗UHFd)′′ and thus by taking commutant we also have I ⊆ π( ˜UHFd ⊗
UHFd)
′′ ∨ π( ˜UHFd ⊗ UHFd)′. In the last proposition we have described explicitly
the factor decomposition of the representation π of π(UHFd⊗ ˜UHFd)′′. One central
issue when such an factor decomposition is also an extremal decomposition. A clear
answer at this stage seems to be bit hard. However the following proposition makes
an attempt for our purpose. To that end we set few more notations and elementary
properties.
For each k ∈ Hˆ , let π′k be the representation π of
˜UHFd ⊗ UHFd restricted
to Fk. We claim that each π
′
k is pure once π
′
0 is pure. Fix any k ∈ Hˆ and
let X be an element in the commutant of π′k(
˜UHFd ⊗ UHFd)′′ then S∗IFkSI =
S∗IΛ
k(F0)SI = F0 as S
∗
JSI commutes with F0 for |I| = |J | = k and further for
any |I| = |J |, S∗IXSIS
∗
JSJ = S
∗
ISIS
∗
JXSJ = S
∗
JXSJ as X commutes with SIS
∗
J
with |I| = |J |. Thus by Proposition 3.2 (c) S∗IXSI is an element in commutant
of π′0( ˜UHFd ⊗ UHFd)
′′ for any |I| = k and thus S∗IXSI = cF0 for some scaler
c independent of |I| = k as π′0 is pure. We use commuting property of X with
π( ˜UHFd ⊗ UHFd)′′ to conclude that X = cΛk(E0) for some scaler c. If k ≤ −1
we employ the same method but with endomorphism Λ−k so that Λ−k(X) is an
element in the commutant of π′0(
˜UHFd⊗UHFd)′′. Thus
∑
I:|I|=−k SIXS
∗
I = cI and
by injective property of the endomorphism we get X is a scaler. Thus we conclude
that each π′k is a pure once π
′
0 is pure.
Next we claim that for each fix k ∈ Hˆ0, representation πk of ˜UHFd ⊗ UHFd
defined in Proposition 3.3 is quasi-equivalent to representation π′k ( here we recall
Hˆ0 ⊆ Hˆ as H0 ⊆ H ). That π
′
0 is quasi-equivalent to π0 follows as they are
isomorphic. More generally for any k ∈ Hˆ, we abuse the notation and extend πk
for the restriction of π to the minimal central projections Ek on the subspace span
by {π( ˜UHFd ⊗ UHFd)′f : ∀ f ∈ H ⊗K H˜, Fkf = f}. Each Ek is a minimal
central element containing Fk and however two such elements i.e. Ek and Ej are
either equal or mutually orthogonal. Thus {Ek : k ∈ Hˆ} = {Ek : k ∈ Hˆ0} and
quasi-equivalence follows as πk is isomorphic with π
′
k for all k ∈ Hˆ0.
At this stage we also set for the time being
F ′0 = [π(
˜UHFd ⊗UHFd)
′′Ω]
It is obvious that F ′0 ≤ F0. We prove in following text that equality holds if ω is
pure.
First we consider the case when H = {z : zn = 1}. Projections Λ(F ′0) and
Λ˜(F ′0) are elements in π( ˜UHFd ⊗ UHFd)
′ by Proposition 3.3. The representation
π( ˜UHFd⊗UHFd)′′ restricted to both the projections Λ(F ′0), Λ˜(F
′
0) are as well pure.
A pull back by the map X → S∗iXSi with any 1 ≤ i ≤ d will do the job for the
projection Λ(F ′0). Thus Λ(F
′
0)Λ˜(F
′
0)Λ(F
′
0) = cΛ(F
′
0) for some scaler. By pulling
back with the action X → S∗iXSi we get F
′
0S
∗
i Λ˜(F
′
0)SiF
′
0 = cF
′
0 and so
c =< Ω, S∗i Λ˜(F
′
0)SiΩ >
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=
∑
k
< Ω, SkS
∗
i F
′
0SiS
∗
kΩ >
as S˜∗kΩ = S
∗
kΩ and further F0 commutes with π(UHFd and thus c =
∑
k <
Ω, SkS
∗
kΩ >= 1. This shows that Λ˜(F
′
0) ≥ Λ(F
′
0). Interchanging the role of Λ
and Λ˜ we conclude that Λ(F ′0) = Λ˜(F
′
0). Proof essentially follows along the same
line for Λk(F ′0) = Λ˜
k(F ′0) for all k ≥ 1. By Proposition 2.5 we also note that
Λn(F ′0) = F
′
0 = Λ˜
n(F0) as H = {z : zn = 1}.
Thus F ′ =
∑
0≤k≤n−1 Λ(F
′
0) is a Λ and as well Λ˜ invariant projection. Since
F ′Ω = Ω we conclude by the cyclic property of Ω for π(Od ⊗ O˜d)′′ that F ′ = 1.
Since Λk(F ′0) ≤ Fk and
∑
k Fk = 1 we conclude that Λ
k(F0) = Fk. In such a case
we may check that
Fk = [π( ˜UHFd ⊗UHFd)
′′S∗IΩ : |I| = n− k]
for 1 ≤ k ≤ n− 1.
Similarly in case H = S1 and ω is pure we also have F0 = F
′
0 and for k ≥ 1
Fk = [π( ˜UHFd ⊗UHFd)
′′SIΩ : |I| = k]
F−k = [π( ˜UHFd ⊗UHFd)
′′S∗IΩ : |I| = k]
Thus we have got an explicit description of the complete atomic centre of I when
ω is a pure state.
Proposition 3.4. Let ω, ψ and Popescu system (K,M, vk,Ω) be as in Proposi-
tion 3.3. Then
(a) {βz : z ∈ H} invariant elements in π( ˜UHFd ⊗ Od)′′ ( as well as in π(O˜d ⊗
UHFd)
′′ ) are equal to π(UHFd ⊗ ˜UHFd)
′′.
(b) I = I0 if and only if ω is pure.
Further the following statements are equivalent:
(c) I = π( ˜UHFd ⊗UHFd)′′;
(d) π( ˜UHFd ⊗Od)′′ = B(H˜ ⊗K H);
(e) π(O˜d ⊗UHFd)
′′ = B(H˜ ⊗K H);
In such a case ( if any of (c),(d) and (e) is true ) the following statements are
also true:
(f) π( ˜UHFd ⊗UHFd)′′ is a type-I von-Neumann algebra with centre equal to {Uz :
z ∈ H}′′ where Uz is defined in Proposition 3.2.
(g) ω is a pure state on B.
Conversely if ω is a pure state then π( ˜UHFd⊗UHFd)′′ is a type-I von-Neumann
algebra with centre equal to {Uz : z ∈ H0}
′′ where H0 is a subgroup of H.
PROOF: Along the same line of the proof of Proposition 2.5 (b) we get {βz :
z ∈ H} invariant elements in π(Od ⊗ ˜UHFd)′′ is π( ˜UHFd ⊗ UHFd)′′ where factor
property of π(Od)
′′ is crucial as in proof of Proposition 2.5 (b). Same holds for
π(UHFd ⊗ O˜d)′′ as π(O˜d)′′ is a factor. Here we comment that factor property of
π(O˜d)
′′ can be ensured whenever ψ is an extremal element in Kω′ (See Proposition
3.2 (a) ).
For (b) we will first prove I0 = I if ω is pure. As by definition I0 ⊆ I, it is
enough if we show I ′0 ⊆ I
′. Let X ∈ I ′0 i.e. X commutes with {Uz : z ∈ H}
′′
and π(UHFd ⊗ ˜UHFd)′′. For each k ∈ Hˆ , FkXFk is an element in the commutant
of Fkπ(UHFd ⊗ ˜UHFd)′′Fk. ω being pure each representation π restricted to Fk is
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irreducible and thus FkXFk = ckFk for some scalers ck. Hence X =
∑
k ckFk ∈
I ′ = {Uz : z ∈ H}′′.
For the converse we need to show that the restriction of π(UHFd ⊗ ˜UHFd)′′ to
F ′0 is pure. Let X be an element on the subspace F
′
0 and in the commutant of
F ′0π(UHFd ⊗ ˜UHFd)
′′F ′0, ( which in our earlier notation E
′ in Proposition 3.3 ).
Then X commutes with each Fk for k ∈ Hˆ and π(UHFd ⊗ ˜UHFd)
′′Fk as F
′
0 ≤ F0
and Fk are orthogonal to F
′
0 for k 6= 0. So X commutes with {Uz : z ∈ H}
′′ and
π(UHFd ⊗ ˜UHFd)′′ i.e. X ∈ I ′0. By our assumption I0 = I, we have now X ∈ I
′
which is equal to {Fk : k ∈ Hˆ}′′ and so X = cF0 for some scaler c0. This shows
that F ′0 = F0 and ω is pure.
(c) implies (d): {Uz : z ∈ H} is a commuting family of unitaries such that
βz(X) = UzXU
∗
z and thus by (c) {Uz : z ∈ H}
′′ ⊆ π( ˜UHFd ⊗ UHFd)′′. Let X
be an element in the commutant of π( ˜UHFd ⊗Od)
′′. Then X commutes also with
{Uz : z ∈ H}′′ and thus X ∈ π( ˜UHFd ⊗UHFd)′′ by (c). Hence X is an element in
the centre of π( ˜UHFd ⊗ UHFd)
′′ and so X =
∑
k ckEk where Ek are the minimal
projections in the centre of π( ˜UHFd ⊗ UHFd)′′ given in Proposition 3.3. However
X also commutes with π(Od)′′ by our assumption (c) and Λ(Ek) = Ek+1 for k ∈ Hˆ .
So ck = ck+1 and X is a scaler multiple of unit operator. Hence (d) follows from
(c). Along the same line we prove (c) implies (e). For a proof for (d) implies (c)
and (e) implies (c), we simply apply (a).
Now we will prove (f) and (g). That π( ˜UHFd⊗UHFd)′′ is a type-I von-Neumann
algebra ( with completely atomic centre ) follows by a theorem of [So] once we use
(c). In the proof of Proposition 3.3 we have proved that the centre of π( ˜UHFd ⊗
UHFd)
′′ is {Uz : z ∈ H0}′′ where H0 ⊆ H . For equality in the present situation
we simply use (c), as βw(Uz) = Uz for all w, z ∈ H , to conclude that Uz is in the
centre of π( ˜UHFd ⊗UHFd)′′.
If (c) holds then I0 = I and thus (g) follows by (b). Here we will give another
proof using the same idea to prove (f). Let X be an element in the commutant of
π0( ˜UHFd ⊗ UHFd)′′, where π0 is the factor representation on the minimal central
projection E0 defined in Proposition 3.3. Then X commutes with {Uz : z ∈ H}
′′
and so by (c) X in an element in π( ˜UHFd ⊗ UHFd)′′. So X is in the centre of
π0( ˜UHFd ⊗UHFd)
′′. π0 being a factor representation X is a scaler multiple of E0.
Thus π0 is an irreducible representation and so ω is pure.
By Proposition 3.1 we recall that π′0 is unitarily equivalent to GNS representation
of (B, ω). Thus π′0 is irreducible if and only if ω is pure. So for a pure state ω, for
each k ∈ Hˆ0, πk being quasi-equivalent to π′k, πk is a type-I factor representation
of π(UHFd ⊗ ˜UHFd)′′. This completes the proof.
The following theorem is the central step that will be used repeatedly.
Proposition 3.5. Let ω be an extremal translation invariant state on B and ψ
be an extremal element ψ in Kω. We consider the Popescu elements (K, vk : 1 ≤
k ≤ d,M,Ω) as in Proposition 2.4 for the dual Popescu elements and associated
amalgamated representation π of Od ⊗ O˜d as described in Proposition 3.1. Then
the following holds:
(a) π(O˜d ⊗Od)′′ = B(H˜ ⊗K H);
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(b) π(O˜d)′′ = π(Od)′ if and only if π(O˜d)′′E = π(Od)′E.
(c) Q = EE˜ is the support projection of the state ψ in π(Od)′′E˜ and also in π(O˜d)′′E
where E and E˜ are the support projections of the state ψ in π(Od)
′′ and π(O˜d)
′′
respectively;
(d) If EF = E˜F˜ then E = F˜ , E˜ = F , P = Q.
(e) If P = Q then the following statements are true:
(i) M′ = M˜ where M˜ = {PS˜iP : 1 ≤ i ≤ d}′′;
(ii) π(Od)′ = π(O˜d)′′.
(f) If P = [M˜Ω] then M′ = M˜.
(g) ω is pure on B if and only if there exists a sequence of elements xn ∈ M such
that for each m ≥ 0 xn+mτn(x) → φ0(x)1 as n → ∞ in strong operator topology,
equivalently φ0(τn(x)x
∗
n+mxn+mτn(y)) → φ0(x)φ0(y) as n → ∞ for all x, y ∈ M
where M = {vi = PSiP : 1 ≤ i ≤ d}′′ and τ(x) =
∑
1≤k≤d vkxv
∗
k, x ∈ M; Same
holds true if we replace M0 for M where M0 = {x ∈ M : βz(x) = x; z ∈ H}.
PROOF: (a) is a restatement of Proposition 3.2 (a). E ( E˜ ) being the support
projection of the state ψ in π(Od)′′ ( π(O˜d)′′ ) and ψ = ψΛ we have Λ(E) ≥ E
and further we have E = [π(Od)′Ω] ≥ [π(O˜d)′′Ω] and hence Λn(E) ↑ I as n → ∞
because Ω is cyclic for π(Od ⊗ O˜d)′′ in H⊗K H˜.
We set von-Neumann algebras N1 = π(Od)′E and N2 = π(O˜d)′′E . By our
construction in general π(O˜d)′′ ⊆ π(Od)′ and so N2 ⊆ N1. Since Λn(E) ↑ I as
n → ∞ in strong operator topology, two operators in π(Od)′ are same if their
actions are same on E . So (b) is true.
For (c) we note that Q = EE˜ ∈ N2 ⊆ N1 and claim that Q is the support
projection of the state ψ in N2. To that end let xE ≥ 0 for some x ∈ π(O˜d)
′′ so
that ψ(QxQ) = 0. As Λk(xE) ≥ 0 for all k ≥ 1 and Λk(E) → I we conclude that
x ≥ 0. As EΩ = Ω and thus ψ(E˜xE˜) = ψ(QxQ) = 0, we conclude E˜xE˜ = 0, E˜ being
the support projection for π(O˜d)′′. Hence QxQ = 0. As ψ(Q) = 1, we complete
the proof of the claim that Q is the support of ψ in N2. Similarly Q is also the
support projection of the state ψ in π(Od)′′E˜ . This completes the proof of (c).
Thus if EF = E˜ F˜ , we get Λn(E)F = E˜Λn(F˜) and EΛ˜(F) = Λ˜(E˜)F˜ and thus
taking limit we get F = E˜ and E = F˜ . It is obvious now that P = EF = EE˜ = Q.
This completes the proof of (d).
As E ∈ π(Od)′′ and E˜ ∈ π(O˜d)′′ we check that von-Neumann algebras M1 =
Qπ(Od)′′Q and M˜1 = Qπ(O˜d)Q acting on Q satisfies M˜1 ⊆M1
′
. Now we explore
that π(O˜d ⊗ Od)
′′ = B(H ⊗K H˜) and note that in such a case Qπ(O˜d ⊗ Od)
′′Q
is the set of all bounded operators on the Hilbert subspace Q. As E ∈ π(Od)′′
and E˜ ∈ π(O˜d)′′ we check that together M1 = Qπ(Od)′′Q and M˜1 = Qπ(O˜d)Q
generate all bounded operators on Q. Thus both M1 and M˜1 are factors. The
canonical states ψ onM1 and M˜1 are faithful and normal. We set lk = QSkQ and
l˜k = QS˜kQ, 1 ≤ k ≤ d and recall that vk = PSkP and v˜k = PS˜kP, 1 ≤ k ≤ d.
We note that PlkP = vk and P l˜kP = v˜k where we recall by our construction P
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is the support projection of the state ψ in π(Od)′′| [π(Od)Ω]. Q being the support
projection of π(Od)E˜ , by Theorem 2.4 applied to Cuntz elements {SiE˜ : 1 ≤ i ≤ d},
E˜π(Od)′E˜ is order isomorphic to M1
′
via the map X → QXQ. As the projection
F = [π(Od)′′Ω] ∈ π(Od)′, we check that the element QFE˜Q ∈ M1
′
. However
QFE˜Q = EE˜FE˜E = QPQ = P and thus P ∈ M1
′
. We also check that M1Ω =
M1PΩ = PM1Ω = MΩ and thus P = [M1Ω]. We set M˜ for the von-Neumann
algebra generated by {v˜k : 1 ≤ k ≤ d}.
In such a case M1 = M and M˜1 = M˜. By order isomorphic property we
get (i) is equivalent to E˜π(Od)
′E˜ = E˜π(O˜d)
′′E˜ and taking commutant again we
get π(Od)′′E˜ = π(O˜d)′E˜ . Now we invoke the first part of the argument changing
the role or using the endomorphism Λ˜ we conclude that π(Od)
′′ = π(O˜d)
′. This
completes the proof of (e) provided we find a proof for (i) which is not so evident.
Now we explore the representation π of O˜d ⊗ Od which is pure to prove (i).
To that end we note since P = Q by our assumption, Ω is a common cyclic and
separating vector for M˜ andM′. Thus we can get an endomorphism α :M′ → M˜
defined by α(y) = J J˜ yJ˜ J where J˜ is the Tomita’s conjugate operator associated
with cyclic and separating vector Ω for M˜. We note that the general theory does
not guarantee [AcC] that the endomorphism be Takesaki’s canonical conditional
expectation associated with φ0. If so then the modular automorphism group (σt)
of M′ also preserves M˜. Thus σz(x) ∈ M˜ for −1 ≤ Im(z) ≤ 1 if x is an analytic
element in M˜. Thus we would have got J vk(δ)J = σ i
2
(v˜k(δ)) ∈ M˜ where x(δ)
is average of σt(x) with respect to Gaussian measure with variance δ > 0. That
v˜k(δ) is an analytic element follows from the general Tomita-Takesaki theory [BR1].
Since vk(δ)→ vk in strong operator topology as δ → 0 andM = {vk : 1 ≤ k ≤ d}′′
together with JMJ =M′ we arrived at M˜ =M′. In the following we avoid this
tempted route and aim to explore the general representation theory of C∗-algebras
[BR1,chapter 2].
We claim that M′ = M˜. Suppose not. Then α(M˜) is a proper von-Neumann
subalgebras of α(M′) ⊆ M˜ being an into map and hence α(M˜) is a proper von-
Neumann subalgebra of M˜. Now consider the Popescu elements (K, α(v˜i),Ω) and
its dilation as in Theorem 2.1. Then by the commutant lifting theorem applied to
pairs (v˜i), α(v˜i) we find an unitaryoperator U on H˜ so that Uπ(O˜d)′′U∗ is strictly
contained in π(O˜d)′′ ( Without loss of generality we can take the dilated Hilbert
space for (K, α(v˜i),Ω) to be same as H˜ as there exists an isomorphism preserving
K, see the remark that follows after Theorem 2.1 ). We extend U to an unitary
operator on H˜⊗KH and denote πu(x) = Uπ(x)U∗ for x ∈ O˜d⊗Od which is unitary
equivalent to the pure representation π and πu(O˜d)′′ is strictly contained in π(O˜d)′′.
Now πu is also an amalgamated representation over the subspace K with Pu = Qu.
Thus we can repeat now same with πu and so on. Note that the process won’t
terminate in finite time. Our aim is to bring a contradiction from this using formal
set theory.
To that end we reset for π as π0 as temporary notation as π will be used as
notation for a generic representation. Let P be the collection of representation
(π,Hpi,Ω) quasi-equivalent to π0 : O˜d ⊗ Od → B(H˜ ⊗K H) with a shift invariant
vector state ω(x) =< Ω, π(x)Ω > i.e. ω(π(θ(x)) = ω(π(x)). So there exists cardinal
numbers npi, n0(π) so that npiHpi is unitary equivalent to n0(π)π0. Thus given an
element (π,Hpi ,Ω) we can associate two cardinal numbers npi and n0(π) and without
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loss of generality we assume that Hpi ⊆ n0(π)H0 and npiHpi = n0(π)H0. π0 being a
pure representation, any element π ∈ P is a type-I factor representation of O˜d⊗Od.
The interesting point here that ⊕pi∈Pπ is also an element in P with associated
cardinal numbers
∑
pi npi and
∑
pi n0(π). We say (π1, H1,Ω
1) << (π2, H2,Ω
2) if
there exists an isometry U : npi1H1 → npi2H2 so that
(C1) For each 1 ≤ α ≤ npi1 we have UΩ
1
α = Ω
2
α′ for some 1 ≤ α
′ ≤ npi2 ;
(C2) npi2π2(x)E
′
2 = Unpi1π1(x)U
∗ where E ′2 ∈ npi2π2(O˜d)
′;
(C3) U ⊕1≤α≤npi1 π
α
1 (O˜d)
′′U∗ ⊂ ⊕1≤α≤npi2π
α
1 (O˜d)
′′E′2.
That the partial order is non-reflexive follows as (π,H,Ω) << (π,H,Ω) contra-
dicts (C3) as I = E′2. By our starting assumption that M
′ 6= M˜ we check that
π0 << πu. Thus going via the isomorphism we also check that for a given element
π ∈ P there exists an element π′ ∈ P so that π << π′. Thus P0 is a non empty
set and has at least one infinite chain. Partial order property follows easily. If
π1 << π2 and π2 << π3 then π1 << π3. If U12 and U23 are isometric operators
that satisfies (C1)-(C3) respectively, then U13 = U23U12 will do the job for π1 and
π3.
However by Hausdorff maximality theorem there exists a non-empty maximal
totally ordered subset P0 of P . We claim that πmax = ⊕pi∈P0π on Hpimax =
⊕pi∈P0Hpi is an upper bound in P0. That πmax ∈ P is obvious. Further given
an element (H1, π1,Ω1) ∈ P0 there exists an element (H2, π2,Ω2) ∈ P0 so that
π1 << π2 by our starting remark as π0 << πu. By extending isometry U12 to
an isometry from H1 → npimaxHpimax trivially we get the required isometry that
satisfies (C1),(C2) and (C3) where cardinal numbers npimax =
∑
pi∈P0
npi ∈ ℵ0.
Thus by maximal property of P0 we have πmax ∈ P0. This brings a contradiction
as by our construction (πmax, Hpimax ,Ω) << (πmax, Hpimax ,Ω) as πmax ∈ P0 but
partial order is strict. This contradicts our starting hypothesis that M˜ is a proper
subset of M′. This completes the proof for (i) of (e) M′ = M˜ when P = Q.
In the proof of M′ = M˜ in (e), we have used equality P = Q just to ensure
that Ω is also a cyclic for M˜ and P = Q is used to prove π(Od)′ = π(O˜d)′′. So (f)
follows by the proof of (e).
A proof for (g) is given in [Mo3] with M0. Here we will also give an alternative
proof relating the criteria obtained in Proposition 3.4. To that end we claim that⋂
n≥1
Λ˜n(π(UHFd)
′) = π( ˜UHFd)
′
⋂
π(UHFd)
′.
That Λ˜n(π(UHFd)
′) ⊆ {S˜I S˜∗J : |I| = |J | < ∞}
′ follows by Cuntz relation and
thus
⋂
n≥1 Λ˜
n(π(UHFd)
′) ⊆ π( ˜UHFd)′
⋂
π(UHFd)
′. For the reverse inclusion let
X ∈ Eπ( ˜UHFd)′
⋂
π(UHFd)
′E. For n ≥ 1, we choose |I| = n and set Yn =
S˜∗IXS˜I . We check that it is independent of the index that we have chosen as
Yn = S˜
∗
IXS˜IS˜
∗
J S˜J = S˜
∗
I S˜I S˜
∗
JXS˜J = S˜
∗
JXS˜J where in second equality we have
used X ∈ π( ˜UHFd)′ and also Λn(Yn) =
∑
|J|=n S˜J S˜
∗
IXS˜IS˜
∗
J = X . This proves the
equality in the claim. Going along the same line we also get⋂
n≥1
Λ˜n(π(Od)
′) = π( ˜UHFd)
′
⋂
π(Od)
′ = π( ˜UHFd ⊗Od)
′.
By Proposition 3.4 ω is pure if and only if the set above is trivial. Thus once
more by Proposition 1.1 in [Ar2] and Theorem 2.4 in [Mo2], purity is equivalent to
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asymptotic relation ||Ψτ˜n−φ0|| → 0 as n→∞ for any normal state onM′ ( Here
we recall by Proposition 2.4 Pπ(Od)′P = M′ as P is also the support projection
in π(Od)′′F ), where commutant is taken in B(K). By duality argument [Mo3] we
conclude that ω is pure if and only if there exists a sequence of elements xn ∈ M
so that for each m ≥ 0, xm+nτn(x) → φ0(x)1 as n → ∞ for all x ∈ M ⊆ B(K).
This completes the proof of (d) with M. For the proof with M0 we need to show
if part as only if part followsM0 being a subset ofM and τ takes elements ofM0
to itself. For if part we refer to Theorem 3.2 in [Mo3].
We set
(M′)0 = {x ∈M
′ : βz(x) = x, z ∈ H}.
Similarly we also set M˜0 and (M˜′)0 as (βz : z ∈ H) invariant elements of M˜
and (M˜′) respectively. We note that as a set (M˜0)′ could be different from (M˜′)0.
We note also that PM˜1P ⊆ M˜ and unless P is an element in M˜1, equality is not
guaranteed for a factor state ω. The major problem is to show that P is indeed an
element in M˜1 when ω is a pure state.
We warn here an attentive reader that in general for a factor state ω, the set
Fπ(O˜d)′′F , which is a subset of Fπ(Od)′F , need not be an algebra. However by
commutant lifting theorem applied to dilation vi → SiF , π(Od)′F is order iso-
morphic to M′ as P = FE is the support projection. Thus the von-Neumann
sub-algebra generated by the elements Fπ(O˜d)′′F is order isomorphic to M˜. How-
ever M˜0 may properly include M˜00 = {Pπ( ˜UHFd)P}′′ ( as an example take ψ to
be the unique KMS state on Od and ω be the unique trace on B for which we get
M˜00 =C and Pπ(O˜d)′′P is the linear span of {v˜∗J , I, v˜J : |J | <∞}.
Existence of a φ0 preserving norm one projection
∫
z∈H βzdz ensures that modular
operator of φ0 preservesM0 [Ta] and so does on (M′)0. However there is no reason
to take it granted for M˜0 to be invariant by the modular group of ((M′)0, φ0). By
Takesaki’s theorem such a property is true if and only if there exists a φ0-invariant
norm one projection from (M′)0 onto M˜0. In the following we avoid this tempted
route.
At this stage it is not clear how we can ensure existence of a norm one projection
from M′ to M˜ directly and so the equality M′ = M˜ when ω is a pure state.
Further interesting point here that the equality M˜ = M′ holds when ω is the
unique trace on B as v∗k = S
∗
k and J v˜
∗
kJ =
1
dSk for all 1 ≤ k ≤ d where P 6= Q
and π(Od)′ ⊃ π(O˜d)′′. In the last proposition we have also proved if [M˜Ω] = P
then M′ = M˜. Thus a natural question that arises here: how the equality P = Q
is related to purity of ω? We are now in a position to state the main mathematical
result of this section.
Theorem 3.6. Let ω be as in Theorem 3.5. Then the following holds:
(a) P is also the support projection of ψ in π(O˜d))′′| H˜ if and only if ω is pure.
(b) If ω is pure then the following holds:
(i) M′ = M˜ where M˜ = {PS˜iP : 1 ≤ i ≤ d}
′′;
(ii) π(Od)′ = π(O˜d)′′.
(iii) πω(BR)′ = πω(BL)′′;
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PROOF: First we will prove that ω is pure if P is also the support projection
of the state ψ in π(O˜d)
′′F˜ , where F˜ = [π(O˜d)
′′Ω]. The support projection of
ψ in π(O˜d)′′F˜ is E˜F˜ and thus we also have P = E˜F˜ by our hypothesis. Since
Λn(P ) = Λn(E)F ↑ F and now Λn(P ) = E˜Λn(F˜) ↑ E˜ as n ↑ ∞, we also have
F = E˜ . Similarly we also have for each n, EΛ˜n(F) = Λ˜n(E˜)F˜ and thus taking limit
we also get E = F˜ .
So we have P = EF = EE˜ = Q. M˜ = Pπ(O˜d)′′P is cyclic in K i.e. [M˜Ω] =
[Pπ(O˜d)′′PΩ] = P F˜ = PE = P as F˜ = E .
However
⋂
n→∞ Λ˜
n(π( ˜UHFd)) = π( ˜UHFd)
′′
⋂
π( ˜UHFd)
′ ( for a proof which is a
simple application of Cuntz relation, we refer to section 5 of [Mo2]). Further ψ being
a factor state in Kω′ , by Proposition 3.2 π( ˜UHFd)
′′ is a factor. In particular we
have
⋂
n→∞ Λ˜
n(π( ˜UHFd))F˜ =CF˜ . Thus by Proposition 1.1 in [Ar2] we conclude
that ||Ψ ◦ τ˜n − φ0|| → 0 as n → ∞ for all normal state Ψ on M˜0 where M˜0 =
Pπ( ˜UHFd)
′′P as F˜ = E and support projection of ψ in π( ˜UHFd)′′ is E˜ and P =
EE˜E .
Note that M˜0 ⊆ M′0 where M0 = Pπ(UHFd)
′′P . Further by Proposition 2.5
M0 = {x ∈ M : βz(x) = x; z ∈ H} and M˜0 = {x ∈ M˜ : βz(x) = x; z ∈ H}.
Once we set P0 = [M0Ω] then we also have P0 = [M˜0Ω] as [M˜Ω] = P = [MΩ] by
expending uz =
∑
k∈Hˆ z
kPk where z → uz = PUzP is an unitary representation of
group H .
For x ∈ M˜, y ∈ M˜′ we have
φ0(τ˜ (x)y) =
∑
k
< v˜∗kΩ, xv˜
∗
kyΩ >=
∑
k
< v∗kΩ, xyv˜
∗
kΩ >
(as v∗kΩ = v˜
∗
kΩ )
=
∑
k
< Ω, xvkyv
∗
kΩ >= φ0(xτ(y))
The dual group of (M˜, τ˜ , φ0) is given on the commutant by (M˜′, τ, φ0) where
τ(x) =
∑
k vkxv
∗
k for x ∈ M˜
′. where commutant is taken in B(K). Now moving to
{βz : z ∈ H} invariant elements in the duality relation above, we verify that adjoint
Markov map of (M˜0, τ˜ , φ0) is given by (M˜′0, τ, φ0) where M˜
′
0, the commutant of
M˜0 is taken in B(K0) and K0 is the Hilbert subspace P0 with Ω as cyclic and
separating vector for M˜0 in K0. Thus by Theorem 2.4 in [Mo3], there exists a
sequence of elements yn ∈ M˜′0 such that ynτn(y) → φ0(y)1 as n → ∞ for all
y ∈ M˜′0 ⊆ B(K0). Thus ω is pure by Proposition 3.5 (e) once we recall M
′ = M˜
as P = Q ( and so M′0 = M˜0 ) by Proposition 3.5 (d).
Now we aim to prove F˜ = E and F = E˜ if ω is pure. We set unitary operator
V =
∑
k SkS˜
∗
k . That V is an unitaryoperator follows by Cuntz’s relations and
commuting property of (Si) and (S˜i). Further a simple computation shows that
V π(x)V ∗ = π(θ(x)) for all x ∈ B = BL ⊗ BR, identified with ˜UHFd ⊗UHFd and θ
is the right shift. We also have
V EV ∗ =
∑
k,k′
SkS˜
∗
kES
∗
k′ S˜k′
= Λ(E) ≥ E
So V (I − E)V ∗ ≤ I − E , i.e. (I − E)V ∗E = 0. Also for any X ∈ π(Od)′ we have
V ∗F˜XΩ = F˜
∑
k S˜kXS˜
∗
kΩ as S
∗
kΩ = S˜
∗
kΩ. Thus (I − F˜)V
∗F˜ = 0 i.e. V F˜V ∗ =
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Λ(F˜) ≥ F˜ . Similarly we also have V ∗E˜V ≥ E˜ and V ∗FV ≥ F . We set two family
of increasing projections for all natural numbers n ∈Z as follows
En = V
nE(V n)∗, F˜n = V
nF˜(V n)∗
Since βz(V ) = V for all z ∈ H , V ∈ π( ˜UHFd ⊗ UHFd)′′ by Proposition 3.4 as
ω is pure. ω being also a factor state, we have < f, V ng >→< f,Ω >< Ω, g > as
n→ +or−∞ for any f, g ∈ π(Bloc))Ω by Power’s criteria [Po1]. Since such vectors
are dense in the Hilbert space topology and the family {V n : n ≥ 1} is uniformly
bounded, we get V n → |Ω >< Ω| in weak operator topology as n→ +or−∞.
For the time being we assume that H is trivial. Otherwise the argument that
follows here we can use for the representation π0 of ˜UHFd ⊗UHFd i.e. π restricted
to [π( ˜UHFd ⊗UHFd)Ω].
We have following distinct cases:
Case 1. E 6= I(E˜ 6= I). Let En → E−∞ as n → −∞ and thus V E−∞V = E−∞.
We claim that either E−∞ = |Ω >< Ω| or E−∞ is a proper infinite dimensional
projection i.e. if E−∞ is a finite projection then E−∞ = |Ω >< Ω|. Suppose not
then the finite subspace is shift invariant. In particular there exists an unit vector
f orthogonal to Ω such that V f = zf for some z ∈ S1 and this contradicts weak
mixing property i.e. V n → |Ω >< Ω| in weak operator topology proved above as
point spectrum of V has only 1 with spectral multiplicity 1.
If E−∞ is infinite dimensional we can get an unitaryoperator U0 from F0 = H˜⊗K
H onto E−∞ and via the unitary map we can get a sequence of increasing projections
U0EnU∗0 in E−∞ and note that U0EnU
∗
0 = V
nU0EU∗0 (V
n)∗. Note that if E−∞ is
infinite dimension the process will not stop in finite step. Thus we have F0 ⊖ Ω =
⊕1≤k≤nEF (k) where the index set is either singleton or infinity and each F (k) will
give a system of imprimitivity with respect to V , where F (1) = F0−E−∞. Further
˜UHFd being a simple C
∗-algebra, each such imprimitivity sysyem is of Mackey
index ℵ0 [Mo3,section 4]: We fix a nonzero f ∈ E − θ−1(E) 6= 0 otherwise E = I as
θn(E) ↑ I as n→∞. πf : x→ θ−1(x)f gives a representation of ˜UHFd = BL and we
check that [πf (θ
−1(BL)′′f ] ≤ E − θ−1(E) as f ⊥ [θ−1(π(BR)′)Ω] ≥ [θ−1(π(BL))Ω].
Thus simplicity ensures that E − θ−1(E) is a projection of dimension ℵ0. Further
nE is either 1 or ℵ0 since F0 is separable.
Since F˜ is also a proper projection, same argument is valid for F˜ with F˜−∞ =
limn→−∞θ
n(F˜) i.e. we can write F0 ⊖ Ω = ⊕1≤k≤n
F˜
F˜ (k), where each H˜(k) give
rises to a system of imprimitivity with respect to V where each system of imprim-
itivity is of Mackey index ℵ0 where F˜ (1) = F0 − F˜−∞ and nF˜ is either 1 or ℵ0.
In the following we use temporary notation H for Hilbert subspace F0. For a
cardinal number n, we amplify a representation π : B → B(H) of the C∗ algebra B
to n fold direct sum nπ = ⊕1≤k≤nπk acting on nH = ⊕1≤k≤nHk defining by
nπ(x)(⊕ζk) = ⊕(π(x)ζk)
where πk = π is the representation of B = UHFd ⊗ ˜UHFd on Hk = H where
H = [π( ˜UHFd⊗UHFd)Ω]. We also extend
¯˜F = ⊕F˜α, E¯ = ⊕Eα and V¯ = ⊕1≤k≤nVk
respectively. We also set notation Ωk = ⊕1≤k≤nδkjΩ.
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Thus by Mackey’s theorem, there exists a cardinal number n ∈ ℵ0 and an unitary
operator U : nH → nH so that V¯ = UV¯ U∗ and E¯ = U ¯˜FU∗. We set a represen-
tation πU : B → B(nH) by πU (x) = Unπ(x)U∗ and rewrite the above identity
as
⊕1≤k≤n[πk(UHFd)
′Ωk] = ⊕1≤k≤n[π
U
k ( ˜UHFd)
′′Ωk]
where πUk (x) = Uπk(x)U
∗. Note that by our construction we can ensure UΩk = Ωk
for all 1 ≤ k ≤ n as the operator intertwining between two imprimitivity systems
are acting on the orthogonal subspace of the projection generated by vectors {Ωk :
1 ≤ k ≤ n}.
We claim E = F˜ . Suppose not i.e. F˜ < E . In such a case we have
⊕1≤k≤n[πk(UHFd)
′Ωk] < ⊕1≤k≤n[π
u
k (UHFd)
′Ωk]
Alternatively
⊕1≤k≤n[πk( ˜UHFd)
′′Ωk] < ⊕1≤k≤n[π
u
k (
˜UHFd)
′′Ωk]
Thus in principle we can repeat our construction now with πU and so we get a
strict partial ordered set of quasi-equivalent representation of B. In the following
we now aim to employ formal set theory to bring a contradiction on our starting
assumption that F˜ < E .
To that end we need to deal with more then one representation of B. For the
rest of the proof we reset notation π0 for π used for the pure representation of B in
H0 = [π0(B)Ω0] where Ω0 is the cyclic vector, the reset notation for Ω. Let P be
the collection of representation (π,Hpi ,Ω) quasi-equivalent to π0 : B → B(H0) with
a shift invariant vector state ω(x) =< Ω, π(x)Ω > i.e. ω(π(θ(x)) = ω(π(x)). So
there exists minimal cardinal numbers npi, n0(π) so that npiHpi is unitary equivalent
to n0(π)π0. Thus for such an element (π,Hpi,Ωpi) we can associate two cardinal
numbers npi and n0(π) and without loss of generality we assume that Hpi ⊆ n0(π)H0
and npiHpi = n0(π)H0. π0 being a pure representation, any element π ∈ P is a
type-I factor representation of B. The interesting point here that ⊕pi∈Pπ is also
an element in P with associated cardinal numbers
∑
pi npi and
∑
pi n0(π). We say
(π1, H1,Ω
1) << (π2, H2,Ω
2) if there exists an isometry U : npi1H1 → npi2H2 so
that
(C1) For each 1 ≤ α ≤ npi1 we have UΩ
1
α = Ω
2
α′ for some 1 ≤ α
′ ≤ npi2 ;
(C2) npi2π2(x)E
′
2 = Unpi1π1(x)U
∗ where E ′2 ∈ npi2π2(B)
′;
(C3) ⊕1≤α≤npi1 [π
α
1 (UHFd)
′Ω1α] < ⊕1≤α≤npi2 [π
α
2 (UHFd)
′Ω2α]E
′
2.
In the inequality we explicitly used that both Hilbert spaces are subspaces of
nH0 for some possibly larger cardinal number n. That the partial order is non-
reflexive follows as (π,H,Ω) << (π,H,Ω) contradicts (C3) as I = E′2. Partial order
property follows easily. If π1 << π2 and π2 << π3 then π1 << π3. If U12 and U23
are isometric operators that satisfies (C1)-(C3) respectively, then U13 = U23U12 will
do the job for π1 and π3. Thus π
U ∈ P and by our starting assumption that F˜ 6= E
we also check that π0 << π
U . Thus going via the isomorphism we also check that
for a given element π ∈ P there exists an element π′ ∈ P so that π << π′. Thus
P0 is a non empty set and has at least one infinite chain containing π0.
However by Hausdorff maximality theorem there exists a non-empty maximal
totally ordered subset P0 of P containing π0. We claim that πmax = ⊕pi∈P0π on
Hpimax = ⊕pi∈P0Hpi is an upper bound in P0. That πmax ∈ P is obvious. Further
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given an element (H1, π1,Ω1) ∈ P0 there exists an element (H2, π2,Ω2) ∈ P0 so
that π1 << π2 by our starting remark as π0 << π
U . By extending isometry U12
to an isometry from H1 → npimaxHpimax trivially we get the required isometry that
satisfies (C1),(C2) and (C3) where cardinal numbers npimax =
∑
pi∈P0
npi ∈ ℵ0.
Thus by maximal property of P0 we have πmax ∈ P0. This brings a contradiction
as by our construction (πmax, Hpimax ,Ω) << (πmax, Hpimax ,Ω) as πmax ∈ P0 but
partial order is strict. This contradicts our starting hypothesis that F˜ < E . This
completes the proof that F˜ = E when E 6= I. By symmetry of the argument we
also get F = E˜ when E˜ < 1.
Case 2: E = I(E˜ = I). We need to show F˜ = I(F = I) respectively. Suppose not
and assume that both F˜ is a proper non-zero projection.
We set projection G on the closed linear span of elements in the subspaces
[θ−n(F)π( ˜UHFd)′′Ω] for all n ≥ 0. We recall that θ(X) = V XV ∗ where V =∑
k SkS˜
∗
k and θ
−1(X) = Λ˜(X) for X ∈ π( ˜UHFd)
′′. Thus we have
V ∗θ−n(F)π( ˜UHFd)
′′Ω
= θ−n−1(F)V ∗π( ˜UHFd)
′′VΩ
= θ−n−1(F)Λ˜(π( ˜UHFd)
′′Ω.
Thus (1 − G)V ∗G = 0 i.e. θ(G) ≥ G. It is also clear that F˜ ≤ G as the defining
sequence of subspaces of G goes to precisely F˜ as n → ∞ ( recall that θ−n(F) =
Λ˜n(F) ↑ I strongly as n ↑ ∞ ). Once more we have θn(G) ≥ θn(F˜) = Λn(F˜) ↑ I
as n ↑ ∞.
If G is a proper projection we can follow the steps as in the case 1 to find
an unitary operator U : nH → nH with UΩk = Ωk and UV¯ U∗ = V¯ so that
UG¯U∗ = ¯˜F . We consider the subset PG of elements in P for which Epi = 1 and
{θ−n(Fpi) : n ≥ 0} commutes with F˜pi and modify the strict partial ordering by
modifying (C3) as
(C3’) ⊕1≤α≤npi1 [π
α
1 ( ˜UHFd)
′′Ω1α] < ⊕1≤α≤npi2 [π
α
2 ( ˜UHFd)
′′Ω2α]E
′
2
So we also get πU ∈ PG and π0 << πU and going along the same line we conclude
that G = F˜ . Thus we conclude that G is either equal to 1 or G = F˜ .
Sub-case 1 of case 2: If G = I then FG = F and so [Fπ( ˜UHFd)′′Ω] = F as
θ−n(F) ≥ F . Thus F˜ ≥ F . So F˜ ≥ Λ˜n(F) for all n ≥ 1 and taking limit we get
F˜ ≥ I i.e. F˜ = I. This contradicts our starting assumption that F˜ is a proper
projection.
Sub-case 2 of case 2: Now we consider the case G = F˜ < I. In such a case we
have (1 − F˜)θ−n(F)F˜ = 0 and so θ−n(F) commutes with F˜ for all n ≥ 0.
Now we set projection F ′ defined by F ′ = F − FF˜ + |Ω >< Ω| and check by
commuting property of F˜ with F that
F ′θ−1(F ′)F ′ = F(I − F˜)θ−1(F)(I − θ−1(F˜))F(I − F˜) + |Ω >< Ω|
= F(I − F˜) + |Ω >< Ω|
as θ−1(F) ≥ F and θ−1(F˜) ≤ F˜ . If F ′ − |Ω >< Ω| = F(I − F˜) 6= 0 and so nor
equal to I. If θ−n(F ′) ↑ I+ |Ω >< Ω|− limn→∞θ
−n(F˜) 6= I, we get the orthogonal
projection i.e. limn→∞θ
−n(F˜)− |Ω >< Ω| is θ invariant and as in case-1 it would
be an infinite dimensional separable Hilbert subspace. Thus we can follow the steps
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of case-1 with elements F ′,F replacing the role of F˜ , E to get an unitary operator
U : nH → nH so that UV¯ = V¯ U and U F¯U∗ = F¯ ′ for a cardinal number n.
Now we consider a further subset PG′ of PG consist of quasi-equivalent rep-
resentations π to π0 of B where π admits the additional property: Epi = I and
{θ−n(F˜pi) : n ≥ 0} commutes with Fpi satisfying FpiF˜pi 6= Fpi with the strict partial
ordering π1 << π2 given by modifying condition (C3’) as
(C3”) ⊕1≤α≤npi1 [π
α
1 ( ˜UHFd)
′′Ω1α] > ⊕1≤α≤npi2 [π
α
2 ( ˜UHFd)
′′Ω2α]E
′
2
Since πU also satisfies the conditions that of π0 ∈ PG′ by covariance relation
of U with respect to shifts once more we get πU ∈ PG′ and π0 << πU . Thus we
can repeat the process and so PG′ has at least one infinite chain of totally ordered
containing π0.
Once more by Hausdorff maximality principle we bring a contradiction to our
starting assumption that F ′ < F . Thus we have shown either F˜F = F or F˜F =
|Ω >< Ω|.
However Λ(F˜F) = Λ(FF˜F) = FΛ(F˜)F ≥ FF˜F = F˜F and similarly Λ˜(F˜F) ≥
F˜F i.e. subharmonic projections for both the endomorphisms. If FF˜ = |Ω >< Ω|
we get by sub-harmonic property that ω(sIs
∗
J) = lI l
∗
J where (li) is a scalers i.e. ω
is a pure product state on AR [BJP]. So EF = |Ω >< Ω| and F = |Ω >< Ω| ≤ F˜
as E = 1 and F˜Ω = Ω.
On the other hand F commutes with F˜ and FF˜ = F also says that F ≤ F˜ .
Thus in any case we have F˜ ≥ F and so Λ˜n(F) ≤ F˜ for all n ≥ 1. Taking limit
n → ∞, we get I ≤ F˜ i.e. F˜ = I. This brings a contradiction to our starting
hypothesis that F˜ is a proper projection i.e. F˜ < E = I. This completes the proof
of F˜ = E for the case when H is trivial closed subgroup of S1.
Now we remove the assumption that H is trivial. By our construction Q0 =
[π0(UHF)
′Ω][π0( ˜UHFd)
′Ω] as E = [π(UHF)′Ω], E˜ = [π( ˜UHFd)′Ω] and Q = EE˜ . As
F = [π(Od)′′Ω] and P = EF we get P0 = [π0(UHF)′Ω][π0(UHFd)′′Ω].
For the situation case-1 (i.e. E 6= I ) one can simply replace π by π0 to get a proof
from above that we have P0 = Q0. For case-2 we need to modify the argument with
F and F˜ replaced by FF0 and F˜F0. Since F and F˜ are (βz : z ∈ H) invariant,
by purity we have F and F˜ are elements in π( ˜UHFd⊗UHFd)′′ and thus commutes
with F0. As V commutes with F0, the argument will go through for the situation
to conclude that either F˜F0 ≥ FF0 or θ−n(F)F0 commutes with F˜F0.
In case F˜F0 ≥ FF0 we get F˜Fk ≥ Λ˜
k(F)Fk ≥ FFk for all k ∈ Hˆ but k ≥ 0.
In case Hˆ = ZZ, we also deduce S˜∗I F˜ S˜I S˜
∗
IF0S˜I ≥ FF−k where |I| = k. However
F˜ ≥ S˜∗I F˜ S˜I and thus we also have F˜F−k ≥ FF−k for all k ≥ 1. Thus summing up
we get F˜ ≥ F and as before we conclude that F˜ = I. This bring a contradiction.
Thus we are left to consider the situation case -2 where E = I and {θ−n(F)F0 :
n ≥} commutes with F˜F0 ( H 6= {1} ). In such a case we will have as before
FF˜F0 = |Ω >< Ω| and so ω is a pure product state and P = EF = |Ω >< Ω|.
Thus F ≤ F˜ as E = I and F˜Ω = Ω. So Λ˜n(F) ≤ F˜ for all n ≥ 1. Taking limit we
conclude F˜ = I which contradicts our starting assumption that F˜ < E = I.
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Now we write the equality P0 = Q0 as EFF0 = EE˜F0 and apply Λ on both
side to conclude that Λ(E)FF1 = Λ(E)E˜F1 and multiplying by E from left we get
EFF1 = EE˜F1 as Λ(E)E = E and thus we get PF1 = QF1. By repeated application
of Λ, we get PFm = QFm. Thus we get P =
∑
k PFk =
∑
kQFk = Q. This
completes the proof for P = Q. Similarly F˜ =
∑
k F˜Fk =
∑
k EFk = E and also
F = E˜ .
Now we are left to prove those three statements given in (b). ω being pure
we have P = Q and thus by Proposition 3.5 we have M˜ = M′ and π(Od)′ =
π(O˜d)′′. We are left to show πω(BR)′ = πω(BL)′′. For that we recall F0 and
check few obvious relation F0π(Od)′F0 = F0π(O˜d)′′F0 and πω(BR)′ ⊆ F0π(Od)′F0.
Since F0π( ˜UHFd)
′′F0 is equal to (βz : z ∈ H) invariant elements in F0π(O˜d)
′′F0
and elements in πω(BR)′ are (βz : z ∈ H) invariant we conclude that πω(BR)′ ⊆
πω(BL)′′. Inclusion in other direction is obvious and thus Haag duality property
(iii) holds.
4. Symmetry of a translation invariant pure state on B
In this section we investigate ω on B with some additional natural discrete symme-
try. Let ψ be a λ-invariant state on Od and ψ˜ be the state on Od defined by
ψ˜(sIs
∗
J ) = ψ(sJ˜s
∗
I˜
)
for all |I|, |J | < ∞ and (Hψ˜ , πψ˜,Ωψ˜) be the GNS space associated with (Od, ψ˜).
That ψ˜ is well defined follows once we check by (14) that
ψ(sJ˜s
∗
I˜
) = φ0(vJ˜v
∗
I˜
) = φ0(v˜I v˜
∗
J)
and appeal to Proposition 2.3 by observing that cyclicity condition i.e. the closed
linear span P0 of the set of vectors {v˜∗IΩ : |I| <∞} is K, can be ensured if not true
already by taking a new set of Popescu elements {P0v˜kP0 : 1 ≤ k ≤ d}. Otherwise
one may also recall Proposition 2.3 that the map sIs
∗
J → v˜I v˜
∗
J being unital and
completely positive [Po] ( in particular positive ), ψ˜ is a well defined state on Od.
Similarly for any translation invariant state ω on B we set translation invariant
state ω˜ by reflecting around the point 12 on B by
ω˜(Q
(−l)
−l ⊗Q
(−l+1)
−l+1 ⊗ ...⊗Q
(−1)
−1 ⊗Q
(0)
0 ⊗Q
(1)
1 ...⊗Q
(n)
n )
(17) = ω(Q(−n+1)n ...⊗Q
(0)
1 ⊗Q
(1)
0 ⊗Q
(2)
−1 ⊗ ...Q
(l)
−l+1 ⊗Q
(l+1)
−l )
for all n, l ≥ 1 and Q−l, ..Q−1, Q0, Q1, .., Qn ∈Mn(IC) where Q(k) is the matrix Q
at lattice point k. We define ω˜ on B by extending linearly to any Q ∈ Bloc.
Note first that the map ψ → ψ˜ is a one to one and onto affine map in the convex
set of λ invariant state on Od. In particular the map ψ → ψ˜ takes an element from
Kω to Kω˜ and the map is once more one to one and onto. Hence for any extremal
point ψ ∈ Kω, ψ˜ is also an extremal point in Kω˜. Using Power’s criteria we also
verify here that ω is an extremal state if and only if ω˜ is an extremal state. However
such a conclusion for a pure state ω is not so obvious. We have the following useful
proposition.
Proposition 4.1. Let ω be an extremal translation invariant state on B and
ψ → ψ˜ be the map defined for λ invariant states on Od. Then the following holds:
(a) ψ ∈ Kω is a factor state if and only if ψ˜ ∈ Kω˜ is a factor state.
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(b) ω is pure if and only if ω˜ is pure.
(c) A Popescu systems (K,M, vk,Ω) of ψ satisfies Proposition 2.4 with (πψ(sk), 1 ≤
k ≤ d, P, Ω) i.e. the projection P on the subspace K is the support projection of
the state ψ in π(Od)
′′ and vi = Pπψ(si)P for all 1 ≤ i ≤ d, then the dual Popescu
systems (K,M′, v˜k,Ω) satisfies Proposition 2.4 with (πψ˜(sk), 1 ≤ k ≤ d, P, Ω)
i.e. the projection P on the subspace K is the support projection of the state ψ˜
in πψ˜(Od)
′′ and v˜i = Pπψ˜(si)P for all 1 ≤ i ≤ d, if and only if {x ∈ B(K) :∑
k v˜kxv˜
∗
k = x} =M.
PROOF: Since ω is an extremal translation invariant state, by Power’s criteria ω˜
is also an extremal state. As an extremal point ofKω is map to an extremal point in
Kω˜ by one to one property of the map ψ → ψ˜, we conclude by Proposition 2.6 that
ψ is a factor state if and only if ψ˜ is a factor state. For (b) note that x˜y = x˜y˜ and
x˜∗ = x˜∗ by our definition. Thus ω˜(x∗y) = ω( ˜x∗y) = ω((x˜)∗y˜). Thus one can easily
construct an unitary operator between the two GNS spaces associated with (B, ω)
and (B, ω˜) intertwining two representation modulo a reflection i.e. Uπω(x)U∗ =
πω˜(x˜) and UΩω = Ωω˜. Thus (b) is now obvious. (c) follows by the converse part
of the Proposition 2.4 once applied to the dual Popescu systems (K,M′, v˜k,Ω).
Thus the state ω˜ is translation invariant, ergodic, factor state, pure if and only
if ω is translation invariant, ergodic, factor state, pure respectively. We say ω is
lattice symmetric if ω˜ = ω.
For a λ invariant state ψ on Od we define as before a λ invariant state ψ˜ by
(18) ψ˜(sIs
∗
J ) = ψ(sI˜s
∗
J˜
)
for all |I|, |J | <∞. It is obvious that ψ ∈ Kω′ if and only if ψ˜ ∈ Kω˜′ and the map
ψ → ψ˜ is an affine map. In particular an extremal point in Kω′ is also mapped
to an extremal point of Kω˜′ . It is also clear that ψ˜ ∈ Kω′ if and only if ω is
lattice symmetric. Hence a lattice symmetric state ω determines an affine map
ψ → ψ˜ on the compact convex set Kω′ . Furthermore, if ω is also extremal on B,
then the affine map takes extremal elements to extremal elements of Kω′ . The
set of extremal elements in Kω′ can be identified with S
1/H ≡ S1 or {1} and the
restriction of the affine map on the set of extremal element is continuous in weak
topology ( by Proposition 2.6 the map z → ψβz is one to one and onto the set of
extremal elements of Kω′ for a fixed extremal element ψ ∈ Kω′ ).
Thus there exists z0 ∈ S1 so that ψ˜ = ψβz0 and as ˜ββz = β˜βz for all z ∈ S
1, we
get the affine map taking ψβz → ψβz0βz and thus determines a continuous one to
one and onto map on S1/H and as
˜˜
ψ = ψ its inverse is itself. Thus either the affine
map has a fixed point or z20 = 1 i.e. it is a rotation map by an angle 2π ( Here
we have identified S1/H with S1 in case H 6= S1 ). Thus there exists an extremal
element ψ ∈ Kω′ so that either ψ˜ = ψβζ where ζ is either 1 or −1 where we recall
that we have identified S1/H = S1 when H 6= S1. Note that if we wish to remove
the identification, then for H = {z : zn = 1} for some n ≥ 1, ζ is either 1 or exp
pii
n .
Note that in case H = S1 then ψ˜ = ψ for ψ ∈ Kω′ as Kω is a singleton set by
Proposition 2.6.
Proposition 4.2. Let ω be a translation invariant lattice symmetric state on B.
Then the following holds:
(a) If ω is also an extremal translation invariant state on B then H = {z ∈ S1 :
ψβz = ψ} is independent of ψ ∈ Kω′ .
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(b) If H = {z : zn = 1} for some n ≥ 0 then ψ˜ = ψβζ for all ψ ∈ Kω′ where ζ is
fixed either 1 or exp
pii
n . Let (H, Sk, 1 ≤ k ≤ d,Ω) be the GNS space associated with
(Od, ψ), P be the support projection of the state ψ in π(Od)
′′ and K = PH with
Popescu systems (K,M, vk, 1 ≤ k ≤ d, Ω) as in Proposition 2.4 where vk = PSkP
and associated normal state φ0 on M = {vk, v∗k : 1 ≤ k ≤ d}
′′ is invariant for
τ(x) =
∑
k vkxv
∗
k. Let (H˜, S˜k 1 ≤ k ≤ d,Ω) be the Popescu minimal dilation in
Theorem 2.1 of the dual Popescu systems (K,M˜, v˜k, 1 ≤ k ≤ d, Ω) defined in
Proposition 3.2. Then there exists an unitaryoperator Uζ : H⊗K H˜ so that
(19) U∗ζ = Uζ¯ , UζΩ = Ω, UζSkU
∗
ζ = βζ¯(S˜k)
for all 1 ≤ k ≤ d.
Furthermore if ω is also pure then there exists an unitaryoperator uζ : K → K
so that
(20) uζΩ = Ω, uζvku
∗
ζ = βζ¯(v˜k)
for all 1 ≤ k ≤ d and uζJ u∗ζ = J , uζ∆
1
2u∗ζ = ∆
− 1
2 , u∗ζ = uζ¯ and uζMu
∗
ζ =
M′, u∗ζMuζ = M˜. Moreover M
′ = M˜. Further if ζ = 1 then uζ is self-adjoint
and otherwise if ζ 6= 1 then u2nζ is self adjoint.
(c) If H = S1 then Kω′ is having only one element ψ, so ψ = ψ˜ and (19) and (20)
are valid with ζ = 1.
PROOF: (a) follows by Proposition 2.6. Now we aim to prove (b). For existence of
an extremal state ψ ∈ Kω′ so that ψ˜ = ψβζ we refer to the paragraph preceding the
statement of this proposition. As ˜(ψβz) = ψ˜βz for all z ∈ S1, a simple application
of Proposition 2.6 says that ψ˜ = ψβζ for all extremal points in Kω′ if it holds
for one extremal element. Hence existence part in (b) is true by Krein-Millmann
theorem.
Ω is a cyclic vector for π(Od ⊗ O˜d) and thus we define Uζ : H⊗K H˜ → H⊗K H˜
by
Uζ : SIS
∗
J S˜I′ S˜
∗
J′Ω→ βζ¯(SI′S
∗
J′ S˜I S˜
∗
J)Ω˜
That Uζ is an unitary operator follows from (14) and the dual relation (18) along
with our condition that ψ˜ = ψβζ . By our construction we also have UζSk =
βζ¯(S˜k)Uζ for all 1 ≤ k ≤ d. In particular Uζπ(Od)
′′U∗ζ = π(O˜d)
′′.
ω being pure we have P = Q by Theorem 3.6 as F = E˜ and so UPU∗ = UQU∗ =
UEE˜U∗ = E˜E = Q = P which ensures an unitary operator uζ = PUζP on K and a
routine calculation shows that
(21) uζv
∗
ku
∗
ζ = βζ¯(v˜
∗
k)
for all 1 ≤ k ≤ d. As U∗ζ = Uζ¯ we have u
∗
ζ = uζ¯. If ζ 6= 1, then ζ
2n = 1 and thus
U2nζ is inverse of its own. Thus u
2n
ζ is self-adjoint. That M
′ = M˜ by Theorem 3.6
(b).
In the following we consider the case ζ = 1 for simplicity of notation and other-
wise for the case ζ 6= 1 very little modification is needed in the symbols or simply
reset temporary notation v˜k for ζ¯ v˜k i.e. include the phase factor.
We denote u1 = u in the following for simplicity. It is simple to verify now the
following steps uSvIv
∗
JΩ = uvJv
∗
IΩ = v˜J v˜
∗
IΩ = F v˜I v˜
∗
JΩ where SxΩ = x
∗Ω, x ∈M
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and Fx′Ω = x′∗Ω, x′ ∈ M′ are the Tomita’s conjugate operator. Hence uJ∆
1
2 =
J∆−
1
2u, i.e uJ u∗u∆
1
2u∗ = J∆−
1
2 and by uniqueness of polar decomposition we
conclude that uJ u∗ = J and u∆
1
2 u∗ = ∆−
1
2 . That uMu∗ = M˜ is obvious. For
uMu∗ = M˜ we note that by our construction US˜kU
∗ = Sk and so Uπ(O˜d)U
∗ =
π(Od) and hence projecting to its support projection we get the required relation.
Now we introduce another useful symmetry on ω. If Q = Q
(l)
0 ⊗Q
(l+1)
1 ⊗ .... ⊗
Q
(l+m)
m we set Qt = Qt
(l)
0 ⊗Q
t(l+1)
1 ⊗ ..⊗Q
t(l+m)
m where Q0, Q1, ..., Qm are arbitrary
elements in Md and Q
t
0, Q
t
1, .. stands for transpose with respect to an orthonormal
basis (ei) for IC
d (not complex conjugate) of Q0, Q1, .. respectively. We define Q
t
by extending linearly for any Q ∈ Bloc. For a state ω on UHFd C∗ algebra ⊗ZMd
we define a state ω¯ on ⊗Z Md by the following prescription
(22) ω¯(Q) = ω(Qt)
Thus the state ω¯ is translation invariant, ergodic, factor state if and only if ω is
translation invariant, ergodic, factor state respectively. We say ω is real if ω¯ = ω.
In this section we study a translation invariant real state.
For a λ invariant state ψ on Od we define a λ invariant state ψ¯ by
(23) ψ¯(sIs
∗
J ) = ψ(sJs
∗
I)
for all |I|, |J | < ∞ and extend linearly. That it defines a state follows as for an
element x =
∑
c(I, J)sIs
∗
J we have ψ¯(x
∗x) = ψ(y∗y) ≥ 0 where y =
∑
c(I, J)sJs
∗
I .
It is obvious that ψ ∈ Kω′ if and only if ψ¯ ∈ Kω¯′ and the map ψ → ψ¯ is an affine
map. In particular an extremal point in Kω′ is also mapped to an extremal point
in Kω¯′ . It is also clear that ψ¯ ∈ Kω′ if and only if ω is real. Hence a real state ω
determines an affine map ψ → ψ¯ on the compact convex set Kω′ . Furthermore, if ω
is also extremal on B, then the affine map, being continuous on the set of extremal
elements in Kω′ , which can be identified with S
1/H ≡ S1 or {1} ( by Proposition
2.6 ) by fixing an extremal element ψ0 ∈ Kω′ . In such a case there exists a unique
z0 ∈ S1 so that ψ¯0 = ψ0βz0
Now ¯ψ0βz = ψ¯0βz¯ for all z ∈ S1, the affine map takes ψ0βz → ψ0βz0z¯ . If z0 = 1
we get that the map fixes two point namely ψ0 and ψ0β−1.
Even otherwise we can choose z ∈ S1 so that z2 = z0 and for such a choice we get
an extremal element namely ψ0βz gets fixed by the map. What is also crucial here
that we can as well choose z ∈ S1 so that z2 = −z0, if so then ψ0βz gets mapped
into ψ0βz0βz¯ = ψ0β−z = ψ0βzβ−1. Thus in any case we also have an extremal
element ψ ∈ Kω′ so that ψ¯ = ψβζ where ζ ∈ {1,−1}.
Thus going back to the original set up, we sum up the above by saying that if
H = {z : zn = 1} ⊆ S1 and ζ ∈ {1, exp
ipi
n } then there exists an extremal element
ψ ∈ Kω′ so that ψ¯ = ψβζ .
Proposition 4.3. Let ω be a translation invariant real factor state on ⊗ZMd.
Then the following holds:
(a) if H = {z : zn = 1} ⊆ S1 and ζ ∈ {1, exp
ipi
n } then there exists an extremal
element ψ ∈ Kω′ so that ψ¯ = ψβζ . Let (H, πψ(sk) = Sk, 1 ≤ k ≤ d,Ω) be the GNS
representation of (Od, ψ), P be the support projection of the state ψ in π(Od)′′ and
(K,M, vk, 1 ≤ k ≤ d,Ω) be the associated Popescu systems as in Proposition 2.4.
Let v¯k = J vkJ for all 1 ≤ k ≤ d and (H¯, S¯k, P,Ω) be the Popescu minimal dilation
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as described in Theorem 2.1 associated with the systems (K,M′, v¯k, 1 ≤ k ≤ d,Ω).
Then there exists an unitary operator Wζ : H → H¯ so that
(24) WζΩ = Ω, WζSkW
∗
ζ = βζ¯(S¯k)
for all 1 ≤ k ≤ d. Furthermore P is the support projection of the state ψ¯ in π¯(Od)′′
and there exists an unitaryoperator wζ on K so that
(25) wζΩ = Ω, wζvkw
∗
ζ = βζ¯(v¯k) = J βζ(vk)J
for all 1 ≤ k ≤ d and wζJw∗ζ = J and wζ∆
1
2w∗ζ = ∆
− 1
2 . wζ is self adjoint if and
only if ζ = 1;
(b) If H = S1, Kω′ is a set with unique element ψ so that ψ¯ = ψ and relations (24)
and (25) are valid with ζ = 1.
PROOF: For existence part in (a) we refer the paragraph above preceded the
statement of the proposition. We fix a state ψ ∈ Kω′ so that ψ¯ = ψβζ and define
W : H → H¯ by
Wζ : SIS
∗
JΩ→ βζ¯(S¯
∗
I S¯
∗
J)Ω
That Wζ is an unitaryoperator follows from (3.10) and thus WζSk = βζ¯(S¯k)Wζ
for all 1 ≤ k ≤ d. For simplicity of notation we take the case ζ = 1 as very little
modification is needed to include the case when ζ 6= 1 or reset Cuntz elements by
absorbing the phase factor in the following computation and use notation W for
Wζ .
P being the support projection we have by Proposition 2.4 that M′ = {x ∈
B(H) :
∑
k vkxv
∗
k = x} and thus M = {x ∈ B(K) :
∑
k J vkJ xJ v
∗
kJ = x}. Hence
by the converse part of Proposition 2.4 we conclude that P is also the support
projection of the state ψ¯ in π¯(Od)′′. Hence WζPW ∗ζ = P . Thus we define an
unitary operator wζ : K → K by wζ = PWζP and verify that
v¯∗k = PS¯
∗
kP
= PWζβζ(S
∗
k)W
∗
ζ P = PWζPβζ(S
∗
k)PW
∗
ζ P
= PWζPβζ(v
∗
k)PW
∗
ζ P = wζβζ(v
∗
k)w
∗
ζ .
We recall that Tomita’s conjugate linear operators S, F [BR] are the closure of
the linear operators defined by S : xΩ → x∗Ω for x ∈ M and F : yΩ → y∗Ω
for y ∈ M′. We check the following relations for ζ = 1 with simplified notation
w1 = w,
wSvIv
∗
JΩ = wvJv
∗
IΩ = v¯J v¯
∗
IΩ
= F v¯I v¯
∗
JΩ = FwvIv
∗
JΩ
for |I|, |J | <∞. Since such vectors are total, we have wS = Fw on the domain of
S. Thus wSw∗ = F on the domain of F . We write S = J∆
1
2 as the unique polar
decomposition. Then F = S∗ = ∆
1
2J = J∆−
1
2 . Hence wJw∗w∆
1
2w∗ = J∆−
1
2 .
By the uniqueness of polar decomposition we get wJw∗ = J and w∆
1
2w∗ = ∆−
1
2 .
Same algebra is valid in case ζ 6= 1 if we reset the notations v˜k on the right hand
side absorbing the phase factor. In the following we repeat it for completeness of
the proof as the phase factor could be delicate.
wζSvIv
∗
JΩ = wζvJv
∗
IΩ = wζvJv
∗
Iw
∗
ζΩ
= ζ|I|−|J|v¯J v¯
∗
IΩ = ζ
|I|−|J|F v¯I v¯
∗
JΩ
= Fζ−|I|+|J|v¯I v¯
∗
JΩ for |I|, |J | <∞
= FwζvIv
∗
JΩ
38 ANILESH MOHARI
for all |I|, |J | <∞.
Now we are going to show that wζ is self-adjoint if and only if ζ = 1. Note
that βz(wζxw
∗
ζ ) = wζβz¯(x)w
∗
ζ and thus applying βζ¯ on both side of the following
identity
(26) wζvkw
∗
ζ = J βζ(vk)J
for all 1 ≤ k ≤ d, we also get wζβζ(vk)w
∗
ζ = J β
2
ζ¯
(vk)J and thus w
2
ζvk(w
∗
ζ )
2 =
wζJ βζ(vk)Jw∗ζ = βζ¯2(vk) as J commutes with wζ .
ζ2 = 1 if and only if ζ = 1 ( as ζ = 1 or exp
ipi
n where n ≥ 2 ). In such a case we
get w2ζ ∈ M
′ and further as wζ commutes with J , w2ζ ∈ M. ω being an extremal
element in Kω′ we have M∨ M˜ = B(K) by Proposition 3.5 and as M˜ ⊆ M′, we
get thatM is a factor. Thus for a factor M, w2ζ is a scaler. Since wζΩ = Ω we get
w2ζ = 1 i.e. w
∗
ζ = wζ . This completes the proof.
A state ω on ⊗Z Md is said be in detailed balance if ω is both lattice symmetric
and real. In the following proposition as before we identified once more S1/H ≡ S1
in case H 6= S1 and set ζ be the least value in S1 H ≡ S1 so that ζ2 ∈ H .
Theorem 4.4. Let ω be a translation invariant factor state on B = ⊗ZMd.
Then the following are equivalent:
(a) ω is real and lattice symmetric;
(b) There exists an extremal element ψ ∈ Kω′ so that ψ˜ = ψβζ and ψ¯ = ψβζ , where
ζ is either 1 or exp
ipi
n .
Furthermore if ω is a pure state then the following holds:
(c) There exists a Popescu elements (K, vk, 1 ≤ k ≤ d,Ω) for ω with relation
vk = Jvv˜kJv for all 1 ≤ k ≤ d, where Jv = vJ and v is a self-adjoint unitary
operator on K commuting with modular operators ∆
1
2 and conjugate operator J
associated with cyclic and separating vector Ω for M. Further βz(v) = v for all
z ∈ H and H ⊆ {1,−1};
(d) The map Jv : H⊗K H˜ → H ⊗K H˜ defined by
π(sIs
∗
J s˜I′ s˜
∗
J′)Ω→ π(sI′s
∗
J′ s˜I s˜
∗
J)Ω,
|I|, |J |, |I ′|, |J ′| < ∞ extends the map Jv : K → K to an anti-unitary map so that
Jvπ(si)Jv = π¯(s˜i) for all 1 ≤ i ≤ d where π¯ is the conjugate linear extension of
π from the generating set (s˜i), i.e. π¯(s˜I s˜
∗
J ) = π(s˜I s˜
∗
J) for |I|, |J | < ∞ and then
extend it anti-linearly for its linear combinations.
PROOF: Since ω is lattice symmetric, by Proposition 4.2 ψ˜ = ψβζ for all ψ ∈ Kω′
where ζ is fixed number either 1 or exp
ipi
n for some n ≥ 1. Now we use real property
of ω and choose by Proposition 4.3 an extremal element ψ ∈ Kω′ so that ψ¯ = ψβζ .
This proves that (a) implies (b). That (b) implies (a) is obvious.
Now we aim to prove the last statements which is the main point of the propo-
sition. For simplicity of notation we consider the case ζ = 1 and leave it to reader
to check that a little modification needed to include the case ζ 6= 1 and all the
algebra stays valid if v˜k is replaced by βζ(v˜k). We consider the Popescu system
(K,M, vk, 1 ≤ k ≤ d,Ω) as in Proposition 2.4 associated with ψ. Thus by Propo-
sition 4.3 and Proposition 4.4 there exists unitary operators uζ, wζ on K so that
uζvku
∗
ζ = βζ¯(v˜k)
TRANSLATION INVARIANT PURE STATE ON ⊗ZMd(C) AND IT’S SPLIT PROPERTY 39
wζvkw
∗
ζ = βζ¯(v¯k) = J βζ(vk)J
where uζJ u∗ζ = J , wζJw
∗
ζ = J and uζ∆
1
2u∗ζ = wζ∆
1
2w∗ζ = ∆
− 1
2 . Thus
(27) uζwζvkw
∗
ζu
∗
ζ = uζJ βζ(vk)J u
∗
ζ = J βζ(uζvku
∗
ζ)J = J βζ(βζ¯(v˜k)J = J v˜kJ
We also compute that
(28) wζuζvku
∗
ζw
∗
ζ = wζβζ¯(v˜k)w
∗
ζ = J βζβζ¯(v˜k)J = J v˜kJ
By Proposition 3.2, for a factor state ω we also have M ∨ M˜ = B(K). As
M˜ ⊆M′, in particular we note thatM is a factor. So u∗ζw
∗
ζuζwζ ∈M
′ commuting
also with J and thus a scaler as M is a factor. As uζΩ = wζΩ = Ω, we conclude
that uζ commutes with wζ .
Now we set vζ = uζwζ which is an unitary operator commuting with both J
and ∆
1
2 . That vζ commuting with ∆
1
2 follows as uζwζ∆
1
2 = uζ∆
− 1
2wζ = ∆
1
2uζwζ .
Next claim that we make now that vζ is a self-adjoint element. To that end note
that the relations (28) says that vζMv∗ζ ⊆M and so vζM
′v∗ζ ⊆M
′. We check the
following identity: vζ v˜
∗
kv
∗
ζΩ = vζv
∗
kΩ = vζv
∗
kv
∗
ζΩ = J v˜
∗
kJΩ = J vkJΩ and thus
separating property we deduce that
vζ v˜
∗
kv
∗
ζ = J vkJ
for all 1 ≤ k ≤ d. So we conclude that v2ζ ∈ M
′ and as vζ commutes with J , v2ζ is
an element in the centre ofM. The centre ofM being trivial as ω is a factor state
( here we have more namely pure ) and vζΩ = Ω, we conclude that v
2
ζ is the unit
operator. Hence vζ is a self-adjoint element.
For simplicity of notation we set v for vζ . βz(v) = v for all z ∈ H is equivalent
to the property that v keeps the subspaces PFk invariant. Since vvIv
∗
Jv
∗ = J v˜v˜∗JJ
and v is self-adjoint and vΩ = Ω we get vvIv
∗
JΩ = J v˜v˜
∗
JΩ. βz being an automor-
phism on M preserving the state φ0, modular elements J ,∆
1
2 commutes with J
and in particular J commutes with FkP for all k ∈ Hˆ. Since [vIv∗JΩ : |I| − |J | =
k] = PFk and [v˜I v˜
∗
JΩ : |I| − |J | = k] = PFk we get vFkP = JFkP = FkP as J
commutes with Fk.
Fix any z ∈ H . By taking action of βz on both side of the relation vvkv∗ = J v˜kJ ,
we have vvkv
∗ = z¯2J v˜kJ = z¯2vvkv∗. Thus z2vk = vk for all 1 ≤ k ≤ d. Since∑
k vkv
∗
k = 1, we have z
2 = 1.
The last statement (d) follows by a routine calculation as shown below for a
special vectors.
< Ω, π(sIs
∗
J s˜I′ s˜
∗
J′Ω >
=< Ω, vIv
∗
J v˜I′ v˜J′Ω >
=< Ω,Jv v˜I v˜
∗
JvI′v
∗
J′JvΩ >
( as JvviJv = v˜i)
=< v˜I v˜
∗
JvI′v
∗
J′Ω,Ω >
(Jv being anti-unitary )
=< π(sI′s
∗
J′ s˜I s˜
∗
J)Ω,Ω >
For anti-unitary relation involving more general vectors, we use Cuntz relations
and the above special cases. The statement is obvious as Jv is anti-linear. This
completes the proof.
40 ANILESH MOHARI
We set an anti-linear ∗-automorphism Jv : Od ⊗ O˜d → Od ⊗ O˜d defined by
Jv(sIs∗J⊗s˜I′ s˜
∗
J′) = sI′s
∗
J′⊗s˜I s˜
∗
J for |I|, |J |, |I
′|, |J ′| <∞ by extending anti-linearly.
We say a state ψ on Od ⊗ O˜d is reflection positive if ψ(Jv(x)x) ≥ 0 for all
x ∈ Od and equality holds if and only if x = 0. Similarly for a state ω on B we
define reflection positivity. Note that this notion extended to O˜d⊗Od is an abstract
version of the concept “reflection positivity” of a state on B introduced in [FILS]
for any involution (linear or conjugate linear ) taking element from future algebra
to past algebra. However this notion is different from Lieb’s spin flip reflection
symmetric [FILS]. This hidden symmetry v will play an important role to determine
properties of ω (Section 5). Now we aim to make v little more general primarily
motivated with reflection symmetry with a twist introduced in [FILS].
To that end we fix any g0 ∈ Ud(C) so that g20 = 1 and βg0 is the natural
action on Od and O˜d. We say ω is lattice reflection symmetric with twist g0 if
ω(βg0(r(x)) = ω(x) for all x ∈ B where r is the refection automorphism around
− 12 . So when g0 = 1 we get back to our notion of lattice reflection symmetric.
We fix now such a lattice reflection g0-twisted factor state ω. Since βg0βz = βzβg0
for all z ∈ S1, by going along the same line as in Proposition 4.2, any extremal
element in ψ in Kω will admit ψ˜
g0 = ψ ◦ ζ where ζ = 1 or ζ = exp
pii
n where
H = {z ∈ S1 : zn = 1} and ψ˜g0 = ψ˜βg0 . Thus we can follow the same steps that of
Proposition 4.4 to have a modified statements in the proof of Proposition 4.4 with
vk replaced by βg0(vk) for such a pure real state i.e. there exists unitary operators
uζ , wζ on K so that
uζβg0(vk)u
∗
ζ = βζ¯(v˜k)
wζvkw
∗
ζ = βζ¯(v¯k) = J βζ(vk)J
where uζJ u∗ζ = J , wζJw
∗
ζ = J and uζ∆
1
2u∗ζ = wζ∆
1
2w∗ζ = ∆
− 1
2 .
Thus
(29)
uζwζvkw
∗
ζu
∗
ζ = uζJ βζ(vk)J u
∗
ζ = J βζ(uζvku
∗
ζ)J = J βζ(βg0(βζ¯(v˜k)))J = J βg0(v˜k)J
We also compute that
(30)
wζuζvku
∗
ζw
∗
ζ = wζβζ¯(βg0(v˜k))w
∗
ζ = βζ¯(βg0(wζ v˜kw
∗
ζ )) = J βζβg¯0(βζ¯(v˜k))J = J βg¯0(v˜k)J
Thus taking vg0 = wζuζ , as g
2
0 = g0 we also have
(31) vg0βg0(vk)v
∗
g0 = J v˜kJ
for all 1 ≤ k ≤ d where vg0 is an unitary operator commuting with ∆
1
2 and J .
Unlike the twist free case, self-adjoint property of vg0 is not guaranteed in general.
In fact we get from the following computation
v2g0vk(v
∗
g0 )
2 = vg0J βg¯0(v˜k)J v
∗
g0
= J βg¯0(J βg¯0(vk)J )J = βg¯0g0(vk)
Thus vg0 is self adjoint if and only if g0 = g¯0 as g
2
0 = 1.
Such a ω is called reflection positive if ω( ¯βg(r(x))x) ≥ 0 for all x ∈ BR where
r is the reflection around the lattice point 12 so that r(BR) = BL and x¯ stands for
complex conjugation i.e. x¯ = J0xJ0 where J0 : (z1, ..zd) = (z¯1, ..z¯d) with respect to
a basis. Such an involution are included within the abstract framework of positive
reflection symmetric with twist introduced in [FILS].
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Theorem 4.5. Let ω be a translation invariant, reflection symmetric with twist
g0, pure state on B and ψ be an extremal point Kω′ and π as described as in
Theorem 4.4. Then the following statements are true:
(a) ψ is reflection positive with twist g0 on π(O˜d⊗Od) if and only if vg0 in Theorem
3.10 is equal to 1 i.e. we have J v˜kJ = βg0(vk) for all 1 ≤ k ≤ d;
(b) ψ is reflection positive with twist on B if and only if J v˜I v˜∗JJ = βg0(vIv
∗
J ) for
all |I| = |J | < ∞; In such a case vg0 commutes with P0 and vg0P0 = P0 and
τ˜ (y) = J τ(J yJ )J for y ∈ M′0 ⊆ B(K0) where we recall P0 = [M0Ω] and K0 is
the Hilbert subspace for P0K.
(c) ∆ = I if and only if vg0βg0(vk)v
∗
g0 = v
∗
k, 1 ≤ k ≤ d. In such a case H is trivial
and M is finite type-I and spacial correlation functions of ω decays exponentially.
Further if ω is reflection positive with twist g0, then vg0 = 1.
PROOF: We will prove for g0 = 1 as a proof for g0 6= 1 needs no difference except
involving a twist action g¯0 on BL to accomodate conjugate linearity on Popescu
elements of the map Jv. We recall from Theorem 3.8 that Pπ(Od)′′P = M and
Pπ(O˜d)′′P = M˜ ⊆ M′ ( we do not need equality here ) and P = EE˜. Thus for
any x ∈ Od we may write
ω(Jv(x)x) =< Ω, π¯(Jv(x))π(x)Ω >
=< Ω, Pπ(Jv(x))Pπ(x)PΩ >=< Ω,JvPπ(x)PJvPπ(x)PΩ >
where we have used equality π¯(Jv(x)) = Jvπ(x)Jv from Theorem 3.10. If v = 1
i.e. Jv = J we have ω(J xJ x) ≥ 0 by the self-dual property of Tomita’s positive
cone {J aJ aΩ : a ∈M} [BR1] and being a pointed cone equality holds if and only
x = 0. Thus ω is a reflection positive map on π(O˜d ⊗Od).
Conversely if ω is reflection positive on π(O˜d⊗Od)
′′ we have< Ω, yJvyJvΩ >≥ 0
where y ∈ M = Pπ(Od)′′P . Since v commutes with J and ∆
1
2 we may rewrite
< Ω, yvJ yΩ >=< y∗Ω, v∆
1
2 y∗Ω >≥ 0 i.e. v∆
1
2 is a non-negative operator. Since
∆−
1
2 is also a non-negative operator commuting with v∆
1
2 , we conclude that v is a
non-negative operator. v being unitary we conclude that v = 1.
Proof for (b) follows the same route that of (a) replacing the role of M and M˜
by M0 and M˜0 respectively.
We will deal with the non-trivial part of (c). Assume vg0βg0(vk)v
∗
g0 = v
∗
k for all
1 ≤ k ≤ d. So ∆ is affiliated to M′. As J∆12J = ∆
− 1
2 , ∆ is also affiliated to M.
Hence ∆ = I as M is a factor and ∆Ω = Ω.
In general ω being a pure state M is either a type-I or type-III factor [Mo3,
Theorem 3.4]. Thus we conclude that M is a finite type-I factor if ∆ = 1 ( i.e. φ0
is a tracial state on M ). This completes the proof of the first part of (c).
The last part of (c) is rather elementary. We note that purity of ω ensures that
the point spectrum of the self-adjoint contractive operator T , defined by TxΩ =
τ(x)Ω on the KMS Hilbert space, in the unit circle is trivial i.e. {z ∈ S1 : Tf =
zf for some non zero f ∈ K} is the trivial set {1} ( as an consequence of strong
mixing property ). Thus T being a contractive matrix on a finite dimensional
Hilbert space, the spectral radius of T − |Ω >< Ω| is α for some α < 1. Now we
use Proposition 3.1 for any Xl ∈ BL and Xr ∈ BR to verify the following
eδk|ω(Xlθk(Xr)) − ω(Xl)ω(Xr)|
= eδk|φ0(JvxlJvτk(xr))− φ0(xl)φ0(xr)| → 0
42 ANILESH MOHARI
as k →∞ for any δ > 0 so that eδα < 1 where J xlJ = PXlP and xr = PXrP for
some xl, xr ∈ M. As α < 1 such a δ > 0 exists. This completes the proof for (c)
as last statement follows from (b).
5. Translation invariant twisted reflection positive pure state and it’s split
property:
Let ω be a translation invariant real lattice symmetric with a twist g0 pure state on
B as in Theorem 4.5. We fix an extremal element ψ ∈ Kω′ so that ψ¯ = ψ˜ = ψβζ and
consider the Popescu elements (K,M, vi,Ω) as in Theorem 4.5. P being the support
projection of a factor state ψ we have M = Pπ(Od)
′′P = {vk, v
∗
k : 1 ≤ k ≤ d}
′′ (
Proposition 2.4 ). So the dual Popescu elements (K,M′, v˜k, 1 ≤ k ≤ d,Ω) satisfy
the relation vv˜kv = J βg0(vk)J ( recall that the factor ζ won’t show up as two
symmetry will kill each other as given in Theorem 4.5 ) for all 1 ≤ k ≤ d.
We quickly recall as M0 is the {βz : z ∈ H} invariant elements of M(=
Pπ(Od)′′P ), the norm one projection x→
∫
z∈H βz(x)dz fromM ontoM0 preserves
the faithful normal state φ0. So by Takesaki’s theorem modular group associated
with φ0 preserves B0. Further since βz(τ(x)) = τ(βz(x)) for all x ∈ M, the
restriction of the completely positive map τ(x) =
∑
k vkxv
∗
k toM0 is a well defined
map on M0. Hence the completely positive map τ(x) =
∑
k vkxv
∗
k on M0 is also
KMS symmetric modulo an unitaryconjugation by v i.e.
<< x, τ(y) >>=<< τv(x), y >>
where x, y ∈ M0 and << x, y >>= φ0(x∗σ i
2
(y)) and (σt) is the modular auto-
morphism group onM0 associated with φ0 and [M0Ω] = P0 where P0 = PF0 and
τv(x) = v
∗τ(vxv∗)v for all x ∈ M0. Thus τv = τ if and only if ω is reflection
positive on B with twist g0 (Theorem 4.5).
However the inclusion M0 ⊆ M need not be an equality in general unless H is
trivial. The unique ground state of XY model in absence of magnetic field give rise
to a non-split translation invariant real lattice symmetric pure state ω and further
H = {1,−1} (see next section).
We now fix a translation invariant real lattice symmetric pure state ω which is
also reflection positive with a twist g0 on B and explore KMS-symmetric property of
(M0, τ, φ0) and the extended Tomita’s conjugation operator J onH⊗KH˜ defined in
Theorem 4.5 to study the relation between split property and exponential decaying
property of spacial correlation functions of ω.
For any fix n ≥ 1 let Q ∈ π(B[−k+1,k]). We write
Q =
∑
|I|=|J|=|I′|=|J′|=n
q(I ′, J ′|I, J)βg0(S˜I′ S˜
∗
J′)SIS
∗
J
and q be the matrix q = ((q(I ′, J ′|I, J))) of order d2n × d2n.
Proposition 5.1. The matrix norm of q is equal to operator norm of Q in
π(B[−n+1,n]).
PROOF: C∗ completions of π( ˜UHFd ⊗ UHFd) is isomorphic to B. Thus we
note that the operator norm of Q is equal to the matrix norm of qˆ where qˆ =
((qˆ(I ′, I|J ′, J))) is a d2n × d2n matrix with qˆ(I ′, I|J ′, J) = q(I ′, J ′|I, J). However
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the map L(q) = qˆ is linear and identity preserving. Moreover L2(q) = q. Thus
||L|| = 1. Hence ||q|| = ||qˆ||. This completes the proof.
Proposition 5.2. Let ω be a translation invariant real lattice symmetric pure
state on UHFd ⊗ZMd . Then there exists an extremal point ψ ∈ Kω′ so that
ψβζ = ψ˜ = ψ¯ where ζ ∈ {1, exp
ipi
2 } and the associated Popescu systems (H, Sk, 1 ≤
k ≤ d,Ω) and (H, S˜k, 1 ≤ k ≤ d,Ω) described in Proposition 3.2 and Theorem 4.5
satisfies the following:
(a) For any n ≥ 1 and Q ∈ π(B[−n+1,n]) we write
Q =
∑
|I′|=|J′|=|I|=|J|=n
q(I ′, J ′|I, J)βg0(S˜
∗
I′ S˜
∗
J′)S
∗
ISJ
and set a notation for simplicity as
θˆk(Q) =
∑
|I|=|J|=|I′|=|J′|=n
q(I ′, J ′|I, J)βg0(S˜I′ S˜
∗
J′)Λ
2k(SIS
∗
J).
Then θˆk(Q) ∈ B(−∞,−k]
⋃
[k+1,∞).
(b) Q = Jg0QJg0 if and only if q(I
′, J ′|I, J) = q(I, J |I ′, J ′);
(c) If the matrix q = ((q(I ′, J ′|I, J))) is non-negative then there exists a matrix
b = ((b(I ′, J ′|I, J))) so that q = b∗b and then
q = PQP =
∑
|K|=|K′|=n
JvxK,K′JvxK,K′
where xK,K′ =
∑
I,J: |I|=|J|=n b(K,K
′|I, J)vIv∗J ∈M0
(d) In such a case i.e. if Q = JQJ the following holds:
(i) ω(Q) =
∑
|K|=|K′|=n φ0(JvxK,K′JvxK,K′)
(ii) ω(θˆ2k(Q)) =
∑
|K|=|K′|=n φ0(JvxK,K′Jvτ2k(xK,K′)).
PROOF: Since the elements βg0(S˜I′ S˜
∗
J′)S
∗
ISJ : |I| = |J | = |I
′| = |J ′| = n
form an linear independent basis for π(B[−n+1,n]), (a) follows. (b) is also a sim-
ple consequence of linear independence of the basis elements and the relation
J βg0(S˜I′ S˜
∗
J′)SIS
∗
JJ = SI′S
∗
J′βg0(S˜I S˜
∗
J) as described in Theorem 4.5.
For (c) we write
Q =
∑
|K|=|K′|=n
J βg0(QK,K′)JQK,K′
where QK.K′ =
∑
I,J: |I|=|J|=n b(K,K
′|I, J)SIS∗J . ω being pure we have ( The-
orem 3.6) P = EE˜ where E and E˜ are support projection of ψ in π(Od)′′ and
π(O˜d)′′ respectively. So for any X ∈ π(Od)′′ and Y ∈ π(O˜d)′′ we have PXY P =
E˜EXY E˜E = E˜EY EE˜XE˜E = PXPY P . Thus (c) follows as ω(Q) = φ0(q) by
Proposition 3.1 (b) and Theorem 4.5 as ω is reflection symmetry with twist g0. For
(d) we use (a) and (c). This completes the proof.
Proposition 5.3. Let ω, a translation invariant pure state on B, be in detailed
balance and reflection positive with a twist g0. Then the following are equivalent:
(a) ω is decaying exponentially.
(b) The spectrum of T − |Ω >< Ω| is a subset of [−α, α] for some 0 ≤ α < 1 where
T is the self-adjoint contractive operator defined by
TxΩ = τ(x)Ω, x ∈ M0
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on the KMS-Hilbert space << x, y >>= φ0(x
∗σ i
2
(y) >>.
PROOF: Since T kxΩ = τk(x)Ω for x ∈ M0 and for any L ∈ BL and R ∈ BR
we have ω(Lθk(R)) = φ0(J yJ τk(x)) =<< y, T kx >> where x = Pπ(R)P and
y = JPπ(L)PJ are elements in M0. Since Pπ(BR)
′′P = M0 and Pπ(BL)
′′P =
M˜0 =M′0 as M˜ =M
′ by Theorem 4.4, we conclude that (a) holds if and only if
ekδ| < f, T kg > − < f,Ω >< Ω, g > | → 0 as k →∞ for any vectors f, g in a dense
subset D of the KMS Hilbert space.
That (b) implies (a) is now obvious since ekδαk = (eδα)k → 0 whenever we
choose a δ > 0 so that eδα < 1 where α < 1.
For the converse suppose that (a) holds and T 2−|Ω >< Ω| is not bounded away
from 1. Since T 2−|Ω >< Ω| is a positive self-adjoint contractive operator, for each
n ≥ 1, we find an unit vector fn in the Hilbert space so that E[1−1/n,1]fn = fn and
fn ∈ D, where s→ E[s,1] is the spectral family of the positive self-adjoint operator
T 2− |Ω >< Ω| and in order to ensure fn ∈ D we also note that E[s,1]D = {Es,1]f :
f ∈ D} is dense in E[s,1] for any 0 ≤ s ≤ 1.
Thus by exponential decay there exists a δ > 0 so that
e2kδ(1−
1
n
)k ≤ e2kδ
∫
[0,1]
sk < fn, dEsfn >= e
2kδ < fn, [T
2k − |Ω >< Ω|]fn >→ 0
as k → ∞ for each n ≥ 1. Hence e2δ(1 − 1n ) < 1. Since n is any integer, we have
e2δ ≤ 1. This contradicts that δ > 0. This completes the proof.
For the simplicity of notation we take in the following g0 = 1. Now we are set to
state our main result in this section. For anyQ ∈ π(B) we set J (Q) = JQJ . Recall
that J 2 = I. Any element Q = 12 (Q + J (Q)) +
1
2 (Q − J (Q)) is a sum of an even
element in {Q : J (Q) = Q} and an odd element in {Q : J (Q) = −Q}. Moreover
iQ is an even element if Q is an odd element. Also note that ||Qeven|| ≤ ||Q||
and ||Qodd|| ≤ ||Q||. Hence it is enough if we verify (1) for all even elements
for split property. We fix any n ≥ 1 and an even element Q ∈ B[−n+1,n]. We
write as in Proposition 5.2 Q =
∑
|I′|=|J′|=|I|=|J|=n q(I
′, J ′|I, J)S˜∗I′ S˜J′S
∗
ISJ . The
matrix q = (q(I ′, J ′|I, J) is symmetric and thus q = q+ − q− where q+ and q− are
the unique non-negative matrix contributing it’s positive and negative parts of q.
Hence ||q+|| ≤ ||q|| and ||q−|| ≤ ||q||. We set a notation for simplicity that
θˆk(Q) =
∑
|I|=|J|=|I′|=|J′|=n
q(J ′, I ′|I, J)Λ˜k(S˜I′ S˜
∗
J′)Λ
k(SIS
∗
J)
which is an element in B(−∞,−k]
⋃
[k,∞) and by Proposition 5.2 (d)
ω(θˆk(Q)) =
∑
|K|=|K′|=n
φ0(J xK,K′J τ2k(xK,K′))
provided q = (q(I ′, J ′|I, J) is positive, where PQP =
∑
|K|=|K′|=n J xK,K′J xK,K′
and xK,K′ =
∑
I,J b(K,K
′|I, J)vIv∗J and q = b
∗b. Thus in such a case we have by
Proposition 5.2 (d) that
|ω(θˆk(Q))− ωL ⊗ ωR(θˆk(Q))| =
∑
|K|=|K′|=n
φ0(J xK,K′J (τ2k − φ0)(xK,K′))
=
∑
|K|=|K′|=n
<< xK,K′ , (T − |Ω >< Ω|)
2kxK,K′ >>
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≤ α2k
∑
|K|=|K′|=n
<< xK,K′ , xK,K′ >>
provided ||T − |Ω >< Ω||| ≤ α and so
≤ α2kω(Q) ≤ α2k||qˆ|| = α2k||q||
In the last identity we have used Proposition 5.1.
Hence for an arbitrary Q for which J (Q) = Q we have
|ω(θˆk(Q))− ωL ⊗ ωR(θˆk(Q))| ≤ α
2k(||q+||+ ||q−||) ≤ 2α
2k||q|| = 2α2k||Q||
where in the last identity we have used once more Proposition 5.1. Thus we have
arrived at our main result by a well know criteria [BR1] on split property.
Theorem 5.4. Let ω be a translation invariant pure state. Let ω be also real (
with respect to a basis forCd ) and lattice symmetric with twist g0. If ω is reflection
positive with twist a g0 ( g0 ∈ Ud(C), g20 = 1) and the spatial correlation function of
ω decays exponentially then ω is split i.e. πω(BR)′′ is a type-I factor.
6. Spontaneous symmetry breaking in quantum spin chain
We aim to investigate the methodology developed in section 3 to study properties of
the ground states of a translation invariant Hamiltonian for one lattice dimensional
quantum spin chain B = ⊗ZMd.
Let G be a compact group and g → v(g) be a d−dimensional unitary representa-
tion of G. By γg we denote the product action of G on the infinite tensor product
B induced by v(g),
γg(Q) = (..⊗ v(g)⊗ v(g)⊗ v(g)...)Q(... ⊗ v(g)
∗ ⊗ v(g)∗ ⊗ v(g)∗...)
for any Q ∈ B. We recall now that the canonical action of the group U(d) of d× d
matrices on Od is given by
βv(g)(sj) =
∑
1≤i≤d
siv(g)
i
j
and thus
βv(g)(s
∗
j ) =
∑
1≤i≤d
¯v(g)ijs
∗
i
Note that v(g)|ei >< ej |v(g)
∗ = |v(g)ei >< v(g)ej | =
∑
k,l v(g)
l
i
¯v(g)
k
j |el >< ek|,
where e1, .., ed are the standard basis for IC
d. Identifying |ei >< ej | with sis
∗
j we
verify that on BR the gauge action βv(g) of the Cuntz algebra Od and γg coincide
i.e. γg(Q) = βv(g)(Q) for all Q ∈ BR.
Proposition 6.1. Let ω be a translation invariant factor state on B. Suppose
that ω is G−invariant,
ω(γg(Q)) = ω(Q) for all g ∈ G and any Q ∈ B.
Let ψ be an extremal point in Kω′ and (K,M, vk, 1 ≤ k ≤ d, φ0) be the Popescu
system associated with (H, Si = π(si),Ω) described as in Proposition 2.4. Then we
have the following:
(a) There exists an unitaryrepresentation g → U(g) in B(H) and a representation
g → ζ(g) so that
(32) U(g)SiU(g)
∗ = ζ(g)βv(g)(Si), 1 ≤ i ≤ d
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for all g ∈ G and
(b) There exists an unitaryrepresentation g → u(g) in B(K) so that u(g)Mu(g)∗ =
M for all g ∈ G and φ0(u(g)xu(g)∗) = φ0(x) for all x ∈ M. Furthermore the
operator V ∗ = (v∗1 , .., v
∗
d)
tr : K → ICd ⊗ K is an isometry which intertwines the
representation of G,
(33) (ζ(g)v(g) ⊗ u(g))V ∗ = V ∗u(g)
for all g ∈ G, where g → ζ(g) is the representation of G in U(1).
(c) J u(g)J = u(g) and ∆itu(g)∆−it = u(g) for all g ∈ G.
PROOF: ω being a factor state by Proposition 3.3, H is a closed subgroup of S1.
Thus H is either S1 or a finite cyclic subgroup. We also recall that λβg = βgλ for
all g ∈ G and ω being G-invariant we have ψβg ∈ Kω′ for all ψ ∈ Kω′ and g ∈ G.
In case H = S1, by Proposition 2.6 Kω′ is having a unique element and thus by
our starting remark we have ψβg = ψ for the unique extremal element ψ ∈ Kω′ . In
such a case we define unitary operator U(g)π(x)Ω = π(βg(x))Ω and verify (a) with
ζ(g) = 1 for all g ∈ G.
Now we are left to deal with the more delicate case. Let H = {z : zn = 1}′′
for some n ≥ 1. In such a case by Proposition 2.5 and Proposition 3.2 (a) we
have π(OHd )
′′ = π(UHFd)
′′ and π(O˜Hd )
′′ = π( ˜UHFd)
′′. Thus for any 0 ≤ k ≤
n− 1 orthogonal projection Fk is spanned by the vectors {S˜I′ S˜
∗
J′SIS
∗
JS
∗
KΩ : |I
′| =
|J ′|, |I| = |J |, and |K| = k}. We set unitary operator U(g)′ on Fk : k ≥ 0 by
U(g)′π(s˜I′ s˜
∗
J′sIs
∗
Js
∗
K)Ω = π(βv(g)(s˜I′ s˜
∗
J′sIs
∗
Js
∗
K))Ω
where |I ′| = |J ′|, |I| = |J | and |K| = k. It is a routine work to check that U(g)′
is indeed an inner product preserving map on the total vectors in Ek. The family
{Fk : 0 ≤ k ≤ n − 1} being an orthogonal family projection with
∑
k Fk = I,
U(g)′ extends uniquely to an unitary operator on H˜ ⊗K H. It is obvious by our
construction that g → U(g)′ is a representation of G in H⊗K H˜.
For each g ∈ G the Popescu element (H, βv(g)(Sk), 1 ≤ k ≤ d, Ω) determines
an extremal point ψg ∈ Kω′ and thus by Proposition 2.6 there exists a complex
number ζ(g) with modulus 1 so that ψg = ψβζ(g). Note that for another such a
choice ζ′(g), we have ¯ζ(g)ζ(g)′ ∈ H . As H is a finite cyclic subgroup of S1, we have
a unique choice once we take ζ(g) to be an element in the group S1/H which we
identify with S1. That g → ζ(g) is a representation of G in S1 = {z ∈ IC : |z| = 1}
follows as the choice in S1/H of ζ(g) is unique. Hence there exists an unitary
operator U(g) and a representation g → ζ(g) in S1 so that
U(g)Ω = Ω, U(g)SiU(g)
∗ = ζ(g)βv(g)(Si)
for all 1 ≤ i ≤ d. Thus U(g) =
∑
k ζ(g)
kU(g)′Ek for all g ∈ G as their actions on
any typical vector SIS
∗
JSKΩ, |I| = |J |, |K| = k < ∞ are same. Both g → U
′(g)
and g → ζ(g) being representations of G, we conclude that g → U(g) is an unitary
representation of G.
The above covariance relation ensures that U(g)π(Od)′′U(g)∗ = π(Od)′′ for all
g ∈ G and thus also U(g)π(Od)′U(g)∗ = π(Od)′ for all g ∈ G. Now it is also
routine work to check that U(g)FU(g)∗ = F , where we call F = {π(Od)′′Ω] and
U(g)EU(g)∗ = E where E = [π(Od)′Ω] is the support projection of the state ψ
in π(Od)′′. Hence the support projection P = EF of the state ψ in the cyclic
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subspace F is also G invariant i.e. U(g)PU(g)∗ = P for all g ∈ G. Thus we define
g → u(g) = PU(g)P an unitary representation of g in K. Hence we have
(34) u(g)vju(g)
∗ = ζ(g)βv(g)(vj) = ζ(g)viv(g)
i
j
for all 1 ≤ k ≤ d. By taking adjoint we get u(g)v∗ju(g)
∗ = ¯ζ(g) ¯v(g)ijv
∗
i for all
1 ≤ j ≤ d.
We are now left to prove (c). To that end we first verify that S0u(g) = u(g)S0 as
their actions on any typical vector vIv
∗
JΩ are same, where S0xΩ = x
∗Ω for x ∈M.
Hence by uniqueness of the polar decomposition we conclude that (c) holds.
Proposition 6.2. Let ω be a G-invariant translation invariant factor state on
B as in Proposition 4.1 and ω be also pure real (with respect to an orthonormal
basis for Cd ) and lattice symmetric with a twist g0. We fix an extremal element
ψ ∈ Kω so that ψ˜g0 = ψ¯ = ψβζ where ζ = 1 or exp
ipi
n as in Theorem 4.5. Let the
associated family {vk : 1 ≤ k ≤ d} of operators defined in Theorem 3.10 be linearly
independent (i.e.
∑
k ckvk = 0 if and only if ck = 0 for all 1 ≤ k ≤ d ). Then
g0 intertwines the representation g → ζ(g)v(g) with it’s complex conjugate matrix
representation with respect to the orthonormal basis (ei) in IC
d if and only if vg0
commutes with u(g) for all g ∈ G;
PROOF: For simplicity of notation in the proof we use v for vg0 . For (a) we fix an
extremal element ψ ∈ Kω′ as described in Theorem 4.5 and consider the Popescu
elements {vj , 1 ≤ j ≤ d} satisfying
vβg0(vj)v
∗ = J v˜jJ
for all 1 ≤ j ≤ d.
We set temporary notation
vg = u(g)vu(g)∗
and v(g) for complex conjugation matrix of v(g) i.e. v(g)
i
j = v
i
j(g). We compute
the following simple steps.
u(g)vβg0(vj)v
∗u(g)∗ = J u(g)v˜ju(g)
∗J = ζ(g)βv(g)(J v˜jJ )
and so
vgζ(g)βv(g)(βg0(vj))(v
g)∗
= u(g)vu(g)∗u(g)βg0(vj)u(g)
∗u(g)v∗u(g)∗
= ζ(g)βv(g)(J v˜jJ )
= ζ(g)βv(g)(vβg0(vj)v
∗)
i.e.
v∗vgζ(g)βv(g)(βg0 (vj))(v
g)∗v = ζ(g)βv(g)(βg0(vj))
Explicitly if v commutes with u(g), by the covariance relation we have∑
1≤j≤d
[ζ(g)vij(g)− ζ(g)v
i
j(g)]vj = 0
for all 1 ≤ i ≤ d. By linear independence we conclude that there exists an or-
thonormal basis for ICd so that the matrix representation (ζ(g)vij(g)) of ζ(g)v(g)
with respect to the basis having real entries. Conversely we have v∗vg commuting
with all vi i.e. v
∗vg ∈ M′. But v, u(g) and so v∗vg commutes with J and thus
v∗vg ∈ M and as v∗vgΩ = Ω we have v∗vg = 1 by factor property of M. For
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g0 6= 1 we get the relation g0v(g)g∗0 = v(g) where conjugation with respect to the
basis (ei) as a necessary and sufficient condition for commuting property of u(g)
and v.
We are left to deal with another class of example. Let ω be a translation invariant
pure state on B = ⊗Z M2. If ω is G = U(1) ⊆ SU(2) invariant then by a Theorem
[Ma2] ω is either a product state or a non-split state. The following theorem says
more when ω is also real and lattice symmetric. The following theorem is originated
from reviewer’s remark on an earlier version.
Theorem 6.3. Let ω be a translation invariant pure state on B = ⊗Z M2 which
also be reflection symmetric with a twist g0 and real with respect to a basis (ei).
If ω is also U(1) ⊆ SU(2) invariant and reflection positive on B with twist then
following holds:
(a) ω is a non-split state if and only if H = {1,−1};
(b) ω is a split state ( hence product state ) if and only if H = {1}.
PROOF: Assume for the time being that {v0, v1} are linearly independent. In
such a case by Proposition 6.1 there exists a representation z → uz in K of U(1)
so that uzv0u
∗
z = ζ(z)zv0 and uzv1u
∗
z = ζ(z)zv1 where z → ζ(z) = z
k for some
k ∈ ZZ. ω being lattice symmetric and real with respect to a basis, by Theorem 5.4
we also have H ⊆ {1,−1}.
Once we also assume ω to reflection positive with twist, z → ζ(z)v(z) has a real
representation of U(1) ⊆ SU(2) in a basis and v commutes with uz for all z ∈ H
by Proposition 5.2. Thus ((zkvij(z))) = ((z
−kvij(z))) for all z ∈ S
1. Hence z2kI =
((vij(z))
−1((vij(z))) where the right hand side is a multiple of two elements in SU(2).
By taking determinants of both the side we conclude that z4k = 1 for all z ∈ S1.
Hence k = 0. Now by U(1) ⊆ SU(2) invariance we also check that ψ(sIs∗J) = 0
if |I| + |J | is not a multiple of 2. Further as ψ(βz(sIs
∗
J )) = z
|I|−|J|ψ(sIs
∗
J) and
|I| − |J | = |I|+ |J | − 2|J | is a multiple of 2 whenever |I| + |J | is an even number,
we check that −1 ∈ H . Thus we conclude that {−1, 1} ⊆ H whenever {v0, v1} are
linearly independent. In such a case ω is a non-split state.
Now we consider the case where {v0, v1} are linearly dependent. We assume
without loss of generality that v0 6= 0 and v1 = αv0. v0v∗0 + v1v
∗
1 = 1 ensures that
(1 + |α|2)v0v∗0 = 1. Thus viv
∗
j = φ0(viv
∗
j ) for all 0 ≤ i, j ≤ 1. Hence ω(|ei1 ><
ej1 | ⊗ ... ⊗ |ein >< ejn |) = φ0(vIv
∗
J ) = φ0(vi1v
∗
j1 )...φ0(vinv
∗
jn). This clearly shows
that ω is a product state. ω being pure, we conclude that there is an extremal point
ψ so that the associated Popescu elements are given by v0 = 1 and v1 = 0. In such
a case ω is a split state and H = {1}.
Thus we can sum up from the above argument that such a state ω is split (
non-split ) if and only if H = {1} (H = {1,−1}).
Theorem 6.4. Let G be a simply connected compact Lie group and g → v(g)
be an irreducible representation on ICd so that the invariance vectors of ICd ⊗ ICd
with respect to the representation g → v(g) ⊗ v(g) is one dimensional. Let ω be
a translation and {βg : g ∈ G} invariant factor state on B = ⊗Z Md. Then the
following holds:
(a) The family (vk) is linearly independent and {v∗kΩ : 1 ≤ k ≤ d} is a set of
orthogonal vectors in K;
(b) The following statements are equivalent:
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(i)
∑
k v
∗
kvk = 1;
(ii) ∆ = I;
(iii) The action g : x→ u(g)xu(g)∗ on M is ergodic.
Further in such a case M is a finite type-In for some n ≥ 1 and the unique
normalized trace φ0 on M is strongly mixing for τ : M → M, where (M, τ, φ0)
is defined as in Proposition 2.4; Further there exists a unique representation of G,
g → u′(g) ∈M so that
u′(g)vku
′(g)∗ =
∑
1≤j≤d
vkj (g)vj
for all 1 ≤ k ≤ d. The unique representation g → u′(g) is irreducible i.e. (M, αg, φ0)
is G-ergodic.
PROOF: As a first step we explore the hypothesis that the invariant vectors in
ICd⊗ICd of the representation g → v(g)⊗v(g) ofG is one dimensional. By appealing
to the assumption with invariant vectors ((φ0(v
∗
i vj))) and ((< Ω, S
∗
i SjΩ >)) we
have
φ0(v
∗
i vj) = δ
i
j
λ
d
for all 1 ≤ i, j ≤ d and scaler λ > 0. That the scaler λ is indeed non-zero follows by
separating property of Ω ( otherwise we will have vk = 0 for all k ). In particular
we get the vectors {viΩ : 1 ≤ i ≤ d} are linearly independent and so by separating
property of Ω for M (a) follows. (b) is immediate from (a) and Proposition 6.2.
Vectors ((< Ω, S∗i SjΩ >)) and ((φ0(viv
∗
j ))) are also invariant for the product
representation g → v(g)⊗ v(g) and thus we also have
φ0(viv
∗
j ) =
1
d
δij
for all 1 ≤ i, j ≤ d, where we have used Popescu’s relation
∑
k vkv
∗
k = 1. Similarly
we also have φ0(v
∗
i vj) =
λ
d δ
i
j for some λ > 0. Same is true for φ0(vi∆
sv∗j ) as ∆
commutes with g → u(g) as the induced automorphism preserves the state φ0.
Now we will prove the equivalence of those three statements. (ii) implies (i) is
obvious. Now we will prove (i) implies (ii): (i) ensures that λ = 1 and
∑
k v˜
∗
kv˜k = 1.
Thus a simple computation shows that
||∆
1
2 v∗kΩ−∆
− 1
2 v∗kΩ||
2
=< v∗kΩ,∆v
∗
kΩ > + < v
∗
kΩ,∆
−1v∗kΩ > −2 < Ω, vkv
∗
kΩ >
=< vkΩ, vkΩ > + < J∆
− 1
2 v˜∗kΩ,J∆
− 1
2 v˜∗kΩ > −2 < Ω, vkv
∗
kΩ >
=< vkΩ, vkΩ > + < v˜kΩ, v˜kΩ > −2 < Ω, vkv
∗
kΩ >= 0
Hence by separating property of Ω forM we conclude that ∆v∗k∆
−1 = v∗k for all
1 ≤ k ≤ d. So ∆ is affiliated to M′. As J∆J = ∆−1, ∆ is also affiliated to M.
Hence ∆ = I as M is a factor. This completes the proof for (i) implies (ii).
(iii) implies (i) follows as ergodic action ensures that M is a type-I finite factor
[Wa] and φ0 is the normalized trace. Since
∑
k v
∗
kvk is a G-invariant element, we
conclude that the element is a scaler and hence by trace property of φ0 it is equal
to 1.
That irreducibility g → u′(g) is equivalent to G-ergodicity of (M, αg, φ0) follows
from a more general result [BR1], however here one can verify easily as M is a
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type-I factor. For the non-trivial part of last statement we will use once more
the property (b) i.e. self-adjointness of the Popescu elements {vk, 1 ≤ k ≤ d}.
To that end let E be a G- irreducible projection in M and set E′ = JEJ . We
set von-Neumann algebra ME = E
′ME′. ME is a type-I finite factor as M
is so and u(g)MEu(g)∗ = ME for all g as E′ is G-invariant. Further ME is
also G-irreducible as E is an G-irreducible projection in M. The vector state
φE(X) =< Ω, XΩ > on ME being G-invariant and irreducible, we conclude that
φE is a scaler multiple of the unique normalized trace onME ( see [HLS] for details
).
That the non-normalized state ψE on Od defined by
ψE(sIs
∗
J) =< Ω, E
′vIv
∗
JE
′Ω > |I|, |J | <∞
is λ-invariant follows by the tracial property of φE onME and by (i) we make the
following computation as follows:
ψE(λ(sIs
∗
J)) =
∑
1≤k≤d
< Ω, E′vkvIv
∗
Jv
∗
kE
′Ω > |I|, |J | <∞
=
∑
1≤k≤d
< Ω, E′v∗kE
′vkE
′vIv
∗
JE
′Ω >
= ψE(sIs
∗
J)
where
∑
k E
′v∗kE
′vkE
′ = E′ by (i). Further λ-invariance of ψE ensures that
< Ω, E′xE′Ω >=< Ω, E′τ(x)E′Ω >
for all x ∈ M. Tomita’s modular operator being trivial we also have E′Ω = EΩ
and so by duality relation we have
< Ω,JEJ xΩ >=< Ω, τ˜ (JEJ )xΩ >
for all x ∈ M. Thus by cyclic and separating property of Ω for M, we get
τ˜ (JEJ ) = JEJ . Now by ergodic property of (M, τ, φ0) ( See Proposition 2.4
(e) ) and so the property for the dual Markov map, we conclude that JEJ is
either 0 or 1. This completes the proof for (i) implies (iii).
Thus in such a case i.e. if any of the statement (i)-(iii) is true, φ0 is a tracial
state onM. That it is the unique trace follows asM is either a type-I finite factor
or a type-II1 factor. However ω being pure, M can not be a type-II1 factor [Mo3].
M being a type-I factor and G being a simply connected group, by a general result
[Ki] any continuous action of the G is implemented by an inner conjugation, i.e.
there exists an unitary operator g → u′(g) ∈ M so that u(g)′xu(g)′∗ = u(g)xu(g)∗
for all g ∈ G. Thus we have u′(g)vku′(g)∗ =
∑
j v
k
j (g)vj for all 1 ≤ k ≤ d.
Now for uniqueness let g → u′′(g) ∈ M be another such representation. Then
u′′(g)u′(g)∗ ∈ M
⋂
M′ and M being a factor, λ(g) = u′′(g)u′(g)∗ is a scaler and
as u′(g) = λ(g)u′′(g) and each one being a representation we also get g → λ(g) is a
representation and so λ(g) = 1 as G is simply connected. Hence uniqueness follows.
We are left to discuss few motivating examples for this abstract framework to
study symmetry. For basic facts about thermodynamic limit, KMS states, ground
states on quantum spin chain we refer to [Ru,BR2,EK].
We consider the following standard ( irreducible ) representation of Lie algebra
su(2) inC2
TRANSLATION INVARIANT PURE STATE ON ⊗ZMd(C) AND IT’S SPLIT PROPERTY 51
σx =
(
0 , 1
1 , 0
)
,
σy =
(
0 , i
−i , 0
)
,
σz =
(
1 , 0
0 , −1
)
.
g0 =
(
0 , i
−i , 0
)
,
Note also that g20 = 1 and ig0 ∈ SU(2) and g0σxg
∗
0 = −σx, g0σyσ
∗
0 = σy and
g0σzg
∗
0 = −σz . By taking exponential of iσx, iσy, iσz, we conclude that g0 inter-
twins g → vij(g) with it’s complex conjugate representation. The representation
being irreducible, such an intertwining g0 is unique modulo a phase factor. Since
we also need g20 = 1, we only have the choice given above or −g0. Same is true if
we work with any irreducible representation of su(2) in d = 2s+ 1 dimension and
one such g0 ∈ Ud(C) exists which inter-twins the representation with it’s complex
conjugate. Now we aim to deal with two instructive examples. To that end we will
now study the relation (33) for 12 -integer quantum spin chain.
Theorem 6.5. Let ω be reflection positive with twist g0 as in Theorem 4.5 (b)
and d be 2 with g0 = σy given above. Then
(35) v1 = ǫJ v˜2J
where ǫ is either 1 or −1. Further if the family {vk : 1 ≤ k ≤ 2} are linearly
independent and ω is G-invariant where g → vij(g) is a representation taking values
in SU2(C) then the range (v
i
j(g)) ∈ S
1 ⊆ SU(2). There exists no SU(2)-invariant
state ω on B satisfying conditions for Theorem 4.5 (b) for d = 2 with g → vij(g)
irreducible.
PROOF: By Theorem 4.5 (b) we have vg0Xv
∗
g0 = X for all x ∈ M0 ∨ M˜0
(36) vg0v1v
∗
g0 = iJ v˜2J
and
(37) vg0v2v
∗
g0 = −iJ v˜1J
Since vg0Mv
∗
g0 =M by separating property of Ω for M, we also claim that
(38) vg0 v˜1v
∗
g0 = iJ v2J
which we verify as
vg0 v˜
∗
1v
∗
g0Ω = vg0 v˜
∗
1Ω = vg0v
∗
1Ω
= vg0v
∗
1v
∗
g0Ω = −iJ v˜
∗
2JΩ = −iJ v
∗
2Ω = −iJ v
∗
2JΩ
So by separating property we have vg0 v˜
∗
1v
∗
g0 = −iJ v
∗
2J . Similarly we have the
other relation
vg0 v˜2v
∗
g0 = −iJ v1J
Further we recall vg0 commutes with J and so
(39) vg0J v˜2J v
∗
g0 = iv1
We also have v2g0vk(v
2
g0 )
∗ = β−1(vk) for 1 ≤ k ≤ 2.
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A simple computation now shows that
vg0(v1 + J v˜2J )v
∗
g0 = i(v1 + J v˜2J )
and
vg0(v
∗
1 − J v˜
∗
2J )v
∗
g0 = −iJ v˜
∗
2J + iv
∗
1
So we have
vg0 (v1 + J v˜2J )X(v
∗
1 − J v˜
∗
2J )v
∗
g0
= −(v1 + J v˜2J )X(v
∗
1 − J v˜
∗
2J )
where X ∈ M0∨M˜0. The element (v1+J v˜2J )X(v∗1 −J v˜
∗
2J ) being {βz : z ∈ H}
invariant, is an element in M0 ∨ M˜0 and thus (v1 +J v˜2J )X(v∗1 −J v˜
∗
2J ) = 0 for
all X ∈M0 ∨ M˜0.
Assume now that v1 −J v˜2J 6= 0 and then action of (v1 + J v˜2J )∗(v1 + J v˜2J )
on [X(v∗1−J v˜
∗
2J )(v
∗
1 −J v˜
∗
2J )
∗Ω] is equal to 0 vector. By purity of ω we also have
[M0 ∨ M˜0f ] = P0 for any f 6= 0 and P0f = f . Note that f = (v∗1 − J v˜
∗
2J )(v
∗
1 −
J v˜∗2J )
∗Ω is uz-invariant where βz(x) = uzxu
∗
z defined as in Proposition 3.2 and so
P0f = f . Thus by our assumption and separating property of Ω, we have f 6= 0.
Hence we conclude that (v1 + J v˜2J )∗(v1 + J v˜2J )P0 = 0. Since P0Ω = Ω, by
separating property for M we conclude that v1 + J v˜2J = 0. Interchanging the
role of elements involve we conclude the first part of the result.
By covariance relation (33) and linear independence of {vk : 1 ≤ k ≤ 2} we
have now v11(g) = v
2
2(g) and v
1
2(g) = v
2
1(g). ((v
i
j(g))) being an element in SU(2)
we also have v12(g) = −v
2
1(g). Hence we conclude that v
1
2(g) = v
2
1(g) = 0 for all
g ∈ G. Thus (vij(g)) ∈ S
1 as a subgroup of SU(2). The last statement is now
obvious once we use Proposition 6.3 to ensure linear independence hypothesis on
the family {vk : 1 ≤ k ≤ d} since G = SU(2) satisfies the hypothesis by Clebsch
Gordan theory and so brings a contradiction if we claim to exist such a state which
is also SU(2) invariant with g → v(g) irreducible. This completes the proof.
XY model: We consider the exactly solvable XY model. The Hamiltonian HXY
of the XY model is determined by the following prescription:
HXY = J(
∑
j∈Z
{σ(j)x σ
(j+1)
x + σ
(j)
y σ
(j+1)
y } − 2λ
∑
j∈Z
σ(j)z ),
where λ is a real parameter stand for external magnetic field and J is a non-zero
real number, σ
(j)
x , σ
(j)
y and σ
(j)
z are Pauli spin matrices at site j. It is well known
[AMa] that ground state exists and unique. It is simple to verify that H˜ = H since
we can rewrite HXY as sum over element of the form σ
(j−1)
x σ
(j)
x +σ
(j−1)
y σ
(j)
y . Since
the transpose of σx is itself, transpose of σy is −σy and transpose of σz is itself, we
also verify that HtXY = HXY . Hence HXY is in detailed balance.
For J < 0, it is also well known that for |λ| ≥ 1 the unique ground state
is a product state thus split state. On the other hand for |λ| < 1 the unique
ground state is not a split state [Ma2 Theorem 4.3]. For J > 0 HXY is reflection
symmetric with a twist g0 which rotates an angle π with respect Y -axis. Further
by a general theorem [FILS] ω is also reflection positive with a twist g0 when J > 0
and λ = 0. Thus by Theorem 6.3 the unique ground state is a non split state and
H = {1,−1}. In such a case a simple application of Theorem 5.4 says that the
correlation functions of the ground state does not decay exponentially. Theorem
6.5 gives functional relation between v1 and v2 and ∆ is non-trivial.
TRANSLATION INVARIANT PURE STATE ON ⊗ZMd(C) AND IT’S SPLIT PROPERTY 53
XXX MODEL: Here we consider the prime example where very little exact
results were known. The Hamiltonian HXXX of the spin s anti-ferromagnetic chain
i.e. the Heisenberg’s XXX model is determined by the following formula:
HXXX = J
∑
j∈Z
{S(j)x S
(j+1)
x + S
(j)
y S
(j+1)
y + S
(j)
z S
(j+1)
z }
where S
(j)
x , S
(j)
y and S
(j)
z are representation in d = 2s+1 dimensional of Pauli spin
matrices σx, σy and σz respectively at site j. Existence of ground state for XXX
model follows from more general theory [BR vol-2]. Since HXXX can be rewritten
as sum of elements of the form
{S(j−1)x S
(j)
x + S
(j−1)
y S
(j)
y + S
(j−1)
z S
(j)
z }
, it is simple to check that HXXX = HXXX . We also claim that H
t
XXX = HXXX .
To that end we consider the space Vd of homogeneous polynomials in two complex
variable with degree m, m ≥ 0 i.e. Vd is the space of functions of the form
f(z1, z2) = a0z
d
1 + a1z
d−1
1 z2 + ...+ adz
d
2
with z1, z2 ∈ IC and a′is are arbitrary complex constants. Thus Vd is a d-dimensional
complex vector space. The d−dimensional irreducible representation πd of the Lie-
algebra su(2) is given by
πd(X)f = −
∂f
∂z1
(X11z1 +X12z2) +
∂f
∂z2
(X21z1 +X22z2)
whereX in any element in Lie-algebra su(2). It is simple to verify that the transpose
of Sx = πd(σx) is itself, transpose of Sy = πd(σy) is −Sy and transpose of Sz =
πd(σz) is itself. Thus H
t
XXX = HXXX for any d. Further for J > 0, the unique
positive temperature state (KMS state ) for HXXX is also reflection positive [FILS]
with twist g0 where g0 is as in XY model. Thus any limit point of KMS states as
temperature goes to zero is also reflection positive. Thus for J > 0, if ground state
is unique then it is also pure and reflection positive with twist g0. This brings a
contradiction to our hypothesis on ω ( by the last statement in Theorem 6.5 ) that
is real lattice symmetric positive with twist g0. We can expect same result to hold
for any s with half-odd integer spin as g0 acts non trivially and g0g0 = −I.
Thus in particular for J > 0 ( anti-ferromagnet ) and s is half-integer, there
is a spontaneous symmetry breaking in the ground state. So we conclude that
there are solutions other then the well known Bethe’s ansatz [Be] solution. As
an indirect consequence we conclude that Bethe’s solution is not pure as it has
all other property as infinite volume limit and low temperature limit preserves
those property. It is not hard to prove now that the set of ground states does not
even form a simplex. A valid question that we can ask at this stage whether the
symmetry that we have got so far for HXXX is enough to make action transitive
on the set of it’s extremal points?
Now we briefly discuss the situation when d = 3 i.e. s = 1. In such a case Pauli
spin matrices are given by
σx = 2
− 1
2

 0 , 1, 01 , 0, 1
0 , 1, 0

 ,
σy = 2
− 1
2

 0 , −i, 0i , 0, −i
0 , i, 0

 ,
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σz =

 1 , 0, 00 , 0, 0
0 , 0, −1

 .
A direct calculation shows that the intertwiner g0 is a matrix with real entries given
below
g0 =

 0 , 0, −10 , 1, 0
−1 , 0, 0

 .
Thus we have g0 = g0 and unitary operator vg0 given in relation (31) is self adjoint.
So far we have not used reflection positivity. In such case we will investigate now
vg0 . We write relation (31) now below:
vg0v1v
∗
g0 = −J v˜3J
vg0v2v
∗
g0 = J v˜2J
vg0v3v
∗
g0 = −J v˜1J
Going along the line of the proof for d = 2, using reflection positivity and purity
of the state ω we show also now that either v1 = J v˜3J or v1 = −J v˜3J . Thus
v1Ω and v2Ω are eigen vectors of vg0 with both eigenvalues are equal to 1 or −1
simultaneously. By the same reason v2 = J v˜2J or v2 = −J v˜2J i.e. v2Ω is an
eigenvector with eigenvalue either 1 or −1. Now we use SU(2)-invariance property
of ω to conclude from consistency of covariance relation that eigen value for v2Ω is
equal to that of v1Ω. Thus vg0 is either 1 or vg0 = β−1. Thus we find
ǫv1 = −J v˜3J
ǫv2 = J v˜2J
ǫv3 = −J v˜1J
where ǫ is either 1 or −1. In case H is trivial, then ǫ = 1 and at this point it is not
clear whether converse is true.
Our result says very little about integer spin HXXX model as G− ergodic prop-
erty in Theorem 6.4 is not evident as of now for group G = SU(2).
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