We present an efficient algorithm for scoring clones given an ordering of probes under a schema proposed by Alizadeh et al. [1] in the context of physical mapping with unique probes. The algorithm runs in time linear in the number of blocks of ones in the underlying sparse incidence matrix. A sparse and efficient algorithm for this task is important as it appears to be a central task in most algorithms for physical mapping.
Introduction
The problem of physical mapping is to find an interval ordering of a collection of clones (fragments) of a DNA strand by inferring the overlap order from fingerprint data. One of the ways in which clones are fingerprinted is by recording hybridization data between a set of STS probes and the clones. Each STS probe is assumed to be specific enough that it hybridizes to a unique location in the underlying DNA sequence.
Given m STS probes and n clones, the input for the problem is then presented as an m n incidence matrix D, where d ij is 1 if probe i hybridizes with clone j and 0 otherwise. Since the clones are intervals of the DNA strand, a permutation of the rows/probes that gives the permuted matrix D the consecutive ones property, gives an ordering of the clones [2] . However, in practice, the measured data contains errors in the form of false positives (i.e. a 1 where there should be a 0), false negatives (i.e. a 0 where there should be a 1), and chimeras (i.e. two distinct intervals reported as one). Under these more realistic assumptions, the problem becomes one of finding the most-likely permutation and set of error corrections that give D the consecutive ones property. Figure 1 shows an example of the actual layout versus the measured data. Correcting a false positive is to turn a 1 into a 0, correcting a false negative is to turn a 0 into a 1, and correcting a chimera is to split a column into two, or alternatively, to allow two blocks of consecutive 1's in a column of D . The goal is to correct D to the matrix that is most-likely to reflect the actual, perfect data. Assuming that each type of error occurs at a fixed rate, Alizadeh et al. [1] show that minimizing the objective function give an algorithm that is quadratic in the number of ones in a column. We improve this to linear time, and further generalize it to permit chimeras that are the union of up to k distinct intervals (called k-meras). We make no assumption about the distribution of the ordinality of chimeras by using the objective function
where C(c) may be any score for c-meras and c (D ) is the number of corrected c-meras. On the other hand, we do not consider here the case where one knows that some probe incidences are at the ends of the clone involved, as in [1] , in order to keep the treatment simple. We discuss at the end of this note how one can proceed to generalize our result to handle such additional probe information.
The Basic Linear Algorithm
We begin by developing an algorithm that is linear in the length m of a column V of D , and will derive our sparse algorithm in the next section. We use the following notation for regular expressions: rjs denotes the union or disjunction of patterns r and s, rs denotes their concatenation, r k denotes the concatenation of k copies of r, and r denotes the concatenation of zero-or-more copies. Also, w i will denote the i th of a string w.
We begin by viewing column V = v 1 v 2 : : :v m as a string of 0's and 1's. Observe that our goal is to correct V to match the pattern (0 1 ) k 0 with minimal cost. Without chimera costs, the problem is clearly just an instance of the approximate regular expression pattern matching problem solvable in O(mk) time [8] . Moreover, we claim without proof that the edit graph formalism developed in [8] can be modified to accommodate chimera costs. However, in order to ultimately derive a sparse algorithm, we proceed with an independent development. 
The Sparse, Block-Based Algorithm
Typically the underlying incidence matrix D is sparse in that 10% or less of the entries in the matrix have value 1. To take advantage of this sparsity, note the simple observation that it is never advantageous to begin or end a clone boundary in the middle of a "block" of consecutive zeroes or consecutive ones. This observation leads to the simple extension of our previous algorithm presented below. Note that the algorithm is sparse because the number of blocks is not more than twice plus one the number of ones in a row. The remaining difficulty is that in order to evaluate D we must be able to deliver its blocks. 
Let

Discussion
We conclude by noting that because our algorithm is a specialization of an approximate regular expression pattern matching algorithm [8] , it follows that other sequence comparison results apply. For example, the corrections achieving the best score can be obtained by the usual divide-and-conquer approach [6, 7] . It is also true that one can model any row property expressible as a regular expression over a finite scalar alphabet, and so, for example, can accommodate the end-clone hybridizations described in [1] . Efficiency improvements might be possible using path compression ideas [4, 10] and/or shortest path approaches [6, 3] .
The efficiency of the presented algorithm(s) in practice and how they are best rendered to such practice is an open issue.
