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Abstract
In this proceedings contribution, we review the exact solution of the anisotropic hydrodynamics equations for a sys-
tem subject to Gubser flow. For this purpose, we use the leading-order anisotropic hydrodynamics equations which
assume that the distribution function is ellipsoidally symmetric in local-rest-frame momentum. We then prove that the
SO(3)q symmetry in de Sitter space constrains the anisotropy tensor to be of spheroidal form with only one independent
anisotropy parameter remaining. As a consequence, the exact solution reduces to the problem of solving two coupled
non-linear differential equations. We show that, in the limit that the relaxation time goes to zero, one obtains Gubser’s
ideal hydrodynamic solution and, in the limit that the relaxation time goes to infinity, one obtains the exact free stream-
ing solution obtained originally by Denicol et al. For finite relaxation time, we solve the equations numerically and
compare to the exact solution of the relaxation-time-approximation Boltzmann equation subject to Gubser flow. Using
this as our standard, we find that anisotropic hydrodynamics describes the spatio-temporal evolution of the system better
than all currently known dissipative hydrodynamics approaches.
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1. Introduction
Recently, there has been interest in obtaining exact solutions of anisotropic hydrodynamics [1], viscous
hydrodynamics [2–6], and kinetic theory [7, 8] subject to Gubser flow [9, 10]. The reason for this interest is
threefold: (1) the exact solutions provide the possibility to obtain analytic expressions for the temperature
evolution, various flow coefficients, etc., without the use of a complicated hydrodynamics simulations, (2)
the exact solutions provide a way to test current hydrodynamic codes by setting up an initial condition
corresponding to Gubser flow, and (3) the exact solutions provide a way to test the various anisotropic
and viscous hydrodynamical approaches on the market. The first reason is quite compelling, however, the
phenomenological applicability of this type of flow is limited since it is conformal and corresponds to a
system that has a quite strong transverse expansion at late times, irrespective of the coupling. Despite
that, this line of enquiry is quite interesting. In this proceedings contribution, however, we will focus on
the last reason for studying systems subject to Gubser flow to test different hydrodynamics approaches by
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comparing their predictions to a recently obtained exact solution of the Boltzmann equation in relaxation-
time approximation subject to Gubser flow [7, 8].
In the context of relativistic heavy-ion collisions, the use of dissipative viscous hydrodynamics is now
common (see e.g. Refs. [11–13] and references therein), however, traditional viscous hydrodynamics ap-
proaches rely on linearization around an isotropic equilibrium state. If the system has large non-equilibrium
corrections, a perturbative treatment may not be phenomenologically reliable at all points in spacetime.
In order to address this issue, the framework of anisotropic hydrodynamics [14, 15] was created in or-
der to extend the range of applicability of dissipative hydrodynamics (see Ref. [16] for a recent review).
In the anisotropic hydrodynamics framework, the most important (diagonal) components of the energy-
momentum tensor are treated non-perturbatively and non-spheroidal/off-diagonal components are treated
perturbatively. This approach has been shown to more accurately describe the evolution of systems subject
to boost-invariant and transversely homogeneous (0+1)-dimensional flow than traditional viscous hydrody-
namics approaches [17–21]. Here we report on the work presented in Ref. [1], in which the exact solution
of the leading-order anisotropic hydrodynamics equations subject to Gubser flow was obtained.
2. Gubser flow
Herein, we assume that the system is boost invariant and cylindrically symmetric with respect to the
beam line at all times. With this assumption, one can construct a flow with SO(3)q ⊗SO(1,1)⊗Z2 symme-
try [9, 10]. In this case, all dynamical variables depend on τ =
√
t2 − z2 and r = √x2 + y2 through the
dimensionless combination G(τ, r) = (1 − q2τ2 + q2r2)/(2qτ), where q is an arbitrary energy scale which
sets the physical size of the system. The resulting flow is completely determined by symmetry constraints to
be u˜µ = (cosh θ⊥, sinh θ⊥, 0, 0), with tanh θ⊥ ≡ 2q2τr/(1 + q2τ2 + q2r2) and the tilde indicating polar Milne
coordinates with position four-vector x˜µ = (τ, r, φ, ς) and φ = tan−1(y/x) and ς = tanh−1(z/t).
To map this to a static flow, one performs a Weyl rescaling and a change of variables to de Sitter coordi-
nates sinh ρ = −(1 − q2τ2 + q2r2)/(2qτ) and tan θ = 2qr/(1 + q2τ2 − q2r2), where ρ is interpreted as the de
Sitter “time” and θ is an angular variable. Due to the symmetry of the flow, physical quantities only depend
on ρ. For fixed r, the limit τ → 0+ corresponds to the limit ρ → −∞ and the limit τ → ∞ corresponds to
the limit ρ → ∞. This means that the de Sitter map covers the future (forward) light cone. Finally, we note
that in the remainder of the paper, Weyl-rescaled de Sitter-space quantities are indicated with a hat, e.g. the
position four-vector becomes xˆµ = (ρ, θ, φ, ς).
3. Exact anisotropic hydrodynamics equations
We now introduce our ansatz for the one-particle distribution function. Since the system is cylindri-
cally symmetric with respect to the beam line, the de Sitter space anisotropy tensor can be assumed to be
diagonal.2 An ellipsoidal anisotropic distribution function can be constructed by introducing a tensor of the
form Ξˆµν = uˆµuˆν + ξˆµν, where uˆµ is the four-velocity and ξˆµν is a symmetric traceless anisotropy tensor [20].
Expanding ξˆµν in the de Sitter-space basis gives ξˆµν = ξˆθΘˆµΘˆν + ξˆφΦˆµΦˆν + ξˆςςˆµςˆν, where Θˆµ, Φˆµ, and ςˆν are
Weyl-rescaled de Sitter space basis vectors which obey uˆµuˆµ = −1, ΘˆµΘˆµ = 1, ΦˆµΦˆµ = 1, ςˆµςˆµ = 1.3 The
anisotropy tensor is traceless, i.e. ξˆµµ = 0, and orthogonal to the flow, i.e. uˆµξˆµν = 0. Using the tensor Ξˆµν,
one can construct an anisotropic distribution function for a conformal system [20]
f (xˆ, pˆ) = fiso
(
1
λˆ
√
pˆµΞˆµν pˆν
)
, (1)
where we have assumed vanishing chemical potential and λˆ is non-equilibrium scale (transverse tempera-
ture) which can be identified with the de Sitter-space temperature, Tˆ , only when ξˆµν = 0.
2Any off-diagonal contributions will quickly relax to zero if they are not assumed to be zero.
3Our Minkowski-space metric convention is gµν = diag(−1, 1, 1, 1).
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Fig. 1. In the top row, we compare the de Sitter-space effective temperature Tˆ obtained from the exact kinetic solution obtained in
Refs. [7, 8] (black solid line), the leading-order anisotropic hydrodynamics equations obtained in Ref. [1] (red dashed line), DNMR
second-order viscous hydrodynamics obtained in Ref. [2] (green dot-dashed line), and Israel-Stewart second-order viscous hydrody-
namics obtained in Ref. [2] (blue dotted line). The columns from left to right correspond to three different choices of the shear viscosity
to entropy density ratio with 4piη/s ∈ {1, 3, 10}, respectively. In the bottom row, we compare results for the scaled shear p¯iςς ≡ pˆiςς/(Tˆ sˆ).
The labeling and values of 4piη/s in the bottom row are the same as in the top row. In all cases, at ρ = ρ0 = −10, we fixed the initial
effective temperature to be Tˆ0 = 0.002 and the initial anisotropy to be αˆς,0 = 1, which corresponds to an isotropic initial condition in
de Sitter space.
To determine the ρ-dependence of the scale λˆ and anisotropies ξˆi, we take moments of the Boltzmann
equation in relaxation-time approximation pˆ ·Df = pˆ · uˆ ( f − fiso)/τˆeq, where Dµ is the covariant derivative,
fiso denotes the isotropic equilibrium distribution function, and τˆeq is the relaxation time. For a conformal
system in relaxation-time approximation, one has τˆeq = 5ˆ¯η/Tˆ , where ˆ¯η = ηˆ/sˆ = η/s with ηˆ and sˆ being the
Weyl-rescaled shear viscosity and entropy density, respectively. Using the first and second moments of the
Boltzmann equation in de Sitter coordinates, one obtains two coupled ordinary differential equations [1]
4
d log λˆ
dρ
+
3αˆ2ς
(
H2L(y¯)
H2(y¯)
+ 1
)
− 4
3αˆ2ς − 1
d log αˆς
dρ
+ tanh ρ
(
H2T (y¯)
H2(y¯)
+ 2
)
= 0 , (2)
6αˆς
1 − 3αˆ2ς
dαˆς
dρ
−
3
(
3αˆ4ς − 4αˆ2ς + 1
)
4τˆeqαˆ5ς
(
Tˆ
λˆ
)5
+ 2 tanh ρ = 0 , (3)
where αˆi ≡ (1 + ξˆi)−1/2, y¯2 ≡ (3αˆ2ς − 1)/2, and Tˆ = αˆςλˆ (H2(y¯)/2)1/4/y¯. The definitions of the H-functions
appearing above can be found in Ref. [1].
4. Results and conclusions
Using Eqs. (2) and (3) it was shown in Ref. [1] that, in the limit that the relaxation time goes to zero,
one obtains Gubser’s exact ideal hydrodynamic solution and, in the limit that the relaxation time goes to
infinity, one obtains the exact free streaming solution obtained originally by Denicol et al. [8]. For finite
relaxation time, one can solve Eqs. (2) and (3) numerically. As usual, in order to complete the solution, one
needs to specify a boundary condition. Since we want to have a solution in the entire forward lightcone, we
fix the boundary condition on the “left” (ρ0 → −∞), which maps to τ → 0+. Note that, with this boundary
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condition, one can smoothly take the limit η/s → 0 in order to obtain Gubser’s exact ideal hydrodynamic
solution (see Fig. 8 of Ref. [8]). This limit is not guaranteed for other choices of ρ0 [22].
As can be seen from Fig. 1, the anisotropic hydrodynamics equations obtained in Ref. [1] provide the
best approximation to the exact result. For the temperature, it is very difficult to distinguish the anisotropic
hydrodynamics result from the exact result. For the scaled shear p¯iςς ≡ pˆiςς/(Tˆ sˆ), there are visible differences
between the anisotropic hydrodynamics solutions and the exact solution in the region above ρ & 0. In all
cases, at large ρ one sees that anisotropic hydrodynamics has the correct asymptotic behavior. The latter
observation can be proven analytically [1]. In Ref. [1] anisotropic initial conditions were also considered
with the conclusion being the same. Based on these findings we conclude that anisotropic hydrodynamics
describes the spatio-temporal evolution of the system better than all currently known dissipative hydrody-
namics approaches.
Note that the solutions reviewed herein can be easily mapped back to Milne space, giving the full spatio-
temporal evolution for a boost-invariant and cylindrically-symmetric system for arbitrary values of param-
eter q in the entire forward lightcone. Using this mapping, one can obtain the radial temperature profile at
any given proper time for an arbitrary system size set by the scale q. This can be used as an initial condition
for subsequent evolution in Milne space. In Ref. [23] comparison of the solutions of (1+1)-dimensional
ellipsoidal anisotropic hydrodynamics equations of Tinti and Florkowski [24] with the exact solution ob-
tained herein demonstrated that the framework of Tinti and Florkowski was able to numerically reproduce
the exact solution without having to transform to de Sitter space. The results presented here can now be
used as a test case for code validation in all future anisotropic hydrodynamics codes.
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