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ABSTRACT
Tracking of moving objects in an image sequence is an impor-
tant task in many application (e.g. medical imaging, robotics).
However, this task is usually difficult due to inherent prob-
lems that could happen in sequences (i.e. possible occlusion
of the object, large interframe motion). In this paper, we de-
scribe a new approach to integrate a priori motion informa-
tion into a level-set-based active contour approach. Specifi-
cally, we introduce a new constraint that enforces the conser-
vation of the levels of the implicit function along the image se-
quence. This constraint is formulated as a motion prior energy
and is used in a tracking algorithm. The method is validated
quantitatively on a clinical application based on 10 echocar-
diographic and 5 cine-MRI sequences (≈ 700 images).
Index Terms— Segmentation, tracking, active contour,
level-set, shape prior, motion prior, cardiac imaging
1. INTRODUCTION
The problem of tracking moving objects in video sequences
remains of great interest in the framework of various appli-
cations (e.g. medical imaging, video surveillance, robotics).
When segmenting sequences and tracking an object over
time, the knowledge of the underlying motion may bring
valuable information and help improving segmentation re-
sults and speed. Indeed, parts of the object that are occluded
in a frame might be visible in another one while temporal
coherence implies that contours in successive frames have
similar shapes.
Variational approaches and region-based active contours
have proven to be efficient for tracking purposes. In this
context, some authors proposed to integrate motion either di-
rectly into the snake formalism [1] or through Kalman filter-
ing [2]. However snakes methods have the drawback of re-
quiring a regridding mechanisms and do not handle topologi-
cal changes or region terms in the minimized energy. We thus
choose to focus on level-set techniques, where tracking meth-
ods can be classified broadly into two categories: motion-
based approaches [3, 4] or model-based approaches [5, 6].
The motion-based approaches either assume the motion to be
estimated prior to the tracking [4] or perform a joint motion
estimation and segmentation [3]. The methods have comple-
mentary advantages and drawbacks: while relying on a priori
estimated motion allows selecting the best motion estimation
algorithm independently from the segmentation approach, the
joint approach allows the segmentation step to improve mo-
tion estimation and vice-versa. On the other hand, model-
based methods use prior knowledge which is included either
through a dynamical shape prior [6] or by constraining the
contour evolution between consecutive frames [5]. This al-
lows modeling any kind of motion but may require a learning
step.
In this article, we propose a new motion prior energy cri-
terion whose minimization enforces the conservation of the
zero-level of the implicit function along the images sequence.
We then derive this energy to obtain an evolution term which
acts as a motion prior. The interest of such an approach re-
sides in the fact that the level-set is forced to move in ac-
cordance to the estimated motion while the aforementioned
methods try to separate the image in region of homogeneous
motion. The paper is organized as follows. In Section 2, we
recall the general level-set framework. In Section 3, we de-
scribe the level conservation constraint and we show how to
embed it into a motion prior energy. Implementation issues
are discussed in Section 4. Experimental results on echocar-
diographic and cine-MRI sequences with clinical interest are
presented in Section 5. We give the main conclusions and
perspectives in Section 6.
2. CONTEXT
2.1. Level-set framework
Let Ω ∈ R2 denotes the image space. In the level-set formal-
ism, the evolving interface Γ ∈ R2 is represented as the zero
level-set of a Lipschitz-continuous function φ : Ω → R.
The problem of segmenting one object from the background
is then handled by the evolution of one level-set driven by the
minimization of a specific energy criterion; its steady state
partitions the image into two regions that delimit the bound-
aries of the object to be segmented [7].
2.2. Motion estimation
We chose to use the motion estimation technique recently pro-
posed by Alessandrini et al. [8]. It is based on the monogenic
signal which extends the concept of analytic signal to multi-
ple dimensions. The brightness consistency assumption usu-
ally used in motion estimation (Optical Flow) is replaced by
a monogenic phase consistency which has proven to be more
robust. The authors proposed a multi-scale approach in order
to be able to estimate large motion. The motion is assumed to
be locally affine and estimated for several neighborhood sizes
using the monogenic phase. The retained displacement esti-
mate then corresponds to the one with the smallest residual
error. More details on this approach can be found in [8].
3. OUR CONTRIBUTION: MOTION PRIOR TERM
In this Section, we describe how we use the motion informa-
tion to guide the evolution of the active contour. As men-
tionned in Section 1, this can be done in two different ways:
either considering motion as a data or as a prior knowledge.
In the latter case, the model is often obtained as a dynamic
shape prior through a learning step (e.g. PCA or deep learn-
ing) which can be time consuming and requires experts to
manually outline the target object in a dataset. Furthermore,
one has to be very careful in the dataset construction in order
not to give too much weight to a particular shape while ensur-
ing that the training set is representative enough to cope with
the variability of the shapes to be segmented. In this paper,
we thus choose to consider motion as a data and assume it has
been estimated prior to segmentation. Indeed this solution is
flexible since at any time, we can select the current motion es-
timation method that produces the best results, while keeping
the same segmentation algorithm.
3.1. Motion prior
The proposed motion term enforces the conservation of the
level of the implicit function along the sequence. This can be
written as:
φxu+ φyv + φt = 0⇔∇φ ·V = 0, (1)
where φ is the level-set, ∇ = (∂/∂x, ∂/∂y, ∂/∂t), φα =
∂φ/∂α and V = (u, v, 1) is the motion expressed in homo-
geneous coordinates.
This constraint is then expressed as an energy in a varia-
tional formalism as follows:
Em =
1
2
∫
Ω
δ(φ(p)) (∇φ(p) ·V(p))2 dp, (2)
where δ(·) is the Dirac distribution allowing to select the zero
level of the implicit function.
The evolution equation is obtained by minimizing (2) with
respect to φ and is given by1:
∂φ
∂τ
= −∂Em
∂φ
= δ(φ(p))(VTH (φ)V (3)
+∇φTJ (V)V + Tr(J (V))∇φTV)
where τ is an artificial time parameter, H (φ) is the Hessian
matrix of φ, J (V) the Jacobian matrix of V and Tr(A) is the
trace of the matrix A.
3.2. Discretization of the evolution equation
In order to avoid numerical instabilities, the derivatives of φ
should be computed using upwind schemes [7]. Considering
(3), it can be seen that we have to compute the first and second
order derivatives of φ with respect to each dimension (x, y
and t). Spatial derivatives can be easily computed though one
may need to impose boundary conditions in order to compute
the backward/forward derivatives on ∂Ω. On the other hand,
temporal derivatives (forward and 2nd order) require to use
φ(t+ 1) which is not available when segmenting the frame t.
A first solution would be to segment the whole sequence
considering a 3D level-set: φ : R2 × R+ 7→ R. However,
this solution has several drawback. First, due to the local na-
ture of the data attachment term, the initial contour on each
frame has to be close to the object boundaries. As will be
shown in Section 5, tracking techniques which could be used
to give the initial curves, fail to segment an entire sequence
properly. A second drawback is that we would need to ac-
quire the complete sequence before being able to process it
making the algorithm not usable for on-line analysis.
This issue is solved by computing a rough approximation
of φ at t and t + 1 from the knowledge of φ(t − 1) and the
available motion field: starting from the segmentation result
at t − 1, we track the object boundary using the estimated
motion at t−1 and t to obtain a prediction of φ at t+1 which
is then used for the derivatives computation.
Note that the first derivatives of the velocity V are com-
puted using standard centered derivatives. This only implies
that we need to compute the motion at time t+ 1 as well.
4. IMPLEMENTATION ISSUES
We implemented our level-set evolution equation using stan-
dard finite difference scheme [7], where the implicit function
is represented by a signed distance function φ. In order to
improve efficiency, we only compute values of φ in a narrow
band around the zero level-set. Consequently, we re-initialize
φ every iteration using a fast marching scheme [7].
5. EXPERIMENTS
We recently proposed a method to segment the whole my-
ocardium in echocardiographic images [9] using a local data
1For brevity sake, the details of the derivation are not given
here but can be found at http://www.creatis.insa-lyon.fr/technical-
reports/LevelSet_OpticalFlow.pdf.
attachment term and a shape prior. We propose here to extend
this method to the segmentation and tracking of the heart. To
this end, the motion term (3) is added to the evolution equa-
tion given in [9]. The complete evolution equation of the im-
plicit function is given by:
∂φ
∂τ
(p) = νdfd(p) + νsfs(p) + νmfm(p), (4)
where f(·) = −∂E(·)/∂φ. fm is given in (3), fd is the data
attachment term and fs is the shape prior term proposed in
[9].
The behavior of the algorithm is then evaluated on a
dataset of 5 parasternal short-axis and 5 apical 4-chamber
echocardiographic sequences acquired using a GE Vivid E9
system equipped with a 2.5 MHz M5S probe (GE Vingmed
Ultrasound, Horten, Norway). Two experts then manually
outlined the myocardium on one cardiac cycle per sequence
yielding a dataset of approximately 600 images. We also
assessed the performances of our method on 5 cine-MRI se-
quences of the DETERMINE study available in the Cardiac
Atlas Project platform [10], where only one manual reference
was available.
To evaluate segmentation results we measure the corre-
spondence between the detected contours and the manual ref-
erence given by the experts. For US data where two refer-
ence contours were available, the mean contour was used. We
adopt two different metrics, i.e. the Hausdorff Distance HD
and the Mean Absolute Distance MAD. While the MAD
measures a global correspondence between the two contours,
the HD is well suited for evaluating the local behavior of the
algorithm.
Our algorithm is also compared to two methods proposed
recently [1, 4] that are also motion-driven active contours.
Hamou et al. [1] proposed an algorithm close to ours since
it uses both a motion and a shape term in a GVF-based snake
framework and was evaluated on apical 4-chamber sequences.
More specifically two edge maps are computed and used al-
ternatively to evolve the curve: the first one is based on the
optical flow computed between two subsequent frames while
the second one is a shape prior based on 3rd order hyperbo-
las. The second algorithm is a level-set motion based method
described by Herbulot et al. [4] . It assumes the motion esti-
mated prior to the segmentation and tries to separate the im-
age into region with similar motion histogram distribution.
Moreover, in order to perform a fair comparison, we adapted
this method to the cardiac application: the motion inside the
myocardium being inhomogeneous, the computation of the
histograms is done locally and the resulting term was added
to the evolution equation proposed in [9].
Table 1 provides the mean and standard deviation of the
error measures obtained for the complete dataset on the my-
ocardial borders. We give for each measure (MAD, HD)
the inter-observer distance IOD (first two columns), the error
measures associated to the proposed method (columns3 and
4), to Hamou’s method (columns 5 and 6) and to Herbulot’s
algorithm (two last columns). Fig. 1 shows tracking results
for 2 sequences.
In parasternal short-axis view (first line of Table 1), it may
be observed that our method provides small values for both
criteria (MAD = 1.31mm and HD = 3.84mm). Our segmen-
tation results are thus close to the reference contours both
on a global (MAD) and a local (HD) scale for this orien-
tation. Moreover when compared to the corresponding IOD
(two first columns in Table 1), it may be observed that the
values obtained using the proposed method are very close to
the inter-observer ones (1.09mm and 3.47mm for the MAD
and HD respectively). This indicates that the segmentation
provides consistent results in the sense that the difference
with the experts reference is comparable to the distance be-
tween experts. This can also be seen from the standard de-
viation since the ones obtained with our algorithm are close
to the ones from the experts. The same conclusions can be
drawn for apical 4-chamber view, where the obtained errors
(e.g. MAD=1.39mm) are even lower than the IOD (MAD =
1.57mm). We can also note that in MRI sequences, the com-
puted errors are of the same order as for US data thus showing
the ability of our algorithm to correctly track the myocardium
in both US and MRI data.
The figures provided in the last four columns of Table 1
allow comparing the performance of the proposed method and
two other motion based methods [1, 4]. The results show that
our method yields better results (difference statistically sig-
nificant at a level p < 0.05 for the Friedman rank test). Con-
sidering the error measures associated with our approach and
Hamou’s, they are both at least divided by 2 with our algo-
rithm. This can be explained by the fact that our motion term
is more accurate than the classical OF hypothesis applied to
B-mode images. Similarly, comparing our results with Her-
bulot’s, we can also note at least a 20% improvement of our
results. This shows that our level conservation hypothesis is
more efficient to drive the contour towards the true boundary
than the separation of motion histogram proposed in [4].
6. CONCLUSION
In this article, we described a new motion prior energy that
when minimized imposes a level consistency to the level-
set function. This energy is then used for the segmentation
and tracking of the myocardium. We evaluated the method on
a dataset of 10 echocardiographic and 5 cine-MRI sequences
(≈ 700 images) and showed a good agreement between our
results and the experts references. It also compared favorably
to two other recent methods [1, 4] with statistically significant
differences.
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