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1. INTRODUCTIOK 
Fox [l] discusses a scheme for approximating the solution to the following 
problem. Let I = (1,2,...) be a denumcrable set of states; let A - (S} be a set of 
stationary policies, where A = niKi , and Ki is the admissible decision set for 
state i; let rs(i) be the bounded immediate return associated with using policy 6 
for state i; and let Qs = [p8(;,j)] be a matrix with the contraction mapping 
property that li H6u - H,v I/ -< c 11 u - v 11, c < 1, U, u E Z, . For our purposes, 
jl I/ is the usual supremum norm, where H,(u(i)) = r,(i) + &,qG(irj) u(j). In 
addition, H, is monotonic, i.e., u 2 v - H,u 2 H,v. Let 14(i) = [Cl”_, Qatr& 
(where the suffix i on the right-hand side means “the ith component), and 
v*(i) = sup,,,[v8(i)]. 
Fox’s objective is to produce a finite state approximation scheme for n*(i), 
pointwise, where v*(.) is the unique solution in 1, of the following equation, 
with the appropriate notational interpretation. 
i E I, 
Fox’s scheme is to define a sequence {zP”(.)} as follows. 
i .< n, z@(i) = ya(i) + C qb(i,l) z@Q), (2) 
jqn 
i > n, z@(i) = 0. (3) 
Fox establishes that, under certain weak conditions, lim, sup,[~*~(i)] := n*(i), 
i ~1, and that, given rk(i) > 0, Vi, k, convergence is monotonic increasing. 
White [2] studies the bounds on the associated approximations and, implicitly, 
gives a convergence result which is independent of the sign of {rle(i)}, but with 
an extra condition on the tails of the probability distributions. Further, White [3] 
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studies the bounds and convergence of the following method of “successive 
approximations.” 
n>l, ;<n, %(i) = ;,“Kp [w + ;I 4&l i) %-1cn] ? (4) 
z 
i > n, v,(i) = u(i), (5) 
n =O, iEI, z+Ji) = u(i), (6) 
In White [3], the manner in which the choice of u(.) E Z, influences the 
convergence and bounds is studied. 
This paper studies the policy space method for the same problem. The 
method is given as follows. 
~231, i<n, +(i) = r,&> + 1 qsnci,(i,j) @A, (7) 
+a 
i > n, v”(i) = u(i), (8) 
n=o, iEI, u”(i) = u(i), (9) 
where, initially, U(.) E Z, is arbitrary, and, for n 3 1, S”(i) is chosen so that (10) 
is within a specified istance 7 > 0 of its supremum. 
rk(i) + C qk(i, j)~Y.i). 
For some results S”(i) will be required to satisfy another condition (see Theorems 
1, 2, and 3). 
In what follows I& will be omitted and summation sets omitted, unless 
essential to the text at that point, in order to simplify notational problems. 
Also, sometimes k will be used, and sometimes 6, where no ambiguity can arise 
in the context at that point. 
2. CONVERGENCE AND BOUNDS 
2.1. Monotonic Convergence 
From (7) we obtain 
n>2, i<n-1, v,(i) - v”-‘(i) 
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If yan is the first right-hand bracketed group of terms, we can see (11) as (n - 1) 
equations in (n - 1) variables on(;) - 7F1(i), i < n - 1, since 9(n) = U(n), 
and v”(i) = ZP*(;), i > n, which give the following solution. 
n 3 2, i<n--I, 
v"(i) - z+(i) = [(I - Qy-1 y"& + [(I - ,o")-1 q"]i (TP(n) - u(n)), (12) 
where, for i,j < n - I, Q”(i,.j) = qs,ci)(i,j), qn(i) = qsntt)(i, n).From (7) we 
obtain 
We then have the following theorem. 
THEOREM 1. Let n 3 2. Let an(i) maximize (lo), i < n, and let u(.) satisfy 
i E I, +I G SyP 
[ 
4) + C q&l j) 4 j) 
1 
. (14) 
i 
Then the sequence {ofi( converges, pointwise, monotonically increasing, to some 
junction u”( .) E Z, , and vn(i) > u(i), n > 0, i E I. 
Ij, in addition, condition (15) holds, v”( -) = v*( .); 
iEI, (15) 
Proof. From (13), (14), 
v”(n) - u(n) 
= S;P 
[ 
dn> + C 4&d +Yi> - sy 44 + C q&j) 43 
i 1 [ j 1 
+ 1 qanf,,(n,j) (@(iI - vYi)). 
j 
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Now with n = 1, (16) reduces to 
d(1) - u(l) 2 4alu)(+(l) - u(l)), i.e., d(l) >, U(1). 
Also 
i > 1, u’(i) - u(i) = 0. 
Hence 
iEI, v’(i) > u(i). 
Let us assume that @-l(i) >, u(i), iE I. Then, from (16), we obtain 
(17) 
(18) 
(19) 
n), 1, @W - u(n) 2 C 4snc,,(n,j) P(i) - @-l(j)). 
3’ 
(20) 
Combining (ll), (20), since the term yc 1~ inside the first right-hand bracket 
of (11) is nonnegative, we obtain u”(i) > ~-r(i) > u(i), i < n. Since this is 
clearly true for i > n, we see that (P(*)) is monotonic increasing, and since 
(TP( .)} is clearly bounded (zP( *)} converges pointwise to some function rP( *) E 1, . 
The fact that w”(.) = v*( .) f o 11 ows in a manner similar to that of Theorem 2 
of White [3], using a slight modification of the argument. 1 
We can also make use of (12) to produce a theorem which does not require 
condition (14). 
THEOREM 2. Let 6”(i) maximize (IO), i < n, and let u(.) satisfy (21) 
n z 1, u(n) < v”(n). (21) 
Then the monotonic convergence results of Theorem 1 hoZd. If, in addition, (15) 
holds, then w(.) = w*(.), 
Proof. From (12), since riB > 0, i = 1,2 ,..., n - 1, we have, using (21), 
n”(i) > +-l(i), i < n - 1. Also from (21), wn(n) 3 u(n) = zPl(n), and from 
(8), a”(i) = @-l(i), i > n. H ence {an( .)} is monotonic increasing. The remainder 
of the proof follows as in the proof of Theorem 1. 1 
We note that the conditions of Theorem 1 imply those of Theorem 2 through 
the proof of Theorem 1. We also note that if u( .) = u*(.), then wn(.) = v*(a), 
tin > 0, and that if u(e) = u”(e) for some S E d, then (14) is true. Equation (14) 
is also true if rk(i) > 0, Vi, k and u(i) = 0, Vi. Further on we will examine the 
bounds in terms of a = sup,,,[\ u(i) - v*(#. 
2.2. Bounds 
Let us now consider the problem of getting bounds, allowing for the possibility 
that Sri(i) gives a value to (10) which is within a distance 7 of the supremum of 
(lo), and dropping monotonicity requirements. 
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(a) Bounds on v”(i) - ~+~(i), i ~1, n > rN + i 
From (11) we have, with N > 1, integer, since yin 3 0, 
v”(i) - v”-‘(i) > --+,I  
1 c q,,,,,(i,j) (@n(  - v”-l(j)> - 4N) 4 jCN+i I 
where 
A = sup[I V”(i) - zJ”-l(i)l], 
i.n 
Now let, for Y 3 0 integer, 
+-, r, N) = infLi[vn(i) - V”-‘(i)]. 
/ 
(22) 
(23) 
(24) 
(25) 
Then we have, from (22), (25), since 71 > rN + i, j < N + i implies n > 
(r - l)N+j, 
rb 1, 
-r(i,r,N)a -v+ inf ~snci,(Ci) T(j, r - 1, NJ 
I 
- WI A 
Since ~(i, 0, N) >, -A, repeating (26) we obtain 
isr, r 3 0, T(;, Y, N) > --A+, N) - ~(1 - c’)/(l - c), 
where 
(27) 
~(r, N) = (c’ + ((1 - c7)/(I - c)) b(N)). P-9 
From (25, (26) we derive, since (29) is clearly true when Y = 0, 
(26) 
n>rN+i,r >O,isI, v”(i) > @-l(i) - AT(Y, N) - ~(1 - c’)/(l - c). 
(29) 
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(b) Bounds on @(i) - v*(i), iE I, n > rN + i 
From (l), (7) we have 
zqi) - w*(i) 
(30) 
From (30) we obtain 
P(i) - u*(i) > -7 + i;f C qb(i, j) (V-l(j) - u*(j)) 
kNii 1 
+ i$ [ C 
j>N+i 
edi,j) VW) - ~*(A)] 
+ i;f 
[ 
C M, j) (VW - 
j<NG 
VYiN] 
(31) 
Let 
+ iyf 
1 
C qdi, j) (on(j) - u"-l(j)> .
.j>NG 1 
B = y$ @(i> - v*(i)ll, (32) 
r >, 0, A(i, r, N) = n$$+d[vB(i) - ~*(91. (33) , 
From (31), (32), (33), sincen>rN+i,j<N+iimpliesn-1 >(Y - l)N+j, 
andn>(r-l)N+j,wehave 
r 7 
r3 1, Yi, y, N) > --rl + i;f n$$+i 1, c
3<N+i 
adi, j) A( j, r- 1, N)j 
+ inf inf 
k n&N& 
- BE(N) - A<(N). (34) 
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Since X(j, 0, N) > -B, repeating (34) we obtain (since (35) is also true for 
r = O), 
r 2 0, h(i, r, N) >, --Ah(r, N) - Bh’(r, N) - $“(r, N), (35) 
where 
h(r, N) = (((1 - c’) - (1 - c)rcr)/(l - c)“) E(N) + rcr, (36) 
h’(r, N) = ((1 - q/(1 - c)) E(N) + CT, (37) 
qr, N) = ((1 - CT) - (1 - c)rcr>/( 1 - c)“. (38) 
From (35) we have 
n>rN+i, r>o, ill, 
v*(i) < v”(i) + AX(r, N) + Bh’(r, N) + +V’(T, N). (39) 
(c) Bounds on 1 v”(i) - v”“(i)/, i E I, n > rN + i 
For i < n, let an(i) be such as to bring (10) within a distance 7 of its supremum, 
and let, for i > n, P(i) be arbitrary. We then have, from (7), and by definition 
of a*, 
From (40), (41) we have 
n>l, idT.2, 7P(i) - 73”(i) = c qsncJi,j) (zqj) - 218”(j)). (42) 
c 
LetN>l,r>O,and 
c = sup[] V”(;) - V”“(qJ, 
i,n 
(43) 
p(i, r, N) = sup [I v”(i) - v”“(i)j]. 
Tt>VNfi 
(4) 
Following an analysis imilar to that in Sections (a) and (b), we derive 
rt 1, Ai, r, W < c j~NyiG4j, r - 1, N)] + CO). (45) 
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If we repeat (45), since ~(j, 0, N) < C, we obtain 
CL@, N) = (c’ + ((1 - a1 - 4 4w (47) 
From (44), (46) we obtain 
n>rN+i, r>O, iEI, 
e(i) - Cp(r, N) < 4’(i) < v”(i) + Cp(r, N). (48) 
(d) Bounds on G”(i) - v*(i), iE I, 12 2 rN + i 
Combining (39), (48), we derive, since r?(i) < o*(i), 
n>rN+i, r>O, iEI, 
@“(i) d u*(i) < u”“(i) + Cp(r, N) + Ah(r, N) + BX’(r, N) + +“(r, iV). (49) 
From (39), (49) we derive the following theorem. 
THEOREM 3. For i < n, let 6”(i) be such as to maximize (10) and let lim,[c(N)] 
= 0. Then {v”( .)> and {asn( .)) converge, pointwise, to v*( .). 
Proof. The convergence of {w”(*)} and {v*“(~)} pointwise is automatic. The 
fact that the limiting functions are identical with v*(e) follows from Theorem 2 
of White [3] since lim,[c(N)] = 0 implies (15). 1 
Now, given 7 > 0, the policy 6” (depending on 7) will give a 06”(i) value 
within a specified istance of the optimal v*(i) for the speci$ed i. It is of interest 
to see if a uniformly near-optimal policy, 6, exists such that 1 G(i) - v*(i)] is 
within a specified error range for all i. Let us define, for a specific r, N, a policy 6 
as 
iEI, 6(i) = S,,,,(i). (50) 
Then, following exactly the same analysis as that of White [3], we derive 
iEI, v”(i) < v*(i) < v”(i) + Cp(r, N) + Ah(r, N) + BX’(r, N) + $“(r, N). 
(51) 
In the previous analysis the bounds are seen to depend on A, B, C. Let us now 
consider bounds for A, B, C. 
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3. BOUNDS ON A, B, C 
Let 
aif = SUP[I YdOl, 
i.k 
(52) 
m = SUPU u(N, (53) 
(54) 
Then, from (7), 
Hence 
n 2 1, 2, < M+cmax[z,,m]. (56) 
n 2 1, x, < max[M/(l - c), M + cm]. (57) 
Also 
n 3 1, x, < max[x, , m] < max[M/(l - c), M + cm, m]. (58) 
Since (58) is clearly true for n = 0, we obtain 
A < 2 max[M/(l - c), M + cm, 4 (59) 
and since clearly I v”(i)1 < M/( 1 - c), 6 E d, i E I, we obtain 
B, c < max[M/(l - c), M + cm, ml -I- M/(1 - C) 
= max[2M/( 1 - c), (2 - c)M/(l - C) + cm, M/(1 - c) + 4. (60) 
The bounds, so far, do not take into account the possible closeness of u( .) and 
u*(.), which may significantly influence the convergence rate. Let us now 
consider this. 
From (l), (7) we obtain 
+ C qsmci,(ivj) W(i) - w*(j)>. (61) 
j 
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Hence, if maxi&@(i) - u*(i)] > 0, and u = supJ( z(i) - @(;)I], 
~gW(i) - u*(i)1 < c max[yT[vn(i) - v*(i)], CT]; . 
I.e., 
ma@yi) - v*(i)] < cu. (62) 
If maxi&@(i) - u*(i)] < 0, then (62) is true anyway. From (8), (62) we 
obtain, since it is clearly true for n = 0, 
n 20, sup[v”(i) - U*(i)] < (J. (63) 
Now let us assume that {@(.)} is monotonic increasing (e.g., see Theorems 1 
and 2). Then from (30) we see that, since u”-~(z’) < zP(;) ,( v*(i), i < n, n 3 1, 
n> 1, y$$@(i) - v*(i)] > -7 + c i:f[vn-l(i) - v*(i)] (64) 
= -7 + c min[iminl[v”-l(i) - v*(i)], --CT]. 
\ 
(65) 
Let 
t-1 
0, = c c97) + ctff, t = 1, 2 ,..., n. 
S=O 
Then, from (65), (66), 
min[rP(i) - v*(i)] > m&0,] = -m1x[BJ. 
i<n t=1 t=1 
(66) 
(67) 
Since, for i > n, V”(Z) - v*(i) > -a, we have 
inf[@(i) - u*(i)] > -mnkx[Qt]. (68) 
2 LO 
We then have, from (63), (68), since (68) is clearly true for n = 0 also, 
sup[] V”(i) - u*(i)11 < n-&8,]. 
t t=o 
(69) 
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B < s&$]. 
t=0 
Then 
A < 2B < 2 s:p[O,]. 
t=o 
(70) 
(71) 
If we now follow White’s [3] proof for &l(i) - n*(i), we obtain 
0 > w’“*(i) - w*(i) > -7 - 2cB + c i:f[rY”*(j) - v*(j)], (72) 
where 8”’ is the policy 8 n, but where P(i) is chosen so that (10) is within an 
T-optimizing distance of the supremum of (10) for all i E I. Hence from (72) 
C < B + (7 + 2cB)/( 1 - c) = (7 + (1 + c)B)l(l - 4. (73) 
From (69), (70), (72) t i is easily seen that if 77 = 0 (i.e., P*(i) maximizes (lo), 
Vi E I), and u(a) = V( .), then A = B = C = 0, and wn(.) = v*( *), Vn > 0. 
It is to be noted that we have required that {er”(.)} be monotonic increasing 
in n. It has not been possible to find a corresponding bound for A, B, C whose 
coefficients of 7 are bounded in n, when (wn(.)} is not necessarily monotonic 
increasing in n. 
Finally, it is worth noting that there may be an ordering of the states for 
which E(N) in (24) fastest approaches 0 as N tends to CCL In some problems 
(e.g., queuing problems) this may be some natural ordering (e.g., ordering 
according to queue size). 
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