We adapt the product-space methodological approach of Hausmann and Klinger to the case of Italian provinces and regions in order to examine the extent to which the network connectedness 2 and centrality of a province's exports is related to its economic performance. We construct a new Product Space Position (PSP) index which retains many of the Hausmann-Klinger features but which is also much better suited to handling regional and provincial data. We also compare PSP performance with two other export composition indices. A better positioning in the export-network product space is indeed associated with a better local economic outcomes.
Introduction
The centrality and positioning of a nation's tradeable sectors within global trade patterns are argued to be critical for a country's growth trajectories (Hausmann and Klinger 2006; Hidalgo et al. 2007; Hidalgo and Hausmann 2009) , and similar arguments have also been put forward at the regional scale (Neffke et al. 2011) . Following on from these arguments, in this paper we investigate the role played by the positioning and connectedness of a region's export patterns within the overall international trade system in explaining the region's economic development. Using province-level data from Italy, our analysis demonstrates that the existing Hausmann-Hidalgo approaches which are used to examine the performance of countries are much less effective when discussing sub-national regional profiles in advanced economies. We therefore put forward a method for modifying the existing national-level indicators of trade network-relatedness and centrality (Hausmann and Klinger 2006; Hidalgo et al. 2007; Hausmann 2009 Hausmann and Klinger 2006; Hidalgo et al. 2007; Hidalgo and Hausmann 2009 ) to produce an index which is place-specific and much better suited to sub-national analyses. This new modified Product Space Position (PSP) index is shown to perform better than the existing Hausmann and Klinger (2006) , Hidalgo, Klinger, Barabási, Hausmann (2007) , Hausmann, Hwang and Rodrik (2007) indices (henceforth HK, HKBH, HHR), while still maintaining many of the features of the product space method. Importantly, using the new index we find that the original Hausmann, Hidalgo at al. type arguments do hold at the sub-national scale, even after controlling for more traditional regional growth factors. This paper is structured as follows. Within the product space framework the next section discusses the interconnected ideas of relatedness, centrality and connectedness. We then modify, adapt and extend the methodological approach of Hausmann and Klinger (2006) to a wider context more suitable for addressing regional variations within advanced economies. Our analysis shows that in such a context this modified approach makes much more theoretical and empirical sense than the existing HK, HKBH, HHR indices and these ideas are then applied to data on Italian provinces. We then apply our measure to an analysis of the GDP per capita and innovation performance of Italian provinces. The product space logic implies that a province with a better position in the export product space is likely to be associated with better economic outcomes. We aim to investigate whether this argument holds in the case of Italian provinces, after also controlling for more traditional regional economic characteristics associated with variety, diversity, human capital and density. Our findings demonstrate that a province's good positioning in the export network product space is indeed associated with enhanced regional development, over and above other more traditional regional economic variables.
Product and Technological Relatedness, Network-Centrality
The product and network space arguments of Hausmann and Klinger (2006) , Hidalgo et al. (2007) and Hidalgo and Hausmann (2009) suggest that within the overall global networks of trade countries which are represented relatively more in centrally-located export activities are more likely to exhibit stronger growth and developments trajectories than regions which are more represented by the exporting of more peripheral products. The foundations of the Hausmann-Hidalgo approach are twofold.
To begin with, their analysis posits that where two products or services share most of the same requisite production assets and capabilities, countries that export one will also tend to export the other. By the same token, goods or services that do not share many capabilities are less likely to be co-exported. Reflecting the cognitive distance argument of Boschma (2005) , greater proximity between products or services -in terms of the common production assets and capabilities required -also offer greater possibilities for mutual technology transfer, learning and knowledge sharing. The product proximity index that Hausmann, Hidalgo and their colleagues propose is therefore a measure of the relatedness between pairs of products using cross-country export data. It is also a measure of the product-space distance between products, and one which avoids any priors as to the relevant dimensions of similarity. The similarity of requisite production assets and capabilities is also revealed by the likelihood that where a country has a revealed comparative advantage (RCA) in the exporting of one good, it will tend to have such an advantage in both goods.
Yet, these relatedness properties are themselves not sufficient to ensure strong development trajectories. Rather, their analysis also posits that countries with a revealed comparative advantage in groups of sectors which are centrally positioned within global trade networks will exhibit higher levels of economic development than those whose revealed comparative advantage is in sectors which are more peripherally positioned. The degree of centrality of a country's related exports in global trade networks is therefore also critical in determining its long term development trajectory, and the more centrally positioned are a country's exports the stronger will be its development trajectory. The Hausmann-Hidalgo approach has been shown to be very effective in capturing the development performance of many low income and small countries, whose revealed comparative advantage exports tends to be restricted to only a small 6 number of sectors or products.
These Hausmann-Hidalgo arguments represent a quite different approach to many of the types of questions than those which have dominated economic geography over recent years. A large body of economic geography literature deriving primarily from urban economics has focused on the role that sectoral composition of a regional economy plays in enhancing the rate of innovation and growth. As a whole the results are inconclusive in that both specialization and diversity can foster regional growth in different contexts (Melo et al 2009; De Groot et al. 2009 , 2016 Beaudry and Schiffauerova 2009) . Other studies reported evidence of agglomeration externalities by making a sectoral distinction, but they tend to be unconcerned with the role of relatedness among industries. For example, for the Israeli case, Shefer (1998) argued that agglomeration externalities affect the rate of innovation in the high-tech industries positively and significantly, but have a much less pronounced effect on low-tech industries. For the Italian case, Paci and Usai (1999, 2000) demonstrated that both specialization and diversification externalities positively affect regional innovativeness, the latter being more pronounced for high technology sectors. They also found evidence that the distribution of innovative activity tends to follow an explicit spatial pattern. Local systems with high innovation activity are often close with each other and are also more likely to appear around the main metropolitan areas in the North of Italy.
At the same time a smaller but highly persuasive literature suggest that the relatedness (Frenken et al. 2007; Boschma and Frenken 2011 ) of a region's different sectors is more important than simply its structural composition, with relatedness permitting the inter-sectoral knowledge and skills linkages necessary to foster both diversification and branching (Nygaard Tanner 2014 ).
This idea is especially important in network-type systems (Boschma and Neffke 2012) and again is heavily based on the cognitive proximity argument of Boschma (2005) . Indeed, the related variety literature shares some commonalities with the Hausmann-Hidalgo approach in terms of their conceptual underpinnings, although their empirical specifications are very different to each other.
In this paper, and following the Hausmann-Hidalgo type of logic, we examine the extent to which the export network-structure of a sub-national area or region of an advanced economy is related to its level of development. In order to do this, as we explain below, it is necessary to adapt the existing Hausmann-Hidalgo framework to a form which is more appropriate to discussing diversified regions in advanced economies.
Indices of Export Network-Centrality and Relatedness and the Italian provinces
The index proposed by the arguments of Hausmann and Klinger (2006) , Hidalgo et al. (2007) and Hidalgo and Hausmann (2009) is constructed by combining the well-known Balassa (1965 ) index with an index of proximity. Following Balassa, the RCA index of country c for product i is measured by the product's share in the country's exports in relation to its share in world trade: Formally, the proximity between products i and j is the minimum of the pairwise conditional probabilities of having revealed comparative advantage in product i given that the regional economy has revealed comparative advantage in product j. Based on this idea, the proximity between product i and product j at year t is defined as:
where for any region or country c:
and where the conditional probability is calculated using all regions (or countries).
Since conditional probabilities are not symmetric we take the minimum of the probability of exporting product i given j and the reverse, to make the measure symmetric and more stringent.
More details about the concept of proximity and the option value associated with it were covered in the work of Hausmann and Klinger (2006) .
Following the methodological approach of Hidalgo et al. (2007) , the matrix of revealed proximities between every pair of products is given by the equation above. The Product Space is the network representation of this matrix of proximities, and it allows us to visualize the structure of the full matrix as well as to visualize the relatedness of each regional specialization pattern.
In the case of Italy we use ISTAT international trade data (provided by the ISTAT Coeweb Section), disaggregated according to the Standardized International Trade Code at the three-digit level (SITC-3), providing the regional value share exported to the world for 118 product classes for each Italian province (NUTS 3) relative to the Italian national share. Based on RCA values, we calculate the proximity between product i and product j at year t, where the conditional probability is calculated using all Italian provinces c. We calculate these probabilities across all the 110 Italian provinces. As already argued, the proximity between products i and j is the minimum of the pairwise conditional probabilities (see Appendix A) of having revealed comparative advantage in product i given that the province has revealed comparative advantage in product j. We calculate the 118-by-118 matrix of revealed proximities between every pair of products by using the proximity equation. Each row and column of this matrix represents a particular product and each off-diagonal element represents the proximity between a pair of products.
As already mentioned, the network and product-space arguments of Hausmann and Klinger (2006) , Hidalgo et al. (2007) and Hidalgo and Hausmann (2009) suggest that countries or regions which are represented relatively more by centrally-located export activities are more likely to exhibit stronger growth and development trajectories than regions which are more represented by peripheral products. The reason is that these products offer greater possibilities for technology transfer, learning and knowledge sharing, and these ideas ought to be especially relevant in the local or regional context, where agglomeration-type arguments are often emphasized. Hidalgo et al. (2007) compare the localization of the productive structure for different regions of the world, highlighting the products for which the region has an RCA > 1. They do not calculate a place-specific index, instead a network analysis shows that industrialized countries have more products with RCA > 1 in the core than East Asia Pacific, Latin America and Sub-Saharan Africa. One possible concretization of their visual index can be found in the work of Hausmann and Klinger (2006) . Firstly they calculate a product i's centrality in the Product Space in time t. A product that is more central in the Product Space will be connected to a greater proportion of the other products j, and therefore will have a higher value for centrality.
This measure shows which goods are located in the dense part of the Product Space and which are located in the periphery by simply adding the row for that product in the matrix of proximities, and dividing by the maximum possible number of distance-weighted products J.
Secondly Hausmann and Klinger (2006) measure the density of the product space around the areas where different countries have specialized by calculating the average centrality of all products in which the country has comparative advantage. They also graph this variable against GDP per capita showing that in general, rich (poor) countries tend to be specialized in dense (sparse) parts of the product space. For convenience, we will call this index "HK Average Centrality".
FIGURE 1 ABOUT HERE
As we see in Figure 1 , applying the Hausmann-Klinger (HK) methodology to the Italian provinces we see that Italian provinces with higher HK AVERAGE CENTRALITY values tend to be higher GDP regions (ρ = 0.565, R 2 = 0.320). The problem, however, is that the existing Hausmann-Klinger approach relies only on those products with a Balassa index of greater than 1, and this misses much of the granularity of a region's economic fabric, and especially in advanced economies with economically diverse regions and with many different sectors with Balassa values close to or below 1. Hidalgo et al. (2007) propose a measure to summarize the position of a country in the product space. They adopt a measure based on Hausmann, Hwang, and Rodrik, 2007) , which involves a two-stage process. First, to every product, the weighted gross domestic product (GDP) per capita of countries with a comparative advantage in that good, is assigned. This is referred to as PRODY. Effectively, this is the associated income/productivity level for each good. Hidalgo et al. (2007) then average the PRODYs of the top N=50 products that a country has access to. We will call this index HKBH PRODY.
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As we see in Figure A shortcoming of the HHR EXPY indicator used by those authors is that it does not take into account the quality differences within exported products across countries (Minondo,2010) . In order to overcome this limitation, Minondo (2010) develops a new quality-adjusted EXPY indicator. His work shows that, once quality differences within products are taken into account, there is not a robust relationship between EXPY and subsequent growth even at national level. In a setting such as Italian provinces a more holistic approach is therefore required which retains the basic HK AVERAGE CENTRALITY logic but which also takes account of the region's products which are both far and close to the well connected core, as well as the products in which the local economy has both high and low RCA values.
In order to do this we calculate the density of the Product Space around the areas where each
Italian province is specialized, and this results in a new measure of network relatedness and centrality which we refer to as Product Space Position (PSP).
In order to calculate the Product Space Position (PSP), we first calculate the measure of a product i's centrality in the Product Space in time t, using equation (4). A product that is more central in the Product Space will be connected to a greater proportion of the other products, and therefore will have a higher value for centrality. As mentioned earlier, this measure shows which goods are located in the dense part of the Product Space and which are located on the periphery (Hausmann and Klinger 2006) .
Next, we calculate for each province the RCA of each product they export, irrespective of whether the Balassa values are less than or greater than 1, and we use this measure to weight the centrality value of each node/product. The sum of these weighted values is our new measure of related variety or Product Space Position (PSP). Obviously, not all industries are export sectors and specially the relative tradability of most service industries is very low. Having said that, the industrial composition of a region can be approximated by its export structure. In addition, like Boschma and Iammarino (2009) , we assume the export profile of a province to be rather stable over time. If this was not the case, the export profile could not accurately approximate the productive structure of a province. This assumption is supported by the literature (e.g. Krugman, 1987; Dosi et al., 1990) . Formally, we therefore define the Product Space Position (PSP) of a local economy p as the sum of product i's centralities in the Product Space in time t weighted with the RCA values of province p for product i.
This measure uses a RCA index which differs from the traditional index of revealed comparative advantages of Balassa (Balassa, 1965) . The traditional Balassa index is affected by a statistical problems that may affect our results. Its range of variation is indeed asymmetrical and not homogeneous, in the sense that it varies between 0 and 1 for the cases of comparative disadvantage, while in the cases of comparative advantage varies between 1 and a very high upper limit, which depends on the size the region, the country and the sector in question. The formula we use is proposed by Iapadre (Iapadre, 2001) . It is a variant of the one proposed by Dalum et al. (1998) and solves all statistical problems. The index used is the following (time subscript t suppressed for brevity):
with:
and
where p = province, i = product, r = total of other provinces and j = total of the other products (net of i). This specialization of the value of exports (X) indicator varies between -1 and 1.
Positive (negative) indicate advantages (disadvantages) compared to other Italian regions.
This new PSP index displays several more desirable properties than the existing indices when applied to the Italian provincial data. Firstly, as we see in Figure 4 , plotting the provincial PSP index with respect to provincial GDP per capita displays a stronger positive correlation (ρ = 0.653) than the HK AVERAGE CENTRALITY, the HKBH PRODY and the HHR EXPY index.
Using the new PSP index we see that the highest provincial PSP value is that of Milan at -0.67 while the minimum value is now that of Ogliastra in Sardinia at -6.27, with an overall mean for Italy of -3.61. As an example, we compare here the HK and HHR positioning with the Product Space Position of two provinces with exactly the same number of sectors with RCA>1. The province of Sassari, in Sardinia, which is a low GDP per capita province, has a very high HHR EXPY score of 8.72
but a low PSP score of -4.18. La Spezia, which is a high GDP per capita province in Northern
Italy, has a relatively low HHR EXPY score of 6.79 but a relatively high PSP score of -2.94. HK AVERAGE CENTRALITY scores are very similar for both provinces, still slightly higher for Sassari. As is very clear, the PSP scores make much more theoretical and empirical sense that both the HK AVERAGE CENTRALITY and the HHR EXPY scores.
We are also able to draw here the export network-positioning of the provinces of Sassari and La Spezia using both indices. Because of the density of the networks possible in a 118-118 matrix, the complete network structure for each province looks like a hairball. Therefore, Hidalgo recommend that good rule of thumb is to ensure that the average connectivity is not much more than 4 or 5 links per node (Hidalgo et al. 2007 . In order to simplify the visual images, in each of these cases we therefore only depict those linkages with a cut-off value of at least 0.30. We also added 1 to the XRCA values just to improve the network visualization. Thereby in the Figures 9 and 10 , the RCA indicator, represented by the size of nodes, varies between 0 and 2. show that in general, richer (poorer) provinces tend to be specialized in dense (sparse) parts of the product space, and therefore display a high (low) value of PSP, as depicted in Figure 4 .
However, observing these features is of itself not enough to operationalize our index because we still need to examine whether our modified index of network-centrality is in reality largely picking up other more general regional characteristics.
Econometric Model, Data and Variables
In order to identify the extent to which the Product Space Position (PSP) of a region's tradeables network structure is related to its overall economic performance we also need to control for other local area characteristics. Using measures of a region's GDP per capita and also its innovative performance we examine the extent to which PSP affects these outcomes over and above the standard indicators on variety, diversity, human capital and agglomerative capacity. In what follows we introduce our data and empirical specification, and we discuss our results followed by a robustness check where we consider alternative specifications of our agglomeration and density control variables. Even though it is very widely used, the choice of patents as a measure of innovative activity faces some limitations. Patent indicators are not directly equivalent to a measure of innovative output since many patented inventions never become marketable products while many successful products are never patented (Griliches, 1990; Feldman, 1994) . Another limitation is that patent data do not measure innovation in services as accurately as in manufacturing goods, but this kind of phenomenon in may cases is difficult to measure. On the other hand, in favor of the use of this indicator for the purposes of our analysis, we can argue that contrary to other patent indicators, applications at EPO provide an effective measure of innovation, taking into account just high quality applications. Patent applications to the European Patent Office (EPO) is an effective indicator for innovation, due to the fact that applying to EPO is difficult, time consuming and expensive. It is also an indicator for both product and process innovations and, therefore, a very comprehensive measure of the innovative provincial output, such that patents continue to be used as a useful measure of the generation of ideas.
For the purposes of this paper the most important independent variable in our model is the Product Space Position index (PSP), which represents our new measure of the relatedness and network centrality of the exports of each province. We aim to identify the extent to which this is related to provincial GDP per capita and Patents per Capita, over and above other more conventional control variables. As already discussed, in order to draw the product space and build this index at the provincial level, we used ISTAT export data (Coeweb database), in which export data are specified for 118 three-digit sectors (ATECO-3 level). The use of international trade data to construct the indicator has some limitations (Boschma and Iammarino, 2009; Boschma et al., 2012) , the most obvious of which is that exports tend to be biased towards manufacturing activities, due to the relatively low tradability of most service industries.
In terms of the other independent variables, as an indicator for the degree of the structural concentration of a local economy we use the reciprocal of the Gini concentration coefficient
where b is the sum of employees (E) for sector k, with sectors listed in increasing order. Given (12) and where b,I is the employment in sector k in province p and I is the total employment in province p, b,$ the national sector employment in sector k and $ is the total national employment. The source of the data is the ASIA-Local Units database.
In the typical regional production function approach, the innovative output of a region is also often argued to depend upon the level of research and development activities within the local economy. We measure the level of research and development activities (RD) by the level of provincial R&D employment divided on the total employment of each province (RD). The source of the data is the ASIA-Local Units database.
The model also includes a variable which reflects the provincial share of advanced tertiary sector employees relative to all employees of each province. The advanced tertiary sector of the economy includes organizations specialized in IT, marketing, research and development and legal, technical and financial consulting. We calculate this indicator (ADV_SECT) after excluding the share of employment on research and development sector, in order to avoid considering the effects twice. Again, the source of the data is the ASIA-Local Units database.
We also include a variable EDU, which is the share of the provincial population with a higher education (defined as a bachelor's degree or master's degree) as a proxy for the general quality of human capital. Moreover, we also make a distinction considering the share of the population possessing a degree in a scientific subject -defined as mathematical sciences, engineering and medicine -defined here as EDU_SC, in order to focus on technological spillovers as the major engine of innovation. We use data provided by the Italian Ministry of Education, University and Research (MIUR) statistical section, collected considering the location of Universities.
Finally, we test whether urbanization economies matter, that is, to what extent more densely populated provinces show a higher rates of economic prosperity and innovation. To capture urbanization economies we take the population density of each province, that is, the number of inhabitants per squared kilometer (POP), as derived from the OECD Regional Demographic Statistics.
Unstandardized sample statistics are reported in Table 1 . We enter all variables in standardized form, so the coefficients should be interpreted in terms of standard deviations. with 2006 the reference year. We tested models with additional province fixed effects. These models were rejected against the single regional intercept models reported in this paper. The results are available upon request.
The estimation results are shown in Table 2 and 3 for the two dependent variables, namely economic prosperity and innovation activity, respectively. All specifications show reasonable to good values for the R-square, and the Durbin-Watson statistics are all within established limits.
In Table 2 we present the main results concerning the dependent variable provincial economic prosperity (GDP). In column 1, PSP is the sole variety indicator of the model, along a number of the standard controls applied in the literature. The coefficient is significant and positive, indicating that a standard deviation rise in PSP is associated with a 0.287 standard deviation increase in GDP. In order to investigate the relevance of PSP over and above other measures of economic specialization and concentration, in column 2 and 3 we include the VARIETY and DIVERSITY indices, respectively. PSP maintains a positive and significant impact on economic prosperity (GDP) in both regressions, with an effect size of similar magnitude. VARIETY also affects GPD positively and significantly (but lower than PSP), whereas DIVERSITY is just slightly positive. In column 4 we included all our three variety indicators, finding stable results for PSP and VARIETY, which present again positive and significant effect on GDP, whereas we find a negative and insignificant value for the DIVERSITY coefficient.
In Table 3 , we turn to the regressions regarding innovative behavior. Once more, in the first regression, model 2.1, we only include PSP and we find a significant and positive coefficient. In the next step we include the VARIETY index in the model. PSP maintains a positive and significant impact on innovation, whilst the coefficient of the VARIETY variable is also positive and significant. In model 2.3 we add DIVERSITY rather than VARIETY. PSP maintains again a positive and significant impact on innovation, whilst DIVERSITY also displays a significant value. In column 2.4, we include both VARIETY and DIVERSITY. The complete version of the model shows stable results for PSP and VARIETY, which again display positive and statistically significant effects on Innovation, whereas we also find a negative and significant value for the DIVERSITY coefficient.
Our results suggest that both PSP and VARIETY matter for economic prosperity at the provincial level. However, the Product Space Position has a much stronger effect on GDP than VARIETY, confirming that the more related is the productive structure and the knowledge base of the province, the wider the contribution of cognitive proximity to local GDP.
Thus we confirm that regions which are well endowed with sectors that are central and well connected in the product space (i.e., that show related variety) achieve higher economic prosperity and, consequently, achieve higher rates of innovation. This effect is significant and economically relevant over and above standard controls emanating from the literature. These results are very robust and confirm our expectation that ex-post relatedness indicators are suited to capture the economic effects of relatedness across industries, as witnessed by the stable and positive relationship between our new related variety measure (PSP) and economic prosperity.
Focusing on results concerning the dependent variable for provincial innovation (PAT), we observe that PSP is positively and significantly associated with both innovation and economic prosperity.
Regarding the other control variables, the econometric results show the crucial role of innovation (PAT) in the GDP model, and also the crucial role of economic prosperity (GDP) in the PAT model. At the same time, the effect of ADV_SECT -that is the share of advanced tertiary sector employees to all employees of each province -is strongly positive and significant on GDP, whereas it is negative and significant on innovation, which is not as might be expected.
Similarly, the effect of the RD variable is not significant on GDP, whilst it is slightly negative and significant on innovation output, whereas this might have been expected to be positive.
Rather than employment data, a more suitable proxy for R&D inputs may be the total R&D expenditure per capita for each area. Unfortunately, however, R&D expenditure data disaggregated at the level of the Italian provinces do not exist, and are only reported at the much larger spatial units of the Italian regions.
In order to control for regional human capital endowments, we included the variable EDU in the GDP models, and the variable EDU_SC in the PAT models, focusing on scientific knowledge as the major engine of innovation. The impact of EDU on economic prosperity GDP is negative and generally not significant, whereas we find EDU_SC to have a positive and statistically significant effect on innovative behavior, as expected. As already said, these education data are collected considering the location of universities, so we also tried our regression model with data collected according to the residence of students. The results were always negative, although this might be related to the south-north migration flows of recent graduates. The presence of local university is very important in attracting long distance migrants (Biagi et al., 2011) and the most relevant migration decision for regional human capital accumulation is made at the moment of choosing the university. Since the large majority of Italian students tend, after graduation, to stay and work where they completed their education, keeping their official residence in their origin province of bird (Ciriaci, 2014) , this phenomenon provides a strong bias to human capital index based on residence of students.
We control for population density, which displays a significant and negative coefficient. This Tables A1 and A2 respectively.   TABLE 2 and TABLE 3 ABOUT HERE
Concluding remarks
In this paper we have applied the Hausmann-Klinger (HK) type logic in order to examine the extent to which the network-positioning of a sub-national region's exports accounts for its level of economic development. In the case of an advanced economy, we explained using Italian provincial export data why it is necessary to construct a new Product Space Position ( Table 2 Dependent Table 3 Dependent 
