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Résumé
Comme les problèmes de la patrouille ou de la
recherche de chemin multi-agents, le problème
de la collecte de colis par des agents coopéra-
tifs [6] constitue un banc d’essai pour étudier,
raffiner, expérimenter et évaluer les algorithmes
multi-agents. Nous proposons ici un comporte-
ment d’agent pour négocier la répartition des
tâches au cours de collecte.
Mots-clés : Résolution collective de problème,
Négociation, Modèles de comportement agent
1 Collecte de colis
Problème. L’environnement que nous considé-
rons est une grille de cellules (cf. Fig. 1). Chaque
cellule contient au plus une entité, qu’elle soit
passive (un objet) ou active. Quelque soit leur
poids, les colis dispersés comme la destination
où ils doivent être déposés sont des objets. Une
entité active est soit le corps d’un agent soit une
équipe, c.-à-d. un ensemble de corps d’agents.
La taille d’une entité active, c.-à-d. le nombre de
corps qui la constitue, détermine le poids maxi-
mal des colis qu’elle peut transporter.
Action. À chaque pas de simulation, les ac-
tions des entités actives, éventuellement conflic-
tuelles, sont simultanées. Chaque entité active
soumet une influence, c.-à-d. une action qu’elle
souhaite réaliser [3]. La réaction du simulateur,
qui résout les conflits et (in)valide les influences,
génère une nouvelle instance de problème ou clôt
la simulation. Les actions réalisables par une en-
tité active sont : (a) le déplacement vers l’une des
cases adjacentes, (b) le chargement d’un colis si
l’entité en a la capacité, (c) le dépôt d’un colis si
l’entité chargée est adjacente à la destination, (d)
l’agrégation avec une autre entité active consen-
tante, ou (e) la dissolution [2].
Effort. Arbitrairement, chaque action a un coût
unitaire qui représente l’effort nécessaire pour
la réaliser. Le coût de la collecte d’un colis par
une entité active correspond (a) à la distance la
Figure 1 – Problème de la collecte multi-agents
de colis [5]. Un colis ciblé par une entité est
coloré.
plus courte pour atteindre une case adjacente à
ce colis, (b) au chargement, (c) à la distance la
plus courte pour atteindre une case adjacente à la
destination, et (d) au dépôt du colis. Le nombre
d’actions accomplies par les corps d’agent cor-
respond à l’effort que ces derniers ont réalisé
et le nombre de pas de simulation aux efforts
consentis par le corps le plus sollicité (en an-
glais, makespan).
Tâches. Pour être tous collectés, chaque colis
doit être ciblé par une entité active. Il est impor-
tant de noter que le coût d’une tâche (i.e. un colis
à collecter) ne correspondent pas nécessairement
aux efforts effectivement observés. Certaines ac-
tions peuvent échouer (e.g. un déplacement vers
une case occupée) ou être non sollicitée (e.g. une
entité refoulée par une autre). Afin de réduire
le makespan, les agents peuvent être amenés à
échanger des tâches au cours de la collecte à
cause de ces aléas d’exécution.
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Figure 2 – Makespan obtenu par les stratégies
de don/échange et par l’heuristique ECT
2 Réallocation de tâches
Nous proposons un modèle abstrait de réalloca-
tion des tâches pour l’équilibrage de charge [4].
L’approche centrée individu nous permet d’in-
troduire une variété de stratégies et de règles
de décision sociale pour l’élicitation des pré-
férences individuelles et collectives. Dans le
contexte de la collecte de tâches, nous propo-
sons un nouvel algorithme multi-agents pour la
négociation biunivoque de dons et d’échanges
de tâches afin de minimiser collectivement le
makespan. Un agent négocie en utilisant ses
connaissances locales sur les coûts des tâches
et ses croyances sur la charge de travail de ses
pairs. Ces croyances sontmises à jour au cours de
la négociation. Notre modélisation nous permet
d’exprimer l’algorithme sous la forme d’un en-
semble de comportements d’agents afin de dis-
tribuer leur exécution dans un environnement de
calcul haute performance. Ces comportements
déterminent les tâches à réaliser et celles à né-
gocier. Le processus de négociation est itératif
et concurrent à la réalisation des tâches. Les né-
gociations sont bilatérales, concurrentes et répé-
tées.
Nous avons réalisé une évaluation empirique
rigoureuse qui compare notre algorithme aux
algorithmes centralisés existants, par exemple
l’heuristique ECT [1] - en anglais, earliest com-
pletion time. Cette évaluation montre que la ré-
affectation des tâches réduit significativement le
makespan (cf. Fig. 2). Au delà des simples dons,
les échanges de tâches améliorent le makespan.
De plus, le temps d’exécution de nos stratégies
est réduit quand elles sont distribuées (cf. Fig. 3).
On observe que la durée d’exécution de la réso-
lution décentralisée n’est pas pénalisée par la
stratégie d’échange.
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Figure 3 – Temps d’exécution d’ECT et de nos
stratégies avec une échelle logarithmique
Perspectives. Nous souhaitons proposer une
stratégie pour que les agents négocient la for-
mation de coalitions afin de transporter des colis
qu’ils ne peuvent pas collecter seul :
Virtus unita fortior.
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