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Abstract
In this paper we study the Remez-type inequalities for trigonomet-
ric polynomials with harmonics from hyperbolic crosses. The inter-
relation between the Remez and Nikolskii inequalities for individual
functions and its applications are discussed.
1 Introduction
In many questions in analysis one deals with a problem of finding the best
possible way to estimate the global norm ‖f‖X(Ω) in terms of local norms
‖f‖X(Ω\B). In some cases, this problem can be reduced to the problem for
certain approximation methods, in particular, polynomials. An important
result in this topic is the Remez inequality.
For algebraic polynomials Pn, the Remez inequality establishes a sharp
upper bound for ‖Pn‖L∞[−1,1] if the measure of the subset of [−1, 1], where
the modulus of the polynomial is at most 1, is known [22]. A sharp multidi-
mensional inequality for algebraic polynomials was obtained by Brudnyi and
Ganzburg in [4].
In the case of trigonometric polynomials Tn(x) =
∑
|k|≤n cke
ikx, ck ∈ C,
the Remez inequality reads as follows: for any Lebesgue measurable set B ⊂
T we have
‖Tn‖L∞([0,2pi)) ≤ C(n, |B|)‖Tn‖L∞([0,2pi)\B). (1.1)
∗V. Temlyakov, University of South Carolina and Steklov Institute of Mathematics,
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In [8], (1.1) was proved with C(n, |B|) = exp(4n|B|) for |B| < π/2; the
history of the question can be found in, e.g., [2, Ch. 5], [11, Sec. 3], and [16].
The constant can be sharpened as C(n, |B|) = exp(2n|B|), see [11, Th. 3.1].
In case when the measure |B| is big, that is, when π/2 < |B| < 2π, one
has
C(n, |B|) =
( 17
2π − |B|
)2n
,
see [11, 17] and references therein.
Asymptotics of the sharp constant in the Remez inequality was recently
obtained in [21] and [12] for |B| → 0 and |B| → 2π, respectively.
Multidimensional variants of Remez’ inequality for trigonometric polyno-
mials
Tn(x) =
∑
|k1|≤n1
· · ·
∑
|kd|≤nd
cke
i(k,x), ck ∈ C, x ∈ Td, d ≥ 1,
were obtained in [21]:
‖Tn‖L∞(Td) ≤ exp
(
2d
(|B| d∏
j=1
nj
)1/d) ‖Tn‖L∞(Td\B)
for
|B| <
(π
2
)d( min1≤j≤dnj)d∏d
j=1 nj
.
This improves the previous results for the case of n1 = · · · = nd from [6] and
[15].
It is worth mentioning that Remez inequalities for exponential polynomi-
als
p(t) =
n∑
k=1
cke
λkt, ck, λk ∈ C,
are sometimes called the Tura´n inequality after Paul Tura´n [28] who stud-
ied related inequalities for algebraic complex-valued polynomials. In [17],
Nazarov proved that for an interval I ⊂ R and a measurable set E ⊂ I of
positive Lebesgue measure one has
sup
t∈I
|p(t)| ≤ eµ(I)max | Reλk |
(
Aµ(I)
µ(E)
)n−1
sup
t∈E
|p(t)|.
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Here, A > 0 is an absolute constant, independent of n.
Many different applications of Remez type inequalities include extension
theorems (see, e.g., [3, 30]) and polynomial inequalities (see, e.g., [11, 6, 15]).
Moreover, Remez inequalities were used to obtain the uncertainty principle
relations of the type
‖f‖2L2(R) ≤ AeAµ(E)µ(Σ)
(∫
R\E
|f |2 +
∫
R\Σ
|f̂ |2
)
for any function f ∈ L2(R) (see [17]) and Logvinenko–Sereda type theorems
(see [14, 17]).
In [18], the authors used the Remez inequalities to derive sharp dimension–
free estimates for the distribution of values of polynomials in convex subsets
in Rn, which allows to obtain interesting results about the distribution of ze-
roes of random analytic functions. This topic is closely related to the known
Kannan-Lova´sz-Simonovits lemma. In addition, the Remez inequality turns
out to be useful to deal with the Rademacher Fourier series
f(θ) =
∑
k∈Z
ξkake
2piikθ,
where ξk are independent Rademacher random variables taking the values of
±1 with probability 1/2 and the coefficient sequence {ak} ∈ ℓ2. In particular,
in [19] the authors obtain Lp bounds for the logarithm of a Rademacher
Fourier series.
Remez inequality is closely related to the so-called Bernstein type in-
equalities [10, 29], which have many applications in differential equations,
potential theory, and dynamical systems, see [29].
The main goal of this paper is to prove the Remez-type inequalities for the
hyperbolic cross trigonometric polynomials. We also establish connections
between the Remez-type inequalities and the Nikol’skii-type inequalities in
a general setting. We use the following definitions of these inequalities.
Definition 1.1. We say that f satisfies the Remez-type inequality with pa-
rameters p, b, R (in other words, RI(p, b, R) holds) if for any measurable
B ⊂ Ω with measure |B| ≤ b
‖f‖Lp(Ω) ≤ R‖f‖Lp(Ω\B). (1.2)
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Definition 1.2. For p > q we say that f satisfies the Nikol’skii-type in-
equality with parameters p, q, C, m (in other words, NI(p, q, C,m) holds)
if
‖f‖p ≤ Cmβ‖f‖q, ‖f‖p := ‖f‖Lp(Ω), β := 1/q − 1/p. (1.3)
In Section 2 we establish that the Remez-type inequalities and the Nikol’skii-
type inequalities are closely connected. A typical result, that shows that RI
implies NI is Proposition 2.1, which gives for all 0 < q < p ≤ ∞
RI(∞, b, R)⇒ NI(p, q, Rqβ, 1/b).
A typical result in the opposite direction, which shows that NI implies RI
is Proposition 2.3 and Remark 2.6: we have for 0 < q < p ≤ ∞
NI(p, q, C,m)⇒ RI(q, (C ′m)−1, 2max(1,1/q)).
It is well known and easy to derive from the interpolation inequality
‖f‖q ≤ ‖f‖θv‖f‖1−θp , 0 < v < q < p ≤ ∞, θ := (1/q − 1/p)(1/v − 1/p)−1
that for 0 < v < q < p ≤ ∞
NI(p, q, C,m)⇒ NI(q, v, C ′, m).
This indicates that the Nikol’skii-type inequalities ”propagate” from bigger
values of p, q to smaller values of q, v. In Section 2 we note that a similar
effect holds for the Remez-type inequalities. For instance, we prove that (see
Lemma 2.2) for 0 < q < p <∞
RI(p, b, R)⇒ RI(q, b, Rp/q).
The main results of the paper are in Section 3, where we study the Remez-
type inequalities for the hyperbolic cross trigonometric polynomials. The
above discussion shows that the strongest RI are for p =∞. In Section 3 we
prove that (see Theorem 3.1) the RI(∞, b(N), R(N)) holds for all polynomi-
als from T (N) (see the definition in Section 3) for b(N) ≍ (N(logN)d−1)−1
and R(N) ≍ (logN)d−1. We also prove that the extra factor R(N) cannot be
substantially improved. Namely, Proposition 3.1 shows that even if we make
a stronger assumption on b(N) ≍ (N(logN)A)−1 with arbitrarily large fixed
A, we still cannot replace R(N) ≍ (logN)d−1 by R(N) ≍ (logN)(d−1)(1−δ)
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with some δ > 0. This indicates that the Remez-type inequalities for p =∞
for the hyperbolic cross polynomials differ from their univariate counterparts.
It is not surprising, because it is known (see [23]) that the same phenomenon
holds for the Bernstein and Nikol’skii inequalities. In Section 3 we estab-
lish that contrary to the case p = ∞ in the case p < ∞ the RI has the
form similar to the univariate case (see Theorem 3.2). In particular, this
implies that Theorem 3.2 is sharp. The problem of sharpness of the RI in
the case p = ∞ is open. For instance, we do not know what is the best
rate of decay of b(N), which guarantees the RI(∞, b(N), R(N)) with the
above R(N) ≍ (logN)d−1. Theorem 3.1 shows that it is sufficient to take
b(N) ≍ (N(logN)d−1)−1. However, Theorem 3.4 shows that we can expect
some improvements on the rate of b(N). Here is other very interesting open
problem.
Open problem. What is the best rate of {b(N)} to guarantee that
RI(∞, b(N), C(d)) holds for T (N)?
This problem might be related to the discretization problem discussed in
Subsections 2.4 and 3.4.
As usual, f ≪ g for f, g ≥ 0 means that f ≤ Cg with C independent of
essential quantities, and f ≍ g means that f ≪ g ≪ f .
2 Some general inequalities
In this section we show how the Remez-type inequality for an individual func-
tion f can be used to derive the Nikol’skii-type inequalities for f . Also, we
show how the Nikol’skii-type inequalities imply the Remez-type inequalities.
These results show that the Remez-type and the Nikol’skii-type inequalities
are closely related. In addition, we show that the discretization inequality
(see below for the definition) implies the Remez-type inequalities.
2.1 Remez-type inequalities
Suppose f is a continuous on a compact Ω function. Let µ be a normalized
measure on Ω. Assume that the following Remez-type inequality holds: for
any measurable B ⊂ Ω with measure |B| ≤ b
‖f‖L∞(Ω) ≤ R‖f‖L∞(Ω\B). (2.1)
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We now show that inequality (2.1) implies the Remez-type inequality for f
in the Lp(Ω), 0 < p <∞.
Lemma 2.1. We have for 0 < p <∞
RI(∞, b, R)⇒ RI(p, b/2, 21/pR). (2.2)
Proof. We prove inequality (1.2) for B, satisfying |B| ≤ b/2. Take any set
B ⊂ Ω with |B| ≤ b/2 and estimate∫
B
|f |pdµ ≤ |B|‖f‖p∞, ‖f‖∞ := ‖f‖L∞(Ω). (2.3)
Define B′ ⊂ Ω \B, |B′| = b/2, to be such that for all x ∈ B′ we have
|f(x)| ≥ sup
u∈(Ω\B)\B′
|f(u)|. (2.4)
Denote B′′ := B ∪B′. Then |B′′| ≤ b. By (2.1) and (2.4) for all x ∈ B′
|f(x)| ≥ sup
u∈Ω\B′′
|f(u)| ≥ R−1‖f‖∞.
Therefore,
‖f‖p∞ ≤
2
b
∫
B′
(R|f |)pdµ. (2.5)
Inequalities (2.3) and (2.5) imply∫
Ω
|f |pdµ =
∫
B
|f |pdµ+
∫
Ω\B
|f |pdµ ≤
∫
B′
(R|f |)pdµ+
∫
Ω\B
|f |pdµ
≤ (Rp + 1)
∫
Ω\B
|f |pdµ. (2.6)
In other words
‖f‖Lp(Ω) ≤ (Rp + 1)1/p‖f‖Lp(Ω\B) ≤ 21/pR‖f‖Lp(Ω\B) (2.7)
for any B with |B| ≤ b/2.
Remark 2.1. Note that the reverse implication of relation (2.2) is not valid.
More precisely, there are no positive constants C1 and C2 such that for 0 <
p <∞
RI(p, b, R)⇒ RI(∞, C1b, C2R).
This follows immediately from Proposition 3.1 and Theorem 3.2 below.
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Lemma 2.2. We have for 0 < q < p <∞
RI(p, b, R)⇒ RI(q, b, Rp/q).
Proof. Let p < ∞ and let f satisfy the RI(p, b, R): for any B, |B| ≤ b we
have ∫
Ω
|f |pµ ≤ Rp
∫
Ω\B
|f |pdµ. (2.8)
Let B∗ be a set of measure b such that for all x ∈ B∗ we have
|f(x)| ≥ sup
u∈Ω\B∗
|f(u)| =: T.
Then, by (2.8) for f 6= 0 we have T > 0. It is clear that for any B, |B| = b
we have ∫
Ω\B
|f |qdµ ≥
∫
Ω\B∗
|f |qdµ.
We estimate from below
∫
Ω\B∗ |f |qdµ. By (2.8) we get
Rp
∫
Ω\B∗
|f |pdµ ≥
∫
Ω
|f |pdµ =
∫
Ω\B∗
|f |pdµ+
∫
B∗
|f |pdµ
and
(Rp − 1)
∫
Ω\B∗
|f |pdµ ≥
∫
B∗
|f |pdµ. (2.9)
Using the inequalities |f |/T ≤ 1 on Ω \B∗ and |f |/T ≥ 1 on B∗ we write
(Rp − 1)
∫
Ω\B∗
(|f |/T )qdµ ≥ (Rp − 1)
∫
Ω\B∗
(|f |/T )pdµ
and continue by (2.9)
≥
∫
B∗
(|f |/T )pdµ ≥
∫
B∗
(|f |/T )qdµ. (2.10)
This implies
Rp
∫
Ω\B∗
|f |qdµ ≥
∫
Ω
|f |qdµ,
which completes the proof.
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Note that also as in Remark 2.1 the Remez inequality for p < ∞ keeps
only ”strong monotonicity” property with respect to parameters.
Remark 2.2. There are no positive constants C1 and C2 such that for 0 <
v < p <∞
RI(v, b, R)⇒ RI(p, C1b, C2Rv/p). (2.11)
First we prove that the inequality
NI(p, q, C,m)⇒ NI(q, v, C ′, m), 0 < v < q < p ≤ ∞,
mentioned in the introduction, is not invertible in the following sense.
Remark 2.3. The implication
NI(q, v, C ′, m)⇒ NI(p, q, C, cm), c > 0,
does not hold in general.
Note that the case p =∞ follows easily from Theorems 3.7 and 3.8 below.
In the case p < ∞ we will use the following sharp Nikol’skii inequalities for
spherical harmonics recently obtained in [5]. Let Hdn be the space of all
spherical harmonics of degree n on Sd−1 = {x ∈ Rd : ‖x‖ = 1}, where ‖ · ‖
denotes the Euclidean norm of Rd. In particular, it is proved in [5] that for
d ≥ 3
(i) if 1 ≤ v ≤ 2 and v < q ≤ dv′
d−2 , then
sup
Yn∈Hdn
‖Yn‖q
‖Yn‖v ≍ n
d−2
2
( 1
v
− 1
q
), (2.12)
(ii) if 2d−2
d−2 < q < p ≤ ∞, then
sup
Yn∈Hdn
‖Yn‖p
‖Yn‖q ≍ n
(d−1)( 1
q
− 1
p
). (2.13)
Since 1 ≤ v ≤ 2 always implies 2d−2
d
< v′, inequalities (2.12) and (2.13) give
NI(q, v, C1(q, v), m); NI(p, q, C2(p, q), C3m)
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for
2d− 2
d− 2 < q <
dv′
d− 2
and
1 ≤ v ≤ 2 < q < p ≤ ∞.
This completes the proof of Remark 2.8.
To prove Remark 2.2, we first note that Proposition 2.3 implies that
NI(q, v, C1(q, v), m)⇒ RI(v, C
′
1(q, v)
m
, 2max(1,1/v)), 0 < v < q ≤ ∞.
On the other hand, Proposition 2.1 yields that
RI(p,
C ′′1 (p, v, q)
m
,C2(p, v))⇒ NI(p, q, C2(p, v), m
C ′′1 (p, v, q)
)
for 0 < q < p < ∞. Combining these estimates with inequality (2.11) for
0 < v < p <∞, we finally get
NI(q, v, C1(q, v), m)⇒ NI(p, q, C2(p, v), m
C ′′1 (p, v, q)
)
for 0 < v < q < p < ∞. These contradicts Remark 2.8. Thus, the proof of
Remark 2.2 is now complete.
2.2 Remez-type inequality implies Nikol’skii-type in-
equalities
First, we derive from (2.1) Nikol’skii-type inequalities for f . We begin with
estimating ‖f‖∞ in terms of ‖f‖q, 0 < q <∞. Let, as above, B∗ be a set of
measure b such that for all x ∈ B∗ we have
|f(x)| ≥ sup
u∈Ω\B∗
|f(u)|.
Then by (2.1) we have for all x ∈ B∗
|f(x)| ≥ R−1‖f‖∞.
Therefore,
‖f‖qq ≥
∫
B∗
|f |qdµ ≥ |B∗|(R−1‖f‖∞)q.
9
We obtain from here
‖f‖∞ ≤ Rb−1/q‖f‖q. (2.14)
Let now 0 < q < p <∞. We have
‖f‖p = ‖|f |1−q/p|f |q/p‖p ≤ ‖f‖1−q/p∞ ‖f‖q/pq .
Using (2.14) we continue
≤ (Rb−1/q)1−q/p‖f‖1−q/pq ‖f‖q/pq = Rqβb−β‖f‖q, β := 1/q − 1/p.
Thus we have proved the following statement.
Proposition 2.1. Remez-type inequality (2.1) implies Nikol’skii-type inequal-
ity
‖f‖p ≤ Rqβb−β‖f‖q, β := 1/q − 1/p (2.15)
for all 0 < q < p ≤ ∞. In other words,
RI(∞, b, R)⇒ NI(p, q, Rqβ, 1/b).
Second, we consider the case of RI(p, b, R) with p <∞.
Proposition 2.2. For 0 < q < p <∞ we have
RI(p, b, R)⇒ NI(p, q, R, 1/b).
Proof. We use the same notations as in the above proof of Lemma 2.2. First,
we bound from above the thresholding parameter T . We have
‖f‖qq ≥
∫
B∗
|f |qdµ ≥ T qb,
which implies
T ≤ ‖f‖qb−1/q. (2.16)
Second, we estimate∫
Ω\B∗
(|f |/T )qdµ ≥
∫
Ω\B∗
(|f |/T )pdµ ≥ T−pR−p‖f‖pp. (2.17)
Relations (2.17) and (2.16) imply
‖f‖pp ≤ RpT p−q‖f‖qq ≤ Rpb−(p−q)/q‖f‖pq (2.18)
and
‖f‖p ≤ Rb−β‖f‖q.
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Note that the statements of Propositions 2.1 and 2.2 are sharp in the
following sense.
Remark 2.4. For 0 < q < p ≤ ∞ the implication
NI(p, q, R, 1/b)⇒ RI(p, C1b, C2R(q, β)), C1, C2 > 0,
does not hold in general.
In particular, this follows from Proposition 3.1 and Theorem 3.7 taking
p =∞ and 0 < q ≤ 1.
Remark 2.5. In light of Lemmas 2.1 and 2.2, one can ask if for 0 < q <
p ≤ ∞ the following implication
RI(q, b, R)⇒ NI(p, q, C1R(p, q), C2/b), C1, C2 > 0,
holds, which is stronger than the one stated in Propositions 2.1 and 2.2.
Again, Proposition 3.1 and Theorem 3.7 with p = ∞ and 0 < q ≤ 1 show
that this is not the case.
2.3 Nikol’skii inequality implies Remez inequality
We prove here the following statement.
Proposition 2.3. Suppose that a function f satisfies the Nikol’skii inequality
‖f‖p ≤ C(p, q)mβ‖f‖q, 1 ≤ q < p ≤ ∞, β := 1/q − 1/p. (2.19)
Then there exists a constant C ′(p, q) such that for any set B ∈ Ω, |B| ≤
(C ′(p, q)m)−1 we have
‖f‖Lq(Ω) ≤ 2‖f‖Lq(Ω\B). (2.20)
Proof. Denote Bc := Ω \ B and χA the characteristic function of a set A.
Then
‖f‖q ≤ ‖fχBc‖q + ‖fχB‖q. (2.21)
Further, by Ho¨lder inequality with parameter p/q and our assumption (2.19)
we obtain
‖fχB‖q ≤ ‖f‖p|B|β ≤ C(p, q)mβ|B|β‖f‖q. (2.22)
Making measure |B| small enough to satisfy C(p, q)mβ|B|β ≤ 1/2 we derive
from (2.22) and (2.21) the required inequality.
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Remark 2.6. Proposition 2.3 holds for all 0 < q < p ≤ ∞ with 2 replaced
by 21/q in (2.20) in case q < 1.
Remark 2.7. Remark 2.5 shows that the reverse statement to Proposition
2.3 does not hold in general.
Propositions 2.2 and 2.3 yield the following result.
Remark 2.8. Let Wm, m ∈ N or m > 0, be a collection of subclasses of
Lr(Ω), A < r < B. The following two conditions are equivalent:
(i) for any A < q < p < B we have
sup
f∈Wm
‖f‖p
‖f‖q ≍ λ(m)
1
q
− 1
p ;
(ii) for any A < r < B we have
sup
f∈Wm
sup
{
|B| : ‖f‖Lr(Ω) ≤ R‖f‖Lr(Ω\B)
}
≍ 1
λ(m)
.
In many cases the Nikol’skii type inequalities are known. Proposition 2.3
and Remark 2.6 allow us to derive the Remez type inequalities from these
known results. We illustrate this on some examples.
Example 2.1. (i). Taking into account the results from [20], for each trigono-
metric polynomial
T (x) =
∑
k∈supp T̂
ck exp(ikx), supp T̂ = {k ∈ Zd : T̂ (k) = ck 6= 0}
we have
‖T‖Lp(Td) ≤ 2max(1,1/p)‖T‖Lp(Td\B),
where
|B| ≤ 1
C
{
1/N(supp(T̂ )), 0 < p < 2;
1/N(p0Conv(supp(T̂ ))), 2 ≤ p <∞,
N(X) is the number of latice points in X ⊂ Rd, p0 is the smallest integer
not less than p/2, and Conv(supp(T̂ )) denotes the convex hull of supp(T̂ ).
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(ii). For each trigonometric polynomial
Tn(x) =
n∑
k=1
ck exp(inkx), nk ∈ Z,
we have
‖Tn‖Lp(T) ≤ 2max(1,1/p)‖Tn‖Lp(T\B),
where
|B| ≤ 1
C
{
1/n, 0 < p ≤ 2;
1/np/2, 2 < p <∞.
This follows from results of Belinskii [1].
(iii). Sharp Nikol’skii inequalities for spherical harmonics given by in-
equalities (2.12) and (2.13) imply that for any Yn ∈ Hdn, d ≥ 3, we have that
Yn ∈ RI(p, 1/b, 2max(1,1/p)) with
|B| ≤ 1
C
{
1/n
d−2
2 , 0 < p < 2;
1/nd−1, 2d−2
d−2 < p <∞.
(iv). Let Λn = {λ0 < λ1 · · · < λn} be a set of real numbers. Let us denote
by E(Λn) the collection of all linear combination of e
λ0t, eλ1t, · · · , eλnt over
R. Then the sharp Nikol’skii inequality from [9] imply that
‖P‖Lp([a,b]) ≤ 2max(1,1/p)‖P‖Lp([a,b]\B), P ∈ E(Λn), 0 < p <∞,
where
|B| ≤ 1
C
(
n2 +
∑n
j=1 |λj|
) .
(v). For functions f such that supp f̂ is compact, using [20], we have that
‖f‖Lp(Rd) ≤ 2max(1,1/p)‖f‖Lp(Rd\B),
where
|B| ≤ 1
C
{
1/µ(supp(f̂)), 0 < p < 2;
1/pn0µ(Conv(supp(T̂ ))), 2 ≤ p <∞,
µ(X) is the Lebesgue measure of X and p0 is the smallest integer not less
than p/2.
Note that Remark 2.8 shows that if we have sharp Nikol’skii inequali-
ties, which is the case in (ii), (iii), and (iv), then the corresponding Remez
inequalities obtained above are also sharp.
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2.4 Discretization inequality implies Remez inequality
We prove the following theorem here.
Theorem 2.1. Let f be a continuous periodic function on Td. Assume that
there exists a set Xm = {xj}mj=1 ⊂ Td such that for all functions fy(x) :=
f(x− y) we have the discretization inequality
‖fy‖∞ ≤ D max
1≤j≤m
|fy(xj)|. (2.23)
Then for any B with |B| < 1/m we have (2.1) with R = D.
Proof. Consider the function
g(y) :=
m∑
j=1
χB(x
j − y).
At each point y either g(y) = 0 or g(y) ≥ 1. We prove that for B, |B| < 1/m
there is a point y∗ such that g(y∗) = 0. We prove this by contradiction. If
such point y∗ does not exist then g(y) ≥ 1 for all y ∈ Td and∫
Td
gdµ ≥ 1.
On the other hand ∫
Td
gdµ = m|B| < 1.
The obtained contradiction proves the existence of y∗ such that g(y∗) = 0.
This implies in turn that for all j we have χB(x
j−y∗) = 0 or, in other words,
xj − y∗ ∈ Bc := Td \B. Next, by (2.23)
‖f‖∞ = ‖fy∗‖∞ ≤ D max
1≤j≤m
|fy∗(xj)| = D max
1≤j≤m
|f(xj − y∗)| ≤ D sup
x∈Bc
|f(x)|.
This completes the proof.
3 Hyperbolic cross polynomials
3.1 Remez inequality
Let
Γ(N) := {k = (k1, . . . , kd) :
d∏
j=1
k¯j ≤ N, k¯j := max(1, |kj|)}
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be the hyperbolic cross and
T (N) := {f(x),x = (x1, . . . , xd) : f(x) =
∑
k∈Γ(N)
cke
i(k,x)}.
Theorem 3.1. There exist two positive constants C1(d) and C2(d) such that
for any set B ⊂ Td of normalized measure |B| ≤ (C2(d)N(logN)d−1)−1 and
for any f ∈ T (N) we have
‖f‖∞ ≤ C1(d)(logN)d−1 sup
u∈Td\B
|f(u)|. (3.1)
Proof. Denote by VN the de la Valle´e Poussin kernel for the hyperbolic cross
Γ(N): VˆN(k) = 1 for k ∈ Γ(N) and VˆN (k) = 0 for k /∈ Γ(2dN). It is known
(see, for instance, [23], Chapter 1) that there exists a kernel VN with the
following properties:
‖VN‖1 ≤ C ′(d)(logN)d−1, ‖VN‖∞ ≤ C ′′(d)N(logN)d−1. (3.2)
Then for any f ∈ T (N) we have f = f ∗ Vn, where ∗ means convolution.
Let B be a set of small measure. We have for f ∈ T (N)
‖f‖∞ = ‖(2π)−d
∫
Td
f(u)VN(x− u)du‖∞
= ‖(2π)−d
∫
Td\B
f(u)VN(x− u)du+ (2π)−d
∫
B
f(u)VN(x− u)du‖∞
≤ max
u∈Td\B
|f(u)|‖VN‖1 + |B|‖f‖∞‖VN‖∞
≤ C ′(d)(logN)d−1 max
u∈Td\B
|f(u)|+ C ′′(d)N(logN)d−1|B|‖f‖∞.
If C ′′(d)N(logN)d−1|B| ≤ 1/2 then
‖f‖∞ ≤ 2C ′(d)(logN)d−1 max
u∈Td\B
|f(u)|.
This completes the proof with C1(d) := 2C
′(d) and C2(d) := 2C ′′(d).
Theorem 3.1 cannot be improved in a certain sense. The following state-
ment holds for d ≥ 2.
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Proposition 3.1. The following statement is false: There exist δ > 0, A,
c, and C such that for any f ∈ T (N) and any set B ⊂ Td of measure
|B| ≤ (cN(logN)A)−1 the Remez-type inequality holds
‖f‖∞ ≤ C(logN)(d−1)(1−δ) sup
u∈Td\B
|f(u)|. (3.3)
Proof. We use Proposition 2.1 with p = ∞. Our assumption (3.3) gives
(2.1) with b = (cN(logN)A)−1 and R = C(logN)(d−1)(1−δ). Therefore, by
Proposition 2.1 with p =∞ (see also (2.14)) we get for all f ∈ T (N)
‖f‖∞ ≤ Rb−1/q‖f‖q, 1 ≤ q <∞. (3.4)
It is known (see [23] and Theorem 3.5 below) that it should be
Rb−1/q ≥ C(d, q)N1/q(logN)(d−1)(1−1/q). (3.5)
Substituting our b and R expressed in terms of N and choosing large enough
q and N , we obtain a contradiction in (3.5).
By (2.7) Theorem 3.1 implies the following Remez-type inequality for all
0 < p <∞.
Corollary 3.1. There exist two positive constants C1(d, p) and C2(d) (this
constant is from Theorem 3.1) such that for any set B ⊂ Td of normalized
measure |B| ≤ (2C2(d)N(logN)d−1)−1 and for any f ∈ T (N) we have
‖f‖p ≤ C1(d, p)(logN)d−1‖f‖Lp(Td\B). (3.6)
Proposition 2.3, Remark 2.6, and the Nikol’skii inequalities in Theorem
3.8, allow us to improve the above Corollary 3.1.
Theorem 3.2. For 0 < q < ∞ there exist two positive constants C1(d, q)
and C2(d, q) such that for any set B ⊂ Td of normalized measure |B| ≤
(C2(d, q)N)
−1 and for any f ∈ T (N) we have
‖f‖q ≤ C1(d, q)‖f‖Lq(Td\B). (3.7)
Theorems 3.2 and Theorem 3.8 imply the following combination of Nikol’skii-
type and Remez-type inequalities.
Theorem 3.3. For 0 < q ≤ p < ∞ there exist two positive constants C1 =
C1(d, p, q) and C2 = C2(d, p, q) such that for any set B ⊂ Td of normalized
measure |B| ≤ (C2N)−1 and for any f ∈ T (N) we have
‖f‖p ≤ C1Nβ‖f‖Lq(Td\B), β := 1/q − 1/p. (3.8)
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3.2 Improved Remez inequality in case d = 2
Proposition 3.1 shows that we cannot substantially improve on the additional
factor (logN)d−1 in (3.1) of Theorem 3.1. In this subsection we will improve
the bound b on the measure of a set B. Our technique is based on the Riesz
products. It works in the case d = 2. We introduce some notations. Let
s = (s1, . . . , sd) be a vector with nonnegative integer coordinates (s ∈ Zd+)
and
ρ(s) := {k = (k1, . . . , kd) ∈ Zd+ : [2sj−1] ≤ |kj| < 2sj , j = 1, . . . , d}
where [a] denotes the integer part of a number a. Denote for a natural
number n
Qn := ∪‖s‖1≤nρ(s); ∆Qn := Qn \Qn−1 = ∪‖s‖1=nρ(s)
with ‖s‖1 = s1+ · · ·+ sd for s ∈ Zd+. We call a set ∆Qn hyperbolic layer. For
a set  L ⊂ Zd denote
T ( L) := {f ∈ L1 : fˆ(k) = 0,k ∈ Zd \  L}.
For any two integers a ≥ 1 and 0 ≤ b < a, we shall denote by AP (a, b)
the arithmetical progression of the form al + b, l = 0, 1, . . . . Set
Hn(a, b) := {s = (s1, s2) : s ∈ Z2+, ‖s‖1 = n, s1, s2 ≥ a, s1 ∈ AP (a, b)}.
Define
ρ′(s) := {m = (m1, m2) : [2si−2] ≤ |mi| < 2si, i = 1, 2}.
Let us define the polynomials As(x) for s = (s1, . . . , sd) ∈ Nd0
As(x) :=
d∏
j=1
Asj(xj),
with Asj(xj) defined as follows:
A0(x) := 1, A1(x) := V1(x)− 1, As(x) := V2s−1(x)− V2s−2(x), s ≥ 2,
where Vm are the de la Valle´e Poussin kernels. Then for d = 2
As ∈ T (ρ′(s)).
For a subspace Y in L2(T
d) we denote by Y ⊥ its orthogonal complement.
We need the following lemma on the Riesz product, which is Lemma 2.1 from
[25].
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Lemma 3.1. Take any trigonometric polynomials ts ∈ T (ρ′(s)) and form
the function
Φ(x) :=
∏
s∈Hn(a,b)
(1 + ts).
Then for any a ≥ 6 and any 0 ≤ b < a this function admits the representation
Φ(x) = 1 +
∑
s∈Hn(a,b)
ts(x) + g(x)
with g ∈ T (Qn+a−6)⊥.
We remind that we restrict ourselves to d = 2. Denote
ts := As/M, M := max
s∈Hn(a,b)
‖As‖∞ ≍ 2n.
Consider the Riesz product
Φ :=
∏
s∈Hn(a,b)
(
1 +
its√
N
)
, N := |Hn(a, b)|.
Then it is easy to derive from the inequality
∣∣∣1 + its√
N
∣∣∣ ≤ (1 + 1N )1/2 that (see
Remark 2.1 from [26])
|Φ| ≤ C.
Moreover, by Lemma 3.1 we have
Φ = 1 +
i√
N
∑
s∈Hn(a,b)
ts + w, w ∈ T (Qn+a−6)⊥.
Thus,
‖
∑
s∈Hn(a,b)
ts +N
1/2Im(w)‖∞ ≤ CN1/2. (3.9)
We now bound ‖w‖1. We introduce some more notations. Denote
Hkn := {(s1, . . . , sk) : sj ∈ Hn(a, b), j = 1, . . . , k, are distinct}
hn := AP (a, b) ∩ [a, n− a].
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We have
w =
N∑
k=2
(
i
N1/2M
)k ∑
(s1,...,sk)∈Hkn
k∏
j=1
Asj
=
N∑
k=2
(
i
N1/2M
)k ∑
s1
1
∈hn
∑
s2
1
∈hn:s21<s11
· · ·
∑
sk
1
∈hn:sk1<sk−11
k∏
j=1
Asj .
Therefore,
‖w‖1 ≤
N∑
k=2
(
1
N1/2M
)k ∑
s1
1
∈hn
∑
s2
1
∈hn:s21<s11
· · ·
∑
sk
1
∈hn:sk1<sk−11
‖
k∏
j=1
Asj‖1. (3.10)
Next,
‖
k∏
j=1
Asj‖1 ≤ ‖As1
1
(x1)‖1
k∏
j=2
‖Asj
1
(x1)‖∞‖Ask
2
(x2)‖1
k−1∏
j=1
‖Asj
2
(x2)‖∞
≤ C2s21+···+sk1+n−s11+···+n−sk−11 . (3.11)
Inequalities (3.10) and (3.11) imply
‖w‖1 ≤ C
N∑
k=2
(
1
N1/2M
)k
N2n(k−1) ≪ 2−n.
Therefore,
‖MN1/2Im(w)‖1 ≪ N1/2. (3.12)
Bounds (3.12) and (3.9) with a = 6 imply that there exist a function t ∈
T (Qn)⊥ such that
‖
∑
s∈Hn(a,b)
As − t‖1 ≪ n, (3.13)
and
‖
∑
s∈Hn(a,b)
As − t‖∞ ≪ n1/22n. (3.14)
Consider
∆Vn :=
∑
s:n≤‖s‖1≤n+2
As.
Note that for any f ∈ T (∆Qn) we have f ∗∆Vn = f . The above inequalities
(3.13) and (3.14) imply the following assertion.
19
Lemma 3.2. There exists T ∈ T (Qn)⊥ such that
‖∆Vn − T‖1 ≪ n, ‖∆Vn − T‖∞ ≪ n1/22n.
In the same way as Theorem 3.1 was derived from inequalities (3.2) the
following theorem can be derived from Lemma 3.2.
Theorem 3.4. Let d = 2. There exist two positive constants C1 and C2 such
that for any set B ⊂ T2 of normalized measure |B| ≤ (C22nn1/2)−1 and for
any f ∈ T (∆Qn) we have
‖f‖∞ ≤ C1n sup
u∈T2\B
|f(u)|. (3.15)
3.3 The Nikol’skii inequalities
The following two theorems are from [23], Ch.1, Section 2.
Theorem 3.5. Suppose that 1 ≤ q <∞. Then
sup
f∈T (N)
‖f‖∞/‖f‖q ≍ N1/q(logN)(d−1)(1−1/q).
Theorem 3.6. Suppose that 1 ≤ q ≤ p <∞. Then
sup
f∈T (N)
‖t‖p/‖f‖q ≍ N1/q−1/p.
In this subsection we extend the above two theorems to the range of
parameters 0 < q < p ≤ ∞. We begin with the case p =∞.
Theorem 3.7. Suppose that 0 < q <∞. Then
sup
f∈T (N)
‖f‖∞/‖f‖q ≍ N1/q(logN)(d−1)(1−1/q)+ .
Proof. We prove the upper bound in the case 0 < q < 1. The corresponding
lower bounds in this case follow from the univariate case. We derive the
required inequality from Theorem 3.5 with q = 1. Let f ∈ T (N). Then
‖f‖1 = ‖|f |1−q|f |q‖1 ≤ ‖|f |1−q‖∞‖|f |q‖1 = ‖f‖1−q∞ ‖f‖qq.
Applying Theorem 3.5 with q = 1 we continue
≤ C(d)N‖f‖1‖f‖−q∞ ‖f‖qq.
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This implies
‖f‖q∞ ≤ C(d)N‖f‖qq and ‖f‖∞ ≤ (C(d)N)1/q‖f‖q. (3.16)
which completes the proof.
Theorem 3.8. Suppose that 0 < q < p <∞. Then
sup
f∈T (N)
‖t‖p/‖f‖q ≍ N1/q−1/p.
Proof. We prove the upper bound in the case 0 < q < 1. We have
‖f‖p = ‖|f |1−q/p|f |q/p‖p ≤ ‖f‖1−q/p∞ ‖f‖q/pq .
Using Theorem 3.7 we continue
≤ (C(d)N)(1−q/p)/q‖f‖1−q/pq ‖f‖q/pq = (C(d)N)β‖f‖q, β := 1/q − 1/p.
The sharpness of Nikolskii’s inequality, i.e., the part ”≫ ”, follows from
the one-dimensional Jackson kernel example:
T (x) =
(
sin nt
2
n sin t
2
)2r
, r ∈ N.
See [27, §4.9] for 1 ≤ p ≤ ∞; in the case of 0 < p < 1 it is enough to take r
large enough (r > 1
2p
).
3.4 Discretization
An operator Tn with the following properties was constructed in [24]. The
operator Tn has the form
Tn(f) =
m∑
j=1
f(xj)ψj(x), m ≤ c(d)2nnd−1, ψj ∈ T (Qn+d)
and
Tn(f) = f, f ∈ T (Qn), (3.17)
‖Tn‖L∞→L∞ ≍ nd−1. (3.18)
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Properties (3.17) and (3.18) imply that all f ∈ T (Qn) satisfy the discretiza-
tion inequality (see [13] and [7], subsection 2.5)
‖f‖∞ ≤ C(d)nd−1 max
1≤j≤m
|f(xj)|. (3.19)
Note that Theorem 2.1 and the discretization inequality (3.19) give other
proof of Theorem 3.1. Theorem 2.1 and Proposition 3.1 imply the following
assertion.
Proposition 3.2. The following statement is false: There exist δ > 0, A,
c, and C such that there exists a set Xm = {xj}mj=1 with m ≤ c2nnA, which
provides the discretization inequality for T (Qn):
‖f‖∞ ≤ Cn(d−1)(1−δ) max
1≤j≤m
|f(xj)|, f ∈ T (Qn).
Thus, an extra factor nd−1 in the discretization inequality for T (Qn)
cannot be substantially improved, if we limit ourselves to the number ofm≪
2nnA points. It is proved in [13] (see [7], subsection 2.5, for a discussion) that
in the case d = 2 in order to drop the extra factor n in (3.19) we need to use
at least 2n(1+c0), c0 > 0, points. It is clear that the necessary condition for the
discretization inequality (3.19) to hold with some extra factor is m ≥ |Qn| =
dim T (Qn) ≍ 2nnd−1. Therefore, the way from discretization inequality to
the Remez inequality, provided by Theorem 2.1, cannot give a better bound
than b(Qn) ≍ (2nnd−1)−1. However, the direct proof of the Remez inequality
in Theorem 3.4 gives for d = 2 a better bound b(∆Qn) ≍ (2nn1/2)−1.
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