This work presents a new algorithm (NIC; Non-unfoi-m lntensie Correction) for the correction o f intensity inhomogeneities in magnetic resonance images. The algorithm has been validated by means o f realistic phantom images and a set o f 24 real images. Evaluation using previously proposed phantom images for inhomogeneity correction algorithms allowed us to obtain results fully comparable to the previous literature on the topic. This new algorithm was also compared, using a real image dataset, to other widely used methods which are freely available in the Internet (N3, SPM'99 and SPMZ). showed better results removing the intensity inhomogeneities and did not produce degradation when used on images free from this artifact.
INTRODUCTION
Segmentation o f magnetic resonance (MR) images is a fundamental procedure for the quantitative study o f different brain pathologies such as multiple sclerosis, Alzheimer's disease or schizophrenia. Automatic segmentation o f MR scans would be very useful, although difficult to achieve, since different artifacts may be present in the images as a result o f the MR acquisition technology.
One of those artifacts is the lack o f homogeneity in the radiofrequency (RF) or BI field, also known as 'illumination artifact'. It consists in a smooth multiplicative variation o f the intensity levels across the MR image. In a standard 1.5 Tesla M R scanner for clinical purposes, the magnitude o f this intensity variation may even exceed 20% o f the signal value. Despite this artifacl does not impair the visual inspection o f the images, it can degrade noticeably the volumetric quantification o f cerebral tissues, particularly when using automatic segmentation algorithms relying on intensity levels. The magnitude o f this effect i s stronger as the RF frequency increases, as it is the case in those MR scanners with higher static fields. This artifact i s caused by several reasons, such as the lack o f uniformity in the sensitivity o f the RF emitting and receiving coils, standing wave effects and the attenuation o f the signal inside the object [I] . Provided that attenuation i s not equal for different samples under study, this latter factor precludes the calibration of the RF inhomogeneity field to compensate its effect. This problem i s usually addressed by employing ofline mathematical algorithms for removing the illumination artifact. Usually, those algorithms correct the MR scans by minimizing (or maximizing) a certain quality criterion related to the goodness o f the correction. The bias field can be modeled either hy means o f a family o f basis functions, as in the parametric methods [Z-51, or directly as in the non-parametric methods [6] [7] [8] . Other possibilities include parametric entropy minimization [9] and homomorphic filtering [IO] . gaussians corresponding to pure cerebral tissues (white and gray matter and CSF) and two additional probability densities for partial volume voxels containing only two pure tissues (gray -white matter and CSF -gray matter).
The parameters of the basis functions are estimated iteratively applying the E M (Expectation-Maximization) algorithm [12] . At each E M iteration, a Bayesian approach i s used to calculate two minimum-error-rate classification thresholds from the three basis functions corresponding to pure tissues. The io associated to this classification i s estimated as the error rate between pure tissue distributions. The E M algorithm stops when the segmentation thresholds do not change in ten consecutive iterations. The result of this step i s an estimation of the basis function parameters modeling the image histogram.
The 'bias-free' image i s created using the parameters o f the basis functions provided by the tissue classification step. A l l intra-cranial voxels are classified as 'pure tissue' or 'partial volume', being the latter ones those whose intensity level falls within the 95% confidence intervals o f any o f the two partial volume basis functions. The remaining intra-cranial voxels are classified into gray matter, white matter and CSF by using the minimumerror-rate classification thresholds obtained in the tissue classification step. The value of these pure tissue voxels i s set to the mean intensity of their corresponding tissue class (Figure 2b) . In both the original and 'bias-free' images, the value o f all extra-cranial and partial volume voxels i s set to the mean intra-cranial intensity to reduce filtering artifacts in the posterior smoothing operation. 
Validation

Phantom
For the sake o f the comparability of our results to previous literature, our evaluation o f the NIC algorithm with phantoms followed the methodology described in the work o f Arnold et al. [I I] , that compared six inhomogeneity correction methods. Two known bias fields were added to a realistic M R brain phantom [I31 with a 3% of gaussian noise: a paraboloidal field o f a maximum magnitude ofas%, and a sinusoidal field o f the same magnitude. The algorithm was also applied to the original phantom image in order to quantify possible distortions when no bias field i s present. A l l these images are available in the Internet'. For both the paraboloidal and sinusoidal fields, the quality of the correction was assessed by means of a scatterplot of the applied vs. the extracted bias fields and its correlation coefficient (r).
Ideally, the applied and extracted bias would have exactly the same shape and magnitude. In this case, the regression plot would show a perfect straight line of slope equal to one and a correlation coefficient o f one. Similarly, in the case o f the plain bias field, the intensities o f the original and the corrected images were compared using regression. In order to evaluate the quality of the corrections, four different goodness criteria were selected: the coefficient of variation of the white and gray matters, their coefficient of joint variation and an estimation of the segmentation error calculated as the overlap between the gaussian basis functions that model image intensities. The coefticient of joint variation is calculated as the sum of the standard deviations of the voxel intensities in the two tissue classes; normalized by the difference of their means. The coefficient of variation of the white and gray matters is a widely employed goodness parameter [8, 91 . The coeficient of joint variation was first proposed in [9] as an approximation to segmentation error. We propose the use ofthe intensity overlap as a direct measurement of the classification quality.
Real Images
RESULTS
Phantom
Scatterplots of the applied vs. extracted bias fields are shown in Figure I for the 58% paraboloidal field and the *S% sinusoidal field, as well as the correlation between the original vs. the corrected intensities when no bias ' N3: htip://www. bic.mni.mcgill.cdsofhvare/N3 SPM'99: http://www frlion. ucl.ac.uk/spm SPM2: http://vww.jl. ion. ucl.ac. uUspmIspm2b. html field was present. Coefficients of correlation were r = 0.98 for the paraboloidal bias, I = 0.96 for the sinusoidal bias and r = 1.000 in the case in which no bias was applied.
Real Images
Mean estimated segmentation error of the twelve original 0.5 Tesla images was of 10.29% and of 9.08% in the twelve 1.5 Tesla images. All four goodness criterioa were calculated in the original and corrected images and then subtracted in order to determine improvement in the image quality. Table 1 shows the mean values of the differences between goodness criterions in the original and corrected images for the twelve 0.5 Tesla and the 12 1.5 Tesla scans. Lower values indicate higher improvement in the image quality. On real images, the magnitude of the correction was always higher in the 1.5 Tesla images than in the 0.5 Tesla ones, denoting a greater intensity inhomogeneities in the former images, as expected. Results in Table I show that the NIC algorithm achieved a higher reduction in the coeficient of joint variation between the white and gray matters, as well as in the intensity overlap. This indicates a higher reduction in the segmentation error and, therefore, lower intensity inhomogeneities. Despite reductions in segmentation error might seem too small to be significant, it must be noted that they represent a mean improvement of 4.86 % for the 0.5 Tesla scanner images and of I I .45 % for the I .5 Tesla ones, with respect the original mean segmentalion errors of 10.29 % and 9.08 %, respectively. Segmentation error is lower in the 1.5
Tesla scans than in the 0.5 Tesla ones, as expected given the better signal to noise ratio achieved by higher static field M R scanners The N3 method obtains a higher reduction in the coeficient of variation of the white matter in the 0.5 Tesla images as well as the SPM-S method in both the 0.5 and 1.5 Tesla images. However, their worse results in the coefficient of variation of the gray matter make them fail to reach the overall performance of the NIC algorithm.. Moreover, it must be remarked that the NIC method is the only one that never distorts the original scans, allowing its use for images from both high and low static field M R scanners. This better behavior of our algorithm could be explained by the explicit modeling of partial volume voxels in the segmentation step, and its subsequent rejection when estimating the bias field.
