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1. INTRODUCTION 
In this paper we deal with the extension of the Krein-Rutman theorem 
(i.e., Theorem 6.1 in [6]) proved by T. E. S. RAGHAVAN in [7]. The 
Krein-Rutman theorem guarantees the existence of a positive eigenvector 
corresponding to the spectral radius of a compact positive operator. 
Raghavan studies a compact operator T which is not required to be 
positive but leaves invariant a certain closed convex set C, and he shows 
that for such an operator T there exists an eigenvector in C corresponding 
to the spectral radius of T provided that this spectral radius is strictly 
greater than one ([7], Theorem 1). Raghavan’s methods are similar to 
those used earlier by F. F. BONSALL in [l]. In the present paper we shall 
show that an operator, which satisfies the conditions set forward in 
Raghavan’s paper, generates a strict semi-algebra, and we shall use this 
result to give a proof of the Raghavan theorem based on the theory 
of semi-algebras (see [3]). 
Our approach yields three additional results. As mentioned above the 
operators considered by Raghavan are required to have a spectral radius 
which is strictly greater than one and in [7] RAMTAVAN has given a 
counter-example to show that his result does not hold for operators 
with a spectral radius strictly less than one. Here we show that Raghavan’s 
theorem also holds for operators with spectral radius one. Further, we 
prove that the compactness of the operator may be replaced by the 
condition that the peripheral spectrum of the operator consists of poles 
of the resolvent. Finally, we show that the operators considered by 
Raghavm share another property with the positive operators, namely 
the order of the spectral radius (as a pole of the resolvent) is the maximal 
order of the poles in the peripheral spectrum. 
In section 2 of this paper we introduce some notations and terminology 
concerning semi-algebras and spectral theory. Further, we prove an 
extension of Theorem 1 in [3], which will be used in section 3 to prove 
the results mentioned above. 
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2. SEMI-ALGEBRAS 
Throughout this section B will be a complex Banach algebra with 
identity e. Let t E B. The symbol a(t) denotes the spectrum of t and r(t) 
its spectral radius. The set 
o(t) n {A: 121 =r(t)} 
is called the peripheral spectrum of t. A point 13 in u(t) is said to be a 
pole of t of order n if it is a pole of order n of the analytic vector 
valued function 
2 I+- (243 - t)-1. 
A pole of t is cdled simple if the order of the pole is one. 
A non-empty subset A of B is called a semi-algebra if a and b in A 
and OL > 0 imply that a+ b, ab and aa are in A. A semi-algebra A is said 
to be closed if A is a closed subset of B, and A is said to be strict if 
A n (-A)=(O). 
For any t in B the smallest closed semi-algebra, generated by t is denoted 
by A(t). Thus A(t) is the closure in B of the set 
{ollt+...+arntn:cug>O (l<i<n),n=l, 2, . ..>. 
Obviously, A(t) is commutative, i.e., 
ab=ba (a, b E A(t)). 
A non-empty subset J of the semi-algebra A is called an ideal of A if 
(i) J is a semi-algebra with respect to the algebraic operations in A, 
(ii) XEA, aE J imply ax and zu are in J. 
Take a fixed element t in the Banach algebra B which has the following 
properties : 
(PI) r(t) > 0; 
(I’s) the peripheral spectrum of t is a set of poles of t. 
Then the peripheral spectrum of t is a spectral (i.e., closed and open) 
subset of u(t). Let p denote the corresponding spectral idempotent. 
Lemma 1. If r(t) $a(t), then 
-P E A(tP). 
Pro of. The proof is the same as the proof of formula (2) in [3]. 
Since r(t) > 0, the element tn # 0 for n = 1,2, . . . . Denote by C(t) the set 
of limit points of the sequence 
(Iltnll-ltn: n= 1, 2, . ..}. 
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Thus q E C(t) if and only if there exists a strictly increasing sequence 
{ni} of natural numbers such that 
Observe that C(olt) = C(t) for each cx> 0. 
Lemma 2. The set C(t) is non-empty, each q in C(t) has norm one and 
PQ’QP’Q (f2E C(4). 
Proof. Without loss of generality we may suppose that r(t) = 1. Then 
Iltnll>l, and hence Iltnll-1<1 for n=l, 2, . . . . 
From the definition of p it follows that the spectral radius of t(e -p) 
is strictly less than one. This implies that 
P(e -p) = {t(e -p)>n -+ 0 (n -+ d-m), 
and, therefore, 
(1) (I/ tlll1-l t”)(e -p) + 0 (n --f + 00). 
Next we consider tfip. Since the peripheral spectrum of t is a set of 
poles of t, the element tp generates a finite dimensional subalgebra of 
B, Bo say. Now trip= (tp)” for each n. Thus 
{Iltytnp: n= 1, 2, . ..> 
is a sequence in Bo. Clearly this sequence is bounded. Hence there exists 
a strictly increasing sequence {m} of, natural numbers such that 
lim Iltnfll-l Pip 
* 
exists. Combining this with the result of the preceding paragraph, we 
see that 
lim II&II-1 Pi 
i 
exists. Hence C(t) is not empty. 
Take q in C(t). Clearly llq/l= 1. From formula (1) it follows that q(e -p) = 0, 
and hence q=qp. Since t and p commute, we also have that q and p 
commute. Thus pq = qp = q. 
Theorem 1. Suppose that there exists a closed ideal J in A(t)‘such thud 
(i) Jn(-J)=(O), 
(ii) C(t) n J # $3. 
Then r(t) E o(t). 
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Proof. Suppose r(t) $ a(t). Th en we know from Lemma 1 that there 
exists a sequence {pm} of polynomials with non-negative coefficients 
such that 
-p = limp&p). 
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Take Q E C(t) n J. Then 
-q= -pq= lim p&p)q. 
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Now, by Lemma 2, q absorbs p, therefore 
P&Ph = Pn(W 
and hence, since J is an ideal in A(t), 
p&p)qE J (n= 1, 2, . ..). 
But J is closed. So we obtain that -q E J. Thus q belongs to J and -J. 
Since J n ( -J) = (0), this implies that q = 0, contradicting the fact that 
llq/l= 1. Hence r(t) E a(t). 
Suppose, in addition to the hypotheses on t, that A(t) is strict. Take 
J=A(t). Then J is a closed ideal in A(t), and Jn (-J)=(O) because 
A(t) is strict. Further 
C(t) n J=C(t) 
and this set is not empty by Lemma 2. Thus J satisfies the conditions 
of Theorem 1, and hence it follows that r(t) E a(t) whenever A(t) is strict. 
This result is Theorem 1 in [3]. 
3. OPERATORS LEAVING INVARIANT A CONVEX SET 
Throughout this section E will be a (real or complex) Banach space 
and C will be a closed convex set in E such that 
C n (-C)=(O). 
Thus 0 EC and 0 is an extreme point of G. In this section we want 
to get information about the spectral properties of operators T on E 
which leave invariant C, i.e., 
TCCC. 
If E is real, this means that we have to consider the complexification 
E @ iE of E and the unique complex extension TC of T (see [S]). Since 
the algebraic, topological and spectral properties of T and TC are the 
same, we shall identify T and TC in the sequel. Hence we may suppose 
without loss of generality that E is a complex Banach space. 
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Let L(E) be the Banach algebra of all bounded linear operators on E. 
Take T in L(E). We use the symbol D(T) to denote the closure in L(E) 
of the set of all operators S of the form 
with q>O (j=l, . . . . 4 and xalq< lb= L2, . ..). In other words, D(T) 
is the closed convex hull in L(E) of the set 
(0, T, T2, . ..}. 
Since C is a closed convex set containing 0, it follows that C is invariant 
under T if and only if 
(2) SC C C (SE D(T)). 
Observe that D(T) is a convex multiplicative semigroup containing 
the zero operator 0. 
Lemma 3. Let TEL(E), and akjine 
D,(T) = {S E D(T) : aS E D(T) (a > O)}. 
Then. D,(T) is ti closed ideal in A(T). 
Proof. Clearly, D,(T) CD(T)CA(T). The fact that D(T) is closed 
implies that D,(T) is a closed subset of A(T). Further, since D(T) is a 
convex multiplicative semigroup containing 0, D,(T) is a semi-algebra. 
Hence it remains to show that 
(3) RSED,(T) (REA(T), s~Doo(T)). 
To prove this we first of all suppose that R is of the form 
(4) R=alT+...+anTn 
with a>O(i=l, . . ..n). Take #?>(ai+...+~l~), and let 01 be an arbitrary 
positive number. Then /?-1R and q!AS are in D(T). But D(T) is closed 
under multiplication. Thus 
olRS=(/fI-lR)(qYS) E D(T). 
This holds for each B> 0, and, therefore, RS E D,(T). This result 
together with the fact that D,(T) is a closed set and the fact that A(T) 
is the closure of the set of all operators R of the form (4) with orf> 0 
implies (3). This completes the proof. 
Lemma 4. Let TEL(E), and suppose thut lgr(t) EU(T). Then 
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Pro of. Clearly the right hand side is a subset of A(T). To prove 
the reverse inclusion, let R be of the form (4) with ori > 0 for i = 1, . . . . n. 
Since r(T) E a(T), we can use the spectral mapping theorem to show that 
r(R) = i LX&(T))~. 
i-l 
Now r(T)>l, thus ~(R)>LYI+...+oc~, and hence 
(5) {l+r(R)}-IRED( 
Since D(T) is closed, the continuity of the spectral radius on 
commutative sets implies that (5) holds for each operator in the closure 
of the set of all operators R of the form used above. But the closure 
of this set is A(T). Thus (5) holds for any R in A(T), and the proof of 
the lemma is complete. 
Theorem 2. Let E be a. Banuch space, let C be a closed convex 
and total subset of E such that 
Cn (-C)=(O), 
a& let T be a bounded linear operator on E leaving C invariant. Suppose 
that r(T) > 1 and that the peripheral spectrum of T is a set of poles of 
T. Then 
and A(T) is strict. 
Proof. The proof goes in six steps. 1. We begin by showing that 
(6) D(T) n -D(T)= {o}. 
Take S in D(T) n -D(T). Then S and -S belong to D(T), and we 
can use formula (2) to show that 
SC c {C n -C}. 
According to our hypotheses the right hand side of the last formula 
consists of the zero element only. Thus S is zero on C, and, since C is 
a total subset of E, this implies that S= 0. Hence (6) holds. 
2. Suppose that T haa equibounded iterates, i.e., there exists M>O 
such that 
llT*jl<bl (n= 1, 2, . ..). 
This together with our hypotheses on the spectrum of T implies that 
T(T) = 1 and the peripheral spectrum of T is a s&t of simple poles of T. 
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Let S(T) denote the monothetic aemigroup generated by T, i.e., S(T) 
is the closure in L(E) of the set 
{T, T2, . ..>. 
Obviously, S(T) CD(T). F rom Theorem 4 in [4] we see that S(T) is 
compact. 
We know that the peripheral spectrum of T is a spectral subset of 
o(T). Let P be the associated spectral projection. Since S(T) is compact, 
we can apply Theorem 2.3 in [5] to show that P ES(T) snd 
S(T)P = S(TP) 
is a group with unit element P. 
Let Z denote the closed convex hull of S(TP). Since P ES(T) CD(T), 
we have S(TP) CD(T) and hence 
ZCcD(T). 
Observe that S(TP) is compact, because S(TP) is a closed subset of 
the compact set S(T). Hence it follows that Z is compact. 
The map R I+ TR is a continuous linear map which leaves invariant 
S(TP) and hence Z. Thus by the Markov-Kakutani theorem ([2], 
Theorem V.10.6) there exists Ro E Z such that 
(7) TR,, = R,,. 
Suppose Ro= 0. Then 0 E ,Z’. Since ZC D(T), it follows from formula (6) 
that 
zn --Z=(O). 
In other words 0 is an extreme point of Z. But then we can use 
Milman’s converse of the Krein-Milman theorem ([2], Lemma V.8.5) to 
show that 0 ES(TP). This contradicts the fact that S(TP) is a group 
containing the non-zero element P. Thus R,-, in formula (7) is non-zero, 
and hence it follows that r(T) = 1 E a(T). 
3. Since D,(T) CD(T), it follows from formula (6) that 
D,(T) A -D,(T)= (0). 
Thus D,(T) is a closed ideal in A(T) (see Lemma 3), which satisfies 
condition (i) of Theorem 1. 
4. Let C(T) be the set of limit points of the sequence 
{IITnjl-lTn: n= 1, 2, . ..}. 
We shall prove that C(T) n D,(T) # P, if T does not have equibounded 
iterates. 
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Suppose T does not have equibounded iterates. Then there exists a 
strictly increasing sequence {w> of natural numbers such that 
/ITnil --f +m (i -+ +=). 
Consider the sequence 
(8) (ljTn#-lT’$: i= 1, 2, . ..>. 
Repeating the arguments of the first part of the proof of Lemma 2 
we see that the sequence (8) has a limit point, & say. Hence by passing 
to a subsequence, we may assume that 
ljTntll-l Tq + & (i -+ + 00). 
Take LY> 0. For i sufficiently large we have ljTnell >or. Hence, using 
the convexity of D(T), we obtain that 
allTqll-1T”i E D(T) 
for i sufficiently large. Thus &J E D(T). This holds for each ol> 0. 
Hence &E D,(T), and it follows that 
C(T) n D,(T) 4. 
5. Suppose that T does not have equibounded iterates. From the 
results proved under 3 and 4 it follows that T satisfies the conditions 
of Theorem 1. Hence we have r(T) E a(T). 
6. We have now proved that r(T) E a(T) if T satisfies the conditions 
of Theorem 2. Since r(T) > 1 by assumption, we can apply Lemma 4 
to show that 
(9) A(T)=(orS:ol>O,fkD(T)). 
Now, by (6), we have D(T) n -D(T) = (0). Hence also 
A(T) n -A(T) = (0). 
This shows that A(T) is strict, and the proof of the theorem is complete. 
Corollary 1. Suppose that T has th properties described in the 
preceding theorem. Then 
(i) r(T) is a pole of T of maximal order in the peripheral spectrum of T; 
(ii) there exists u #O in C such that Tu =r(T)u. 
Proof. From Theorem 2 we know that A(T) is strict. This together 
with our hypotheses on the spectrum of T implies that T satisfies the 
conditions of Theorem 6 in [3]. Hence (i) holds and there exists 2 #O 
in A(T) such that 
TZ=r(T)Z. 
Since T has the properties described in Theorem 2, formula (9) holds. 
Hence, by multiplying 2 with a suitable positive constant, we may 
suppose that ZE D(T). As C is a total subset of E, the fact that Z is 
non-zero implies the existence of an element w in C such that ZV=U #O. 
By formula (2), the element u belongs to C. Further 
This completes the proof of (ii). 
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