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Spacecraft guidance and control (G & C) problems are uniquely different from similar problems
arising in other control systems because the amount of fuel consumed by a proposed G & C algorithm
dictates its engineering feasibility. Despite this stringent requirement, it has become quite prevalent,
particularly in the recent formation keeping literature, to recast space G & C problems in terms of a
quadratic cost or ignore propellant consumption altogether. In this paper, we show that the proper
cost functions to use are lp-variants of the L1-norm of the control and not the popular quadratic
forms. The penalty for not using the L1-norm is significantly more propellant consumption and
undesirable continuous thrusting. An illustrative double-integrator problem is used to demonstrate
that the fuel penalty incurred for using quadratic costs is at least 18% and could be as high as 50%.
Techniques for solving the nonsmooth L1-optimal control problem for nonlinear dynamical systems
are discussed. An example low-thrust orbit transfer problem is formulated and solved to illustrate
the techniques.
Introduction
SPACE vehicle guidance and orbit control strategies areoverwhelmingly dictated by the amount of propellant
the proposed scheme requires to accomplish the mission.
This requirement stems from the simple notion that if pro-
pellant consumption was not a prime driver, then amazing
things are possible using control theory like geostationary
spacecraft in low Earth orbits. The need for lowering the
fuel consumption is so great that optimal open-loop guid-
ance is flown during the critical endo-atmospheric segment
of launch (even for the manned Space-Shuttle) in preference
to non-optimal feedback guidance. In fact, the holy grail
of ascent guidance can be simply described as fuel-optimal
feedback control.1 The quest for fuel-efficiency is not limited
to space applications alone. As widely reported in the me-
dia, one of the prime reasons for the demise of the Concorde
jet was its fuel consumption. Compared to a Boeing 747, the
Concorde is over four times more fuel-expensive per passen-
ger.2 The cost of fuel in space is exponentially larger than
its terrestrial cost because the economics is driven by space
transportation costs rather than the chemical composition
of fuel. Recently, this point became more mundane when the
U.S. Government was charged more than twice the peace-
time market-value of gasoline due to the increased cost of
transportation in a war zone.3 That is, the cost of fuel is
not just intrinsic; it is also driven by a routine of operations
or the lack of it thereof. Given that space operations (access
to space) are not yet routine, fuel in space continues to be
extraordinarily expensive thereby dictating the feasibility of
a proposed architecture.
Although the notion of stringent fuel requirements for
space applications is obvious to astrodynamicists, it does
not appear to be translated to certain problems in space-
craft guidance and control. Nowhere is this more apparent
than the growing literature on spacecraft formation keeping.
That is, a number of “optimal” control strategies based on
linear-quadratic control theory are proposed to solve a myr-
iad of problems in spacecraft guidance and control. While
the origins and rationale for using quadratic costs with or
without linearized dynamics is debatable, at least one thing
appears to be universally assumed: quadratic costs minimize
propellant consumption. The fallacy of this assumption is
proved in this paper. We also show that the correct cost
functions for propellant minimization are various L1-norms
of the control.
Throughout this paper, we use the words propellant and
fuel interchangeably as the differences between them are rel-
atively irrelevant for the analysis of guidance and control
systems. This is because we measure the lifetime maneu-
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Fig. 1 Space vehicle thruster configurations: (a) l2,
(b) l1, and (c) l∞ mass flow rates.
ver capability of a spacecraft to its change in mass while
the word, fuel, is synonymous with non-renewable energy
consumption for a given maneuver.
Geometry and the Mass Flow Equations
Suppose that we have a single thruster either rigidly
mounted to a spacecraft or allowed to gimbal (see Fig. 1
(a)). In the former case, we assume that steering can be
achieved by attitude control. Let T ∈ R3 be the thrust
force acting on a spacecraft, ve, the exhaust speed, and m˙,
the mass flow rate. Then, the rocket equation is given by,
m˙ = −
√










is the lp-norm4 of the thrust vector. If thrusting is achieved
by six identical engines (see Fig. 1 (b)) rigidly mounted to







If we have one main engine to perform the guidance while
vernier engines are used to steer the thrust vector (as in





where the approximation implies that we are ignoring the
fuel consumption arising from the use of the vernier engines.




p = 1, 2 or ∞ (1)
where we have ignored the fact that this equation is an
approximation for p = ∞. Note that p is now a design
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2Fig. 2 Cutaway views of the geometries of the control
space and their corresponding mass flow rates.
option (i.e. gimbaled single engine or multiple ungimbaled
engines).
Physics bounds the control authority of all thrusters;
hence, we have T ∈ U ⊂ R3 where U is a compact set called
the control space. Suppose that T can be varied continu-
ously (i.e. U is a continuous set). In the l2 mass-flow-rate
configuration, a bound on the thrust implies a bound on the
l2 norm; hence the control space for this configuration is a
Euclidean ball, indicated as U2 in Fig. 2. On the other hand,
in the l1 mass-flow-rate configuration, bounds on the thrust
generated by each thruster implies a bound on the l∞-norm
of T. Thus, for identical engines, the control space for the
l1-configuration is the “l∞ ball,” a solid cube, denoted as
U1, in Fig. 2 (cutaway view).
It is instructive to look at the mass-flow rate as a region
in R3 by associating to |m˙| the same direction as the net








, T ∈ Up
}
(2)
associates every net thrust firing, T, a vector Fp whose
Euclidean norm is the absolute value of the mass-flow-rate
scaled by −1/ve (Cf. Eq. (1)). Clearly, we have, F2 = U2.
On the other hand, F1 6= U1. A cutaway view of the space
F1 is the petal-shaped region shown in Fig. 2. The mismatch
between the geometries of the mass-flow-rate and the control
space can generate some apparently peculiar control pro-
grams and fuel consumptions. Although not articulated in
terms of geometric mismatches, it was Bilimoria and Wie5
who first showed that a mismatch between the inertia el-
lipsoid (a sphere in their example), and the control space
(an l∞ ball) generates counter-intuitive time-optimal ma-
neuvers in the sense that the rigid-body rotations are almost
always not about the eigenaxis. This phenomenon was re-
discovered recently in Ref. [6].
In practical applications, the control space, U, can be
quite different from the sets discussed above, and these
characteristics can lead to quite interesting controllers. For
example, in electric propulsion systems the control space
may be disjoint as a result of the incapability of an engine to
generate thrust over some open interval, (0, Tmin) Tmin > 0.
Although our focus here is largely thrusting space vehi-
cles, we note that all of the preceding notions apply to air
vehicles as well. This is because, for air vehicles, the mass
flow equations are the same except that one uses c = 1/ve
as the thrust-specific fuel consumption parameter.
Cost Functions
The propellant consumption is simply the change in mass
of the spacecraft. If ve is a constant, we have









where T(·) : [t0, tf ] → T ∈ R3 is the thrust vector func-
tion of time. Thus, we can say that the L1-norm of the
scalar function, [t0, tf ] 7→ ‖T‖p ∈ R, is a measure of the fuel
consumption, and is, in fact, equal to the propellant con-
sumption with a proportionality factor, 1/ve. If ve is not a
constant, then of course 1/ve must be inside the integral in
Eq.(3) and takes the role of a weight function. Frequently,
one is interested in performing minimum-fuel analysis inde-
pendent of the propulsion system. In this case, it is obvious
from Eq.(3), that the proper family of cost functions is in-





where J is the functional, T(·) 7→ R. In solving optimal
control problems, it is useful to be cognizant of the space,
U , of admissible controls so that the problem formulation
can be changed to search for controls in a more desirable
space should the solution in a particular formulation turn
out to be less than desirable. As Pontryagin et al7 note, U is
frequently taken to be the (incomplete) space of piecewise
continuous bounded functions for engineering applications
but expanded to the space of measurable functions for rig-
orous mathematical proofs. In avoiding these intricacies,
we simply note that T(·) ∈ U , so that the functional J in
Eq.(4) is understood to mean, J : U → R. In subsequent
sections, we will evaluate J from a larger space, X ×U×Rn,
where X is the function space corresponding to the state
variable so that the functional J is understood to mean,
J : X × U × Rn → R. It will be apparent later that the
proper space for X (and U) is a Sobolev space,8 as it forms
the most natural space for both theoretical9 and computa-
tional considerations.10
By a minor abuse of notation, we denote by J2 the cost








Similarly, let JQ denote the standard quadratic cost func-
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The importance of this observation is that integration does
not commute with the operation of taking powers. Thus, the
oft-used argument that minimizing a quantity is the same
as minimizing its square applies to J22 , which measures fuel
consumption, but minimizing J2 is not the same as mini-
mizing JQ. In physical terms, this is equivalent to noting
that v2e (m(t0)−m(tf ))





















































For a scalar-valued function, f : R ⊇ Ω→ R, the Lp-norm








where |·| denotes the absolute value. For vector-valued func-
tions, f : R ⊇ Ω → Rn, n > 1, the Lp-norm, ‖f‖Lp is
frequently defined to be derived from Eq.(6) with |·| re-
placed by the Euclidean norm in Rn. Thus, for example,
if n = 2 so that f(t) = (f1(t), f2(t)), then, by this definition




















(T 2x (t) + T
2
y (t) + T
2
z (t)) dt
Clearly, JQ = ‖T(·)‖
2
L2 , the L
2-norm of T(·) and as shown
in the previous section does not measure fuel. On the other
hand, ‖T(·)‖L1 , does indeed measure fuel consumption and
follows from Eq.(4) with p = 2.
Since finite-dimensional norms are equivalent, we can also
define the Lp-norm of a vector-valued function, f , from
Eq.(6) with |·| replaced by the l1 norm in Rn. Thus, for
























From Eq.(4), by substituting p = 1, it follows that ‖T(·)‖L1
is indeed a measure of the fuel consumption while ‖T(·)‖L2
once again fails the test.
In addition to performing minimum-fuel analysis indepen-
dent of the the propulsion system, one sometimes prefers to
ignore the change in mass, particularly if the burn time is
small and/or the specific impulse is high. In this case, the
control may be taken as the thrust acceleration, u = T/m.
By using the same arguments leading to Eq.(4), we can
now state a fundamental result: the correct cost function
for minimum fuel control is the L1-norm of the control, u.
Specifically, the minimum fuel cost, (see Eq.(4)) is the L1-





where we may use u to be either the thrust or the accel-
eration with the latter form of the control accompanied by
the caveat mentioned above. Among others, one possible
reason why this “lp-variant” of the L1-norm is not used
as a cost function is that the running cost, i.e. the inte-
grand in Eq.(7), is not differentiable with respect to the
parameter u. Note however that the Pontryagin version7
of the Minimum (Maximum) Principle does not require dif-
ferentiability of the integrand with respect to the control
parameter; only differentiability with respect to the states
is required. Nonetheless, it is worth noting that new ver-
sions of the Minimum Principle11,12 do not even require
differentiability with respect to the states: thanks to the
era of nonsmooth analysis pioneered by Clarke, Sussmann
and others.11–13
Penalty for Not Using the L1 Cost
Having established what the proper cost function is, a
reasonable question to ask is the penalty incurred for using
the wrong cost. Before discussing the penalty in fuel con-
sumption it is quite important to note an important penalty
in the design of the control system itself. The thrust force
(or acceleration) appears linearly in a Newtonian dynami-
cal system: this is a direct consequence of Newton’s Laws of
motion and not a simplification from linearization. In mini-
mizing such control-affine systems, barring the possibility of
singular arcs, the L1-optimal controller has a bang-off-bang
structure. That such controllers are indeed minimum-fuel
controllers is well-known to astrodynamicists. On the other
hand, quadratic-cost-optimal controllers are continuous con-
trollers. Continuous controllers are frequently not desirable
for spacecraft guidance and control since these controllers
typically create undesirable effects on the payload. For ex-
ample, thrusting increases the microgravity environment on
the space station or induces undesirable effects on precision
pointing payloads. Hence it is preferable to do much of the
science during the “off periods”. Thus, not only does the
quadratic cost take more fuel, as will be shown presently, it
creates new systems-engineering problems that were nonex-
istent prior to active control considerations.
We will now prove the fact that using the quadratic cost
or any other controller will almost always generate fuel
expenditures greater than the L1-cost. This is a direct con-
sequence of a fundamental result that we will now establish.
Let us define an abstract Lagrange Problem F as,
(F)




Subject to (x(·),u(·)) ∈ A
where A is an abstract constraint set that includes the dy-
namical equations, the state constraints and the control
constraints. Let,
(xF (·),uF (·)) = argmin JF [x(·),u(·)]
be the solution to Problem F (we assume a solution exists).
Now consider Problem G,
(G)




Subject to (x(·),u(·)) ∈ A
which differs from Problem F in only the cost function. As
with Problem F, let,
(xG(·),uG(·)) = argmin JG[x(·),u(·)]
be the solution to Problem G. Then, we have,
Proposition 1 Given two optimal control problems, F and
G, that only differ in the optimality criterion, the F -cost of
the G-optimal solution can never improve the F -cost of the
F -optimal solution. For minimization problems, we have,
JF [xF (·),uF (·)] ≤ JF [xG(·),uG(·)]
From this proposition, by swapping the subscripts F and G,
it also follows that
JG[xG(·),uG(·)] ≤ JG[xF (·),uF (·)]
The proof of this proposition follows quite easily from the
definition of a minimum. Since the pair (xF (·),uF (·)) min-
imizes JF [x(·),u(·)], we have,




















































4Since (xG(·),uG(·)) ∈ A, substituting this in the right-hand-
side of the above equation yields Proposition 1. ¤
Now, if we let the functional JF be the L
1 cost and JG
be the quadratic cost, it is clear that the quadratic cost
cannot yield better fuel performance than the L1 cost. The
double integrator example in the next section illustrates all
the main points including a quantification of the fuel penalty
incurred in using the quadratic cost.
Double Integrator Example
The second-order control system, x¨ = u, is widely stud-
ied14 due to the simple reason that it is a quintessential
Newtonian system: any information gleaned from a study
of double-integrators has broad implications. In this spirit
we formulate a linear-quadratic problem (LQP) as,







Subject to x˙ = v
v˙ = u
(x0, v0) = (0, 0)
(xf , vf ) = (1, 0)
This is one of a very few problems that can be solved ana-
lytically by a direct application of the Minimum Principle.
It is quite straightforward to show that the optimal solution
is given by,
uQ(t) = 6− 12t
xQ(t) = t
2(3− 2t)
vQ(t) = 6t(1− t)
λxQ(t) = −12
λvQ(t) = 12t− 6
where λ(·) is the costate associated with the variable denoted




u2Q(t) dt = 12 (8)
In order to formulate an L1-optimal control problem (L1P)




In other words, in order to implement the solution to the
LQP, we must have a thruster that is capable of generating
at least 6 units of acceleration. Hence, in articulating the
same abstract constraint set, A, described in the previous
section, we formulate Problem L1P as,
x







Subject to x˙ = v
v˙ = u
(x0, v0) = (0, 0)
(xf , vf ) = (1, 0)
This problem requires a somewhat more elaborate appli-
cation of the Minimum Principle since the absolute value
function, u 7→ |u|, is not differentiable. As noted earlier, the
Pontryagin version of the Minimum Principle is still appli-
cable. Albeit a little tedious, it is still fairly straightforward
Fig. 3 Control plots for the quadratic and L1-optimal
control problems.
to show that the solution to Problem L1P is given by,
u1(t) =
{
6 t ∈ ∆1
0 t ∈ ∆2
−6 t ∈ ∆3
x1(t) =
 3t
2 t ∈ ∆1
3∆(2t−∆) t ∈ ∆2
6(t+∆−∆2)− 3(1 + t2) t ∈ ∆3
v1(t) =
{
6t t ∈ ∆1
6∆ t ∈ ∆2







where ∆i, i = 1, 2, 3 are three subintervals of [0, 1] defined
by,














|u1(t)| dt = 12∆ ' 2.536 (9)
This simple example demonstrates that solving the L1-
optimal control problem takes a little more effort than solv-
ing the quadratic-minimization problem. This effort is well
worth it as shown by the following comparative analysis.
LQP v/s L1P
In comparing the performance of the two controllers, it





|uQ(t)| dt = 3.0 (10)
Comparing this result with Eq.(9), we find that the
quadratic controller is 18.3% more expensive (in fuel) than
the L1-optimal controller; obviously, a substantial margin.
Further differences between the controllers are more evi-
dent in Fig. 3. In comparing the two controllers, it is quite




























































Fig. 4 Primal trajectories for the quadratic and L1-
optimal control problems.












Fig. 5 Dual or “shadow” trajectories for the quadratic
and L1-optimal control problems.
quadratic controller due to all the reasons mentioned in the
previous section. Quantitatively we note that we have a
preferred zero-control action for approximately 58% of the
time interval.
The differences between the two controllers results in dif-
ferent state trajectories. As shown in Fig. 4, the L1-optimal
controller facilitates a “shortcut” in the primal or vector
space. According to Young,15 it is instructive to look at
the “shadows” of these trajectories in the dual or covector
space as it amplifies further differences between them. This
view is quite justified by the large separation between the
costates as evident in Fig. 5. Note that such large differ-
ences are not evident if one views the position plot alone
(see Fig. 6). This apparent small difference comes about
because plots such as Fig. 6 do not adequately capture the
true distance between two functions in the correct function
space. The proper space to view functions in control theory
is a Sobolev space.8–10 This space, denoted as, Wm,p, con-
sists of all functions, f : R ⊇ Ω→ R whose jth-derivative is
in Lp (see Eq.(6)) for all 0 ≤ j ≤ m. The Sobolev norm of







This definition implies that the space and the norms defined
in W 0,p is the same as Lp. Thus, in observing the plots








Fig. 6 Position plots for the quadratic and L1-optimal
control problems.











Fig. 7 Velocity plots for the quadratic and L1-optimal
control problems.
in Fig. 6 as being close to one another, we are implicitly
viewing them in some Lp-norm. For example,
‖x1(·)− xQ(·)‖L∞ = max
t∈[0,1]
|x1(t)− xQ(t)| ' 0.03
When we observe the same functions in a Sobolev norm,
say, W 1,∞, then we have,







That is, the functions plotted in Fig. 6 are ten times further
apart in the Sobolev norm when compared to the corre-
sponding Lebesgue norm. Since x˙ = v, the velocity plot
shown in Fig. 7 is more representative of the distance be-
tween the position functions in W 1,p. In the same spirit, we
get,







Since v˙ = u, the control plot shown in Fig. 3 is more rep-




















































6in W 1,p. This approach to viewing functions is essentially
a modernization of Weierstrass’ sharp distinction of a La-
grangian view of the calculus of variations.
In solving the LQP, we let U = R but required that
U = {u : |u| ≤ 6} for the L1P after recognizing that
maxt∈[0,1] |uQ(t)| = 6. If we were to continue to keep u un-
constrained for the L1P as well, then the Pontryagin version
of the Minimum Principle is not applicable.7 Rather than
use new emerging theories for impulse control16 to analyze
the problem, we use the continuation method of Lawden17
in defining a homotopy path from the control-bounded L1P
to the unbounded L1P. This path is obtained by parame-
terizing U = {u : |u| ≤ umax} by some umax ≥ 6. Following
Lawden,17 we observe (see also Fig. 3) that as
umax →∞⇒ ∆→ 0
The optimal control then tends towards an impulse (a Dirac
delta “function,” δ(·)) at t = 0 and t = 1,
uδ(t) = δ(t)− δ(1− t)




[0, 1] t = 0
1 t ∈ (0, 1)
[0, 1] t = 1
where vδ(t) is expressed in a set-valued form consistent
with nonsmooth calculus;11 see also Ref. [18] for a practi-
cal demonstration of nonsmooth concepts. In evaluating J1
over (xδ(t),uδ(t)) the integral can no longer be evaluated
in a Riemannian sense (or even in the sense of Lebesgue)
because the delta function is a generalized function and
requires tools from the theory of distributions.4 Circum-
venting these technicalities by using arguments similar to
that of Lawden, it is apparent that the L1-cost of impulse
control is given by,
J1[xδ(·),uδ(·)] = 2 (12)
Thus, the quadratic controller (see Eq.(10)) is 50% more ex-
pensive than the impulse controller. Note however that the
impulse cost is only a mathematical phenomenon whereas
the cost obtained by solving the L1P is indeed the true cost
of fuel. Furthermore, these differences in cost have noth-
ing to do with “gravity-” or “drag-loss,” terminology that
is quite common in orbital mechanics to describe other phe-
nomena.
Finally, in completing a quantification of the arguments
of Proposition 1, it is obvious that,
JQ[x1(·),u1(·)] = 72∆1 ' 15.215 (13)
which is about 26.8% more than the optimal quadratic cost.
Solving Nonlinear L1-Optimal Control
Problems
While the previous section illuminated the core differences
between L1 and L2 cost functions, the analytical approach
used therein is not portable to solving nonlinear optimal
control problems. In order to frame the key issues in com-
puting L1-optimal controls, we summarize the problem as,
(B)





Subject to x˙(t) = f(x(t),u(t))
u(t) ∈ U
(x0,xf , t0, tf ) ∈ E
where E is some given endpoint set. State constraints of the
form, x(t) ∈ X can also be added to the problem, but we
focus on Problem B as formulated above to limit the scope
of the discussion. Note that since a norm is nonnegative
by definition, any tuple for which J [x∗(·),u∗(·), t∗0, t
∗
f ] = 0
is a globally optimal solution to Problem B. Such globally
optimal solutions have been determined for a wide range of
spacecraft formation problems in Refs. [19–21].
Whether or not one attacks this problem from the
Hamilton-Jacobi perspective or the one offered by the Min-
imum Principle, both techniques require a solution to the
Hamiltonian Minimization Condition12 (HMC).
The Hamiltonian Minimization Condition






H(λ,x,u) = ‖u‖p + λ
T f(x,u)
Subject to u ∈ U
where H is the control Hamiltonian and min
u
implies that
the minimization is performed only with respect to the con-
trol variable. In the framework of the Minimum Principle,
λ ∈ RNx is the costate while in Bellman’s dynamic program-
ming framework, λ = ϕx := ∂ϕ/∂x where, ϕ : R × RNx →
R, is a function that satisfies the Hamilton-Jacobi partial
differential equation,11
H (ϕx,x) + ϕt = 0 (14)
where, ϕx = ϕx(t,x(t), ϕt = ϕt(t,x(t), H(λ,x) :=
H(λ,x,u∗(λ,x)) is the so-called lower Hamiltonian,11 and
u∗ : (λ,x) 7→ u is an explicit solution to Problem HMC.
In recognizing that Problem HMC is fundamental to solv-
ing optimal control problems, we discuss some key issues
pertaining to this problem.
Issues in Solving Problem HMC
Although Problem HMC is nonsmooth, developing nec-
essary conditions for it is not as difficult as it might seem
to be at first glance. For example, in the previous section,
when the control variable was one-dimensional (Nu = 1),
the HMC was solved for Problem L1P simply by inspection
without resorting to nonsmooth calculus. To solve problems
in higher dimensional spaces, we need a more systematic
procedure. A procedure that is tenable to both analysis
and computation is to convert the nonsmooth HMC prob-
lem to an equivalent problem where the functions describing
the objective function and the constraint set are smooth.
Such conversion techniques, well-known in nonlinear pro-
gramming, can be achieved by exchanging the complication
of nonsmoothness in a lower dimensional space to a simpler
problem in higher dimensions. Similar trades are rampant in
engineering analysis and is nothing new: a classic example is
the parameterization of SO(3) by a 4-vector quaternion in
preference to three, singularity-prone Eulerian angles. In
order to focus our attention to the conversion issue, we
demonstrate this procedure for the HMC by limiting the
scope of the problem to the case when f is differentiable




u : hL ≤ h(u) ≤ hU
}
where h : RNu → RNh is a differentiable function and
hL,hU ∈ RNh are the lower and upper bounds on the val-
ues of the function h respectively. Much of the analysis to
follow easily extends to more complex situations, but our
intent here is not an enumeration of these situations but to
demonstrate a methodology. Hence, we choose to illustrate
the concepts for one of the most prevalent cases in engineer-
ing applications.
As noted previously, the function, u 7→ H(λ,x,u), is non-




























































is not differentiable at the origin, (0, 0, 0). This is illustrated
in Fig. 8 for u ∈ R2 for further reference. As Betts22,23
Fig. 8 Illustrating the nonsmooth structure of ‖u‖2.
notes, this single point can cause serious problems in com-
putation. The singular point cannot be ignored even in a
theoretical framework as it is the most desirable point: as
noted in the solution to Problem L1P, it occurs for about
58% of the time interval. That is, one point in the solu-
tion of the HMC can easily get smeared over a substantial
time interval. Noting that the function u 7→ ‖u‖22 is dif-
ferentiable, the nonsmooth HMC problem for p = 2 can be
converted to a smooth one by introducing a pseudo-control
variable u4 := ‖u‖2. That is, the nonsmooth HMC for p = 2
(andNu = 3) can be transformed to a smooth nonlinear pro-
gramming (Nl2P) problem in an augmented control variable,
ua ∈ RNu+1, as,
uTa := [u





H(λ,x,ua) = u4 + λ
T f(x,u)





where we have retained the use of the symbol H for the new
Hamiltonian by a minor abuse of notation. Since the original
problem was nonsmooth, the inequality, u4 ≥ 0, essentially
retains the nonsmooth geometric structure of the problem
although the function used in the inequality is now differ-
entiable. Thus, the standard Karush-Kuhn-Tucker (KKT)
conditions for Problem Nl2P can be applied. The minimum-
fuel orbit transfer example discussed in the next section
further discusses the KKT conditions in conjunction with
the larger problem of actually solving the optimal control
problem.
The situation for p = 1 is similar, except that it requires
the introduction of many more control variables. First, it is
clear that
‖u‖1 = |u1|+ |u2|+ |u3|
is nondifferentiable at the origin, (0, 0, 0), as well as any
other point where ui = 0, i = 1, 2, 3 (see Fig. 9). By intro-
ducing variables, vi ≥ 0, wi ≥ 0, i = 1, 2, 3, the nonsmooth
HMC problem for p = 1 can be transformed to a smooth
nonlinear programming (Nl1P) problem in an augmented
Fig. 9 Illustrating the nonsmooth structure of ‖u‖1.













where 1 is an R2Nu -vector of ones and tildes over the sym-
bols implies transformed functions and variables when u is
transformed to ua. For example, when f is control-affine,
f(x,u) = a(x) + B(x)u
where a : RNx → RNx and B : RNx → RNx×Nu , then f˜ is
given by,
f˜(x, [v,w]) = a(x) + B(x)[v −w]
Once Problem HMC is converted to an NLP with smooth
functions, the KKT conditions then describe the necessary
conditions for a putative optimal controller. In general, one
cannot obtain a closed-form solution to the KKT conditions.
This observation has far-reaching consequences, particularly
as it pertains to the determination of controls by way of the
Hamilton-Jacobi Equation (HJE).
HMC on HJE
In the absence of closed-form solutions to the KKT con-
ditions, an explicit expression for the map, u∗ : (λ,x) 7→ u,
cannot be obtained. This means that the lower Hamiltonian
(Cf. Eq. (14)) cannot be constructed which almost imme-
diately eliminates the HJE as a practical means for solving
problems beyond academic ones. Even in cases where the
controls can be eliminated, the HJE suffers from at least two
additional well-known problems9,11,14 that merits recount-
ing. As is the case for a large number of problems, a differen-
tiable solution to the HJE does not exist for the L1-optimal
control problem; however, if the notion of differentiability
is expanded along the lines of nonsmooth analysis, then,
according to the celebrated result of Crandall and Lions,
the Bellman value function is a unique viscosity solution to
the HJE. This theoretical breakthrough has not yet trans-
lated to practical problem solving, as even smooth partial
differential equations continue to be challenging problems.
The third, and arguably, the most difficult of the problems
associated with Eq. (14) is the absence of good computa-
tional techniques for solving partial differential equations
involving more than three independent variables. For 3-
DOF models, Nx = 6; hence, the number of independent















































































Fig. 10 Solving optimal control problems.
framework is quite elegant, the absence of a viable method-
ology that overcomes the major technical hurdles to solve
a generic problem limits its utility to low dimensional aca-
demic problems; hence, we eliminate this approach from
further consideration.
Computing Optimal Controls
As a result of the observations of the preceding para-
graphs, solving optimal control problems are widely per-
ceived as difficult problems. This perception is further
strengthened when one attempts to solve optimal control
problems by the alternative route of the Minimum Principle.
This is because an application of the Minimum Principle
results in a nonlinear, differential-algebraic boundary value
problem (BVP). Given that even linear unconstrained BVPs
do not have closed-form solutions, the determination of op-
timal controls does appear to be quite daunting.
The computation of optimal controls by way of solving the
Hamiltonian BVP has a fundamental sensitivity problem
that results from its symplectic structure.14 As discussed by
Bryson and Ho,14 when a shooting-type method is applied
to solve the Hamiltonian BVP, the sensitivity of the initial
conditions with respect to the final conditions is so large
that the values of the intervening variables often exceeds
the numerical range of a computer. While multiple-shooting
algorithms alleviate this particular issue, the vast number
of other problems associated with shooting methods as de-
tailed by Betts22,23 makes them fundamentally unsuitable
for computing optimal controls. As a matter of fact, a
differential-algebraic BVP is essentially, in a modern con-
text,10,24 a problem of solving a generalized equation of the
form, 0 ∈ F(x), where F is a set-valued map. Such equa-
tions are commonly solved today by nonlinear programming
techniques.
While the discussions up to this point illustrate the ap-
parent hopelessness of solving optimal control problems, a
venerable idea due to Euler was resurrected in the 1960s in
the Russian literature. According to Mordukhovich25 Eu-
ler discovered the Euler-Lagrange equations in the calculus
of variations (the precursor to optimal control theory) by
discretizing Problem B to Problem BN (see Fig. 10) and
passing to the limit, N → ∞, where N denotes the num-
ber of discrete points (see the bottom convergence arrow in
Fig. 10). Thus, the Euler-Lagrange equations have a dis-
tinctly primal “flavor.” In a modern method, we simply
solve the discretized problem for some finite N much the
same way as we solve initial value problems by a Runge-
Kutta method for some nonzero step size, h = O(1/N) 6= 0.
For the solution of the approximate problem (BN ) to be
indistinguishable in a practical sense from some unknown
exact theoretical solution to Problem B, we need to solve
Problem BN for a “sufficiently large grid”. The advent of
large-scale efficient methods for solving NLPs makes solu-
tions to Problem BN virtually indistinguishable from the-
oretical solutions to Problem B if convergent methods (in
the sense of discretization; see Ref. [24]) are adopted. The
fact that modern NLP algorithms are globally convergent26
(in the sense of the algorithm) implies that optimal control
problems can be solved today with relative ease.
The statements of the preceding paragraph are deeply
theoretical since modern computational methods facilitate
a practical demonstration of “epsilons, deltas, limits and
sequences,” the hallmark of functional analysis. Thus the
practice of optimal control today is more firmly rooted and
integrated with theory than ever before. Thus, the Hamil-
tonian BVP discussed earlier is Problem Bλ in Fig. 10, and
Problem BλN represents the approximation (recall that any
numerical method requiring a digital computer is an ap-
proximation). Certain well-known discretization methods
(like a class of Runge-Kutta methods27,28) do not permit
dualization to commute with discretization, in which case
convergence is not obtained at worst or the solution is not
optimal at best. This gap (see Fig. 10) can be closed if there
exist an order-preserving map between the duals.24,28,29
This mapping is known as the Covector Mapping Theo-
rem29 while the complete set of ideas depicted in Fig. 10
is regarded as a Covector Mapping Principle24,29 that es-
sentially summarizes the approximation issues that started
with the work of Euler. It is thus apparent that the oft
mentioned difficulties in solving optimal control problems
can be completely circumvented today by modernizing and
extending Euler’s original ideas as depicted in Fig. 10. This
essentially implies that a robust general procedure that is
tenable for solving practical problems is approximation the-
ory which implicitly subsumes numerical analysis. In recent
years, a broad class of complex optimal control problems
have indeed been solved under this framework with relative
ease.1,18–22,28–30
Feedback Control
Suppose that Problem B can be solved in real time. This
means that for any (t0,x0), we can solve the optimal con-
trol problem in negligible time. Then, replacing the initial
conditions by current conditions, (t,x), it is apparent that
we have a feedback map, (t,x) 7→ u. In other words, real-
time computation implies feedback control. Theoretically,
real-time computation implies zero computation time; in
practice, the real issue is the measurable effect, if any, of
a nonzero computation time. Stated differently, a key issue
in feedback control is the required minimum computational
speed for feedback implementation rather than the impo-
sition of the theoretical real-time computation of optimal
controls. If we had perfect models and a deterministic sys-
tem, feedback would be unnecessary provided the perfect
model was used in the computation of the control. In other
words, the higher the fidelity of the models used in the
computation of control, the lesser the demand on real-time
computation. Further, the need for computational speed is
lesser if the time constant of the system is larger. Thus,
if the system time constant is large and reasonably high
fidelity models are chosen for the computation of control,
implementing feedback controls by way of online optimiza-
tion is not a difficult problem. These are precisely the
conditions for orbit control: the time constant of a low-
Earth orbit (LEO) is the orbital period of about 90 minutes
and nonlinear models of relatively high accuracy are avail-
able. Hence, if recomputed optimal thrusting programs were
to be available every minute for LEO spacecraft, then it is
possible to implement a sampled-data feedback control with
90 samples per orbit. As demonstrated in the next section,
minimum-fuel orbit transfer problems can be solved on Pen-
tium 4 computers in under 30 seconds (thus implying the
possibility of 180 samples for LEO). Faster computational
speeds are possible with optimized code and/or by removing
the overhead associated with the operating system (Win-
dows) and the problem solving environment (MATLAB).
For example, in Ref. [31], the optimal solution to a flexible
robot arm was obtained in 0.03 seconds (thus making avail




















































9timal feedback orbit control via real-time optimization is a
clear modern-day reality.
L1-Formulation of the Minimum-Fuel Orbit
Transfer Problem
As noted earlier, the minimum-fuel orbit transfer problem
is a central problem in orbit control. This problem can be
easily formulated by posing it as a problem of maximizing
the final mass. In this formulation, the astrodynamics of the
problem is coupled to the propulsion system of the space-
craft by way of the specific impulse of the propellant (see
Eq.(3)). In the preliminary phase of mission design analysis,
astrodynamicists prefer to decouple the propulsion system
performance from the astrodynamics of the problem by com-
paring the cost of a maneuver in terms of the characteristic
velocity, i.e. the velocity change attributable to a generic
propulsion system. This translates to using the l2-variant
of the L1-cost. The following coplanar orbit transfer prob-
lem defines this formulation:
xT := [r, θ, vr, vt] u
T := [ur, ut] u ∈ U
U :=
{
























ef (xf ) = 0
The functions for the endpoint conditions,
e0(t,x) :=
 ta0[(v2r + v2t )r − 2] + r









t )r − 2] + r
r[1 + ef cos(θ − ωf )]− (vtr)
2
)
describe the initial and final manifolds in Problem O in
terms of the initial and final orbits respectively, where
(a0, e0, ω0) and (af , ef , ωf ) are the standard orbital ele-
ments. Except for its resemblance to the dynamical model,
this problem formulation is different in every respect when
compared to the continuous-thrust problem posed by Moyer
and Pinkham32 and discussed in the texts by Bryson and
Ho14 and Bryson.33 Let λT := [λr, λθ, λvr , λvt ] and u
T
a :=
[ur, ut, u], where u = ‖u‖2; then, the Hamiltonian Mini-




H(λ,x,ua) = u+ λvrur + λvtut +H0(λ,x)




0 ≤ u ≤ umax
where H0(λ,x) denotes terms in the Hamiltonian that do
not depend upon the controls. Note that the control space
is a nonconvex cone in R3 (see Fig. 8). The KKT conditions
for this problem can be obtained by forming the Lagrangian
of the Hamiltonian, (H),


















Fig. 11 Switching function and acceleration control pro-
gram.
where µ1 and µ2 are the KKT (Lagrange) multipliers as-
sociated with the control constraints with µ1 satisfying the
complementarity condition,
u = 0 µ1 ≤ 0
0 < u < umax ⇔ µ1 = 0
u = umax µ1 ≥ 0
(15)
while µ2 is unrestricted in sign. Thus, the function, t 7→ µ1,
supplies the switching information. The vanishing of the
gradient of the Lagrangian of the Hamiltonian, ∂H/∂ua,
provides three additional necessary conditions,
λvr + 2µ2ur = 0 (16)
λvt + 2µ2ut = 0 (17)
1 + µ1 − 2µ2u = 0 (18)
From Eqs.(15) and (18) it follows that
u = 0⇒ µ1 = −1
This result is quite interesting. If the optimal control pro-
gram is not identically equal to zero (i.e. zero cost), the
function t 7→ µ1 must jump at the points where t 7→ u =
‖u‖2 goes from zero to some nonzero value either contin-
uously (i.e. via a singular arc) or discontinuously (bang-
bang). That this phenomenon does indeed occur is shown in
Fig. 11 for a sample solution corresponding to the following
numerical parameters (Case 1): umax = 0.1, a0 = 1, af =
2, e0 = 0 = ω0 = ef = ωf The plot shown in Fig. 11 was
not obtained by solving the “difficult” Hamiltonian BVP
(i.e. an “indirect method”), rather, it was obtained quite
readily by a “direct method” that implements the Covector
Mapping Theorem (see Fig. 10) for a Legendre pseudospec-
tral method.29,34 In fact, Problem O was solved by way of
the software package DIDO35 that took about 30 seconds
of run time on a P4 laptop to find the optimal solution.
DIDO is a minimalist’s approach to solving optimal control
problems: only the problem formulation is required, and
in a form that is almost identical to writing it on a piece
of paper and pencil. The latter is facilitated by the use
of object-oriented programming readily available within the
MATLAB problem solving environment.
The optimal trajectory for the parameters of Case 1 along
with the vectoring program is shown in Fig. 12. Strictly
speaking we do not know if the computed trajectory is opti-
mal; however, we can conclude that it is at least extremal by
verifying the necessary conditions for optimality. Thus, one
of the indicators of optimality is the agreement of the switch-
ing function with the control program shown in Fig. 11.

































































Fig. 12 Optimal low-thrust orbit transfer.
application of the Minimum Principle, and thereafter veri-
fied numerically. Extensive examples of these are presented
elsewhere.20,21,29,35,36
Conclusions
In finding minimum-fuel controllers, the correct problem
formulation is the minimization of the L1-norm of the con-
trol. This is a nonsmooth cost function. The quadratic cost
is apparently preferred by many researchers due to its dif-
ferentiability. While requiring differentiability was once a
reflection on the inadequacy of the available tools for analy-
sis, it is no longer a problem in either theory or computation.
Thus, there is no reason today for avoiding the problem of
minimizing the L1-norm of the control. While the differ-
ences in costs or the solutions between the two performance
indices may not be a major problem in non-astronautical
applications, it is the most important issue in space appli-
cations since fuel costs dictate the engineering feasibility of
any mission. An excellent example of this requirement is ev-
ident in the endo-atmospheric guidance of launch vehicles:
open-loop optimal controls are employed during the initial
critical phase of the trajectory than closed-loop sub-optimal
guidance. For orbiting spacecraft, optimal closed-loop guid-
ance is easily accomplishable today for many missions since
the orbit time constants are large enough to allow closing
the loop via the real-time computation of optimal controls.
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