Abstract Our original paper tried to characterize the richness of the teaching repertoire of expert human teachers and to give a sense of how far there still was to go in the development of pedagogic expertise in AIED systems. It considered three ways in which more expert teaching strategies and tactics might be developed. These were via (i) the observation of human expert teachers, (ii) theoretical derivation from learning theories, and (iii) empirical observation of human and simulated students. This paper reflects on the original paper and briefly sketches progress since 2001.
the purpose of our paper was to explore what kind of progress, if any, had been made since those earlier critiques.
Approach
Our approach was first to try to characterize the richness of the teaching repertoire of expert human teachers working one-to-one with their students as a goal towards which AIED system might aspire (see e.g., Bloom 1984) . We used the theoretical model proposed by Ohlsson (1987) as a starting point. This model, even though limited to the kinds of teaching actions associated with teaching a symbolic procedure (such as multiplying fractions), demonstrated at least in part, the complexity one would expect in an expert machine teacher.
Our paper was not a comprehensive review. Rather it attempted to provide a characterization of the issues. It considered three ways in which more expert teaching strategies and tactics might be developed. These were via (i) the observation of human expert teachers, (ii) theoretical derivation from learning theories, and (iii) empirical observation of human and simulated students. In looking at these three sources of ideas, particular attention was paid to the techniques of Bdealing with student errors^and Bmotivating students^as these two areas are central issues in any pedagogy.
The paper then went on to describe two systems developed by the authors: one on the pedagogy of motivation (del Soldato and du Boulay 1995) , and the other on the pedagogy of Vygotsky's notion of the Zone of Proximal Development (Luckin and du Boulay 1999) . We note with pleasure that the papers describing these two pieces of work in detail in IJAIED are also part of this special issue (doi:10.1007/s40593-015-0052-1; Luckin and du Boulay, under review).
Observation of Human Expert Teachers
While the field of education had studied the skill of teaching for centuries, much of its work was couched at a general level that was hard to implement in AIED systems (see e.g., Rutter et al. 1979) , with perhaps Socratic Tutoring as an interesting counterexample (Collins et al. 1975) . But there was an increasing body of work that had observed and codified expert teaching at a fine level of granularity. From these records it was possible to extract general teaching strategies and specific teaching tactics, as well as to compare and contrast these with those available in AIED systems (see e.g., Graesser et al. 2000; Lajoie et al. 2000; Leinhardt and Greeno 1991; Lepper et al. 1991) .
Derived from Learning Theory
The paper considered a number of learning theories from which AIED teaching strategies had been derived. First were epistemological theories where the focus was on the subtle way that information is transformed into knowledge and then knowledge into understanding and skill. For example, Contingent Teaching (Wood et al. 1978) acknowledges the learner's need for independence and agency within a scaffolded learning experience. This approach involves the Vygotskian notion of the learner being able to achieve with the help of scaffolding more than he or she could achieve unaided. The collaborative success drives the acquisition of greater skill and understanding. From this view derives a regime to guide the teacher in offering such help in the most efficacious manner. From ACT and ACT* (Anderson 1990) came the idea of the transformation of declarative knowledge into procedural skill and thus the value of goal setting, graded exposure to more complex aspects of the domain via model-tracing and knowledge-tracing, and immediate feedback on errors so that they could be acted upon soon after an error had been committed (Anderson et al. 1995) .
Second were those reflective theories that in their different ways embodied the idea that two complementary psychological processes operate within a learner: the one focusing on the domain itself and the other reflecting on how far that primary focus on the domain is leading to secure understanding. From this insight various ways for the teacher to support each process were derived, but particularly the second, the metacognitive one. These theories included Conversation Theory (Pask et al. 1975) , Reciprocal Teaching (Chan and Chou 1997) , Self-Explanation (Chi et al. 1989 ) and Self-regulation (Winne 1997 ). Pask's Conversation Theory described the interaction of the two processes in formal terms, essentially as a contribution to a cybernetic theory of understanding. His work was applied in the design and development of various computer-based learning systems some of whose interactions had a reflective component similar to reciprocal teaching, where the learner and the teacher take turns to explain to each other the subject matter to be understood and learned (for a brief guide to Pask's educational work, see e.g., Entwistle 1978) .
Of course there were many overlaps between teaching strategies derived from epistemological theories of learning and those derived from reflective theories of learning. For example, under Akhras and Self (2000) view of Constructivism, teaching was aimed at emphasising:
Bthe process rather than the product of learning. The theoretical models that constitute our approach enable intelligent learning environments to evaluate learning according to four properties of constructivist learning processes: cumulativeness, constructiveness, self-regulatedness, and reflectiveness, and to make decisions about the learning opportunities to be provided to the learners, taking into consideration the affordances of learning situations regarding these properties^(Akhras and Self 2000, page 344).
They describe four properties of sequences of constructivist learning interactions. Cumulativeness refers to the property of a sequence of learning interactions that involves the same entity being experienced more than once during the sequence. Constructiveness refers to the property of a sequence of learning interactions where Bentities experienced by the learner in one situation are in some way related to new entities that the learner generates in a later situation.Ŝ elf-regulatedness refers to that property of a sequence of learning interactions that involves learners evaluating the outcomes of their earlier actions with a view to guiding what they do next. Finally Reflectiveness refers to the property of a sequence of learning interactions that involves a learner engaging in reflective activities on earlier episodes in that interaction.
Observing Students
The brief section in the paper on work with real students looked at research on individual differences, such as gender (Arroyo et al. 2000) and ability (Shute 1993) , and their consequences for differentiated teaching, typically via macro-adaptation to the overall style of interaction. Macro-adaptation is where a teaching or learning system is adapted, or adapts itself, to one particular group of learners as opposed to another group, for example novices versus semi-experts. This is contrasted with microadaptation where the adjustment is on an individual and typically dynamic basis.
There was also the intriguing work by VanLehn with simulated students, i.e., modelling human learning behaviour and then trying out different kinds of teaching on such a model to see which method worked best. From these VanLehn derived Bfelicity conditions^for the optimal structure and sequence of worked examples, i.e., the rules for maximising the educational effectiveness of a sequence of workedexamples (VanLehn et al. 1994) .
Core Contributions and Limitations
The core contribution of the paper was to emphasise the rich variability of human teaching with its roots in general communicative competence. While there are some specialized tactics that human teachers apply effectively, good teaching derives from the conversational and social interactive skills used in everyday settings such as listening, eliciting, intriguing, motivating, cajoling, explaining, arguing, persuading, enthralling, leading, pleading and so on. Implicitly the message was that neither learners nor teachers are disembodied cognitive entities engaged in symbolic knowledge sharing but rather are feeling and thinking beings living and working in a particular educational, social and cultural context. A secondary contribution was to show how far there was still to go before we could reasonably designate any AIED system as modelling expert teaching capability.
The core limitation of the paper was that it was not a comprehensive review of the state of the art in the implementation of teaching tactics and strategies in AIED systems. So some of the subsections were rather patchy in their coverage of the literature. A second limitation, probably a consequence of the first, was that we did not stand far enough back from the work we were describing to be able to organize the learning and teaching theories into clear categories focusing on different issues.
Practical Impact and Progress Since 2001
The original review paper was a call to arms rather than a technical advance. While the paper was not a comprehensive review of the field, it turned out to be a useful starting point for many researchers starting out to understand what was known at the time. The first author's own later work on pedagogy has tended to focus on motivation and metacognition (see e.g., du Boulay 2011; du Boulay et al. 2010) , while the second author has focused on further use of Vygotsky's Zone of Proximal Development (Luckin 2010) . We note with pleasure the distinct shift towards taking the affective, motivational and metacognitive dimensions of pedagogy much more seriously in the last few years (see e.g., Narciss et al. 2014) . In this section we briefly review the work on teaching strategies over the last 14 years that have tried to match the performance of expert teachers in a one-to-one tutorial situation. As in the original paper, this is divided into subsections on observation of expert teachers, on recently elaborated teaching and learning theories and on the observation of students. Also, as for the first paper, it does not claim to be comprehensive. It is important to be clearer about what we mean by Bexpert teachers^. Lepper and Woolverton (2002) provide an excellent empirically observed account of expert human teachers working one-to-one via their INSPIRE (Intelligent, Nurturant, Socratic, Progresseive, Indirect, Reflective, Encouraging) framework. They characterize the behaviour of such teachers, as compared to the less expert, along a number of dimensions including their use of questions rather than didactic statements, their attention to motivating and encouraging their students, and the attention they paid to fostering learner reflection on process. Their account emphasizes the richness of the teaching repertoire of expert human teachers while enumerating some of the tactics that make such teachers effective:
BOur best tutors are those who are concerned simultaneously with students' learning on the one hand and their motivation on the other. Thus, these tutors do not consider their task to be merely the efficient provision of feedback and information as some early theories of learning might have implied Nor are they willing to sacrifice learning for the sake of motivation, as critics of the so-called^self-esteem^movement in schools have described Rather than Bdumbing down^the instructional content by presenting easy problems or preventing student errors in an attempt to preserve students' self-esteem, these tutors demonstrate knowledge of a wide array of systematic techniques, both for presenting information to students and for encouraging student involvement and persistence at a task^ (Lepper and Woolverton 2002, page 151) .
In terms of understanding recent progress, largely in the cognitive rather than the motivational aspects of modelling teaching, we note a meta-analysis of the learning outcomes of using Intelligent Tutoring Systems (Ma et al. 2014) . They found that in general an ITS Boutperformed, in aggregate, the other modes of instruction to which it was compared in evaluative studies^, but note that this may be due in part to publication bias (in other wards, that negative results or null results do not get published). However, they are more positive that Bin some situations ITS can successfully complement and substitute for other instructional modes.Î n a similar vein, VanLehn (2011) provides meta-review comparing the differences and effectiveness of (typically non-expert) human and intelligent tutoring systems. His paper enumerates the possible reasons why human tutoring might in principle be more effective than computer tutors. These include: detailed diagnostic assessments, individualized task selection, sophisticated tutorial strategies, learner control of dialogues, broader domain knowledge, motivation, feedback, and the potential for the tutor to elicit effective learning behaviour in their students. The paper found that not all of the reasons above applied in practice, that intelligent tutoring systems were now in some respects approaching the effectiveness of Bordinary^human tutors and that the effectiveness of the latter were rather less than the gold-standard of individual expert tutoring (Bloom 1984) . Note however that both the meta-analysis and the metareview rather underplay the motivational aspects of expert teaching behavior, as emphasised by Lepper and Woolverton (2002) .
Observing Expert Teachers
Work on the direct observation of expert human teachers has continued. A major study observed a carefully selected sample of 12 expert maths and science teachers tutoring students who had difficulties in those subjects (Olney et al. 2011) . So the lessons they observed were essentially doing remedial work within a STEM context with a mixture of helping students with problem-solving as well as (re-)introducing topics that needed remediating. The researchers recorded 51-h tutoring sessions and, after annotating and coding the transcripts, produced a three level analysis of the teaching tactics and strategies that they observed. At the base level they observed the teachers employing 12 different Bmotivational moves^and 15 different Bpedagogical moves^. Examples of motivation moves were the use of humour or providing negative, positive or neutral feedback. Examples of pedagogical moves were providing a counter example or paraphrasing what the student had just said. These tactics formed the basic building blocks of the expert teachers' behaviour. At the top level they observed 8 modes that the teachers might be in: introducing, lecturing, highlighting, modeling, scaffolding, fading, talking off topic, and concluding. Between the two levels Olney and his colleagues used data mining techniques in later studies to identify repeated patterns of a few teacher moves, as well as students moves, and identified in which modes they tended to occur (D'Mello et al. 2010; Lehman et al. 2012) . So their overall analysis of expert human teaching behaviour could be expressed at three levels: mode, dialogue move, and move.
This work was used as the basis of a tutor, GURU, that embodied the above expert teacher behaviour, plus others from the literature such as the INSPIRE framework of Lepper and Woolverton (2002) , to provide conversational teaching in Biology (with typed input from the student and spoken output from the pedagogical agent in GURU). An evaluation of GURU compared standard classroom teaching vs classroom teaching augmented by small group sessions with a human (non-expert) teacher vs classroom teaching augmented by sessions with GURU. They researchers found that the two augmented modes of teaching produced similar learning gains, with both being better than classroom teaching alone (Olney et al. 2012) .
In addition to observing expert teachers dealing with domain content and motivational issues, recent work has included studies of the attention that teachers give to supporting students' learning processes. For example, Yeager and Dweck (2012) looked at ways that teachers help students to develop Bresilience^in the face of inevitable learning setbacks. This is an example of a meta-motivation skill (or learning how to learn) in line with the work of Lepper and Woolverton (2002) mentioned earlier.
In a similar vein, Maehr (2012) argues that a basic goal of teaching should be to encourage a BContinuing Personal Investment in Learning: Motivation As an Instructional Outcome.N ew tools are being brought to bear on the annotated records of teaching episodes. Porayska-Pomsta and Mellish (2013) modeled best practice in human tutor feedback on the correctness or otherwise of a student's answer to a problem, taking in both contextual factors such as the amount of time left in the lesson, the student's aptitude and the difficulty of the material, while also respecting the student's need for autonomy and approval. Here best practice was determined by what an experienced teacher would advise. But it is also important to have some method of evaluating which methods are empirically effective, not least as methods that might work for human teachers might not work for machine teachers. For example, Boyer and her colleagues (Boyer et al. 2011 ) used a machine-learning technique to compare two human tutors' sets of dialogues. Each tutor utterance in each dialogue was annotated using about a dozen different categories such as, question, lukewarm content feedback, or negative feedback and so on (similar to the preparatory work on GURU, described above). Hidden Markov Models were used to model the underlying structure of the dialogues and infer differences in the fine-structure (or tactics) of the strategies and their impact on the effectiveness of two tutors.
In a similar fashion Chi and her colleagues (Chi et al. 2011 ) induced two tutorial tactics from annotated corpora: one (NormGain) designed specifically to assist learning and the other (invNormGain) not to assist learning, in the sense that it Benhanced those decisions that contribute less or even nothing to learning^(Page 88). A follow up evaluation showed that the groups exposed to NormGain learned better than other strategies that the literature had shown to be effective as well as doing better than groups exposed to invNormGain.
So the major change over the last decade or so has been the increased detail with which expert teacher behaviour has been analysed, as well as the more sophisticated use of natural language processing techniques to provide pedagogically, pragmatically and culturally appropriate questions and feedback.
Derived from Learning Theory
While both epistemological and reflective theories of learning retain their utility, there has been increasing emphasis on reflective issues, with much ongoing work in the area of tutoring metacognitive skills (for a comprehensive review, see e.g., Azevedo and Aleven 2013).
A variation on reflective theories of learning has been the emergence of systems aimed to help learners learn by getting them to teach the material to be learned to someone else, typically a simulated fellow student such as Betty's Brain (Leelawong and Biswas 2008) . The issue of how much this helps a learner to learn has been explored in a series of studies using SimStudent (Matsuda et al. 2013) . SimStudent is a simulated student that uses machine-learning techniques to build production rules expressing a skill such as solving a simple equation in algebra. It is a Bknowledgetracing^simulated student embodying the same way of representing skill as the cognitive tutors (Anderson et al. 1995) . The researchers were able to identify factors such as the quality of the learners' explanations that both helped them to learn as well as helping SimStudent to learn well. But perhaps the largest change in pedagogy has been the increased focus on affective and motivational issues in learning and teaching (Calvo and D'Mello 2011) . So there is a greater understanding of the feelings that are associated with academic learning (Pekrun 2011 ) and a greater interest in detecting feelings (see e.g., Arroyo et al. 2009; . From this has emerged ways of dealing with such states as boredom and confusion (see e.g., Baker et al. 2010) and their surface manifestations such as gaming the system (Baker et al. 2008) . Indeed rather than seeing learner confusion as a situation to be avoided, it should be harnessed as a driver of understanding. Thus Lehman and her colleagues set up a variation on Socratic tutoring in which there was an explicit contradiction and then helped the student to figure out the nature of it. Normally this happens when the student discovers a bug or is told that there is a bug in his or her answer, but in the case of the work of Lehman and her colleagues, the contradiction was deliberately introduced by the tutor, and then it was the system's role to support the student in dealing with it (Lehman et al. 2013) . In addition to work directly on affect, there has also been progress in allied areas such as politeness (Porayska-Pomsta et al. 2008) , cultural norms (Johnson 2010 ) and the differential feedback needs of different personality types (Dennis et al. 2011; Robison et al. 2010 ). Johnson's (2010) work is also interesting in that it exploits many of the techniques used in gaming systems to provide the learner with a sense of being embedded and so engaged within a situation that needs him or her to act.
Work on engagement and disengagement has also progressed. For example, ForbesRiley and Litman (2013) identified 6 kinds of student disengagement based on the most likely cause of that disengagement: (i) hard, because the work was too hard, (ii) easy, because the work was too easy, (iii) presentation, because the work was confusingly presented, (iv) NLP-gaming, because the student was attempting to get the system to reveal the answer, (v) NLP-distracted, because the student attempted to compensate for the system's own weakness in understanding a previous answer, and (vi) done, because the student was Bbored, tired and/or not interested in continuing^.
An ongoing and important issue in the field is illustrated by the fact that ForbesRiley and Litman (2013) had less success in differentiating the tutor's best response to these six causes, and so chose two generic responses: first Bdisengagement associated with a correct answer^, to which the tutor responded with Bproductive disengagement feedback^with a review of progress and praise if things had been going well; second, Bdisengagement associated with an incorrect answer^, to which the tutor's response was intended to Bremediate the negative learning correlation and target learning improvement^. This links back to one of the findings in the review by VanLehn (2011), namely that human tutors did not normally develop and make use of insight into the individual strengths and weaknesses of their human students.
Observing Students
Direct observation of individual students has become a core activity, especially in studies involving detecting student affect and goals (see e.g., Baker et al. 2007 ). The focus on how differences in individual students' attitudes to learning affect outcomes has been explored by Hulleman et al. (2008) . They Bexamined the antecedents (initial interest, achievement goals) and consequences (interest, performance) of task value judgments^in two groups of students and found that Binitial interest and mastery goals predicted subsequent interest, and task values mediated these relationships. Performance-approach goals and utility value predicted actual performance^. Their work suggests that the overall strategy for how best to help an individual student depends to a large extent on what that student brings to the learning situation, and thus that individual differences are important.
Over the last 14 years a major addition to the observation of individual classes of students has been the development of large scale datasets of logs of student work with both AIED and e-learning systems. These datasets have provided a fruitful source for data-mining techniques (Mavrikis et al. 2010) including the use of learning curves (Martin et al. 2011) and have enabled the analysis of many students' use of the same tutoring system in different educational contexts (see e.g., Mathews and Mitrovic 2008) .
Future Needs
There has been steady but not startling progress in the development of pedagogy within an AIED context. Thus we now understand expert teacher behaviour in greater detail and at a finer level of granularity than before, but there is still some way to go before we are able to implement motivationally sophisticated tactics to deal with both the transient and more deep-seated impediments to learning experienced by students. Perhaps the use of simulated students, such as SimStudent (Matsuda et al. 2013 ), but incorporating more cognitively and motivationally mature models of human learning might be a route to developing more effective teaching strategies. Clearly there is a bit of a 'chicken and egg' situation here in terms of the relative difficulty of understanding learning vs understanding teaching.
The natural language capabilities of tutors both for typed (Olney et al. 2012 ) and spoken input (Johnson 2010) as well as output has increased, though much remains to be achieved. Much more data is now available and more sophisticated methods of analyzing that data are also now available. The interfaces to systems are more complex (see e.g., Johnson 2010) , and the penetration of systems into the mainstream of education is greater (see e.g., Pane et al. 2014; Mitrovic 2012 ). As indicated above there have also been great strides in detecting the affective states of learners such as engaged and disengaged, but greater progress is still needed in the pedagogy of how best to react to such more finely differentiated learner states, so the need for modelling teaching remains as strong as ever.
General progress in the technologies for learning have also developed alongside those for AIED systems. For example, MOOCs hold out much promise in terms opening up education to much wider audiences, but their developers are discovering the need for adaptivity to individual students, not least to improve dropout rates, and thus should take account of the work already done on student modeling and pedagogy within AIED over recent decades (Liyanagunawardena et al. 2013) .
