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Resumo
O objetivo desta tese e´ o estudo de sucesso˜es definidas por equac¸o˜es de recorreˆncia e dos
respetivos me´todos que podem ser usados na soluc¸a˜o da equac¸a˜o de recorreˆncia. Comec¸amos
por expor um me´todo que apresenta afinidades com o me´todo de Newton, o Me´todo das
diferenc¸as finitas. Este me´todo e´ apropriado para determinar uma expressa˜o fechada para
uma sequeˆncia polinomial e o texto apresenta uma motivac¸a˜o, explicac¸a˜o e prova do me´todo.
Um dos exemplos tratados e´ o problema da Ru´ına do jogador.
O me´todo das diferenc¸as finitas pode tambe´m ser usado para provar que determinada
sucessa˜o na˜o e´ polinomial, como acontece no caso da bem conhecida sucessa˜o de Fibonacci.
Esta questa˜o motiva o estudo de func¸o˜es geradoras e de equac¸o˜es de recorreˆncia mais gerais.
Apo´s uma explicac¸a˜o do ca´lculo com func¸o˜es geradoras e´ feito um estudo detalhado de va´rias
propriedades da sucessa˜o de Fibonacci. De seguida somos conduzidos a mais um exemplo
de destaque: os nu´meros de Catalan. A equac¸a˜o de recorreˆncia associada a esta sucessa˜o
de nu´meros e´ resolvida, e sa˜o estabelecidas conexo˜es entre esta sucessa˜o, triangulac¸o˜es de
pol´ıgonos convexos e produtos na˜o associativos.
Por fim, somos levados ao estudo dos Padro˜es de friso. Estes objetos aritme´ticos teˆm
tambe´m cariz geome´trico e veremos que esta˜o fortemente relacionados com os nu´meros
de Catalan. As propriedades dos padro˜es de friso e da equac¸a˜o de recorreˆncia por eles
satisfeita culminam na prova do Teorema de Conway-Coxeter, que classifica os frisos fechados
e integrais.
Palavras-chave: Frisos, Func¸o˜es geradoras, Me´todo das diferenc¸as finitas, nu´mero de
Fibonacci, nu´mero de Catalan, Triangulac¸a˜o, Ru´ına do jogador.
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Abstract
The aim of this thesis is to study sequences defined by recurrence relations and the corres-
ponding methods by which they can be solved. We start out by explaining a method akin
to Newton’s method, the Method of finite differences. This procedure is efficient for finding
closed-form expressions for polynomial sequences and is motivated, explained and proved in
the text. As an example, we work out the Gambler’s ruin problem.
The method of finite differences also provides a way of showing certain sequences are not
given by polynomial expressions, as is the case of the well-known Fibonacci sequence. This
motivates the study of generating functions and more general recurrence relations. After
explaining the calculus of generating functions and undertaking a detailed study of several
properties of the Fibonacci sequence, we are let to another striking example: the Catalan
numbers. After solving the corresponding recurrence relation and establishing a connection
between triangulations of convex polygons and non-associative products, we are led to the
study of Frieze patterns. These arithmetic objects have a very geometric flavor and turn out
to be closely related to Catalan numbers. We study the properties of these frieze patterns
and the associated recurrence relations they satisfy, and conclude by proving the Conway-
Coxeter Theorem which classifies closed integral frieze patterns.
Keywords: Frieze pattern, Generating function, Finite-difference method, Fibonacci
number, Catalan number, Triangulation, Gambler’s ruin.
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Cap´ıtulo 1
Introduc¸a˜o
No primeiro cap´ıtulo estudaremos sucesso˜es geradas por polino´mios. Veremos um me´todo
que permitira´ constatar se uma dada sucessa˜o e´ gerada por uma expressa˜o polinomial. No
caso afirmativo, apresentar-se-a´ um me´todo que permitira´ determinar a expressa˜o polinomial
que representa a sucessa˜o dada. De seguida, estudar-se-a˜o va´rios exemplos, dos quais se des-
tacam o exemplo que envolve os nu´meros poligonais e o exemplo que envolve o problema da
ru´ına do jogador. Relativamente aos nu´meros poligonais, a partir da construc¸a˜o geome´trica
da sucessa˜o de um determinado tipo de nu´meros poligonais e recorrendo ao me´todo das
diferenc¸as deduziremos o termo geral da sucessa˜o que representa esses nu´meros poligonais.
Deste modo, deduziremos o termo geral para as sucesso˜es dos nu´meros triangulares, dos
nu´meros quadrados, dos nu´meros pentagonais e dos nu´meros hexagonais. Nesta secc¸a˜o
resolveremos, tambe´m, um problema que motivou va´rios matema´ticos: o problema dos
coelhos. Este problema e´ parte integrante da obra Liber Abaci do matema´tico Leonardo
Fibonacci. A partir deste problema determinamos a equac¸a˜o de recorreˆncia que representa
os nu´meros de Fibonacci e recorrendo ao me´todo descrito ao longo deste cap´ıtulo para
verificar se uma dada sucessa˜o e´ ou na˜o polinomial concluimos que a sucessa˜o de Fibonacci
na˜o e´ representada por uma expressa˜o polinomial.
No segundo cap´ıtulo, comec¸aremos por abordar uma te´cnica de ca´lculo - as func¸o˜es
geradoras. Recorrendo a esta te´cnica de ca´lculo resolvemos equac¸o˜es de recorreˆncia de va´rios
tipos, nomeadamente lineares homoge´neas, lineares na˜o homoge´neas e na˜o lineares. Neste
cap´ıtulo, continuamos a estudar a sucessa˜o de Fibonacci. Anteriormente vimos que a sucessa˜o
de Fibonacci na˜o e´ uma sucessa˜o do tipo polinomial e determina´mos a equac¸a˜o de recorreˆncia
que a define. Neste cap´ıtulo, recorrendo a`s func¸o˜es geradoras, resolveremos a equac¸a˜o de
recorreˆncia e encontraremos a fo´rmula expl´ıcita que define a sucessa˜o de Fibonacci. Ainda
relativamente aos nu´meros de Fibonacci, veremos a relac¸a˜o entre estes e o nu´mero de ouro.
Por u´ltimo, estudaremos os nu´meros de Catalan. Estes nu´meros teˆm diversas interpretac¸o˜es
combinato´rias. Neste cap´ıtulo, para ale´m de determinar a fo´rmula expl´ıcita que representa os
nu´meros de Catalan analisaremos apenas duas destas interpretac¸o˜es: o problema de Euler da
divisa˜o de um pol´ıgono, “De quantas maneiras se pode decompor um pol´ıgono convexo com
n+2 lados em n triaˆngulos atrave´s das suas diagonais de forma a que na˜o existam duas que
se intersetem no interior do pol´ıgono?” e o problema “Dados n+1 nu´meros x0, x1, . . . , xn e
supondo que o produto x0 ·x1 · . . . ·xn vai ser calculado efetuando n multiplicac¸o˜es, pretende-
se contar todas as maneiras diferentes de inserir pareˆnteses na expressa˜o x0 · x1 · ... · xn
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de modo a que a ordem pela qual efetuamos as sucessivas multiplicac¸o˜es fique perfeitamente
identificada”. Ambos os problemas foram trabalhados pelo matema´tico Euge`ne Charles
Catalan.
Por fim, no u´ltimo cap´ıtulo abordaremos os frisos do geo´metra Harold Scott MacDo-
nald Coxeter, onde sera´ respondida a` questa˜o: sera˜o estes frisos contados pelos nu´meros
de Catalan? Para tal provar-se-a´ a existeˆncia de uma correspondeˆncia biun´ıvoca entre
as triangulac¸o˜es de um pol´ıgono convexo e os frisos de Coxeter quando estes obedecem
determinadas condic¸o˜es.
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Cap´ıtulo 2
Sucesso˜es de tipo polinomial
2.1 O me´todo das diferenc¸as
Seja (vn)n≥0 uma sucessa˜o dada. Chama-se sucessa˜o das diferenc¸as desta sucessa˜o a` sucessa˜o
(∆(v)n)n≥0 definida por
∆(v)n = vn+1 − vn, n = 0, 1, 2, . . .
A sucessa˜o das segundas diferenc¸as, (∆2(v)n)n≥0, e´ a sucessa˜o das diferenc¸as da sucessa˜o
(∆(v)n)n≥0, ou seja,
∆2(v)n = ∆(∆(v))n
= ∆(v)n+1 −∆(v)n
= vn+2 − vn+1 − (vn+1 − vn)
= vn+2 − 2vn+1 + vn.
Mais geralmente define-se recursivamente a sucessa˜o das (d + 1)-e´simas diferenc¸as do
seguinte modo:
∆d+1(v)n = ∆(∆
d(v))n
= ∆d(v)n+1 −∆d(v)n.
Notac¸a˜o 1.
(
∆0(v)n
)
n≥0 e´ a sucessa˜o (vn)n≥0, isto e´, ∆
0(v)n = vn, ∀n ≥ 0.
Define-se
∆dv := ∆
d(v)0 =
{
v0 se d = 0,
∆d−1(v)1 −∆d−1(v)0 se d > 0.
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R
w := {v : Z+0 −→ R} conjunto das sucesso˜es reais.
R
w e´ um espac¸o vetorial real:
• (un)n≥0 + (vn)n≥0 = (wn)n≥0 onde wn = un + vn, ∀n ≥ 0;
• Dado s ∈ R, s (un)n≥0 = (vn)n≥0 onde vn = sun, ∀n ≥ 0.
Proposic¸a˜o 2.1.1. ∆ e´ um operador linear em Rw. Sejam (un)n≥0 e (vn)n≥0 sucesso˜es
nume´ricas e s ∈ R.
1. Se wn = un + vn, ∀n ≥ 0, enta˜o ∆(w)n = ∆(u)n +∆(v)n, ∀n ≥ 0.
2. Se vn = sun, ∀n ≥ 0, enta˜o ∆(v)n = s∆(u)n, ∀n ≥ 0.
Demonstrac¸a˜o. Suponhamos que wn = un + vn, ∀n ≥ 0. Enta˜o
∆wn = wn+1 − wn
= (un+1 + vn+1)− (un + vn)
= (un+1 − un) + (vn+1 − vn)
= ∆un +∆vn.
Agora, suponhamos que vn = sun, ∀n ≥ 0. Enta˜o ∆vn = vn+1 − vn = sun+1 − sun =
s(un+1 − un) = s∆un.
Exemplo 1. Seja (vn)n≥0 a sucessa˜o definida por vn = n3 − 2n+ 1. Pretende encontrar-se
∆(v)n. Ora,
∆(v)n = vn+1 − vn
= (n+ 1)3 − 2(n+ 1) + 1− (n3 − 2n+ 1)
= 3n2 + 3n− 1.
Note-se que (vn)n≥0 e´ uma sucessa˜o dada por um polino´mio de grau 3 e (∆(v)n)n≥0 e´
uma sucessa˜o dada por um polino´mio de grau 2.
Lema 2.1.2. Se uma sucessa˜o (vn)n≥0 e´ dada por um polino´mio de grau d ≥ 1, enta˜o a
sucessa˜o ∆(v)n e´ dada por um polino´mio de grau d− 1.
Demonstrac¸a˜o. Seja d ∈ N. Comecemos por verificar que o lema se verifica para vn = nd.
11
Neste caso,
∆(v)n = vn+1 − vn
= (n+ 1)d − nd
=
d∑
k=0
(
d
k
)
nd−k − nd
=
(
d
0
)
nd +
(
d
1
)
nd−1 +
(
d
2
)
nd−2 + ...+
(
d
d− 1
)
n+
(
d
d
)
n0 − nd
=
(
d
1
)
nd−1 +
(
d
2
)
nd−2 + ...+
(
d
d− 1
)
n+
(
d
d
)
n0
= dnd−1 +
(
d
2
)
nd−2 + ...+ dn+ 1.
Logo, ∆(v)n tem grau d− 1.
No caso geral, se vn = cdn
d + cd−1nd−1 + ... + c1n + c0, com cd 6= 0 e d ≥ 1, enta˜o
∆(v)n =
d∑
i=0
ci∆(n
i). Note-se que cd∆(n
d) tem grau d− 1, porque cd 6= 0 e
d−1∑
i=0
ci∆(n
i) tem
grau ≤ d− 2, logo ∆(v)n tem grau d− 1.
Ora, se a sucessa˜o (vn)n≥0 e´ dada por um polino´mio de grau d, enta˜o:
• ∆(v)n e´ dada por um polino´mio de grau d− 1;
• ∆(∆(v)n) = ∆2(v)n e´ dada por um polino´mio de grau d− 2.
Generalizando: ∆k(v)n e´ um polino´mio de grau d− k, para k ≤ d.
Corola´rio 2.1.3. Se (vn)n≥0 e´ dada por um polino´mio de grau d ≥ 0 enta˜o
(
∆d(v)n
)
n≥0 e´
uma sucessa˜o constante e na˜o nula.
Exemplo 2. Seja (vn)n≥0 a sucessa˜o definida por vn = n3 − 2n+ 1. No Exemplo 1, vimos
que ∆(v)n = 3n
2 + 3n− 1. Efetuando os ca´lculos, temos que:
∆2(v)n = ∆(v)n+1 −∆(v)n = 6n+ 6
e
∆3(v)n = ∆
2(v)n+1 −∆2(v)n = 6.
E, portanto, como seria de esperar ∆3(v)n e´ constante.
Exemplo 3. Sejam 0, 1, 10, 35, 84 e 165 os primeiros 6 termos da sucessa˜o (vn)n≥0 definida
pelo seguinte polino´mio de grau 3, vn =
n(2n−1)(2n+1)
3 .
Comecemos por calcular ∆0(v)n, ∆
1(v)n, ∆
2(v)n e ∆
3(v)n.
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∆0(v)n : 0 1 10 35 84 165
∆1(v)n : 1 9 25 49 81
∆2(v)n : 8 16 24 32
∆3(v)n : 8 8 8
Tabela 2.1: Tabela das diferenc¸as.
Observando a tabela verificamos que ∆3(v)n e´ constante para 0 ≤ n ≤ 2, mas nada
podemos concluir se a sucessa˜o e´ constante para todo n ≥ 0.
Sera´ que
(
∆3(v)n
)
n≥0 e´ constante?
De facto,
∆(v)n = vn+1 − vn
=
(n+ 1)(2(n+ 1)− 1)(2(n+ 1) + 1)
3
− n(2n− 1)(2n+ 1)
3
=
(n+ 1)(2n+ 1)(2n+ 3)
3
− n(2n− 1)(2n+ 1)
3
= (2n+ 1)
(n+ 1)(2n+ 3)− n(2n− 1)
3
= (2n+ 1)
(
6n+ 3
3
)
= (2n+ 1)2.
Enta˜o, ∆(v)n e´ um polino´mio de grau 2. E, consequentemente ∆
2(∆(v))n = ∆
3(v)n e´
uma sucessa˜o constante e na˜o nula.
Vamos ver o comportamento do operador ∆ para algumas sucesso˜es.
Comecemos por definir para k ≥ 0 o polino´mio (xk) por:(
x
k
)
:= x(x−1)...(x−k+1)k! se k ≥ 1
e (
x
0
)
:= 1.
Estes polino´mios generalizam os bem conhecidos coeficientes binomiais que constituem
o Triaˆngulo de Pascal.
Exemplo 4. Seja vn =
(
n
4
)
. Enta˜o,
vn =
(
n
4
)
=
n(n− 1)(n− 2)(n− 3)
4!
=
1
24
n(n− 1)(n− 2)(n− 3),
portanto vn e´ um polino´mio de grau 4.
Em geral, para k ≥ 1, (
n
k
)
=
1
k!
n(n− 1)(n− 2)...(n− k + 1).
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Por convenc¸a˜o, se k = 0 obtemos o polino´mio constante
(
n
0
)
= 1.
Portanto, para todo o inteiro na˜o negativo k, podemos escrever
(
n
k
)
como um polino´mio
de grau k na varia´vel n.
Exemplo 5. Vamos calcular sucessivas sucesso˜es de diferenc¸as da sucessa˜o de termo geral
vn =
(
n
4
)
.
∆(v)n = vn+1 − vn
=
(
n+ 1
4
)
−
(
n
4
)
=
(n+ 1)n(n− 1)(n− 2)
4!
− n(n− 1)(n− 2)(n− 3)
4!
=
(n+ 1)− (n− 3)
4!
n(n− 1)(n− 2)
=
1
3!
n(n− 1)(n− 2)
=
(
n
3
)
∆2(v)n = ∆(∆(v))n
=
(
n+ 1
3
)
−
(
n
3
)
=
(n+ 1)n(n− 1)
3!
− n(n− 1)(n− 2)
3!
=
(n+ 1)− (n− 2)
3!
n(n− 1)
=
1
2!
n(n− 1)
=
(
n
2
)
∆3(v)n = ∆(∆
2(v))n
=
(
n+ 1
2
)
−
(
n
2
)
=
(n+ 1)n
2!
− n(n− 1)
2!
=
(n+ 1)− (n− 1)
2!
n
=
n
1!
=
(
n
1
)
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∆4(v)n = ∆(∆
3(v))n
=
(
n+ 1
1
)
−
(
n
1
)
= (n+ 1)− n
=
(
n
0
)
= 1.
Sera´ que ∆
(
n
k
)
=
(
n
k−1
)
, para todo o k ≥ 1?
De facto, a igualdade do triaˆngulo Pascal(
n
k − 1
)
+
(
n
k
)
=
(
n+ 1
k
)
,
generaliza-se, facilmente, para o caso de n ser uma varia´vel. Temos enta˜o(
n+ 1
k
)
−
(
n
k
)
=
(
n
k − 1
)
,
i.e.,
∆
(
n
k
)
=
(
n
k − 1
)
.
Exemplo 6. Sejam 0, 0, 0, 0, 1, 5, 15, 35 e 70 os primeiros nove termos da sucessa˜o
vn =
(
n
4
)
. Vimos, anteriormente, que vn e´ um polino´mio de grau 4. Enta˜o, a sucessa˜o(
∆4(v)n
)
n≥0 e´ constante. Efetuando os ca´lculos, obtemos:
∆0(v)n : 0 0 0 0 1 5 15 35 70
∆1(v)n : 0 0 0 1 4 10 20 35
∆2(v)n : 0 0 1 3 6 10 15
∆3(v)n : 0 1 2 3 4 5
∆4(v)n : 1 1 1 1 1
Tabela 2.2: Tabela das diferenc¸as.
Observe-se que v0 = ∆v = ∆
2
v = ∆
3
v = 0 e que ∆
4
v = 1.
Exemplo 7. Para o caso geral, em que d ≥ 0 e vn =
(
n
d
)
, prova-se que v0 = ∆v = ∆
2
v =
... = ∆d−1v = 0 e que ∆
d
v = 1.
Demonstrac¸a˜o. Sejam d ≥ 0 e vn =
(
n
d
)
. Se d = 0 enta˜o ∆0v = v0 =
(
0
0
)
= 1. Suponhamos
que d > 0. Sabemos que ∆vn = ∆
(
n
d
)
=
(
n
d−1
)
. Se repetirmos este facto d vezes, obtemos
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∆kvn =
(
n
d−k
)
. Enta˜o,
v0 =
(
0
d
)
= 0
∆v =
(
0
d− 1
)
= 0
∆2v =
(
0
d− 2
)
= 0
...
∆d−1v =
(
0
d− d− 1
)
=
(
0
1
)
= 0
e
∆dv =
(
0
0
)
= 1.
Portanto, v0 = ∆v = ∆
2
v = · · · = ∆d−1v = 0 e ∆dv = 1.
De seguida vamos fazer uma analogia com a famı´lia de func¸o˜es polinomiais fd(x) = x
d,
para d ≥ 0.
Ora, f ′d = dfd−1, ∀d ≥ 1 e f ′0 = 0.
A famı´lia pd(n) = n
d, d ≥ 0 na˜o tem o mesmo tipo de propriedade relativamente ao
operador ∆, ja´ que ∆(pd)n = (n+1)
d−nd na˜o e´ mu´ltiplo de nd−1. No entanto, se definirmos
pd(n) =
(
n
d
)
temos que ∆(pd) = pd−1 ∀d ≥ 1 e ∆(p0) = 0.
Seja (vn)n≥0 uma sucessa˜o e suponhamos que (vn)n≥0 e´ dada por vn = p(n), onde p(n)
e´ um polino´mio de grau ≤ d. Seja {pj(x)}j≥0 uma famı´lia de polino´mios na˜o nulos tal que
deg(pj(x)) = j. Enta˜o {pj(x)}j≥0 e´ uma base do espac¸o vetorial de R[x] e podemos escrever
vn = p(n) =
d∑
j=0
cjpj(n),
onde c0, ..., cd ∈ R sa˜o constantes.
Consideremos a seguinte famı´lia de polino´mios,
pj(n) =
(
n
j
)
, j ≥ 0.
Enta˜o deg
(
n
j
)
= j e existem c0, ..., cd ∈ R tais que
vn =
d∑
j=0
cj
(
n
j
)
.
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Temos enta˜o que
∆(v)n =
d∑
j=0
cj∆
(
n
j
)
porque ∆ e´ linear
=
d∑
j=1
cj
(
n
j − 1
)
porque ∆
(
n
j
)
=
(
n
j − 1
)
se j ≥ 1 e ∆
(
n
0
)
= 0
=
d−1∑
j=0
cj+1
(
n
j
)
.
Lema 2.1.4. Suponhamos que vn = p(n) onde p ∈ R[x] e deg (p) = d. Enta˜o existem
c0, . . . , cd ∈ R tal que
pn =
d∑
j=0
cj
(
n
j
)
e para todo o k ≤ d,
∆k(v)n =
d∑
j=k
cj
(
n
j − k
)
.
Demonstrac¸a˜o. A primeira parte do Lema resulta de
{(
x
d
)}
d≥0 ser uma base de R[x] e
deg
(
x
d
)
= d. Logo existem c0, ..., cd ∈ R tais que vn = p(n) =
∑d
j=0 cj
(
n
j
)
.
Para k = 0,
∆0(v)n = vn =
d∑
j=0
cj
(
n
j
)
.
Suponhamos que,
∆k(v)n =
d∑
j=k
cj
(
n
j − k
)
,
para algum k ≥ 0.
Se k < d enta˜o
∆k+1(v)n =
d∑
j=k
cj∆
(
n
j − k
)
=
d∑
j=k+1
cj
(
n
j − k − 1
)
porque se j = k, ∆
(
n
j − k
)
= ∆
(
n
0
)
= 0.
Logo, por induc¸a˜o matema´tica, sobre k, temos:
∆k(v)n =
d∑
j=k
cj
(
n
j − k
)
.
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Dada uma sucessa˜o (vn)n≥0 podemos calcular a sua sucessa˜o de diferenc¸as e, de seguida,
calcular a sucessa˜o de diferenc¸as destas, e assim sucessivamente. O que se pretende agora
provar e´, se neste ca´lculo sucessivo chegarmos a uma sucessa˜o constante, enta˜o (vn)n≥0 e´
dada por uma func¸a˜o polinomial, que e´ poss´ıvel determina´-la e que o grau do polino´mio e´ o
menor k ≥ 0 tal que ∆k(v) e´ constante.
Teorema 2.1.5. Seja (vn)n≥0 uma sucessa˜o nume´rica na˜o nula. A sucessa˜o (∆d(v)n)n≥0 e´
constante e na˜o nula se e so´ se vn = p(n), para todo n ≥ 0 onde p(n) e´ polino´mo de grau d.
Nesse caso,
vn =
d∑
j=0
∆j
(
n
j
)
, ∀n ≥ 0.
Demonstrac¸a˜o. Se, para todo o n ≥ 0, vn = p(n) onde p(n) e´ polino´mo de grau d enta˜o ja´
foi visto que no Corola´rio 2.1.3 que a sucessa˜o (∆d(v)n)n≥0 e´ constante e na˜o nula. Vamos
agora provar a implicac¸a˜o direta. Suponhamos enta˜o que a sucessa˜o (∆d(v)n)n≥0 e´ constante
e na˜o nula. Iremos provar que vn = p(n), para todo o n ≥ 0, onde p(n) e´ polino´mo de
grau d por induc¸a˜o sobre d. Se (∆0(v)n)n≥0 e´ constante e na˜o nula, enta˜o por definic¸a˜o
da sucessa˜o das diferenc¸as, ∆0(v)n = vn, para todo o n ≥ 0. Logo vn e´ constante (na˜o
nula) e vn = v0 = p(n), para todo o n ≥ 0, onde p(n) = v0 e´ um polino´mio de grau zero.
Suponhamos agora que o resultado e´ va´lido para d ≥ 0 e que (∆d+1(v)n)n≥0 e´ uma sucessa˜o
constante e na˜o nula. Seja sn = ∆(v)n, ∀n ≥ 0. Enta˜o, por hipo´tese de induc¸a˜o,
∆d(s)n = ∆
d+1(v)n = ∆
d+1 6= 0, ∀n ≥ 0.
Assim, existem constantes c0, ...cd, tal que cd 6= 0 e
sn =
d∑
j=0
cj
(
n
j
)
.
Ora,
vn = (vn − vn−1) + (vn−1 − vn−2) + ...+ (v1 − v0) + v0
= sn−1 + sn−2 + ...+ s0 + v0
=
d∑
j=0
cj
(
n− 1
j
)
+
d∑
j=0
cj
(
n− 2
j
)
+ ...+
d∑
j=0
cj
(
n− n
j
)
+ v0
=
d∑
j=0
cj
((
n− 1
j
)
+
(
n− 2
j
)
+ ...+
(
n− n
j
))
+∆0
=
d∑
j=0
cj
(
n
j + 1
)
+∆0
=
d+1∑
j=1
cj−1
(
n
j
)
+∆0.
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Enta˜o, podemos concluir que vn escreve-se como um polino´mio de grau d + 1, ja´ que o
coeficiente de
(
n
d+1
)
e´ cd 6= 0. Pelo princ´ıpio de induc¸a˜o de matema´tica, sobre d, concluimos
que se (∆d(v)n)n≥0 e´ constante, enta˜o
vn = p(n) =
d∑
j=0
cj
(
n
j
)
, ∀n ≥ 0,
onde p(n) e´ polino´mo de grau d.
Por u´ltimo, determinaremos os coeficientes c0, c1, c2, ..., ck.
Como
∆k(v)n =
d∑
j=k
cj
(
n
j − k
)
, ∀n ≥ 0,
(note-se que
(
0
i
)
= 0 se i ≥ 1 e (00) = 1),
enta˜o
∆0 = ∆0v = v0 = c0
∆1 = ∆1v = c1
∆2 = ∆2v = c2
...
∆k = ∆kv = ck.
Logo,
vn =
d∑
j=0
∆j
(
n
j
)
, ∀n ≥ 0.
Exemplo 8. Seja vn = 1
2 +22 + ...+ n2. Pretende-se encontrar a expressa˜o que representa
esta sucessa˜o. (Note-se que n representa o nu´mero de termos desta soma, enta˜o quando
n = 0 na˜o existem termos para somar, isto e´, v0 = 0.)
Comecemos por calcular as sucesso˜es das diferenc¸as.
∆0(v)n : 0 1 5 14 30 55 91
∆1(v)n : 1 4 9 16 25 36
∆2(v)n : 3 5 7 9 11
∆3(v)n : 2 2 2 2
Tabela 2.3: Tabela das diferenc¸as.
Calculemos ∆(v)n. ∆(v)n = vn+1−vn = 12+22+ ...+n2+(n+1)2−(12+22+ ...+n2) =
(n+ 1)2 e´ um polino´mio de grau 2.
Logo, de facto, ∆2(∆(v))n = ∆
3(v)n e´ constante.
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De acordo com o Teorema 2.1.5,
vn = ∆
0
(
n
0
)
+∆1
(
n
1
)
+∆2
(
n
2
)
+∆3
(
n
3
)
= 0
(
n
0
)
+ 1
(
n
1
)
+ 3
(
n
2
)
+ 2
(
n
3
)
= 0 + n+ 3
n(n− 1)
2
+ 2
n(n− 1)(n− 2)
6
=
2n3 + 3n2 + n
6
=
n(n+ 1)(2n+ 1)
6
.
Assim, vn =
n(n+1)(2n+1)
6 .
Exemplo 9. Seja (vn)n≥0 a sucessa˜o definida por vn = 1
3+23+33+ ...+n3. Pretendemos
encontrar a expressa˜o polinomial para vn.
Comecemos por calcular ∆(v)n.
∆(v)n = vn+1 − vn
= 13 + 23 + 33 + ...+ n3 + (n+ 1)3 − (13 + 23 + 33 + ...+ n3)
= (n+ 1)3.
Como (∆(v)n)n≥0 e´ dada por um polino´mio de grau 3, enta˜o
(
∆3(∆(v))n
)
n≥0 e´ uma
sucessa˜o constante, isto e´,
(
∆4(v)n
)
n≥0 e´ uma sucessa˜o constante. Pelo Teorema 2.1.5, vn =
13+23+33+ ...+n3 pode-se escrever como uma expressa˜o polinomial. Efetuando os ca´lculos
(v0 = 0, v1 = 1
3, v2 = 1
3 + 23 = 9, v3 = 1
3 + 23 + 33 = 36, etc. ) obtemos que os primeiros
5 termos da sucessa˜o sa˜o 0, 1, 9, 36, 100. (Vimos, anteriormente, que
(
∆4(v)n
)
n≥0 e´ uma
sucessa˜o constante e sabemos que para determinar o polino´mio correspondente a` sucessa˜o
(vn)n≥0 basta conhecer o primeiro termo de cada uma das sucesso˜es ∆
d(v)n, ∀0 ≤ d ≤ 4,
enta˜o podemos concluir que o nu´mero minimo de termos da sucessa˜o (vn)n≥0 que precisamos
saber para determinar as sucesso˜es das diferenc¸as ∆d(v)n, ∀1 ≤ d ≤ 4 sa˜o cinco.)
Calculemos as quatro primeiras sucesso˜es das diferenc¸as.
∆0(v)n : 0 1 9 36 100
∆1(v)n : 1 8 27 64
∆2(v)n : 7 19 37
∆3(v)n : 12 18
∆4(v)n : 6
Tabela 2.4: Ca´lculo das sucesso˜es das diferenc¸as.
Podemos concluir que a sucessa˜o e´ dada pelo seguinte polino´mio:
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vn = ∆
0
(
n
0
)
+∆1
(
n
1
)
+∆2
(
n
2
)
+∆3
(
n
3
)
+∆4
(
n
4
)
= 0
(
n
0
)
+ 1
(
n
1
)
+ 7
(
n
2
)
+ 12
(
n
3
)
+ 6
(
n
4
)
= 0 + n+ 7
n(n− 1)
2
+ 12
n(n− 1)(n− 2)
6
+ 6
n(n− 1)(n− 2)(n− 3)
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=
n2(n+ 1)2
4
=
(
n(n+ 1)
2
)2
.
Exemplo 10. Seja r ∈ N. Provaremos que vn = 1r + 2r + 3r + ... + nr pode-se escrever
como uma expressa˜o polinomial de grau r + 1.
Demonstrac¸a˜o. Sejam r ∈ N e vn = 1r + 2r + 3r + ...+ nr.
∆(v)n = vn+1 − vn
= 1r + 2r + 3r + ...+ nr + (n+ 1)r − (1r + 2r + 3r + ...+ nr)
= (n+ 1)r.
Como (∆(v)n)n≥0 e´ dado por um polino´mio de grau r, enta˜o (∆
r(∆(v))n)n≥0 e´ uma
sucessa˜o constante, isto e´,
(
∆r+1(v)n
)
n≥0 e´ uma sucessa˜o constante. Pelo Teorema 2.1.5,
vn = 1
r + 2r + 3r + ... + (n − 1)r + nr pode-se escrever como uma expressa˜o polinomial de
grau r + 1.
Exemplo 11. Consideremos a sucessa˜o (vn)n≥0 cujo termo de ordem n e´ o nu´mero de
triaˆngulos (incluindo os triaˆngulos que sa˜o compostos por triaˆngulos menores) do n-e´simo
diagrama da seguinte sequeˆncia de figuras ( o n-e´simo diagrama e´ um triaˆngulo equila´tero
de ordem n). Enta˜o v1 = 1, v2 = 5, v3 = 13, etc.
    
Figura 2.1: Quantos triaˆngulos ha´ em cada um destes diagramas?
Para a construc¸a˜o do diagrama que corresponde ao n-e´simo termo da sucessa˜o adicionam-
se (2n− 1) triaˆngulos ao diagrama correspondente ao (n− 1)-e´simo termo da sucessa˜o (ver
Figura 2.1). Os primeiros 10 termos da sucessa˜o (vn)n≥0 sa˜o 0, 1, 5, 13, 27, 48, 78, 118, 170 e
235.
Calculemos as treˆs primeiras sucesso˜es das diferenc¸as.
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∆0(v)n 0 1 5 13 27 48 78 118 170 235
∆1(v)n 1 4 8 14 21 30 40 52 65
∆2(v)n 3 4 6 7 9 10 12 13
∆3(v)n 1 2 1 2 1 2 1
Tabela 2.5: Ca´lculo das sucesso˜es das diferenc¸as.
Observando a tabela, verificamos que a terceira diferenc¸a e´ alternadamente igual a 2 e a
1, enta˜o a nossa sucessa˜o (vn)n≥0 sera´ definida por ramos, ou seja, sera´ dada alternadamente
por duas expresso˜es: uma para n ı´mpar e outra para n par.
Vamos encontrar a expressa˜o no caso em que n e´ ı´mpar. Quando n e´ ı´mpar temos a
seguinte sequeˆncia de termos: 1, 13, 48, 118, 235, . . . Como n e´ ı´mpar, enta˜o existe k ∈ N0 tal
que n = 2k + 1. Seja uk = v2k+1.
Comecemos por calcular as treˆs primeiras sucesso˜es de diferenc¸as.
∆0(u)k 1 13 48 118 235
∆1(u)k 12 35 70 117
∆2(u)k 23 35 47
∆3(u)k 12 12
Tabela 2.6: Ca´lculo das sucesso˜es das diferenc¸as.
Pelo Teorema 2.1.5,
uk = ∆
0
(
k
0
)
+∆1
(
k
1
)
+∆2
(
k
2
)
+∆3
(
k
3
)
= 1
(
k
0
)
+ 12
(
k
1
)
+ 23
(
k
2
)
++12
(
k
3
)
= 1 + 12k +
23
2
k(k − 1) + 12
6
k(k − 1)(k − 2)
= 2k3 +
11
2
k2 +
9
2
k + 1.
Fazendo a mudanc¸a de varia´vel k = n−12 , vem:
vn = un−1
2
=
2
8
(n− 1)3 + 11
8
(n− 1)2 + 9
4
(n− 1) + 1
=
1
8
(2n3 − 6n2 + 6n− 2 + 11n2 − 22n+ 11 + 18n− 18 + 8)
=
2n3 + 5n2 + 2n− 1
8
=
n(n+ 2)(2n+ 1)− 1
8
.
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Enta˜o, para n ı´mpar, vn =
n(n+2)(2n+1)−1
8 .
Quando n e´ par temos a seguinte sequeˆncia de termos: 0, 5, 27, 78, 170, . . . Como n e´ par,
enta˜o existem k ∈ N0 tal que n = 2k. Seja wn = v2k.
Comecemos por calcular as treˆs primeiras sucesso˜es de diferenc¸as.
∆0(w)k 0 5 27 78 170
∆1(w)k 5 22 51 92
∆2(w)k 17 29 41
∆3(w)k 12 12
Tabela 2.7: Ca´lculo das sucesso˜es das diferenc¸as.
Pelo Teorema 2.1.5,
wk = ∆
0
(
k
0
)
+∆1
(
k
1
)
+∆2
(
k
2
)
+∆3
(
k
3
)
= 0
(
k
0
)
+ 5
(
k
1
)
+ 17
(
k
2
)
+ 12
(
k
3
)
= 5k +
17
2
k(k − 1) + 12
6
k(k − 1)(k − 2)
= 2k3 +
5
2
k2 +
1
2
k.
Fazendo a mudanc¸a de varia´vel k = n2 , vem:
vn = un
2
=
2
8
n3 +
5
8
n2 +
1
4
n
=
1
8
(2n3 + 5n2 + 2n)
=
n(2n2 + 5n+ 2)
8
=
n(n+ 2)(2n+ 1)
8
.
Enta˜o, para n par, vn =
n(n+2)(2n+1)
8 .
2.2 Os nu´meros poligonais
Os nu´meros figurados sa˜o nu´meros que podem ser representados por uma construc¸a˜o geome´trica
comum. Se o arranjo formar um pol´ıgono regular, estes nu´meros chamam-se nu´meros
poligonais. Podemos obter diferentes tipos de nu´meros poligonais. Para tal, adicionamos os
primeiros n termos de uma progressa˜o aritme´tica sempre comec¸ada por 1.
1, 1, 1, 1, 1, · · · obtemos os nu´meros de contagem 1, 2, 3, 4, 5, . . .
1, 2, 3, 4, 5, · · · obtemos os nu´meros triangulares 1, 3, 6, 10, 15, . . .
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1, 3, 5, 7, 9, · · · obtemos os nu´meros quadrados 1, 4, 9, 16, 25, . . .
1, 4, 7, 10, 13, · · · obtemos os nu´meros pentagonais 1, 5, 12, 22, 35, . . .
1, 5, 9, 13, 17, · · · obtemos os nu´meros hexagonais 1, 6, 15, 28, 45, . . .
1, 6, 11, 16, 21, · · · obtemos os nu´meros heptagonais 1, 7, 18, 34, 55, . . .
1, 7, 13, 19, 25, · · · obtemos os nu´meros octogonais 1, 8, 21, 40, 65, . . .
Nu´meros triangulares
Consideremos a sucessa˜o dos nu´meros triangulares, (tn)n≥0. Os termos desta sucessa˜o
correspondem a pontos dispostos em forma de triaˆngulos como podemos ver na seguinte
sequeˆncia de figuras.
 
Figura 2.2: Nu´meros triangulares.
Para a construc¸a˜o do diagrama que corresponde ao (n + 1)-e´simo nu´mero triangular
adiciona-se n + 1 pontos ao diagrama correspondente ao n-e´simo nu´mero triangular (ver
Figura 2.2). Se assumirmos que o primeiro diagrama e´ vazio (ou seja, sem pontos), enta˜o
esta sucessa˜o, a sucessa˜o de diferenc¸as e a sucessa˜o das segundas diferenc¸as comec¸ara˜o da
seguinte forma:
∆0(t)n : 0 1 3 6 10 15 21
∆1(t)n : 1 2 3 4 5 6
∆2(t)n : 1 1 1 1 1
Tabela 2.8: Ca´lculo das sucesso˜es das diferenc¸as.
Vimos que na construc¸a˜o da sucessa˜o dos nu´meros triangulares, em cada passo, adicio-
namos n+ 1 pontos a` figura anterior (isto e´, quando n = 0, trata-se da diferenc¸a de pontos
entre a figura com 1 ponto e a figura sem pontos; quando n = 1, trata-se da diferenc¸a
de pontos entre a figura com 3 pontos e a figura com 1 ponto e, assim, sucessivamente).
Assim, podemos concluir que a sucessa˜o das diferenc¸as e´ dada por um polino´mio de grau 1,
p(n) = n+ 1. Logo, a sucessa˜o das segundas diferenc¸as e´ constante. E, portanto, de acordo
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com o Terorema 2.1.5 vem:
tn = ∆
0
(
n
0
)
+∆1
(
n
1
)
+∆2
(
n
2
)
= 0
(
n
0
)
+ 1
(
n
1
)
+ 1
(
n
2
)
= 0 + n+
n(n− 1)
2
=
2n+ n2 − n
2
=
n2 + n
2
=
(
n+ 1
2
)
.
O termo geral da sucessa˜o dos nu´meros triangulares e´ dado por tn =
n2+n
2 .
Observac¸a˜o 1. Acabamos de ver que 1 + 2 + 3 + · · ·+ n = n(n+1)2 e pelo Exemplo 9 vimos
que 13 + 23 + 33 + · · ·+ n3 =
(
n(n+1)
2
)2
. Temos enta˜o a seguinte igualdade intrigante:
13+23+33+· · ·+n3 = (1+2+3+· · ·+n)2.
Nu´meros quadrados
Consideremos a sucessa˜o dos nu´meros quadrados, (qn)n≥0. Os termos desta sucessa˜o
correspondem a pontos dispostos em forma de quadrados como podemos ver na seguinte
sequeˆncia de figuras.
 
Figura 2.3: Nu´meros quadrados.
Para a construc¸a˜o do diagrama que corresponde ao (n + 1)-e´simo nu´mero quadrado
adicionam-se 2(n+ 1)− 1 = 2n+ 1 pontos ao diagrama correspondente ao n-e´simo nu´mero
quadrado (ver Figura 2.3 ). Se assumirmos que o primeiro diagrama e´ vazio (ou seja, sem
pontos), enta˜o esta sucessa˜o, a sucessa˜o de diferenc¸as e a sucessa˜o das segundas diferenc¸as
comec¸ara˜o da seguinte forma:
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∆0(q)n : 0 1 4 9 16 25 36
∆1(q)n : 1 3 5 7 9 11
∆2(q)n : 2 2 2 2 2
Tabela 2.9: Ca´lculo das sucesso˜es das diferenc¸as.
Vimos que na construc¸a˜o da sucessa˜o dos nu´meros quadrados, em cada passo, adiciona-
mos 2n + 1 pontos a` figura anterior (isto e´, quando n = 0, trata-se da diferenc¸a de pontos
entre a figura com 1 ponto e a figura sem pontos; quando n = 1, trata-se da diferenc¸a
de pontos entre a figura com 4 pontos e a figura com 1 ponto e, assim, sucessivamente).
Assim, podemos concluir que a sucessa˜o das diferenc¸as e´ dada por um polino´mio de grau 1,
p(n) = 2n+1. Logo, a sucessa˜o das segundas diferenc¸as e´ constante. E, portanto, de acordo
com o Terorema 2.1.5,
qn = ∆
0
(
n
0
)
+∆1
(
n
1
)
+∆2
(
n
2
)
= 0
(
n
0
)
+ 1
(
n
1
)
+ 2
(
n
2
)
= 0 + n+ 2
n(n− 1)
2
= n+ n(n− 1)
= n2.
O termo geral da sucessa˜o dos nu´meros quadrados e´ dado por qn = n
2.
Nu´meros pentagonais
Consideremos a sucessa˜o dos nu´meros pentagonais, (pn)n≥0. Os termos desta sucessa˜o
correspondem a pontos dispostos em forma de penta´gonos como podemos ver na seguinte
sequeˆncia de figuras.
    
Figura 2.4: Nu´meros pentagonais.
Para a construc¸a˜o do diagrama que corresponde ao (n + 1)-e´simo nu´mero pentagonal
adiciona-se 3(n + 1) − 2 = 3n + 1 pontos ao diagrama correspondente ao n-e´simo nu´mero
pentagonal (ver Figura 2.4). Se assumirmos que o primeiro diagrama e´ vazio (ou seja, sem
pontos), enta˜o esta sucessa˜o, a sucessa˜o de diferenc¸as e a sucessa˜o das segundas diferenc¸as
comec¸ara˜o da seguinte forma:
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∆0(p)n : 0 1 5 12 22 35 51
∆1(p)n : 1 4 7 10 13 16
∆2(p)n : 3 3 3 3 3
Tabela 2.10: Ca´lculo das sucesso˜es das diferenc¸as.
Vimos que na construc¸a˜o da sucessa˜o dos nu´meros pentagonais, em cada passo, adicio-
namos 3n+1 pontos a` figura anterior (isto e´, quando n = 0, trata-se da diferenc¸a de pontos
entre a figura com 1 ponto e a figura sem pontos; quando n = 1, trata-se da diferenc¸a
de pontos entre a figura com 5 pontos e a figura com 1 ponto e, assim, sucessivamente).
Assim, podemos concluir que a sucessa˜o das diferenc¸as e´ dada por um polino´mio de grau 1,
p(n) = 3n+1. Logo, a sucessa˜o das segundas diferenc¸as e´ constante. E, portanto, de acordo
com o Terorema 2.1.5,
pn = ∆
0
(
n
0
)
+∆1
(
n
1
)
+∆2
(
n
2
)
= 0
(
n
0
)
+ 1
(
n
1
)
+ 3
(
n
2
)
= 0 + n+ 3
n(n− 1)
2
=
3n2 − n
2
.
O termo geral da sucessa˜o dos nu´meros pentagonais e´ dado por pn =
3n2−n
2 .
Nu´meros hexagonais
Consideremos a sucessa˜o dos nu´meros hexagonais, (hn)n≥0. Os termos desta sucessa˜o
correspondem a pontos dispostos em forma de hexa´gonos como podemos ver na seguinte
sequeˆncia de figuras.
 
Figura 2.5: Nu´meros hexagonais.
Para a construc¸a˜o do diagrama que corresponde ao (n + 1)-e´simo nu´mero hexagonal
adiciona-se 4(n + 1) − 3 = 4n + 1 pontos ao diagrama correspondente ao n-e´simo nu´mero
hexagonal (ver Figura 2.5). Se assumirmos que o primeiro diagrama e´ vazio (ou seja, sem
pontos), enta˜o esta sucessa˜o, a sucessa˜o de diferenc¸as e a sucessa˜o das segundas diferenc¸as
comec¸ara˜o da seguinte forma:
27
∆0(h)n : 0 1 6 15 28 45 66
∆1(h)n : 1 5 9 13 17 21
∆2(h)n : 4 4 4 4 4
Tabela 2.11: Ca´lculo das sucesso˜es das diferenc¸as.
Vimos que na construc¸a˜o da sucessa˜o dos nu´meros hexagonais, em cada passo, adiciona-
mos 3n + 1 pontos a` figura anterior (isto e´, quando n = 0, trata-se da diferenc¸a de pontos
entre a figura com 1 ponto e a figura sem pontos; quando n = 1, trata-se da diferenc¸a
de pontos entre a figura com 6 pontos e a figura com 1 ponto e, assim, sucessivamente).
Assim, podemos concluir que a sucessa˜o das diferenc¸as e´ dada por um polino´mio de grau 1,
p(n) = 4n+1. Logo, a sucessa˜o das segundas diferenc¸as e´ constante. E, portanto, de acordo
com o Terorema 2.1.5,
hn = ∆
0
(
n
0
)
+∆1
(
n
1
)
+∆2
(
n
2
)
= 0
(
n
0
)
+ 1
(
n
1
)
+ 4
(
n
2
)
= 0 + n+ 4
n(n− 1)
2
= n+ 2n(n− 1)
= 2n2 − n.
O termo geral da sucessa˜o dos nu´meros hexagonais e´ dado por h(n) = 2n2 − n.
2.3 Exemplos
Exemplo 12. Problema da ru´ına do jogador.
Consideremos um jogo entre dois jogadores (A e B) dividido em partidas, onde em cada
partida o jogador A ganha com probabilidade p, recebendo um euro do jogador B, e perde
com probabilidade q = 1 − p pagando um euro ao jogador B. O jogo acaba quando um dos
jogadores for a` ru´ına (ou seja, ficar sem dinheiro). A probabilidade Pa do jogador A ganhar
o jogo tendo a euros (estando em jogo n = a + b euros, onde b e´ o montante em posse do
jogador B) pode ser modelada pela equac¸a˜o das diferenc¸as
Pa = pPa+1 + (1− p)Pa−1, 0 < a < n,
com condic¸o˜es iniciais P0 = 0 e Pn = 1.
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Comecemos por estudar o caso em que p = 12 . Enta˜o,
Pa =
1
2
Pa+1 +
1
2
Pa−1
⇔ 2Pa = Pa+1 + Pa−1
⇔ Pa+1 − Pa = Pa − Pa−1
⇔ ∆(P )a = ∆(P )a−1.
Logo, ∆(P )a e´ constante. Assim,
Pa = αa+ β, para alguns α, β ∈ R.
Atendendo a`s condic¸o˜es iniciais P0 = 0 e Pn = 1 e resolvendo o sistema,
α0 + β = 0 e α(a+ b) + β = 1,
vem que
β = 0 e α =
1
a+ b
=
1
n
.
E, portanto,
Pa =
a
a+ b
=
a
n
.
Estudemos, agora, o caso em que p 6= q. Sem perda de generalidade podemos assumir que
0 < p < 1. Ora,
Pa = pPa+1 + (1− p)Pa−1
⇔ Pa = pPa+1 + qPa−1, porque q = 1− p
⇔ (p+ q)Pa = pPa+1 + qPa−1, porque p+ q = 1
⇔ q(Pa − Pa−1) = p(Pa+1 − Pa)
⇔ q∆(P )a−1 = p∆(P )a
⇔ ∆(P )a
∆(P )a−1
=
q
p
.
Logo, ∆(P )a e´ uma progressa˜o geome´trica de raza˜o
q
p . Assim,
∆(P )a = λ
(
q
p
)a
⇔ Pa+1 − Pa = λ
(
q
p
)a
⇔ Pa+1 = Pa + λ
(
q
p
)a
.
Donde,
Pa = Pa−1 + λ
(
q
p
)a−1
= Pa−2 + λ
(
q
p
)a−2
+ λ
(
q
p
)a−1
.
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Temos enta˜o
Pa = P0 + λ
(
q
p
)0
+ λ
(
q
p
)1
+ · · · + λ
(
q
p
)a−2
+ λ
(
q
p
)a−1
.
E, portanto,
Pa = λ
(
q
p
)0
+ λ
(
q
p
)1
+ · · · + λ
(
q
p
)a−2
+ λ
(
q
p
)a−1
= λ


(
q
p
)a
− 1
q
p − 1


= λ
p(qa − pa)
(q − p)pa .
Pelas condic¸o˜es iniciais, temos que Pa+b = 1. Enta˜o,
Pa+b = 1⇔ λp(q
a+b − pa+b)
(q − p)pa+b = 1
⇔ λ = (q − p)p
a+b
p(qa+b − pa+b) .
Assim,
Pa =
[
(q − p)pa+b
p(qa+b − pa+b)
]
·
[
p(qa − pa)
(q − p)pa
]
=
pa+b(qa − pa)
(qa+b − pa+b)pa
=
pb(qa − pa)
qa+b − pa+b
=
qapb − papb
qa+b − pa+b
=
qapb − pn
qn − pn .
E, conclui-se que
Pa =


a
n , se p =
1
2 ,
qapb−pn
qn−pn , se p 6= 12 .
A partir deste resultado podemos calcular probabilidades relacionadas com o jogo. Por
exemplo se Qb for a probabilidade de o jogador B ganhar o jogo tendo b euros o que foi feito
mostra que
Qb =


b
n , se p =
1
2 ,
qapb−qn
pn−qn , se p 6= 12 ,
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logo Pa+Qb = 1. Em particular, a probabilidade de empate e´ 0, apesar de o empate na˜o ser
imposs´ıvel, porque estamos a lidar com um espac¸o de probabilidade infinito. Outro ca´lculo
poss´ıvel, quando p = q = 12 e´ determinar lim
b
a
→∞
Pa que toma o valor 0. Este resultado da´ o
nome ao jogo, ja´ que uma interpretac¸a˜o e´ que se o jogador B tiver muito mais capital do
que o jogador A, enta˜o com probabilidade 1 o jogador A perdera´ todo o dinheiro.
Exemplo 13. Seja (vn)n≥0 uma sucessa˜o nume´rica. A equac¸a˜o ∆(v)n = vn, ∀n ≥ 0,
admite a soluc¸a˜o vn = λ2
n, onde λ ∈ R. Sera´ que esta soluc¸a˜o e´ u´nica?
Por definic¸a˜o da sucessa˜o das diferenc¸as, ∆(v)n = vn+1 − vn. Enta˜o,
∆(v)n = vn ⇔ vn+1 − vn = vn
⇔ vn+1 = 2vn
⇔ vn+1
vn
= 2 ou vn = 0 ∀n ≥ 0.
Logo, (vn)n≥0 e´ uma progressa˜o geome´trica de raza˜o 2 ou a sucessa˜o nula. E, portanto,
as soluc¸o˜es da equac¸a˜o sa˜o do tipo vn = λ2
n, para algum λ ∈ R.
Exemplo 14. Seja s 6= 0 um nu´mero real. Pretende-se encontrar a sucessa˜o (vn)n≥0 tal que
vn = s∆(v)n e v0 = 1.
Por definic¸a˜o da sucessa˜o das diferenc¸as, ∆(v)n = vn+1 − vn.
Consideremos primeiro o caso em que s 6= −1. Temos enta˜o
vn = s∆(v)n ⇔ vn = s(vn+1 − vn)
⇔ (1 + s)vn = svn+1.
Suponhamos que existe k ≥ 1 tal que vk = 0. Enta˜o substituindo n = k − 1 na equac¸a˜o
acima obtemos vk−1 = 0. Procedendo desta forma concluimos que vk = vk−1 = ... = v0 = 0,
o que contradiz a condic¸a˜o inicial estabelecida. Logo vn 6= 0, ∀n ≥ 0. Segue que
vn+1
vn
=
1 + s
s
= 1 +
1
s
,
logo, (vn)n≥0 e´ uma progressa˜o geome´trica de raza˜o 1 +
1
s . Assim, as soluc¸o˜es do problema
inicial sa˜o da forma vn = λ
(
1 + 1s
)n
, n ≥ 0, para algum λ ∈ R. Como v0 = 1 enta˜o λ = 1 e
vn =
(
1 + 1s
)n
.
Consideremos, agora, o caso s = −1. A equac¸a˜o vn = s∆(v)n implica que vn+1 = 0 ∀ ≥
0. Logo v0 = 1 e vn = 0 ∀n ≥ 1, o que e´ de facto uma soluc¸a˜o do problema para s = −1.
Esta soluc¸a˜o obte´m-se da fo´rmula geral (para s 6= −1)
vn =
(
1 +
1
s
)n
deduzida acima, fazendo s = −1, ja´ que 1+ 1−1 = 0 e termos adotado a convenc¸a˜o que 0n = 1
se n = 0 e 0n = 0 se n ≥ 1.
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Exemplo 15. Seja (vn)n≥0 uma sucessa˜o nume´rica. Pretende-se encontrar as sucesso˜es
(vn)n≥0 que satisfazem ∆(v)n = vn+1, ∀n ≥ 0.
Por definic¸a˜o da sucessa˜o das diferenc¸as, ∆(v)n = vn+1 − vn. Enta˜o,
∆(v)n = vn+1 ⇔ vn+1 − vn = vn+1
⇔ vn = 0.
A soluc¸a˜o da equac¸a˜o e´ vn = 0, ∀n ≥ 0.
Exemplo 16. Seja (vn)n≥0 uma sucessa˜o nume´rica. Pretende-se resolver a equac¸a˜o ∆(v)n+1 =
vn, ∀n ≥ 0 com v0 = 0 e v1 = 1.
Por definic¸a˜o da sucessa˜o de diferenc¸as, ∆(v)n = vn+1 − vn. Enta˜o,
∆(v)n+1 = vn ⇔ vn+2 − vn+1 = vn
⇔ vn+2 = vn+1 + vn.
Ora, dados v0 e v1 a sucessa˜o de Fibonacci satisfaz a fo´rmula de recorreˆncia vn+2 =
vn+1 + vn ∀n ≥ 0. Logo, a soluc¸a˜o da equac¸a˜o ∆(v)n+1 = vn e´ a sucessa˜o de Fibonacci,
que trataremos na pro´xima secc¸a˜o.
2.4 Os nu´meros de Fibonacci
Os nu´meros de Fibonacci
Leonardo de Pisa (1180-1250), mais conhecido por Fibonacci (filho de Bonacci), foi um
dos matema´ticos mais importantes da Idade Me´dia. Fibonacci nasceu em Pisa, Ita´lia, filho de
um mercador que trabalhou no norte de A´frica, onde aprendeu a´rabe e estudou matema´tica
com professores islaˆmicos. Mais tarde, viajou pelo Egito, S´ıria e Gre´cia, provavelmente a
trabalhar com o seu pai como comerciante e aprendendo matema´tica do mundo islaˆmico.
Em meados de 1200, regressa a Pisa, onde passa a escrever obras. A sua obra mais ce´lebre
e´ Liber Abaci publicada em 1202. Esta obra contribuiu significativamente para a difusa˜o na
Europa do sistema decimal hindu/a´rabe e da numerac¸a˜o a´rabe. Desta obra, Liber Abaci, faz
parte um problema que motivou va´rios matema´ticos. [20, pp. 229–231]
O problema e´ o seguinte:
“Quantos pares de coelhos havera´ num ano, comec¸ando com um u´nico par, se em cada
meˆs, cada par tem um novo par que se torna produtivo a partir do segundo meˆs.”
Este ce´lebre problema da´ origem a` sequeˆncia de Fibonacci. De seguida, apresentaremos
a resposta ao problema. Seja Fn o nu´mero total de pares de coelhos no in´ıcio do n-e´simo
meˆs.
As condic¸o˜es do problema sa˜o:
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1. Inicialmente, sa˜o colocados num recinto fechado um coelho macho e um coelho feˆmea,
acabados de nascer.
2. Um coelho atinge a maturidade sexual apo´s um meˆs.
3. O per´ıodo de gestac¸a˜o de um coelho e´ de um meˆs.
4. Uma vez atingida a maturidade sexual, um coelho feˆmea da´ a` luz todos os meses.
5. Um coelho feˆmea dara´ sempre a` luz um coelho macho e um coelho feˆmea.
6. Os coelhos nunca morrem.
No in´ıcio da experieˆncia, no primeiro meˆs, existe um par de coelhos, isto e´, F1 = 1.
No in´ıcio do segundo meˆs, os coelhos acasalam mas na˜o deram a` luz. Continuamos,
portanto, com um par de coelhos, ou seja, F2 = 1.
No terceiro meˆs, a feˆmea deu a` luz um par de coelhos. Pelo que, existem, agora, dois
pares de coelhos, F3 = 2.
No quarto meˆs, o par inicial tem mais um par de coelhos. O segundo par acasala, mas
na˜o da´ a` luz. Isto perfaz treˆs pares de coelhos, F4 = 3.
No quinto meˆs, o par inicial da´ a` luz outro par de coelhos. O par nascido no terceiro
meˆs, tambe´m da´ a` luz. O par nascido no quarto meˆs acasala, mas na˜o da´ a` luz. Temos,
enta˜o, cinco pares de coelhos, F5 = 5.
No sexto meˆs, todos os pares nascidos ate´ dois meses atra´s da˜o a` luz, o que totaliza oito
pares de coelhos, F6 = 8.
E assim sucessivamente. . . (ver Figura 2.6).
Pretendemos encontrar uma equac¸a˜o de recorreˆncia que deˆ resposta ao problema. Para
tal, tera´ que se responder a` seguinte questa˜o:
Quantos pares de coelhos nascem em cada meˆs?
Comecemos por referir que como cada novo par de coelhos demora dois meses para dar
a` luz, enta˜o cada par de coelhos que existia ha´ dois meses atra´s ira´ dar a` luz um novo par
de coelhos. Isto significa que o nu´mero de novos pares de coelhos de cada meˆs e´ igual ao
nu´mero de coelhos nascidos dois meses ou mais antes. Assim, o nu´mero de pares de coelhos
existentes em cada meˆs sera´ dado pela soma do nu´mero de coelhos existente no meˆs anterior
(o nu´mero de coelhos ja´ existentes) com o nu´mero de pares de coelhos existente ha´ dois
meses atra´s. Logo, obtemos a equac¸a˜o de recorreˆncia Fn = Fn−1 + Fn−2 para n ≥ 3 (ver
figura 2.7). Assim, temos que F1 = 1, F2 = 1, F3 = 2, F4 = 3, F5 = 5, F6 = 8, F7 = 13,
F8 = 21, F9 = 34, F10 = 55, F11 = 89, F12 = 144 e F13 = 233. Enta˜o, conclui-se que ao fim
de um ano havera´ 233 coelhos.
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 Figura 2.6: Um par de coelhos e a sua descendeˆncia
 
Figura 2.7: Construc¸a˜o dos nu´meros de Fibonacci
Definic¸a˜o 1. A sucessa˜o de Fibonacci (Fn) e´ a u´nica sucessa˜o definida pela equac¸a˜o de
recorreˆncia
Fn = Fn−1 + Fn−2, para n ≥ 2,
com as condico˜es iniciais F0 = 0 e F1 = 1.
Usando a equac¸a˜o de recorreˆncia podemos obter os primeiros termos da sucessa˜o de
Fibonacci: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89 . . .
Pretendemos, agora, encontrar uma fo´rmula que permita calcular os termos da sucessa˜o
de Fibonacci explicitamente. Para tal, vamos tentar aplicar o me´todo das diferenc¸as que,
pelo que ja´ provamos, funcionara´ desde que esta sucessa˜o seja polinomial.
Comecemos por calcular as sucesso˜es das diferenc¸as ate´ a` ordem 2:
∆0(F )n 0 1 1 2 3 5 8 13 21 34 55
∆1(F )n 1 0 1 1 2 3 5 8 13 21
∆2(F )n -1 1 0 1 1 2 3 5 8
Tabela 2.12: Ca´lculo das sucesso˜es das diferenc¸as
Observando a tabela vemos que os termos da sucessa˜o Fibonacci se repetem em cada uma
das sucesso˜es das diferenc¸as. De facto, ∆(F )n = Fn+1−Fn = Fn−1 ∀n ≥ 1, logo ∆k(F )n≥0
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na˜o e´ constante para nenhum k ≥ 0. Isto prova que a sucessa˜o de Fibonacci na˜o e´ uma
sucessa˜o polinomial. Enta˜o, por este me´todo na˜o conseguiremos encontrar uma fo´rmula que
permita calcular, explicitamente, o termo geral da sucessa˜o. Mas existem outros me´todos!
No pro´ximo cap´ıtulo abordaremos um me´todo que permitira´ dar resposta a esta questa˜o.
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Cap´ıtulo 3
Func¸o˜es geradoras
Ao longo deste cap´ıtulo vamos apresentar uma te´cnica de ca´lculo u´til - as func¸o˜es gerado-
ras. As func¸o˜es geradoras sa˜o uma ferramenta poderosa que permite resolver problemas
onde outros me´todos falham ou se tornam muito complicados. Esta ferramenta aplica-se,
nomeadamente, a problemas de contagem, problemas sobre sequeˆncias de nu´meros, etc..
Trabalhar com sequeˆncias de nu´meros e com equac¸o˜es de recorreˆncia e´ uma tarefa que
requer a utilizac¸a˜o de ferramentas espec´ıficas. Neste cap´ıtulo, resolveremos algumas relac¸o˜es
de recorreˆncia, recorrendo a`s func¸o˜es geradoras.
Definic¸a˜o 2. Se n e´ um inteiro na˜o negativo, enta˜o definimos o duplo factorial como:
n!! =
{
1, se n ∈ {0, 1},
n(n− 2)!!, se n ≥ 2.
Exemplo 17. Vejamos que n!!(n − 1)!! = n!, para todo o natural n ≥ 1. Esta igualdade
verifica-se claramente para n = 1. Se n ≥ 2 temos:
n!!(n− 1)!! = (n(n− 2)!!)((n− 1)(n− 3)!!)
= (n(n− 2)(n− 4)!!)((n− 1)(n− 3)(n− 5)!!)
= n(n− 1)(n− 2)(n− 3)(n− 4) · · · 3× 2× 1
= n!.
Exemplo 18. Vamos determinar n!!.
• Caso n = 2k. Enta˜o,
n!! = n(n− 2)!!
= n(n− 2)(n− 4)!!
= n(n− 2)(n− 4)(n− 6) · · · 6 · 4 · 2
= 2k(2k − 2)(2k − 4)(2k − 6) · · · 6 · 4 · 2
= 2k(2(k − 1))(2(k − 2))(2(k − 3)) · · · (2 · 3) · (2 · 2) · (2 · 1)
= 2k(1 · 2 · 3 · · · (k − 1) · k)
= 2kk!.
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• Caso n = 2k + 1. Enta˜o, pelo Exemplo 17, temos:
(2k + 1)!!(2k)!! = (2k + 1)!.
Como (2k)!! = 2kk!, vem que:
(2k + 1)!! =
(2k + 1)!
2kk!
= (2k + 1) · (2k − 1) · (2k − 3) · · · 3 · 1.
Exemplo 19. Vamos determinar (2k − 3)!!, para k ≥ 2.
Ora,
(2k − 3)!! = (2(k − 2) + 1)!!.
Atendendo a que (2k + 1)!! = (2k+1)!
2kk!
, vem:
(2k − 3)!! = (2k − 3)!
2(k−2)(k − 2)! .
Definic¸a˜o 3. Para cada nu´mero real x e cada nu´mero inteiro na˜o negativo k definimos(
x
k
)
=
(x)k
k!
,
onde (x)k se designa por coeficiente fatorial e e´ tal que (x)0 = 1 e (x)k = x(x−1)...(x−k+1),
para k ≥ 1.
Exemplo 20. Vamos calcular
(1/2
k
)
.
Comecemos por calcular
(
1
2
)
k
.(
1
2
)
0
= 1;
(
1
2
)
1
= 12 ;
(
1
2
)
2
= 12
(−12) = −14 .
Se k ≥ 3 temos (
1
2
)
k
=
1
2
(
−1
2
)(
−3
2
)(
−5
2
)
· · ·
(
−2k − 3
2
)
=
(−1)k−1
2k
· 1 · 1 · 3 · 5 · · · (2k − 3)
=
(−1)k−1
2k
· (2k − 3)!!
=
(−1)k−1
2k
· (2k − 3)!
2(k−2)(k − 2)!
=
(−1)k−1(2k − 3)!
4(k−1)(k − 2)!
=
(−1)k−1k!
4(k−1)(k − 2) ·
(2k − 3)!
k!(k − 3)!
=
(−1)k−1k!
4(k−1)(k − 2) ·
(
2k − 3
k
)
.
Enta˜o,
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(
1/2
k
)
=
(1/2)k
k!
=
(−1)k−1
4(k−1)(k − 2) ·
(
2k − 3
k
)
=
(−1)k−1(2k − 3)!
4(k−1)(k − 2)(k − 3)!k!
=
(−1)k−1(2k − 2)(2k − 3)!
4(k−1)(k − 2)(k − 3)!k!(2k − 2)
=
(−1)k−1(2k − 2)!
4(k−1)(k − 2)(k − 3)!k(k − 1)!(2(k − 1))
=
(−1)k−1(2k − 2)!
4(k−1)2k(k − 1)!(k − 1)!
=
(−1)k−1
4(k−1) · 2k ·
(
2k − 2
k − 1
)
. (3.1)
Note-se que
(
1/2
0
)
= 1,
(
1/2
1
)
= 12 e
(
1/2
2
)
= −18 , logo a equac¸a˜o (3.1) e´ va´lida para
k ≥ 1.
Definic¸a˜o 4. Seja a0, a1, a2, ... uma sucessa˜o de nu´meros e x uma varia´vel formal. Enta˜o
a expressa˜o
A(x) = a0 + a1x+ a2x
2 + ... =
∞∑
n=0
anx
n
designa-se por se´rie formal de poteˆncias de x com coeficientes a0, a1, a2, ...
Em seguida, apresentar-se-a˜o exemplos de algumas se´ries de poteˆncias:
1 + x+ x2 + · · · =
∞∑
k=0
xk =
1
1− x,
1 + nx+
n(n− 1)
2
x2 + · · · =
∞∑
k=0
(
k + n− 1
k
)
xk =
1
(1− x)n ,
1 + αx+
(α)2
2
x2 + · · · =
∞∑
k=0
(α)k
k!
xk =
∞∑
k=0
(
α
k
)
xk = (1 + x)α,
1 + x+
x2
2!
+
x3
3!
+ · · · =
∞∑
k=0
xk
k!
= ex.
Definic¸a˜o 5. Dadas as se´ries formais de poteˆncias
A(x) = a0 + a1x+ a2x
2 + · · · =
∞∑
n=0
anx
n,
B(x) = b0 + b1x+ b2x
2 + · · · =
∞∑
n=0
bnx
n,
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designa-se por soma destas se´ries a se´rie formal de poteˆncias
A(x) +B(x) = (a0 + b0) + (a1 + b1)x+ (a2 + b2)x
2 + · · · =
∞∑
n=0
(an + bn)x
n.
Designa-se por produto destas se´ries a se´rie formal de poteˆncias
A(x) ·B(x) = c0 + c1x+ c2x2 + · · · =
∞∑
n=0
cnx
n,
onde cn = a0bn + a1bn−1 + · · ·+ an−1b1 + anb0 =
n∑
k=0
akbn−k.
Observac¸a˜o 2. Note-se que as operac¸o˜es de soma e produto de se´ries formais de poteˆncias
sa˜o operac¸o˜es comutativas e associativas.
Definic¸a˜o 6. Se a0, a1, a2, ... e´ uma sucessa˜o de nu´meros, enta˜o designa-se por func¸a˜o
geradora ou func¸a˜o geradora ordina´ria da sucessa˜o (an)n≥0, a se´rie formal de poteˆncias
F (x) =
∞∑
n=0
anx
n.
Exemplo 21. A func¸a˜o geradora ordina´ria da sucessa˜o de Fibonacci 0, 1, 1, 2, 3, 5, 8, . . . e´
f(x) = x+ x2 + 2x3 + 3x4 + 5x5 + 8x6 + · · · .
3.1 Equac¸o˜es de recorreˆncia lineares
Definic¸a˜o 7. Designa-se por equac¸a˜o de recorreˆncia linear homoge´nea toda a equac¸a˜o da
forma:
an = c1an−1 + c2an−2 + · · ·+ cran−r, ∀n ≥ r. (3.2)
onde ci, para i = 1, 2, . . . , r, sa˜o constantes.
Observac¸a˜o 3. Fixados a0, . . . , ar−1, existe no ma´ximo uma sucessa˜o (an)n≥0 que satisfaz
a equac¸a˜o de recorreˆncia (3.2).
Exemplo 22. Alguns exemplos de equac¸o˜es de recorreˆncia lineares homoge´neas:
an = an−1 + 6an−2, n ≥ 2;
an = 2an−1 + 3an−2, n ≥ 2;
an = 2an−1 − 2an−2 + an−3, n ≥ 3.
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Exemplo 23. Vamos recorrer ao me´todo das func¸o˜es geradoras para resolver a equac¸a˜o de
recorreˆncia,
an = an−1 + 6an−2,
cujas condic¸o˜es iniciais sa˜o a0 = 3 e a1 = 4.
Seja f(x) a func¸a˜o geradora da sucessa˜o (an)n≥0. Enta˜o f(x) =
∑
n≥0
anx
n.
Como an = an−1 + 6an−2, para n ≥ 2, e f(x) e´ a func¸a˜o geradora da sucessa˜o (an)n≥0 ,
enta˜o
f(x) =
∑
n≥0
anx
n = a0 + a1x+
∑
n≥2
(an−1 + 6an−2)xn
= 3 + 4x+
∑
n≥2
an−1xn + 6
∑
n≥2
an−2xn
= 3 + 4x+ x
∑
n≥1
anx
n + 6x2
∑
n≥0
anx
n
= 3 + 4x+ x
∑
n≥0
anx
n − a0x+ 6x2
∑
n≥0
anx
n
= 3 + 4x+ x
∑
n≥0
anx
n − 3x+ 6x2
∑
n≥0
anx
n
= x+ 3 + (6x2 + x)f(x).
Donde resulta que,
f(x) = x+ 3 + (6x2 + x)f(x),
ou seja,
(−6x2 − x+ 1)f(x) = x+ 3.
Assim,
f(x) =
x+ 3
−6x2 − x+ 1 =
x+ 3
(1− 3x)(1 + 2x) .
Em seguida representaremos a func¸a˜o f(x) como soma de frac¸o˜es parciais.
Encontremos A e B tais que:
x+ 3
(1− 3x)(1 + 2x) =
A
1− 3x +
B
1 + 2x
.
O que implica que,
x+ 3 = A(1 + 2x) +B(1− 3x).
Isto e´ equivalente a,
x+ 3 = (2A− 3B)x+ (A+B).
Resolvendo o sistema de equac¸o˜es,
1 = 2A− 3B e 3 = A+B,
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vem que,
A = 2 e B = 1.
Enta˜o,
f(x) =
2
1− 3x +
1
1 + 2x
.
Ora,
f(x) =
2
1− 3x +
1
1 + 2x
= 2
1
1− 3x +
1
1− (−2x)
= 2
∞∑
n=0
(3x)n +
∞∑
n=0
(−2x)n
=
∞∑
n=0
(2× 3n + (−2)n)xn.
Portanto, a sucessa˜o (an)n≥0 que procuramos e´
an = 2× 3n + (−2)n.
De facto, a0 = 2× 30 + (−2)0 = 2 + 1 = 3, a1 = 2× 31 + (−2)1 = 6− 2 = 4
e, para n ≥ 2,
an−1 + 6an−2 = (2× 3n−1 + (−2)n−1) + 6(2× 3n−2 + (−2)n−2)
= 2× 3n−1 + 6× 2× 3n−2 + (−2)n−1 + 6× (−2)n−2
= 2× 3n−1 + 2× 2× 3n−1 + (−2)n−1 + 3× 2× (−2)n−2
= 6× 3n−1 + (−2)n−1
(
1 + 3× 2× 1−2
)
= 2× 3n + (−2)n−1 × (−2)
= 2× 3n + (−2)n
= an.
Definic¸a˜o 8. As equac¸o˜es de recorreˆncia lineares na˜o homoge´neas sa˜o da forma
an − c1an−1 − c2an−2 − ...− cran−r = f(n), ∀n ≥ r,
onde ci, 1 ≤ i ≤ r sa˜o constantes e f e´ uma func¸a˜o na˜o nula, ou seja, e´ tal que f(n) 6= 0,
para pelo menos um nu´mero natural n.
Exemplo 24. Alguns exemplos de equac¸o˜es de recorreˆncia lineares na˜o homoge´neas:
an+1 = 2an + n, ∀n ≥ 0;
an = 2an−1 + 1, ∀n ≥ 1;
an = 7an−1 − 10an−2 + 3n, ∀n ≥ 2.
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Exemplo 25. Vamos recorrer ao me´todo das func¸o˜es geradoras para resolver a equac¸a˜o de
recorreˆncia
an+1 = 2an + n
cuja condic¸a˜o inicial e´ a0 = 1.
Seja f(x) a func¸a˜o geradora da sucessa˜o (an)n≥0, isto e´, f(x) =
∑
n≥0
anx
n.
Ora,
∑
n≥0
an+1x
n =
∑
n≥0
anx
n − a0
x
=
f(x)− a0
x
=
f(x)− 1
x
e
∑
n≥0
(2an + n)x
n = 2
∑
n≥0
anx
n +
∑
n≥0
nxn
= 2f(x) +
∑
n≥0
x
d
dx
(xn)
= 2f(x) + x
d
dx

∑
n≥0
xn


= 2f(x) + x
d
dx
(
1
1− x
)
= 2f(x) +
x
(1− x)2 .
Como an+1 = 2an + n, enta˜o
∑
n≥0
an+1x
n =
∑
n≥0
(2an + n)x
n.
Consequentemente,
f(x)− 1
x
= 2f(x) +
x
(1− x)2 .
O que implica que
(f(x)− 1)(1− x)2 = 2f(x)x(1− x)2 + x2,
que e´ equivalente a,
f(x) =
2x2 − 2x+ 1
(1− x)2(1− 2x) .
Em seguida representaremos a func¸a˜o f(x) como soma de frac¸o˜es parciais. Encontremos A,
B e C tais que:
2x2 − 2x+ 1
(1− x)2(1− 2x) =
A
(1− x)2 +
B
1− x +
C
1− 2x.
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Assim,
2x2 − 2x+ 1
(1− x)2(1− 2x) =
A
(1− x)2 +
B
1− x +
C
1− 2x
=
A(1− 2x) +B(1− x)(1− 2x) + C(1− x)2
(1− x)2(1− 2x)
=
A(1− 2x) +B(1− 2x− x+ 2x2) + C(1− 2x+ x2)
(1− x)2(1− 2x)
=
(2B + C)x2 + (−2A− 3B − 2C)x+ (A+B + C)
(1− x)2(1− 2x) ,
o que implica que,
2B + C = 2, −2A− 3B − 2C = −2 e A+B + C = 1.
Resolvendo o sistema, vem que:
A = −1, B = 0 e C = 2.
Enta˜o,
f(x) =
−1
(1− x)2 +
2
1− 2x.
Donde,
f(x) = − 1
(1− x)2 +
2
1− 2x
= −
∑
n≥0
(
n+ 1
n
)
xn + 2
∑
n≥0
(2x)n
= −
∑
n≥0
(n+ 1)xn + 2
∑
n≥0
(2x)n
= −
∑
n≥0
nxn −
∑
n≥0
xn + 2
∑
n≥0
(2x)n
=
∑
n≥0
(−nxn − xn + 2n+1xn)
=
∑
n≥0
(2n+1 − n− 1)xn.
Portanto, a sucessa˜o (an)n≥0 que procuramos e´
an = 2
n+1 − n− 1, ∀n ≥ 0.
De facto, a0 = 1 e an+1 = 2
n+2 − (n+ 1)− 1 = 2(2n+1 − n− 1) + n = 2an + n.
3.2 Equac¸o˜es de recorreˆncia na˜o lineares
As equac¸o˜es de recorreˆncia que na˜o sa˜o lineares (homoge´neas ou na˜o homoge´neas) designam-
se por equac¸o˜es de recorreˆncia na˜o lineares.
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Exemplo 26. Alguns exemplos de equac¸o˜es de recorreˆncia na˜o lineares:
a2n = 2a
2
n−1 + 1, ∀n ≥ 1;
a2n − 2an−1 = 0, ∀n ≥ 1.
Exemplo 27. Pretendemos resolver a equac¸a˜o de recorreˆncia na˜o linear
a2n = 2a
2
n−1 + 1,
com a condic¸a˜o inicial a0 = 2 e assumindo-se que an ≥ 0, para todo o n ≥ 0.
Comecemos por proceder a` mudanc¸a de varia´vel bn = a
2
n. Fazendo esta substituic¸a˜o de
varia´vel, a equac¸a˜o de recorreˆncia na˜o linear, a2n = 2a
2
n−1 + 1 transforma-se na equac¸a˜o de
recorreˆncia linear na˜o homoge´nea,
bn = 2bn−1 + 1,
com condic¸a˜o inicial b0 = a
2
0 = 4.
Passemos, enta˜o, a` resoluc¸a˜o desta equac¸a˜o de recorreˆncia linear na˜o homoge´nea atrave´s
do me´todo das func¸o˜es geradoras.
Seja f(x) a func¸a˜o geradora da sucessa˜o (bn)n≥0. Enta˜o f(x) =
∑
n≥0
bnx
n. Como bn =
2bn−1 + 1 para n ≥ 1 e f(x) e´ a func¸a˜o geradora da sucessa˜o (bn)n≥0 , enta˜o
f(x) =
∑
n≥0
bnx
n = b0 +
∑
n≥1
(2bn−1 + 1)xn
= 4 + 2
∑
n≥1
bn−1xn +
∑
n≥1
xn
= 4 + 2x
∑
n≥0
bnx
n + x
∑
n≥0
xn
= 4 + 2xf(x) + x
1
1− x
= 4 + 2xf(x) +
x
1− x.
Donde,
f(x) = 4 + 2xf(x) +
x
1− x.
Ora,
f(x) = 4 + 2xf(x) +
x
1− x
⇔ f(x)(1− 2x) = 4 + x
1− x
⇔ f(x)(1− 2x)(1− x) = 4(1− x) + x
⇔ f(x) = 4(1− x) + x
(1− 2x)(1− x)
⇔ f(x) = −3x+ 4
(1− 2x)(1− x) .
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Em seguida representaremos a func¸a˜o f(x) como soma de frac¸o˜es parciais. Encontremos
A e B tais que:
f(x) =
−3x+ 4
(1− 2x)(1− x) =
A
1− 2x +
B
1− x.
O que implica que,
−3x+ 4 = A(1− x) +B(1− 2x).
Isto e´ equivalente a,
−3x+ 4 = (−A− 2B)x+ (A+B).
Resolvendo o sistema de equac¸o˜es,
−3 = −A− 2B e 4 = A+B,
vem que,
A = 5 e B = −1.
Enta˜o,
f(x) =
5
1− 2x −
1
1− x.
E assim,
f(x) =
5
1− 2x −
1
1− x
= 5
∞∑
n=0
(2x)n −
∞∑
n=0
xn
=
∞∑
n=0
(5× 2n − 1)xn.
Portanto, a sucessa˜o (bn)n≥0 e´
bn = 5× 2n − 1.
Como bn = a
2
n e an ≥ 0, vem que
an =
√
5× 2n − 1.
De facto, a0 =
√
5× 20 − 1 = 2 e a2n = 5× 2n − 1 = 2(5× 2n−1 − 1) + 1 = 2a2n−1 + 1.
Exemplo 28. Pretendemos resolver a equac¸a˜o de recorreˆncia na˜o linear
a2n − 2an−1 = 0,
com a condic¸a˜o inicial a0 = 4, assumindo-se que an ≥ 0, para todo o n.
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Aplicando logaritmos, na base 2, a ambos os lados da equac¸a˜o a2n = 2an−1, obtemos
log2(a
2
n) = log2(2an−1)⇔ 2 log2(an) = 1 + log2(an−1).
Efetuando a mudanc¸a de varia´vel bn = log2(an), obtemos a equac¸a˜o de recorreˆncia linear
na˜o homoge´nea,
2bn = bn−1 + 1,
com condic¸a˜o inicial b0 = log2(a0) = 2.
Passemos, enta˜o, a` resoluc¸a˜o desta equac¸a˜o de recorreˆncia linear na˜o homoge´nea atrave´s
do me´todo das func¸o˜es geradoras.
Seja f(x) a func¸a˜o geradora da sucessa˜o (bn)n≥0. Enta˜o f(x) =
∑
n≥0
bnx
n. Deste modo,
vem que: ∑
n≥1
2bnx
n = 2
∑
n≥1
bnx
n = 2
∑
n≥0
bnx
n − 2b0 = 2f(x)− 4
e ∑
n≥1
(bn−1 + 1)xn =
∑
n≥1
bn−1xn +
∑
n≥1
xn
= x
∑
n≥0
bnx
n + x
∑
n≥0
xn
= xf(x) +
x
1− x.
Como 2bn = bn−1+1 para n ≥ 1 e f(x) e´ a func¸a˜o geradora da sucessa˜o (bn)n≥0 , enta˜o∑
n≥1
2bnx
n =
∑
n≥1
(bn−1 + 1)xn.
Consequentemente,
2f(x)− 4 = xf(x) + x
1− x.
Donde,
2f(x)− 4 = xf(x) + x
1− x
⇔ (2− x)f(x) = 4 + x
1− x
⇔ f(x)(2− x)(1− x) = 4(1− x) + x
⇔ f(x) = 4(1− x) + x
(2− x)(1− x)
⇔ f(x) = −3x+ 4
(2− x)(1− x) .
Em seguida, representaremos a func¸a˜o f(x) como soma de frac¸o˜es parciais. Encontremos
A e B tais que:
f(x) =
−3x+ 4
(2− x)(1− x) =
A
2− x +
B
1− x.
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Da equac¸a˜o acima obtemos,
−3x+ 4 = A(1− x) +B(2− x).
Isto e´ equivalente a,
−3x+ 4 = (−A−B)x+ (A+ 2B).
Resolvendo o sistema de equac¸o˜es,
−3 = −A−B e 4 = A+ 2B,
vem que,
A = 2 e B = 1.
Enta˜o,
f(x) =
2
2− x +
1
1− x.
Ora,
f(x) =
2
2− x +
1
1− x
=
1
1− x2
+
1
1− x
=
∑
n≥0
(x
2
)n
+
∑
n≥0
xn
=
∑
n≥0
((
1
2
)n
+ 1
)
xn
=
∑
n≥0
(2−n + 1)xn.
Portanto, a sucessa˜o (bn)n≥0 e´
bn = 2
−n + 1.
Como bn = log2(an) enta˜o an = 2
bn , ou seja,
an = 2
2(−n)+1 = 2× 22(−n) .
3.3 A sucessa˜o de Fibonacci e o nu´mero de ouro
Os nu´meros de Fibonacci sa˜o definidos recursivamente pela fo´rmula
Fn = Fn−1 + Fn−2, para n ≥ 2,
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com as condico˜es iniciais F0 = 0 e F1 = 1.
Pretendemos encontrar uma fo´rmula explicita para esta sucessa˜o. Para tal vamos recorrer
a`s func¸oes geradoras.
Seja f(x) a func¸a˜o geradora da sucessa˜o (Fn)n≥0. Enta˜o f(x) =
∑
n≥0
Fnx
n. Como Fn =
Fn−1 + Fn−2 para n ≥ 2 e f(x) e´ a func¸a˜o geradora da sucessa˜o (Fn)n≥0 , enta˜o
f(x) =
∑
n≥0
Fnx
n = F0 + F1x+
∑
n≥2
(Fn−1 + Fn−2)xn
= 0 + x+
∑
n≥2
Fn−1xn +
∑
n≥2
Fn−2xn
= x+ x
∑
n≥0
Fnx
n − xF0 + x2
∑
n≥0
Fnx
n
= x+ x
∑
n≥0
Fnx
n − 0x+ x2
∑
n≥0
Fnx
n
= x+ xf(x) + x2f(x).
Donde,
f(x) = x+ xf(x) + x2f(x),
ou seja,
(1− x− x2)f(x) = x.
Assim,
f(x) =
x
1− x− x2 .
Temos que 1 − x − x2 = −(x + Φ)(x + Φˆ) onde Φ = 1+
√
5
2 e´ o nu´mero de ouro
1 e
Φˆ = − 1Φ = 1−
√
5
2 e´ o seu conjugado. Portanto,
f(x) =
x
1− x− x2 =
−x
(x+Φ)(x+ Φˆ)
.
Em seguida representaremos a func¸a˜o f(x) como soma de frac¸o˜es parciais.
Encontremos A e B tais que:
−x
(x+Φ)(x+ Φˆ)
=
A
x+Φ
+
B
x+ Φˆ
.
O que implica que,
−x = A(x+ Φˆ) +B(x+Φ).
Isto e´ equivalente a,
−x = (A+B)x+ (AΦˆ +BΦ).
1Φ, a notac¸a˜o para o nu´mero de ouro, e´ a inicial do nome Phideas (F´ıdias), escultor e arquiteto grego do
se´culo V a. C.[4]
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Resolvendo o sistema de equac¸o˜es,
−1 = A+B e 0 = AΦˆ +BΦ,
vem que,
A = − Φ√
5
e B =
Φˆ√
5
.
Enta˜o,
f(x) =
− Φ√
5
x+Φ
+
Φˆ√
5
x+ Φˆ
.
Ora,
f(x) =
− Φ√
5
x+Φ
+
Φˆ√
5
x+ Φˆ
=
1√
5
[
−Φ
x+Φ
+
Φˆ
x+ Φˆ
]
=
1√
5
[
− 1
1 + xΦ
+
1
1 + x
Φˆ
]
=
1√
5

− 1
1− (− xΦ) +
1
1−
(
− x
Φˆ
)


=
1√
5

−∑
n≥0
(
− x
Φ
)n
+
∑
n≥0
(
− x
Φˆ
)n
=
1√
5

∑
n≥0
(
−
(
− 1
Φ
)n
+
(
− 1
Φˆ
)n)
xn


=
1√
5

∑
n≥0
(
−Φˆn +Φn
)
xn

 , porque ΦΦˆ = −1
=
∑
n≥0
1√
5
(
Φn − Φˆn
)
xn.
Portanto, a fo´rmula fechada que define a sucessa˜o de Fibonacci, (Fn)n≥0 , e´
Fn =
1√
5
(
Φn − Φˆn
)
.
Como Φ = 1+
√
5
2 e Φˆ =
1−
√
5
2 vem que
Fn =
1√
5
((
1 +
√
5
2
)n
−
(
1−√5
2
)n)
.
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Exemplo 29. Vamos mostrar que, para n ≥ 1, os nu´meros de Fibonacci satisfazem a
igualdade
Fn+1Fn−1 − F 2n = (−1)n,
designada por igualdade de Cassini (Jean- Dominique Cassini, demonstrou esta igualdade
em 1680).[4]
Mostremos esta igualdade por induc¸a˜o matema´tica, sobre n.
Para n = 1 vem que
F2F0 − F 21 = 1× 0− 12 = (−1)1.
Suponhamos que
Fn+1Fn−1 = F 2n + (−1)n, para algum n ≥ 1.
Enta˜o,
F 2n+1 + (−1)n+1 = Fn+1Fn+1 + (−1)n+1
= Fn+1(Fn + Fn−1) + (−1)n+1
= Fn+1Fn + Fn+1Fn−1 + (−1)n+1
= Fn+1Fn + F
2
n + (−1)n + (−1)n+1 por hipo´tese de induc¸a˜o
= Fn(Fn+1 + Fn)
= FnFn+2.
Logo, por induc¸a˜o matema´tica, sobre n, temos
Fn+1Fn−1 − F 2n = (−1)n.
Exemplo 30. Pretendemos agora provar que
lim
n→∞
Fn+1
Fn
= Φ.
Comecemos por ver que
Fn =
1√
5
(
Φn − Φˆn
)
.
Enta˜o, podemos escrever √
5Fn = Φ
n − Φˆn
e
Φn =
√
5Fn + Φˆ
n.
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lim
n→∞
Fn+1
Fn
= lim
n→∞
1√
5
(
Φn+1 − Φˆn+1
)
1√
5
(
Φn − Φˆn
)
= lim
n→∞
ΦΦn − ΦˆΦˆn
Φn − Φˆn
= lim
n→∞
Φ(
√
5Fn + Φˆ
n)− ΦˆΦˆn√
5Fn
= lim
n→∞
Φ
√
5Fn +ΦΦˆ
n − ΦˆΦˆn√
5Fn
= lim
n→∞
Φ+ lim
n→∞
ΦΦˆn − ΦˆΦˆn√
5Fn
=Φ+ lim
n→∞
Φˆn
Fn
.
Para n ≥ 1, temos ∣∣∣∣∣ Φˆ
n
Fn
∣∣∣∣∣ ≤
∣∣∣Φˆn∣∣∣ = ∣∣∣Φˆ∣∣∣n , pois Fn ≥ 1.
Como
|Φˆ| < 1, porque Φˆ = − 1
Φ
e Φ > 1,
enta˜o
lim
n→∞
|Φˆ|n = 0.
Como ∣∣∣∣∣ Φˆ
n
Fn
∣∣∣∣∣ ≤
∣∣∣Φˆ∣∣∣n
e
lim
n→∞
|Φˆ|n = 0,
enta˜o
lim
n→∞
∣∣∣∣∣ Φˆ
n
Fn
∣∣∣∣∣ = 0.
Consequentemente
lim
n→∞
Φˆn
Fn
= 0.
Logo
lim
n→∞
Fn+1
Fn
= Φ.
De seguida, veremos algumas propriedades dos nu´meros de Fibonacci.
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Exemplo 31. Vamos calcular a soma dos n primeiros nu´meros de Fibonacci,
n∑
k=1
Fk.
Comecemos por escrever a relac¸a˜o de recorreˆncia Fn+1 = Fn + Fn−1 na forma
Fn = Fn+1 − Fn−1.
Note-se que: F1 = F2 − F0, F2 = F3 − F1, F3 = F4 − F2, etc. Enta˜o,
n∑
k=1
Fk =
n∑
k=1
(Fk+1 − Fk−1) =
=
n+1∑
k=2
Fk −
n−1∑
k=0
Fk
= −F0 − F1 + Fn + Fn+1
= −1 + Fn+2.
Assim, temos que
n∑
k=1
Fk = Fn+2 − 1.
Exemplo 32. Vamos calcular a soma dos n primeiros nu´meros de Fibonacci com ı´ndice par
e com ı´ndice ı´mpar, respetivamente,
Pn =
n∑
k=1
F2k e In =
n∑
k=1
F2k−1.
Recorrendo a` equac¸a˜o de recorreˆncia Fn = Fn+1 − Fn−1 vem que
F2 = F3 − F1, F4 = F5 − F3, F6 = F7 − F5, . . . F2n = F2n+1 − F2n−1.
Enta˜o,
Pn =
n∑
k=1
F2k = F2 + F4 + F6 + · · ·+ F2n
= (F3 − F1) + (F5 − F3) + (F7 − F5) + · · ·+ (F2n+1 − F2n−1)
= −F1 + F2n+1
= −1 + F2n+1.
Assim, temos que
Pn =
n∑
k=1
F2k = F2n+1 − 1.
Por outro lado, utilizando a igualdade
n∑
k=1
Fk = Fn+2 − 1,
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vem
Pn + In =
n∑
k=1
F2k +
n∑
k=1
F2k−1 = F1 + F2 + · · ·+ F2n−1 + F2n = F2n+2 − 1,
e, tendo em conta, que
Pn = F2n+1 − 1,
obtemos
In = F2n+2 − 1− Pn = F2n+2 − 1− F2n+1 + 1 = F2n+2 − F2n+1.
Como
F2n+2 = F2n + F2n+1,
vem que
F2n+2 − F2n+1 = F2n,
e, portanto,
In = F2n.
Exemplo 33. Calculemos agora a soma alternada de termos consecutivos da sucessa˜o de
Fibonacci:
−F1 + F2 − F3 + · · ·+ (−1)nFn =
n∑
k=1
(−1)kFk.
• Caso em que n e´ par, n = 2k, para algum k ∈ N. Ora,
−F1 + F2 − F3 + · · ·+ (−1)nFn = Pk − Ik
= F2k+1 − 1− F2k
= Fn+1 − Fn − 1
= Fn−1 − 1, porque Fn+1 = Fn + Fn−1.
Enta˜o, se n e´ par,
−F1 + F2 − F3 + · · ·+ (−1)nFn = Fn−1 − 1.
• Caso em que n e´ ı´mpar, n = 2k − 1, para algum k ∈ N. Se n e´ ı´mpar enta˜o n − 1
e´ par. Enta˜o,
−F1 + · · ·+ (−1)n−1Fn−1 + (−1)nFn = Fn−2 − 1− Fn
= −Fn−1 − 1.
Portanto, se n e´ ı´mpar,
−F1 + F2 − F3 + ...+ (−1)nFn = −Fn−1 − 1.
Assim, para cada n ≥ 1, obte´m-se
−F1 + F2 − F3 + · · ·+ (−1)nFn =
n∑
k=1
(−1)kFk. = (−1)nFn−1 − 1.
Exemplo 34. Vamos calcular o somato´rio dos quadrados dos n primeiros nu´meros de
Fibonacci.
F 21 + F
2
2 + F
2
3 + · · ·+ F 2n =
n∑
k=1
F 2k .
Comecemos por escrever a relac¸a˜o de recorreˆncia Fk+1 = Fk + Fk−1, na forma
Fk = Fk+1 − Fk−1.
Vem enta˜o
F 2k = Fk(Fk+1 − Fk−1) = FkFk+1 − Fk−1Fk.
Note-se que: F 21 = F1F2 − F0F1, F 22 = F2F3 − F1F2, . . . , F 2n = FnFn+1 − Fn−1Fn.
Enta˜o,
n∑
k=1
F 2k = F
2
1 + F
2
2 + F
2
3 + F
2
4 + · · ·+ F 2n
= (F1F2 − F0F1) + (F2F3 − F1F2) + · · ·+ (FnFn+1 − Fn−1Fn)
= −F0F1 + FnFn+1
= FnFn+1.
Assim, temos que
n∑
k=1
F 2k = FnFn+1.
3.4 Os nu´meros de Catalan
“Os nu´meros de Catalan refletem aquela que e´ provavelmente a maior fonte de beleza na
Matema´tica: mostrar como coisas aparentemente diferentes sa˜o na realidade iguais.”[3]
O matema´tico Leonardo Euler (1707 - 1783) conjeturou um me´todo para a resoluc¸a˜o
do seguinte problema geome´trico: “De quantas maneiras se pode decompor um pol´ıgono
convexo2 com n + 2 lados em n triaˆngulos atrave´s das suas diagonais de forma a que na˜o
existam duas que se intersetem no interior do pol´ıgono?” Este problema e´ conhecido por
problema de Euler da divisa˜o do pol´ıgono. Euler sugere este problema ao matema´tico
hu´ngaro Johann Andreas von Segner (1704-1777) e, este u´ltimo, determina uma relac¸a˜o
de recorreˆncia que permite a resoluc¸a˜o do mesmo. O matema´tico franceˆs Gabriel Lame´
(1795-1870) foi o primeiro a apresentar uma prova para os resultados de Euler - von Segner
relativamente a este problema. Esta prova foi trabalhada e discutida em artigos publicados
em 1838 e 1839 pelo matema´tico belga Euge`ne Charles Catalan (1814-1894). Catalan
escreveu ainda outros artigos relacionados com os nu´meros de Catalan nomeadamente um
2Um pol´ıgono diz-se convexo se para quaisquer dois pontos A e B do interior do pol´ıgono, o segmento de
reta [AB] esta´ contido no interior do pol´ıgono.
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que aborda o seguinte problema: “Dados n + 1 nu´meros x0, x1, . . . , xn e supondo que o
produto x0 ·x1 · . . . ·xn vai ser calculado efetuando n multiplicac¸o˜es, pretende-se contar todas
as maneiras diferentes de inserir pareˆnteses na expressa˜o x0 · x1 · ... · xn de modo a que a
ordem pela qual efetuamos as sucessivas multiplicac¸o˜es fique perfeitamente identificada”.[17]
Definic¸a˜o 9. Dados n+1 nu´meros x0, x1, ..., xne supondo que o produto x0 ·x1 ·. . .·xn vai ser
calculado efetuando n multiplicac¸o˜es, designa-se por n-e´simo nu´mero de Catalan e denota-
se por Cn, com n ≥ 0, o nu´mero de maneiras diferentes de inserir pareˆnteses na expressa˜o
x0 · x1 · ... · xn, de modo a que a ordem pela qual efetuamos as sucessivas multiplicac¸o˜es fique
perfeitamente identificada associando a cada multiplicac¸a˜o um par de pareˆnteses.
Passemos agora a` determinac¸a˜o da equac¸a˜o de recorreˆncia que define os nu´meros de
Catalan.
Pela definic¸a˜o de nu´meros de Catalan enunciada acima vem que:
• Para n = 0, temos C0 = 1, porque como na˜o efetuamos multiplicac¸o˜es temos apenas
uma maneira de colocar pareˆnteses, que e´, na˜o os colocar.
• Para n = 1, temos uma multiplicac¸a˜o, (x0 · x1). Logo, apenas ha´ uma maneira de
colocar pareˆnteses: C1 = 1.
• Para n = 2, temos duas possibilidades ((x0 · x1) · x2) e (x0 · (x1 · x2)). Logo C2 = 2.
• Para n = 3, temos as seguintes possibilidades: (((x0 ·x1) ·x2) ·x3), (x0 · ((x1 ·x2) ·x3)),
(x0 · (x1 · (x2 · x3))), ((x0 · x1) · (x2 · x3)) e ((x0 · (x1 · x2)) · x3). Enta˜o, C3 = 5.
Em geral, Cn sera´ obtido por recorreˆncia. Note-se que, para n 6= 0, existe exatamente uma
operac¸a˜o de multiplicac¸a˜o que e´ a u´ltima que se efetua. Determinemos C4 por recorreˆncia.
Isto e´, pretendemos contar todas as maneiras diferentes de inserir pareˆnteses na expressa˜o
x0 · x1 · x2 · x3 · x4 de modo que a forma como associamos as sucessivas multiplicac¸o˜es fique
perfeitamente identificada, por recorreˆncia.
Enta˜o:
• Suponhamos que a u´ltima multiplicac¸a˜o a ser efetuada no produto x0 · x1 · x2 · x3 · x4
esta´ entre x0 e x1. Enta˜o, temos que: existem C0 = 1 maneiras de inserir pareˆnteses
em x0 e existem C3 = 5 maneiras de inserir pareˆnteses no produto x1 ·x2 ·x3 ·x4. Logo,
fixada a u´ltima multiplicac¸a˜o a ser efetuada entre x0 e x1, existem C0C3 = 5 maneiras
de diferentes de inserir pareˆnteses na expressa˜o x0 · x1 · x2 · x3 · x4.
• Suponhamos que a u´ltima multiplicac¸a˜o a ser efetuada no produto x0 · x1 · x2 · x3 · x4
esta´ entre x1 e x2. Enta˜o, temos que: existem C1 = 1 maneiras de inserir pareˆnteses
em x0 ·x1 e existem C2 = 2 maneiras de inserir pareˆnteses no produto x2 ·x3 ·x4. Logo,
fixada a u´ltima multiplicac¸a˜o a ser efetuada entre x1 e x2, existem C1C2 = 2 maneiras
diferentes de inserir pareˆnteses na expressa˜o x0 · x1 · x2 · x3 · x4.
• Suponhamos que a u´ltima multiplicac¸a˜o a ser efetuada no produto x0 · x1 · x2 · x3 · x4
esta´ entre x2 e x3. Enta˜o, temos que: existem C2 = 2 maneiras de inserir pareˆnteses
em x0 ·x1 ·x2 e existem C1 = 1 maneiras de inserir pareˆnteses no produto x3 ·x4. Logo,
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fixada a u´ltima multiplicac¸a˜o a ser efetuada entre x2 e x3, existem C2C1 = 2 maneiras
diferentes de inserir pareˆnteses na expressa˜o x0 · x1 · x2 · x3 · x4.
• Suponhamos que a u´ltima multiplicac¸a˜o a ser efetuada no produto x0 · x1 · x2 · x3 · x4
esta´ entre x3 e x4. Enta˜o, temos que: existem C3 = 5 maneiras de inserir pareˆnteses
em x0 ·x1 ·x2 ·x3 e existem C0 = 1 maneiras de inserir pareˆnteses em x4. Logo, fixada a
u´ltima multiplicac¸a˜o a ser efetuada entre x3 e x4, existem C3C0 = 5 maneiras diferentes
de inserir pareˆnteses na expressa˜o x0 · x1 · x2 · x3 · x4.
Portanto,
C4 = C0C3 + C1C2 + C2C1 + C3C0 = 5 + 2 + 2 + 5 = 14.
Podemos agora generalizar facilmente: Suponhamos que a u´ltima multiplicac¸a˜o a fazer
esta´ entre xk e xk+1, para algum 0 ≤ k ≤ n− 1. Enta˜o existem Ck modos diferentes de
colocar pareˆnteses no produto x0 · x1 · ... · xk e existem Cn−1−k modos diferentes de colocar
pareˆnteses no produto xk+1 ·xk+2 · ... ·xn. Portanto, para este k fixo, ficamos com CkCn−1−k
modos diferentes de colocar pareˆnteses no produto x0 ·x1 · ... ·xn. Como o paraˆmetro k varia
entre 0 e n− 1, concluimos que
Cn = C0Cn−1 + C1Cn−2 + ...+ Cn−1C0 =
n−1∑
k=0
CkCn−1−k, para n ≥ 1. (3.3)
De facto, dado C0 = 1, vem:
C1 = C0C0 = 1 · 1 = 1,
C2 = C0C1 + C1C0 = 1 · 1 + 1 · 1 = 2,
C3 = C0C2 + C1C1 + C2C0 = 2 + 1 + 2 = 5,
C4 = C0C3 + C1C2 + C2C1 + C3C0 = 5 + 2 + 2 + 5 = 14,
e assim, sucessivamente.
Agora pretendemos encontrar a fo´rmula explicita que permite determinar os nu´meros de
Catalan. Para tal, recorrendo a`s func¸o˜es geradoras, resolveremos a equac¸a˜o de recorreˆncia
Cn =
n−1∑
k=0
CkCn−1−k, para n ≥ 1,
com condic¸a˜o inicial C0 = 1.
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Seja f(x) a func¸a˜o geradora da sucessa˜o (Cn)n≥0 . Enta˜o f(x) =
∑
n≥0
Cnx
n. Como Cn =
n−1∑
k=0
CkCn−1−k, para n ≥ 1 e f(x) e´ a func¸a˜o geradora da sucessa˜o (Cn)n≥0, enta˜o
f(x) =
∞∑
n=0
Cnx
n
= 1 +
∞∑
n=1
Cnx
n
= 1 +
∞∑
n=1
n−1∑
k=0
CkCn−1−kxn
= 1 + x
∞∑
n=1
n−1∑
k=0
(Ckx
k)(Cn−1−kxn−1−k)
= 1 + x
( ∞∑
k=0
Ckx
k
)
·
( ∞∑
ℓ=0
Cℓx
ℓ
)
, pela definic¸a˜o de multiplicac¸a˜o de se´ries de poteˆncias.
Temos enta˜o
f(x) = 1 + xf2(x).
Donde, obtemos a equac¸a˜o
xf2(x)− f(x) + 1 = 0.
Assim,
xf2 − f + 1 = 0 ⇔ 4x2f2 − 4xf + 4x = 0
⇔ (2xf − 1)2 − 1 + 4x = 0
⇔ (2xf − 1)2 = 1− 4x.
Tomemos g = 2xf − 1. Assim, g2 = 1− 4x e podemos afirmar que existem, no ma´ximo,
duas soluc¸o˜es sime´tricas de g2 = 1−4x. Como g = 2xf−1, resulta que o termo independente
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de g tera´ de ser −1. Por outro lado,
√
1− 4x = (1− 4x)1/2
=
∞∑
k=0
(1/2)k
k!
(−4x)k
=
(1/2)0
0!
(−4x)0 +
∞∑
k=1
(1/2)k
k!
(−4x)k
= 1 +
∞∑
k=1
(
1/2
k
)
(−4x)k
= 1 +
∞∑
k=1
(−1)k−1
4(k−1) · 2k ·
(
2k − 2
k − 1
)
· (−4x)k pelo Exemplo 20
= 1 +
∞∑
k=1
(−1)k−1 · (−1)k · 4k
4k · 4−1 · 2k ·
(
2k − 2
k − 1
)
· xk
= 1−
∞∑
k=1
1
2−2 · 2k ·
(
2k − 2
k − 1
)
· xk
= 1− 2
∞∑
k=1
1
k
·
(
2k − 2
k − 1
)
· xk.
Donde conclu´ımos que
2xf − 1 = −√1− 4x.
Assim,
f(x) =
1−√1− 4x
2x
=
1− 1 + 2
∞∑
k=1
1
k ·
(
2k−2
k−1
) · xk
2x
=
∞∑
k=1
1
k
·
(
2k − 2
k − 1
)
· xk−1
=
∞∑
k=0
1
k + 1
·
(
2k
k
)
· xk.
Portanto, a fo´rmula expl´ıcita que define os nu´meros de Catalan e´
Cn =
1
n+ 1
·
(
2n
n
)
, para n ≥ 0.
Os nu´meros de Catalan teˆm inu´meras e surpreendentes aplicac¸o˜es. Em [23] podemos
ver diversas interpretac¸o˜es combinato´rias desses nu´meros. Aqui sera˜o apresentadas apenas
algumas. Vamos comec¸ar por ver uma interpretac¸a˜o geome´trica dos nu´meros de Catalan.
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Triangulac¸a˜o de pol´ıgonos convexos.
Entende-se por triangulac¸a˜o de um pol´ıgono convexo com (n+ 2) lados a decomposic¸a˜o
do pol´ıgono em n triaˆngulos atrave´s das suas diagonais de forma que na˜o existam duas que
se intersetem no interior do pol´ıgono. Na Figura 3.1 podemos ver as diferentes formas de
triangular: o triaˆngulo, o quadrado e o penta´gono, respetivamente.
 
Figura 3.1: Triangulac¸a˜o de pol´ıgonos.
Voltemos, agora, ao problema mencionado incialmente: Quantas triangulac¸o˜es ha´ de um
pol´ıgono convexo com (n+ 2) lados?
Vamos mostrar que o nu´mero de triangulac¸o˜es existentes num pol´ıgono convexo com
(n+ 2) lados, Tn+2, e´ igual ao nu´mero de Catalan, Cn.
Seja v1v2 · · · vn+1 um pol´ıgono convexo com (n + 1) lados e os ve´rtices consecutivos
v1, . . . , vn+1.
 
Figura 3.2: Pol´ıgonos convexos com (n+ 1) lados
Fixemos um dos lados do pol´ıgono, por exemplo, o lado v1vn+1 que une os ve´rtices
v1 e vn+1. As diagonais v1v3, v3vn+1 e o lado v1vn+1 formam o triaˆngulo v1v3vn+1 e
este divide o pol´ıgono convexo dado em dois pol´ıgonos convexos, como se pode ver na
Figura 3.2; o pol´ıgono da esquerda: i) o pol´ıgono convexo v1v2v3 e ii) o pol´ıgono convexo
v3v4 · · · vnvn+1 com (n−1) lados. Ora, existem T3 maneiras de triangular o pol´ıgono convexo
v1v2v3 e existem Tn−1 = T(n+1)−2 maneiras de triangular o pol´ıgono convexo v3v4 · · · vnvn+1.
Portanto, existem T3T(n+1)−2 formas de triangular o pol´ıgono convexo com (n+1) lados em
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que o triaˆngulo v1v3vn+1 e´ parte de cada uma destas triangulac¸o˜es.
Olhemos, agora, para o pol´ıgono da direita da Figura 3.2. Desta vez, temos trac¸adas as
diagonais v1v4 e v4vn+1. Estas diagonais e o lado v1vn+1 formam o triaˆngulo v1v4vn+1 e este
divide o pol´ıgono convexo dado em dois pol´ıgonos convexos, como se pode ver na Figura 3.2
no pol´ıgono da direita: i) o pol´ıgono convexo v1v2v3v4 e ii) o pol´ıgono convexo v4v5 · · · vnvn+1
com (n − 2) lados. Logo, existem T4 maneiras de triangular o pol´ıgono convexo v1v2v3v4 e
existem Tn−2 = T(n+1)−3 maneiras de triangular o pol´ıgono convexo v4v5 · · · vnvn+1. Conse-
quentemente, existem T4T(n+1)−3 formas de triangular o pol´ıgono convexo dado com (n+1)
lados em que o triaˆngulo v1v4vn+1 e´ parte de cada uma das triangulac¸o˜es.
Note-se que, para i = 2, o triaˆngulo v1v2vn+1 determina apenas outro pol´ıgono, o pol´ıgono
convexo com n lados v2v3v4 · · · vnvn+1 que pode ser triangulado em T(n+1)−(2−1) = Tn
maneiras. Enta˜o o triaˆngulo v1v2vn+1 aparece entre as Tn+1 triangulac¸o˜es do pol´ıgono
convexo dado com (n + 1) lados em 1 · Tn = T2Tn = T2T(n+1)−(2−1) maneiras. Assim,
fica justificada a raza˜o pela qual se define T2 = 1. Uma situac¸a˜o semelhante surge quando
i = n. Neste caso, obtemos TnT(n+1)−(n−1) = TnT2 das Tn+1 poss´ıveis triangulac¸o˜es.
Assim, fixado um lado do pol´ıgono convexo com (n+1) lados, v1vn+1, temos o triaˆngulo
v1vivn+1 para cada 2 ≤ i ≤ n. Portanto, para cada 2 ≤ i ≤ n existem TiT(n+1)−(i−1)
maneiras de triangular o pol´ıgono convexo com (n + 1) lados, onde o triaˆngulo v1vivn+1 e´
um dos triaˆngulos de cada uma destas triangulac¸o˜es.
Consequentemente,
Tn+1 = T2Tn + T3Tn−1 + · · ·+ Tn−1T3 + TnT2, T2 = 1.
Definindo, para n ≥ 0, Pn = Tn+2, obtemos a equac¸a˜o de recorreˆncia
Pn−1 = P0Pn−2 + P1Pn−3 + · · ·+ Pn−3P1 + Pn−2P0, P0 = 1.
Consequentemente,
Pn = P0Pn−1 + P1Pn−2 + · · ·+ Pn−2P1 + Pn−1P0, P0 = 1,
que e´ equivalente a` equac¸a˜o 3.3. Assim, dada a unicidade de soluc¸a˜o desta equac¸a˜o, conclui-se
que Pn = Cn, para n ≥ 0.
Acaba´mos de ver que o problema de Euler, da triangulac¸a˜o de um pol´ıgono, e o problema
relativo a` contagem de pareˆnteses poss´ıveis na expressa˜o x0 · x1 · . . . · xn (ver definic¸a˜o dos
nu´meros de Catalan) da˜o lugar a` mesma equac¸a˜o de recorreˆncia com a mesma condic¸a˜o
inicial e, por isso, ambas teˆm a mesma soluc¸a˜o, os nu´meros de Catalan.
Sera´ enta˜o poss´ıvel estabelecer uma correspondeˆncia biun´ıvoca entre as formas de colocar
pareˆnteses em x0 · . . . · xn e a triangulac¸a˜o de um pol´ıgono convexo v1 · . . . · vn+1?
Vamos, enta˜o, olhar para este problema de outra forma: mostrar que a soluc¸a˜o deste
problema e´ dada pelos nu´meros de Catalan, estabelecendo uma bijec¸a˜o entre as triangulac¸o˜es
de um pol´ıgono convexo com n+2 lados e as possibilidades de inserir pareˆnteses na expressa˜o
x0 · x1 · . . . · xn de modo que a forma como associamos as sucessivas multiplicac¸o˜es fique
perfeitamente identificada.
Mas antes vamos ver como proceder, dado um pol´ıgono triangulado com n lados, como
determinar uma expressa˜o com pareˆnteses associada a` triangulac¸a˜o. Para tal, vamos recorrer
ao algoritmo desenvolvido por H. G. Forder em 1961 [13].
Vejamos uma triangulac¸a˜o do octo´gono e a respetiva expressa˜o associada.
 
Figura 3.3: Algoritmo de Forder
Algoritmo 1. Algoritmo de Forder.
1. Fixamos um lado do pol´ıgono com n+2 lados, que designamos por base. (No exemplo,
AB.)
2. Etiquetamos todos os lados do pol´ıgono, exceto a base, com as letras ℓ1, · · · , ℓn+1 por
ordem, no sentido dos ponteiros do relo´gio. (No exemplo, ℓ1, ℓ2, . . . , ℓ7.)
3. Respeitando a ordem pela qual se etiquetaram os lados do pol´ıgono, etiquetamos cada
diagonal da triangulac¸a˜o ligando dois ve´rtices na˜o adjacentes de dois lados consecutivos
do pol´ıgono. A etiqueta destas diagonais sera´ constitu´ıda pelas etiquetas dos lados
correspondentes, colocadas dentro de pareˆnteses. (No exemplo, a diagonal etiquetada
por (ℓ1ℓ2), obteve-se a partir dos lados ℓ1 e ℓ2, e analogamente para (ℓ3ℓ4) e (ℓ6ℓ7)).
4. Vamos, agora, etiquetar dois tipos de diagonais: i) as diagonais que ligam dois ve´rices
na˜o adjacentes que sa˜o extremos de duas diagonais ja´ etiquetadas; ii) as diagonais
que sa˜o o terceiro lado de um triaˆngulo em que um dos lados e´ um lado do pol´ıgono
e o outro e´ uma diagonal ja´ etiquetado. Para etiquetar estas diagonais escrevem-
se consecutivamente as etiquetas dos dois lados etiquetados do triaˆngulo formado,
mantendo a ordem escolhida inicialmente e colocando-as dentro de pareˆnteses. (No
exemplo temos: i) ((ℓ1ℓ2)(ℓ3ℓ4)); ii) (ℓ5(ℓ6ℓ7)).)
5. Repetir o processo de etiquetagem seguindo o mesmo tipo de procedimento indicado
em 3 e 4: dado um triaˆngulo da triangulac¸a˜o com exatamente dois dos seus lados ja´
etiquetados, o terceiro e´ etiquetado usando as etiquetas desses lados, segundo a ordem
escolhida e colocando as etiquetas dentro de pareˆnteses.
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6. No u´ltimo passo do algoritmo e´ etiquetada a base.
Notas:
1. E´ poss´ıvel ver que o algoritmo descrito permite etiquetar todas as diagonais do pol´ıgono
convexo e tambe´m a sua base, e que o processo e´ determin´ıstico, no sentido em que a
etiqueta de cada diagonal e da sua base dependem apenas da triangulac¸a˜o inicial.
2. O processo descrito no algoritmo e´ revers´ıvel, ou seja, a partir de uma expressa˜o
com n pares de pareˆnteses com (n+1) varia´veis determina-se a respetiva triangulac¸a˜o
do pol´ıgono com (n+2) lados. Comec¸a-se por fixar a base e etiquetar esta com a
expressa˜o dada. A seguir etiquetamos os restantes lados consecutivos do pol´ıgono
com as (n+1) varia´veis presentes na expressa˜o de acordo com a ordem pela qual elas
se apresentam e seguindo a ordem dos ponteiros do relo´gio. De seguida trac¸am-se
as diagonais correspondentes aos agrupamentos de varia´veis consecutivas de acordo
com a ordem inicialmente fixada. Depois trac¸am-se as diagonais correspondentes aos
agrupamentos formados por uma varia´vel e um agrupamento ou um agrupamento e
uma varia´vel ou, ainda, trac¸am-se as diagonais correspondentes a dois agrupamentos
adjacentes, obedecendo sempre a` ordem fixada; e assim sucessivamente ate´ que temos
o pol´ıgono triangulado.
Este algoritmo define assim uma bijec¸a˜o entre o conjunto das triangulac¸o˜es de um
pol´ıgono convexo com (n + 2) lados, fixada a base, e o conjunto de todas as expresso˜es
com pareˆnteses que se podem formar a partir da sequeˆncia x0 · x1 · x2 · . . . · xn de (n + 1)
varia´veis.
Vejamos um caso particular, para n = 3. Como vimos, aquando da determinac¸a˜o
da equac¸a˜o de recorreˆncia que define os nu´meros de Catalan, as 5 possibilidades de in-
serir pareˆnteses no produto x0x1x2x3 sa˜o: (x0((x1x2)x3)), (x0(x1(x2x3))), ((x0(x1x2))x3),
(((x0x1)x2)x3) e ((x0x1)(x2x3)). Na Figura 3.4 esta˜o representadas as 5 maneiras poss´ıveis
de triangular um penta´gono convexo sem que as diagonais se intersetem. Em cada penta´gono
fixa´mos a base AB, em seguida, rotula´mos os 4 lados restantes com os ro´tulos x0, x1, x2, x3.
Consideremos agora o penta´gono superior esquerdo da Figura 3.4. A partir dos ro´tulos
x1 e x2 dos lados do penta´gono rotula´mos a diagonal que une os ve´rtices C e E. Desta
forma a diagonal (x1x2) juntamente com os lados x1 e x2 formam o triaˆngulo superior na
triangulac¸a˜o do penta´gono convexo dado. De seguida, a partir das etiquetas da diagonal
(x1x2) e do lado x3 e´ poss´ıvel etiquetar a diagonal que une os ve´rtice A e C com ((x1x2)x3).
Os lados rotulados por (x1x2), x3 e ((x1x2)x3) formam o triaˆngulo central da triangulac¸a˜o.
Por fim, falta rotular a base do pol´ıgono, o lado de ve´rtices A e B. A base sera´ rotulada por
(x0((x1x2)x3)). Esta e´ uma das cinco formas em que podemos introduzir pareˆnteses a fim
de obter os treˆs produtos necessa´rios para calcular x0x1x2x3. Assim, fizemos corresponder
o penta´gono superior esquerdo da Figura 3.4 a` expressa˜o (x0((x1x2)x3)). Aplicando este
racioc´ınio a`s outras triangulac¸o˜es apresentadas na Figura 3.4 temos uma bijec¸a˜o entre as 5
expresso˜es e as 5 triangulac¸o˜es do penta´gono.
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 Figura 3.4: Triangulac¸o˜es poss´ıveis do penta´gono e as expresso˜es correspondentes.
Vejamos, agora, o processo inverso, ou seja, a partir de uma expressa˜o com n pares de
pareˆnteses com (n + 1) varia´veis determinar a respetiva triangulac¸a˜o do pol´ıgono convexo
com (n + 2) lados. Para tal, consideremos a expressa˜o (x0(x1(x2x3))). Para determinar a
respetiva triangulac¸a˜o do pol´ıgono convexo com 5 lados procede-se do seguinte modo:
1. Desenhar o pol´ıgono com 5 lados.
2. Fixar a base, por exemplo o lado AB do pol´ıgono desenhado no ponto anterior, e
etiquetar esta com a expressa˜o (x0(x1(x2x3))).
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3. Etiquetar os restantes lados consecutivos do pol´ıgono com as 4 varia´veis, x0, x1, x2, x3
presentes na expressa˜o de acordo com a ordem pela qual elas se apresentam e seguindo
a ordem dos ponteiros do relo´gio.
 
4. Trac¸ar a diagonal correspondente ao agrupamento de varia´veis consecutivas, x2 e x3,
de acordo com a ordem inicialmente fixada.
5. Trac¸ar a diagonal correspondente ao agrupamento formado pela varia´vel, x1, e pelo
agrupamento, (x2x3), obedecendo sempre a` ordem fixada.
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Deste modo, dada a expressa˜o (x0(x1(x2x3))) a triangulac¸a˜o do penta´gono obtido no
ponto 5 e´ a respetiva triangulac¸a˜o que lhe corresponde.
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Cap´ıtulo 4
Frisos
4.1 Frisos
Definic¸a˜o 10. Um friso e´ uma sequeˆncia de linhas satisfazendo as seguintes condic¸o˜es:
• As linhas sa˜o infinitas em ambos os sentidos, isto e´, as entradas das linhas esta˜o
indexadas em Z.
• A primeira linha e´ constitu´ıda por 0’s e a segunda linha por 1’s.
• Os nu´meros de duas linhas consecutivas esta˜o dispostos de forma alternada, como na
seguinte figura:
· · · 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · a1 a2 a3 a4 a5 a6 a7
· · · · · · · · · · · · · · · · · · .
• E´ satisfeita a regra do friso: para cada “diamante” do friso
b
a d
c
temos a relac¸a˜o ad− bc = 1.
Observac¸a˜o 4. A regra do friso aplicada ao “diamante”
b
a d
c
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implica que c = ad−1b , desde que b 6= 0. Logo, cada linha e´ determinada pelas duas linhas
anteriores, desde que as entradas dessas linhas sejam na˜o nulas.
Exemplo 35. Vamos determinar linhas do friso tal que a terceira linha e´ dada pela repetic¸a˜o
da sequeˆncia de nu´meros (1, 2, 1, 3, 2).
Apo´s completar a terceira linha do friso e tendo em conta a Observac¸a˜o 4 determinamos
o friso pedido.
· · · 0 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 1 · · ·
· · · 1 2 1 3 2 1 2 1 3
1 1 1 2 5 1 1 1 2 · · ·
· · · 0 0 1 3 2 0 0 1 3
-1 -1 -1 1 1 -1 -1 -1 1 · · ·
· · · x1 x2 -2 0 -1 x3 x4 -2 0
As varia´veis x1, x2, x3 e x4 podem ser substitu´ıdas por quaisquer valores de R. Desta
forma, a mesma sequeˆncia (1, 2, 1, 3, 2) da´ origem a diferentes padro˜es de frisos.
Exemplo 36. Vamos, agora, determinar linhas do friso tal que a terceira linha e´ dada pela
repetic¸a˜o da sequeˆncia de nu´meros (1, 2, 2, 1, 3).
Completando a terceira linha do friso e tendo em conta a Observac¸a˜o 4 obtemos o friso:
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 3 1 2 2 1 3
2 2 1 3 1 2 2 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 0 · · ·
Ao determinar as linhas do friso obtivemos uma linha de 1’s seguida por uma linha de
0’s. Nesta situac¸a˜o consideramos que o friso terminou (ver Definic¸a˜o 11). Por isto e porque
qualquer entrada do friso foi bem determinada dizemos que o friso associado a` sequeˆncia
(1, 2, 2, 1, 3) ficou determinado. E podemos concluir que neste caso o friso foi completamente
determinado pelos nu´meros da terceira linha.
Definic¸a˜o 11. Um friso e´ fechado se for limitado inferiormente por uma linha de 1’s seguida
por uma linha de 0’s.
Definic¸a˜o 12. Um friso fechado diz-se integral se as suas entradas sa˜o inteiros positivos
exceto na primeira e na u´ltima linha, constitu´ıda por 0’s.
Deste modo, que condic¸o˜es devem satisfazer os nu´meros ai’s da terceira linha de um friso
de forma a obtermos um friso fechado? Ou seja , para obtermos um friso do tipo
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· · · 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · a1 a2 a3 a4 a5 a6 a7
· · · · · · · · · · · · · · · · · ·
1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0.
como sera˜o as entradas da terceira linha?
Ao longo deste cap´ıtulo vamos dar a resposta a esta questa˜o. Estes padro˜es de frisos
foram introduzidos por H. S. M. Coxeter (1907-2003), um importante geo´metra do se´c. XX,
em [8].
Exemplo 37. Alguns frisos fechados:
· · · 0 0 0 0 0 0
1 1 1 1 1 1 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 · · ·
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 2 1 2 1 2
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0
· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 4 1 2 2 2 1
1 3 3 1 3 3 1 · · ·
· · · 2 2 2 1 4 1 2
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0 0
· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 · · ·
· · · 1 3 2 2 1 4 2
1 2 5 3 1 3 7 1 · · ·
· · · 1 3 7 1 2 5 3
2 1 4 2 1 3 2 2 · · ·
· · · 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 · · ·
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4.2 Frisos e triangulac¸a˜o de pol´ıgonos
Aqui vamos ver como e´ que os frisos fechados e integrais e as triangulac¸o˜es de pol´ıgonos
convexos esta˜o relacionados. Havera´ alguma correspondeˆncia entre frisos fechados e integrais
e as triangulac¸o˜es de um pol´ıgono convexo, ou seja, podera˜o estes frisos ser contados pelos
nu´meros de Catalan? Como poderemos descobrir os elementos da terceira linha? Estas
questo˜es foram respondidas pelos matema´ticos britaˆnicos J. H. Conway e H. S. M. Coxeter
em [6] e [7].
4.2.1 Frisos e equac¸o˜es de recorreˆncia
Nesta secc¸a˜o consideramos frisos fechados arbitra´rios, cujas entradas na˜o sa˜o necessariamente
inteiras mas sempre na˜o nulas, exceto as linhas de zeros inicial e a final.
Definic¸a˜o 13. Tomando uma entrada da primeira linha de um friso, as entradas que se
obteˆm seguindo a direc¸a˜o sudeste, uma por cada linha do friso, designam-se por diagonal
do friso. Consideremos tambe´m como diagonal as entradas que se obteˆm de forma ana´loga
comec¸ando na u´ltima linha e seguindo a direc¸a˜o nordeste.
Definic¸a˜o 14. A ordem de um friso fechado e´ n se o friso for constitu´ıdo por n+ 1 linhas.
Dado um friso de ordem n, designamos por (ai)i∈Z a terceira linha do friso e denotamos
por (fi)i as entradas da diagonal do friso com i = −1, 0, · · · , n − 1 tal que f−1 = 0, f0 =
1 e f1 = a1 :
0 0 0 0 0 0
1 1 1 1 1 · · ·
a1 a2 a3 a4 a5
f2 g2 h2 i2 · · ·
f3 g3 h3 i3
· · · · · · · · ·
fn−3 gn−3 hn−3 in−3 · · ·
1 1 1 1 · · ·
0 0 0 0 · · · .
Proposic¸a˜o 4.2.1. Os coeficientes (fi)i satisfazem a equac¸a˜o fi = aifi−1 − fi−2, para
1 ≤ i ≤ n− 1.
Demonstrac¸a˜o. Para i = 1 temos a equac¸a˜o f1 = a1f0 − f−1. Como f1 = a1, f0 = 1 e
f−1 = 0, enta˜o, para i = 1, a equac¸a˜o verifica-se. Por induc¸a˜o matema´tica, assumimos que a
equac¸a˜o fi = aifi−1 − fi−2 e´ va´lida para i ≤ k, (e, igualmente para a pro´xima diagonal (gi)i
mas com ı´ndices desviados, ou seja, gk = ak+1gk−1 − gk−2). Pela definic¸a˜o de friso temos
que: fk−1gk−1 − gk−2fk = 1 e fkgk − gk−1fk+1 = 1.
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Ora,
fkgk − gk−1fk+1 = 1
⇔ fk(ak+1gk−1 − gk−2)− gk−1fk+1 = 1 porque gk = ak+1gk−1 − gk−2
⇔ fkak+1gk−1 − fkgk−2 − gk−1fk+1 = 1
⇔ fkak+1gk−1 − fkgk−2 − gk−1fk+1 − fk−1gk−1 + gk−2fk = 0 porque fk−1gk−1 − gk−2fk = 1
⇔ gk−1(fkak+1 − fk+1 − fk−1) = 0
⇔ gk−1 = 0 ∨ fk+1 = ak+1fk − fk−1.
Como as entradas do friso sa˜o na˜o nulas exceto na primeira e na u´ltima linha, vem que:
fk+1 = ak+1fk − fk−1.
Por induc¸a˜o matema´tica sobre i, conclui-se que a equac¸a˜o fi = aifi−1 − fi−2 e´ va´lida para
todo i ≥ 1.
Corola´rio 4.2.2. Cada linha de um friso fechado de ordem n ≥ 4 tem per´ıodo n, ou seja,
ai = ai+n, para todo i ∈ Z, e analogamente para as restantes linhas.
Demonstrac¸a˜o. Pela Proposic¸a˜o 4.2.1, fi = aifi−1 − fi−2. Se tomarmos i = n − 1 vem
fn−1 = an−1fn−2 − fn−3. Como fn−1 = 0 e fn−2 = 1 temos que fn−3 = an−1. De forma
ana´loga, para a diagonal seguinte (gi)i, temos a relac¸a˜o de recorreˆncia gi = ai+1gi−1 − gi−2
e gn−3 = an. Repetindo este racioc´ınio para cada diagonal do friso obtemos que a terceira
linha do friso e´ igual a` antepenu´ltima linha do friso apo´s uma translac¸a˜o horizontal. Se
considerarmos o espac¸amento entre ai e ai+1 igual a uma unidade, enta˜o o comprimento do
vetor associado a` translac¸a˜o e´ n2 unidades. Atendendo a este facto e ao modo como as linhas
sa˜o determinadas pela regra do friso (para cada “diamante” do friso
b
a d
c
temos a relac¸a˜o ad− bc = 1), conclui-se que as outras linhas do friso coincidem duas a duas
por uma reflexa˜o de eixo horizontal apo´s a translac¸a˜o horizontal referida anteriormente,
isto e´, as linhas do friso coincidem duas a duas por uma reflexa˜o deslizante. Enta˜o o friso
fica invariante apo´s a aplicac¸a˜o da referida reflexa˜o deslizante qualquer nu´mero de vezes.
Em particular, aplicando duas vezes a reflexa˜o deslizante obtemos o mesmo friso. Como
o quadrado da reflexa˜o deslizante coincide com uma translac¸a˜o pelo dobro do vetor que a
define, isto e´, por um vetor horizontal de comprimento n, podemos concluir que todas as
linhas do friso sa˜o invariantes para esta translac¸a˜o. Aplicando este resultado a` terceira linha
obtemos a propriedade desejada: ai = ai+n para todo o i ∈ Z.
Observac¸a˜o 5. No resultado anterior, o termo “per´ıodo n” e´ usado no sentido ai = ai+n
para todo o i ∈ Z. Tal na˜o significa que n seja o per´ıodo mı´nimo. Para n = 3 e n = 4 os
frisos teˆm o per´ıodo estritamente menor que n. Podemos ver estes frisos no Exemplo 37:
sa˜o os dois primeiros frisos do exemplo.
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Definic¸a˜o 15. Dado um friso fechado de ordem n cujo per´ıodo e´ n designamos a sequeˆncia
de nu´meros (a1, a2, . . . , an−1, an) que se repete na terceira linha por ciclo. Observe-se que o
ciclo (a1, · · · , an) se identifica com o ciclo (a2, · · · , an, a1), etc.
Exemplo 38. Os ciclos dos frisos de ordem n ≥ 4 do Exemplo 37 sa˜o, respetivamente:
(1, 2), (1, 4, 1, 2, 2, 2), (1, 3, 2, 2, 1, 4, 2).
4.2.2 A terceira linha do friso
Nesta secc¸a˜o vamos retomar a questa˜o: Os nu´meros que escrevemos na terceira linha, os
ai’s, teˆm que satisfazer que condic¸o˜es para que o friso determinado seja fechado? Pelo
Corola´rio 4.2.2, cada linha de um friso fechado e´ perio´dica, enta˜o podemos reformular a
questa˜o: Que tipo de sequeˆncia perio´dica de nu´meros podemos escrever na terceira linha
de um friso de modo que este seja fechado? Como ja´ referimos anteriormente, a resposta,
surpreendentemente simples, foi dada por J. H. Conway e por H. S. M. Coxeter em [6] e [7].
Exemplo 39. Vejamos a seguinte construc¸a˜o: partindo de uma triangulac¸a˜o de um pol´ıgono
convexo com 7 lados constru´ımos um friso.
Consideremos o hepta´gono convexo triangulado da Figura 4.1.
 
Figura 4.1: Hepta´gono triangulado
Para cada ve´rtice do hepta´gono, vi, seja ai o nu´mero de triaˆngulos incidentes nesse
ve´rtice. Enta˜o, a este pol´ıgono convexo triangulado vamos associar o ciclo formado pela
sequeˆncia (a1, · · · , a7): (1, 3, 2, 2, 1, 4, 2). Assim, a terceira linha do friso e´ dada pela re-
petic¸a˜o da sequeˆncia (1, 3, 2, 2, 1, 4, 2). Agora, vamos encontrar as outras linhas do friso
recorrendo a` definic¸a˜o de friso. Deste modo, determinamos um friso fechado e integral, de
ordem 7, correspondente a` triangulac¸a˜o do hepta´gono dada.
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· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 · · ·
· · · 1 3 2 2 1 4 2
1 2 5 3 1 3 7 1 · · ·
· · · 1 3 7 1 2 5 3
2 1 4 2 1 3 2 2 · · ·
· · · 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 · · ·
Figura 4.2: Friso associado a` triangulac¸a˜o do hepta´gono da Figura 4.1
Descric¸a˜o geral do processo de associac¸a˜o de um friso a uma triangulac¸a˜o de um pol´ıgono.
Dado um pol´ıgono convexo triangulado com n lados, como proceder para determinar o
friso fechado e integral correspondente de ordem n?
Algoritmo 2.
1. Etiquetar cada ve´rtice de acordo com o nu´mero de triaˆngulos incidentes em cada um
deles. Considerar o correspondente ciclo de comprimento n, obtido das etiquetas dos
ve´rtices na ordem dada pelo sentido dos ponteiros do relo´gio.
2. Escrever uma linha de 0’s, seguida de uma linha de 1’s.
3. Escrever a terceira linha repetindo o ciclo encontrado em 1.
4. As outras linhas sa˜o obtidas de acordo com a regra do friso, incluindo a n-e´sima linha
que consistira´ inteiramente em 1’s e a (n+1)-e´sima linha que consistira´ inteiramente
de 0’s.
Observac¸a˜o 6. Ao longo desta secc¸a˜o veremos que o ponto 4 do Algoritmo 2 e´ sempre
verificado. Veremos que tal acontece na demonstrac¸a˜o do ponto 1 do Teorema 4.2.3.
Pretendemos provar o Teorema de Conway-Coxeter (ver em [6] e [7]):
Teorema 4.2.3 (Teorema de Conway-Coxeter).
1. O friso associado a uma triangulac¸a˜o de um pol´ıgono convexo com n lados e´ um friso
fechado e integral de ordem n.
2. Qualquer friso fechado e integral de ordem n corresponde exatamente a uma trian-
gulac¸a˜o de um pol´ıgono convexo com n lados, pelo processo descrito no Algoritmo 3
(que sera´ enunciado ao longo desta secc¸a˜o).
Observac¸a˜o 7. Dado um friso fechado e integral em que para ale´m das linhas fronteiras de
0’s e 1’s apenas conhecemos uma diagonal, e´ poss´ıvel completa´-lo. Neste caso, completamos
o friso encontrando as diagonais: diagonal a diagonal. Para determinar a pro´xima diagonal,
basta recorrer a` equac¸a˜o d = bc+1a onde a, b, c, d sa˜o entradas do friso dispostos na forma de
“diamante”
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b
a d.
c
Os elementos da diagonal determinam-se, comec¸ando pelo topo.
Exemplo 40. Consideremos o seguinte friso, onde para ale´m das linhas fronteiras tambe´m
e´ dada uma das diagonais:
· · · 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 · · ·
· · · 1
2 · · ·
· · · 3
4 · · ·
· · · 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 · · ·
Pretende-se completar o friso. De acordo com a Observac¸a˜o 7, comec¸a-se por determinar
a diagonal seguinte e obtemos:
· · · 0 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 · · ·
· · · 1 3
2 5 · · ·
· · · 3 7
4 2 · · ·
· · · 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 · · ·
Repetindo o processo anterior obtemos o friso:
· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 1 · · ·
· · · 1 3 2 2 1 4 2
1 2 5 3 1 3 7 1 · · ·
· · · 1 3 7 1 2 5 3
2 1 4 2 1 3 2 2 · · ·
· · · 1 1 1 1 1 1 1
0 0 0 0 0 0 0 0 · · ·
Lema 4.2.4. Cada ciclo de um friso fechado e integral de ordem n tem, pelo menos, um 1.
Demonstrac¸a˜o. Suponhamos que toda a entrada da terceira linha (ai)i∈Z do friso fechado e
integral e´ diferente de 1. Enta˜o como se trata de um friso integral temos que ai ≥ 2, para
todo i ∈ Z.
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Consideremos a diagonal (fi)i tal que f−1 = 0, f0 = 1, e f1 = a1 ≥ 2. Como ai+1 ≥ 2
temos, pela Proposic¸a˜o 4.2.1, que:
fi+1 = ai+1fi − fi−1 ≥ 2fi − fi−1,
para 0 ≤ i ≤ n− 1.
Donde,
fi+1 − fi ≥ fi − fi−1.
E, assim, fi+1 − fi ≥ fi − fi−1 ≥ · · · ≥ f1 − f0 = a1 − 1 ≥ 0. Consequentemente,
fi+1 − fi ≥ 0, ou seja, fi+1 ≥ fi. Temos, enta˜o, que a sequeˆncia (fi)i e´ crescente. Como o
friso e´ fechado, temos que fn−2 = 1 e fn−1 = 0, o que na˜o satisfaz a condic¸a˜o fi+1 ≥ fi.
Temos enta˜o uma contradic¸a˜o! Portanto, cada ciclo de um friso fechado e integral de ordem
n tem, pelo menos, um 1.
Lema 4.2.5. Seja F um friso fechado e integral de ordem n tal que
(a1, . . . , aj−1, aj , aj+1, aj+2, . . . , an)
e´ o ciclo do friso F. Se alterarmos este ciclo para o ciclo
(a1, . . . , aj−1, aj + 1, 1, aj+1 + 1, aj+2, . . . , an)
obtemos um friso fechado e integral de ordem n+ 1, para todo 1 ≤ j ≤ n.
Demonstrac¸a˜o. Seja F um friso fechado e integral de ordem n com o ciclo
(a1, · · · , aj−1, aj , aj+1, aj+2, · · · , an).
Consideremos a diagonal, (fi), do friso F com f1 = a1:
(0, 1, f1, f2, · · · , fj−2, fj−1, fj , fj+1, · · · , fn−3, 1, 0).
Pela Proposic¸a˜o 4.2.1 temos que fi = aifi−1 − fi−2, enta˜o
aj =
fj + fj−2
fj−1
, 1 ≤ j ≤ n− 1
e
aj+1 =
fj+1 + fj−1
fj
, 0 ≤ j ≤ n− 2.
Uma vez que um friso fica determinado por uma das suas diagonais, (ver Observac¸a˜o 7),
se substituirmos a diagonal
(0, 1, f1, f2, · · · , fj−2, fj−1, fj , fj+1 · · · fn−3 1, 0)
por
(0, 1, f1, f2, · · · , fj−2, fj−1, fj−1 + fj , fj , fj+1 · · · fn−3 1, 0)
qual sera´ a ordem do novo friso? Como sera´ o ciclo do novo friso?
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Os elementos do novo ciclo sa˜o iguais aos elementos do ciclo do friso F do ı´ndice 1 ao ı´ndice
j − 1, pois ate´ esse ı´ndice as duas diagonais na˜o sofrem alterac¸o˜es e eles sa˜o determinados
por fi = aifi−1 − fi−2.
Os elementos, do novo ciclo, cujos ı´ndices sa˜o j, j + 1, j + 2 sa˜o, respetivamente:
(fj−1 + fj) + fj−2
fj−1
=
(fj + fj−2) + fj−1
fj−1
= aj + 1,
fj + fj−1
fj−1 + fj
= 1
e
fj+1 + (fj−1 + fj)
fj
=
(fj+1 + fj−1) + fj
fj
= aj+1 + 1.
A partir do ı´ndice j + 3 (inclusive), cada elemento do novo ciclo de ı´ndice k ≥ j + 3 e´
igual ao elemento do ciclo do friso F de ı´ndice k − 1.
Deste modo, o novo ciclo e´
(a1, . . . , aj−1, aj + 1, 1, aj+1 + 1, aj+2, . . . , an).
Ale´m disso, toda a diagonal do novo friso tem mais um elemento que a original. Portanto,
ao fazer-se a substituic¸a˜o de
(a1, . . . , aj−1, aj , aj+1, aj+2, . . . , an)
por
(a1, . . . , aj−1, aj + 1, 1, aj+1 + 1, aj+2, . . . , an).
obtemos um friso fechado de ordem n+ 1.
Ale´m disso este friso e´ integral porque o novo ciclo e´ formado por inteiros positivos e
a relac¸a˜o de recorreˆncia das diagonais garante que todas as entradas de uma diagonal sa˜o
inteiras. Finalmente, a regra do friso garante que sa˜o positivos exceto na primeira e na
u´ltima linha.
Observac¸a˜o 8. Vejamos o rec´ıproco: seja (a1, a2, . . . an, an+1) o ciclo de um friso
fechado e integral de ordem n+1, (n > 2). Pelo Lema 4.2.4 existe j ∈ {1, . . . , n+1} tal que
aj = 1. Enta˜o
(a1, a2, . . . , aj−1, 1, aj+1, . . . , an, an+1)
e´ o ciclo do friso fechado e integral de ordem n+1. Por outro lado, como 1 ocorre na terceira
linha do friso de ordem n+ 1 (n > 2), enta˜o pela definic¸a˜o de friso, ambos os vizinhos de 1
sa˜o maiores que 1 (pois, se tal na˜o fosse, ter´ıamos, pelo menos, uma entrada do friso nula
na quarta linha, o que na˜o pode acontecer pois estamos a trabalhar com frisos integrais).
Enta˜o podemos substituir
(a1, a2, . . . , aj−1, 1, aj+1, . . . , an, an+1)
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por
(a1, a2, . . . , aj−1 − 1, aj+1 − 1, . . . , an, an+1)
e obtemos um novo friso. Temos que fj = ajfj−1 − fj−2, logo fj−1 = fj−2 + fj. Pelo
argumento do Lema 4.2.5, este novo friso e´ fechado e integral, de ordem n.
Deste modo, podemos obter qualquer friso fechado e integral de ordem n+ 1 a partir de
um friso fechado e integral de ordem n pelo processo descrito no Lema 4.2.5.
No exemplo seguinte vamos ver um caso particular do Lema 4.2.5.
Exemplo 41. Consideremos o seguinte friso fechado e integral de ordem 6, cujo ciclo e´
(1, 4, 1, 2, 2, 2):
· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 4 1 2 2 2 1
1 3 3 1 3 3 1 · · ·
· · · 2 2 2 1 4 1 2
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0 0 .
Se alterarmos o ciclo deste friso para (1, 4, 1+1, 1, 2+1, 2, 2), ou seja, para (1, 4, 2, 1, 3, 2, 2)
obtemos o friso seguinte, de ordem 7:
· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 4 2 1 3 2 2
1 3 7 1 2 5 3 · · ·
· · · 2 5 3 1 3 7 1
1 3 2 2 1 4 2 · · ·
· · · 1 1 1 1 1 1 1
0 0 0 0 0 0 0 · · · .
Vejamos o seguinte: Aplicando o Lema 4.2.5 ao ciclo (1, 1, 1) obtemos, por exemplo,
o ciclo (1, 2, 1, 2), seguidamente, se aplicarmos ao ciclo (1, 2, 1, 2) obtemos, por exemplo, o
ciclo (1, 3, 1, 2, 2) e se aplicarmos ao ciclo (1, 3, 1, 2, 2) podemos obter os ciclos (1, 4, 1, 2, 2, 2),
(1, 3, 2, 1, 3, 2), (1, 3, 1, 3, 1, 3) e (2, 3, 1, 2, 3, 1). Note-se que pelo Lema 4.2.5 os ciclos (1, 1, 1),
(1, 2, 1, 2), (1, 3, 1, 2, 2) e (1, 4, 1, 2, 2, 2) sa˜o ciclos de frisos fechados e integrais, respetiva-
mente, de ordem 3, 4, 5 e 6, e ja´ foram vistos anteriormente. Relativamente aos ciclos
(1, 3, 2, 1, 3, 2), (1, 3, 1, 3, 1, 3) e (2, 3, 1, 2, 3, 1) podemos ver, de seguida, os frisos fechados e
integrais de ordem 6 que lhes correspondem:
· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 3 2 1 3 2 1
1 2 5 1 2 5 1 · · ·
· · · 1 3 2 1 3 2 1
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0 0 .
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· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 3 1 3 1 3 1 3
2 2 2 2 2 2 2 · · ·
· · · 1 3 1 3 1 3 1
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0 0 .
· · · 0 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 2 3 1 2 3 1 2
1 5 2 1 5 2 1 · · ·
· · · 2 3 1 2 3 1 2
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0 0 .
Havera´ alguma outra relac¸a˜o entre estes ciclos?
Podemos ver estes ciclos associados a triangulac¸o˜es de pol´ıgonos convexos por interme´dio
da sequeˆncia de nu´mero de triaˆngulos incidentes em cada ve´rtice, como no Exemplo 39.
Como podemos ver na Figura 4.3 temos que:
• o ciclo (1, 1, 1) e´ a sequeˆncia associada ao triaˆngulo;
• o ciclo (1, 2, 1, 2) e´ a sequeˆncia associada a um quadrila´tero triangulado;
• o ciclo (1, 3, 1, 2, 2) e´ a sequeˆncia associada a um penta´gono triangulado;
• os ciclos (1, 4, 1, 2, 2, 2), (2, 3, 1, 2, 3, 1), (1, 3, 2, 1, 3, 2) e (1, 3, 1, 3, 1, 3) sa˜o as sequeˆncias
associadas a`s 4 triangulac¸o˜es de um hexa´gono (convexo).
 
Figura 4.3: Triangulac¸o˜es de pol´ıgonos
Definic¸a˜o 16. Dado um pol´ıgono convexo triangulado, um ve´rtice do pol´ıgono e´ designado
por ve´rtice exterior se o nu´mero de triaˆngulos incidentes nesse ve´rtice for exatamente 1.
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Lema 4.2.6. Toda a triangulac¸a˜o de um pol´ıgono convexo com n lados admite, pelo menos,
dois ve´rtices exteriores.
Demonstrac¸a˜o. Provemos este resultado por induc¸a˜o matema´tica sobre n. Para n = 3, a
afirmac¸a˜o e´ verdadeira. Pois temos um triaˆngulo e a sequeˆncia do nu´mero de triaˆngulos
incidentes em cada ve´rtice do triaˆngulo e´ (1, 1, 1). Logo, todos os ve´rtices do triaˆngulo
sa˜o ve´rtices exteriores. Consideremos um pol´ıgono convexo triangulado com n lados, P.
Ao escolhermos uma diagonal AB (arbitra´ria) esta diagonal divide o pol´ıgono P em dois
pol´ıgonos convexos triangulados P ’ e P” e o nu´mero de lados destes pol´ıgonos e´ menor que
n (ver Figura 4.4). Note-se que o pol´ıgono P resulta da junc¸a˜o dos pol´ıgonos P ’ e P”.
Figura 4.4: Pol´ıgono dividido por uma diagonal.
Podemos assumir, por hipo´tese de induc¸a˜o, que cada pol´ıgono convexo triangulado, P ’ e
P” admite dois ve´rtices exteriores. Para cada um dos pol´ıgonos, P ’ e P”, temos dois casos
a considerar. Consideremos o pol´ıgono P ’.
1. Analisemos o caso em que, pelo menos, um dos ve´rtices, A ou B, na˜o e´ um ve´rtice
exterior de P ’. Enta˜o, neste caso, pelo menos, um dos ve´rtices exteriores de P ’ tambe´m
e´ ve´rtice exterior de P , apo´s a junc¸a˜o dos pol´ıgonos P ’ e P”.
2. Analisemos, agora, o caso em que ambos os ve´rtices A e B sa˜o ve´rtices exteriores de P ’.
Neste caso, o pol´ıgono P ’ e´ um triaˆngulo em que os ve´rtices A e B sa˜o consecutivos.
Assim, o terceiro ve´rtice deste triaˆngulo e´ ve´rtice exterior de P , apo´s a junc¸a˜o dos
pol´ıgonos P ’ e P”.
Assim, em cada caso, o pol´ıgono convexo P ’ conte´m, pelo menos, um ve´rtice exterior de
P. Como, relativamente, ao pol´ıgono P” temos exatamente estes dois casos e como o pol´ıgono
P resulta da junc¸a˜o dos pol´ıgonos P ’ e P” (esta junc¸a˜o resultara´ sempre de uma das quatro
situac¸o˜es diferentes: o pol´ıgono P ’ no caso 1 com o pol´ıgono P” no caso 1; o pol´ıgono P ’
no caso 1 com o pol´ıgono P” no caso 2; o pol´ıgono P ’ no caso 2 com o pol´ıgono P” no caso
1; o pol´ıgono P ’ no caso 2 com o pol´ıgono P” no caso 2 ), enta˜o, podemos concluir que o
pol´ıgono P tem, pelo menos dois ve´rtices exteriores.
Portanto, por induc¸a˜o toda a triangulac¸a˜o de um pol´ıgono convexo admite, pelo menos,
dois ve´rtices exteriores.
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Dado uma triangulac¸a˜o, T , de um pol´ıgono convexo com n lados, P , podemos obter
uma triangulac¸a˜o de um pol´ıgono convexo com n+ 1 lados, P ’, escolhendo um dos lados do
pol´ıgono P e acrescentando ao lado escolhido um triaˆngulo.
Vejamos, enta˜o, como proceder para determinar uma triangulac¸a˜o de um pol´ıgono con-
vexo com n+ 1 lados a partir de uma triangulac¸a˜o de um pol´ıgono convexo com n lados.
Seja P o pol´ıgono triangulado com n lados cujos ve´rtices sa˜o etiquetados de acordo com
o nu´mero de triaˆngulos incidentes em cada ve´rtice. Fixado um ve´rtice, escolhemos o sentido
pelo qual queremos organizar as etiquetas dos ve´rtices (sentido dos ponteiros do relo´gio ou
sentido contra´rio aos ponteiros do relo´gio). Assim, escolhido o sentido e respeitando a ordem
dos ve´rtices, temos a sequeˆncia do nu´mero de triaˆngulos incidentes em cada ve´rtice. Seja
(a1, a2, · · · ai, ai+1, · · · , an−1, an) tal sequeˆncia. Se colarmos um triaˆngulo a um lado desta
triangulac¸a˜o do pol´ıgono P , por exemplo, ao lado cujos ve´rtices esta˜o etiquetados por ai e
ai+1, ficamos com um pol´ıgono triangulado com (n+1) lados em que a sequeˆncia de ve´rtices
etiquetados do novo pol´ıgono e´ (a1, a2, · · · , ai + 1, 1, ai+1 + 1, · · · , an−1, an). De facto, as
etiquetas dos ve´rtices do triaˆngulo adicionado ao pol´ıgono P sa˜o ai+1, 1 e ai+1+1, onde as
extremidades do lado que o triaˆngulo foi colado sa˜o etiquetadas por ai + 1, ai+1 + 1 e entre
elas temos 1, que e´ o ve´rtice adicional pertencente ao triaˆngulo que foi acrescentado.
Exemplo 42. Vejamos um caso particular: consideremos a seguinte triangulac¸a˜o do hepta´gono
com os ve´rtices etiquetados de acordo com o nu´mero de triaˆngulos incidentes em cada ve´rtice:
 
Figura 4.5: Hepta´gono triangulado
A sequeˆncia de ve´rtices etiquetados deste hepta´gono convexo triangulado e´ (1, 3, 2, 2, 1, 4, 2).
Vamos adicionar um triaˆngulo ao hepta´gono, colando um lado do triaˆngulo no lado do
hepta´gono cujas extremidades esta˜o etiquetadas por 1 e 4. Apo´s a junc¸a˜o do novo triaˆngulo a`
triangulac¸a˜o do hepta´gono redesenhamos, se necessa´rio, o novo pol´ıgono de modo a obtermos
um pol´ıgono convexo. E, assim, obtemos uma triangulac¸a˜o de um pol´ıgono convexo com 8
lados, cuja sequeˆncia de ve´rtices etiquetados e´ (1, 3, 2, 2, 2, 1, 5, 2):
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 Figura 4.6: Octo´gono triangulado
Dado uma triangulac¸a˜o, T , de um pol´ıgono convexo com n+ 1 lados, P , podemos obter
uma triangulac¸a˜o de um pol´ıgono convexo com n lados, P ’.
Vejamos, de seguida, o processo pelo qual uma triangulac¸a˜o de um pol´ıgono convexo com
n lados se obte´m a partir de uma triangulac¸a˜o de um pol´ıgono (n+ 1) lados.
Seja P o pol´ıgono triangulado com (n+1) lados, com n ≥ 3, cujos ve´rtices sa˜o etiquetados
de acordo com o nu´mero de triaˆngulos incidentes em cada ve´rtice de P. Seja (a1, · · · , an+1)
a sequeˆncia do nu´mero de triaˆngulos incidentes em cada ve´rtice de P. Pelo Lema 4.2.6
existe algum j ∈ {1, · · · , n + 1} tal que aj = 1, enta˜o a sequeˆncia do nu´mero de triaˆngulos
incidentes em cada ve´rtice de P e´ da forma (a1, · · · , aj−1, 1, aj+1, · · · , an+1). Removendo
o ve´rtice etiquetado com 1 e as arestas que ligam a esse ve´rtice, obtemos um pol´ıgono
triangulado com n lados em que a sequeˆncia do nu´mero de triaˆngulos incidentes em cada
ve´rtice do novo pol´ıgono e´ da forma (a1, · · · , aj−1 − 1, aj+1 − 1, · · · , an+1).
Exemplo 43. Consideremos a seguinte triangulac¸a˜o do octo´gono convexo cuja sequeˆncia do
nu´mero de triaˆngulos incidentes em cada ve´rtice e´: (1, 3, 2, 2, 2, 1, 5, 2).
 
Figura 4.7: Octo´gono triangulado
Se eliminarmos o ve´rtice superior do octo´gono convexo etiquetado com 1 e as arestas
ligadas a este ve´rtice, como podemos ver assinalado a vermelho, na Figura 4.8,
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Figura 4.8: Octo´gono triangulado
obtemos, assim, a triangulac¸a˜o do hepta´gono convexo cuja sequeˆncia do nu´mero de triaˆngulos
incidentes em cada ve´rtice e´ (1, 3, 2, 2, 1, 4, 2).
 
Figura 4.9: Hepta´gono triangulado
Note-se que as sequeˆncias do nu´mero de triaˆngulos incidentes em cada ve´rtice trabalhadas
no Exemplo 42 esta˜o relacionadas entre si, tal como no Exemplo 43. De facto, no Exemplo
42 temos
(1, 3, 2, 2, 1, 4, 2) −→ (1, 3, 2, 2, 1 + 1, 1, 4 + 1, 2)
e, no Exemplo 43 temos
(1, 3, 2, 2, 2, 1, 5, 2) −→ (1, 3, 2, 2, 2− 1, 5− 1, 2).
Generalizando: Consideremos as triangulac¸o˜es dos pol´ıgonos convexos, P e P ’, respeti-
vamente, com n e (n+1) lados. Se a triangulac¸a˜o do pol´ıgono convexo P ’ foi obtida a partir
da triangulac¸a˜o do pol´ıgono convexo P enta˜o temos a relac¸a˜o
(a1, a2, · · · ai, ai+1, · · · , an−1, an) −→ (a1, a2, · · · , ai + 1, 1, ai+1 + 1, · · · , an−1, an)
entre as sequeˆncias do nu´mero de triaˆngulos incidentes em cada ve´rtice de P e de P ’,
respetivamente.
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Se a triangulac¸a˜o do pol´ıgono convexo P foi obtida a partir da triangulac¸a˜o do pol´ıgono
convexo P ’ enta˜o temos a relac¸a˜o
(a1, a2, · · · ai+1, 1, ai+1+1, · · · , an−1, an) −→ (a1, a2, · · · , ai+1−1, ai+1+1−1, · · · , an−1, an)
entre as sequeˆncias do nu´mero de triaˆngulos incidentes em cada ve´rtice de P ’ e de P ,
respetivamente.
Proposic¸a˜o 4.2.7. Dado um friso fechado e integral de ordem n ≥ 3, existe uma trian-
gulac¸a˜o de um pol´ıgono convexo com n lados tal que o ciclo deste friso e´ a sequeˆncia dos
ve´rtices etiquetados de acordo com o nu´mero de triaˆngulos incidentes em cada ve´rtice. Tal
triangulac¸a˜o e´ u´nica, a menos da escolha do ve´rtice inicial escolhido.
Demonstrac¸a˜o. Provemos este resultado por induc¸a˜o matema´tica sobre n. Seja F um friso
fechado e integral de ordem n. Para n = 3, o ciclo do friso e´ (1, 1, 1) e a sequeˆncia dos
ve´rtices etiquetados do triaˆngulo e´ (1, 1, 1). Portanto, a afirmac¸a˜o verifica-se para n = 3.
Suponhamos, por induc¸a˜o matema´tica, que para qualquer friso fechado e integral de ordem n
existe um pol´ıgono convexo triangulado com n lados tal que o ciclo deste friso e´ a sequeˆncia
dos ve´rtices etiquetados de acordo com o nu´mero de triaˆngulos incidentes em cada ve´rtice
e que esta sequeˆncia determina a triangulac¸a˜o (a menos da escolha do ve´rtice inicial). Seja
(a1, a2, · · · , an, an+1) o ciclo de um friso fechado e integral de ordem n+ 1. Pelo Lema 4.2.4
este ciclo tem, pelo menos, um 1. Enta˜o, para algum j ∈ {1, · · · , n+1}, aj = 1. Temos, enta˜o,
que (a1, a2, · · · , aj−1, 1, aj+1, · · · , an, an+1) e´ o ciclo do friso fechado e integral de ordem n+1.
Pela Observac¸a˜o 8, (a1, a2, · · · , aj−1−1, aj+1−1, · · · , an, an+1) e´ o ciclo de um friso fechado e
integral de ordem n. Por induc¸a˜o matema´tica, este ciclo de ordem n e´ a sequeˆncia dos ve´rtices
etiquetados de acordo com o nu´mero de triaˆngulos incidentes em cada ve´rtice de um pol´ıgono
convexo com n lados triangulado. De acordo com o processo descrito, anteriormente, relativo
a` obtenc¸a˜o de uma triangulac¸a˜o de um pol´ıgono convexo com n + 1 lados a partir de uma
triangulac¸a˜o de um pol´ıgono convexo com n lados, escolhendo os ve´rtices correspondentes a`s
etiquetas, aj−1 − 1 e aj+1 − 1, para colar o lado do triaˆngulo, temos que (a1, a2, · · · , aj−1 −
1 + 1, 1, aj+1 − 1 + 1, · · · , an, an+1) e´ a nova sequeˆncia associada a` triangulac¸a˜o, ou seja,
(a1, a2, · · · , aj−1, 1, aj+1, · · · , an, an+1) e´ a sequeˆncia dos ve´rtices etiquetados de acordo com
o nu´mero de triaˆngulos incidentes em cada ve´rtice de um pol´ıgono convexo com (n+1) lados
triangulado. Ale´m disso, se houvesse duas triaˆngulac¸o˜es diferentes associados a` sequeˆncia
(a1, · · · , aj−1, 1, aj+1, · · · , an+1), apo´s eliminac¸a˜o do triaˆngulo exterior do ve´rtice de ordem
j obter´ıamos duas triangulac¸o˜es diferentes associadas a` sequeˆncia (a1, · · · , aj−1 − 1, aj+1 −
1, · · · , an+1) contradizendo a hipo´tese de induc¸a˜o. Por induc¸a˜o matema´tica, fica provado que
dado um friso fechado e integral de ordem n ≥ 3, existe uma triangulac¸a˜o de um pol´ıgono
convexo com n lados tal que o ciclo deste friso e´ a sequeˆncia dos ve´rtices etiquetados de acordo
com o nu´mero de triaˆngulos incidentes em cada ve´rtice e prova´mos que tal triangulac¸a˜o e´
u´nica.
Dado um friso fechado e integral de ordem n procede-se do seguinte modo para determinar
a correspondente triangulac¸a˜o de um pol´ıgono convexo com n lados.
Algoritmo 3.
1. Identificar o ciclo do friso, de comprimento n.
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2. Desenhar um pol´ıgono convexo de n lados.
3. Fixar um ve´rtice, etiquetar esse ve´rtice com o primeiro elemento do ciclo encontrado
em 1.
4. Etiquetar os outros ve´rtices no sentido dos ponteiros do relo´gio respeitando a ordem do
ciclo.
5. Triangular o pol´ıgono de acordo com as etiquetas dos ve´rtices. Este processo e´ poss´ıvel
e determin´ıstico pela Proposic¸a˜o 4.2.7.
Estamos prontos para demonstrar o Teorema de Conway-Coxeter (Teorema 4.2.3):
1. O friso associado a uma triangulac¸a˜o de um pol´ıgono convexo com n lados e´ um friso
fechado e integral de ordem n.
2. Qualquer friso fechado e integral de ordem n corresponde exatamente a uma trian-
gulac¸a˜o de um pol´ıgono convexo com n lados, pelo processo descrito no Algoritmo
3.
Demonstrac¸a˜o. Usamos induc¸a˜o matema´tica sobre n.
Para n = 3 temos um u´nico friso fechado e integral de ordem 3 e uma u´nica triangulac¸a˜o
do triaˆngulo que se correspondem pelos algoritmos descritos.
Provar 1: Seja n ≥ 3 e, suponhamos por hipo´tese de induc¸a˜o que o friso associado a
qualquer triangulac¸a˜o de um pol´ıgono convexo com n lados e´ um friso fechado e integral
de ordem n pelo me´todo descrito no Algoritmo 2. Consideremos, agora, uma triangulac¸a˜o
de um pol´ıgono convexo com (n + 1) lados, P . Seja (a1, · · · , an+1) a sequeˆncia do nu´mero
de triaˆngulos incidentes em cada ve´rtice de P. Enta˜o pelo Lema 4.2.6 existe algum j ∈
{1, · · · , n + 1} tal que aj = 1. Se removermos este ve´rtice etiquetado com 1 e as arestas
ligadas a este ve´rtice temos uma triangulac¸a˜o de um pol´ıgono convexo com n lados, P ’,
cuja sequeˆncia do nu´mero de triaˆngulos incidentes em cada ve´rtice de P ’ e´ (a1, · · · , aj−1 −
1, aj+1 − 1, · · · , an+1). Por hipo´tese de induc¸a˜o o friso associado a` triangulac¸a˜o do pol´ıgono
convexo, P ’ e´ um friso fechado e integral de ordem n. Pelo Lema 4.2.5 o friso original, com
sequeˆncia (a1, · · · , aj−1, 1, aj+1, · · · , an+1) e´ fechado e integral de ordem (n+ 1).
Provar 2: Pela Proposic¸a˜o 4.2.7, qualquer friso fechado e integral de ordem n corresponde
exatamente a uma triangulac¸a˜o de um pol´ıgono convexo com n lados.
Portanto, o teorema fica demonstrado por induc¸a˜o.
Quantos frisos fechados e integrais de ordem n existem? Vamos responder a esta questa˜o
fixando uma posic¸a˜o no friso, isto e´, distinguindo o friso de ciclo (a1, · · · , an) do friso de ciclo
(a2, · · · , an, a1) se as sequeˆncias ordenadas (a1, · · · , an) e (a2, · · · , an, a1) forem distintas.
Pelo Teorema 4.2.2 existe uma correspondeˆncia biun´ıvoca entre triangulac¸o˜es de pol´ıgonos
convexos com n lados e frisos fechados e integrais de ordem n. Vejamos tal correspondeˆncia
para n = 3, 4 e 5.
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Para n=3:
 
←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 · · ·
Para n=4:
←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 2 1 2 1 2
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0
←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 2 1 2 1 2 1
1 1 1 1 1 1 1 · · ·
· · · 0 0 0 0 0 0
Para n=5:
←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 3 1 2 2 1 3
2 2 1 3 1 2 2 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 0 · · ·
←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 2 2 1 3 1 2
1 3 1 2 2 1 3 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 0 · · ·
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 ←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 2 1 3 1 2 2
3 1 2 2 1 3 1 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 0 · · ·
←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 2 2 1 3 1
2 1 3 1 2 2 1 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 0 · · ·
←→
· · · 0 0 0 0 0 0
1 1 1 1 1 1 1 · · ·
· · · 1 3 1 2 2 1
1 2 2 1 3 1 2 · · ·
· · · 1 1 1 1 1 1
0 0 0 0 0 0 0 · · ·
Em geral, ao distinguirmos o friso de ciclo (a1, · · · , an) do friso de ciclo (a2, · · · , an, a1)
se (a1, · · · , an) 6= (a2, · · · , an, a1), o Teorema de Conway - Coxeter estabelece uma corres-
pondeˆncia biun´ıvoca entre frisos fechados e integrais de ordem n e triangulac¸o˜es de um
pol´ıgono convexo com n lados, fixada uma base (determinada pelo ve´rtice do pol´ıgono onde
se inicia a sequeˆncia do ciclo e pelo ve´rtice seguinte segundo o sentido dos ponteiros do
relo´gio). Logo, podemos concluir que estes frisos sa˜o contados pelos nu´meros de Catalan, ou
seja, o nu´mero de frisos fechados e integrais de ordem n e´ dado por
Cn−2 =
1
n− 1 ·
(
2n− 4
n− 2
)
, para n ≥ 3.
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Cap´ıtulo 5
Conclusa˜o
O que me levou a abrac¸ar este projeto foi sobretudo a valorizac¸a˜o pessoal e profissional que
ele possibilita. Pretendia estudar, aprender, aprofundar e expandir os meus conhecimentos
e vi neste projeto uma oportunidade para tal. Sendo o professor um ator indispensa´vel
no processo ensino-aprendizagem, a formac¸a˜o deste e´ algo que na˜o devemos descurar, pois,
cada vez mais, deparamos com uma sociedade e uma escola exigente. Eu, como professora de
matema´tica do 3o ciclo do ensino ba´sico e do secunda´rio vi neste projeto uma oportunidade
que seguia neste sentido.
No desenvolvimento da tese trabalhei com sucesso˜es: sucesso˜es representadas por uma
expressa˜o polinomial e sucesso˜es que na˜o sa˜o representadas por uma expressa˜o polinomial.
Ao desenvolver este trabalho, para ale´m, de me possibilitar a aquisic¸a˜o de um conheci-
mento espec´ıfico relativamente aos temas abordados permitiu desenvolver a capacidade de
pesquisa e de ana´lise; permitiu conhecer o trabalho de matema´ticos ate´ enta˜o desconhecidos;
e tomar conscieˆncia que ha´ sempre diferentes formas de abordar um mesmo assunto.
Ao longo da pesquisa efetuada para este trabalho deparei-me com assuntos/resultados de
grande interesse e motivac¸a˜o para mim, no entanto, na˜o foram explorados no desenvolvimento
da tese pois e´ imposs´ıvel tratar de todos eles. Deste modo, deixo aqui alguns resultados que
julgo interessantes e pertinentes.
Os matema´ticos J. W. Moon e Leo Moser sa˜o os autores da expressa˜o que permite
calcular o nu´mero de triangulac¸o˜es de um pol´ıgono convexo com n lados. Para este ca´lculo
as triangulac¸o˜es que diferem somente por uma rotac¸a˜o, reflexa˜o ou ambas na˜o sa˜o consi-
deradas distintas. Por exemplo, as 5 triangulac¸o˜es poss´ıveis do penta´gono convexo, para
esta contagem na˜o sa˜o consideradas distintas, porque elas diferem apenas por uma rotac¸a˜o.
Enta˜o, de acordo com esta expressa˜o existe apenas uma triangulac¸a˜o do penta´gono convexo.
A expressa˜o que possibilita tal contagem e a respetiva prova pode ser consultada em [21]
Conway e Coxeter descobriram que a triangulac¸a˜o de um pol´ıgono convexo proporciona
na˜o so´ a terceira fila do friso fechado e integral correspondente mas tambe´m as diagonais
do friso fechado e integral correspondente (a diagonal do friso determinada ira´ depender do
ve´rtice inicialmente escolhido para iniciar o processo). Para tal, recorre-se ao algoritmo:
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1. Escolher qualquer ve´rtice e etiqueta´-lo com 0.
2. Etiquetar todos os ve´rtices que sa˜o adjacentes ao ve´rtice com a etiqueta 0, com 1.
3. De seguida, sempre que se tem um triaˆngulo com dois ve´rtices etiquetados por b e c, a
etiqueta do terceiro ve´rtice e´ obtida pela soma dos outros, ou seja, sera´ b+ c.
4. Repetir o passo anterior ate´ ter-se todos os ve´rtices etiquetados.
No caso da triangulac¸a˜o do hepta´gono convexo (ver Figura 5.1), se o ve´rtice escolhido
inicialmente e etiquetado com 0 for o ve´rtice superior do pol´ıgono obtemos a triangulac¸a˜o
do hepta´gono cujos ve´rtices esta˜o etiquetados da seguinte forma:
 
Figura 5.1: Hepta´gono triangulado
A partir das etiquetas dos ve´rtices do pol´ıgono determinamos uma das diagonais friso
fechado e integral correspondente a` triangulac¸a˜o do hepta´gono e´: (0, 1, 4, 7, 3, 2, 1, 0). Para
mais detalhes consultar os artigos [6, 7, 11].
Um resultado surpreendente e´ a relac¸a˜o existente entre frisos fechados e integrais, trian-
gulac¸a˜o de pol´ıgonos convexos e os nu´meros de Fibonacci. De facto, o friso correspondente
a uma triangulac¸a˜o de um pol´ıgono convexo cujas diagonais formam um zigue - zague e´
um friso fechado e integral cujos todos os elementos do friso sa˜o nu´meros de Fibonacci.
Podemos enunciar um resultado ainda mais forte: “Para todo o friso fechado e integral
temos exatamente uma das duas situac¸o˜es: ou um dos seus elementos e´ o nu´mero 4 ou
todos os seus elementos sa˜o nu´meros de Fibonacci.” Para mais detalhes consultar os artigos
[6, 7, 11]. Como poderemos ver de seguida, na figura 5.2 temos a` esquerda uma triangulac¸a˜o
do hepta´gono convexo cujas diagonais formam um zigue - zague e a` direita uma triangulac¸a˜o
do hepta´gono convexo cujas diagonais na˜o formam um zigue - zague.
Um outro resultado relativamente a frisos fechados e integrais e´ que estes sa˜o invariantes
por uma reflexa˜o deslizante, como poderemos constatar no friso seguinte.[8, 9, 10]
1 1 1 1 1 1 1 1 1 1 · · ·
· · · 3 1 2 2 1 3 1 2 2
2 2 1 3 1 2 2 1 3 1 · · ·
· · · 1 1 1 1 1 1 1 1 1
No que concerne a` aplicabilidade dos assuntos tratados nesta dissertac¸a˜o na minha pra´tica
docente tenho a referir que todos eles, de um modo ou de outro, enriquecera˜o o meu dia a
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Figura 5.2: Hepta´gono triangulado
dia como profissional. Os alunos teˆm contacto com o tema sequeˆncias/sucesso˜es desde muito
cedo, iniciando-se no 1o ciclo e prolonga-se por todos os ciclos do ensino ba´sico e tambe´m
no ensino secunda´rio. No 3o ciclo do ensino ba´sico um dos objetivos espec´ıficos deste tema
e´ determinar o termo geral de algumas sucesso˜es polinomiais. Alguns autores dos manuais
escolares recorrem ao me´todo das diferenc¸as apresentado no cap´ıtulo 1 para encontrar o termo
geral que representa a sequeˆncia. Relativamente, a`s triangulac¸o˜es de pol´ıgonos convexos e
frisos fechados e integrais poderei ensinar aos meus alunos como triangular um pol´ıgono
convexo e, tambe´m, como construir o friso fechado e integral correspondente. Dado a
triangulac¸a˜o de um pol´ıgono convexo, considero a construc¸a˜o do friso fechado e integral
correspondente um bom exerc´ıcio de multiplicac¸a˜o e de divisa˜o. Qualquer erro de ca´lculo
podera´ originar um nu´mero fraciona´rio ou um nu´mero negativo como elemento do friso, mas
facilmente o erro podera´ ser detetado pois os elementos do friso sa˜o todos inteiros positivos.
Por outro lado, ao finalizarmos a construc¸a˜o do friso temos a agrada´vel surpresa de que o
processo termina com uma linha de 1’s seguido por uma linha de 0’s.
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