Abstract: The study prcsents a formulation of a Hadaniard framework for analysing the vector quantisation aver channels with memory. In seeking faster response, classes of index assignments are defined in terms of the Hadamard transform of channel transition probabilities, An index assignment algorithm is developed that achieves high robustness against channel errors, and its performance i n vector quantisation of Gauss-Markov sources under noisy channel conditions is illustrated.
Introduction
Vector quantisation is widely used in sourcc coding applications [I] . The vector quantiser (VQ) operates by mapping a large set of input vectors into a tinite set of representative codevectors. The transmitter transmits the index of the nearest codevector to the receiver, while the receiver decodes the codevector associated with the index and uses it as an approximation of the input vector. However, transmitting VQ data over noisy channels changes the encoded infonnation and consequently leads to severe distortions in the reconstructed output. Although forward error control could bc used to protect VQ data, it would be more efficient to mitigate the effects of channel errors without adding redundant bits. This bas motivated investigation of ways to reduce the channel distortion by assigning suitable indices to the codevectors of nonredundant VQ systems [2-71.
Finding the best index assignment requires searching among all possible codebook pemiutations for that which yields the minimum distortion under noisy channel conditions. An exhaustive search is not feasible, and many practical index assignment algorithms are suboptimal. The linearity increasing swap algorithm (LISA) [3] has been shown to be effective for index assignment and may be considered as representing the state ofthe art. The LISA has certain practical advantages over the binary switching algorithm (BSA) [4] and other algorithms [ 5 , 61. First, its performance criterion is the linearity index instead of channel distortion. and hence the index assignment can be formulated as a problem of linearising the VQ codebook. Secondly, the Hadamard matrix proves effective in describing the codebook, and use of this framework facilitates the search for the index assignments yielding a high linearity index. However, the usefulness of the LISA may be restricted because it was originally derived for a In this paper, an attempt is made to capitalise more fully on the properties of the Hadamard transform and then to develop a nonredundant VQ system with increased robustiiess against channel errors. First mathematical tools arc developed for use with the Hadamard framework in optimising index assignment. It will be shown that the index assignments can be divided into classes with related features in t e r m of the Hadamard transform of channeltransition probabilities. This division becomes especially favourable when thc complexity of searching the VQ for optimal indices is of primary concern. An index assignment algorithm is then proposed that can effectively reduce the channel distortion by taking into account channel error characteristics.
Preliminaries
In this Section, the basic system model and assumptions are prcsented and an examination is carried out of how the channel distortion depends on the channel transition probabilities.
Robust VQ
The design of a d-dimensional, ni-bitlvector VQ whose output is to be transmitted over noisy channels with memory will be discussed. The VQ encoder searches through the codebook for the codevector c; that best matches the input vector I, and then transmits the index i to the decodcr in binary format. Here, the codehook is designed for a noiseless channel using the generalised Lloyd algorithm [ 9 ] . Let This assumption applies in particular to large-dimensional VQs that have been optimised for minimum quantisation distortion, according to the asymptotic quantisation theory [IO] . In practical applications the assumption of equally likely indices can be a coarse approximation, hut the achievable performance gain is still very effective (see Section 5).
Channel model
To introduce the class of channels investigated, consider first a vector channel descrihcd by b(,jJ = b(i,) @ b(e,), where b(e,,) represents the error pattern occurring in the nth block of source samples. For channels with finite memory, throughout the paper it is assumed that: (i) the error process is independent o f the channel input, (ii) successive error pattems are independent, and (iii) b(e,,) has intravector memory in the sense that its Ith hit bl(e,,) depends on {b,-l(eJ, /~-~( e , , ) , . . . , bo(en)). Now, taking on assump- The special case of(2) that will be used in the simulation is a two-state Markov-chain model proposed by Gilbert [I I]. This model is relatively simple and can characterise a large variety of channels, as evidenced by its applicability to performance analysis of various error-control schemes [12] . The model state-transition diagram is shown in Fig. I . The Gilbert model consists of an error-free state G and a bad state B, in which errors occur with the probability (1 -9). The state-transition probabilities are P a n d p for the G to B and B to G transitions, respectively. The effective bit-error rate (BER) produced by the Gilbert channel is F = ( I -9)P/(P + p ) . Its channel-transition probabilities can be formulated as [I31 where the initial statc probabilities E = @ / ( P + p ) , P / ( f + p ) ) , 1 is a vector of ones, and Pe(b,,-,(en)) in the matrix form
Channe/ distortion
The index assignment problem is addressed by using a Hadamard framework for VQ analysis [3] . Begin by defining a Sylvester-style Hadamard matrix H = (bo, hl , . . . , h ,~-~) with elements
where 0 denotes the hitwise logical AND operation and W is the Hamming weight function. The codebook construction can he formulated as applying a mapping matrix T o n h; to produce a codevector ci; i.e. 
where B is the channel BER and k is the number of ones occurring in b(e). Extension of these results to channels with memory requires that Q[b(I)] be carefully derived to account for the statistical dependencies between error occurrences. In this paper, a more general treatment o f the channel distortion is provided by incorporating Gilbert model parameters into a new derivation of P(h(e)) based on (3).
Decomposition of index assignments
Finding a good index assignment involves selecting a suitable channel model as well as an optimisation of the mapping matrix T for that specific channel. From the D, in For the more general case of b(/)=WbwL(/)OT, it is appropriate to proceed by decomposing the M/2-point transforms in (10) and (11) 
Index assignment algorithm
Finding the best index assignment requires searching M ! possible combinations of indices for a codebook of size M. This requires enormous computational complexity which, for even small codebooks, may be prohibitive. There is a clear need for techniques which lead to increased efficiency and robustness. it is easily verified that the channel distortion is hounded by
The experimental results show consistency of high i. and low Dc, and hence finding a good index assignment may be transformed into a search for the one yielding a high 2.
Next, the effect on the mapping vectors that may result from performing an arbitrary pairwise swap of codevector indices were examined. Suppose that the codevectors cK and c!, were swapped. Then the new ti becomes (14) Substituting the norms lldl12 into (12) leads to the new measure where Ae=c, -CK and Ahl=h,,/ -hK,,. Knowing that a high i. is favourable for increasing robustness, one may try to increase i by successively swapping the codevectors so that the t/ vectors with large norms correspond to the indices I E R . Relative aspects of the proposed index assignment algorithm are summarised as follows:
Step I : Compute the Hadamard transform T of the codehook C.
Step 2: Determine the ti vectors associated with indices in the class R.
Step 3: Perform pairwise swaps of the codevectors and, for each swap, calculate the difference Ai, = i . ' -7.. If A?. > 0, accept the swap and update t/; otherwise, leave the previous assignment intact.
Step 4:
Step 3 is repeated until convergence is reached where no increase in i ,. can result from swaps of any two codevectors.
Experimental results
Computer simulations were conducted to compare the performances of three different algorithms: the proposed algorithm (PA), the BSA [4], and the LISA [ 3 ] . All three algorithms are based on pairwise swaps to improve a given index assignment, but they employ different objective measures to determine when a local optimum is reached.
The objective measure to he optimised for the PA is i. in (12), D, in (7) for the BSA. and the linearity index for the LISA. The differences between these algorithms for transmitting VQ data over the Gilbert channel deserve comment. First, the LISA was originally derived for a memoryless BSC and hence experiences a channel mismatch between the design and evaluation assumptions. Secondly, the LISA gives an index assignment that is independent of the channel error characteristics. On the other hand, in using the BSA and PA, the channeltransition probabilities have to be combined with a priori knowledge of Gilbert model parameters which can be estimated once in advance using the gradient method [14] . Numerical results for the BSA and PA are presented for the case where the running channel parameters agree exactly with those assumed in the design process. It is clear from Fig. 3 that the accuracy of the channel model used in developing the index assignment algorithm is extremely important to the performance of the VQ. A comparison of the BSA and PA also revealed that they yielded comparahlc performance, with a slight advantage favouring the BSA. However, the better performance of the BSA was achieved at the expense of higher computational complexity. Table 3 shows the complexity of the BSA and PA in terms of three different measures considered in [3] . They are the CPU timc measured on a Pentium 11-300 PC, the number of pairs that are tested for possible swap, and the number of accepted swaps. It can he seen that, compared with the PA, the BSA consumes much more CPU time and its complexity grows rapidly with increasing codehook size. In Table 4 , the performance of the PA is examined under channel mismatch conditions. Here, cd refers to the BER value assumed in thc design process, and R , refers to the true BER. It can be seen that the PA is not very sensitive to channel mismatch, particularly for low E', values.
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Conclusions
This paper presents an index assignment algorithm for transmitting VQ data over channels with memory. First the rationale for matching the real channel hehaviour with the channel model on which the index assignment design is based is presented. This task was accomplished by using finite-state Markov models to characterise the statistical dependencies in error occurrences. Also, a rcducedcomplexity algorithm is proposed in which pairwise swaps of VQ codevectors are arranged in accordance with the Hadamard transform of channel-transition prohabilities.
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