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Abstract 
We provide an overview of complex-data and quaternion-based nonlinear adaptive filtering. The use of quaternion-valued data 
has been drawing recent interest in various areas of statistical signal processing, including adaptive filtering, image pattern
recognition, and modeling and tracking of motion. Specifically, linear and widely linear adaptive filter designs based on 
quaternion data have been presented in the literature. The benefit for quaternion-valued processing in particular includes 
performing data transformations in 3 or 4-dimensional space conveniently compared to vector algebra. The transformations are 
performed using quaternion addition and multiplication, which differs from real and complex-valued multiplication in that 
quaternion multiplication is non-commutative. Recently, new algorithms have been developed that outperform others for these 
kinds of problems. We present an overview and discuss performance analysis results as well as simulations to verify the theory.
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 
Adaptive systems [1-3] have been used for various applications ranging from system identification, linear 
prediction, inverse filtering and noise cancellation to pattern recognition, machine learning and so on. Applications 
are varied and new ones are being developed constantly. 
The field of Adaptive systems (which is broadly used here to encompass traditional adaptive filtering as well as 
neural networks and various branches of machine learning), has been undergoing an interesting phase due to two 
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major recent research focus areas: 
x How to deal with input data that is not real: examples are complex-data, trinion-data and quaternion-
data types. 
x How to efficiently deal with non-linear systems using for example kernel transformations 
Linear adaptive system theory has been extended and applied to nonlinear systems. In addition, various types of 
non-real input data have been studied recently. These include complex data (2-dimension 2-D) [4], trinion-data 
(3-dimension 3-D) [5] and quaternion-data (4-dimension 4-D) [6-9], each with its attendant issues. In addition, 
kernel adaptive algorithms enable learning of nonlinear functions in an efficient fashion. It has been enjoying 
considerable growth. Current advancements in this area are described in [10-20]. 
In this paper we examine these issues and provide an overview of complex-data and quaternion-based nonlinear 
adaptive filtering using kernel transforms. The use of quaternion-valued data has been drawing recent interest in 
various areas of statistical signal processing, including adaptive filtering, image pattern recognition, and modeling 
and tracking of motion. Specifically, linear and widely linear adaptive filter designs based on quaternion data 
have been published. The benefit for quaternion-valued processing in particular includes performing data 
transformations in 3 or 4-dimensional space conveniently compared to vector algebra. The transformations are 
performed using quaternion addition and multiplication, which differs from real and complex-valued 
multiplication in that quaternion multiplication is non-commutative. Recently, new algorithms have been 
developed that outperform others for these kinds of problems. We present an overview and discuss performance 
analysis results as well as simulations to verify the theory. 
The paper is outlined as follows: Section 2 discusses linear and non-linear adaptive systems. Section 3 presents 
adaptive filtering based on quaternions. Algorithms such as Quaternion-LMS, iQuaternion-LMS and Widely-
linear Quaternion LMS are discussed. In Section 4, we present an example with simulation results. 
2. Linear and Non-linear adaptive systems 
We discuss linear adaptive systems and non-linear adaptive systems.  
2.1. Linear Adaptive Filtering 
Adaptive filters typically rely on error-correction learning for adaptation where error e(n) is used by the adaptive 
mechanism for adjusting the weights w(n) each iteration n. The weights w(n) usually define a transversal filter on 
input u(n). 
The adaptive update for the weights can be expressed 
( ) ( 1) ( )   'n n nw w w          (1) 
where ( )' nw  is the increment performed each iteration. 
The Least Mean Square (or LMS) algorithm is the simplest as well as the most widely-used adaptive filter algorithm 
[1-3]. The goal of the LMS algorithm is minimizing the instantaneous squared error cost function: 
2( ) ( ) J n e n             (2) 
The well-known Weiner solution for the optimal weights is based on minimizing E[e2(n)].  
For minimizing cost function (2), the method of gradient descent is used with the LMS. This can be expressed [1], 
[2], [3] 
w(n)  w(n1)P
w
J (n)        (3) 
where w  denotes gradient with respect to w(n), and μ is the step-size parameter. 
 The error can be expressed 
( ) ( ) ( 1) ( )  Te n d n n nw u        (4) 
and the gradient may be written as 
336   Tokunbo Ogunfunmi /  Procedia Computer Science  61 ( 2015 )  334 – 340 

w
J (n)  
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e2 (n)ª¬ º¼ w d(n)w
T (n1)u(n) 2ª¬«
º
¼»
 2u(n)e(n)              (5) 
Thus the weight update for LMS has the form 
( ) ( 1) ( ) ( )P  n n n e nw w u        (6) 
where the factor of 2 from the gradient is included in step-size μ.
 The LMS algorithm can be seen to have a simple design complexity, and is thus well-suited for practical 
implementations. The algorithm has also been shown to provide robust adaptive filter performance compared to 
other linear methods. However the convergence of the LMS algorithm can often be slow, particularly with coloured 
signals. Alternative algorithms include the Affine Projection (AP) algorithm, the Recursive Least Squares (RLS) 
algorithm, which were developed in order to improve this deficiency. 
2.2. Data Types: Real, Complex, Trinions and Quaternions 
Now we consider the various types of data that can be used as inputs to this adaptive filter structure. 
Real data types have been used in the early types of adaptive filters. However, the use of complex data (2-D) was 
introduced in [4]. Recently, 3-D and 4-D hypercomplex data types have been introduced [5-10]. 
A trinion is a hypercomplex number comprising of one real part and two imaginary parts [5, 6]. 
We can express an input vector of trinions with: 
x  xa  ixb  jxc       (7)  
where xa, xb, and xc, are real-valued vectors, and i, j are imaginary orthogonal unit vectors subject to the following 
constraints: i2=j, ij=ji=-1, j2= -i . Trinions subject to these rules form a commutative ring, i.e. for two trinions, x and 
y  we have xy = yx.  The conjugate of a trinion is defined as  
x *  xa  jxb  ixc
However, another data type: quaternions are not commutative but allow for a 4-D representation. Now, we provide a 
brief description of quaternion linear and widely linear estimation. We can express an input vector of quaternions 
with: 
   a cb di j kx x x x x      (8)  
where xa, xb, xc, and xd are real-valued vectors, and i, j, k are orthogonal unit vectors representing the independent 
directions of the quaternion input (where i2=j2=k2=-1). The multiplication of these unit vectors are non-commutative, 
i.e. ij = -ji =k,      jk = -kj =i, and ki = -ik =j.
It was shown previously that three binary operations on quaternions, referred to as involutions [10], may be formed: 
  
  
  
   
   
   
i
a cb d
j
a cb d
k
a cb d
i j k
i j k
i j k
i i
j j
k k
x x x x
x x x x
x x x x
x x
x x
x x
        (9) 
These perpendicular involutions may be used to determine components xa, xb, xc, and xd (shown later), as well as to 
form a basis, when combined with x, to form an augmented quaternion vector for widely linear estimation. They can 
be also used in expressing the conjugate of quaternion data, or 
 * 12   ji kx x x x x         (10) 
The perpendicular involutions and conjugation form shown will be used during the analysis, as well as the properties 
1
4 4
4 4
[ ] [ ]
[ ] [ ]

 
       
       
i j k i j k
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i j k i j k
b d
j
i k
x x x x x x x x x x
x x x x x x x x x x
     (11) 
and their conjugate version 
* * * * * * * *
* * * * * * * *
1
4 4
4 4
[ ] [ ]
[ ] [ ]

 
      
       

 
i j k i j k
a c
i j k i j k
b d
j
i k
x x x x x x x x x x
x x x x x x x x x x
+     (12) 
For quaternion widely linear (QWL) estimation, we know that, from [21], the estimation form may be expressed 
337 Tokunbo Ogunfunmi /  Procedia Computer Science  61 ( 2015 )  334 – 340 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )   H H i H j H kQWLy n n n n n n n n nh x g x u x v x        (13) 
where x(n) and coefficients h(n), g(n), u(n), and v(n) are all vectors with quaternion-valued components. Finally (.)H
denotes Hermitian transpose based on quaternion conjugation. 
 Equation (5) can also be expressed as 
( ) ( ) ( ) H aQWL QWLy n n nw x      (14) 
where ( )QWL nw  is the coefficient vector, and x
a(n) = [xT(n) xiT(n) xjT(n) xkT(n)]T is the augmented input vector. 
The use of widely linear estimation is beneficial when handling quaternion inputs of unknown signal distribution. 
With quaternions, a key characteristic is its properness, which may be referred to as the dependence of the 
probability distribution to angle rotations. A signal whose pdf is invariant to arbitrary phase rotations w.r.t any of the 
six axis pairs [21]: 
        {1, i}, {1, j}, {1, k}, {i, j}, {j, k}, {k, i}
is known as Q -proper. Otherwise, the signal is Q -improper. QWL estimation may be seen to allow optimal 
minimum MSE modeling for both distributions. 
3. Quaternion Adaptive Filtering  
Designing adaptive filtering algorithms for quaternion data is essentially similar to the design using real or complex-
valued data. For example, we may describe the goal for the algorithm here as finding the quaternion-valued filter 
w(n) which minimizes |e(n)|2, where e(n) = d(n) - ˆ( )d n , along with d(n) the desired response, ˆ( )d n the estimator 
output, and q(n) the input vector. In this case, all of w(n), q(n), d(n), ˆ( )d n , and e(n) are quaternion-valued. 
 Example quaternion adaptive filters are the Quaternion LMS (QLMS), the Widely Linear QLMS 
(WLQLMS) and the iQuaternion LMS (iQLMS) based on the involution-gradient. These algorithms are briefly 
described here. 
3.1. Quaternion LMS  
For the QLMS algorithm of [18], the cost function specified was J(n) = |e(n)|2 = e(n)e*(n), and the filter output 
ˆ( )d n  = w(n)Tq(n). The weight update can be described, based on equation  
*( ) ( 1) ( )P   n n J nww w          
Using the HR  calculus, we can write the gradient * ( ) J nw  as 
*
*
* * *
( ) ( )( ) ( ) ( )
( ) ( )
w w  
w w
e n e nJ n e n e n
n nw w w
     
Since the error is: e(n) = d(n) - w(n)Tq(n), thus the e(n), e*(n) gradients are 
*
*
* *
1
2
( ) ( )( ), ( )
( ) ( )
w w   
w w
e n e nn n
n n
q q
w w
     
and the weight update is 
 * *12( ) ( 1) ( ) ( ) ( ) ( )P   n n e n n n e nw w q q    (20) 
3.2. iQuaternion LMS  
For the iQLMS algorithm, the problem formulation is similar to QLMS. With cost function J(n) = e(n)e*(n), and 
filter output ˆ( )d n  = w(n)Hq(n), we again use 
*( ) ( 1) ( )P   n n J nww w          
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However, here we find * ( ) J nw  based on the i-gradient, which again has the form 
      
*
*
* * *
( ) ( )( ) ( ) ( )
( ) ( )
w w  
w w
e n e nJ n e n e n
n nw w w
     
Using the property 
              * 12 ( )   
i j kw w w w w
for both e(n) and e*(n), it can be seen that 
                      
*
1
2
( ) ( )( ) 0E E
w w   
w w
e n e nnq
w w
     { , , }E  i j k   (21) 
and based on equation (5.18), we get 
          2 ** ( )
3
2{| ( ) | } ( )  e n n e nw q          
Therefore, the iQLMS weight update is 
*( ) ( 1) ( ) ( )P  n n n e nw w q     (22) 
where the scaling is included in μ. The update form is seen to match the Complex LMS Algorithm [4,24]. 
3.3. Quaternion Widely Linear Model  
Similar to the complex data case, the estimation form ˆ( )d n =w(n)Tq(n) may not be sufficient to represent the input 
statistics for mean square estimation regression with quaternions. An approach similar to the one proposed for 
complex data (i.e. widely linear estimation) [22] is summarized here. 
With the quaternion widely linear (QWL) model, the estimation problem is viewed the following way. Initially, 
consider the real-valued minimum mean square error (MMSE) estimator case. Here the estimator is: ˆ [ | ] y E y x ,
where yˆ  is the MMSE estimate of signal y, given observation x.
If y and x are zero mean, jointly normal, then the solution is linear, i.e. 
ˆ [ | ] o  Ty E y x y w x       
where  is a vector of past observations, and w is a coefficient vector. 
Similarly, for the quaternion case, the standard conditional MSE estimate would be ˆ [ | ], ,  y E y q q y H .
However, note in terms of the real components we can write 
{ } { }ˆ [ | , , , ], { , , , } m m a b c dy E y q q q q m a b c d      
Since the real-valued components , , ,a b c dq q q q  can be fully expressed in terms of the quaternion perpendicular 
involutions, we can write 
ˆ [ | , , , ] i j ky E y q q q q        
This leads to the quaternion widely linear (QWL) model for an estimator 
ˆ      T T i T j T k a T ay u q v q g q h q w x    (23) 
where u, v, g, h are quaternion coefficient vectors, , wa  [uT vT gT hT ]T  and 
xa  [qT qiT q jT qkT ]T  (referred to as the augmented input). 
Note the use of the QWL model is beneficial when handling inputs of unknown distribution. In particular, the notion 
of properness of quaternion random variables exists, similar to the properness (or circularity) of complex variables. 
Properness may be referred to as the dependence of the input probability distribution on rotations of any angle. A 
signal that is invariant to rotations is referred to as Q -proper. Otherwise, the signal is Q -improper. Widely linear 
estimation allows for optimal minimum MSE (mean-square-error) modelling for both signal types [9-10]. 
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3.4. Widely Linear Quaternion LMS Algorithm  
For the Widely Linear Quaternion LMS (WLQLMS) algorithm, the cost function remains J(n) = |e(n)|2, however the 
filter output has form ˆ( )d n = wa(n)Txa(n), where wa(n) are the quaternion weights, and 
( ) [ ( ) ( ) ( ) ( )] a T i T j T k T Tn n n n nx q q q q  the augmented input. The weight update can again be described 
*( ) ( 1) ( )P   n n J nww w          
Gradient * ( ) J nw , using HR  calculus, can be shown to be : 
*
*
* * *
( ) ( )( ) ( ) ( )
( ) ( )
w w  
w w
e n e nJ n e n e n
n nw w w
    (24) 
where 
    
*
*
* *
1
2
( ) ( )( ), ( )
( ) ( )
w w   
w w
a ae n e nn n
n n
x x
w w
      
Finally, the weight update for WLQLMS is 
 * *12( ) ( 1) ( ) ( ) ( ) ( )P   a an n e n n n e nw w x x         (25) 
4. Simulation Results  
Simulation test results for WLQLMS and QLMS algorithms are included here for a Q -proper synthetic AR(4) 
process, a Q -improper 4-dimensional (4D) Saito's signal, as well as real-world 4D wind field signal.  
Figure 1 shows the performance of the WLQLMS, QLMS, and AQLMS (Augmented QLMS) algorithms for the 4D 
Saito's signal. The AQLMS is a previous method shown to use incomplete statistics versus WLQLMS [10], and 
hence is not presented here. From the simulations, WLQLMS is shown to yield better convergence behaviour, as 
well as MSE performance compared with QLMS. 
Similarly, the performance of the algorithms against the 4D wind model is shown from Figure 2. In this test case 
also, the WLQLMS convergence performance exceeds that of QLMS. The MSE performance in this case is similar 
however. For both Figures 1 and 2, the testing data used is Q -improper, and a performance benefit may be seen 
using WLQLMS with these cases. 
Finally for Figure 3, the prediction performance of the algorithms for a Q -proper AR(4) process is shown. The AR 
process used was: 
( ) 1.79 ( 1) 1.85 ( 2) 1.27 ( 3) 0.41 ( 4)       x n x n x n x n x n       
and was driven by quadruple white Gaussian noise, with iid real, imaginary components. In this case the QLMS 
provided faster convergence, and good MSE compared to WLQLMS. Note with Q -proper data, the benefit of 
WLQLMS was not substantial, and the additional dimension size of this filter can be seen to reduce performance. 
Kernels have been shown to further improve performance for quaternion adaptive filters. [15,16]. 
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Figure 1:  WLQLMS, QLMS for 4D Saito Process (from [8])     Figure 2:  WLQLMS, QLMS for 4D Wind Model (from [8]) 
Figure 3:  WLQLMS, QLMS for Q -proper AR(4) Process (from [8])
