We consider the generating function of the sine point process on m consecutive intervals. It can be written as a Fredholm determinant with discontinuities, or equivalently as the convergent series
Introduction
The sine point process has been extensively studied over the years. It appears in the bulk scaling limit of a large class of Hermitian random matrix models, see e.g. [19, 43, 44, 40] for universality results, see [42, 36] for recent surveys and also [29] for rigidity results. This is a determinantal point process on R whose kernel is given by Using monodromy preserving deformations, Jimbo, Miwa, Môri and Sato have shown that F ((x 0 , x 1 ), 0) can be expressed explicitly in terms of a solution to the Painlevé V equation [33] . For general values of the parameters m ≥ 1, s and x, the determinant F ( x, s) is related to a more involved system of partial differential equations, see [1] . The solutions of this system of equations are transcendental functions.
The determinant F ( x, s) is the generating function of the process, and has the following meaning in terms of probabilities. Given a Borel set B, we define N B as the random variable that counts the number of points in B (also called the counting function on B). It is known [46] that F can be rewritten as follows ( 1.3)
The above expression shows that we can deduce from F a lot of information about the process. In particular, if m = 1 and s 1 = 0, F ( x, 0) = F ((x 0 , x 1 ), 0) is the probability to observe a gap on the interval (x 0 , x 1 ):
F ((x 0 , x 1 ), 0) = det 1 − χ (x0,x1) K sin χ (x0,x1) = P N (x0,x1) = 0 .
(1.4)
The probability to observe a gap on two disjoint intervals can also be obtained from F , but then we need to consider m = 3. More generally, assume that m is odd, and take s j = 0 if j is odd and s j = 1 otherwise, i.e. s = (0, 1, 0, 1, . . . , 1, 0). Then the probability to find a gap on The generating function F gives also important information in the context of thinning, which consists of randomly removing a fraction of points. This operation was introduced in random matrix theory by Bohigas and Pato in [3, 4] , motivated by nuclear physics. There are many different ways of removing points. We consider here a constant and independent thinning of the sine point process, which means that each point is removed with the same probability s 1 ∈ [0, 1].
1
The resulting point process is called the thinned sine point process and, for any Borel set B, we denote by N B its counting function on B. From (1.3), the probability to observe a gap on (x 0 , x 1 ) in the thinned sine point process is given by F ((x 0 , x 1 ), s 1 ) = P N (x0,x1) = k P the k points on (x 0 , x 1 ) have been removed by the thinning = P( N (x0,x1) = 0).
The study of the thinned sine point process is natural (see e.g. [6] ), as it describes a crossover between the original process (when s 1 = 0), and an uncorrelated Poisson process (when s 1 → 1 at a certain speed). We describe more applications of the generating function F in Subsection 1.2.
1 If s 1 = 0, no particle are removed and the thinned process coincides with the initial point process.
Large gap asymptotics. Let , we can deduce asymptotics for F (r x, s) as r → 0 rather straightforwardly. Asymptotics as r → +∞, also called large gap asymptotics, are harder to obtain, since the integrals are taken over large intervals.
Large gap asymptotics for m = 1 are now completely understood, and we briefly review the known results available in the literature. We need to distinguish two regimes: 1) the case s 1 = 0 and 2) the case s 1 ∈ (0, 1]. For the first case s 1 = 0, the asymptotics are given by as r → +∞, where ζ is Riemann's zeta-function. This result was first conjectured by Dyson in [22] , then proved simultaneously and independently by Ehrhardt and Krasovsky in [23, 35] , and then by Deift et al. in [17] . On the other hand, for the second case m = 1 and s 1 = e 2πiβ ∈ (0, 1], we have ) ,
(1.8) as r → +∞, where G is Barnes' G-function. This result was first proved by Basor and Widom in [2] , and then independently by Budylin and Buslaev in [9] . Note that the leading term for log F is order r 2 in (1.7) while it is of order r in (1.8), which means that it is significantly more likely to observe a large gap in the thinned sine point process rather than in the usual sine point process. Note also that if we naively take β → +i∞ (or equivalently s 1 → 0) in (1.8), we do not recover (1.7) . This explains heuristically why these two cases cannot be treated both at once. In fact, a critical transition takes place as r → +∞ and simultaneously s 1 → 0. This transition is quite technical and is described in terms of elliptic θ-function in a series of papers by Bothner-Deift-Its-Krasovsky [6, 7, 8] .
Less is known for m ≥ 2. In [48] , Widom has tackled the problem of finding large gap asymptotics on a union of intervals in the (unthinned) sine point process. That corresponds to the case when m is odd and s = (0, 1, . . . , 1, 0), see (1.5) . He obtains ∂ r log F (r x, (0, 1, . . . , 1, 0)) = c 1 r + c 2 (r) + o (1) , as r → +∞, (1.9) where c 1 is independent of r and is explicitly computable, and the function c 2 (r) is a bounded oscillatory function of r that requires the solution of a Jacobi inversion problem. These asymptotics were subsequently refine in [18] , where the authors have described the oscillations in terms of elliptic θ-function. Note that (1.9) is an asymptotic formula for the log derivative of F , which leads after integration to an asymptotic formula for log F (r x, (0, 1, . . . , 1, 0)). However with this method, the constant of integration (the term of order 1 in the large r asymptotics) remains unknown. Some partial results on this constant have recently been obtained in [24] , in the case m = 3 and s = (0, 1, 0). 
Main results
The aim of this paper is to contribute to these developments on large gap asymptotics for the sine point process. We obtain our results for an arbitrary integer m, in the cases where all the parameters s 1 
As r → +∞, we have the asymptotics
where G is Barnes' G-function, and 
(1.12)
Alternatively, one can rewrite (1.10) as follows: 13) where µ j , σ 2 j and Σ j,k are given by
As r → +∞, we have the asymptotics 
where s 0 := 1, s m+1 := 1. Equivalently, these asymptotics can be rewritten as
where large r asymptotics for F (rx p−1 , rx p ), 0 are given by (1.7), and µ j , σ 2 j and Σ j,k are given by
Applications of Theorem 1.1 and Theorem 1.2
Piecewise constant thinning. A more general operation than the one described in (1.6) consists of applying a piecewise constant thinning (following [10] ). We consider K ⊆ {1, . . . , m}, and for each k ∈ K, we remove each point on (x k−1 , x k ) with probability s k ∈ [0, 1]. We are interested in the probability of observing no points on k∈K (x k−1 , x k ) in the (piecewise constant) thinned point process. Note that this probability does not depend on the thinning parameters s j 's for j ∈ {1, . . . , m} \ K. If s k = 1 for a certain k, all particles on (x k−1 , x k ) have been removed by the thinning, and therefore it is straightforward to observe that this probability is equal to 23) where for the right-hand-side, we define s ⋆,k = s k if k ∈ K and s ⋆,k = 1 otherwise. Then, using (1.3) and (1.23), we show in a similar way as done in (1.6) that
This can be viewed as a generalization of the formula (1.5). Therefore, from Theorem 1.1 and Theorem 1.2, we can obtain large gap asymptotics for the piecewise thinned sine process on any number of (possibly disjoint) intervals, as long as at most one s j 's is 0 (by replacing x by r x in (1.24)). Note that we do not cover large gap asymptotics for the unthinned sine point process on several intervals, because that requires several s j 's to be 0, see (1.5).
Conditioning.
Following [12] , instead of studying the thinned sine point process, we can consider a situation where we have information about the thinned process, and we try to deduce from it some information about the initial process. Let us assume that we observe no points in the piecewise thinned point process on k∈K (x k−1 , x k ), or in other words, we condition on the event that
We define the conditional sine point process as the initial sine process conditioned to the event (1.25). Gap probabilities in the conditional sine point process can also be expressed in terms of the generating function. For any Borel set B, let us denote by N B for the random variable that counts the number of points of the conditional process in B. Using Bayes' formula, we have
where we have used (1.4) and (1.24) . In view of (1.26), we can deduce from Theorem 1.1 and Theorem 1.2 large r asymptotics for the gap probability on (rx 0 , rx m ) in the conditional sine process (in the case where at most one s j 's is 0). The conditional sine point process is relevant in e.g. nuclear physics [3, 4] . Indeed, it is now well-known (from the work of Dyson) that the energy levels of heavy atoms feature a similar repulsive structure as the points of the sine point process. However, high quality data is often not available, and in practice one usually observes only a fraction of the energy levels. It is then natural to wonder if one can retrieve some missing energy levels given the information we have.
Asymptotics for the mean, variance and covariance for the sine counting function. The notations µ j , σ 2 j and Σ j,k in the asymptotic formula (1.13) are motivated by the some probabilistic interpretations that we detail here, following [13] . From (1.3), we can rewrite F as follows 
On the other hand, we can also expand the large r asymptotics of F ((rx 0 , rx 1 ), s) (from the result of Basor and Widom given by (1.8)) as β → 0, since these asymptotics are valid uniformly for β in compact subsets of iR + (in particular in a neighbourhood of 0). Comparing this expansion with (1.28), we obtain that the expected value and variance of N (rx0,rx1) are given, as r → +∞, by [15] . The covariance between N (x0,x1) and N (x0,x2) can be obtained from (1.27) with m = 2 as follows:
(1.31) After the rescaling (x 1 , x 2 ) → r(x 1 , x 2 ), we can obtain large r asymptotics for the left-hand-side of the above expression using Theorem 1.1. By an expansion as β → 0 of these asymptotics, and a comparison with (1.31), we obtain 32) where Σ 1,2 is given by (1.16).
Asymptotics for the mean, variance and covariance for the counting function of a conditional sine process. In the situation of Theorem 1.2, we have s p = 0, and then from (1.3) we can write
Thus the quantities µ j , σ 2 j and Σ j,k are related to the conditional sine point process, when we condition on the event N (rxp−1,rxp) = 0. Let us use the notations N B for the counting function of this conditional process, and for convenience we also define
The expression (1.33) can be rewritten as
where we have also used (1.4). Then, in the same way as done in (1.29), (1.30) and (1.32), we obtain the following new asymptotic formulas
as r → +∞, for any j, k ∈ {0, . . . , m} \ {p − 1, p}, and where µ j , σ 2 j and Σ j,k are given by (1.20)- (1.22) . Note that for the (unthinned) sine point process, the covariance (1.32) has a leading term proportional to log r, while in the above, the covariance is of order 1 (it is also worth to compare with similar covariances in the Airy and Bessel point processes, see [13, 11] ).
Outline. The rest of the paper is organized as follows. In Section 2, following the precedure developped by Its-Izergin-Korepin-Slavnov (IIKS) in [31] , and using some results from [18] , we obtain a new model RH problem Φ which is of central importance in this paper. In Section 3, we obtain a differential identity which expresses ∂ s k log F (r x, s) (for an arbitrary k ∈ {1, ..., m}) in terms of Φ. We obtain large r asymptotics for Φ with s 1 , . . . , s m ∈ (0, 1] in Section 4 via a Deift/Zhou steepest descent. In Section 5, we use the analysis of Section 4 to obtain large r asymptotics for ∂ s k log F (r x, s). We also proceed with successive integrations of these asymptotics in s 1 , ..., s m , which proves Theorem 1.1. Section 6 and Section 7 are devoted to the proof of Theorem 1.2 (with s p = 0), and are organised similarly to Section 4 and Section 5.
Approach.
The sine kernel appears in the bulk of several random matrices, like Haar distributed random matrices or random matrices taken from the Gaussian Unitary Ensemble. For definiteness, let M n be an n × n Haar distributed random matrix, we have P find no eigenvalues of M n on a certain interval of size
The l.h.s. of the above equation can be expressed as an n × n Toeplitz determinant whose symbol has two merging hard edges, and can be expressed in terms of a 2 × 2 RH problem (using [25] ) suitable for asymptotics analysis. A similar Toeplitz approach as described above (but more involved) was used in [24] . In our case, the Toeplitz approach in proving Theorem 1.1 and Theorem 1.2 would be to used Toeplitz determinants, whose symbol has several jump-type Fisher-Hartwig singularities merging together (for Theorem 1.1), or approaching two merging hard edges (for Theorem 1.2). In these approaches, the parameter n is an extra parameter which disappears in the limit. In the present work the parameter n does not appear at all, which lead to a simpler analysis. We believe that the model RH problem for Φ (mentioned in the outline) is also of interest for later analysis of F (r x, s). 
Model RH problem
In Section 3, we will find convenient differential identities for log derivatives of F . These differential identities will be expressed in terms of the resolvent operator (see (2.5) below for a definition). The main goal of this section is to relate the resolvent operator to a convenient model RH problem, whose solution will be denoted Φ. We proceed in three steps: 1) we use a result of Deift-Its-Zhou [18] to express the resolvent operator in terms of a RH problem (whose solution is denoted Y ), 2) we define the RH problem for Φ sin and obtain its explicit solution, and 3) we simplify Y by using Φ sin and obtain the model RH problem for Φ.
Let us denote K x, s for the integral operator that appears in the definition (1.2) of F ( x, s), that is,
The associated kernel K x, s is so-called integrable, as it can be written in the form
where
In the sine point process, for all bounded Borel set B with non-zero Lebesgue measure, we have P(N B = 0) > 0. Therefore, from (1.2) and (1.3), we have
and thus 1 − K x, s is invertible. The resolvent operator of K x, s is defined by
Let us now define the matrix Y by
The function Y satisfies the following RH problem (see [18] ).
RH problem for Y
and Y − (u) respectively, are continuous as functions of u, and satisfy furthermore the jump relation
From [18] , the kernel R x, s of the resolvent operator R x, s can be written as
with f and g expressed in terms of Y as follows:
Now, we introduce the RH problem for Φ sin , which will be useful to transform the RH problem for Y (whose jumps are non-constant) into the RH problem for Φ (whose jumps are constant, see (2.17)-(2.19)).
RH problem for
is analytic, where
is oriented as shown in Figure 1 .
(b) The jumps are given by
(c) As z → ∞, we have
where 12) and with the regions II and V as shown in Figure 1 .
As z → x 0 and as z → x m , we have Φ sin (z) = O(1).
The solution to the above RH problem is explicitly given by
where the six regions I, ..., V I are shown in Figure 1 . Now, we simplify the RH problem for Y by using Φ sin . Let us consider
Since the RH solution Y is analytic on C \ [x 0 , x m ], the jumps of Φ coincide with those of Φ sin on
The jumps J Φ of Φ are a priori more involved on (x 0 , x m ). They are given by
Using the explicit expression for Φ sin given by (2.13), the above equation(2.15) simplifies into
From the properties of Y and Φ sin , we verify that Φ satisfies the following RH problem.
is analytic, where Σ = Σ sin is as shown in Figure 1 .
for a certain traceless matrix Φ 1 = Φ 1 ( x, s) independent of z.
As z → x j , j ∈ {0, 1, ..., m}, we have
where G j has determinant 1 and is analytic in a neighbourhood of x j , and where s 0 := 1, s m+1 := 1, and exists (see (2.4)), from which the existence of Φ follows by an explicit construction (see (2.14) and (2.6)).
After some computations using (2.8) and the explicit expression for Φ sin given by (2.13), for u ∈ (x k−1 , x k ), k ∈ {1, . . . , m}, we relate the resolvent kernel with Φ via the relation
Remark 2. From the jumps for Φ on (x 0 , x m ) given by (2.17), we easily check that 21 is analytic on (x 0 , x m ) and, without ambiguity, we simply write 21 in (2.23) without specifying the ± indices.
Differential identity
In this section, we obtain differential identities for log derivatives of F , by following the procedure introduced in [31] by Its, Izergin, Korepin and Slavnov. By standard properties of trace class operators, for any k ∈ {1, . . . , m}, we have
where R x, s is the resolvent operator defined by (2.5), and where R x, s is the associated kernel. Substituting (2.23) in (3.1), we obtain the following differential identity
Note that we implicitly assumed s k = 1 in (3.1), and thus (3.2) is a priori only true under this assumption. However, from [46, Theorem 2] and the fact that det(1 − K x, s )| s k =1 > 0, the left-hand side of (3.2) is continuous as s k → 1. Therefore, (3.2) also holds for s k = 1 by continuity.
By a simple change of variables x → r x, r > 0, the differential identity (3.2) becomes
In the rest of this section, we aim to simplify the integral on the right-hand side of (3.3). First, we focus on some properties of ∂ z Φ(rz; r x, s). Since the jumps for Φ are independent of z, we have
where A depends also on r, x and s, and is analytic for z on C \ {x 0 , . . . , x m }. Furthermore, since det Φ ≡ 1, A is traceless. From the asymptotics for Φ at x 0 , . . . , x m and at ∞, A takes the form
where the matrices A j = A j (r, x, s) are traceless and given by 21 ,
Now, we make more explicit the integrand on the right-hand side of (3.3) using (3.4). Since A is traceless and det Φ ≡ 1, we have
which can be rewritten (via (3.5)) as
From the RH problem for Φ, we deduce that B satisfies the following RH problem.
is analytic.
(b) B satisfies the jumps
(c) B satisfies the following asymptotic behaviors
where 12) and thus z → (
The RH problem for B can be solved explicitly using Cauchy's formula, we have
Expanding the above expression as z → ∞ and comparing with (3.11), we obtain
Substituting (3.8) into (3.3), we can simplify the integral using the expansions of B at ∞ and at x j , j = 0, 1, ..., m (given by (3.11)). Note that det A j ≡ 0 for j = 0, ..., m. Therefore, a computation shows that the logarithmic parts in the expansions of B(z) as z → x j for j = 0, ..., m does not contribute in (3.3), and we obtain
Finally, substituting in the above equality the explicit forms for the A j 's and B j 's given by (3.6) and below (3.11) , and simplifying the result with the identities det Φ j,0 ≡ 1, we obtain
where In this section, we perform a Deift/Zhou steepest descent analysis to obtain large r asymptotics for Φ(rz; r x, s) in different regions of the complex z-plane. For this steepest descent, we assume that s 1 , . . . , s m are in a compact subset of (0, 1] and that x 1 , . . . , x m are in a compact subset of R in such a way that there exists δ > 0 independent of r such that
16)
K xj = − s j+1 − s j 2πi G j,11 ∂ s k G j,21 − G j,21 ∂ s k G j,11 (rx j ; r x, s).min 1≤j<k≤m x k − x j ≥ δ. (4.1)
Normalization of the RH problem with g-function
In the first transformation, we normalize the behavior at ∞ of the RH problem for Φ(rz; r x, s) by using a so-called g-function. This function removes the term that grows exponentially with z as z → ∞. In view of (2.20), we define our g-function by
The first transformation Φ → T is then given by
The asymptotics (2.20) of Φ then leads after a straightforward calculation to
as z → ∞, where
The jumps for T are obtained straightforwardly from those of Φ together with the relation
Since we assume s j = 0, the jump matrix for T on (x j−1 , x j ) can be factorized as follows
Opening of the lenses
Around each interval (x j−1 , x j ), j = 1, . . . , m, we open lenses γ j,+ and γ j,− , lying in the upper and lower half plane respectively, as shown in Figure 2 . We denote the region inside the lenses around (x j−1 , x j ) in the upper half plane (resp. in the lower half plane) by Ω j,+ (resp. Ω j,− ). In view of (4.7), we define the next transformation by
From the RH problem for Φ and from Section 4.1, we verify that S satisfies the following RH problem.
RH problem for S
is analytic, with
where γ 0,± := x 0 + e (b) The jumps for S are given by
where x −1 := −∞ and x m+1 := +∞ (we recall that s 0 = s m+1 = 1).
As z → x j from outside the lenses, j = 0, . . . , m, we have
Since ℜg(z) > 0 for all z ∈ C \ R and ℜg ± (z) = 0 for z ∈ R, the jump matrices for S tend to the identity matrix exponentially fast as r → +∞ on the lenses. This convergence is uniform for z outside of fixed neighbourhoods of x j , j ∈ {0, 1, ..., m}, but is not uniform as r → +∞ and simultaneously z → x j , j ∈ {0, 1, ..., m}.
Global parametrix
By ignoring the jumps for S that are pointwise exponentially close to the identity matrix as r → +∞, we are left with a RH problem which is independent of r, and whose solution is called the global parametrix and denoted P (∞) . It will appear later in Section 4.
is a good approximation for S away from neighbourhoods of x j , j = 0, 1, . . . , m.
RH problem for P
(b) The jumps for P (∞) are given by
for a certain matrix P (∞) 1 independent of z.
Note that the behavior near x j , j ∈ {0, . . . , m} for the RH problem for P (∞) does not come from the RH problem for S. It is added to ensure uniqueness of the solution. The construction of P (∞) relies on a so-called Szegö function D (see [38] ). In our case, we need to define D as follows
It satisfies the jumps
and has the following behavior at ∞:
where k ∈ N >0 is arbitrary and
From the above properties of D, we can verify that 14) satisfies the RH problem for P (∞) with
The rest of the current section is devoted to the computations of the first terms in the asymptotics of
defined in (4.14) is bounded as z → x j , j = 0, . . . , m. After integrations, we can rewrite D as follows Since s 0 = s m+1 = 1, this implies that
Therefore, as z → x j , j ∈ {0, 1, . . . , m}, ℑz > 0, we have
It will be more convenient to write the constants d ℓ , ℓ ∈ {1, 2, . . .}, in terms of the β j 's as follows
Local parametrices
In this section, we find approximations for S in small neighbourhoods of x 0 , . . . , x m . By assumption, (4.1) holds and thus there exist small disks D xj centred at x j , j = 0, 1, . . . , m, whose radii are fixed (independent of r) and sufficiently small such that they do not intersect. The local parametrix around x j , j ∈ {0, 1, . . . , m}, is defined in D xj and is denoted by P
(xj )
. It satisfies a RH problem with the same jumps as S (inside D xj ) and a behavior near x j "close" to S. Furthermore, on the boundary of the disk, P (xj) needs to "match" with P (∞) (called the matching condition). More precisely, we require can be explicitly expressed in terms of confluent hypergeometric functions. This construction is standard (see e.g. [32, 28] ) and similar to those done in [13, 11] . It involves a model RH problem Φ HG which we can be found in the appendix, Section 8.2. Let us first consider the function
This is a conformal map from D xj to a neighbourhood of 0, which maps the real line on the imaginary axis, that is, f xj (R ∩ D xj ) ⊂ iR. Now, we use the freedom we had in the choice of the lenses by requiring that f xj maps the jump contour for P (xj ) onto a subset of Σ HG (see Figure 7) :
where Γ 3 , Γ 2 , Γ 5 and Γ 6 are as shown in Figure 7 . Let us define P
for a certain matrix E xj analytic inside D xj (it will be determined explicitly below) and where we recall that β j is given by (4.17) . Since E xj is analytic, it is straightforward from the jumps for Φ HG (given by (8.8)) to verify that P given by (4.25) satisfies the same jumps as S inside D xj . In order to fulfil the matching condition (4.22), using (8.9), we need to choose Figure 3 : Jump contours Γ R for the RH problem for R with m = 3.
From the jumps for P (∞)
, we verify that E xj has no jump inside D xj . Furthermore, as z → x j , E xj (z) remains bounded and E xj is then analytic in the full disk D xj , as desired. Since P (xj ) and S have exactly the same jumps on (
is analytic in D xj \ {x j }. As z → x j from outside the lenses, by condition (d) in the RH problem for S and by (8.11) ,
. This means that the singularity is removable and (4.21) holds. We will need later a more detailed knowledge than (4.22). Using (8.9), one shows that
), (4.27) as r → +∞, uniformly for z ∈ ∂D xj , where Φ HG,1 (β j ) is given by (8.10) (with β j given by (4.17)). Also, using (4.14), (4.19) and (4.23) we obtain
Small norm problem
The last transformation of the steepest descent is defined by
By definition of the local parametrices, R has no jumps and is bounded (by (4.21)) inside the m + 1 disks. Therefore, R is analytic on C \ Σ R , where Σ R consists of the boundaries of the disks, and the part of the lenses outside the disks, as shown in Figure 3 . For z ∈ Σ R ∩ (γ + ∪ γ − ), from (4.14) and from the discussion at the end of Section 4.2, the jumps
for a certain c > 0 independent of z and r. Let us orient the boundaries of the disks in the clockwise direction (as in Figure 3 ). For z ∈ m j=0 ∂D xj , from (4.27), we have
Furthermore, from the behavior of S(z) and P (∞) (z) as z → ∞ (given by (4.10) and (4.12)), we have
Therefore, R satisfies a small norm RH problem. By standard theory for small norm RH problems [19, 20] , R exists for sufficiently large r and satisfies
(z) = O(1), as r → +∞ (4.33)
uniformly for z ∈ C \ Σ R . Also, the factors r ±βj in the entries of E xj (see (4.26) ) induce factors of the form r ±2βj in the entries of J R (see (4.27) ). Thus, a standard analysis of the Cauchy operator associated to R (see e.g. [32] for a similar situation) shows that The goal for the rest of this section is to obtain R (1) (z) for z ∈ C \ m j=0 D xj . By Cauchy's formula, using the asymptotic behavior of R(z) as z → ∞ given by (4.32) and the jumps for R, we have that R satisfies the equation
and since (from (4.27))
as r → ∞ uniformly for z ∈ m j=0 D xj , we obtain that R (1) is simply given by
We recall that the expressions for J (1) R are given by (4.27). These expressions can be analytically continued on the interior of the disks, except at the centers where they have poles of order 1. Since the disks are oriented in the clockwise direction, by a direct residue calculation we have
From (4.23) and (4.27)-(4.28), for j ∈ {0, . . . , m}, we have
5 Proof of Theorem 1.1
We prove Theorem 1.1 in two steps. The first step relies on the RH analysis done in Section 4, and consists of finding large r asymptotics for the differential identity 
Large r asymptotics for the differential identity
Asymptotics for K ∞ . For z outside the disks and outside the lenses, by (4.29) we have
As z → ∞, R admits an expansion of the form
for a certain matrix R 1 independent of z. Thus, by (4.10) and (4.12), we have
Using (4.33), the large r expansion of the above expression is given by
where R
1 is defined through the expansion
Using (4.15) and (4.38), as r → +∞ we have
Therefore, from (3.16), (4.5) and (4.34), the first part of the differential identity K ∞ is given by
Asymptotics for K xj with j ∈ {0, . . . , m}. By inverting the transformations (4.8) and (4.29), and using the expression for P (xj) given by (4.25), for z outside the lenses and inside D xj , we have 
Therefore, using (4.23) and (8.15), as z → x j from the upper half plane and outside the lenses, we have
10) where the principal branch is taken for the log and
From (2.21), (4.3), (7.7) and (5.10) we have Also, from (4.28), we have
Therefore, from the formula for K xj given by (3.17), using (4.33), (4.34) and det E xj (x j ) = 1, as r → +∞ we obtain
Asymptotics for the differential identity (3.15) . By summing the contributions K xj , j = 0, . . . , m and K ∞ using (5.6) and (5.14), we obtain 
Also, using (4.28), we have 
Using the value of d 1 in (4.20), and substituting β 0 = −β 1 − ... − β m , we obtain 
Asymptotics (5.19) can now be rewritten as
∂ β k log F (r x, β) = 2i(x k − x 0 )r − 4β k log 2r(x k − x 0 ) − 2 m j=1 j =k β j log 2r(x j − x 0 )(x k − x 0 ) |x j − x k | − 2β k − 2 m j=1 β j + β k ∂ β k log Γ(1 + β k ) Γ(1 − β k ) + (β 1 + ... + β m )∂ β k log Γ(1 + β 1 + ... + β m ) Γ(1 − β 1 − ... − β m ) + O log r r ,(5.
Integration of the differential identity
Before proceeding with the successive integration of (5.20) in the variables β 1 , . . . , β m , we first need to find a convenient formula for
with ℓ ∈ {1, . . . , m}. Integrating (5.21) by parts gives
It is relevant for us to recall an integral relation for the Γ function (see e.g. [41, formula 5.17.4]):
where G is Barnes' G-function. From (5.23), we deduce by a simple change of variables that
.
Substituting (5.24) in (5.22) yields, after simplification, to
. 26) as r → +∞. We recall that the above asymptotics are uniform for β 1 in compact subsets of iR, see the discussion below (5.20) . Therefore, we can integrate the above asymptotics from β 1 = 0 to an arbitrary β 1 ∈ iR. Using the formula (5.25) with ℓ = 1, we obtain log F (r x, β 1 ) , β 2 , 0, . . . , 0) , as r → +∞ we obtain
(5.28) Again, the above asymptotics are uniform in β 2 in compact subsets of iR, which allow us us to integrate them from β 2 = 0 to an arbitrary β 2 ∈ iR. Using twice the formula (5.25) with ℓ = 2 (once for I 2 (β 2 ; 0) and once for I 2 (β 2 ; β 1 )), we obtain log F (r x, β 2 ) 30) as r → +∞. By summing the contributions of each step, we obtain log F (r x, β) 6 Steepest descent for Φ with s p = 0, p ∈ {1, . . . , m}
In this section, we fix p ∈ {1, . . . , m} and we assume s p = 0. We also assume that the other parameters s j , j = p, are in a compact subset of (0, 1], and that x 0 , . . . , x m are in a compact subset of R in such a way that there exists δ > 0 independent of r such that
Normalization of the RH problem with g-function
In order to successfully perform a steepest descent as r → +∞ on the RH problem for Φ(rz; r x, s), we need to find a g-function which satisfies the jumps
with an asymptotic behavior at ∞ given by
It is straightforward to verify that the following g-function satisfies the above criteria:
where the square roots are defined by
We define the first transformation by
Large z asymptotics for T (z) follows from the behavior of Φ(rz; r x, s) as z → ∞ given by (2.20) (though it requires some computations). The constant prefactor matrix in (6.5) simplifies these asymptotics, and we obtain
The jumps for T are obtained straightforwardly from those of Φ and from (6.2). For j = p, since s j = 0, the jump matrix for T on (x j−1 , x j ) can be factorized as in (4.7) . This allows us to open the lenses around (x j−1 , x j ), j = p, in a similar way as done in Subsection 4.2. However, since s p = 0, we cannot factorize the jumps for T on (x p−1 , x p ), and therefore we do not open lenses around this interval.
Opening of the lenses
Around each interval (x j−1 , x j ), j = 1, . . . , m, j = p, we open lenses γ j,+ and γ j,− , lying in the upper and lower half plane respectively, as shown in Figure 4 . Let us also denote Ω j,+ (resp. Ω j,− ) for the region inside the lenses around (x j−1 , x j ) in the upper half plane (resp. in the lower half plane). In view of (4.7), we define the next transformation by We verify from the RH problem for Φ and from Section 6.1 that S satisfies the following RH problem.
RH problem for S (a) S : C\Σ S → C

2×2
is analytic, with 
where we recall x −1 = −∞, x m+1 = +∞, and s 0 = s m+1 = 1.
In Lemma 6.1 below, we establish some further properties of the g-function, in order to deduce asymptotics for the jump matrices of S as r → +∞.
Lemma 6.1. The g-function defined in (6.4) satisfies
Proof. Clearly, ℜ(g(z)) = 0 if and only if g(z)
On the other hand, for each c ∈ R − , the equation −(z − x p−1 )(z − x p ) = c admits exactly two solutions (counting multiplicities), and from the graph of g(z) 2 for z ∈ R, it is immediate to verify that these two solutions lie on (−∞, Since ℜ(g(z) ) is continuous, all what remains is to determine the sign of ℜ(g(z)) on C \ (−∞,
From the behavior of g(z) as z → i∞, see (6.3), we conclude that this sign is positive.
We deduce from Lemma 6.1 that the jump matrices for S tend to the identity matrix exponentially fast as r → +∞ on the lenses. This convergence is uniform for z outside of fixed neighbourhoods of x j , j ∈ {0, 1, ..., m}, but is not uniform as r → +∞ and simultaneously z → x j , j ∈ {0, 1, ..., m}.
Global parametrix
By ignoring the jumps for S on the lenses, we are left with a RH problem whose solution is called the global parametrix and denoted P (∞) . It will be shown in Section 6.7 that P (∞) is a good approximation for S outside neighborhoods of x j , j = 0, 1, . . . , m.
RH problem for P
) .
The construction of P (∞)
relies on the following Szegö function D: (6.14) where the branches for √ z − x p−1 and √ z − x p are taken as in the definition of g (see equation (6.4) and below it). It satisfies the following jumps
Using primitives, one can rewrite D as follows
where again √ z − x p and √ z − x p−1 are defined as in (6.4), and
)), where
and
Let us finally define satisfies criteria (a), (b) and (c) of the RH problem for P (∞) . After some computations, we obtain
with 25) and as z → x p−1 , ℑz > 0, we have
with
Local parametrices
In this subsection, we aim to find the local parametrices P (xj ) around x j , j ∈ {0, ..., m}. We require P (xj ) to satisfy the same jumps as S in a fixed (but sufficiently small) disk D xj around x j and to match with P (∞) on ∂D xj . More precisely, P (xj) needs to satisfy
uniformly for z ∈ ∂D xj .
Local parametrices around
can be explicitly expressed in terms of confluent hypergeometric functions, in a similar way as done in Section 4.4. Let us first consider the function
This is a conformal map from D xj to a neighbourhood of 0 whose expansion as z → x j is given by
(6.31) Note that f xj (R∩D xj ) ⊂ iR. Now, we use the freedom we had in the choice of the lenses by requiring that f xj maps the jump contour for P (xj ) onto a subset of Σ HG (see Figure 7) : 32) where Γ 3 , Γ 2 , Γ 5 and Γ 6 are as shown in Figure 7 . Let us define P
where E xj is analytic inside D xj (and will be determined explicitly below) and where the parameter β j for Φ HG is given by (6.15) . Since E xj is analytic, it is straightforward from the jumps for Φ HG (given by (8.8)) to verify that P (xj ) given by (6.33) satisfies the same jumps as S inside D xj . In order to fulfil the matching condition (6.29), using (8.9), we need to choose
It can be verified from the jumps for P (∞) that E xj defined by (6.34) has no jump at all inside D xj . Furthermore, using (6.21), we verify that E xj (z) is bounded as z → x j and E xj is then analytic in the full disk D xj , as desired. Since P (xj) and S have exactly the same jumps on (
is analytic in D xj \ {x j }. As z → x j from outside the lenses, by condition (d) in the RH problem for S and by (8.11), S(z)P (xj)
behaves as O(log(z − x j )). This means that the singularity is removable and (6.28) holds. We will need later a more detailed knowledge than (6.29) . Using (8.9), one shows that
), (6.35) as r → +∞, uniformly for z ∈ ∂D xj , where Φ HG,1 (β j ) is given by (8.10) . Also, a direct computation using (6.19), (6.21)-(6.23) and (6.31) shows that
(6.37)
Local parametrix around x p
The local parametrix P (xp) can be constructed in terms of Bessel functions, and relies on the model RH problem Φ Be (this model RH problem is well-known, see e.g. [39] , and is presented in the appendix, Section 8.1). Let us first consider the function
This is a conformal map from D xp to a neighbourhood of 0 whose expansion as z → x p is given by
We choose the lenses such that they are mapped by −f xp onto a subset of Σ Be (Σ Be is the jump contour for Φ Be , see Figure 6 ):
We take P (xp) is the form
p+1 e −rg(z)σ3 , (6.41) where E xp is a 2 × 2 matrix-function that we require to be analytic inside D xp (it will be determined explicitly in (6.42) below). From (8.1), it is straightforward to verify that P (xp) given by (6.41) has the same jumps as S inside D xp . In order to satisfy the matching condition, by (8.2), we need to define E xp by 42) where the function (−f xp (z))
is the composition of −f xp (z) with the principal branch for √ z. It can be verified from the jumps for P (∞) that E xp has no jumps in D xp , and has a removable singularity at x p . Therefore, E xp is analytic in D xp , as required. We will need later a more detailed knowledge of (6.29) . Using (8.2), one shows that
), (6.43) as r → +∞ uniformly for z ∈ ∂D xp , where Φ Be,1 is given below (8.2). Furthermore, using (6.19), (6.24) and (6.39), we can compute E xp (x p ), for example by taking the limit of E xp (z) as z → x p from the upper half plane and outside the lenses. By definition of (−f xp (z))
, as z → x p from the upper half plane, we have (6.44) where the cut for √ z − x p lies on (x p , +∞) with arg(z − x p ) ∈ (0, 2π), as in (6.4). Therefore, after some computations using (6.19), (6.24), (6.39) and (6.44), we obtain
(6.45)
Local parametrix around x p−1
The local parametrix P
is also constructed in terms of Bessel functions, and relies on the model RH problem Φ Be . Let us first consider the function
This is a conformal map from D xp−1 to a neighbourhood of 0 whose expansion as z → x p−1 is given by
(6.47) The lenses are chosen such that
Thus the jump contour for P
is mapped by f xp−1 onto a subset of Σ Be (Σ Be is represented in Figure 6 ). We take P (xp−1) of the form where E xp−1 is a 2 × 2 function that we require to be analytic inside D xp−1 (and is given in (6.50) below). From (8.1), it is straightforward to verify that P
given by (6.49) has the same jumps as S inside D xp−1 . In order to satisfy the matching condition, by (8.2), we need to define E xp−1 by
(6.50)
It can be verified from the jumps for P (∞) that E xp−1 has no jumps in D xp−1 , and has a removable singularity at x p−1 , and thus E xp−1 is analytic in D xp−1 as required. We will need later a more detailed knowledge of (6.29). Using (8.2), one shows that
as r → +∞ uniformly for z ∈ ∂D xp−1 , where Φ Be,1 is given below (8.2). Furthermore, using (6.19), (6.26) and (6.46), one shows that
(6.52)
Small norm problem
By definition of the local parametrices, R has no jumps and is bounded (by (6.28)) inside the m + 1 disks. Therefore, R is analytic on C \ Σ R , where Σ R consists of the boundaries of the disks, and the part of the lenses outside the disks, as shown in Figure 5 . For z ∈ Σ R ∩ (γ + ∪ γ − ), from Lemma 6.1, and since P
is independent of r (see (6.19) ), the jumps
), as r → +∞, (6.54) for a certain c > 0 independent of z and r. Let us orient the boundaries of the disks in the clockwise direction (as shown also in Figure 5 ). For z ∈ m j=0 ∂D xj , from (6.35), (6.43) and (6.51), we have
Therefore, R satisfies a small norm RH problem and its analysis is similar to the one done in Subsection 4.5. By standard theory for small norm RH problems [19, 20] , R exists for sufficiently large r and satisfies
(z) = O(1), as r → +∞ (6.56) uniformly for z ∈ C \ Σ R . The factors r ±βj in the entries of E xj (see (6.34) ) induce factors of the form r ±2βj in the entries of J R (see (6.35) ). Thus, we have The goal for the rest of this section is to obtain R
In the same way as done in (4.37), we obtain R (1) :
where J (1) R is defined via the expansion
We recall that J
R (z) is non-zero only for z on the boundaries of the disks, and explicit expressions for it are given by (6.35), (6.43) and (6.51). These expressions can be analytically continued on the interior of the disks, except at the centers where they have poles of order 1. Since the disks are oriented in the clockwise direction, by a direct residue calculation we have 
where 
In the same way as we derived the residues (6.65) and (6.66), but with more efforts, we also obtain 
(6.68)
Proof of Theorem 1.2
We prove Theorem 1.2 using the same strategy as in Section 5. First, we use the RH analysis done in Section 6 to find large r asymptotics for the differential identity 
Large r asymptotics for the differential identity
Asymptotics for K ∞ . For z outside the disks and outside the lenses, by (6.53) we have
for a certain matrix R 1 independent of z. Thus, by (6.10) and (6.13), we have
Using (6.56), the large r expansion of the above expression is given by
Using (6.20) and (6.61), as r → +∞ we have
). (7.5) Therefore, from (3.16), (6.7) and (6.57), the first part of the differential identity K ∞ is given by
Asymptotics for K xj with j ∈ {0, ..., p − 2, p + 1, ..., m}. By inverting the transformations (6.8) and (6.53), and using the expression for P (xj) given by (6.33), for z outside the lenses and inside D xj , we have
If furthermore ℑz > 0, then by (6.31) and (8.14) we have 
Therefore, using (6.31) and (8.15), as z → x j from the upper half plane and outside the lenses, we have
From (2.21), (6.5), (7.7) and (7.10) we have
(7.12) Using Γ(1 + z) = zΓ(z) (see e.g. [41, equation 5.5.1]) and (7.9), we note that
Also, from (6.19), we have
Therefore, using (6.56), (6.57) and det E xj (x j ) = 1 in the definition of K xj given by (3.17), we obtain (after a long but straightforward calculation)
By the definition of Λ j,1 and Λ j,2 given by (6.64), and using (7.9), (7.11) and (7.13), for j = 1, ..., p − 2, p + 1, ..., m we obtain the relations
Asymptotics for K xp−1 . For z outside the lenses and inside D xp−1 , using (6.8), (6.49) and (6.53), we find
Using (8.5) and (6.47), as z → x p−1 , ℑz > 0 from outside the lenses, we have as r → +∞.
Asymptotics for the differential identity (3.15) . Substituting the explicit expressions for c xj , j = 0, ..., p − 2, p + 1, ..., m given by (6.31) into (7.6), (7.15), (7.22 ) and (7.28) and then simplifying, 
Integration of the differential identity
Appendix
In this section, we recall two well-known RH problems: 1) the Bessel model RH problem, whose solution is denoted by Φ Be , and 2) the confluent hypergeometric model RH problem, which depends on a parameter β ∈ iR and whose solution is denoted by Φ HG (·) = Φ HG (·; β).
Bessel model RH problem
(a) Φ Be : C \ Σ Be → C
2×2
is analytic, where Σ Be is shown in Figure 6 . + 2γ E − iπ .
