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PATTERNS WITHOUT A POPULAR DIFFERENCE
ASHWIN SAH, MEHTAAB SAWHNEY, AND YUFEI ZHAO
Abstract. Which finite sets P ⊆ Zr with |P | ≥ 3 have the following property: for every A ⊆ [N ]r ,
there is some nonzero integer d such thatA contains (α|P |−o(1))Nr translates of d·P = {dp : p ∈ P},
where α = |A|/Nr?
Green showed that all 3-point P ⊆ Z have the above property. Green and Tao showed that
4-point sets of the form P = {a, a+ b, a+ c, a + b + c} ⊆ Z also have the property. We show that
no other sets have the above property. Furthermore, for various P , we provide new upper bounds
on the number of translates of d · P that one can guarantee to find.
1. Introduction
Green [10] proved a strengthening of Roth’s theorem on 3-term arithmetic progressions, showing
that for every A ⊆ [N ] := {1, . . . , N}, there exists some “popular common difference” d 6= 0 such
that
|{t : t, t+ d, t+ 2d ∈ A}| ≥ (α3 − o(1))N, (1.1)
where α = |A| /N and o(1) stands for some quantity that goes to 0 as N → ∞ (not depending on
A and d). Informally, the result says that one can always find some nonzero d such that number of
3-term arithmetic progressions with common difference d is approximately at least what one expects
for a random subset A ⊆ [N ] with density α. In contrast, there exist sets A ⊆ [N ] with density α
such that the total number of 3-term arithmetic progressions in N is at most αc log(1/α)N2, much
smaller than random (one can construct such sets by “blowing up” large subsets without 3-term
arithmetic progressions). Green developed an arithmetic analog of Szemerédi’s regularity lemma
to prove this result. The same proof extends to other 3-point patterns, namely, for fixed positive
integers k1 < k2, the conclusion remains true if (1.1) were replaced by
|{t : t, t+ k1d, t+ k2d ∈ A}| ≥ (α3 − o(1))N. (1.2)
Green and Tao [12] extended the above result to 4-term arithmetic progressions, showing that
for every A ⊆ [N ] := {1, . . . , N}, there exists some d 6= 0 such that
|{x : x, x+ d, x+ 2d, x + 3d ∈ A}| ≥ (α4 − o(1))N, (1.3)
where α = |A| /N , as o(1) → 0 as N → ∞ as before. Their proof uses quadratic Fourier analysis.
The same proof shows that for fixed positive integers k1 < k2, the conclusion remains true if (1.3)
were replaced by
|{t : t, t+ k1d, t+ k2d, t+ (k1 + k2)d ∈ A}| ≥ (α4 − o(1))N. (1.4)
The above results were conjectured by Bergelson, Host, and Kra [3], who had proved weaker results
using ergodic theory. Surprisingly, the extension to k-term arithmetic progressions is false for k ≥ 5,
as shown by a construction of Ruzsa [3].
Can the above popular common difference result hold for any other pattern? In this article, we
show that the answer is no.
Zhao was supported by NSF Award DMS-1764176, a Sloan Research Fellowship, and the MIT Solomon Buchsbaum
Fund.
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P ⊆ Zr Popular difference density Reference
3 points in Z pddP (α) = α
3 [10]
k1 < k2 < k3 < k4 in Z with k1 + k4 = k2 + k3 pddP (α) = α
4 [12]
Other 4 point patterns in Z pddP (α) < (1− c)α4 Theorem 1.6
Affine dim of P < r pddP (α) < α
c log(1/α) Theorem 1.9
3 non-collinear points in Z2 ω(α4) ≤ pddP (α) ≤ α4−o(1) [14, 5, 4]
4 points in strict convex position in Z2 pddP (α) < α
5−o(1) Theorem 1.8
4 points in nonconvex position in Z2 pddP (α) < α
c log(1/α) Theorem 1.8
At least 5 points pddP (α) < α
c log(1/α) [3, 5]
Affine dimension at least 3 pddP (α) < α
c log(1/α) [5]
Table 1. A summary of current bounds on the popular difference density pddP (α).
Here c > 0 depends on P .
Let P ⊆ Zr be finite set of points (a “pattern”). We call r the ambient dimension of P . The
dimension of the smallest affine subspace of Rr containing P is called the affine dimension of P .
For example, the pattern P = {(0, 1), (1, 1), (2, 1)} has affine dimension 1 and ambient dimension 2.
We define pddP (α), the popular difference density for P at density α, to be the largest possible
real number such that for every ǫ > 0, there exists N0 = N0(P, ǫ) such that for every N ≥ N0 and
every A ⊆ [N ]r with |A| ≥ αN r, there is some nonzero integer d such that one has
|{x ∈ Zr : x+ dy ∈ A for all y ∈ P}| ≥ (pddP (α)− ǫ)N r.
We always have pddP (α) ≤ α|P | for every 0 < α < 1 and every P , by considering a random subset
of [N ]r of density α as N →∞. An easy argument1 shows that pddP (α) = α|P | if |P | ≤ 2.
Let us summarize old and new results. Also see Table 1.
The results of Green [10] and Green–Tao [12] discussed earlier can be rephrased as follows.
Theorem 1.1 ([10]). If P ⊆ Z with |P | = 3, then pddP (α) = α3 for all 0 < α < 1.
Theorem 1.2 ([12]). If P = {k0, k1, k2, k3} with integers k0 < k1 < k2 < k3 and k0 + k3 = k1 + k2,
then pddP (α) = α
4 for all 0 < α < 1.
Ruzsa’s counterexample [3] showed that the above results do not extend to 5-term (or longer)
arithmetic progressions. His construction was extended to all patterns in Z with at least 5 points
in [5].
Theorem 1.3 ([3, 5]). Let P ⊆ Z with |P | ≥ 5. Then there is some c = cP > 0 so that pddP (α) <
αc log(1/α) for all 0 < α < 1/2.
Now let us move on to patterns in higher dimensions. The first example of a truly higher-
dimensional pattern is that of a “corner”: P = {(0, 0), (1, 0), (0, 1)} ⊆ Z2, which is essentially
1If we were working inside a group, e.g., A ⊆ Z/NZ, the claim that pddP (α) = α
|P | for |P | = 2 would follow
trivially from averaging. However, since we are working with A ⊆ [N ]r , we need a small modification to restrict our
attention to small differences. For simplicity consider P = {0, 1} ⊆ Z; general two-point P follows by an additional
averaging argument. Let m→∞ and m = o(N). We have, by the Cauchy–Schwarz inequality,
∑
x,d1,d2∈Z
1A(x+ d1)1A(x+ d2)1[m](d1)1[m](d2) =
∑
x
(∑
d
1A(x+ d)1[m](d)
)2
≥
1
N +m

∑
x,d
1A(x+ d)1[m](d)


2
=
m2
(1 + o(1))N
|A|2 .
So, by averaging, there exist a pair of distinct d1, d2 ∈ [m] such that |{x : x, x+ d1 − d2 ∈ A}| ≥ α
2N − o(N).
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equivalent to the case of P being three non-collinear points in Z2. In the finite field model (i.e.,
working inside Fnp for a fixed p rather than in [N ] or Z/NZ), Mandache [14] essentially reduced
the popular common difference problem for corners to a certain extremal problem for 3-uniform
hypergraphs. Berger [4] extended Mandache’s results to [N ] as well as arbitrary abelian groups of
odd order. Combined with [5], which gave nearly tight upper and lower bounds on the associated
extremal hypergraph problem (involving a 3-uniform hypergraph called the “triforce”), we know the
following. Here by ω(α4) ≤ pddP (α) we mean that pddP (α)/α4 →∞ as α→ 0.
Theorem 1.4. Let P be three non-collinear points in Z2. Then ω(α4) ≤ pddP (α) ≤ α4−o(1), where
the asymptotics refer to α→ 0.
The situation is dramatically different for corners in Zr with r ≥ 3. The following result is shown
in [5]. We give a new proof of this theorem that is easier than the one in [5].
Theorem 1.5 ([5]). Let P ⊆ Zr with affine dimension at least 3. Then there is some c = cP > 0
so that pddP (α) < α
c log(1/α) for all 0 < α < 1/2.
Now let us discuss new results. First, let us consider 1-dimensional patterns. Let P ⊆ Z. It is
not hard to see that pddP (α) = α
|P | if |P | ≤ 2. From Theorem 1.1 we know that pddP (α) = α|P |
if |P | = 3. Theorem 1.3 shows that pddP (α) < αc log(1/α) whenever |P | ≥ 5. It remains to
study 4-point patterns. Theorem 1.2 shows that pddP (α) = α
|P | for P = {k1, k2, k3, k4} with
k1 < k2 < k3 < k4 and k1+k4 = k2+k3. It remains to study 4-point patterns in Z not of this form,
and our next result shows that pddP (α) < (1− c)α4. See Section 6 for proof, which uses computer
assistance.
Theorem 1.6 (4-point 1-dimensional patterns). There is some absolute constant c > 0 such that
for all P ⊆ Z with |P | = 4 and not of the form P = {k0, k1, k2, k3} with integers k0 < k1 < k2 < k3
and k0 + k3 = k1 + k2, one has pddP (α) < (1− c)α4 for all 0 < α < 1/2.
In some cases, we can prove even better bounds, as stated next. For example, there exist P ⊆ Z
with |P | = 4 and pddP (α) < α100 for all sufficiently small α > 0. See Section 5 for proof.
Theorem 1.7 (Certain 4-point 1-dimensional patterns). For every C > 0 there exists some P ⊆ Z
with |P | = 4 such that pddP (α) < αC for all sufficiently small α > 0.
Now let us move to higher-dimensional patterns. Theorem 1.4 shows that pddP (α) = α
4−o(1) for
every P ⊆ Z2 with |P | = 3 and affine dimension 2. By Theorem 1.3, pddP (α) < αc log(1/α) whenever
|P | ≥ 5. For 4-point patterns in Z2, we obtain the following upper bounds, whose proof can be
found in Sections 3 and 4.
Theorem 1.8 (4-point 2-dimensional patterns). Let P ⊆ Z2 with |P | = 4.
(1) If P is 4 points in strict convex position, then pddP (α) < α
5−o(1), where the o(1) is some
quantity that goes to zero as α→ 0.
(2) Otherwise, there is some c = cP > 0 such that pddP (α) < α
c log(1/α) for all 0 < α < 1/2.
The next statement tells us what happens when P ⊆ Zr is not full-dimensional. See Section 2
for proof.
Theorem 1.9. Let P ⊆ Zr with |P | ≥ 3 and suppose that the affine dimension of P is strictly less
than its ambient dimension r. Then there exists some c = cP > 0 such that pddP (α) < α
c log(1/α)
for all 0 < α < 1/2.
Theorem 1.9 gives a new proof of Theorem 1.5. Indeed, if P ⊆ Zr has affine dimension at least
3, then let P ′ ⊆ P be an arbitrary 3-point subset. Then the affine dimension of P ′ is at most 2,
and hence pddP ′(α) < α
c log(1/α) by Theorem 1.9. Note from definition that pddP (α) ≤ pddP ′(α),
and thus pddP (α) < α
c′ log(1/α).
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Putting all of the above results together, we find that no other patterns P with |P | ≥ 3 satisfy
Theorems 1.1 and 1.2.
Corollary 1.10. Let P ⊆ Zr with |P | ≥ 3. Unless r = 1 and P is one of the sets in Theorems 1.1
and 1.2, we have pddP (α) < α
|P | for all sufficiently small α > 0.
We do not give any new lower bounds on pddP (α) in this paper. Except in the cases addressed
by Theorems 1.1, 1.2, and 1.4, the best lower bounds that we are aware of essentially come from
quantitative bounds on the multidimensional Szemerédi theorem. Indeed, the multidimensional
Szemerédi theorem [6] implies that for every finite P ⊆ Zr and α > 0 there is some cP (α) > 0 so that
every subset of [N ]r with density α contains at least cP (α)N
r+1 copies of P (allowing translations
and dilations), which then by an averaging argument implies that pddP (α) ≥ cP (α). For all P with
at least 4 points and affine dimension at least 2, the best bounds on the multidimensional Szemerédi
theorem comes from the hypergraph removal lemma [9, 16]. For 3 non-collinear points, such as the
corners pattern, the best bound is due to Shkredov [18].
It remains interesting to improve the bounds further, especially for Theorems 1.6 and 1.8.
Acknowledgments. The third author would like to thank Ben Green for hosting him during a
visit to Oxford and for discussions that led to this project.
2. Pattern whose affine dimension is less than its ambient dimension
In this section we prove Theorem 1.9. The following proposition is a well-known application of
Behrend’s construction of large subsets without 3-AP arithmetic progressions.
Proposition 2.1. Let P ⊆ Zr and |P | ≥ 3 and fix 0 < α < 1/2. Then there exists some c = cP > 0
such that for all sufficiently large N , there exists S ⊆ (Z/NZ)r such that S contains at most
αcP log(1/α)N r+1 translated dilates of P and |S| ≥ αN r.
Proof sketch. By an appropriate generalization of Behrend’s construction [2], there is a subset Λ ⊆
[L]r of size |Λ| ≥ Lr exp(−cP
√
logL) avoiding translated dilates of P . For example, by taking Λ to
be the inverse image of an appropriate set Λ′ under linear projection to 1 dimension, we can reduce
to the case r = 1. This case is directly handled by standard modifications of Behrend’s construction.
Then essentially blowing up each point into a box of widths ⌊N/L⌋ gives the desired result. For
correctness’ sake, one must only use the middle 1/CP fraction of this box (for appropriately chosen
CP > 0) to force all translated dilates of P to stay within a box (using the property of Λ that it
avoids translated dilates of P ). 
Finally, it will be useful to have an explicit relationship between patterns that are related via an
affine-linear transformation.
Proposition 2.2. Let P,Q ⊆ Zr be such that there is an invertible affine-linear transformation
φ : Qr → Qr satisfying φ(P ) = Q. Then there is a constant c = cP,Q ∈ (0, 1) such that
pddQ(cα) ≤ pddP (α).
Proof. For every ǫ > 0 and sufficiently large N , we can find a set A ⊆ [N ]r which satisfies
max
d6=0
|{x ∈ Zr : x+ dy ∈ A for all y ∈ P}| ≤ (pddP (α) + ǫ)N r
and
|A| ≥ αN r.
We consider φ(A). As φ is an invertible linear map Qr → Qr we have that
φ([N ]r) ⊆ ∪cφi=1([−sφN, sφN ]r + Yi)
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for some points Yi ∈ Qr and some positive integers cφ, sφ depending only on φ. That is, φ maps
[N ]r maps into a bounded number of rational translates of [−sφN, sφN ]r. By pigeonholing, there
exists i such that ∣∣φ(A) ∩ ([−sφN, sφN ]r + Yi)∣∣ ≥ |A|/((3sφ)rcφ).
Let A′ = −Yi + φ(A) ∩ [−sφN, sφN ]r. Now by construction
max
d6=0
∣∣{x ∈ Zr : x+ dy ∈ A′ for all y ∈ Q}∣∣ ≤ (pddP (α) + ǫ)N r ≤ (pddP (α) + ǫ)(2sφN + 1)r
and
|A′| ≥ α/((3sφ)rcφ) ·N r ≥ α/((3sφ)2rcφ) · (2sφN + 1)r.
This implies the desired result. In particular, we can take c = 1/((3sφ)
2rcφ). 
Using these propositions we can now easily prove Theorem 1.9.
Proof of Theorem 1.9. We can assume N is prime, up to losing at most an absolute constant factor
by Bertrand’s postulate. It also suffices to perform the construction in (Z/NZ)r.
Let P ⊆ Zr have affine dimension of r′ < r. Then Proposition 2.2 shows that, up to losing at most
a constant factor, we can apply an invertible affine transformation to obtain a different pattern.
(We will often perform this step implicitly in the future.) In particular, we can reduce to the case
where P spans precisely the first r′ coordinate directions. Since |P | ≥ 3, we can find a subset S of
(Z/NZ)r
′
with density α and αcP log(1/α)N r
′+1 translated dilates of P by Proposition 2.1. Taking
the set
A = {(i1 · s1, . . . , i1 · sr′ , i1, i2, . . . , ir−r′) : i1 6= 0, ij ∈ Z/NZ, s = (s1, . . . , sr′) ∈ S} ⊆ (Z/NZ)r,
the result follows as the number translates of P with a common difference d is precisely the number
of translated dilates of P in S times N r−r
′−1. (This is because every difference d occurs an equal
amount of times, since the construction includes a dilate of S by every possible factor i1 ∈ (Z/NZ)×.)
The result follows. 
3. Four-point patterns in two dimensions
We now consider two-dimensional four-point patterns with the four points in strict convex posi-
tion. This proof extends an earlier construction of Mandache [14], and takes place in a more general
context of a finite abelian group G × G rather than [N ]2. Assuming that the order of the group
G is relatively prime to a certain integer, we can replace our patterns with (g, h), (g + d, h), (g, h +
d), (g + k1d, h + k2d) where k1, k2 ∈ Q>0 via rescaling. Note that k1 + k2 6= 1. Taking G = Z/NZ
then transferring the resulting set S to [N ], we immediately deduce the first part of Theorem 1.8.
Theorem 3.1. There exists some constant C > 0 so that for all 0 < α < 1/2 and all abelian groups
of order N > N0(α, k1, k2) relatively prime to some M(k1, k2), the following holds. There exists
some S ⊆ G×G with |S| ≥ α|G| so that for every d 6= 0 we have
Ex,y1S(x, y)1S(x+ d, y)1S(x, y + d)1S(x+ k1d, y + k2d) < α
5eC
√
log(1/α).
We have a finite abelian group G of order relatively prime to some constant M(k1, k2). Let
f : [0, 1]3 → [0, 1] be piecewise continuous, to be chosen later. Sample X = (Xg)g∈G, Y = (Yg)g∈G,
and Z = (Zg)g∈G uniformly from [0, 1]G. Let F : G×G→ [0, 1] be a random function defined via
F (g, h) = f(Xg, Yh, Zg+h).
For nonzero d ∈ G define
α(F ) := Eg,hF (g, h) and
β(F, d) := Eg,hF (g, h)F (g + d, h)F (g, h + d)F (g + k1h, d+ k2h),
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which are random variables. Then define α to be
α = EX,Y,Zα(F ) = Eg,hEX,Y,ZF (g, h) = Ex,y,zf(x, y, z).
The last equality is true since the inner expectation over X,Y,Z is independent of g, h and equals
the right hand side. Define β(d) to be
β(d) = EX,Y,Zβ(F, d)
= Eg,hEX,Y,Z[f(Xg, Yh, Zg+h)f(Xg+d, Yh, Zg+h+d)
f(Xg, Yh+d, Zg+h+d)f(Xg+k1d, Yh+k2d, Zg+h+(k1+k2)d)]
= Ef(x0, y0, z0)f(x1, y0, z1)f(x0, y1, z1)f(xk1 , yk2 , zk1+k2) (3.1)
where in the final expression, the xi, yi, zi’s are all iid uniform random variables in [0, 1]. Indeed,
the final equality holds even if g and h were held fixed at arbitrary values in the second-to-last line.
This step uses the hypothesis that |G| is relatively prime to the nonzero elements of {k1 − 1, k2 −
1, k1 + k2 − 1}.
Note that β = β(d) thus is independent of the value d 6= 0. Now, for a set S we define the
analogous notions
α(S) = Eg,h1S(g, h) and
β(S, d) = Eg,h1S(g, h)1S(g + d, h)1S(g, h)1S(g, h + d)1S(g + k1d, h+ k2d).
Now sample a random subset S of G × G by sampling each pair (g, h) with probability F (g, h).
We show that as N →∞, the size of S and the number of squares in S of difference d concentrate
around their mean values α = EX,Y,Zα(F ) and β = EX,Y,Zβ(F, d). This reduces the problem to
constructing f with Ef = α such that
Ef(x0, y0, z0)f(x1, y0, z1)f(x0, y1, z1)f(xk1 , yk2 , zk1+k2) = β
is minimized.
Lemma 3.2. Fix a function f : [0, 1]3 → [0, 1]. Sample a random subset S of G ×G by sampling
Xg, Yg, Zg uniform from [0, 1] (independently for all g ∈ G) and then include each pair (g, h) in S
with probability F (g, h) = f(Xg, Yh, Zg+h). Then with probability 1− o(1) as |G| → ∞ we have
|α(S)− α| ≤ |G|−1/3
and
sup
d6=0
|β(S, d) − β| ≤ |G|−1/3.
Proof. Let N = |G| and we let W = (Wg,h)g,h∈G be a set of independent uniform [0, 1] random
variables. We see that the random set S is a function of the random variables X, Y, Z, and
W as follows: (g, h) ∈ S if and only if f(Xg, Yh, Zg+h) ≥ Wg,h. Thus α(S) and β(S, d) can be
expressed as (N2 + 3N)-variate function of the random variables X, Y, Z, and W. We will apply
the Azuma–Hoeffding–McDiarmid inequality to prove the desired concentration.
If we consider S as a function of (X,Y,Z,W), note that changing any single value of Xg, Yg,
or Zg changes at most 3N elements of S, and changing any Wg,h affects at most 1 element of S.
Therefore any change will alter
α(S) = Eg,h1S(g, h)
by at most 3/N for Xg, Yg, Zg or 1/N
2 for Wg,h. Similarly, changing any Xg, Yg, Zg will change
β(S, d) by at most 12/N and changing any Wg,h will change it by at most 4/N
2. Azuma–Hoeffding–
McDiarmid’s inequality shows that α(S) and β(S, d) lie within δN−1/2 of their means with proba-
bility 1− exp(−Ω(δ2)). Choosing δ = N1/6 and taking a union bound over nonzero d ∈ G gives the
result. 
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We are now in position to prove Theorem 3.1.
Proof of Theorem 3.1. By Lemma 3.2 it suffices to define an appropriate function f with
Ex,y,zf(x, y, z) ∈ [α, 3α/2]
which satisfies
β = Ef(x0, y0, z0)f(x1, y0, z1)f(x0, y1, z1)f(xk1 , yk2 , zk1+k2) < α
5eC
√
log(1/α). (3.2)
Now we choose an appropriate function f . Let H be a triparite graph defined with vertex sets
X = Y = Z = Z/LZ. Let Λ be a subset of Z/LZ avoiding 3-term arithmetic progressions with
|Λ| = ⌊Le−C
√
logL⌋ for an absolute constant C > 0, whose existence is due to Behrend [2]. Let H
have edges (x, x+a) ∈ X×Y , (y, y+a) ∈ Y ×Z and (x, x+2a) ∈ X×Z for x, y ∈ Z/LZ and a ∈ Λ.
Note that since Λ is 3-AP free the only triangles in H are of the form (x, x+a, x+2a) ∈ X×Y ×Z.
Therefore no two triangles share an edge, there are L|Λ| triangles, and any vertex is in |Λ| triangles.
We let f(x, y, z) = 1 if (⌊Lx⌋, ⌊Ly⌋, ⌊Lz⌋)/L is a triangle in H, and 0 otherwise.
Now we split into cases. Recall k1, k2 ∈ Q>0. Furthermore k1 + k2 6= 1, as otherwise this would
not be strictly convex. There is also a symmetry in k1 and k2, so it suffices to prove (3.2) in the
cases (1) k1, k2 6= 1, (2) k1 = 1 and k2 6= 1, and (3) (k1, k2) = (1, 1).
(1) We have
β = Ex0,x1,x2
y0,y1,y2
z0,z1,z2
f(x0, y0, z0)f(x1, y0, z1)f(x0, y1, z1)f(x2, y2, z2) =
L2|Λ|2
L9
=
|Λ|2
L7
.
To justify this, we count the number of tuples (x,y, z) which make the inner term equal 1
(else it is 0), which occurs precisely when the four triples that appear in the express above
are all triangles, in which case x0y0z1 must also be a triangle. But no two triangles in H
share an edge, which forces z0 = z1 and y0 = y1 and x0 = x1. The number of choices of
variables that make (x0, y0, z0) and (x2, y2, z2) both triangles is L
2 |Λ|2.
(2) We have
β = E x0,x1
y0,y1,y2
z0,z1,z2
f(x0, y0, z0)f(x1, y0, z1)f(x0, y1, z1)f(x1, y2, z2) =
L|Λ|2
L8
=
|Λ|2
L7
for the same reason, except that we obtain two vertex-attached triangles (x0, y0, z0) and
(x0, y2, z2). Since every vertex is in |Λ| triangles, there are L|Λ|2 such configurations.
(3) We have
β = E x0,x1
y0,y1
z0,z1,z2
f(x0, y0, z0)f(x1, y0, z1)f(x0, y1, z1)f(x1, y1, z2) =
L|Λ|
L7
=
|Λ|
L6
.
Again we find that the expression in the expectation is 1 if and only if x0 = x1, y0 = y1,
and z0 = z1, in which case since (x1, y1, z1) and (x1, y1, z2) must be the same triangle since
they share an edge and so z1 = z2. Thus we obtain L|Λ| configurations.
We are now in a position to establish (3.2) for all cases simultaneously. We choose L such that
⌊Le−C
√
logL⌋
L2
=
|Λ|L
L3
∈ [α, 3α/2].
This is easily seen to be feasible, and furthermore such a choice implies that log(αL)/
√
log(1/α) ∈
(−c−1,−c) for some absolute constant c ∈ (0, 1). In particular,
L ≥ α−1e−c−1
√
log(1/α).
8 SAH, SAWHNEY, AND ZHAO
Now, regardless of which case we are in, we obtain
β ≤ |Λ|
L6
≤ e
−C√logL
L5
≤ α5eC′
√
log(1/α). 
4. Nonconvex patterns in two dimensions
In this section we prove that all nonconvex four point patterns P satisfy pddP (α) < α
c log(1/α)
for all α ∈ (0, 1/2), for some appropriate constant c = cP > 0. The proof is a variant of the
construction showing pdd{0,1,2,3,4}(α) < αc log(1/α) in [3, Appendix] as well as the construction
showing three-dimensional corners satisfy pddP (α) < α
c log(1/α) that establishes [5, Theorem 1.6].
However, carrying out the “natural analog” of these constructions would require a subset of [N ] of
size N1−o(1) avoiding an equation such as 2x+ 2y = 3z +w; it is unknown whether such sets exist.
We overcome this obstacle by a novel extension of these constructions using complex numbers.
Most of the second part of Theorem 1.8 is implied by the following theorem (only the case where
three points are collinear is left out, which is handled at the end of this section).
Theorem 4.1. Let P ⊆ Z2 be a set of four points in strictly nonconvex position. Let 0 < α < 1/2.
For all sufficiently large N , there exists A ⊆ [N ]2 with |A| ≥ αN2 such that for all nonzero integers
d, there are at most αc log(1/α)N2 points x ∈ Z2 such that x+ d · P := {x+ dt : t ∈ P} ⊆ A, where
c = cP > 0 is a constant.
By a change of basis via Proposition 2.2, we reduce Theorem 4.1 to patterns of the form P =
{(0, 0), (m1, 0), (0,m2), (−m3,−m4)}, with positive integers m1,m2,m3,m4. Let m = m2m3 +
m1m4 +m1m2.
Let nonzero A,B,C ∈ C such that BC(B−C) = m2m3, CA(C−A) = m1m4, and AB(A−B) =
m1m2. It follows that m2m3A+m1m4B +m1m2C = 0. We justify the existence of such numbers.
Lemma 4.2. There exist nonzero A,B,C ∈ C with B/A /∈ R such that BC(B − C) = m2m3,
CA(C −A) = m1m4, and AB(A−B) = m1m2.
Proof. Let R = m1m2
√−m3m4/m, which is nonzero and purely imaginary. Let u, v, w be nonzero
complex numbers satisfying
v − w = m2m3
R
u,
w − u = m1m4
R
v,
u− v = m1m2
R
w.
For example, we can choose u = 1− (m1m4/R), v = 1+(m2m3/R), and w = 1+(m1m2m3m4/R2),
which by design satisfy the first two equations and satisfy the third by the definition of R.
We must check that these are nonzero. Since R is purely imaginary, u, v 6= 0 is clear. Furthermore,
if w = 0 then R2 = −m1m2m3m4 or m = m1m2, which is a contradiction as m1,m2,m3,m4 are
positive integers.
Now choose t such that t3 = R/(uvw). Let (A,B,C) = t(u, v, w). Then ABC = R and
B − C = m2m3
R
A, C −A = m1m4
R
B, and A−B = m1m2
R
C.
Hence using R = ABC gives
BC(B − C) = m2m3, CA(C −A) = m1m4, and AB(A−B) = m1m2.
Finally, we show that our choice yields B/A /∈ R. Assume for the sake of contradiction that
B/A ∈ R. Adding the above three linear equations gives
m2m3A+m1m4B +m1m2C = 0,
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so if B/A ∈ R then C/A ∈ R. Then
m2m3
A3
=
BC(B − C)
A3
∈ R,
thus A3 ∈ R. Let A = a exp(2πij/3) for a ∈ R and j ∈ {0, 1, 2} chosen appropriately. Then
since B/A,C/A ∈ R we see that b = B exp(−2πij/3) and c = C exp(−2πij/3) are also real. Note
that a, b, c also satisfy bc(b − c) = m2m3, ca(c − a) = m1m4, and ab(a − b) = m1m2, as well as
m2m3a+m1m4b+m1m2c = 0.
Since m2m3a +m1m4b +m1m2c = 0, the numbers a, b, c do not all have the same sign. If we
have a, b > 0 > c then bc(b− c) < 0, and similar for the other three cyclic cases. If c > 0 > a, b then
ca(c− a) < 0, and similar for the other three cyclic cases. This gives the desired contradiction. 
Now fix a choice of such A,B,C ∈ C. Define
f(x, y) =
(m2Ax+m1By)
2
A
. (4.1)
The function f satisfies the following identity.
Lemma 4.3. Let m1,m2,m3,m4, f be as above. For all n1, n2, d we have
m2m3f(n1 +m1d, n2) +m1m4f(n1, n2 +m2d) +m1m2f(n1 −m3d, n2 −m4d)
= (m2m3 +m1m4 +m1m2)f(n1, n2).
Proof. Note that relation
BC(B−C)(t1+At2)2+CA(C−A)(t1+Bt2)2+AB(A−B)(t1+Ct2)2+(A−B)(B−C)(C−A)t21 = 0
holds as an polynomial identity in the variables A,B,C, t1, t2, by expansion. Now recall that for our
specific choices of A,B,C ∈ C we have BC(B−C) = m2m3, CA(C−A) = m1m4, and AB(A−B) =
m1m2. Summing these relations gives (A − B)(B − C)(C − A) = −m2m3 − m1m4 − m1m2.
Substituting this in we obtain
m2m3(t1 +At2)
2 +m1m4(t1 +Bt2)
2 +m1m2(t1 + Ct2)
2 = (m2m3 +m1m4 +m1m2)t
2
1.
Now setting t1 = m2An1 +m2Bn2 and t2 = m1m2d we obtain
m2m3(m2An1 +m2Bn2 +m1m2Ad)
2 +m1m4(m2An1 +m2Bn2 +m1m2Bd)
2
+m1m2(m2An1 +m2Bn2 +m1m2Cd)
2 = (m2m3 +m1m4 +m1m2)(m2An1 +m2Bn2)
2.
Recalling that m2m3A+m1m4B +m1m2C = 0 and dividing the expression by A we obtain
m2m3(m2An1 +m2Bn2 +m1m2Ad)
2/A+m1m4(m2An1 +m2Bn2 +m1m2Bd)
2/A
+m1m2(m2An1 +m2Bn2 −m2m3Ad−m1m4Bd)2/A
= (m2m3 +m1m4 +m1m2)(m2An1 +m2Bn2)
2/A.
This is easily seen to be equivalent to
m2m3f(n1 +m1d, n2) +m1m4f(n1, n2 +m2d) +m1m2f(n1 −m3d, n2 −m4d)
= (m2m3 +m1m4 +m1m2)f(n1, n2),
as desired. 
Lemma 4.4. Let m1,m2,m3,m4 ∈ Z>0. There is an absolute constant c = cm1,m2,m3,m4 > 0 such
that the following holds. For every integer L > 0 there exists a subset Λ of {0, 1, . . . , L−1} having at
least L exp(−c√logL) elements that does not contain any nontrivial solutions to m2m3x+m1m4y+
m1m2z = (m2m3 +m1m4 +m1m2)w (here a trivial solution is one with x = y = z = w).
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Proof. This follows from a standard modification from Behrend’s construction [2] of a large 3-AP-
free set (e.g., see [1, Lemma 3.1]). 
The next lemma is similar to [3, Lemma 2.3].
Lemma 4.5. Let m1,m2,m3,m4,m,A,B,C be as above. Let Λ be a subset of {0, 1, . . . , L − 1}
not containing any nontrivial solutions to m2m3x +m1m4y +m1m2z = mw, and let ψ be a fixed
complex constant. For each j = (j1, j2) ∈ Λ2, let
Ij := A
[
j1
mL
,
j1
mL
+
1
m2L
)
+B
[
j2
mL
,
j2
mL
+
1
m2L
)
⊆ C/(AZ+BZ),
and let
B =
⋃
j∈Λ2
Ij .
Let f be defined by (4.1). Let n1, n2, d ∈ Z and let w = ψf(n1, n2), x = ψf(n1 + m1d, n2),
y = ψf(n1, n2 +m2d), and z = ψf(n1 −m3d, n2 −m4d). Suppose that w, x, y, z (mod AZ + BZ)
all lie in B. Then ∥∥2m1m2(m2An1 +m1Bn2)dψ +m21m22Ad2ψ∥∥A,B < 1m2L.
Here for x = x1A+ x2B with x1, x2 ∈ R we define
‖x‖A,B := max{‖x1‖R/Z , ‖x2‖R/Z},
where ‖xj‖R/Z denotes the distance from xj ∈ R to the closest integer.
Proof. Notice that we can identify the fundamental domain of C/(AZ+BZ) with A[0, 1) +B[0, 1)
and think of each Ij as a “box” in the “directions” A and B with “side lengths” 1/(m
2L).
We have m2m3x+m1m4y+m1m2z = (m2m3+m1m4+m1m2)w = mw by applying Lemma 4.3.
LetW,X, Y,Z ∈ Λ2 be such that w ∈ IW , x ∈ IX , y ∈ IY , and z ∈ IZ . We will write W = (W1,W2)
and similar for X,Y,Z. Then m2m3x+m1m4y +m1m2z (mod AZ+BZ) lies in
A
[
m2m3X1 +m1m4Y1 +m1m2Z1
mL
,
m2m3X1 +m1m4Y1 +m1m2Z1
mL
+
1
mL
)
+B
[
m2m3X2 +m1m4Y2 +m1m2Z2
mL
,
m2m3X2 +m1m4Y2 +m1m2Z2
mL
+
1
mL
)
and mw (mod AZ+BZ) lies in
A
[
mW1
mL
,
mW1
mL
+
1
mL
)
+B
[
mW2
mL
,
mW2
mL
+
1
mL
)
.
Since m2m3Xj +m1m4Yj +m1m2Zj < mL, these two boxes intersect exactly when
m2m3X +m1m4Y +m1m2Z = mW
as ordered pairs, which implies that W = X = Y = Z since Λ and hence Λ2 has no nontrivial
solutions to this equation. The conclusion follows from the fact that w and x lie in the box Iw with
side lengths 1/(m2L) and from
x− w = 2m1m2(m2An1 +m1Bn2)dψ +m21m22Ad2ψ,
which is verified by expanding the definitions of w, x. 
Finally, following [5], we need irrational numbers well-approximable by fractions with a special
property.
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Lemma 4.6 ([5, Lemma 3.3]). Fix a positive integer m > 1. Then there is a real b ∈ (1, 22m+1]
such that the following holds. For all real r > 0, there is an irrational number ψ and infinitely many
fractions pi/qi with relatively prime positive integers pi < qi and qi having no prime factor smaller
than m such that |ψ − pi/qi| < 1/(mq2i ), and rbi < qi < 2rbi for i ≥ i(r,m, b) sufficiently large.
We are ready to prove Theorem 4.1.
Proof of Theorem 4.1. We may assume that α is sufficiently small or otherwise we can take A =
[N/2] × [N ] and then the theorem is true if the constant is chosen appropriately.
Let L = exp(c log(1/α)2) for an appropriately chosen sufficiently small constant c > 0. Apply
Lemma 4.6 for m = L and t = 2L + 1 different values of r, namely r = 2j for 1 ≤ j ≤ 2L + 1.
The lemma gives a single b ∈ (1, 22L+1] and irrationals ψ1, . . . , ψt as well as positive integers pj,i, qj,i
with gcd(pj,i, qj,i) = 1 so that for all j ∈ [t],
• qj,i ∈ (2jbi, 2j+1bi) for sufficiently large i ≥ i(j), and
• gcd(qj,i, lcm(1, . . . , L)) = 1 for i ≥ i(j), and
• |ψj − pj,iqj,i | < 1Lq2j,i for i ≥ i(j).
Let I = max{i(1), . . . , i(t)}. Then the above properties hold for all 1 ≤ j ≤ t and i ≥ I. Observe
that all sufficiently large N (here “sufficiently large” depends on α) are within a factor of 4 from
some qj,i with 1 ≤ j ≤ t and i ≥ I. Therefore, to prove the theorem for all sufficiently large integers
N , it suffices to prove it for numbers of the form N = qj,i.
Let N = qj,i with 1 ≤ j ≤ t and i ≥ I. Let ψ = ψj . Define
A = {(n1, n2) ∈ [N ]2 : ψf(n1, n2) ∈ B (mod AZ+BZ)},
where f is defined via (4.1),
B =
⋃
(k1,k2)∈Λ2
(
A
[
k1
mL
,
k1
mL
+
1
m2L
)
+B
[
k2
mL
,
k2
mL
+
1
m2L
))
⊆ C/(AZ+BZ),
and Λ is a subset of {0, 1, . . . , L − 1} of size Le−O(
√
logL) not containing nontrivial solutions to
m2m3x+m1m4y +m1m2z = mw (by Lemma 4.4). By the Weyl equidistribution
2 criterion (e.g.,
see [19]), using mA,B(·) for Lebesgue measure normalized so that A[0, 1) + B[0, 1) has measure 1,
we see that as N →∞,
|A|
N2
→ m(B) = |Λ|
2
(m2L)2
= e−O(
√
logL) ≥ 2α
as long as we have chosen the constant c in L = exp(c log(1/α)2) so that the last inequality is true.
Thus, for sufficiently large N , we have |A| ≥ αN2.
A key point here is that while the rate of convergence of the equidistribution claim may depend
on ψ, since there are only finitely many ψ’s that we need to consider, there is a single N0(α) such
that |A| ≥ αN3 whenever N = qj,i ≥ N0(α) with j ∈ [t] and i ≥ I as above.
Fix a nonzero integer s with |s| < N . Suppose (a1, a2) satisfies
(a1, a2), (a1 +m1s, a2), (a1, a2 +m2s), (a1 −m3s, a2 −m4s) ∈ A.
2 Let us check the equidistribution more carefully. We have the identity
ψf(n1, n2) = A(m
2
2n
2
1)ψ +B(2m1m2n1n2)ψ +
B2
A
m21n
2
2 = A(m
2
2n
2
1 + am
2
1n
2
2)ψ +B(2m1m2n1n2 + bm
2
1n
2
2)ψ
if we uniquely write B2/A = aA + bB for a, b ∈ R. Thus checking equidistribution in C/(AZ + BZ) is equivalent
to checking equidistribution of (n1, n2) 7→ (m
2
2ψ, 0)n
2
1 + (0, 2m1m2ψ)n1n2 + (am
2
1ψ, bm
2
1ψ)n
2
2 in (R/Z)
2. This does
indeed follow from [19, Exercise 1.1.6], in fact regardless of what a, b ∈ R are.
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By Lemma 4.5,
∥∥2m1m2(m2An1 +m1Bn2)sψ +m21m22As2ψ∥∥A,B < 1/(m2L). So∥∥∥∥2m1m2(m2Aa1 +m1Ba2)spj,iqj,i +m21m22As2ψ
∥∥∥∥
A,B
≤ 1
m2L
+ 2m1m2s |m2Aa1 +m1Ba2|
∣∣∣∣ψ − pj,iqj,i
∣∣∣∣
≤ 1
m2L
+ 4m2(|A| + |B|)N2 · 1
Lq2j,i
= O
(
1
L
)
.
Recall that N = qj,i is relatively prime to all of [L] as well as to pj,i. In particular, N is odd and
provided we chose L large enough, it is relatively prime to m1m2 as well. Also |s| < N , so s is not
divisible by N . It follows that 2m1m2spj,i/qj,i is not an integer. Writing 2m1m2spj,i/qj,i = P/Q
where P and Q are relatively prime integers with Q positive, one has Q > L since all prime divisors
of qj,i are greater than L.
Thus
∥∥(m2Aa1 +m1Ba2)P/Q+m21m22As2ψ∥∥A,B = O(1/L). Since multiplication by P is a bijec-
tion in Z/QZ, we see there are at most (1+O(Q/L))2 = O(Q2/L2) possible values that (a1, a2) can
take in (Z/QZ)2, and hence there are O(N2/L2) possible values (recall N/Q ∈ Z) that (a1, a2) can
take in [N ]2. Therefore there are O(N2/L2) = O(e−2c log(1/α)2N2) different points (a1, a2) ∈ [N ]2
that generate a pattern of common difference s. 
Now we are ready to prove Theorem 1.8.
Proof of Theorem 1.8. If the pattern P is strictly nonconvex, use Theorem 4.1. If the pattern P
is strictly convex, use Theorem 3.1. If the pattern contains three collinear points, using the trivial
observation that if P ′ ⊆ P then pddP (α) ≤ pddP ′(α) and using Theorem 1.9 proves the result. 
5. Special four-point patterns in one dimension
In this section we prove that for any C > 0, certain 4-point patterns P on the line have pddP (α) <
αC for all α ∈ (0, 1/2). The following theorem immediately implies Theorem 1.7.
Theorem 5.1. For any C > 0, there exist α0 ∈ (0, 1) and aj ∈ N such that the following holds.
Let 0 < α < α0 and P = {0, a1, a2, a3}. For all sufficiently large N , there exists A ⊆ [N ] with
|A| ≥ αN such that for all nonzero integers d, there are at most αCN points x ∈ Z such that
x+ d · P := {x+ dt : t ∈ P} ⊆ A.
For the rest of the section, let ω = exp(πi/6). We first need the following well-known number
theoretic fact.
Proposition 5.2. Let K = Q(ω, 31/6). Then a 1/24 density of primes split completely over K.
Proof. This is a direct consequence of Chebotarev’s density theorem applied to K. See [13] for an
effective version. 
Let
P1(X,Y,Z) = (X − Y )(Y − Z)(Z −X),
P2(X,Y,Z) = Y Z(Y − Z),
P3(X,Y,Z) = ZX(Z −X), and
P4(X,Y,Z) = XY (X − Y ).
They are chosen to satisfy the polynomial identity
P1(X,Y,Z)T
2+P2(X,Y,Z)(T +XD)
2+P3(X,Y,Z)(T +Y D)
2+P4(X,Y,Z)(T +ZD)
2 = 0. (5.1)
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Define the constants
z1 = 3
−1/6ω5, z2 =
1
2
(31/3ω2 + 35/6ω5), z3 =
1
2
(−31/3ω2 + 35/6ω5).
They satisfy the relations
P1(z1, z2, z3) = −1,
P2(z1, z2, z3) = 3,
P3(z1, z2, z3) = −1, and
P4(z1, z2, z3) = −1,
Let p be a large prime, to be chosen later, such that p splits completely over K = Q(ω, 31/6). By
Proposition 5.2, such primes exist. Because p splits completely, we find that there exist integers
a1, a2, a3 ∈ [p] satisfying
P1(a1, a2, a3) ≡ −1 (mod p),
P2(a1, a2, a3) ≡ 3 (mod p),
P3(a1, a2, a3) ≡ −1 (mod p),
P4(a1, a2, a3) ≡ −1 (mod p),
(5.2)
namely, by replacing z1, z2, z3 with their reductions in OK/p ≃ Fp, where OK is the ring of integers
of K and p is any prime ideal of OK lying over p. Although z1 /∈ OK , we see that 3z1 ∈ OK , so as
long as p > 3 this is still valid. For the remainder of this section, let P = {0, a1, a2, a3}.
Lemma 5.3. There is an absolute constant c > 0 such that the following holds. For all p, a1, a2, a3
as above, and for sufficiently large L in terms of p, there exists Λ ⊆ {0, . . . , L−1} avoiding nontrivial
solutions to
P1(a1, a2, a3)w + P2(a1, a2, a3)x+ P3(a1, a2, a3)y + P4(a1, a2, a3)z = 0
with at least L1−c/
√
log p elements. Here a nontrivial solution is one where not all x, y, z, w are equal.
Proof. Let S be a subset of [p] of size at least p exp(−c′√log p) which avoids nontrivial solutions to
−w + 3x − y − z ≡ 0 (mod p), constructed via a standard modification of Behrend’s construction
[2]. Note that by (5.2) it also avoids nontrivial solutions to
P1(a1, a2, a3)w + P2(a1, a2, a3)x+ P3(a1, a2, a3)y + P4(a1, a2, a3)z ≡ 0 (mod p),
i.e., has no solutions other than w = x = y = z. Now consider
Tn = {x ∈ {0, . . . , pn − 1} : all digits base p are in S},
where n = ⌊logp L⌋. It is easy to verify that Tn avoids nontrivial solutions to
P1(a1, a2, a3)w + P2(a1, a2, a3)x+ P3(a1, a2, a3)y + P4(a1, a2, a3)z = 0.
Indeed, reducing the equation mod p and comparing the last digits of w, x, y, z in base p, we find
that those digits must all be the same (as they are in S, which avoids nontrivial solutions mod p).
Then we can subtract off those final digits and divide by p, and hence repeat the argument. It is
easy to see that Λ = Tn is a set with the desired property and size, as long as L is large enough in
terms of p. 
Note this trick of reducing mod p to reduce to the equation x + y + z = 3w and using base
expansion is in the proof of [17, Theorem 7.5]. Now we proceed to the next step, embedding our
subset into the torus R/Z.
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Lemma 5.4. For all p, a1, a2, a3 as above, there exist Θ1,Θ2,Θ3 > 0 such that the following holds.
Let Λ be a subset of {0, 1, . . . , L− 1} not containing any nontrivial solutions to
P1(a1, a2, a3)w + P2(a1, a2, a3)x+ P3(a1, a2, a3)y + P4(a1, a2, a3)z = 0
and let ψ be a fixed real constant. For each j ∈ Λ, let
Ij :=
[
j
Θ1L
,
j
Θ1L
+
1
Θ21L
)
= R/Z,
and let
B =
⋃
j∈Λ
Ij .
Let n, d ∈ Z and w = ψn2, x = ψ(n + a1d)2, y = ψ(n + a2d)2, and z = ψ(n + a3d)2. Suppose that
w, x, y, z (mod 1) all lie in B. Then
‖Θ2ψnd‖R/Z <
Θ3
L
,
where ‖x‖R/Z denotes the distance from x ∈ R to the closest integer.
Proof. The proof is similar to the proof of Lemma 4.5, and also similar to the proof of [5, Lemma 3.7].
By the polynomial identity (5.1), we have
P1(a1, a2, a3)w + P2(a1, a2, a3)x+ P3(a1, a2, a3)y + P4(a1, a2, a3)z = 0.
Hence if w ∈ IW , x ∈ IX , y ∈ IY , z ∈ IZ we deduce∥∥∥∥P1(a1, a2, a3)W + P2(a1, a2, a3)X + P3(a1, a2, a3)Y + P4(a1, a2, a3)ZΘ1L
∥∥∥∥
R/Z
<
∑4
j=1 |Pj(a1, a2, a3)|
Θ21L
≤ 1
Θ1L
if Θ1 is chosen sufficiently large. This implies
P1(a1, a2, a3)W + P2(a1, a2, a3)X + P3(a1, a2, a3)Y + P4(a1, a2, a3)Z = 0,
but since W,X, Y,Z ∈ Λ we deduce that W = X = Y = Z. Finally, we find ψn2, ψ(a + ajd)2 are
all in an interval of length 1/(Θ21L). Thus
(a22−a23)ψ(n+a1d)2+(a23−a21)ψ(n+a2d)2+(a21−a22)ψ(n+a3d)2 = 2(a1−a2)(a2−a3)(a3−a1)nd
is small. The result follows upon choosing Θ2 = |2(a1−a2)(a2−a3)(a3−a4)| and Θ3 appropriately.

We now ready to prove Theorem 5.1.
Proof of Theorem 5.1. We may assume that α is sufficiently small because we can choose α0 ap-
propriately. Choose p, a1, a2, a3 as at the beginning of the section; we will later ensure that p is
sufficiently large in terms of C. Additionally, {0, a1, a2, a3} will be the pattern we are considering.
Also, Θ1,Θ2,Θ3 will be chosen as in Lemma 5.4 (note they depend only on p, a1, a2, a3).
Let L = α−c′
√
p for an appropriately chosen sufficiently small absolute constant c′ > 0. Apply
Lemma 4.6 for m = L and t = 2L + 1 different values of r, namely r = 2j for 1 ≤ j ≤ 2L + 1.
The lemma gives a single b ∈ (1, 22L+1] and irrationals ψ1, . . . , ψt as well as positive integers pj,i, qj,i
with gcd(pj,i, qj,i) = 1 so that for all j ∈ [t],
• qj,i ∈ (2jbi, 2j+1bi) for sufficiently large i ≥ i(j), and
• gcd(qj,i, lcm(1, . . . , L)) = 1 for i ≥ i(j), and
• |ψj − pj,iqj,i | < 1Lq2j,i for i ≥ i(j).
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Let I = max{i(1), . . . , i(t)}. Then the above properties hold for all 1 ≤ j ≤ t and i ≥ I. Observe
that all sufficiently large N (here “sufficiently large” depends on α) are within a factor of 4 from
some qj,i with 1 ≤ j ≤ t and i ≥ I. Therefore, to prove the theorem for all sufficiently large integers
N , it suffices to prove it for numbers of the form N = qj,i.
Let N = qj,i with 1 ≤ j ≤ t and i ≥ I. Let ψ = ψj . Define
F = {n ∈ N : nψ ∈ B (mod 1)},
where, as in Lemma 5.4,
B =
⋃
k∈Λ
[
k
Θ1L
,
k
Θ1L
+
1
Θ21L
)
⊆ R/Z
and Λ is a subset of {0, 1, . . . , L − 1} of size L1−c/
√
log p (by Lemma 5.3) not containing nontrivial
solutions to
P1(a1, a2, a3)w + P2(a1, a2, a3)x+ P3(a1, a2, a3)y + P4(a1, a2, a3)z = 0.
Here Θ1,Θ2,Θ3 are taken to depend on p, a1, a2, a3 as in Lemma 5.4. Let
A = {x ∈ [N ] : x2 ∈ F}. (5.3)
By the Weyl equidistribution criterion (e.g., see [19]), using m(·) for Lebesgue measure, as N →∞,
|A|
N
→ m(B) = |Λ|
Θ21L
=
1
Θ21
L−c/
√
p ≥ 2α
as long as we have chosen the constant c′ in L = α−c′
√
p so that the last inequality is true for α < α0.
(Thus α0 will be chosen in terms of p and therefore ultimately C). Thus, for sufficiently large N ,
we have |A| ≥ αN3.
A key point here is that while the rate of convergence of the equidistribution claim may depend
on ψ, since there are only finitely many ψ’s that we need to consider, there is a single N0(α) such
that |A| ≥ αN3 whenever N = qj,i ≥ N0(α) with j ∈ [t] and i ≥ I as above.
Fix a nonzero integer s with |s| < N . Suppose a satisfies
a, a+ a1s, a+ a2s, a+ a3s ∈ A.
Then
a2, (a+ a1s)
2, (a+ a2s)
2, (a+ a3s)
2 ∈ F
by the construction (5.3). By Lemma 5.4, ‖Θ2saψ‖R/Z < Θ3/L. So∥∥∥∥Θ2sapj,iqj,i
∥∥∥∥
R/Z
≤ ‖Θ2saψ‖R/Z +
∣∣∣∣Θ2saψ −Θ2sapj,iqj,i
∣∣∣∣
≤ Θ3
L
+Θ2s |a|
∣∣∣∣ψ − pj,iqj,i
∣∣∣∣
≤ Θ3
L
+Θ2N
2 · 1
Lq2j,i
=
Θ3
L
+
Θ2
L
.
Recall that N = qj,i is relatively prime to all of [L] as well as to pj,i. In particular, as long as L
is big enough (which we can guarantee), we have gcd(N,Θ2) = 1. Also |s| < N , so s is not divisible
by N . It follows that Θ2spj,i/qj,i is not an integer. Writing Θ2spj,i/qj,i = P/Q where P and Q are
relatively prime integers with Q positive, one has Q > L since all prime divisors of qj,i are greater
than L.
Thus ‖aP/Q‖R/Z ≤ (Θ2 + Θ3)/L. So aP (mod Q) ∈ [−⌊(Θ2 +Θ3)Q/L⌋ , ⌊(Θ2 +Θ3)Q/L⌋].
Since multiplication by P is a bijection in Z/QZ, there are at most 1+(2Θ2+2Θ3)Q/L ≤ (1+2Θ2+
2Θ3)Q/L possible values that a can take in Z/QZ, and hence there are at most (1+2Θ2+2Θ3)N/L
possible values (recall N/Q ∈ Z) that a can take in [0, N). Therefore there are at most DN/L ≤
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Dαc
′√pN different points a ∈ [N ] that generate a pattern {0, a1, a2, a3} of difference s, where
D = 2 + 4Θ2 + 4Θ3.
Now as long as we choose p such that c′
√
p > C and p splits completely in K = Q(ω, 31/6), the
construction achieves the desired bounds. 
Remark. Gowers [7] (also see [11]) asked whether every Fourier-uniform subsets of Z/NZ with
density α contains at least (α1000 − o(1))N2 4-term arithmetic progressions. He constructed a
counterexample to an earlier conjecture [8, Conjecture 4.1] that every Fourier-uniform subset of
Z/NZ of density α contains at least (α4 − o(1))N2 4-APs . Here A is said to be Fourier-uniform if
supr∈[N−1]
∑
j∈A e
2piijr/N = o(N).
The construction just given for Theorem 5.1 demonstrates that for every C > 0 there exists some
4-point pattern P ⊆ Z such that for all sufficiently small α there exists Fourier-uniform subsets of
Z/NZ of density α+o(1) that contains at most αCN2 copies of the pattern P (allowing translations
and dilations). The Fourier-uniformity of this construction can be verified by standard exponential
sum estimates via Weyl’s inequality.
Furthermore, if there exists a subset of [N ] of sizeN1−o(1) avoiding nontrivial solutions to x+8y =
3z + 6w (it is an open problem whether such sets exist), then a modification of the construction
would produce some A ⊆ [N ] with density α+ o(1) such that contains at most αω(1)N2 translated
dilates of the 4-point patterns P = {0, 1, 2, 4}. This set A has the additional property that for every
nonzero d, it contains at most αω(1)N translates of d · P . In contrast, for P = {0, 1, 2, 3}, no such
A can exist due to Theorem 1.2.
6. Four-point patterns in one dimension
In this section, we prove Theorem 1.6. We begin with an easy special case that illustrates our
constructions.
Proposition 6.1. There exists some constant c > 0 so that for all 0 < α < 1/2 and all sufficiently
large prime N > N0(α), there exists some f : Z/NZ→ [0, 1] with Ef ≥ α so that for every d 6= 0
Etf(t)f(t+ d)f(t+ 2d)f(t+ 5d) < (1− c)α4.
Proof. Let a1 = −6, a2 = 15, a3 = −10, a4 = 1. Let ω = exp(2πi/N) and set, for some
γ1, γ2, γ3, γ4 ∈ [−1/8, 1/8],
f(t) = α
(
1 +
4∑
k=1
2γk cos
(
2πakt
2
N
))
= α
(
1 +
4∑
k=1
γk(ω
akt
2
+ ω−akt
2
)
)
.
Applying the Gauss sum estimate∣∣∣∣∣∣
∑
t∈[N ]
ωat
2
∣∣∣∣∣∣ ≤
1√
N
for all nonzero a ∈ Z/NZ,
we obtain
Ef = α
(
1 +O(N−1/2)
)
.
By expanding, we obtain, uniformly for every d 6= 0,
Etf(t)f(t+ d)f(t+ 2d)f(t+ 5d) = α
4
(
1 + 2γ1γ2γ3γ4 +O(N
−1/2)
)
(6.1)
since the only choices b1, b2, b3, b4 ∈ {0,±1,±6,±10,±15} such that
b1t
2 + b2(t+ d)
2 + b3(t+ 2d)
2 + b4(t+ 5d)
2
does not depend on t are exactly (b1, b2, b3, b4) = (0, 0, 0, 0) and ±(6,−15, 10,−1), for which the
sum is identically zero. The remaining terms in the expansion, after averaging over x, are O(N−1/2)
by Gauss sum estimates. Now choosing γ1 = γ2 = γ3 = −γ4 = 1/8 yields the result. 
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The above proof is simpler than the general case, where we may see additional significant terms
on the right hand side of the expression corresponding to (6.1). For example, when P = {0, 1, 2, 4},
we take
f(t) = α
(
1 +
4∑
k=1
γk(ω
akt
2
+ ω−akt
2
)
)
with a1 = −3, a2 = 8, a3 = −6, a4 = 1 chosen to satisfy the polynomial identity (in t and d)
a1t
2 + a2(t+ d)
2 + a3(t+ 2d)
2 + a4(t+ 4d)
2 = 0.
However, unlike the pattern P = {0, 1, 2, 5} from Proposition 6.1, one has additional relations
(which we will call “degeneracies”):
6t2 − 6(t+ d)2 − 3(t+ 2d)2 + 3(t+ 4d)2 = 30d2,
3t2 − 6(t+ d)2 + 3(t+ 2d)2 = 6d2,
3t2 − 6(t+ 2d)2 + 3(t+ 4d)2 = 24d2.
Using the above relations (and it turns out that these are the only ones), and applying the Gauss
sum estimate, we find that, uniformly for all nonzero d,
Exf(x)f(x+ d)f(x+ 2d)f(x+ 4d)
= α4(1 + 2γ1γ2γ3γ4 + γ
2
1γ
2
3(ω
30d2 + ω−30d
2
) + γ21γ3(ω
24d2 + ω6d
2
+ ω−6d
2
+ ω−24d
2
) +O(N−
1
2 ))
By setting γ2 = γ3 = γ4 = 1/8 and γ1 = −1/512, we find that supd6=0 Exf(x)f(x+d)f(x+2d)f(x+
4d) ≤ (1− c− o(1))α4 for some constant c > 0.
In the remainder of the section we establish the following claim, which implies Theorem 1.6 by
a standard probabilistic argument where we use f to sample a random set A ⊆ Z/NZ so that x
is included in A with probability f(x) independently for all x ∈ Z/NZ. A standard concentration
argument, e.g., via Azuma–Hoeffding inequality, then implies that A satisfies the desired conclusion
of Theorem 1.6 with positive probability. Note that by changing N to N + o(N) if necessary, we
may assume, for the purpose of proving Theorem 1.6, that N is prime for the rest of this section.
Theorem 6.2. There exists some constant c > 0 so that for all positive integers k1 < k2 < k3 with
k3 6= k1 + k2, all 0 < α < 1/2, and all sufficiently large prime N > N0(α, ki), there exists some
f : Z/NZ→ [0, 1] with Ef ≥ α so that for every d 6= 0
Etf(t)f(t+ k1d)f(t+ k2d)f(t+ k3d) < (1− c)α4.
We may assume that k1 + k2 < k3. Indeed, if k3 > k1 + k2, then by a change of variable from d
to −d, the problem is equivalent to the pattern {0, k3 − k2, k3 − k1, k3}.
We reparametrize by defining positive integers
x = k1, y = k2 − k1, z = k3 − k1 − k2, (6.2)
so that
k1 = x, k2 = x+ y, k3 = 2x+ y + z. (6.3)
Now define
a1 = −y(x+ z)(x+ y + z),
a2 = (x+ y)(x+ z)(2x+ y + z),
a3 = −x(2x+ y + z)(x+ y + z),
a4 = xy(x+ y),
(6.4)
which are defined so that the following polynomial identity holds with indeterminates T and D:
a1T
2 + a2(T + k1D)
2 + a3(T + k2D)
2 + a4(T + k3D)
2 = 0. (6.5)
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We write
a0 = 0 and aj = −a−j for j ∈ {1, 2, 3, 4}.
For the construction, similar to the example above, we set
f(t) = α
(
1 +
4∑
k=1
2γk cos
(
2πakt
2
N
))
= α
(
1 +
4∑
k=1
γk(ω
akt
2
+ ω−akt
2
)
)
, (6.6)
where ω = exp(2πi/N) and γk ∈ [−1/8, 1/8] are real parameters that we will choose later. Note
that we will also use the convention that
γ0 = 1 and γ−k = γk for k = 1, 2, 3, 4.
A signature is a tuple (i1, i2, i3, i4) of integers with −4 ≤ i1, i2, i3, i4 ≤ 4. Define
ui1,i2,i3,i4(t, d) = ω
ai1 t
2+ai2 (t+k1d)
2+ai3 (t+k2d)
2+ai4 (t+k3d)
2
.
Define polynomials pI1(X,Y,Z), p
I
2(X,Y,Z), and p
I
3(X,Y,Z) in the variables X,Y,Z so that
ai1T
2+ai2(T +k1D)
2+ai3(T+k2D)
2+ai4(T+k3D)
2 = pI1(x, y, z)T
2+pI2(x, y, z)TD+p
I
3(x, y, z)D
2
(6.7)
as polynomials in T andD, for any choice of x, y, z. In other words, we substitute a1, a2, a3, a4, k1, k2, k3
for polynomials in x, y, z according to (6.3) and (6.4) to write the left-hand side as a polynomial in
x, y, z, T,D, and then collect the coefficients of T 2, TD, and D2, and set these coefficients as our
pI1, p
I
2, and p
I
3.
By expanding (6.6), we obtain
f(t)f(t+ k1d)f(t+ k2d)f(t+ k3d) = α
4
∑
−4≤i1,i2,i3,i4≤4
γi1γi2γi3γi4ui1,i2,i3,i4(t). (6.8)
There are always three “main terms” (c.f. Proposition 6.1) coming from the signatures (0, 0, 0, 0)
and ±(1, 2, 3, 4).
Proposition 6.3. u0,0,0,0 = u1,2,3,4 = u−1,−2,−3,−4 = 1.
Proof. This follows from (6.5). 
Since we ultimately care about fixing some nonzero value of d and averaging over t, we are
primarily concerned with cases in which pI1, p
I
2 both vanish at the point (x, y, z) corresponding to
our pattern 0, k1, k2, k3. This leads to a natural notion of degeneracy.
Definition 6.4. A signature I is degenerate at pattern P if P = {0, x, x + y, 2x+ y + z} and
pI1(x, y, z) = p
I
2(x, y, z) = 0;
otherwise it is nondegenerate at P .
Remark. The signatures (0, 0, 0, 0) and ±(1, 2, 3, 4) are always degenerate by Proposition 6.3.
In particular, we have the following estimate.
Lemma 6.5. If I is nondegenerate at pattern P = {0, x, x + y, 2x + y + z}, then for all nonzero
d ∈ Z/NZ,
|EtuI(t, d)| ≤ N−1/2.
Proof. Since I is nondegenerate, one has uI(t, d) = ω
at2+btd+cd2 where a and b are not both zero in
Z/NZ. The claim follows by the standard Gauss sum estimate (recall that N is prime). 
Now we characterize which signatures I can be degenerate at a pattern, and for those signatures,
which patterns they will be degenerate at. Here we write N · (a, b, c) = {(na, nb, nc) : n ∈ N}.
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Definition 6.6. Given a pattern P = {0, x, x+ y, 2x+ y+ z} corresponding to the triple (x, y, z) ∈
N3, let I(P ) be the set of signatures I which are degenerate at P . We call I(P ) the degeneracy set
of P .
Lemma 6.7. Let S = {(0, 0, 0, 0),±(1, 2, 3, 4)}. Let x, y, z ∈ N and P = {0, x, x + y, 2x + y + z}.
Then
I(P )\S =


{±(1,−3, 1, 0),±(1, 0,−3, 1),±(3,−3,−1, 1)} if (x, y, z) ∈ N · (1, 1, 1),
{±(0, 3, 2, 3)} if (x, y, z) ∈ N · (1, 3, 2),
{±(3, 0,−1, 3)} if (x, y, z) ∈ N · (1, 4, 4),
{±(4, 0, 1, 4)} if (x, y, z) ∈ N · (2, 1, 1),
{±(1, 2, 1, 4),±(3, 2, 1, 4),±(3, 2, 3, 4)} if 2x2 + xz − yz = 0,
{±(3,−3,−1, 1)} if x2 − yz = 0 and (x, y, z) 6= ℓ · (1, 1, 1),
{±(2, 3,−2,−3)} if x2 + xz − y2 = 0,
{±(2, 1,−2,−1)} if 2x3 + 4x2y + x2z + 2xy2 − y2z − yz2 = 0,
{±(3,−1, 1,−3)} if 4x3 + 4x2y + 4x2z + 2xyz + xz2 − y2z = 0,
∅ otherwise.
Furthermore if 2x2 + xz − yz = 0, then
p
±(1,2,1,4)
3 (x, y, z) = p
±(3,2,1,4)
3 (x, y, z) = p
±(3,2,3,4)
3 (x, y, z) = 0.
See Appendix A for a computer-assisted proof of Lemma 6.7.
Proof of Theorem 6.2. Recall the definition of f from (6.6), which depended on some yet-to-be-
chosen real constants γi. Recalling the convention that γ0 = 1 and γ−k = γk for 1 ≤ k ≤ 4. For a
signature I = (i1, i2, i3, i4), write γI = γi1γi2γi3γi4 .
Let S = {(0, 0, 0, 0),±(1, 2, 3, 4)}. Using the expansion (6.8) and the Gauss sum estimate
Lemma 6.5, we have
max
06=d∈Z/NZ
Et[f(t)f(t+ k1d)f(t+ k2d)f(t+ k3d)]
= α4
∑
I∈I(P )
γIω
pI3(x,y,z)d
2
+O(N−1/2)
= α4
(
1 + 2γ1γ2γ3γ4 +
∑
I∈I(P )\S
γIω
pI3(x,y,z)d
2
)
+O(N−1/2) (6.9)
≤ α4
(
1 + 2γ1γ2γ3γ4 +
∑
I∈I(P )\S
|γI |
)
+O(N−1/2). (6.10)
The remainder of the proof splits into the cases of Lemma 6.7 depending on I \S. In all cases other
than the fifth case, we will show that it is possible to choose constants γ1, . . . , γ4 so that
1 + 2γ1γ2γ3γ4 +
∑
I∈I(P )\S
|γI | < 1, (6.11)
which would imply the claimed inequality. As an example, we explicitly work out the first case of
Lemma 6.7, namely when (x, y, z) ∈ N · (1, 1, 1). By Lemma 6.7,
I(P ) \ S = {±(1,−3, 1, 0),±(1, 0,−3, 1),±(3,−3,−1, 1)}.
Plugging into (6.10), we obtain
E[f(t)f(t+ k1d)f(t+ k2d)f(t+ k3d)] ≤ α2(1 + 2γ1γ2γ3γ4 + 4γ21 |γ3|+ 2γ21γ23) +O(N−1/2).
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Choosing γ1 = −1/512 and γ2 = γ3 = γ4 = 1/8 we have
1 + 2γ1γ2γ3γ4 + 4γ
2
1 |γ3|+ 2γ21γ23 < 1,
which establishes (6.11) in this case. Note that this discussion matches that in the paragraph
following Proposition 6.1.
For the sixth, eighth, ninth, and tenth cases in Lemma 6.7 setting γ1 = −1/512 and γ2 = γ3 =
γ4 = 1/8 establishes (6.11) in an analogous fashion.
For the second, third, and seventh cases, we set γ3 = −1/512 and γ1 = γ2 = γ4 = 1/8 in order
to establish (6.11).
For the fourth case, we set γ4 = −1/512 and γ1 = γ2 = γ3 = 1/8 in order to establish (6.11).
Finally, for the fifth case in Lemma 6.7, the above bounding is too crude and we must use the extra
information from Lemma 6.7 that p
±(1,2,1,4)
3 (x, y, z) = p
±(3,2,1,4)
3 (x, y, z) = p
±(3,2,3,4)
3 (x, y, z) = 0 in
this case. Using (6.9) and using pI3(x, y, z) = 0 for these values I ∈ I(P ) \ S, we find that
E[f(t)f(t+ k1d)f(t+ k2d)f(t+ k3d)] = α
4(1 + 2(γ1 + γ3)
2γ2γ4) +O(N
−1/2)).
Then taking γ2 = −1/8 and γ1 = γ3 = γ4 = 1/8 suffices since then
1 + 2(γ1 + γ3)
2γ2γ4 < 1. 
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Appendix A. Characterizing degeneracy sets
The aim of this appendix is to prove Lemma 6.7. The computer code (in Python and Magma)
are included as ancillary files in the arXiv version of this paper.
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Lemma A.1. Let T be the set of curves
{2X3 + 2X2Y + 3X2Z +XY Z +XZ2 − Y 2Z,
2X3 + 2X2Y +X2Z −XY Z − Y 2Z − Y Z2,
2X4 + 2X3Y + 3X3Z −X2Y Z +X2Z2 − 4XY 2Z − 3XY Z2 − Y 3Z − 2Y 2Z2 − Y Z3,
2X4 + 2X3Y + 5X3Z + 3X2Y Z + 4X2Z2 − 2XY 2Z +XY Z2 +XZ3 − Y 3Z − Y 2Z2,
2X4 + 4X3Y + 3X3Z + 2X2Y 2 + 2X2Y Z +X2Z2 − 2XY Z2 − Y 2Z2 − Y Z3,
2X4 + 4X3Y + 5X3Z + 2X2Y 2 + 5X2Y Z + 4X2Z2 −XY 2Z + 2XY Z2 +XZ3 − Y 3Z − Y 2Z2}.
None of the curves in T have a positive rational solution.
Proof. This is proved using a variety of computational tools in Magma. To briefly outline the
approach, the first two curves are genus 1 and Magma first proves that the curves have rank 0.
Then the size of the torsion subgroup is computed and searching over points of small height the
associated points are found. One checks that none of these correspond to positive rational solutions.
The remaining four curves are genus 2 and we used Magma to compute the rank of the associated
Jacobian to be 0. Magma then computed all the rational points on these curves and verified that
none of them are positive rational solutions. This is done using a variant of the Chabauty method
(see [15] for further details on such methods). 
We now reduce Lemma 6.7 to a set of modular claims which are then verified with computer
assistance. For each of the 94 = 6561 signatures I we compute pI1(X,Y,Z) and p
I
2(X,Y,Z). Our
analysis then proceeds into three separate cases based on whether pI1(X,Y,Z) and p
I
2(X,Y,Z) vanish
as polynomials in X,Y,Z.
Definition A.2. Given a signature I, define its pattern set to be
Q(I) = {(x, y, z) ∈ N3 : pI1(x, y, z) = 0 and pI2(x, y, z) = 0}.
Claim A.3 (Signatures with pI1 ≡ 0 and pI2 ≡ 0). The pattern I satisfies pI1(X,Y,Z) = pI2(X,Y,Z) =
0 as polynomials (equivalently Q(I) = N3) if and only if I ∈ {(0, 0, 0, 0),±(1, 2, 3, 4)}.
Proof. Verified with computer assistance by a brute-force search over signatures. 
The signatures {(0, 0, 0, 0),±(1, 2, 3, 4)} occur in the degeneracy set of every pattern.
Claim A.4 (Signatures with pI1 ≡ 0 and pI2 6≡ 0). Let I be a signature.
(a) If I = ±(3, 2, 1, 4) then Q(I) = {(x, y, z) ∈ N3 : 2x2 + xz − yz = 0}.
(b) If I = ±(3,−3,−1, 1) then Q(I) = {(x, y, z) ∈ N3 : x2 − yz = 0}.
(c) If I = ±(2, 3,−2,−3) then Q(I) = {(x, y, z) ∈ N3 : x2 + xz − y2 = 0}.
(d) If I = ±(2, 1,−2,−1) then Q(I) = {(x, y, z) ∈ N3 : 2x3+4x2y+x2z+2xy2−y2z−yz2 = 0}.
(e) If I = ±(3,−1, 1,−3) then Q(I) = {(x, y, z) ∈ N3 : 4x3+4x2y+4x2z+2xyz+xz2−y2z = 0}.
(f) If I is a signature such that pI1(X,Y,Z) = 0 and p
I
2(X,Y,Z) 6= 0 and I is not one of the
above signatures, then Q(I) = ∅.
Proof. For each I in the first five cases we can check that pI1(X,Y,Z) = 0. We then compute a
factorization of pI2(X,Y,Z) and remove all factors with all positive coefficients (which can never
vanish for x, y, z > 0). The remaining factor is recorded above.
For each I in the final case, in which pI1(X,Y,Z) = 0 and p
I
2(X,Y,Z) 6= 0, with computer
assistance, we verify that that one of the following is true:
• (2X + Y + Z)2pI2(X,Y,Z) has all coefficients of the same sign;
• all the factors of pI2(X,Y,Z) lie in T ∪ {X,Y,Z, Y +Z,X +Z,X + Y,X + Y +Z, 2X + Y +
Z, 2X + 2Y + Z} (T was defined in Lemma A.1).
In both cases, we see that Q(I) = ∅. 
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Claim A.5 (Signatures with pI1 6≡ 0 and pI2 ≡ 0). Let I be a signature.
(a) If I = ±(3, 2, 3, 4) then Q(I) = {(x, y, z) ∈ N3 : 2x2 + xz − yz = 0}.
(b) If I is a signature such that pI1(X,Y,Z) 6= 0 and pI2(X,Y,Z) = 0 and I 6= ±(3, 2, 3, 4), then
Q(I) = ∅.
Proof. For I = ±(3, 2, 3, 4) we can check that pI2(X,Y,Z) = 0. We then compute a factorization of
pI1(X,Y,Z) and remove all factors with all positive coefficients. The remaining factor is recorded
above.
In the final case, we check that (2X + Y + Z)2pI1(X,Y,Z) has all coefficients of the same sign,
from which we deduce Q(I) = ∅. 
Claim A.6. Let I0 be the set of signatures I such that following property holds: the polynomials
• f1(X,Y,Z) = (2X + Y + Z)4pI1(X,Y,Z)
• f2(X,Y,Z) = (2X + Y + Z)4pI2(X,Y,Z)
• f3(X,Y,Z) = (X + Y )f1(X,Y,Z) − f2(X,Y,Z)
• f4(X,Y,Z) = (2X + Y + Z)f1(X,Y,Z)− f2(X,Y,Z)
• f5(X,Y,Z) = Xf1(X,Y,Z)− f2(X,Y,Z)
are all nonzero and each does not have all of its coefficients the same sign. Then |I0| = 122.
Proof. Verified with computer assistance by a brute-force search over signatures. 
Claim A.7 (Signatures with pI1 6≡ 0 and pI2 6≡ 0). Let I be a signature.
(a) If I = ±(1, 2, 1, 4) then Q(I) = {(x, y, z) ∈ N3 : 2x2 + xz − yz = 0}.
(b) If I = ±(1,−3, 1, 0) then Q(I) = {ℓ · (1, 1, 1) : ℓ ∈ N}.
(c) If I = ±(1, 0,−3, 1) then Q(I) = {ℓ · (1, 1, 1) : ℓ ∈ N}.
(d) If I = ±(0, 3, 2, 3) then Q(I) = {ℓ · (1, 3, 2) : ℓ ∈ N}.
(e) If I = ±(3, 0,−1, 3) then Q(I) = {ℓ · (1, 4, 4) : ℓ ∈ N}.
(f) If I = ±(4, 0, 1, 4) then Q(I) = {ℓ · (2, 1, 1) : ℓ ∈ N}.
(g) If I is a signature such that pI1(X,Y,Z) 6= 0 and pI2(X,Y,Z) 6= 0 and I is not one of the
above signatures, then Q(I) = ∅.
Proof. For any signature I /∈ I0 (as defined in Claim A.6) with pI1(X,Y,Z) 6= 0 and pI2(X,Y,Z) 6= 0
(as polynomials), one has Q(I) = ∅ by an easy application of Claim A.6. This is because, e.g., such
a signature will satisfy a property such as
(X + Y )f1(X,Y,Z)− f2(X,Y,Z)
has all positive coefficients and is a nonzero polynomial, where fj(X,Y,Z) = (2X+Y +Z)
4pIj (X,Y,Z)
for j = 1, 2. But any (x, y, z) ∈ N3 satisfying pI1(x, y, z) = pI2(x, y, z) = 0 must be a root of this
polynomial, which is a contradiction as x, y, z are positive.
For the remainder of the proof, we can assume that I ∈ I0.
For I = ±(1, 2, 1, 4), we compute
gcd(pI1(X,Y,Z), p
I
2(X,Y,Z)) = (X + Y + Z)(2X
2 +XZ − Y Z),
hence the result.
For each I ∈ I0 \ {±(1, 2, 1, 4)}, which is a total of 120 explicit cases, using Magma, we check
that the equations pI1(X,Y,Z) = 0 and p
I
2(X,Y,Z) = 0 cut out a zero-dimensional subscheme of
the projective space P2Q (in Magma, such objects are called “clusters”). Using the RationalPoints
function in Magma, we compute all rational ratios X : Y : Z that provide a solution to both
equations. This function is rigorous when applied to zero-dimensional schemes. We record the
positive solutions as Q(I). 
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I Q(I)
±(3, 2, 1, 4) {2x2 + xz − yz = 0}
±(3,−3,−1, 1) {x2 − yz = 0}
±(2, 3,−2,−3) {x2 + xz − y2 = 0}
±(2, 1,−2,−1) {2x3 + 4x2y + x2z + 2xy2 − y2z − yz2 = 0}
±(3,−1, 1,−3) {4x3 + 4x2y + 4x2z + 2xyz + xz2 − y2z = 0}
±(3, 2, 3, 4) {2x2 + xz − yz = 0}
±(1, 2, 1, 4) {2x2 + xz − yz = 0}
±(1,−3, 1, 0) N · (1, 1, 1)
±(1, 0,−3, 1) N · (1, 1, 1)
±(0, 3, 2, 3) N · (1, 3, 2)
±(3, 0,−1, 3) N · (1, 4, 4)
±(4, 0, 1, 4) N · (2, 1, 1)
(0, 0, 0, 0) N3
±(1, 2, 3, 4) N3
Otherwise ∅
Table 2. The pattern set for each signature
Claims A.3, A.4, A.5, and A.7 together cover all signatures. They are summarized in Table 2.
Now, in order to compute the possible degeneracy sets I(P ) for a pattern P , note that P =
{0, x, x + y, 2x + y + z} must satisfy pI1(x, y, z) = pI2(x, y, z) = 0 for any I ∈ I(P ) and therefore
P ∈ Q(I). Therefore any such I ∈ I(P ) must have a nonempty pattern set so must be one of the
signatures explicitly listed in Table 2.
Note that any I ∈ S = {(0, 0, 0, 0),±(1, 2, 3, 4)} will be in every I(P ) by Claim A.3. Beyond
that I(P ) is composed of the signatures I listed above which contain (x, y, z) in their pattern set.
Therefore it remains merely to understand how the pattern sets in Table 2 divide up the space of
patterns.
Claim A.8. Let I1 and I2 be signatures in
{±(3, 2, 1, 4),±(3,−3,−1, 1),±(2, 3,−2,−3),±(2, 1,−2,−1),±(3,−1, 1,−3),±(3, 2, 3, 4),±(1, 2, 1, 4)}.
Then either Q(I1) = Q(I2) or Q(I1) ∩ Q(I2) = ∅.
Proof. It suffices to verify that no pair of equations, e.g. 2x2 + xz− yz = 0 and 2x3 +4x2y+x2z+
2xy2 − y2z − yz2 = 0, has a positive rational solution. This is done by verifying in Magma that
they cut out a zero-dimensional scheme in P2Q and then using RationalPoints to verify that there
is no positive rational solution. 
Chaining all these claims, we finally deduce Lemma 6.7.
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