We are concerned with the limiting behavior as n ~ oo of the tail empirical process defined by
It is now well known (see, e.g., ~ Theorem 2.1 in Csorgo and Mason [ 13] ) that, whenever hn -0 together with nhn -oo, we One of the major difficulties of the proof consists to extend the validity of (1.7) to sequences fulfilling (H.3) but not (H.4). We will treat this problem by establishing first some refinements to probability bounds given in de Acosta [ 1 ] . The latter may turn out to be of independent interest.
We briefly mention that the limiting constant in ( 1.7) is dependent of the use of the sup-norm )) . [) in the evaluation of small ball probabilities for the Wiener process (refer to Kuelbs, Li and Talagrand [26] and the references therein for a general approach to this problem). It would be of interest to obtain analogues of ( 1.7) for other norms. This, however, cannot be done without overcoming huge technical difficulties because of the lack of appropriate invariance principles (see, e.g., Berthet [5] for examples of the kind). We will therefore limit ourselves to the case of the sup-norm which has interest in and of itself, even though the arguments we will use later on are likely to be extended in a more general setting. [2] , Csaki [12] , Csorgo and Revesz [14, 15] , Deheuvels and Mason [19] , Grill [21] , Mueller [33] , Mogulskii [32] , Revesz [35] , and the references therein for some related FLIL's and Chung-type limit laws.
In the case where = 1, Theorem 1.2 yields a degenerate limit, and some other arguments are needed to provide the exact rates. This is a much more difficult problem since the methods of proof, as well as the limiting constants, depend heavily on regularity assumptions of f.
We may cite, among others, the work of Goodman and Kuelbs [20] 
Preliminary facts and notation
We will make use of the following notation and basic facts taken from the theory of Gaussian random functions. Some details may be found in the books of Ledoux and Talagrand [27] and Lifshits [28] . Let [24, 25] , and the references therein, for details concerning the construction of IHI, and to Kuelbs, Li and Talagrand [26] for a description of the linear mapping h E = Ih E X*. To be more explicit, if X* stands for the topological dual of X (i.e. the space of continuous linear forms on X), we consider the linear mapping y: X* -~ X defined by the Bochner integral and the inner product on IHI* :_ JX* defined by Given (2.3)-(2.4), the RKHS IHI is the completion ofIHI* in X with respect to the norm (h, h ~ ~ 2, the latter being defined for each h E IHI* via (2.4 [8] and Proposition 2.1 in de Acosta [ 1 ] [7] (see also Mogulskii [31 ] and Nagaev [34] Proof -To establish (2.54), choose N2 = N2 (s) as the minimal value of m 1 such that, for all n > m, h n ~ . If An ( f , r) holds, then and hence, by the triangle inequality, for all h N2, so that Bn( fr(1 + E)) is satisfied. For (2.55), we observe that, if f, g are functions such that, for some 03B4 > 0 and 0 hn 1, then we must have /(1)~(1 "~) ~ ~. The triangle inequality implies therefore that Set now n > N2, so that hn « 1 and (1 -~)/(1 -hn) l. An application of the above inequalities, taken with g = Wn (hn I ) / 2hn log2 n and 03B4 = r(1 -~)/(2 log2 n ) leads to (2.55 Of course, we would like to show that (2.74) holds ultimately in n -~ oo instead of being true only along the sequence n k . To do so, we will need to specify the choice of ~ in the definition of n k , in order to "bridge the gaps" between nk and n k+ 1. Towards this aim, we will borrow the following facts from Mason [29] . Note 
