Graph labeling is a well-known and intensively investigated problem in graph theory. Sparse antimagic squares are useful in constructing vertex-magic labeling for graphs. For positive integers n, d and d < n, an n × n array A based on {0, 1, · · · , nd} is called a sparse anti-magic square of order n with density d, denoted by SAMS(n, d), if each element of {1, 2, · · · , nd} occurs exactly one entry of A, and its row-sums, column-sums and two main diagonal sums constitute a set of 2n + 2 consecutive integers.
Introduction
Magic squares and their various generalizations have been objects of interest for many centuries and in many cultures. A lot of work has been done on the constructions of magic squares, for more details, the interested reader may refer to [1] [2] [3] 18] and the references therein.
An anti-magic square of order n is an n×n array with entries consisting of n 2 consecutive nonnegative integers such that the row-sums, column-sums and two main diagonal sums constitute a set of consecutive integers. Usually, the main diagonal from upper left to lower right is called the left diagonal, another is called the right diagonal. The existence of an anti-magic square has been solved completely by Cormie et al ( [7, 17] ). It was shown that there exists an anti-magic square of order n if and only if n ≥ 4.
Sparse magic square had played an important role in the construction of sparse anti-magic square.
For positive integers n and d with d < n, an n × n array A based on {0, 1, · · · , nd} is called a sparse magic square of order n with density d, denoted by SMS(n, d), if each element of {1, 2, · · · , nd} occurs exactly one entry of A, and its row-sums, column-sums and two main diagonal sums is the same. An The remainder of this paper is organized as follows. In Section 2, we show that there exists a regular SAMS(n, 2) for n ≡ 1, 5 (mod 6) and n ≥ 5 via direct construction. In Section 3, we introduce a symmetric forward diagonals array which is important building block in the construction for a regular sparse anti-magic squares. In Section 4, we prove that there exists a regular SAMS(n, d) for n ≡ 1, 5 (mod 6) and d ∈ [6, n − 3]. Finally, the proof of Theorem 1.4 is presented in Section 5.
2 The existence of a regular SAMS(n, 2) for n ≡ 1, 5 (mod 6) and n ≥ 5
In this section, we shall prove that there exists a regular SAMS(n, 2) for n ≡ 1, 5 (mod 6) and n ≥ 5.
The idea of our construction is divided into three steps. Firstly, we give a special array A and a Latin square B. Secondly we shall put the elements of A into the Latin square B to obtain W such that W is a regular SAMS for n ≡ 1 (mod 6) and a near regular SAMS for n ≡ 5 (mod 6). Furthermore, for n ≡ 5 (mod 6), we need to adjust some columns of W to obtain a regular SAMS.
We need the definition of Latin square in the proof of the following. A Latin square of order n is an n × n array in which each cell contains a single symbol from an n-set S, such that each symbol occurs exactly once in each row and exactly once in each column. A transversal in a Latin square of order n is a set of n cells, one from each row and column, containing each of the n symbols exactly once. A Latin square of order n is a diagonal Latin square if two main diagonals are transversals.
Theorem 2.1. There exists a regular SAMS(n, 2) for n ≡ 1, 5 (mod 6) and n ≥ 5.
Proof. For each n ≡ 1, 5 (mod 6) and n ≥ 5, it can be written as n = 2m + 1, where m > 1. Construct a special 2 × n array A = (a i,j ) over [1, 4m + 2] , where i = 1, 2, j ∈ I n and
n, j = 2m + 1,
Let R k , k = 1, 2, be the set of the elements in the k-th row of A. It is easy to see that 
, where b i,j = 2i + j − 1 n , i, j ∈ I n , note that n ≡ 1, 5 (mod 6) and n ≥ 5, then it is easy to check that B is a diagonal Latin square of order n over I n with the property
then it is easy to see that for each j ∈ I n , f (x, j) is a bijection function from I n to I n since B is a Latin square over I n , b i,j can be regarded as the inverse of f (x, j) for any given j ∈ I n , and g is also a bijection function from I n to I n .
We put a 1,s and a 2,s , s ∈ I n , into the entries (f (m, g(s)), g(s)) and (f (m + 2, g(s)), g(s)) of B respectively, the other entries of B are filled by 0, denoted by W = (w i,j ), where i, j ∈ I n , that is, w f (m,g(s)),g(s) = a 1,s and w f (m+2,g(s)),g(s) = a 2,s .
It is clear that the entries of the s-th column, s ∈ I n , of A are all putted into the g(s)-column of W , so the non-zero elements in the same column of W is just in the same column of A, then C(W ) = S 1 .
We will show that a 1,s and a 2, s+1 n , s ∈ I n , are in the same row of W , we need only to prove that for any s ∈ I n , f (m, g(s)) = f (m + 2, g(s + 1)). Without loss of generality, suppose that f (m, g(s)) = ξ, we have b ξ,g(s) = 2ξ + g(s) − 1 n = m by the definition of function f , and also have b ξ,g(s+1) = 2ξ + g(s + 1) − 1 n = 2ξ + g(s) + 2 − 1 n = 2ξ + g(s) − 1 n + 2 = m + 2.
It follows that f (m + 2, g(s + 1)) = ξ, then the non-zero elements in the same row of W is just in the forward diagonal of A, so R(W ) = S 2 . It is clear that We shall divided it into two cases to deal with the left diagonal-sum below.
Case 1: For n ≡ 1 (mod 6) and n ≥ 7, it can be written as n = 6k + 1, where k ≥ 1. Note that n = 2m + 1, then m = 3k.
There are exactly two non-zero elements in the left diagonal of W according to the definition of the diagonal Latin square B. By simple calculation we have
Then the sum of the elements in the left diagonal of W is
So, W is a regular SAMS(n, 2).
Case 2: For n ≡ 5 (mod 6) and n ≥ 5, it can be written as n = 6k − 1, where k ≥ 1, then m = 3k − 1.
When k = 1, a regular SAMS(5, 2) is given as an example in Section 1.
When k > 1, it is easy to check that there are also exactly two non-zero elements in the left diagonal of W according to the definition of the diagonal Latin square B, but their sum is not equivalent to 2n + 1.
In fact,
So the sum of the elements in the left diagonal of W is w k,k + w n+1−k,n+1−k = a 1,5k + a 2,k+1 = (5k + 1 + n) + (k + 1) = 2n + 3 = 2n + 1.
The array W * = (w * i,j ), i, j ∈ I n , is obtained by exchanging column k with column k + 2 and exchanging column n + 1 − k with column n + 1 − k − 2 of W . We list the elements in the columns k, k + 2, n + 1 − k, n + 1 − k − 2 of B, W and W * in the following tables respectively.
The set of row-sums, column-sums and the right diagonal-sum of W * is the same as that of W . Then W * is a regular SAMS(n, 2).
Remark 1
For any array C = (c i,j ) n×n , let Ω(C) = {(i, j)|c i,j = 0, i, j ∈ I n } and the notation is used in the rest of the paper. In the proof of Theorem 2.1, we have
and
which can be used in the proof later.
To illustrate the proof of Theorem 2.1, we give an example in the following. The following example is very similar to the above, so we only list the arrays A, B, W and W * by using the proof of Theorem 2.1.
Example 2.
There exists a regular SAMS (11, 2) .
Proof. We have m = 5, m + 2 = 7 and k = 2. .
We exchange column 2 with column 4 and column 10 with column 8 of W to obtain W * as follows. 11  1  10  22  9  21  20  8  19  7  18  6  17  16  15  5  4  14  3  13  12 2
.
Here empty entries of W and W * indicate 0. It is easy to see that W * is a regular SAMS(11, 2).
Symmetric diagonal Kotzig array and symmetric forward diagonals array
In this section, we introduce a symmetric diagonal Kotzig array and symmetric forward diagonal array which are the important building blocks in our construction next section.
is a symmetric diagonal Kotzig array if it has the following properties:
1. Each row is a permutation of the set I n = {1, 2, · · · , n}.
2. All columns have the same sum.
3. All forward diagonals have the same sum.
Three-row arrays satisfying the first two conditions of the Definition 1 were used by A. Kotzig ( [14] )
to construct edge-magic labelings and there is an account of this in [15, 16] where they are called Kotzig arrays. I. Gray and J. MacDougall have constructed a d-row generalization of these Kotzig arrays and they have been used to construct vertex-magic labelings for complete bipartite graphs ( [13] ). The arrays satisfying the first three conditions of the Definition 1 were used by I. Gray and J. MacDougall ( [10] )
to construct sparse semi-magic square and vertex-magic labelings, and they are called diagonal Kotzig arrays. Our constructions of squares require the diagonal Kotzig arrays with the additional diagonal condition stated as property 4 above.
Definition 2. Suppose n and t are positive integers and t ≤ n. A t×n array A = (a i,j ), i ∈ I t , j ∈ I n , is a symmetric forward diagonals array, denoted by SFD(t, n) for short, if it satisfies the following properties:
1. The elements set of A consists of nt consecutive positive integers.
3. All forward diagonals have the same sum. 
{s i,j } = I dn . Note that the columns of A and B have constant sum respectively and therefore the columns of S = A + nB will also have a constant sum k. Also the forward diagonals of A and B have constant sum respectively and so the forward diagonals of S will also have constant sum, also equal to k. Since a i,j + a d+1−i,n+1−j is a constant, then
is a constant. Hence S is an SFD(d, n).
So in order to show the existence of a SFD(d, n), we only show how to construct a symmetric diagonal Kotzig array. The following theorem is obtained by using direct construction and the recurrence method. 
, if j is even, a 2,j = j, a 3,j = n + 1 − a 1,n+1−j .
It is readily checked that A 3 , A 4 , A 5 and A 6 = 
where B i occurs k times for i = 1, 2. It is clear that E is a symmetric diagonal Kotzig array of order (4k + α) × n.
Remark 2 (i) It is to be pointed out that the array A 4 also has the property that for any j ∈ I n , b 1,j + b 2, j+1 n = n + 1, so does b 3,j + b 4, j+1 n = n + 1.
(ii) There are many ways to obtain a symmetric diagonal Kotzig array of order d × n with d ≥ 7, here we also give another different combined way below. Let
where B i occurs k − 1 times for i = 1, 2. Then it is easy to check that F is also a symmetric diagonal Kotzig array of order (4k + 2 + α) × n.
(iii) When d = 2e and e ≥ 3, then we can get a symmetric diagonal Kotzig array of order d × n by joining two symmetric diagonal Kotzig arrays of order e × n coming from Theorem 3.3, which will be used in the proof of the following conclusions when the number of the rows of a symmetric diagonal Kotzig array is even d ≥ 6.
Combine Construction 3.1 and Theorem 3.2, we have the following theorem. additional properties:
for any x, y ∈ I n .
4 The existence of a regular SAMS(n, d) for n ≡ 1, 5 (mod 6) and
In this section, we shall prove that there exists a regular SAMS(n, d) for any n ≡ 1, 5 (mod 6) and To do this, we also introduce a new concept and some very simple and useful results in the following. Proof. Let M = (m i,j ) be a regular SMS(n, d 1 ) over {0, 1, 2, · · · , nd 1 }, and N = (n i,j ) be an SAMS(n, d 2 )
It is readily checked that M ′ + N is an SAMS(n, d 1 + d 2 ) over {0, 1, 2, · · · , n(d 1 + d 2 )}. Proof. Let M = (m i,j ) be an SMS(n, d 1 ) over {0, 1, 2, · · · , nd 1 }, and N = (n i,j ) be a regular SAMS(n, d 2 )
It is readily checked that M + N ′ is an SAMS(n, d 1 + d 2 ) over {0, 1, 2, · · · , n(d 1 + d 2 )}. Proof. Let d = t+2, where t ∈ [4, n−5], and m = n−1 2 . By Theorem 2.1 there exists a regular SAMS(n, 2), W or W * . By Theorem 4.3, to show the conclusion, we need only to construct a regular SMS(n, t), which is compatible with the regular SAMS(n, 2). By Theorem 3.3 there exists an SFD(t, n) over [1, nt] , denoted by C = (c i,j ). The Latin square of order n, B, and the function f are both from the proof of Theorem 2.1. When t = 2e + 1, we put c i,j , i ∈ I t , j ∈ I n , into entry (f ( 2i − 2e − 1 + m n , 2j + m n ), 2j + m n ) of B, the other entries of B are filled by 0, denoted by D. When t = 2e, we put c i,j , i ∈ I t , j ∈ I n , into entry
the other entries of B are filled by 0, also denoted by D.
Firstly, we shall show that D is a regular SMS(n, t). (iii) Let
Clearly |∆| = t. It is easy to check that there are exactly t non-zero elements in each main diagonal of D since B is a diagonal Latin square and for i 1 , j 1 ∈ I n ,
Now we compute the main diagonal-sum of D.
When t = 2e, for i ∈ I e , j ∈ I n , the elements c i,j and c t+1−i,n+1−j are putted into entries (f ( 2i−2e− 1+m n , 2j +m n ), 2j +m n ) and (f ( 2(t+1−i+1)−2e−1+m n , 2(n+1−j)+m n ), 2(n+1−j)+m n )
It is easy to compute that
Therefore,
It follows that for i ∈ I e , j ∈ I n , c i,j and c t+1−i,n+1−j are putted into the entries (σ, 2j + m n ) and
(n + 1 − σ, n + 1 − 2j + m n ) of B respectively. It is easy to see that
Then the sum of elements in each diagonal of D is also a constant sum (1+nt)t Secondly, we shall show that D is compatible with the regular SAMS(n, 2) constructed from Theorem 2.1. When t = 2e + 1, denote
Clearly e = ⌊ t 2 ⌋ ≤ m − 2 since t ≤ n − 5 = 2m + 1 − 5 = 2m − 4 followed from d = t + 2 ≤ n − 3. So it is easy to verify that Let W and W * be the same as those of Theorem 2.1, that is, W is an SAMS(n, 2) for n ≡ 1 (mod 6) and W * is an SAMS(n, 2) for n ≡ 5 (mod 6). By Remark 1, we have Ω(W ) = {(i, j)|b i,j ∈ {m, m + 2}, i, j ∈ To illustrate the proof of Theorem 4.4, we give an example in the following. .
Here, all of above empty entries indicate 0. It is easy to check that D + W * is a regular SAMS (11, 8) .
For (n, d) = (13, 9) , then m = 6, by Theorem 3.3, we have It is easy to verify that D + W is a regular SAMS (13, 9) .
The Proof of Theorem 1.4
In this section, we shall give the proof of our main Theorem 1.4. Firstly, we obtain the existence of a regular SAMS(n, 4) for n ≡ 1, 5 (mod 6) and n ≥ 7 by direct construction.
Theorem 5.1. There exists a regular SAMS(n, 4) for any n ≡ 1, 5 (mod 6) and n ≥ 7.
Proof. For any n ≡ 1, 5 (mod 6) and n ≥ 7, it can be written as n = 2m + 1, where m ≥ 3. We construct a special array A = (a i,j ), i ∈ I 4 , j ∈ I n , where Then
. By a simple calculation, the following is obtained. Denote F (C) = G 3 ∪ G 4 ∪ G 5 ∪ G 6 ∪ G 7 , then F (C) is the set of forward diagonal-sums. Clearly, 
we put the element a i ′ ,j ′ of A into cell (i, j) of B, other cells of B are filled by 0, denoted by D = (d i,j ).
The elements in the same column of A are also in the same column of D since j = g c (i ′ , j ′ ) =< 2j ′ − 3 > n , and the elements in the same forward diagonal of A become the same row of D since g r (1, j ′ ) = g r (2, < j ′ + 1 > n ) = g r (3, < j ′ + 2 > n ) = g r (4, < j ′ + 3 > n ) =< −j ′ > n , j ′ ∈ I n .
Then G(D) = [1, 4n] and R(D) ∪ C(D) = C(A) ∪ F (C) = [7n + 2, 9n + 2] \ {8n + 2}.
We also have
It follows that the element a i ′ ,j ′ of A is putted into cell (i, j) of B with b i,j = n − 4, n − 2, n, 2 respectively.
There exist exactly 4 non-zero elements in each row, each column and the right diagonal of B, so does D. It is easy to calculate that r(D) = d 2,n−1 + d n,1 + d n−2,3 + d n−4,5 = a 4,1 + a 3,2 + a 2,3 + a 1,4 = (4n + 1 − 1) + (n + m + 1 + 1) + (n + 2 − 3) + (2n + m + 1 + 2) = 9n + 3 since d 2,n−1 = a 4,1 followed from g r (4, 1) =< 4 − 1 − 1 > n = 2, g c (4, 1) =< 2 − 3 > n = n − 1, d n,1 = a 3,2 followed from g r (3, 2) =< 3 − 2 − 1 > n = n, g c (3, 2) =< 2 · 2 − 3 > n = 1, d n−2,3 = a 2,3 followed from g r (2, 3) =< 2 − 3 − 1 > n = n − 2, g c (2, 3) =< 2 · 3 − 3 > n = 3, d n−4,5 = a 1,4 followed from g r (1, 4) =< 1 − 4 − 1 > n = n − 4, g c (1, 4) =< 2 · 4 − 3 > n = 5.
Note that there exist exactly 4 non-zero elements in the left diagonal of B when n ≡ 1, 5 (mod 6), so does D.
Case 1 n ≡ 1 (mod 6) and n ≥ 7.
There exist exactly 4 non-zero elements a 1,1 , a 2,2+4k , a 3,2+2k , a 4,2 in the left diagonal of D because g r (1, 1) =< 1 − 1 − 1 > n = g c (1, 1) =< 2 · 1 − 3 > n = n − 1, g r (2, 2 + 4k) =< 2 − (2 + 4k) − 1 > n = g c (2, 2 + 4k) =< 2(2 + 4k) − 3 > n = 2k, g r (3, 2 + 2k) =< 3 − (2 + 2k) − 1 > n = g c (3, 2 + 2k) =< 2(2 + 2k) − 3 > n = 4k + 1, g r (4, 2) =< 4 − 2 − 1 > n = g c (4, 2) =< 2 · 2 − 3 > n = 1.
So l(D) = a 1,1 + a 2,2+4k + a 3,2+2k + a 4,2 = (2n + 1) + (n + 2 − 2 − 4k) + (n + m + 1 + 1 + k) + (4n + 1 − 2) = 8n + 2.
Then D is a regular SAMS(n, 4).
Case 2 n ≡ 5 (mod 6) and n ≥ 5.
We have exactly four non-zero elements a 1,1 , a 2,1+2k , a 3,1+4k , a 4,2 in the left diagonal of D because g r (1, 1) =< 1 − 1 − 1 > n = g c (1, 1) =< 2 · 1 − 3 > n = n − 1, g r (2, 1 + 2k) =< 2 − (1 + 2k) − 1 > n = g c (2, 1 + 2k) =< 2(1 + 2k) − 3 > n = 4k − 1, g r (3, 1 + 4k) =< 3 − (1 + 4k) − 1 > n = g c (3, 1 + 4k) =< 2(1 + 4k) − 3 > n = 2k, g r (4, 2) =< 4 − 2 − 1 > n = g c (4, 2) =< 2 · 2 − 3 > n = 1.
So l(D) = a 1,1 + a 2,1+2k + a 3,1+4k + a 4,2 = (2n + 1) + (n + 2 − 1 − 2k) + (n + 2k + 1) + (4n + 1 − 2) = 8n + 2.
Then D is also a regular SAMS(n, 4).
We restate our main theorem in the following and prove it. Proof It is clear that there does not exist a regular SAMS(n, 1).
For each n ≡ 1, 5 (mod 6) and n ≥ 5, there exists a regular SAMS(n, 2) by Theorem 2.1.
For each n ≡ 1, 5 (mod 6), d = 3, 5 and n > d, there exists a regular SAMS(n, d) by Lemma 1.3.
For each n ≡ 1, 5 (mod 6) and n ≥ 7, there exists a regular SAMS(n, 4) by Theorem 5.1.
For each n ≡ 1, 5 (mod 6) and d = n− 1, n− 2, there exists a regular SAMS(n, d) by Lemmas 1.1-1.2.
For each n ≡ 1, 5 (mod 6) and d ∈ [6, n − 3], there exists a regular SAMS(n, d) by Theorem 4.4. The proof is completed.
