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We study the thermodynamic properties of a system of two-level dipoles that are coupled ultra-
strongly to a single cavity mode. By using exact numerical and approximate analytical methods, we
evaluate the free energy of this system at arbitrary interaction strengths and discuss strong-coupling
modifications of derivative quantities such as the specific heat or the electric susceptibility. From
this analysis we identify the lowest-order cavity-induced corrections to those quantities in the col-
lective ultrastrong coupling regime and show that for even stronger interactions the presence of a
single cavity mode can strongly modify extensive thermodynamic quantities of a large ensemble of
dipoles. In this non-perturbative coupling regime we also observe a significant shift of the ferroelec-
tric phase transition temperature and a characteristic broadening and collapse of the black-body
spectrum of the cavity mode. Apart from a purely fundamental interest, these general insights will
be important for identifying potential applications of ultrastrong-coupling effects, for example, in
the field of quantum chemistry or for realizing quantum thermal machines.
I. INTRODUCTION
Undoubtedly, the interplay between statistical physics
and the theory of electromagnetic (EM) radiation played
a very important role in the history of modern physics.
Discrepancies between the predicted and the measured
spectrum of black-body radiation led to the birth of quan-
tum mechanics. Based on purely thermodynamic ar-
guments, Einstein introduced his A-coefficient and pos-
tulated the effect of spontaneous emission, long before
it was understood microscopically. Investigations of
photon-photon correlations from thermal and coherent
sources of light stood at the beginning of the field of
quantum optics, and so on. In most of these and re-
lated examples the EM field can be treated as an in-
dependent subsystem, which thermalizes via weak inter-
actions with the surrounding matter. This assumption
breaks down in the so-called ultrastrong coupling (USC)
regime [1–3], where the interaction energy can be compa-
rable to the bare energy of the photons. Such conditions
can be reached in solid-state [4–10] and molecular cavity
QED experiments [11–15], where modifications of chem-
ical reactions [16, 17] or phase transitions [18] have been
observed and interpreted as vacuum-induced changes of
thermodynamic potentials [19]. Together with the abil-
ity to realize even stronger couplings between artificial
superconducting atoms and microwave photons [20–24],
these observations have led to a growing interest [2, 3]
in the ground and thermal states of light-matter systems
under conditions where the coupling between the indi-
vidual parts can no longer be neglected.
Since an exact theoretical treatment of light-matter
systems in the USC regime is in general not possible, one
usually resorts to simplified descriptions, for example,
based on the Dicke [25, 26] or the Hopfield [27] model.
However, such reduced models often do not represent the
complete energy of the system [28–35] or contain gauge
artefacts [33, 36, 38, 39, 43] that prevent their applicabil-
ity in the USC regime. More generally, while in weakly
coupled cavity QED systems the role of static dipole-
dipole interactions can often be neglected or modelled
independently of the dynamical EM mode, this is no
longer the case in the USC regime [33, 40–43]. An incon-
sistent treatment of static and dynamical fields can thus
very easily lead to wrong predictions or a misinterpreta-
tion of results. A prominent example in this respect is
the superradiant phase transition of the Dicke model [44–
46], which is often described as cavity-induced, but which
can be understood as a regular ferroelectric instability in
a system of strongly attractive dipoles [33, 41, 43]. In
the past, these and other subtle issues have led to many
controversies in this field and prevented a detailed un-
derstanding of the ground- and thermal states of USC
light-matter systems so far.
In this paper we study the thermodynamics of cavity
and circuit QED systems within the framework of the
extended Dicke model (EDM) [32, 33]. Although based
on several simplifications, such as the two-level and the
single-mode approximation, this model remains consis-
tent with basic electrodynamics at arbitrary interaction
strengths and distinguishes explicitly between static and
dynamical electric fields. It thus allows us to evaluate the
FIG. 1. Sketch of a cavity QED setup where an ensemble of
dipoles is coupled to the electric field of a lumped-element LC
resonator. The system is in thermal contact with a bath of
temperature T . The black-body spectrum of the cavity mode,
Sbb(ω), can be measured through a weak capacitive link to a
cold transmission line. See text for more details.
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2free energy of the most relevant dynamical degrees of free-
dom in cavity QED and to study the thermal equilibrium
states of the combined system for a macroscopic number
of N  1 dipoles and in various coupling regimes.
Our analysis shows, first of all, that in the collective
USC regime, where G = g
√
N is comparable to the
cavity frequency ωc, but where the coupling g between
the cavity and each individual dipole is still small, the
coupling-induced corrections to the free energy scales as
Fg ∼ ~g2N/ωc > 0. This very generic result, which also
holds for arbitrary dipolar systems, shows that the cou-
pling to a cavity mode leads to a positive shift of the
free energy and when taking the limit N → ∞ for a
fixed value of G, the changes in the free energy per parti-
cle, Fg/N , vanish. Both findings contradict the common
‘quantum optics intuition’ built upon the analysis of the
Dicke model, which predicts negative corrections to the
free energy [19] and that a large collective coupling to
a quantized field mode can induce substantial modifi-
cations of material properties [44–46]. Our results are,
however, consistent with similar conclusions obtained in
studies about molecular properties in the ground state
of cavity QED systems [47–49], and can be intuitively
explained by a simple polariton picture: In the collec-
tive USC regime the cavity field only couples to a single
collective dipole mode while the other N − 1 orthogo-
nal excitation modes remain unaffected. Therefore, the
presence of a single cavity mode should not have a consid-
erable impact on the thermodynamics of a macroscopic
ensemble of dipoles.
Surprisingly, in the regime g ∼ ωc this intuition is no
longer true and we find that the coupling to the cavity
can indeed influence quantities such as the electric sus-
ceptibility or the specific heat, or even the phase transi-
tion temperature of a ferroelectric material. This creates
a highly unusual situation where the addition of a sin-
gle degree of freedom changes the thermodynamics of a
macroscopic system. Further, we show that the different
coupling regimes of cavity QED result in very distinct
features in the black-body spectrum of the cavity. As
we increase g, the spectrum evolves from the usual po-
lariton doublet into a broad and disordered set of lines
and, finally, collapses again to a single resonance. At
the same time we find that already at moderate cou-
pling strengths, the light-matter interaction can either
enhance or suppress the total radiated power. Therefore,
the analysis of the EDM already provides many concep-
tually important predictions, which can serve as a basis
for more detailed investigations of thermal effects in real
and artificial light-matter systems.
The remainder of the paper is structured as follows:
In Sec. II and Sec. III we first introduce the EDM and
discuss some general properties of the free energy of a
cavity QED system in different coupling regimes. In Sec.
IV we then analyze in more detail the cavity-induced
modifications for the cases of paraelectric and ferroelec-
tric ensembles of dipoles. Finally, in Sec. V we evaluate
the black-body spectrum of the cavity mode in different
coupling regimes and we conclude our work in Sec. VI.
The appendices A-D contain additional details about dif-
ferent approximation methods for the free energy and the
derivation of the emission spectrum.
II. MODEL
We consider a generic cavity QED setup, where N
two-level dipoles are coupled to a single electromagnetic
mode. However, since we are interested in both thermal
und USC effects, we can restrict our discussion to cav-
ity and circuit QED setups in the GHz to THz regime,
where these effects are experimentally most relevant. In
this case the confined electromagnetic field can be rep-
resented by the fundamental mode of a lumped-element
LC resonator [33, 51] with capacitance C and inductance
L (see Fig. 1). This configuration also ensures that all
higher EM excitations are well separated in frequency
and that the electric field is approximately homogeneous
across the ensemble of dipoles. The dipoles themselves
are modeled as effective two-level systems with states |0〉
and |1〉. The two states are separated by an energy ~ω0
and they are coupled via an electric transition dipole mo-
ment µ to the electric field.
A. Hamiltonian
The Hamiltonian of the whole cavity QED system can
be written as
HcQED = Hem +Hdip, (1)
where the two terms represent the energies of the EM
mode and the dipoles, respectively. We model the bare
dynamics of the dipoles by a spin Hamiltonian of the
form
Hdip =
~ω0
2
N∑
i=1
σiz + ~
N∑
i,j=1
Jij
4
σixσ
j
x, (2)
where the σik are the usual Pauli operators for the i-
th dipole. The couplings Jij account for the effect of
static dipole-dipole interactions as well as possible other
types of non-electromagnetic couplings between the two-
level systems. For all of the explicit calculations below
we will consider the special case of all-to-all interactions,
Jij = J/N . In this limit the spin Hamiltonian reduces to
the Lipkin-Meshkov-Glick (LMG) model [52]
Hdip = ~ω0Sz +
~J
N
S2x ≡ HLMG, (3)
where the Sk = 1/2
∑
i σ
i
k are collective spin operators.
For the current purpose, this model is sufficient to cap-
ture the qualitative features of non-interacting (J = 0),
ferroelectric (J < 0) and anti-ferroelectric (J > 0) dipo-
lar systems, while still being simple enough to allow for
3exact numerical simulations for moderate system sizes.
However, we emphasize that none of the general conclu-
sions and theoretical approaches in this work depend on
the assumption of all-to-all interactions and can be ex-
tended to arbitrary dipolar systems using more sophisti-
cated numerical techniques [50].
In the lumped-element limit, the energy of the EM
mode is given by
Hem =
CV 2
2
+
Φ2
2L
=
(Q+ P/d)2
2C
+
Φ2
2L
, (4)
where V is the voltage difference across the capacitor
plates and Φ the magnetic flux. After the second equality
sign we have expressed the capacitive energy in terms of
the total charge Q, which is the variable conjugate to
Φ and obeys [Φ, Q] = i~ in the quantized theory. For a
sufficiently homogeneous field, the charge is given by Q =
CV − P/d, where P = ∑i µσix is the total polarization
and d is the distance between the capacitor plates. As
usual we express Φ and Q in terms of annihilation and
creation operators a and a† as
Q = Q0(a+ a
†), Φ = iΦ0(a† − a), (5)
where Q0 =
√
~/(2Z), Φ0 =
√
~Z/2 and Z =
√
L/C is
the cavity impedance. Altogether, we obtain the canon-
ical cavity QED Hamiltonian [33]
HcQED = ~ωca†a+ ~g(a+ a†)Sx +
~g2
ωc
S2x +Hdip, (6)
where ωc = 1/
√
LC and g = µQ0/(~Cd) is the coupling
strength.
We remark that the form of HcQED given in Eq. (6)
allows a clean distinction between electrostatic and dy-
namical effects. Here the terms ∼ Jijσixσjx represent the
electrostatic energy of the ensemble with a fixed orienta-
tion of the dipoles. This energy might be modified in the
presence of metallic cavity mirrors [33, 50], but it is inde-
pendent of the frequency or the vacuum field amplitude
of the dynamical mode. The coupling to the dynamical
field is then proportional to g and includes the collec-
tive dipole-field coupling as well as the so-called P 2-term
∼ S2x [32, 33, 51]. This distinction shows that the regular
Dicke model, which is recovered for Jij = −g2/ωc, de-
scribes a very special case of a dipolar system with attrac-
tive all-to-all dipole-dipole interactions. Although such
a scenario can be realized in circuit QED systems [53],
the analysis of this specific model does not provide much
insights on the behavior of more general cavity QED sys-
tems.
B. Observables
Apart from HcQED, which determines the dynamics
and the equilibrium states of the system, it is also im-
portant to identify the relevant measurable observables.
For the dipoles, quantities of interest are the population
imbalance, 〈Sz〉, or the polarization along the cavity field,
〈Sx〉 ∼ 〈P〉, etc. Since the operator Q for the total charge
includes the induced charges from the dipoles, its value
is typically not directly measurable. Therefore, for the
cavity mode the relevant observables are the magnetic
flux Φ and the voltage drop V and it is convenient to
introduce the displaced photon annihilation operator
A = a+
g
ωc
Sx, [A,A
†] = 1. (7)
With the help of this definition we obtain [33, 54]
V = V0(A+A
†), Φ = iΦ0(A† −A), (8)
where V0 = Q0/C, and the total Hamiltonian can be
written in a compact form as
HcQED = ~ωcA†A+Hdip. (9)
By comparing with Eq. (1), we see that the expectation
value of 〈A†A〉 can be interpreted as the energy of the dy-
namical cavity mode in units of ~ωc. This is in contrast
to the conventional photon number 〈a†a〉, which depends
on the chosen gauge [33, 54] and has no simple interpre-
tation in a strongly coupled cavity QED system. Note,
however, that despite this more intuitive physical inter-
pretation, A and A† do not commute with all the dipole
operators and we must still use a and a† to represent the
independent cavity degree of freedom.
While we focus here on a lumped-element realization
of the EM mode as an explicit example, the model in
Eq. (4) and all the results discussed in this work can be
readily applied to arbitrary cavity QED systems using
the replacements [33, 41, 51, 54, 55]
V → E, Q→ D, Φ→ B. (10)
Here E, D and B are the operators for the electric
field, the displacement field and the magnetic field, re-
spectively. For a detailed derivation and justification of
Hamiltonian (6) in dipolar cavity QED and circuit QED
settings, see Refs. [32, 33, 36].
III. THE FREE ENERGY IN CAVITY QED
By assuming that the cavity QED system is weakly
coupled to a large reservoir of temperature T , the result-
ing equilibrium state of the system is
ρth =
1
Z
e−βHcQED , (11)
where β = 1/(kBT ) and Z = Tr{e−βHcQED} is the parti-
tion function. In this case the central quantity of interest
is the free energy,
F = −kBT ln(Z) = F 0c + F 0dip + Fg, (12)
4which we divide into the free energies F 0c and F
0
dip of
the decoupled subsystems and a remaining contribution
Fg. In the following discussion we will mainly focus on
the coupling-induced part of the free energy, Fg, which
allows us to separate the influence of light-matter inter-
actions from the thermodynamic properties of the bare
subsystems.
For small and moderately large ensembles the partition
function Z and the resulting free energy can be evalu-
ated by diagonalizing HcQED numerically. For the LMG
model, which conserves the total spin s, this can be done
for each spin sector separately and we obtain
Z =
∑
s
ζs,NZs. (13)
Here Zs is the partition function of HcQED constrained
to a total spin s and
ζs,N =
N !(2s+ 1)
(N2 − s)!(N2 + s+ 1)!
(14)
accounts for the multiplicity of the respective multiplet
due to permutation symmetry. For small and moderate
temperatures, we use this approach to evaluate the exact
free energy for systems with N ≈ 1− 100 dipoles.
A. Mean-field theory
In the analysis of the regular Dicke model [44–46] with
N  1, a frequently applied approximation for evaluat-
ing the free energy is based on the mean-field decoupling
of the dipole-field interaction,
(a+a†)Sx → (α+α∗)Sx+(a+a†)Σx−(α+α∗)Σx, (15)
where the expectation values α = 〈a〉 and Σx = 〈Sx〉
must be determined self-consistently. Under this mean-
field approximation Hamiltonian (6) can be written as
the sum of two independent parts,
HMF = ~ωca†a+ ~g(a+ a†)Σx +HMFdip (α,Σx), (16)
where HMFdip (α,Σx) = Hdip + ~g(α + α∗)(Sx − Σx) +
~g2S2x/ωc. The first two terms describe the energy
of a displaced oscillator, which is minimized for α =
−(g/ωc)Σx. With the help of this relation between α
and Σx, the total partition function in mean-field ap-
proximation is given by
ZMF = Z
0
c × Z¯MFdip , (17)
and FMF = −kBT ln(ZMF) = F 0c + F¯MFdip . In Eq. (17), the
first factor is the partition function of the bare cavity and
Z¯MFdip is the partition function of an ensemble of dipoles
with effective Hamiltonian (which includes the constant
energy shift from the displaced oscillator)
H¯MFdip (Σ) = Hdip +
~g2
ωc
(Sx − Σx)2 . (18)
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FIG. 2. The coupling-induced part of the free energy, Fg,
is shown for two different temperatures and as a function of
the cavity-dipole coupling strength, g. In both plots the ex-
act numerical results for N = 20 dipoles are compared with
approximate results obtained from mean-field theory (FMFg ),
second-order perturbation theory (F
(2)
g ) and from a varia-
tional calculation (FVg ). In both plots ωc = ω0 and J = 0.
By applying a second mean-field decoupling for the
dipoles (see Appendix A), which is expected to give accu-
rate results for the non-interacting or ferroelectric LMG
model [56–58], the effect of the cavity vanishes completely
and FMFg = FMF − F 0c − F 0dip = 0.
To be more precise we can evaluate the partition func-
tion of the spin system, Z¯MFdip , exactly. In this case we
see from Eq. (18) that in the paraelectric phase, where
Σx = 0, the cavity induces a huge renormalization of the
interaction term, J → J + g2N/ωc. This renormaliza-
tion becomes a substantial modification of the dipolar
system in the collective USC regime, g
√
N ∼ √ω0ωc,
and would even prevent the ferroelectric instability for
J < 0. However, as can be seen from a comparison with
the exact free energy in Fig. 2 and other examples dis-
cussed below, such a strong modification is not observed
in this regime. This discrepancy can be traced back to
the fact that the mean-field decoupling neglects contri-
butions which are second order in ~g(a+ a†)Sx and also
scale approximately as
H(2)g ∼ −
~g2
ωc
S2x. (19)
Therefore, depending on the precise parameters, the
mean-field decoupling either over- or underestimates the
influence of the cavity mode and the approximation be-
comes uncontrolled. We conclude that a mean-field the-
ory, as frequently employed to study ground states and
thermal phases of the Dicke- or the LMG model, is not
appropriate to describe the coupling of dipoles to a dy-
namical field mode in realistic cavity QED systems.
B. Collective USC regime
Many cavity QED experiments are operated in the
regime G = g
√
N . ωc and N  1, where the collective
5coupling G can become comparable to the photon fre-
quency, but the coupling of each individual dipole to the
cavity mode is still very small, g  ωc. In this regime,
we can treat the dipole-field interaction,
Hg = ~g(a+ a†)Sx +
~g2
ωc
S2x, (20)
as a small perturbation and expand the free energy in
powers of g. As a result of this calculation, which is
detailed in Appendix B, we obtain the lowest-order cor-
rection to the bare free energy, which can be written in
the form
F (2)g = N
~g2
4ωc
fg. (21)
The dimensionless function fg ∼ O(1) contains two con-
tributions, one arising from the average value of the S2x
term and a second-order contribution from the linear cou-
pling term, ~g(a†+a)Sx. The resulting expression for fg
still involves non-trivial correlation functions of spin op-
erators, which for interacting dipoles must be evaluated
numerically. For non-interacting dipoles this calculation
can be carried out analytically and we obtain the explicit
result
fg(J = 0) =
ω20 − ω0ωc tanh
(
~ω0
2kBT
)
coth
(
~ωc
2kBT
)
(ω20 − ω2c )
.
(22)
In Fig. 2, this prediction from perturbation theory is com-
pared to the exact free energy and we find that the cavity-
induced corrections to the free energy are very accurately
reproduced by F
(2)
g at low and high temperatures, even
for collective coupling strengths as large as G ≈ ωc.
By taking the limit T → 0, Eq. (22) provides us di-
rectly with the lowest-order correction to the ground
state energy of a cavity QED system [1],
E
(2)
0 = F
(2)
g (T → 0, J = 0) = N
~g2
4ωc
ω0
ω0 + ωc
, (23)
which agrees with Hamiltonian perturbation theory. In
the opposite high-temperature limit we obtain
F (2)g (T →∞) ' N
~3g2ω20
48ωck2BT
2
. (24)
Therefore, the cavity-induced corrections to the free en-
ergy vanish quadratically with increasing temperature.
Importantly, we find that for all temperatures F
(2)
g ≥ 0,
which is in stark contrast to the negative correction
terms obtained within the framework of the regular Dicke
model [19]. More generally, one can show that also for
interacting dipoles (see Appendix B)
0 ≤ fg < 4(∆Sx)
2
N
, (25)
where (∆Sx)
2 = 〈S2x〉0 − 〈Sx〉20. For conventional dipolar
systems with finite correlation length (in particular away
from any critical points) one typically finds (∆Sx)
2 .
N/4. Therefore, by taking the limit N →∞ with G kept
fixed, we obtain
lim
N→∞
F
(2)
g
N
= 0. (26)
This result confirms our basic intuition that the cou-
pling of many dipoles to a single mode should not af-
fect extensive thermodynamic properties of the matter
system. While systems with stronger fluctuations, i.e.
(∆Sx)
2 ∼ N2, could in principle violate this conclusion,
such systems would already exhibit very atypical ther-
modynamic properties in the absence of the cavity mode.
Note that within the validity of perturbation theory, the
bound in Eq. 25 can be immediately generalized to arbi-
trary cavity QED systems by simply replacing Sx with
the corresponding collective dipole operator.
C. Non-perturbative regime
The physics of cavity QED changes drastically once
g ∼ ωc and the light-matter interactions become non-
perturbative at the level of individual dipoles. To ana-
lyze this regime, it is usually more convenient [59–61] to
change to a polaron frame, H˜cQED = UHcQEDU
†, via
the unitary transformation U = e
g
ωc
Sx(a
†−a). In this
frame the cavity QED Hamiltonian can be written as
[32, 33, 38, 62]
H˜cQED = ~ωca†a+Hdip +Hint, (27)
where the interaction part now takes the form
Hint = ~ω0
(
USzU
† − Sz
)
. (28)
An immediate benefit of the polaron representation is
that the interaction term is proportional to ω0. This
shows that for ω0 → 0 the coupling to the dynami-
cal mode vanishes and we recover the electrostatic limit,
H˜cQED(ω0 → 0) = ~ωca†a+
∑
i,j
~Jij
4 σ
i
xσ
j
x.
For finite ω0 the effects of Hint are more involved. For
T = J = 0 it can be shown that up to second order
in Hint and for g/ωc & 2, the low-energy behavior of
the dipolar system is well-described by the effective spin
Hamiltonian [32]
Heff = ~ω0
(
e
− g2
2ω2c − 1
)
Sz +
~ω20ωc
2g2
(
S2x − ~S2
)
. (29)
This effective model captures two important signatures
of non-perturbative light-matter interactions, which will
be relevant for the discussions below. Firstly, there is
a strong suppression of the dipole oscillation frequency
when g/ωc & 1. Secondly, the cavity mediates an all-to-
all anti-ferroelectric coupling ∼ ω20 .
In principle, we can again apply perturbation theory
to evaluate Fg up to second order in Hint and extend the
6results from Sec. III B into the strong-coupling regime.
However, such an approach is only reliable when ω0  ωc
and the resulting expressions are much more involved.
Therefore, this method is only briefly summarized in Ap-
pendix B. As a less accurate, but more intuitive approach
we can use the variational principle of Bogoliubov to de-
rive an upper bound FV for the free energy,
F ≤ F ∗ + 〈H˜cQED −H∗〉ρ∗ ≡ FV . (30)
Here ρ∗ is the thermal state and F ∗ the corresponding
free energy for the trial Hamiltonian H∗. Based on the
discussion above we choose
H∗ = ~ωca†a+ ~ω˜0Sz +
~J
N
S2x, (31)
which describes a non-interacting cavity QED system,
but with a variable frequency ω˜0. By minimizing FV with
respect to ω˜0 for each g we obtain (see Appendix C)
ω˜0(g) = ω0e
− g2
2ω2c
(1+2Nth)
, (32)
where Nth = 1/(e
β~ωc − 1). While from the comparison
in Fig. 2 we see that overall FVg = FV − F 0c − F 0dip
does not reproduce the quantitative behavior of Fg very
accurately, we will see in the following that there are still
many cavity-induced modifications that can be directly
explained by this simple renormalization of the dipole
frequency.
IV. PARA- AND FERROELECTRICITY IN THE
USC REGIME
While the free energy contains all the relevant infor-
mation about the cavity QED system, we are usually
interested in derivative quantities such the susceptibil-
ity, the specific heat, etc., or the existence of different
phases and the transitions between them. To understand
in which way the coupling to a quantized cavity mode can
influence such quantities, we discuss in this section three
elementary examples.
A. USC modifications of the Curie law
As a first example it is instructive to consider the sim-
plest case of non-interacting dipoles, where
Hdip = ~ω0Sz. (33)
This means, that in the absence of the cavity, the dipoles
form an ideal paraelectric material. For this system, we
are interested in the dependence of the population im-
balance 〈Sz〉 on the level splitting ω0. Specifically, we
consider the limit ω0 → 0, where we obtain the zero-field
susceptibility
χz =
1
N
∂〈Sz〉
∂ω0
∣∣∣∣
ω0=0
= − 1
N~
∂2F
∂ω20
∣∣∣∣
ω0=0
(34)
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FIG. 3. (a) Plot of the zero-field susceptibility χz (solid lines)
for different coupling parameters g/ωc. The dashed lines in-
dicate the predictions from the approximate formula given
in Eqs. (36)-(38). The x-markers show the results obtained
from the perturbation theory discussed in Appendix B 3. (b)
Dependence of the Curie constant αC(g) on the dipole-field
coupling strength. The exact numerical results are in perfect
agreement with the analytic scaling derived in Eq. (37) from
the variational free energy, FV . For all plots N = 20, ωc = ω0
and J = 0 have been assumed.
from the second derivative of the free energy. In the
limit of a vanishing bias field the susceptibility follows
the usual Curie law
χz|g→0 (T ) =
αC
T
, (35)
with a Curie constant αC = ~/(4kB). In the context
of cavity QED, the behavior of this quantity for finite
g is of particular importance. Since the dipoles decou-
ple from the cavity mode for ω0 = 0, the zero-field sus-
ceptibility captures the lowest-order deviations from the
electrostatic limit.
In Fig. 3(a) we plot χz(T ) for a cavity QED system
with J = 0, N = 20 and different coupling strengths g.
For small g we still recover the 1/T behavior with a small
reduction of the Curie constant. In the non-perturbative
regime, g/ωc & 1, the modifications become more sig-
nificant. Although in this regime the susceptibility still
diverges for T → 0, there appears an additional plateau
for an intermediate range of temperatures, T < ~ωc/kB .
To understand this behavior we approximate the suscep-
tibility by the two dominant contributions,
χz ≈ αC(g)
T
− 1
N~
∑
n
pn
∂2En
∂ω20
∣∣∣∣
ω0=0
, (36)
where pn and En are the thermal occupation probabilities
and the energy of the n-th eigenstate, respectively. The
first term emerges from the change of 〈Sz〉 due to small
changes of the thermal populations when ω0 is varied.
Since we are interested in the limit ω0 → 0, this change
results in the same high-temperature scaling ∼ 1/T as in
the case of free dipoles. This effect is already captured
by the variational free energy FV discussed in Sec. III C,
from which we obtain
αC(g) ' ~
4kB
e
− g2
ω2c
(1+2Nth)
. (37)
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FIG. 4. (a) Plot of the dimensionless quantity cg defined
in Eq. (40), which determines the corrections to the specific
heat, Cg/N , in the collective USC regime. (b) Dependence of
Cg on the coupling strength g for a fixed temperature and an
increasing number of dipoles, N = 10, 20, 30, 40, 50. For this
plot ω0 = 0.5ωc has been assumed.
In Fig. 3(b) we show that this analytic result is in perfect
agreement with the low-temperature limit of χz obtained
from exact numerical simulations.
The second term in Eq. (36) is the contribution to the
susceptibility, which arises from quadratic changes of the
energy eigenstates with varying ω0. For free dipoles,
Hdip ∼ ω0 and therefore this contribution is absent in
regular paramagnetic and paraelectric systems. How-
ever, as evident from the effective spin model in Eq. (29),
for couplings g > ωc the energy levels show indeed a
quadratic scaling, En ∼ ω20 . From this effective model
and by assuming that all spin levels are equally popu-
lated, pn ≈ 1/2N , we obtain the approximate result
− 1
N~
∑
n
pn
∂2En
∂ω20
∣∣∣∣
ω0=0
≈ ωc
2g2
. (38)
As shown in Fig. 3(a), this estimate is in very good agree-
ment with the value of the plateau of χz(T ) found in ex-
act numerical simulations. For T & ~ωc/kB , the thermal
population of the photon states is no longer negligible and
the approximate model in Eq. (29) breaks down. Beyond
this point, which for large g is indicated by a small pump,
the regular Curie law is approximately recovered.
Note that since the susceptibility χz is evaluated at
ω0 = 0, it can be calculated exactly from a second-order
perturbation theory in Hint ∼ ω0 in the polaron represen-
tation (see Appendix B). Although the resulting expres-
sions must still be evaluated numerically, this method
allows us to obtain χz from correlation functions of the
dipolar system only. Therefore, this approach can be
very useful for performing similar calculations for more
complicated dipolar systems.
B. USC modifications of the specific heat
A second quantity of general interest in statistical
physics is the heat capacity,
C = −T ∂
2F
∂T 2
= C0c + C0dip + Cg. (39)
For a decoupled system, the heat capacities of the cavity
and the dipoles, C0c and C0dip, are both bounded and scale
as C0c ∼ kB and C0dip ∼ NkB , respectively. This scaling
suggests that for a large ensemble of dipoles and similar
energy scales, ωc ≈ ω0, the presence of a single cavity
degree of freedom should have a negligible contribution
to the specific heat C/N of the combined system. This
can be shown explicitly in the collective USC regime,
where for non-interacting dipoles
Cg
kBN
' ~g
2
4ωc(kBT )
× cg(T, ωc, ω0). (40)
Here, cg = −(kBT )2∂2fg/∂(kBT )2 is a dimensionless
function, which is independent of N and which is plotted
in Fig. 4(a) for different frequency ratios, ω0/ωc. There-
fore, taking the limit N → ∞ for a fixed G, the correc-
tions to the specific heat vanish.
In Fig. 4(b) we plot Cg/N for a cavity QED system
with an increasing number of N non-interacting dipoles.
For small couplings, G/ωc . 0.5, the correction is ac-
curately reproduced by the analytic weak-coupling re-
sult given in Eq. (40). In the non-perturbative regime
we observe substantial modifications. On a qualitative
level, these corrections can be understood from a cavity-
induced suppression of ω0, but overall we find that the
dependence of Cg is not very accurately reproduced by
the variational ansatz in Eq. (31) or any of the other ap-
proximation schemes. However, from the exact numeri-
cal results plotted in Fig. 4(b) we see that the maximal
correction to the specific heat is
|Cg|
kBN
∼ O(1), (41)
and shifts, but does not vanish with increasing N .
Combined with the behavior of the susceptibility dis-
cussed above, this finding demonstrates that in the non-
perturbative regime the coupling to a single dynamical
field degree of freedom can have a substantial influence
on extensive thermodynamic quantities of a large ensem-
ble of dipoles.
C. USC modifications of the ferroelectric phase
transition
A central topic of interest in the field of USC cav-
ity QED is the so-called superradiant phase transition,
which is predicted for the ground and thermal equilib-
rium states of the standard Dicke model [44–46]. While
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FIG. 5. (a) Phase diagram of the LMG model without cav-
ity, where the color scale shows the value of the parameter
m¯ =
√〈S2x〉 [58] for N = 20 dipoles. For each point, we also
evaluate the probability distribution p(mx) for the projection
quantum number mx, which exhibits a single maximum in
the paraelectric phase (I) and two maxima in the ferroelectric
phase (II). The transition between the single- and bi-modal
distribution is indicated by the solid line, while the dotted line
depicts the phase boundary obtained from mean-field theory,
see Eq. (42). The same boundaries are shown in (b) for dif-
ferent coupling strengths g, where for the mean-field results
ω0 has been replaced by ω˜0. (c) Dependence of the critical
temperature Tc on the coupling parameter g/ωc for a fixed
inter-dipole coupling strength of J/ωc = −1.5. In all plots
ω0 = ωc and N = 20.
in more accurate models for light-matter interactions this
transition does not occur for non-interacting dipoles [28–
35], the system can still undergo a regular ferroelec-
tric phase transition in the case of attractive electro-
static interactions, Jij < 0. Within the framework of
the LMG model, such a transition is well-described by a
mean-field decoupling of the collective interaction term,
S2x → 2ΣSx −Σ2 (see Appendix A), from which one can
derive the general relation between the critical coupling
strength Jc and the critical temperature Tc [56–58],
tanh
(
~ω0
2kBTc
)
= −ω0
Jc
. (42)
For T → 0 there is a critical coupling strength Jc =
−ω0, beyond which the dipoles enter a ferroelectric phase
with 〈Sx〉 6= 0. For ω0 → 0 this phase only exists below
a critical temperature Tc = −~J/(2kB), which is just
the transition temperature of the classical Ising model.
For arbitrary ω0, the phase boundary of the LMG model
in the limit N → ∞ is indicated by the dashed line in
Fig. 5(a).
Since symmetry breaking does not occur for finite N ,
the criterion 〈Sx〉 6= 0 cannot be used to characterize
the ferroelectric phase in exact numerical calculations.
In Fig. 5(a) we show instead the quantity m¯ =
√〈S2x〉,
which provides a good indicator for the ferroelectric
phase of the LMG model [58]. However, for the rather
small numbers of dipoles assumed in the simulations of
the full cavity QED model below, the variation of m¯
around the phase transition line is still rather smooth.
Therefore, for the following analysis we consider instead
the probability distribution p(mx) = Tr{Pmxρth}, where
Pmx =
∑
s Ps,mx and Ps,mx is the projector on all states
with Sx |ψ〉 = mx |ψ〉 and total spin s. In this case, we
can define the phase boundary as the line where this func-
tion changes from a single to a bi-modal distribution, as
illustrated in Fig. 5(a). For the bare LMG model, this
approach reproduces very accurately the phase boundary
derived from mean-field theory, even for a small number
of N = 20 dipoles.
When the dipoles are coupled to the cavity mode, a
finite polarization 〈Sx〉 6= 0 is naturally associated with
a non-vanishing expectation value of 〈a〉 ' −g/ωc〈Sx〉,
similar to what is expected for the superradiant phase
in the Dicke model. Note, however, that this expecta-
tion value is real and corresponds to a finite charge (or
displacement field) 〈Q〉 ∼ 〈a + a†〉. The relevant cavity
observables, 〈V 〉 ∼ 〈A + A†〉 and 〈Φ〉 ∼ i〈A† − A〉, are
not affected by this transition [33, 41]. For the ground
state, it has further been shown that in the collective
USC regime, i.e. when G ∼ √ω0ωc but g  ωc, also the
transition point is not influenced by the coupling to the
dynamical cavity mode [33]. This is no longer the case
when g ∼ ωc.
In the current study we are primarily interested in USC
effects beyond the ground state and show in Fig. 5(b) the
coupling-induced modification of the phase boundary in
the whole T −J plane for different values of g/ωc. In this
plot, the exact analytic results are compared with a mod-
ified mean-field theory, where in Eq. (42) the bare dipole
frequency ω0 is replaced by the renormalized frequency
ω˜0 given in Eq. (32). From this comparison we find that
the variational free energy FV captures the overall trend,
although the actual phase transition line deviates from
the exact results, in particular for g/ωc > 1 and for low
temperatures. In Fig. 5(c) we fix the value of J and
plot the dependence of the critical temperature on the
coupling strength g. Consistent with the other examples
above, we observe only minor corrections for G . ωc,
but a substantial increase of Tc for couplings g/ωc & 1.
This means that in this coupling regime the presence of
the cavity mode stabilizes the ferroelectric phase against
thermal fluctuations. This behavior is qualitatively re-
produced by the modified mean-field ansatz.
V. BLACK-BODY RADIATION
The emission spectrum of a hot body was one of the
first examples that could not be explained by combining
the otherwise very successful theories of statistical me-
9chanics and electromagnetism. In the correct quantum
statistical derivation of the black-body spectrum it is as-
sumed that the EM field thermalizes through weak inter-
actions with the material, but that it can be treated oth-
erwise as a set of independent harmonic modes. There-
fore, it is particularly interesting to see how the thermal
emission spectrum of a cavity mode changes under strong
and USC conditions [65–67].
A. Power spectral density
In the setup shown in Fig. 1, the black-body spectrum
can be measured, for example, by coupling the cavity via
a weak capacitive link to a cold transmission line. The
emitted power will then be proportional to the fluctua-
tions of the voltage operator V = V0(A + A
†) (see also
Ref. [54]). By assuming that the transmission line can
be modeled as an Ohmic bath and that the capacitive
link is sufficiently weak, we can write the spectrum of
the emitted black-body radiation as (see Appendix D)
Sbb(ω) =
~κγ
2piωc
∑
n>m
e−βEn
Z
ω2nm|〈En|A+A†|Em〉|2
(ω − ωnm)2 + γ2/4 ,
(43)
where ωnm = (En−Em)/~ are the transition frequencies
between the eigenstates |En〉 of HcQED with energies En.
In Eq. (43), κ denotes the decay rate of the bare cavity
into the transmission line. In addition, we have intro-
duced a phenomenological rate γ to account for a small
but finite thermalization rate with the surrounding bath.
For consistency we require κ γ and γ  |En−Em|/~,
but otherwise the precise values of κ and γ are not im-
portant.
In Fig. 6(a) we plot Sbb(ω) as a function of the cou-
pling strength g and for different temperatures. For small
couplings, g  ωc, we see the expected splitting of the
unperturbed cavity resonance into two polaritonic reso-
nances at frequencies ω± ≈ ωc±G/2. Although the lower
polariton mode has a higher thermal occupation, the up-
per branch is slightly brighter. This observation can be
partially explained by the scaling of the emission rate
∼ ω2±, but a more detailed analysis is presented below.
At intermediate coupling strengths and temperatures the
spectrum becomes rather complex. This is related to the
large spread of the eigenenergies En for these coupling
values (see, for example, Fig. 1 in Ref. [64]) and the
fact that the dipoles and photons are still strongly hy-
bridized. At very large interactions, the spectrum col-
lapses again to a single line centered around the bare
cavity frequency. This collapse is a striking consequence
of the approximate factorization of the eigenstates at very
large interactions [32] and provides a clear signature of
the non-perturbative coupling regime, which can be de-
tected in the emitted radiation field.
Note that in previous studies of the absorption and
emission spectra of the EDM [51, 67] or the thermal ra-
diation spectrum of the Rabi model (N = 1) [66] only
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FIG. 6. (a) The black-body spectrum Sbb(ω)/(~κ) is plot-
ted on a logarithmic scale as a function of g for three dif-
ferent temperatures. The green dashed lines indicate the
frequencies ω± of the two polariton modes obtained from a
Holstein-Primakoff approximation. (b) Plot of the total emit-
ted power, Prad, and the average value of the EM energy,
〈Hem〉/(~ωc) = 〈A†A〉 + 1/2, for the same parameters. Note
that for better visibility we have included for this plot the
offset ~ωc/2 (indicated by the dashed line) into the definition
of Hem. For all plots N = 6, J = 0 and γ/ωc = 0.04 have
been assumed.
moderate values of g have been considered, where this
spectral collapse does not yet occur. In the case of the
Rabi model, it has also been shown that the statistics of
the emitted photons can be sub-Poissonian for a certain
range of couplings and temperatures [65]. We don’t find
such a behavior for larger numbers of two-level dipoles.
B. Radiated power and EM energy
In Fig. 6(b) we also plot the total radiated power, Prad,
and compare it with the equilibrium value of the EM field
energy, 〈Hem〉. Here, the total power is obtained from
Eq. (43) by integrating over all frequencies,
Prad =
~κ
ωc
∑
n>m
e−βEn
Z
ω2nm|〈En|A+A†|Em〉|2. (44)
For an empty cavity, this expression reduces to P 0rad =
~ωcκNth, which we use to normalize the power values.
Interestingly, for moderate temperatures we find a rather
counterintuitive behavior: While the average energy that
is stored in the mode increases for intermediate couplings,
the emitted power decreases at the same time.
To explain this behavior we consider moderate values
of G . ωc and low temperatures. In this case we can
use a Holstein-Primakoff approximation [63] and replace
the spin operators σi− by bosonic annihilation operators
ci. The resulting linearized Hamiltonian can then be di-
agonlized and written as HcQED ' HHP−~ωc/2−N~ω0,
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FIG. 7. (a) The dimensionless matrix elements V± and Φ±,
which determine the decomposition of the voltage and the
magnetic flux operators in terms of the polariton operators
c± [see Eqs. (46) and (47)] are plotted as a function of the
collective coupling strength, G. (b) Plot of the ratio between
the total power emitted from the coupled cavity QED sys-
tem (Prad) and from the bare cavity (P
0
rad) as a function of
temperature. The solid lines are obtained from exact nu-
merical calculations for N = 6 and the dashed lines show
the corresponding results predicted by Eq. (48) based on a
Holstein-Primakoff approximation.
where
HHP =
∑
η=±
~ω±
(
c†±c± +
1
2
)
+
N−1∑
k=1
~ω0
(
c†kck +
1
2
)
.
(45)
Here the c± are bosonic operators for the two bright po-
lariton modes with frequencies ω±. The other bosonic
operators ck represent dark polaritons, i.e., collective ex-
citations of the dipoles, which are decoupled from the
cavity due to symmetry. In terms of these polariton op-
erators we can write
A† +A = V+
(
c†+ + c+
)
+ V−
(
c†− + c−
)
, (46)
i(A† −A) = iΦ+
(
c†+ − c+
)
+ iΦ−
(
c†− − c−
)
, (47)
where the dimensionless matrix elements V± and Φ± are
plotted in Fig. 7(a) as a function of the collective coupling
strength G.
Within the Holstein-Primakoff approximation only the
bright polariton modes contribute to the emission spec-
trum and we obtain
Prad
P 0rad
' V 2+
(
ω2+
ω2c
)
Nth(ω+)
Nth(ωc)
+V 2−
(
ω2−
ω2c
)
Nth(ω−)
Nth(ωc)
. (48)
We see that there are various competing effects. With
increasing coupling G, the frequency ω+ and the ma-
trix element V 2+ for the upper polariton mode goes up,
while at the same time the corresponding mode occu-
pation, Nth(ω+) gets exponentially suppressed. The op-
posite is true for the lower polariton mode. As shown
in Fig. 7(b), this competition leads to a non-monotonic
influence of the light-matter coupling on the radiated
power. For temperatures kBT/(~ωc) ≈ 0.2 − 0.5, as
considered in Fig. 6(b), Eq. (48) indeed predicts the ob-
served decrease in Prad for increasing values of G. How-
ever, for higher and lower temperatures the dependence
can also be reversed. In particular, for kBT/(~ωc)  1
the occupation number of the bare cavity mode is ex-
ponentially suppressed. However, for G ∼ ωc, also
the lower polariton frequency is strongly reduced and
Nth(ω−) ≈ kBT/(~ω−). Under such conditions we ob-
serve a huge coupling-induced enhancement of the radi-
ated power, Prad/P
0
rad  1.
By expressing also the EM energy, Hem = ~ωcA†A,
in terms of the mode operators for the bright polariton
modes we obtain
〈Hem〉
~ωc
=
(V 2+ + Φ
2
+)
2
Nth(ω+) +
(V 2− + Φ
2
−)
2
Nth(ω−)
+
(
V 2+ + Φ
2
+ + V
2
− + Φ
2
−
4
− 1
2
)
.
(49)
We see that the prefactors for the thermal contributions
in the first line of this equatoin have a much weaker de-
pendence on G. Further, we find that for G & ωc and for
temperatures kBT/(~ωc) . 0.5, the main contribution to
the EM energy comes from a positive vacuum term given
in the second line of Eq. (49). This part does not con-
tribute to the radiated power such that overall Prad and
Hem display a very different dependence on G.
VI. CONCLUSIONS
In summary, we have analyzed the basic thermal prop-
erties of cavity QED systems in the USC regime. By
using various analytic approximations and exact numeri-
cal results for a moderate number of two-level dipoles, we
have derived the coupling-induced corrections to the free
energy and some of its derivative quantities. In the col-
lective USC regime our analytic results confirm the basic
intuition that the coupling to a single cavity mode cannot
significantly change the properties of a larger ensemble
of dipoles. While a large collective coupling strength G
has a substantial influence on the emission spectrum and
also on the total radiated power, the corrections to ma-
terial properties are small and scale only with the single-
dipole coupling strength as ∼ g2/ωc. This means that
major modifications of ground-state chemical reactions
or cavity-induced shifts of ferroelectric phase transitions
cannot be simply explained by a strong collective cou-
pling to a single quantized mode. To identify the detailed
origin of such effects further experimental and theoreti-
cal investigations are still required, in particular also on
the influence of the metallic boundaries on electrostatic
interactions [33, 50, 68] and other modifications of the
background EM environment [15].
The behaviour of cavity QED systems changes com-
pletely once the single-dipole coupling parameter, g/ωc,
becomes of order unity. For this regime we have shown
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in terms of several explicit examples that the coupling to
a single cavity mode can strongly modify material prop-
erties such as the specific heat, the susceptibility or the
ferroelectric phase transition temperature. While this
regime is currently not accessible with atomic, molecular
or excitonic cavity QED systems, such coupling condi-
tions can be reached in superconducting quantum cir-
cuits, where also the effect of temperature is more rel-
evant than in the optical regime. Therefore, such ar-
tificial light-matter systems constitute an ideal testbed
for studying strongly-coupled quantum systems with un-
conventional thermodynamical properties. Potentially,
this can also lead to more accurate descriptions of funda-
mental thermodynamical processes or the optimization of
quantum thermal machines, for which cavity QED and
collective spin models have already been considered as
simple toy systems in the past [69–74].
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Appendix A: Mean-field theory for the LMG model
For J < 0 the LMG model constitutes a simple model
for ferroelectricity with all-to-all interactions. It is thus
expected that for N  1 the phase transition point is
accurately predicted by the mean-field Hamiltonian
HMFLMG = ~ω0Sz + ~
2J
N
ΣxSx − ~ J
N
Σ2x, (A1)
where Σx = 〈Sx〉. Under this approximation, the result-
ing free energy is given by
FMFLMG(Σx) = −kBTN ln
[
2 cosh
(
~Ω
2kBT
)]
− ~ J
N
Σ2x,
(A2)
where Ω =
√
ω20 + 4J
2Σ2x/N
2. In the paraelectric phase
the free energy has only a single minimum at Σx = 0,
while the ferroelectric phase is characterized by the ap-
pearance of two degenerate minima at a finite value of
Σx. The transition between the two phases is given by
Eq. (42).
Equation (A2) allows us to derive some useful relations
for the spin expectation values of the LMG model. From
the condition ∂FMFLMG/∂Σx = 0 we find
∂FMFLMG
∂Σx
= −2~J
N
[
J
Ω
tanh
(
~Ω
2kBT
)
+ 1
]
Σx = 0. (A3)
For J < Jc a solution Σx 6= 0 exists. Subsequently, an
expression for Σz = Tr{SzρMFLMG} can be derived via
Σz =
∂FMFLMG
∂(~ω0)
= −Nω0
2Ω
tanh
(
~Ω
2kBT
)
. (A4)
Eq. (A3) and Eq. (A4) are transcendental and therefore,
in general, no explicit expressions for Σx and Σz can be
found.
Appendix B: Perturbation theory
Consider a generic system with Hamiltonian H = H0+
Hg and free energy F = F0 + Fg, such that F0 is the
free energy of the unperturbed Hamiltonian H0. In this
case we obtain the following general expression for the
coupling-induced part of the free energy,
e−βFg = 〈T e−
∫ β
0
dτ Hg(τ)〉0 = e−β
∑
n F
(n)
g . (B1)
Here, 〈·〉0 denotes the average with respect to the ther-
mal state of H0, Hg(τ) = e
τH0Hge
−τH0 and T is the
time-ordering operator along the imaginary time axis.
In systems where Hg ∼ g is only a small perturbation to
H0 we can use a cumulant expansion of the expectation
value in terms of the F
(n)
g ∼ gn.
1. Weak coupling limit
We first apply this perturbation theory to the coupling
Hamiltonian Hg as defined in Eq. (20). Since in this case
the thermal average of the linear term vanishes, 〈a +
a†〉0 = 0, the lowest-order correction to the free energy
is given by
F (2)g =
~g2
ωc
〈S2x〉0
− ~
2g2
β
∫ β
0
dτ1
∫ τ1
0
dτ2 C(τ1, τ2)〈Sx(τ1)Sx(τ2)〉0,
(B2)
where
C(τ1, τ2) = 〈[a(τ1) + a†(τ1)][a(τ2) + a†(τ2)]〉0
= (Nth + 1)e
−~ωc(τ1−τ2) +Nthe~ωc(τ1−τ2).
(B3)
For interacting dipoles the spin expectation value must
be evaluated numerically. In terms of the energies En
and eigenstates |En〉 of Hdip we obtain
〈Sx(τ1)Sx(τ2)〉0 = 1
Z0dip
∑
n,m
e−βEn+(τ1−τ2)(En−Em)
× |〈En|Sx|Em〉|2.
(B4)
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For noninteracting dipoles this calculation can be carried
out analytically using
〈Sx(τ1)Sx(τ2)〉0 =1
4
e(τ1−τ2)~ω0〈S+S−〉0
+
1
4
e−(τ1−τ2)~ω0〈S−S+〉0
(B5)
and 〈S±S∓〉0 = N [1∓ tanh (~ω0/2kBT )] /2. Altogether
and writing F
(2)
g = N~g2/(4ωc)fg we obtain
Nfg = N − (Nth + 1)〈S+S−〉0I(ω0 − ωc)
− (Nth + 1)〈S−S+〉0I(−ω0 − ωc)
−Nth〈S+S−〉0I(ω0 + ωc)
−Nth〈S−S+〉0I(ωc − ω0),
(B6)
where
I(∆) =
~ωc
β
∫ β
0
dτ1
∫ τ1
0
dτ2 e
~∆(τ1−τ2). (B7)
After some further simplifications the expression for fg
reduces to the result given in Eq. (22).
2. Bound on the free energy correction
From the general expression for the correlation
function given in Eq. (B4) one can show that
〈Sx(τ1)Sx(τ2)〉0 ≤ 〈S2x〉0 for τ1 ≥ τ2. This inequality can
be used together with (Nth + 1)I(−ωc) + NthI(ωc) = 1
in the second line of Eq. (B2) in order to derive the
upper and lower bounds 0 ≤ fg ≤ 4〈S2x〉0/N . To im-
prove the upper bound we can repeat the whole per-
turbation calculation in a displaced frame, H˜cQED =
D†(α)HcQEDD(α) = H0 + H˜g(α), where D(α) =
eαa
†−α∗a is the displacement operator. Specifically, by
choosing α = −g〈Sx〉0/ωc we obtain
H˜g
(
α = −g〈Sx〉0
ωc
)
= g(a+a†)∆Sx+
g2
ωc
(∆Sx)
2, (B8)
where ∆Sx = Sx−〈Sx〉0. This means that we can repeat
the analysis from above with Sx being replaced by ∆Sx.
This leads to the stricter bound for fg given in Eq. (25).
3. Low-frequency limit
We can use the same perturbation scheme to evalu-
ate the lowest-order corrections to the free energy when
ω0 → 0. To do so we first change to the polaron frame as
described in Sec. III C and decompose the total Hamilto-
nian as H˜cQED = H0 +Hω0 . Here
H0 = ~ωca†a+
~
4
∑
i,j
Jijσ
i
xσ
j
x,
Hω0 = ~ω0
(
cos(θˆ)Sz − sin(θˆ)Sy
)
,
(B9)
where θˆ = i(g/ωc)(a
†−a). According to this partitioning,
the bare Hamiltonian H0 is diagonal in the σx basis and
〈Hω0〉0 = 0. Thus, up to second order in ω0 the free
energy is given by F ' F0 + F (2)ω0 , where
F (2)ω0 = −
~2ω20
β
∫ β
0
dτ1
∫ τ1
0
dτ2 Cz(τ1, τ2)〈Sz(τ1)Sz(τ2)〉0
− ~
2ω20
β
∫ β
0
dτ1
∫ τ1
0
dτ2 Cy(τ1, τ2)〈Sy(τ1)Sy(τ2)〉0.
(B10)
The correlation function for the photons can be calcu-
lated exactly using the properties of the displacement
operator. Specifically, given a pair of complex number z1
and z2 the following formula holds
〈ez1a†−z2a〉0 = e−z1z2(1+2Nth)/2. (B11)
The two-point correlation functions can then be ex-
pressed in terms of an infinite series,
Cz(τ1, τ2) = e
− g2
ω2c
(1+2Nth)
∞∑
r,q=0
Krqe
(q−r)ωc(τ1−τ2)
(B12)
and
Cy(τ1, τ2) = e
− g2
ω2c
(1+2Nth)
∞∑
r,q=0
Qrqe
(q−r)ωc(τ1−τ2),
(B13)
with coefficients
Krq =
[1 + (−1)r+q]
2
(
g
ωc
)2(r+q)
(1 +Nth)
rNqth
r! q!
,
Qrq =
[1− (−1)r+q]
2
(
g
ωc
)2(r+q)
(1 +Nth)
rNqth
r! q!
.
(B14)
Altogether we obtain
F (2)ω0 = −
~2ω˜20
β
∞∑
r,q=0
∫ β
0
dτ1
∫ τ1
0
dτ2 e
(q−r)ωc(τ1−τ2)
× [Krq 〈Sz(τ1)Sz(τ2)〉0 +Qrq 〈Sy(τ1)Sy(τ2)〉0] ,
(B15)
where ω˜0 = ω0 exp[−g2/(2ω2c )(1 + 2Nth)].
In Fig. 3(a) this result is used to evaluate χz for non-
interacting dipoles and, as expected, we find that it is in
perfect agreement with the full numerical simulations for
arbitrary g and arbitrary temperatures. Note that in the
series above one can interpret each term as a process in
which q-photons are absorbed and r-photons are emitted.
In this way it is clear that in the ultrastrong coupling
regime there are processes with multiphoton scattering,
emission and absorption. These processes become more
and more important as the coupling strength increases.
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Appendix C: Variational LMG Hamiltonian
In the variational ansatz described in Sec. III C, the
trial Hamiltonian H∗ given in Eq. (31) is simply the
decoupled cavity QED system with ω0 being replaced
by a renormalized frequency ω˜0. Therefore, we obtain
F ∗ = F 0c + F
0
dip(ω˜0) and
〈H −H∗〉ρ∗ = ~ω0〈cos(θˆ)Sz〉0 − ~ω˜0〈Sz〉0, (C1)
where we have already assumed 〈Sy〉0 = 0. The thermal
expectation value of the cosine operator can be evaluated
with the help of Eq. (B11).
Altogether, the variational free energy FV can be writ-
ten as
FV = F
0
c + F
0
dip(ω˜0) + ~
(
ω0e
− g2
ω2c
(Nth+1/2) − ω˜0
)
〈Sz〉0.
(C2)
Taking the derivative of FV with respect to ω˜0 yields the
extremal condition
∂FV
∂ω˜0
=
∂F 0dip(ω˜0)
∂ω˜0
− ~〈Sz〉0 (C3)
+ ~
(
ω0e
− g2
ω2c
(Nth+1/2) − ω˜0
)
∂〈Sz〉0
∂ω˜0
!
= 0.
Using the general relation ∂F 0dip(ω˜0)/∂(~ω˜0) = 〈Sz〉0 we
obtain
ω˜0 = ω0e
− g2
2ω2c
(1+2Nth)
. (C4)
Note that this result is independent of the dipole-dipole
couplings Jij .
Appendix D: Emission spectrum
For Ct  C, the capacitive coupling between the cav-
ity and the transmission line shown in Fig. 1 can be mod-
eled by a Hamiltonian of the form Hc−t = CtV Vt. Here
Ct is the coupling capacitance and Vt =
∑
k Vk(b
†
k + bk)
is the voltage operator of the transmission line, which we
expressed in terms of a set of free EM modes with bosonic
operators bk and frequency ωk. We write V = V0X and
define λk = CtV0Vk/~ such that the total Hamiltonian of
the cavity QED system and the transmission line reads
H = HcQED +
∑
k
~ωkb†kbk + ~
∑
k
λk(b
†
k + bk)X. (D1)
For a conventional transmission line we have λk ∼ √ωk.
We can formally integrate the equations of motion for
the mode operators bk,
bk(t) = bk(0)e
−iωkt − iλk
∫ t
0
dt′ e−iωk(t−t
′)X(t′). (D2)
Therefore, by assuming that initially the transmission
line is in the vacuum state, we find that
〈b†kbk〉 (t) = λ2k
∫ t
0
∫ t
0
dt′dt′′ eiωk(t
′′−t′) 〈X(t′)X(t′′)〉 .
(D3)
To proceed we write X(t) = X−(t) + X+(t), such that
X+(t) =
∑
n≥mXnme
iωnmt contains only contributions
that oscillate with a positive frequency, ωnm = (En −
Em)/~ ≥ 0, and X−(t) = X†+(t) [65]. Then, for long
enough times t γ−1, where γ is the characteristic ther-
malization rate of the cavity QED system, we obtain
〈b†kbk〉(t) ' λ2kt× 2Re
∫ ∞
0
dτ 〈X+(τ)X−(0)〉0 e−iωkτ .
(D4)
The total power radiated into the transmission line is
Prad =
∑
k
~ωk∂t〈b†kbk〉(t) (D5)
and by writing Prad =
∫∞
0
dω Sbb(ω) we obtain the gen-
eral expression for the black-body spectrum
Sbb(ω) = ~ωJ(ω)CX(ω). (D6)
Here J(ω) =
∑
k λ
2
kδ(ω − ωk) is the spectral density of
the transmission line and
CX(ω) = 2Re
∫ ∞
0
dτ 〈X+(τ)X−(0)〉0 e−iωτ . (D7)
By assuming an Ohmic spectral density we can write
J(ω) = κω/(2piωc), where κ is the rate at which the bare
cavity decays into the transmission line. For a completely
isolated system the correlation function of the system
operator X is given by
CX(ω) = 2pi
∑
n>m
e−βEn
Z
|〈n|X|m〉|2δ(ω − (En − Em)/~),
(D8)
and we obtain the total emitted power given in Eq. (44).
For the evaluation of the black-body spectrum Sbb(ω)
one must keep in mind that the cavity QED system is in
constant interaction with the surrounding thermal bath,
which induces a finite broadening of all the spectral lines.
A detailed investigation of such line-broadening effects
is beyond the scope of the current analysis. Instead, we
simply replace all resonances by a Lorentzian profile with
a phenomenological width γ, while still approximating
ωJ(ω) ' ωnmJ(ωnm) for each transition. As a result, we
obtain the spectrum given in Eq. (43).
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