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Abstract
CFD (RANS based) simulations of REGA-1 experimental campaign con-
cerning gasification of glycol in an oxygen-nitrogen mixture have been carried
out. The reacting flow-field has been computed using a number of turbulence
models while turbulence-chemistry interactions have been modeled using ei-
ther the Eddy Dissipation Concept (EDC) or the presumed PDF approach.
Two global-chemistry schemes have been used: the (HVI1) scheme for glycol
gasification and the extended Jones-Lindstedt scheme. Radiation has been
computed using the Discrete Ordinate Method with a comprehensive analysis
concerning absorption/emission of infrared radiation by gaseous molecules as
well as absorption and scattering on droplets. The CFD-predictions of the
near-atomizer region have been sensitive to and strongly dependent on the
sub-models used; the spray sub-model and the chemical schemes are the most
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important. Good quality predictions of temperature and chemical species
(CO, H2, CO2, H2O, CH4) concentrations at 300 mm and 680 mm distances
from the atomizer have been obtained. The HVI1 global chemistry scheme
has predicted very well not only the CO/CO2 ratios but also the trace con-
centrations of methane. The paper shows how to simplify the radiative heat
transfer simulations without a significant loss in accuracy.
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List of Symbols
Greek Letters
β Second viscosity kg m/s
δij Kronecker delta
p Droplet emissivity
η Wavenumber m
γ∗ Fine structure mass to the total mass ratio
µ Dynamic viscosity kg m/s
νp Stoichiometric coefficients for products
νr Stoichiometric coefficients for reactants
Ω Solid angle str
Φ Dissipation by viscous stress kJ/(m3 s)
Φη Scattering phase function
ρ Density kg/m3
2
ρp Droplet density kg/m3
σ Stephan-Boltzmann constant W/(m2K4)
σf Variance of the mixture fraction
ση,s Gas scattering coefficient 1/m
τ ∗ Eddy characteristic time scale s
τe Eddy characteristic lifetime s
θR Radiation temperature K
ε Turbulent energy dissipation m2/s3
ξ Limiting factor for reaction rate in the fine structures
Non-dimensional Numbers
B Spalding mass transfer number
Nu Nusselt number
Pr Prandtl number
Re Reynolds number
Rep Droplet Reynolds number
Sc Schmidt number
Sh Scherwood number
Roman letters
m˙e Evaporation rate per unit of surface kg/(m2 s)
3
m˙MEG MEG mass flow rate kg/h
m˙N2 Nitrogen mass flow rate kg/h
m˙O2 Oxygen mass flow rate kg/h
Q˙ Heat source/sink kJ/(m3 s)
q˙w Wall heat flux kW/(m2 s)
s˙m Mass sources kg/(m3 s)
ad Acceleration due to drag force m2/s
D Stress tensor kg/(m2 s)
g Gravity acceleration m2/s
Ji Mass transfer flux kg/(m2 s)
Jt,i Turbulent mass transfer flux kg/(m2 s)
qc Heat flux vector kW/m2
qm Multicomponent enthalpy flux vector kW/m2
qt Turbulent enthalpy flux vector kW/m2
T Turbulent Reynolds Stress tensor kg/(m2 s)
urel Relative velocity m/s
U Fevre averaged gas velocity m/s
up Droplet velocity m/s
xp Droplet position m
4
A Arrhenius rate constant
Ap Droplet external surface m2
aη Spectral gas absorption coefficient 1/m
af Forwards reaction order
ak Absorption coefficient for band k 1/m
ar Backwards reaction order
b Temperature exponent
cp Droplet specific heat capacity kJ(kg K)
dp Droplet diameter m
Dt Turbulent molecular diffusivity kg/(ms)
Deff Effective molecular diffusivity kg/(ms)
Di,m Molecular diffusivity m2/s
E Activation energy J/kmol
e Specific total energy kJ/kg
f Mixture fraction
h Specific enthalpy kJ/kg
hg Convective coefficient kW/(m2K)
Ik Radiation intensity in band k W/str
Iη,b Black body spectral intensity W/(str m)
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Iη Spectral intensity W/(str m)
Ik,b Black body intensity for band k W/str
k Turbulent kinetic energy m2/s2
ke Mass transfer coefficient kg/(m2 s)
kg Gas thermal conductivity kW/(mK)
kt Turbulent thermal conductivity kW/(mK)
kw Wall thermal conductivity kW/(mK)
kb Backwards reaction rates constant
keff Effective thermal conductivity kW/(mK)
kf Forwards reaction rates constant
mp Droplet mass kg
p Pressure Pa
R Universal gas constant J/(kmolK)
rev Specific evaporation enthalpy kJ/kg
T Gas temperature K
T∞ Local temperature of the gas-phase K
The Temperature of the heating elements K
Tp Droplet temperature K
Tw Wall Temperature K
6
u
′
i Turbulent velocity fluctuation m/s
wk Temperature weighting function for band k
Y Mass fraction
1. Introduction and Objectives1
The modeling and simulation of entrained flow gasification has been a2
challenge for more than four decades. Due to various designs of entrained3
flow gasifiers (two-stage up-flow, one-stage down-flow) and different operating4
conditions (in particular pressure), a great number of studies have been per-5
formed. The studies, up to the 1990s, used mainly one-dimensional models6
of coal gasification (see e.g. Wen [1], Govind [2]) but, despite large dimen-7
sions of entrained flow gasifiers, and limited computer resources of the time,8
few CFD studies [3–11] have also been performed. Since then the number9
of works based on CFD calculations has significantly increased. Although10
most of these studies considered different kinds of gasifiers and used differ-11
ent CFD codes (in-house, Fluent, ANSYS Fluent, CFX, OpenFOAM), there12
are quite a few similarities, namely the use of a RANS turbulence model13
or the employment of a simplified reaction mechanism for the gas-phase ki-14
netics based on the publications of Westbrook and Dryer [12], and Jones15
and Lindstedt [13]. Reactions of the char with CO2, H2, H2O and O2 have16
often been implemented employing kinetics either taken from literature or17
measured. Radiation has been described using one of the common models18
(Discrete Ordinate Method, P1 model, Discrete Transfer Radiation Model).19
Many research groups have carried out simulations to improve sub-models20
(e.g. devolatilization, chemical reactions, and slagging), to generate informa-21
tion important for the gasifier design, or to demonstrate that a CFD model22
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can be applied to compute both the composition and the temperature at the23
gasifier exit. Sensitivity analysis of operating parameters (O2/C-coal ratio,24
H2O/C-coal ratio, coal type, coal properties) and unknown model parame-25
ters (e.g. homogeneous and heterogeneous reaction rates) have often been26
carried out [8–11].27
Brown et al. [3, 4] investigated coal gasification and measured concen-28
trations of CO, CO2, H2, and H2O at different axial and radial positions in29
the Brigham Young University (BYU) atmospheric entrained flow gasifier.30
They employed the PCGC-2 CFD code to compare the simulation results31
with the measured data and to analyze the effects of gas-phase chemistry,32
heterogeneous reaction rates, and operating conditions.33
Fletcher et al. [6, 7] carried out simulations of biomass gasification in an34
up-flow gasifier and investigated sensitivity of the predictions to the turbu-35
lence model used. They concluded that inside the diffuser section, the flow36
could be better predicted by applying the Differential Reynolds Stress Model37
than the standard k- model. The simulations provided results consistent38
with measurements.39
Chen et al. [8–11] and Liu et al. [14–17] performed extensive sensitivity,40
design and scale-up studies for two-stage coal gasifiers applying a computer41
code based on the standard k- model and the Multi Solid Progress Variable42
approach. Vicente et al. [18] employed the Eulerian-Eulerian concept in43
contrast to many other research groups which used the Eulerian-Lagrangian44
approach. It was shown that the Eulerian-Eulerian concept is suitable to45
predict the gasification even though the measured values could only be poorly46
predicted.47
For the DP-1 Pressurised Entrained-flow High Temperature Black Liquor48
Gasifier, Marklund et al. [19, 20] used the CFX code and performed sensi-49
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tivity studies of the effect of black liquor physicochemical properties (specific50
heat) and the gas-phase absorption coefficient on the model performance. It51
was pointed out that the physicochemical properties did not exert a signifi-52
cant influence on the predictions and that the devolatilization of black liquor53
(including the release of sulfur) had to be described accurately. Compari-54
son of the predicted and measured temperatures inside the reactor indicated55
substantial differences. This was attributed to both, simplicity of some sub-56
models and usage of guessed values for parameters to which the predictions57
were sensitive. In the work of Carlson et al. [21] comparisons of the predic-58
tions with gas compositions measured at one point inside the gasifier near the59
outlet indicated a good agreement. To improve the agreement with measure-60
ments one third of the formed methane had to be treated as a non-reactive61
species.62
Silaen and Wang [22] developed an ANSYS Fluent CFD model for a two-63
stage entrained flow coal gasifier and studied in particular the influence of the64
turbulence model and the turbulent dispersion model parameter. Because the65
standard k- model, the RSM and the SST k-ω model gave similar results,66
while the results using k-ω model or realizable k- model differed from the67
other ones, Silaen and Wand applied the standard k- model as the base68
model in their studies. They reduced the default value of the turbulent69
dispersion model parameter avoiding an overprediction of fuel concentrations70
at the centerline.71
Kumar and Ghoniem [23, 24] investigated firstly the influence of the tur-72
bulence model on the simulated results of selected test cases for which ex-73
perimental data were available. Although LES was preferred, it was recom-74
mended to use SST k-ω model due to a shorter computing time. Furthermore,75
they suggested to increase the default model parameter CL (see Equation 9)76
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of the particle dispersion model in ANSYS Fluent. Three different entrained77
flow gasifiers (BYU EFG and two MHI EFGs) were studied to demonstrate78
the advantage of the SST k-ω model over the standard k- model. It was79
pointed out that an unsteady solver was necessary to compute the entrained80
flow gasification on a very fine mesh.81
Abani and Ghoniem [25] considered also the BYU gasifier and performed82
both RANS simulations using standard k- model and Large Eddy Simula-83
tions. It was concluded that LES could describe the unsteady flow structures,84
the mixing, and the particle dispersion inside the BYU gasifier better than85
RANS simulations. RANS simulations failed to predict the conversion of the86
larger particles due to their accumulation near the symmetry axis; the radial87
dispersion was underpredicted. In addition, they overpredicted the mixing88
and underpredicted the temperature fluctuations in the combustion zone.89
Lu and Wang [26] investigated the influence of the radiation model on90
the overall results of the simulation of a pressurized two stage entrained flow91
coal gasification. The CFD model of Silaen and Wang [22] was used and92
specific functions for the absorption coefficient based on Hottel’s charts and93
Zhang’s charts were employed. In the sensitivity studies the radiation models94
available in ANSYS Fluent were tested. It was shown that radiation affected95
more the inner wall temperatures than the gas temperature predictions and96
that the P1 model underpredicted the inner wall temperatures although no97
comparison with experimental data was made. Due to the increase of com-98
puting time by using DOM or DTRM and due to the robustness and stability99
of the P1 model, it was suggested to use the P1 model in future works.100
Ku et al. [27] considered various sorts of biomass and carried out sensitiv-101
ity analysis concerning operating conditions using OpenFOAM. The results102
were in accordance with the values measured at the exit of the gasifier. The103
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accuracy of the predictions of Gao et al. [28] and Ku et al. was similar.104
To the best of our knowledge, there is no CFD study on entrained flow105
gasification of biomass which is complemented by a validation using in-106
gasifier measured data. To close this gap, various groups inside and out-107
side the frame of the Helmholtz Virtual Institute of Gasification Technology108
(HVIGasTech) [29–31] have considered CFD modeling and simulation of en-109
trained flow gasification of glycol in the Research Entrained flow GAsifier110
(REGA) (see e.g. [30–39]). In a three-part series, we present our current111
experimental and modeling results concerning gasification of mono ethylene112
glycol (MEG) which we have used as a model fuel. In the first part [40] an113
experimental campaign called REGA-glycol-T1 is described. In this paper114
we report on simulation of the campaign using RANS based CFD. The third115
paper [41] describes Large Eddy Simulations of the same REGA-glycol-T1116
campaign.117
2. Modeling118
2.1. Modeling the gas-phase flow field119
The gas-phase of the REGA gasifier has been modeled using the Reynolds
averaged Navier-Stokes (RANS) approach for the closure of the steady state
Navier-Stokes (NS) equations. For the mass and momentum conservation,
the RANS approach leads to the following equations:
∇ (ρU) =s˙m (1)
ρ (U · ∇)U =−∇P +∇ (D+T) + ρg + f (2)
The velocity vector (U), the density (ρ) and the species mass fraction (Yi)120
must be interpreted as Favre averaged values. For a Newtonian fluid, the121
stress tensor (D) can be related, as a first approximation, to the averaged122
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velocity gradients, resulting in the Boussinesq approximation. In Cartesian123
coordinates it can be written in the following form:124
Dij = µ
(
∂Ui
∂xj
+
∂Uj
∂xi
)
+ δij
(
β − 2
3
µ
)
∂Ul
∂Ul
(3)
The turbulent Reynolds stress tensorT has been calculated using the Reynolds125
stress model (RSM) [42, 43]. Other three simpler standard models, namely126
the realizable k- [44, 45], standard k- [44, 46] and the SST k-ω [47, 48]127
have also been tested. The source term (s˙m) in the continuity equation and128
the force per unit of mass (f) in the momentum equation take care of the129
exchange of total mass and momentum between the droplets and the gas-130
phase. In the RSM, transport equations for each component of the T tensor131
are solved. The pressure (P ), the density (ρ), and the temperature (T ) are132
related to each other through the ideal-gas equation of state.133
2.2. Modeling the discrete-phase134
For the simulation of the thermal conversion of the MEG, droplets are135
described using the Discrete Phase Model (DPM). The DPM assumes that136
the volume fraction of the liquid-phase is small so that interactions among137
droplets can be neglected. This assumption is surely not satisfied near the138
atomizer orifice where the liquid jet is still unbroken and secondary atom-139
ization is taking place. The simulation of the atomization process is too140
expansive to be incorporated into the model therefore the initial conditions141
(droplets velocities and size distribution) are taken from measurements (see142
Jacobs et al. [30, 40]).143
The dispersion of the liquid-phase is simulated in a Lagrangian frame; for
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each droplet the following equations are solved:
dxp
dt
= up (4)
dup
dt
= ad +
(
1− ρ
ρp
)
g (5)
where ad and g are the acceleration due to drag force and the acceleration144
due to gravity. The droplets are assumed to be spherical, therefore the drag145
acceleration is written as:146
ad =
18µ
dpρ2p
CDRep
24
|urel|urel (6)
where urel = u − up is the relative velocity of the droplets respect to the147
actual velocity (u) of the gas. The actual velocity of the gas is calculated148
from the Favre averaged gas velocity (U) adding a random contribution from149
the turbulent fluctuations:150
ui = Ui + ξ
√
u
′2
i (7)
where ξ is a normally distributed random number. If the assumption of151
homogeneous turbulence is used, as in the k-ε and k-ω models, the previous152
equation is simplified into the following:153
u = U+ n̂
√
2k (8)
where n̂ is a random generated unit vector.154
The equations of motion (4) and (5) are solved in a given instance of the155
turbulence for a characteristic lifetime of the eddy defined by156
τe = 2CL
k
ε
(9)
with the constant CL = 0.15 for the k-ε model and CL = 0.3 for the RSM. In157
order to increase the accuracy of the model, the equations for each droplet158
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are integrated 100 times and the results are averaged before passing them to159
the solver for the gas-phase.160
In Equation (6) the droplet Reynolds number Rep is defined by:161
Rep =
ρ dp |urel|
µ
(10)
and the drag coefficient, (CD), taken from [49]:162
CD = a1 +
a2
Rep
+
a3
Re2p
(11)
The aforementioned model has been originally developed in Sheffield [50–163
52], implemented in the Fluent software and since then it is an integral part164
of many CFD codes.165
2.3. Species transport equations166
The equation for the Favre averaged mass fraction (Yi) of each species (i)167
is written as follow:168
∇(ρYiU) = ∇Ji + s˙i (12)
where the mass transfer flux (Ji) is given by:169
Ji = ρDi,m∇Yi + Jt,i (13)
with Jt,i being the unclosed turbulent mass transfer flux. The source term s˙i170
takes into account both, the interaction with the fluid-phase and the chemical171
reactions proceeding in the gas-phase.172
2.4. Energy balance equation173
An equation similar to Equation (12) is written for the total energy e =174
h+ U
2
2
− p
ρ
:175
∇ (ρUe) +∇ · (Up) = Φ + Q˙−∇ · q+ L (14)
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The rate of work done by external forces (L) takes into account the work done176
during the momentum exchange between the gas-phase and the liquid-phase177
while Φ is the dissipation by viscous stress.178
The energy flux vector (q) consists of several contributions, namely heat179
transfer due to conduction (qc), turbulent transport (qt), multicomponent180
heat diffusion (qm) and heat flux due to concentration gradients (qD) (Dofour181
effect). The thermal conduction is described by the Fourier law:182
qc = −kg∇T (15)
where kg is the thermal gas conductivity. The multicomponent heat transfer183
rate reads:184
qm = ∇ ·
(∑
j
hjJj
)
(16)
The Dofour effect as well as the Soret effect are neglected in this work.185
In the above equations the two new unclosed turbulent fluxes, Jt,i and qt,186
are modeled using the gradient diffusion hypothesis:187
Jt,i = Dt∇Yi (17)
qt = kt∇h (18)
where the turbulent diffusivity (Dt) and the turbulent conductivity (kt) are188
introduced. Using these two quantities, it is possible to define an effective189
diffusivity (Deff ) and an effective conductivity (keff ). The effective thermal190
conductivity is given by:191
keff = kg +
cpµt
Prt
(19)
where kg, here, is the thermal conductivity of the gas mixture. The default192
value of the turbulent Prandtl number is 0.85. Turbulent mass transfer is193
treated similarly:194
Deff,i = Di,m +
µt
ρSc
(20)
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where Sc is the Schmidt number equal to 0.7.195
196
The thermodynamic properties, namely specific heats, viscosity, thermal197
conductivity and mass diffusivity, are needed and they are calculated using198
tabulated fittings of measured values or using the kinetic theory of gases. In199
particular the specific heats are calculated as a function of the temperatures200
using polynomials [53] and the molecular viscosity for a pure species is cal-201
culated using the Sutherland viscosity law with three coefficients. Thermal202
conductivity is calculated using the kinetic theory of gases with the help203
of data for the Lennard-Jones potentials. Diffusivity is calculated using a204
modification of the Chapman-Enskog formula. The need for a multicompo-205
nent diffusion is justified considering that good accuracy is required for the206
calculation of the evaporation rate of MEG using correlation (26).207
The temperature of each droplet is calculated solving the energy balance208
equation assuming lumped capacitance method (Bi 1):209
mpcp
dTp
dt
= hgAp(T∞ − Tp) + pApσ(θ4R − T 4p ) + rev
dmp
dt
(21)
where cp represents the specific heat capacity of the droplets, Ap the surface210
area of the droplets, T∞ the local temperature of the gas-phase, respectively.211
Radiation is taken also into account using the radiation temperature θR,212
defined by θR = ( G4σ )
1/4 with G being the total incident radiation; rev is the213
specific enthalpy of vaporization for the MEG.214
The convective heat transfer coefficient (hg) is evaluated using the corre-215
lation [54]:216
Nu =
hgdp
k
= 2.0 + 0.6Re
1/2
d Pr
1/3 (22)
where dp represents the droplet diameter, kg the thermal conductivity of the217
continuous phase and Pr is the Prandtl number of the continuous-phase.218
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Due to evaporation the diameter of the droplets changes following a d2-219
law:220
ρp
d
dt
dp = −6 · m˙e (23)
The evaporation rate per unit of surface (m˙e) is calculated using the following221
correlation:222
m˙e = ke · ln(1 +B) (24)
with ke the mass transfer coefficient and B [55] the mass transfer number223
that takes into consideration the Stephan flow:224
B =
Ys − Y∞
1− Ys (25)
The glycol-vapor mass fraction Y∞ and Ys are evaluated at the bulk and at225
the surface, respectively. At the surface of the droplet, thermodynamical226
equilibrium is assumed and the partial pressure of glycol-vapor (p′) equals227
the saturation pressure: p′ = psat(T ). The mass transfer coefficient (ke) is228
calculated using a correlation for the Sherwood (Sh) number as a function229
of the Reynolds (Rep) and the Schmidt number (Sc):230
Sh =
kedp
Di,m
= 2.0 + 0.6Re1/2p Sc
1/3 (26)
2.4.1. Radiative heat transfer231
The variation of the spectral intensity (Iη) along an optical path (s) due
to absorption, emission, and scattering (both, in- and out-scattering) is de-
scribed by the radiative transfer equation (RTE):
d Iη
d s
= −aη · Iη + aη · Iη,b − ση,s · Iη + ση,s
4pi
4pi∫
0
Iη (~si) · Φη (~si, ~s) · d Ωi (27)
where aη is the gas absorption coefficient, Iη is the spectral intensity, ση,s is232
the scattering coefficient, and Φη is the scattering phase function. Index η233
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emphasizes that the RTE is valid for one single wavenumber η only. However,234
since gas absorption properties and, therefore, the radiation intensity field235
strongly depend on wavenumber, simplifications for the treatment of gas236
properties are essential in conjunction with overall CFD calculations. The237
influence of those simplifications are verified in Section 6.3. Solution of the238
intensity field, Equation (27), is obtained using a modern form of the discrete239
ordinates method, e. g. see [56], which is called finite volume method [57, 58].240
In this method, the RTE, is solved for a discrete number of solid angles ∆Ω.241
Each direction (i) has a weight given by its finite solid angle ∆Ωi / 4pi. In242
this work, a division of 8 polar angles and 8 azimuthal ones per quadrant is243
used (8x8), which means that the RTE is solved in 4 · 8 · 8 = 256 discrete244
directions (axis symmetry). Since the mesh used in this work is unstructured,245
pixelation [58] is used to minimize the control-angle overhang which means246
that solid angle are further subdivided for integration over solid angle. In this247
work a pixelation of 4x4 is used. For more details on the radiation solver, the248
reader is referred to textbooks [59, 60] or the original publications [57, 58].249
2.5. Turbulence-chemistry interaction250
Combustion, through heat release, affects the formation and dissipation251
of turbulence but also the presence of fluctuating fields affects strongly the252
rate of reactions. The effects of the heat release on the turbulence are be-253
lieved to be well described by the turbulence models. The temperature rise254
increases the molecular viscosity, leading to an increase of the dissipation255
rate (). Moreover, in the combustion region, the expansion of the gas causes256
an increase of the velocity, leading to an increase of the kinetic energy (k).257
Gradients of density and pressure create an extra source for the turbulence.258
In this work, the calculation of the species concentration and the inter-259
action between turbulence and chemistry are modeled using two different260
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approaches. In the first approach, transport equations for each species are261
solved together with Eddy Dissipation Concept (EDC) for the turbulence-262
chemistry interaction. The second approach is based on the probability den-263
sity function (PDF) of the mixture fraction (here denoted f) coupled with a264
chemical equilibrium procedure.265
2.5.1. The EDC model266
The species transport approach is coupled with the EDC model ([61])267
for the reaction rates. In order to react, reactants must be mixed at the268
molecular level. The smallest scales (eddies) in the turbulent spectrum are269
responsible for the mixing at the molecular level. Inside these eddies (called270
fine structures) the reactants are well mixed and the structure can be viewed271
as a well-stirred reactor. Inside the fine structures the turbulence has no272
effect. When the fine structure is destroyed (by the turbulence), then the273
reacted gas mixture is released into the surrounding fluid.274
The characteristic time scale of the fine structure is calculated from a275
model of turbulent energy cascade:276
τ ∗ =
(
C2
3
)1/2√
µ
ρ 
(28)
and the fine structure mass to the total mass ratio is:277
γ∗ =
(
3C2
4C21
)3/4(
µ
ρ k2
)3/4
(29)
Mass transfer between the fine structure and the surroundings is given by:278
m˙ =
γ∗
τ ∗
= A
(
µ
ρ k2
)1/4

k
(30)
with the constant A being a function of the constants C1 and C2. For these279
constant it was found empirically that C1 = 0.135 and C2 = 0.5, giving for280
the constant A the value of 23.66 [61].281
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The source term for species i in Equation (12) is given by:282
s˙i = ρ
γ∗
τ ∗
(Y oi − Y ∗i )ξ (31)
In the above equation Y oi is the mass fraction of species i in the surrounding283
fluid entering the fine structure, and Y ∗i is the final composition in the fine284
structure. The factor ξ can be considered to limit the fraction of the fine285
structure that really reacts. Usually, it is near 1 and in this work its influence286
is ignored. The composition of the two regions can be related to provide the287
mean composition in the volume:288
Yi = γ
∗ξY ∗i + (1− γ∗ξ)Y oi (32)
Combining the last two equations, the rate of combustion can be written289
in terms of the mean mass fraction and the fine structure mass fractions:290
s˙i =
γ∗
τ ∗
(Yi − Y ∗i )
ξ
1− γ∗ξ (33)
2.5.2. The PDF model291
Alternatively to the Reynolds-averaging source terms and the transport292
equations for energy and species, a single-point joint probability density func-293
tion (PDF) can be derived [62]. The PDF, denoted by P , can be considered294
to be proportional to the fraction of the time that the fluid spends at each295
species, temperature, and pressure state. The probability function P has296
N + 2 dimensions for N species, temperature, and pressure spaces. When297
the PDF is known, any thermochemical moment (e.g., the mean tempera-298
ture, the RMS temperature, the mean reaction rate) can be calculated. The299
composition PDF transport equation can be derived from the Navier-Stokes300
equations. In the case of the probability density function for the mixture301
fraction f ∗, the general PDF Equation can be simplified further because f ∗302
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has no source terms and the dimensionality of the P is reduced to only three303
variables: the mixture fraction (f), the temperature (T ) and the pressure304
(p).305
Although P can be evaluated in a lower dimension space, its detailed306
calculation is still computationally expensive. A less expensive method is to307
use a presumed PDF . In the present work, the β-function is used which is308
mathematically defined as:309
βa,b(f
∗) = C · (f ∗)a−1(1− f ∗)b−1 (34)
where C is the constant that assures the normalization. The two parameters310
a and b are linked to the first and the second moment of the PDF . If311
the dimensionality is further reduced by considering P as a function of the312
mixture fraction f only, the parameters a and b are calculated using the313
mean value of mixture fraction f = f ∗ and the mixture fraction variance314
σf = (f ∗)2:315
a = f
(
f(1− f)
σf
− 1
)
(35)
b = (1− f)
(
f(1− f)
σf
− 1
)
(36)
The conservation equation for the mean mixture fraction variance, (σf ) is:316
∂
∂t
(ρσf ) +∇ · (ρUσf ) =
∇ ·
(
µt
σt
∇σf
)
+ Cgµt
(∇2f)− Cdρ 
k
σf (37)
The constants σt, Cg, and Cd take the values 0.85, 2.86, and 2.0, respectively.317
The influence of temperature on the chemistry is taken into consideration318
through the enthalpy (h), calculated together with the flow-field.319
From the definition of the PDF it is possible to derive means and variances320
for all the other variables. The mean of the species (denoted by 〈·〉) and the321
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mean of the density are calculated by:322
〈Yi(h)〉 =
∫ 1
0
β(f ∗)Yi(f ∗, h)df ∗ (38)
1
ρ
(h) =
∫ 1
0
β(f ∗)
1
ρ(f ∗, h)
df ∗ (39)
Knowing the PDF and the specific enthalpy (h), the chemical composition323
can be calculated using a chemical equilibrium procedure for each f ∗.324
2.5.3. Comments concerning turbulence-chemistry interaction modeling325
In modeling gasification processes several requirements must be satisfied326
by the chemistry-turbulence interaction models. Each turbulence-chemistry327
modeling approach posses advantages and disadvantages. What generally is328
required from such a model can be summarized as follows:329
1. Good predictions of the micro-mixing process and consequently a good330
method for accounting for slow-down of chemical reactions due to tur-331
bulent mixing;332
2. Correct asymptotic behavior predicting chemical equilibrium at large333
residence times (see below);334
3. Usability, in terms of applicability to complex industrial gasification335
plants.336
The first requirement is fulfilled by both above described models, con-337
sidering that exothermic reactions are expected to be fast and consequently338
reaction rates are not everywhere kinetically controlled. Both chosen models339
are able to predict the slow-down of chemical (laminar) rates in turbulent340
flows. Generally, the description of the turbulent fluctuations and of the mix-341
ing provided by a PDF method is more accurate than the one given by the342
EDC since more details are retained by the PDF description while the EDC343
describes the turbulent fluctuations based upon two regions only. A drawback344
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of the β-PDF model, in the modeling of the REGA reactor, is its inadequacy345
of simulating mixing of three streams. In REGA (see [40]) the stream of346
evaporating glycol is mixed with the gasification medium (oxygen enriched-347
air) and with recirculated and partially converted syngas. Since evaporation348
is slower than the entrainment (mixing with the recirculated syngas), even if349
the recirculation is strong, the inaccuracy introduced should be small. This350
may not be correct in the near burner region where the atomization process351
governs the mixing.352
The second requirement is related to the need to let the water gas shift re-353
action (WGSR) reach the equilibrium. In combustion problems, the WGSR354
is important inside the flame hot spots only. In gasification systems, the355
WGSR equilibrium is reached at lower temperatures. The PDF method356
equipped with chemical equilibrium provides a way to reach equilibrium in357
any conditions however, the EDC does not posses this property. In the EDC,358
the reaction rates are limited by the local turbulent time scales. Since the359
standard implementation of EDC is based on quantities locally calculated360
in each cell, there is no memory of previously achieved molecular mixing361
and when a local turbulent time scale increases, because of laminarization362
or natural turbulence decay as in convective regions, the chemical reactions363
do not have anymore the possibility to reach equilibrium in the gas-phase.364
As a lemma of this analysis, models based only on turbulent mixing as the365
Eddy Break Up model [63], or the mixed-is-burned model, not implement-366
ing chemistry, do not reproduce accurately the reaction rates and they are367
inadequate for gasification modeling.368
The advantage of the species transport model coupled with the EDC369
manifests itself in its adaptability to complex geometrical arrangements per-370
tinent in industrial applications. The implementation of the PDF method371
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discussed here is based on one single mixture fraction. One mixture fraction372
is enough for the simulation of the gasification of pure MEG, as in this paper,373
but it is not enough for the simulation of, for example, slurry (oil + char)374
gasification. Increasing the number of mixture fractions is mathematically375
feasible but the resulting model requires more computational power.376
A drawback of the PDF model implemented for this work is the use of377
chemical equilibrium in regions where finite rate chemistry plays a role.378
2.6. Glycol decomposition and gas-phase reactions379
The chemical reactions used in the EDC can be written in the following380
way:381
N∑
r
νrMr 
N∑
p
νpMp (40)
where the index r refers to the reactants and p to the products. The forwards382
and the backwards reaction rates are written generally in the following way:383
1
νr
d [Mr]
dt
= −
∑
j
kj,f
∏
forward
[Mf ]
af +
∑
j
kj,b
∏
backward
[Mb]
ab (41)
The rate constants are expressed using the Arrhenius form:384
kf,b = AT
b exp
(
− E
RT
)
(42)
In the previous equations all the concentrations are expressed in kmol
m3
385
while the time is in second. The unit for the Arrhenius rate constant A386
changes accordingly to each reaction. The following reaction sequence is387
considered:388
1. thermal decomposition of MEG molecules. MEG vapor decomposes
into a gas containing CO,CO2,CH4,H2,H2O
R1 : C2H6O2 → CO, CO2, CH4, H2, H2O
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2. reactions with O2:389
b1) partial oxidation of MEG-vapor in gas-phase
R2 : CxHyOz + ζO2 → ζ1CO + ζ2H2 + ζ3CO2 + ζ4H2O
b2) oxidation of decomposition products and syngas components
R3 : H2 + 0.5O2 → H2O
R4 : CO2 + 0.5O2 → CO2
R5 : CH4 + 0.5O2 → CO + 2H2
3. reforming / gasification reactions.
R6 : CO + H2O CO2 + H2
R7 : CH4 + H2O CO + 3H2
Two global kinetics mechanisms have been used. The HVI1 mechanism390
(see Table 1) has been derived using both the detailed mechanism of Hafner391
et al. [32] for glycol decomposition and the GRI3.0 mechanism [64] for ox-392
idation of C1 to C3 hydrocarbons. The second mechanism, named here as393
extended-Jones-Lindstedt (eJL) mechanism (see Table 2), has been composed394
by adding the first two reactions (eJL-1 and eJL-2), derived from Hafner et395
al. [32] mechanism, into the known Jones-Lindstedt mechanism [13].396
In the original paper [13] two equations for the eJL-4 rate have been397
given. In this work we use:398
d [H2]
dt
= −k4 · [H2]
0.5[O2]
2.25
[H2O]
(43)
since it is supposed to be more accurate than the other one [13]. One should399
realize that the original JL mechanism has been developed for methane com-400
bustion in lean mixtures, in other words, not for substoichiometric oxidation.401
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Table 1: The HVI1 mechanism for MEG gasification
Reaction A b E / 108
kmol,meter,second J
kmol
HVI1-1 4 C2H6O2 → 9 H2 + 7 CO + H2O + CH4 9.31 · 1013 0.0 2.684
HVI1-2 CH4 + 1/2O2 → CO + 2 H2 1.5811 · 1014 0.0 2.512
HVI1-3 CO + 1/2 O2 + H2O→ CO2 + H2O 3.1623 · 1011 0.0 1.256
HVI1-4 H2 + 1/2 O2 → H2O 2.8464 · 1014 0.0 2.592
HVI1-5 CH4 + H2O CO + 3 H2 1.7 · 1010 0.0 2.300
HVI1-6 CO + H2O H2 + CO2 8.5 · 109 0.0 2.040
However, the mechanism has been frequently used [6, 20, 21, 24, 65, 66] in402
modeling of entrained flow gasification of a variety of fuels beginning with403
coal [65] and ending up with black liquor [20, 21] since there are hardly any404
other mechanisms available. Thus, the objective is to examine applicability405
of the eJL mechanism to the REGA-glycol-T1 gasification experiment.406
The rate of MEG-vapor decomposition (reactions HVI1-1 and eJL-1) is407
also calculated using the EDC. In this case the EDC does not consider the408
mixing of different reactants (not needed for this kind of reaction) but takes409
into account the heating up of the MEG due to the turbulent mixing. With410
the assumption of the Lewis number equal to unity, the mathematical ex-411
pression for the reaction rate does not differ from the one of other reactions.412
When the EDC is used a direct integration of the rate equations inside413
the fine structures has been adopted. Techniques of using tabulated values414
for the chemistry (for example the ISAT table) has not been used in order415
to avoid the introduction of extra inaccuracies into the calculations.416
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Reaction A b E / 108
kmol,meter,second J
kmol
eJL-1 4 C2H6O2 → 9 H2 + 7 CO + H2O + CH4 9.31 · 1013 0.0 2.684
eJL-2 C2H6O2 + O2 → 2 CO + 2 H2O + H2 4.3975 · 1010 0.0 1.256
eJL-3 CH4 + 1/2 O2 → CO + 2 H2 4.4 · 1011 0.0 1.256
eJL-4 2H2 + O2  2 H2O 2.5 · 1016 -1 1.6747
eJL-5 CH4 + H2O→ CO + 3 H2 3.0 · 108 0.0 1.256
eJL-6 CO + H2O CO2 + H2 2.75 · 109 0.0 0.838
Table 2: The extended Jones-Lindstedt (eJL) mechanism for MEG gasification
3. Inlet and boundary conditions for REGA-glycol-T1 campaign417
The REGA-glycol-T1 experiment has been simulated using a 2D axisym-418
metric solver with a discretization of the computational domain using roughly419
105 unstructured cells. Mesh sensitivity has been performed and computa-420
tional runs using structured meshes have also been carried out. The number421
of cells has been determined by the accuracy needed inside the flame where422
steep gradients are present (cell size ' 0.1 mm). The inputs of the model for423
REGA-glycol-T1 experimental run (see [40]) are summarized in Table 3.
MEG m˙MEG 12.56 kgh
Nitrogen m˙N2 9.06
kg
h
Oxygen m˙O2 9.67
kg
h
TOTAL 31.29 kg
h
Table 3: Inputs for the simulations of the REGA-glycol-T1 campaign (see Table A1 in
[40])
424
Both the air infiltrating the reactor and the nitrogen purge (see [40])425
are injected together with the atomizing medium, resulting in a gas flow of426
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18.73 kg
h
. The oxygen represent then 0.516 % mass fraction (0.483 % mole427
fraction) of the total gas input into the reactor.428
The walls of the REGA has been electrically heated. For the heating429
elements a fixed temperature of ϑhe = 1200oC has been assumed. The heating430
elements are placed inside the lateral wall at a depth of δw = 50mm, and the431
heat transfer through this layer has been calculated using the Fourier law for432
a cylindrical wall:433
q˙w = 2pikw
The − Tw
lnR2/R1
(44)
with q˙w the specific heat flux through the wall, kw = 2.5 kWmK the thermal434
conductivity of the refractory material, Tw the temperature of the internal435
surface and R1 and R2 are appropriate radii.436
The no slip velocity condition is assumed at the walls. This condition cre-437
ates a boundary layer that requires fine cells near the walls to be adequately438
resolved. To avoid the exact solution of the near wall effects and consequently439
minimize the cell number requirement, the wall function approach is used.440
In the simulations, the smooth regime is always used, neglecting roughness441
effects. Since in the performed simulations the wall y+ is smaller then 30 the442
two layer model where the linear viscous region is resolved together with the443
logarithmic turbulent region and a blending function is used [67]. Similar444
approach using a law-of-the-wall has been used also to resolve the boundary445
layer for the enthalpy and for the species.446
3.1. Inlet conditions for the spray modeling447
The MEG droplets diameter distribution has been taken from measure-448
ments [40] and fitted into the Rosin-Rammler function (see Figure 1). In the449
figure both mass based and volume based distributions are presented. The450
parameters for the mass based Rosin-Rammler distribution take values of451
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Dmean = 100.9µm and n = 1.776. The volume based distribution (Function452
Gamma in Figure 1) is used in radiation calculations presented in Section 6.4.453
Droplets are injected with a velocity of U = 10 m
s
with injection directions454
distributed uniformly in a cone of α = 10o half angle.455
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Figure 1: Fitting of the droplet diameter distributions
4. Results456
Figure 2 shows the calculated stream lines, for the HVI1 chemistry model457
in the upper part, the extended JL model in the middle (both combined458
with the EDC) and for the PDF model (combined with equilibrium) in the459
lower part; the RSM has been used for turbulence. The near burner region460
shows a strong outer recirculation zone where the syngas is brought back461
to the burner and mixed with both the oxygen enriched-air (the gasification462
medium) and the glycol spray issued from the burner. All the models predict463
qualitatively the same pattern with similar figures for the total recirculated464
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mass. The recirculation predicted by the HVI1 model has a strength of 130 kg
h
,465
corresponding to about 7 times the amount of the enriched-air injected into466
the reactor (about 4 times the total mass flow injected into the reactor), and467
it extends up to z = 840 mm distance from the burner. The extended JL468
model predicts the length of the recirculation zone to be 910 mm. The PDF469
model predicts a stronger recirculation zone with a strength of 135 kg
h
and a470
800 mm length. The predictions of the PDF model differ also in the region471
downstream of the recirculation zone, where the stream lines are more open472
than in the predictions of the EDC based models.473
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Figure 2: Streamlines predicted by three chemistry models (RSM used for turbulence)
The measurements [40] have been taken in radial direction at two dis-474
tances from the burner, at z = 300 mm (z1) and at z = 680 mm (z2) and475
along the reactor axis. Figure 3 shows contours of the CFD-calculated tem-476
perature (Bottom) and the temperature profile along the axis (Top). The477
good agreement, for all the calculations presented, is an indication of the478
correctness of the adopted thermal boundary conditions.479
In Figure 4 the gas temperatures (left) and the composition (right) are480
shown at five distances from the burner. All the models show the same gen-481
eral features while differences appear in details. Up to 150 mm from the482
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burner, a cold (thin) core is formed in the middle of the reactor, where glycol483
droplets are present. Around this cold core a thin (hot) flame is predicted by484
all the models. Both EDC models show a similar flame structure with the eJL485
model predicting a longer flame while the HVI1 model predicting a slightly486
hotter region. The predictions of the PDF model are substantially different487
in the first 200 mm from the burner. The mixing between the streams is488
quicker and it is accomplished within the first 50 mm from the burner (for489
both runs using the EDC model a figure of 100 mm is applicable). As a490
consequence of the faster mixing and the chemical equilibrium assumption,491
ignition takes place very close to the burner, at the outer edge of the oxy-492
gen enriched-air jet. Figure 3 shows clearly the absence of a cold (conical)493
region in the PDF calculations. An immediate ignition of glycol-vapor re-494
sults in a high temperature region also on the axis and this high temperature495
drives further evaporation (endothermic process) with a subsequent decrease496
in temperature, clearly seen in Figure 3.497
The maximum temperature predicted by the HVI1 model is Tmax = 2867498
K while the eJL model predicts Tmax = 2775 K. Both temperatures are499
high for the absence of radicals in the mixture. Inside the flame, in the500
first 100 mm from the burner, the PDF model, due to the coupling with501
chemical equilibrium calculations, predicts up to 2% radicals, not taken into502
consideration in the global mechanisms. As a consequence, the PDF model503
predicts the maximum temperature of Tmax = 2497 K which is substantially504
lower than the predictions of the other two models.505
From the comparisons presented in Figure 4, it is possible to see that506
both EDC models predict very accurately the temperature and composition507
of the gas at z2 = 680 mm. The HVI1 mechanism slightly overpredicts the508
methane concentration at z2 = 680mm, while at traverse z1 = 300 mm the509
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Figure 3: Top: Measured and predicted gas temperature along the gasifier axis. Bottom:
raster plot of the CFD-calculated temperatures
predictions are very accurate. The temperatures are well reproduced by all510
the calculations. The eJL mechanism predicts higher temperatures on the511
axis while the species concentrations are not as flat as the measurements512
indicate. It is worthy noticing that the extended JL mechanism does not513
reproduce correctly the CO to CO2 ratio near the axis: the measurements514
indicate higher carbon monoxide than carbon dioxide concentrations while515
the extended JL shows the opposite. This mechanism predicts a longer flame516
and at 300 mm traverse the gas composition reflects more combustion than517
gasification.518
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Figure 4: Temperature (Left) and Composition (Right) radial profiles.
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Figure 5: Glycol-vapor decomposition rates: MEG → CO + H2 + H2O + CH4. The
contours are colored by reaction rate (Top) and by gas temperature (Bottom)
5. Discussion519
5.1. Structure of the reaction zones520
In Figure 4 the radial profiles of temperature and the species concen-521
tration are presented at several traverses namely at z = 100 mm, z = 150522
mm, z = 200 mm, z = 300 mm, z = 680 mm. The temperature and the523
concentrations in the last two traverses have been used previously for the524
validation of the model. The results in the first three traverses, even if no525
measurements could have been done, will be used to infer the structure and526
the length of the reaction zone.527
Both models show that in the recirculation zone no chemical reactions528
are taking place. While the chemical composition of the flame is similar,529
differences are observable at z = 200 mm where, for the HVI1 model, the530
oxidation zone is completed while, for the eJL mechanism, it is still going on.531
Figure 5 shows the contours of the glycol-vapor decomposition rates (in532
kmol
m3 s
); the contours are clipped with a 1% iso-line of maximum value. The533
glycol-vapor decomposition reaction (HVI1-1 and eJL-1) is the same in both534
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HVI1 and eJL mechanisms. Therefore the characteristics of the MEG de-535
composition are similar in both simulations. The decomposition is quick536
and confined to a small region shown in Fig 5. The simulations using the537
HVI1 mechanism show a more elongated glycol decomposition region with538
a maximum decomposition rate around z = 150 mm, at a temperature of539
T ' 1200 K with most of the decomposition occurring well above T ' 2000540
K (up to T ' 2800 K). Around 10% of oxygen is present at the onset of the541
decomposition. The extended JL mechanism predicts a more concentrated542
decomposition region at around z = 200 mm starting at much higher tem-543
peratures of T ' 1800 K up to a maximum temperature of T ' 2800 K.544
Oxygen is still present with a concentration around 20%, which is higher545
than in the case of the HVI1 mechanism. Both mechanisms predict no glycol546
decomposition in the close vicinity of the MEG injection.547
In the eJL mechanisms glycol-vapor can be oxidized by O2 (reaction eJL-548
2). The calculations show that even if oxygen is present and the temperature549
is high enough at the onset of the MEG decomposition region, the influence550
of the oxygen is negligible. Only a small fraction of the glycol-vapor (2%)551
reacts directly with oxygen; most of the glycol (98%) is decomposed following552
the R1 reaction (HVI1-1 and eJL-1).553
The methane created by the glycol decomposition can react further either554
with oxygen or with water-vapor or both. The contour plot of rate with555
water-vapor is presented in Figure 6. In the case of the eJL mechanism,556
CH4 reacts quickly with oxygen and then later, slower, with water. At the557
outlet of the reactor all the methane has been decomposed and no methane558
is recirculated back into the the MEG jet. Using the HVI1 mechanism, the559
overall conversion of methane is slower and at the REGA outlet 0.06 kg
h
(0.2%560
by mass, wet) are still present. For comparison, CH4 is created during the561
35
Figure 6: Rates of reaction CH4+H2O → CO+3H2. The contours are colored by reaction
rate (Top) and by gas temperature (Bottom)
glycol-vapor decomposition at a rate of 0.8 kg
h
. The methane remains then562
in the recirculation zone and reacts with the oxygen and the water-vapor563
present in the thin flame where the temperature is high. Therefore, the564
region in which methane reacts with water-vapor is more extended, if eJL565
mechanism is used.566
The methane reaction with oxygen is in both mechanisms quicker than567
the reaction with water-vapor and the oxidation predicted by the HVI1 mech-568
anism is much quicker than the one predicted by the JL mechanism. For both569
mechanism as soon as methane and oxygen are present together, they react570
quickly. For the HVI1 mechanism the oxidation of methane is present all571
over the thin flame while for the extended JL only at the tip of the flame.572
This is linked to the previous observation that in the calculations with the573
eJL mechanism no CH4 reach the base of the flame due to quicker reactions574
with water-vapor.575
In the thin flame region the combustible gas entrained from the recircu-576
lation zone is at stoichiometric conditions while the oxygen is present in the577
atomization medium. In this thin flame region, combustion of carbon monox-578
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ide and hydrogen takes place in parallel with the oxidation of methane.579
From the above discussion it is evident that the oxidation reactions are580
responsible for the small thin flame formed at the top of the reactor, while581
the glycol decomposition together with the homogeneous WGSR determine582
the syngas composition.583
Figures 3 and 4 show the WGSR equilibrium temperature introduced584
in Part I [40], together with the gas temperature. The WGSR equilibrium585
temperature is lower than the gas temperature mainly in the gasification586
zone. It is to infer that the eJL mechanism leads quicker to equilibrium than587
the HVI1 mechanism.588
The main gaseous species are generated by thermal cracking (reaction589
R1), and the concentration of MEG, still in the liquid-phase, is shown in590
Figure 7. All three models predict presence of liquid-glycol downstream the591
main oxidation region.592
Figure 7: MEG concentration in liquid-phase
Evaporation histories of four different droplet sizes (namely 20 µm, 50593
µm, 100 µm and 200 µm) are shown in Figure 8. The simulation with the594
eJL mechanism predicts twice longer evaporation times explaining then the595
difference in the liquid concentrations already seen in Figure 7. In Equation596
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Figure 8: (Top) Mass of evaporated glycol (integrated over reactor cross-section) as a
function of the axial distance from the burner; complete evaporation at 12.56 kg/h (Bot-
tom) Evaporation histories of droplets of various diameters: dp = 200µm, dp = 100µm
dp = 50µm and dp = 20µm
(24), to a first order, the evaporation rate is a function of the difference be-597
tween the saturated pressure (function of the droplet temperature only) and598
the partial pressure of glycol-vapor. In the gasification region the concentra-599
tion of MEG in the vapor-phase is for the simulation with the eJL mechanism600
twice larger than those calculated by the HVI1 mechanism. The rate for the601
MEG decomposition is described in both models using the same expression,602
but the lower gas temperature calculated using the eJL mechanism is respon-603
sible for the aforementioned difference.604
6. Sensitivity Analysis605
A sensitivity analysis has been performed in order to identify the key606
sub-models and model coefficients affecting the predictions.607
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6.1. Turbulence models608
The standard k- model, the realizable k- and the SST k-ω have been609
used in place of the more advanced RSM.610
It is recognized that the standard k- model is weaker than other, more611
advanced turbulence models, in predicting accurately the spread of free round612
(and planar) jet. Both the realizable version of the k- and the k-ω model613
are superior in predicting this kind of flow structure.614
When various turbulence models are applied to the REGA reactor, most615
of the differences can be seen in the flow-field only, as shown in Figure 9.616
For all the simpler models the strength of the recirculation increases from617
m˙ = 130 to m˙ = 144 kg
h
; in the case of the standard k- model a wider jet is618
predicted, as shown in Figure 9 (Left). Despite of these velocity differences619
the composition of the gas-phase changes only slightly as presented in the620
same figure (Right). This effect can be understood when comparing the621
time scale of the small eddies τ ∗ (see Equation 28) and the fraction of the622
fine structure γ∗ (see Equation 29). Both quantities are functions of the623
turbulent energy (k) and the dissipation rate () and the differences inside624
both reaction zones are about 10%. If the goal of the simulations is to625
correctly predict the chemical composition of the syngas, the choice of the626
turbulence model is irrelevant.627
6.2. Droplets initial conditions628
The results of the calculations are sensitive to changes in quantities re-629
lated to the droplets. The diameter distribution, the momentum of the630
droplets and the properties of the liquid MEG should be known with a good631
accuracy.632
The diameter distribution has been changed, adopting a distribution with633
a twice bigger mean diameter dmean = 200µm, and a second distribution with634
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Figure 9: Axial velocities (Left) and composition (Right) predicted using the RSM and
three other turbulence models. All the models use the HVI1 chemistry (see Table 1)
40
twice smaller mean diameter dmean = 50µm. The spread parameter has been635
kept constant for both calculations. The direct effect of the aforementioned636
changes is the change of the droplets evaporation rate and as a consequence637
shifting of the evaporation region. Droplets are heated up mainly by convec-638
tion and therefore for quick evaporation they have to leave the cold region639
present in the center of the reactor. As Figure 8 clearly shows (using the640
HVI1 model), the adopted diameter distribution in the main calculations641
(dmean = 100µm, n = 1.776) provides already the conditions for quick evap-642
oration. Therefore, reducing the mean diameter by a factor of two, brings643
no major changes to the predictions.644
On the contrary, by using a distribution with diameters increased by a fac-645
tor of two, more liquid droplets tend to evaporate outside the hot thin flame646
region. The calculations do not show significant changes in the flow-field647
and only small changes in the flame are found. More observable differences648
appear in the composition of the recirculation zone and in the characteris-649
tics of the gasification region. Due to slower evaporation rates, the peaks650
present just outside the flame are flattened out. The tip of the flame has a651
slightly different form and 300K higher temperatures since the endothermic652
evaporation process is not as intensive as in the standard calculations. The653
composition of the recirculation zone changes slightly, with the concentration654
of CO2 decreasing (in vol. dry) from the previously found value of 25% to655
22.5% (% vol. dry) and the CO increasing from 20% to 23% (% vol. dry).656
Also the mole fraction of the hydrogen decreases from 18% to 16% (% vol.657
dry).658
Particularly important is the determination of the molecular diffusion of659
glycol-vapor as a function of temperature, needed for the determination of660
the evaporation rate (see Equation (24)). Since a change in the diffusivity661
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leads to a quicker or a slower glycol evaporation, the consequences of using662
an inaccurate value are similar to the effects observed using smaller or bigger663
droplets.664
6.3. Gas radiation properties665
For the solution of the radiative transfer equation, Equation (27) in Sec-666
tion 2.4.1, radiative transfer coefficients have to be determined. As already667
stated, the RTE is valid for one single wavenumber only. In principle, the668
RTE must be solved for each wavenumber and then integrated over the whole669
wavenumber range to yield the total intensity I =
∫
Iη · d η. The gas ab-670
sorption spectra of H2O, CO2, and CO consists of several million individ-671
ual spectral absorption lines. Different models exist which differ in CPU672
time requirement and accuracy. The most accurate is the line-by-line model673
which considers each individual absorption line using spectral databases like674
HITEMP-2010 [68] with a typical resolution of ∆η = 0.01 cm−1.675
In this work a gray-gases model (WSGGM) [69] has been developed based676
on accurate spectral line-by-line calculations using HITEMP-2010 database [68].677
In this approach, the RTE is solved for each gray band (k) separately, and678
weighted by its temperature weighting function (wk). Assuming negligible679
scattering, the RTE can then be written for each gray-gas [70]:680
d Ik
d s
= −ak · Ik + wk · ak · Ib (45)
Summation over all contributions yields to the total intensity I =
∑
Ik.681
The same method, as described in [37–39], has been used to calculate682
absorption spectra as a starting point for the calculation of emissivity as a683
function of temperature for different pressure-path lengths pa · L where p is684
the sum of partial pressures of all radiatively participating molecules and L685
is the optical path length. In the WSSGM the total emissivity is calculated686
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using:687
εtot =
Ng∑
k=0
wk(T ) · [1− exp (−ak · pa · L)] (46)
where Ng is the number of gray-gases, wk is the temperature scaling function688
of gas k, ak is the pressure-based absorption coefficient of pseudo gas k, and689
pa · L is again the pressure path-length.690
Taking into account three radiatively active gases, namely H2O [39], CO2691
[37], and CO [71, 72], the pressure path-length (pa · L) is given in the form:692
(pa · L) = Pt · (xH2O + xCO2 + xCO) · L (47)
Using this definition we have produced an emissivity chart at atmospheric693
pressure, i. e. emissivity as a function of temperature for different pressure694
path-lengths, where the temperature has been varied between 450K and695
2950K while the (pa · L) values have been logarithmically varied between696
0.001 bar cm to 6000 bar cm at 30 discrete values.697
The mean values of the molar fractions corresponding to the REGA gasi-698
fier have been used for the calculation of each absorption spectrum.699
While producing the emissivity chart, Figure 10, the carbon monoxide700
content in the line-by-line calculated absorption spectra is set to a constant701
value of xCO = 0.18. The remaining parameter is then the mixing ratio of702
MR = xH2O / xCO2 . Figure 10 shows the line-by-line calculated emissivity703
chart as well as the values calculated using the fitted WSGGM using 5 gray-704
gases (plus a clear-gas, Ng = 5) and the 6-th order weighting polynomials.705
The developed WSGGM differs by 0.017 % ± 1.272 % from the line-by-line706
model. The same procedure has been used to fit this model to charts cal-707
culated at molar ratios MR = 1.5 . . . 3.3 by altering the amount of CO2.708
Altogether 13 WSGGM have been produced, each model with an accuracy709
of ±6 %. The produced sets of tabulated values have been implemented into710
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Figure 10: Example of a fitted WSGGM using 5 gray-gases (plus a clear-gas) and a
6th order polynomial for the weighting function. Emissivities calculated using the fitted
WSGGM differ by 0.017%± 1.272% from the line-by-line calculated values.
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the radiation solver and in each computational cell radiative properties are711
evaluated using the local composition (mixing ratio).712
The CFD calculations have been carried out using either a constant emis-
sivity, determined using a typical gas composition inside the gasifier and a
typical temperature, or the developedWSGGM is used which facilitate a vari-
able absorption. The constant absorption coefficient (a) for the DO solver is
then calculated through the mean beam length (Leq):
a = − ln (1− ε)
Leq
= 0.53 m−1
In what follows, the calculation using the constant absorption coefficient is
used as a reference case. Figure 11 shows the change in absorption coefficient
for the reference calculation and the usage of the WSGGM. The absorption
coefficient in case of the WSGGM is an average value calculated through:
a = pa ·
5∑
k=0
wk (T ) · ak
It can be seen that the absorption coefficient is larger than the constant713
value (0.53m−1) almost throughout the whole domain. Since the absorption714
coefficient is related to the temperature, as shown in Figure 11, the value715
calculated using the WSGGM is smaller at elevated temperatures while it716
is larger at low temperatures, if compared to the assumed constant value717
of 0.53 m−1. The radiation flux incident on the walls changes only slightly718
and most of the changes are in the near-flame region. The radiation source719
changes especially in the flame region but, the effect on the temperature field720
is small since in this region the energy source due to the chemical reactions is721
much larger (around two orders of magnitude) if compared to the radiative722
contribution. Furthermore, in the flame-core region there are plenty of MEG723
droplets that contribute to the radiation.724
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Figure 11: Effect of the WSGGM on (i) the absorption coefficient,(ii) the temperature
field,(iii) the wall incident radiation, and (iv) the gas radiation source term.
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Figure 12 shows the wall incident radiation, the radiative as well as total725
(radiative plus convective) heat flux to the inner wall of the REGA reactor,726
and the inner wall temperature. Due to the WSGGM the surface incident727
radiation is increased in the near-flame region so that the wall temperature728
is also slightly increased. As can be seen in Figure 12, the radiative heat flux729
to the wall significantly increases whereas the total heat flux increases to730
a lesser extent since due to the higher wall temperature the convective heat731
transfer decreases. The total heat flux to the wall (radiation + convection) is732
34.22 kW (reference case) and 36.17 kW (WSGGM), whereas for the radiative733
heat flux alone values of 26.41 kW (reference case) and 33.59 kW (WSGGM)734
are applicable so that in case of the WSGGM the contribution of radiation735
is more pronounced if compared to the convective part.736
6.4. Absorption and Scattering on droplets737
Besides the gas radiation, also the contribution of the droplets must be738
taken into account. In contrast to gaseous molecules, droplets do not only739
emit and absorb but also scatter radiation. Assuming spherical droplets, scat-740
tering coefficients can be calculated using the Mie-Lorentz theory [59, 73]; the741
absorption coefficient depends on the droplet diameter or more precisely on742
the diameter distribution (see section 3.1). Calculations of the volume frac-743
tion using the determined diameter distribution for REGA-glycol-T1 condi-744
tions have shown that the scattering can be treated as independent [59] and745
the scattering inside the small cell volume take place on single droplet.746
The absorption and the scattering coefficients on a single particle gener-747
ally depend on the size parameter x = pi · D · η and the complex index of748
refraction m which, for glycol, is taken from Sani and Dell’ Oro [74]. For749
details on the calculation, the reader is referred to [59, 73].750
The absorption as well as scattering coefficients are calculated during the751
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Figure 12: Effect of the WSGGM on (i) the wall surface incident radiation, (ii) the radiative
as well as (iii) the total (radiation + conduction) heat flux to the wall, and (vi) the wall
temperature.
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droplets tracking and are evaluated as mean values for all droplets; the phase752
function is taken as a fluid property so that one function is used only.753
It should be emphasized that the calculations are based on the inlet754
droplet size distribution. Due to the droplet evaporation, the real distri-755
bution is tilted towards smaller diameter resulting in a more isotropic phase-756
function.757
In the reference calculation, we have used a constant particle absorption758
coefficient of Qabs = 0.5 and isotropic scattering, i. e. a constant phase func-759
tion of Φ = 1, whereas in the modified case, we have included the particle760
absorption coefficient as a function of droplet diameter for a source temper-761
ature of 1400K.762
In Figure 13 the differences between the two approaches are shown. It763
can be seen that, since the droplets are almost completely evaporated at a764
distance of 50 cm, the contribution of the droplet radiation to the radiative765
heat transfer is negligible. Neither the particle radiation source term nor766
the incident radiation nor the gas temperature change due to the extended767
model. The particle radiation source term exhibits a large maximum value if768
compared to the gas radiation source term but this observation is valid at the769
droplet injection point only. Due to the different absorption coefficients, the770
evaporation rate of the droplets might be influenced resulting in a slightly771
different gas composition. However, at 300mm distance, such differences in772
radiation invoke 0.05% changes in gas composition.773
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Figure 13: Influence of the Mie-theory-based particle radiation model on (Top) the particle
radiation source term, (in plotting limited to a minimum value of 10 kW /m2), (Center)
the wall incident radiation, and (Button) the gas temperature. (Const.) simulations per-
formed using a constant (a = 0.53m−1) absorption coefficient; (Mie-Theory) simulations
performed using absorption and scattering coefficients calculated using Mie Theory (see
Text)
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7. Conclusions774
We have carried out CFD simulations of REGA-glycol-T1 experimental775
campaign [40] concerning gasification of glycol in an oxygen-nitrogen mix-776
ture at an absolute stoichiometry of 0.74. In the steady-state RANS–based777
simulations, the reacting flow-field has been computed using a number of778
turbulence models while turbulence-chemistry interactions have been mod-779
eled using either the Eddy Dissipation Concept (EDC) or the presumed PDF780
approach. In conjunction with the EDC, two global-chemistry schemes have781
been used: the HVI1-scheme for glycol gasification and the extended Jones-782
Lindstedt scheme. The presumed PDF model has been combined with a783
chemical equilibrium procedure. Radiation has been computed using the784
Discrete Ordinate Method with a comprehensive analysis concerning absorp-785
tion/emission of infrared radiation by gaseous molecules as well as absorption786
and scattering on droplets. The following has been concluded:787
(a) The in-gasifier flow-pattern consisting of the glycol spray and the788
gasification medium (oxygen-air mixture) jet, both driving a strong recircu-789
lation zone bringing the syngas back to the near atomizer region, has been790
well predicted using the RANS models. Only little sensitivity of the flow-791
field predictions to turbulence model variations and the chemical schemes792
has been observed.793
(b) The CFD-predictions of the near-atomizer region are sensitive and794
strongly dependent on the sub-models used; the spray sub-model being per-795
haps the most important. The effect of the chemical scheme used for the796
near-atomizer predictions has also been substantial.797
(c) The simulations have identified the existence of several distinct reac-798
tion zones. Near the glycol atomizer, there exists a central spray zone where799
droplets are being produced and evaporation takes place. The zone extends800
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up to 150mm distance (around 25 equivalent nozzle diameters) downstream801
of the atomizer and is enveloped by a high temperature flame which is located802
at the boundary between the forward flow of the central jet and the strong803
recirculation zone. The recirculation zone extends down to 800 mm distance804
(around 130 equivalent nozzle diameters) transporting hot syngas back to the805
burner. The syngas, entrained into the gasification medium stream, reacts806
with oxygen at locally oxygen-rich (combustion) conditions.807
(d) Good quality predictions of temperature and chemical species (CO,808
H2, CO2, H2O, CH4) concentrations at 300 mm and 680 mm distances from809
the atomizer have been obtained. The HVI1 global chemistry scheme has810
predicted very well not only the CO/CO2 ratios but also the trace concen-811
trations of methane. The eJL scheme happens to be less accurate.812
(e) The radiative transfer calculations accounting for the presence of813
droplets have been very elaborate. We have demonstrated that such cal-814
culations can be drastically simplified using a constant value of the absorp-815
tion coefficient provided that the value is determined using proper spectral816
line-by-line calculations. With such determined absorption coefficient the817
radiative fluxes, and the radiative source in the enthalpy (energy) equation,818
are accurately calculated.819
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