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In a majority conversion process, the vertices of a graph can be in one of the two states,
colored or uncolored, and these states are dynamically updated so that a vertex becomes
colored at a certain time period if at least half of its neighbors were in the colored state
in the previous time period. A dynamic monopoly is a set of vertices in a graph that when
initially coloredwill eventually cause all vertices in the graph to become colored. This paper
establishes a connection between dynamicmonopolies and thewell-known feedback vertex
setswhich are sets of vertices whose removal results in an acyclic graph. More specifically,
we show that dynamic monopolies and feedback vertex sets are equivalent in graphs
wherein all vertices have degree 2 or 3. We use this equivalence to provide exact values
for the minimum size of dynamic monopolies of planar hexagonal grids, as well as upper
and lower bounds on the minimum size of dynamic monopolies of cylindrical and toroidal
hexagonal grids. For these last two topologies, the respective upper and lower bounds differ
by at most one.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
A synchronous distributed system can be modeled by a graph Gwith vertex set V (G)wherein each vertex can be in one
of the two states, colored or uncolored, and the states of the vertices are updated at discrete time steps based on amajority
conversion process: if at least half of the neighbors of an uncolored vertex v are in the colored state at time step t , then v
will be permanently colored at time step t + 1. A dynamic monopoly, or dynamo, is an initially colored subset of vertices of G
that will result in the full coloration of G in a finite number of steps, under this majority conversion process. Dynamos were
first introduced in [1] and are sometimes called irreversible dynamos in the literature [2,3]; when studied as a model for the
spread of influence through a social network, including the specific case of viral marketing, a dynamo is sometimes referred
to as a target set [4]. For a nice survey on dynamos, we refer the reader to [5]. Determining theminimum size of a dynamo of
G, denoted byminD(G), is NP-hard [6]. Consequently, the literature has focused on certain families of graphs for which exact
values (e.g., complete multipartite graphs [7]; generalized Petersen graphs and line graphs of complete bipartite graphs [8])
or bounds onminD(G) (e.g., Cartesian and tensor products of graphs [7]; planar, cylindrical, and toroidal triangular grids [9];
chordal rings [10]; toroidal square grids and related toroidal structures [11]) could be determined. The best known upper
bound on minD(G) for general graphs is 12 |V (G)| [4,12].
In this work, we will focus on minD(G) when G has an underlying hexagonal (or honeycomb) grid structure, which is a
commonly studied topology for its relevance in computer and communication network architectures and other applications.
For example, planar hexagonal grids are useful in telecommunication applications as they tessellate the plane such that the
distance between the centers of any two neighboring hexagons is constant (as opposed to the case of square planar grids);
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Table 1
Summary of bounds on minD(G)where G is anm by n hexagonal grid withm ≥ 2, n ≥ 4, and n even.
Structure Lower bound on minD(G) Upper bound on minD(G)
Planar

(n−2)(m−1)
4
 
(n−2)(m−1)
4

Cylindrical

(n−2)m+2
4

n
2+
 n
4
− 1 (m− 2)+ (n+2) mod 42 m−12 
Toroidal
 nm+2
4
 n
2 + 1+
 n−2
4

(m− 2)+ n mod 42
m−1
2

hexagonal grids with various wrap-around edges generate cylindrical and toroidal grid networks that have been studied
for distributed and parallel applications. See [13] and the references therein for more on the properties and applications of
hexagonal grids.
The results in this paper rely on the equivalence provenherein betweendynamos and feedback vertex sets for graphswith
particular properties. A subset X of V (G) is a feedback vertex set of G if the subgraph of G induced by the vertices in V (G)− X
is acyclic. Feedback vertex sets have been extensively studied for their theoretical interest as well as for their applications
in many fields such as combinatorial circuit design, deadlock prevention, program verification, and Bayesian inference.
We refer the reader to the comprehensive survey in [14] for an algorithmic treatment of the subject and for references
for the applications. As with the problem of determining the minimum size of a dynamo, the problem of determining the
minimum size of a feedback vertex set of a graph is NP-hard [15]. Several authors have determined bounds on this number
for particular classes of graphs (e.g., complete and complete k-partite graphs, graphs with maximum degree 3 and 4, planar
and outerplanar graphs [16]; hypercubes [17]; planar square grids, toroidal square grids, and butterflies [18]). The best
known general lower bound on the size of any feedback vertex set of a graph with maximum degree at least 2 is given in
Result 1.1, reproduced below from [19]:
Result 1.1 ([19]). Let G be a graph with vertex set V (G), edge set E(G), and maximum degree ∆(G) ≥ 2. If X is a feedback
vertex set of G, then
|X | ≥ (|E(G)| − |V (G)| + 1)
(∆(G)− 1) .
Themain result in Section 2 shows that feedback vertex sets are equivalent to dynamos in graphs containing only vertices
of degree 2 or 3. We use this result and Result 1.1 in Sections 3–5 to determine exact values for minD(G)where G is a planar
hexagonal grid, as well as, upper and lower bounds which differ by at most one on minD(G) where G is a cylindrical and
toroidal hexagonal grid, respectively; the bounds are respectively equal or differ by one depending on the congruence classes
modulo 2 and modulo 4 of the dimensions of the respective topologies. Table 1 summarizes these exact values and bounds
(formal definitions will follow). Our conclusions are summarized in Section 6.
2. Dynamos and feedback vertex sets of graphs with vertex degrees 2 or 3
In Theorem 2.1 below, we prove that feedback vertex sets and dynamos are equivalent concepts in graphs wherein all
of the vertices have degree 2 or 3. This result will follow from three preliminary lemmas. For the remainder of this work,
degG(v) denotes the degree of a vertex v in G, and given a subset X of V (G), degX (v) denotes the number of neighbors of v
in X .
Lemma 2.1. Let G be a graph, and let D be a dynamo of G. If X is a non-empty subset of V (G) so that for every vertex v in X,
degV (G)−X (v) < 12 degG(v), then X must contain a vertex in D.
Proof. Initially color the vertices in D and assume for contradiction that X does not contain a vertex in D. Let v be the first
vertex in X that becomes colored. At least half of the neighbors of v are colored in the previous time step and, by the choice
of v, these colored neighbors must be outside X . Thus degV (G)−X (v) ≥ 12 degG(v), contradicting our assumption. 
Lemma 2.2. Let G be a graph with maximum degree∆(G)≤ 3. If D is a dynamo of G, then D is a feedback vertex set of G.
Proof. The result is trivially verified if D = V (G). Suppose D ≠ V (G) and let H be the subgraph of G induced by the vertices
in V (G)−D. To verify the stated result, we will show thatH is acyclic. Suppose for contradiction thatH contains a cycle with
vertex set X , and let v be an arbitrary vertex in X . Since ∆(G) ≤ 3, we must have [degG(v) = 2 and degV (G)−X (v) = 0] or
[degG(v) = 3 and degV (G)−X (v) = 1], and therefore degV (G)−X (v) < 12 degG(v). Thus by Lemma 2.1, X must contain a vertex
in D, a contradiction. 
We note that a dynamo is not necessarily a feedback vertex set if∆(G) > 3 (see several examples in [9,10]).
Lemma 2.3. Let G be a graph with minimum degree δ(G) ≥ 2. If D is a feedback vertex set of G, then D is a dynamo of G.
Proof. Note first that since δ(G) ≥ 2, G must contain a cycle so D is not empty. The result is trivially verified if D = V (G).
SupposeD ≠ V (G) and letH be the acyclic subgraph ofG induced by the vertices in V (G)−D. Wewill show that the feedback
vertex set V (G)− V (H) = D is a dynamo of G by induction on the number of vertices of H . If the vertices in D are initially
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Fig. 3.1. Two representations of an 8 by 6 planar hexagonal grid with rows numbered 0–5 and columns 0–7.
colored and H has only one vertex, then this vertex will become colored in the next time step since all its neighbors are in
D (there are at least two such neighbors as δ(G) ≥ 2). Suppose H has more than one vertex. Since H is acyclic, H contains a
vertex v with degH(v) ≤ 1. The graph H − v is a nonempty acyclic subgraph of G so
V (G)− V (H − v) = (V (G)− V (H)) ∪ {v} = D ∪ {v}
is a feedback vertex set of G. Thus, by the inductive hypothesis, D ∪ {v} is a dynamo of G. To complete the proof, it is
sufficient to show that if the vertices in D are initially colored, then v will become colored in the next time step. The vertex
v has degD(v) = degG−H(v) colored neighbors and
degG−H(v) = degG(v)− degH(v) ≥ degG(v)− 1 ≥ 12 degG(v)
(recall, δ(G) ≥ 2), so v becomes colored in the next time step. 
Theorem 2.1. Let G be a graph with minimum degree δ(G) ≥ 2 and maximum degree∆(G)≤ 3. D is a dynamo of G if and only
if D is a feedback vertex set of G.
Proof. The result follows from Lemmas 2.2 and 2.3. 
It should be pointed out that feedback vertex sets were previously studied in the context of conversion processes other
than the majority conversion process studied in this work. For instance, they have been studied in connection with k-
conversion processes,wherein for some fixed k, if at least k of the neighbors of an uncolored vertex v are in the colored state
at time step t , then v will be permanently colored at time step t + 1 [20]. A k-conversion set is an initially colored subset of
vertices of a graph that will result in the full coloration of the graph in a finite number of steps, under a k-conversion process.
In [20] the authors prove that for (k+1)-regular graphs, k-conversion sets and feedback vertex sets are equivalent concepts.
This proof could be adapted to verify Theorem2.1, however, we opted to present our own approach through Lemmas 2.1–2.3
as it illuminates the main ideas implicit in [20] when applied to dynamos and feedback vertex sets, while demonstrating
why in some graphs some dynamos are not feedback vertex sets and vice versa.
The results of this section will be used below in Sections 3–5 to provide lower and upper bounds on the minimum size
of a dynamo for planar, cylindrical, and toroidal hexagonal grids, respectively. More specifically, the results are organized
as follows. For each i = 3, 4, 5, Section i begins with the definition of a planar, cylindrical, and toroidal hexagonal grid
Gi, respectively. This definition is followed by Lemma i.1 wherein the number of vertices and edges in Gi is determined.
Subsequently, Theorem i.1 uses Lemma i.1 andResult 1.1 to provide a lower bound forminD(Gi). Finally, Theorem i.2 provides
an upper bound for minD(Gi) using Theorem 2.1 to construct a dynamo of Gi with exactly minD(Gi) vertices. Additionally,
we provide Theorem 3.3 which shows that the bounds in Theorems 3.1 and 3.2 are the same and hence provide an exact
value for minD(G) when G is a planar hexagonal grid. Similarly, we conclude Sections 4 and 5 by observing that the lower
and upper bounds provided in each respective section differ by at most one; the bounds are respectively equal or differ by
one depending on the congruence classes modulo 2 and modulo 4 of the dimensions of the respective topologies.
3. Planar hexagonal grids
Letm and n be two integers such thatm ≥ 2, n ≥ 4, and n even. Anmby n planar hexagonal grid G consists of an array of n
rows ofm vertices (x, y), with 0 ≤ x ≤ m− 1, 0 ≤ y ≤ n− 1, arranged on a standard Cartesian plane such that each vertex
(x, y) is adjacent to (x, y + 1) and, if y is even, also adjacent to (x + 1, y + 1), provided that each coordinate is within its
allowed range and no vertex of degree one is generated. Fig. 3.1 contains two representations of an 8 by 6 planar hexagonal
grid where the row and column numbers are shown on the vertical and horizontal axes, respectively.
Lemma 3.1. If G is an m by n planar hexagonal grid, then |V (G)| = nm− 2 and |E(G)| = n2 (m− 1)+ (n− 1)m− 2.
Proof. From the definition of anm by n planar hexagonal grid, G contains all the nm vertices (x, y), with 0 ≤ x ≤ m−1, 0 ≤
y ≤ n− 1 except for (0, n− 1) and (m− 1, 0), and thus |V (G)| = nm− 2. The vertices on each column of the grid induce
a path on n vertices with the exception of the vertices on the first and last columns which induce paths on n − 1 vertices,
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Fig. 3.2. A 5 by 10, a 6 by 8, and a 7 by 8 planar hexagonal grid (solid and dashed edges belong to grids) with corresponding dynamos D (black vertices).
respectively. These paths contain a total of (n − 1)m − 2 edges. Finally, since n2 vertices on each column are connected to
vertices on the next column, there are n2 (m− 1) additional edges. So |E(G)| = n2 (m− 1)+ (n− 1)m− 2. 
Theorem 3.1. If G is an m by n planar hexagonal grid thenminD(G) ≥

(n−2)(m−1)
4

.
Proof. The result follows fromResult 1.1with∆(G) = 3 and the values |V (G)| = nm−2 and |E(G)| = n2 (m−1)+(n−1)m−2
obtained in Lemma 3.1. 
Theorem 3.2. If G is an m by n planar hexagonal grid, then
minD(G) ≤
n
4

− 1

(m− 1)+ (n+ 2) mod 4
2
m
2

.
Proof. Let D be the set containing the following vertices:
I. (i, 2(2j+ 1))where 0 ≤ i ≤ m− 2, 0 ≤ j ≤  n4− 2.
II. If n is a multiple of 4 andm is even, (2i, n− 2)where 0 ≤ i ≤ m2 − 1.
III. If n is a multiple of 4 andm is odd, (2i+ 1, n− 2)where 0 ≤ i ≤ m2 − 1.
The vertices of type I are simply the vertices in every fourth row of the grid starting with the third row, excluding the
last vertex in each row. If n is a multiple of 4, the vertices of type II and III are the vertices in the next to last row of the grid
in every other column starting with the first column if m is even, or with the second column if m is odd (note that the last
vertex in this row that belongs to Dmust be necessarily (m−2, n−2)). (See Fig. 3.2 for a 5 by 10 planar hexagonal grid with
D using vertices of type I, a 6 by 8 planar hexagonal grid with D using vertices of type I and II, and a 7 by 8 planar hexagonal
grid with D using vertices of type I and III; solid and dashed edges belong to the grids and the vertices in D are colored black;
the two types of lines are distinguished here to facilitate descriptions of certain subgrids later in the paper.)
We have that
|D| =
n
4

− 1

(m− 1)+ (n+ 2) mod 4
2
m
2

as the term (n+2) mod 42 is equal to 1 if n is amultiple of 4, and 0 otherwise (recall n is even). LetH be the subgraph ofG induced
by the vertices in V (G)− D. To show the stated inequality, it is enough to show that H is a tree in G, that is, D is a feedback
vertex set of G, and consequently D is a dynamo of G by Theorem 2.1.
Let us first assume n is not a multiple of 4 so D contains only vertices of type I. We can write n = 2(2k + 1) for some
integer k ≥ 1. We will proceed by induction in k. If k = 1, then n = 6 and
D = {(i, 2) where 0 ≤ i ≤ m− 2}.
By Lemma 3.1, |V (G)| = 6m− 2 and |E(G)| = 8m− 5. So
|V (H)| = |V (G)| − |D| = (6m− 2)− (m− 1) = 5m− 1,
and since each vertex in D has degree 3 and any two vertices in D are not adjacent,
|E(H)| = |E(G)| − 3|D| = (8m− 5)− 3(m− 1) = 5m− 2.
Therefore, |E(H)| = |V (H)| − 1 and since H is connected, H must be a tree. To verify the connectedness of H observe that
the vertices in the first and second rows of H induce a path P in H . Similarly, the vertices in the fifth and sixth rows of H also
induce a path in H , and furthermore, each vertex in the fourth row of H is adjacent to a vertex in the fifth row of H , so the
vertices in the fourth, fifth, and sixth rows of H induce a connected subgraph P ′ in H . Finally, the vertex (m− 1, 2) connects
P and P ′.
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Suppose k > 1 and n = 2(2k + 1). Partition D into two subsets, one containing the vertices in the first n − 4 rows of G
and the other containing the vertices in the last four rows of G. More specifically,
D = D′ ∪ {(i, n− 4) where 0 ≤ i ≤ m− 2} where
D′ =

(i, 2(2j+ 1)) where 0 ≤ i ≤ m− 2, 0 ≤ j ≤
n
4

− 3

.
Since D′ only contains vertices of type I in anm by n− 4 planar hexagonal grid G′ in G, and
n− 4 = 2(2k+ 1)− 4 = 2(2(k− 1)+ 1)
is not amultiple of 4, by the inductive hypothesis, the vertices in V (G′)−D′ induce a treeH ′ in G′, and consequently in G. The
graphH is induced by the vertices inH ′, the vertices in the last three rows of G, and the vertices (0, n−5) and (m−1, n−4).
So
|V (H)| = |V (H ′)| + (3m− 1)+ 2 = |V (H ′)| + 3m+ 1.
Each edge in H is either an edge in H ′, or an edge connecting pairs of vertices in the last three rows of G, or one of the three
edges
{(0, n− 5), (0, n− 6)}, {(m− 1, n− 5), (m− 1, n− 4)}, {(m− 1, n− 4), (m− 1, n− 3)},
so
|E(H)| = |E(H ′)| + [2(m− 1)+m] + 3 = |E(H ′)| + 3m+ 1.
Since H ′ is a tree, we must have |E(H ′)| = |V (H ′)| − 1. Therefore, |E(H)| = |V (H)| − 1 and since H is connected, H must be
a tree. To verify the connectedness of H , observe that the vertices in the last two rows of H induce a path in H . Furthermore,
each vertex in row n − 3 of H is adjacent to a vertex in the next to last row of H so the vertices in the last three rows of H
induce a connected subgraph in H . Finally, the vertex (m− 1, n− 4) connects the subgraph induced by the vertices in the
last three rows of H to the tree H ′, and the edge {(0, n−5), (0, n−6)} also connects the vertex (0, n−5) to H ′. (To visualize
this case, note that the white vertices and solid edges in the 5 by 10 planar hexagonal grid in Fig. 3.2 represent H .)
Let us now assume n is a multiple of 4 and m is even, so D consists of the vertices of type I in the first n − 2 rows of G
and the vertices of type II in the last two rows of G. Note that the vertices in the first n− 2 rows of G induce anm by n− 2
planar hexagonal grid G′ where n− 2 is not a multiple of 4; since the vertices of type I in D are all within these rows, by our
previous discussion, the vertices in the first n− 2 rows of Gwhich are not in D induce a tree H ′ in G′, and consequently in G.
The graph H is induced by the vertices in H ′, the vertices in the last two rows of G excluding the vertices of type II, and the
vertex (0, n− 3). So
|V (H)| = |V (H ′)| + [(2m− 1)−m/2] + 1 = |V (H ′)| + 3m/2.
Each edge in H is either an edge in H ′, or an edge connecting a vertex in the last row of G to a vertex in the next to last row
of G that is not in D, or an edge connecting a vertex in the next to last row of G that is not in D to a vertex in row n − 3, or
the edge {(0, n− 3), (0, n− 4)}, so
|E(H)| = |E(H ′)| + [2(m/2)− 1] +m/2+ 1 = |E(H ′)| + 3m/2.
Since H ′ is a tree, we must have |E(H ′)| = |V (H ′)| − 1. Therefore, |E(H)| = |V (H)| − 1 and since H is connected, H must
be a tree. To verify the connectedness of H observe that each vertex in the last row of H is adjacent to a vertex in the next
to last row of H . Furthermore, each vertex in the next last row of H is adjacent to a vertex in the last row of H ′. Finally, the
vertex (0, n− 3) is also adjacent to a vertex in H ′. (To visualize this case, note that the white vertices and solid edges in the
7 by 8 planar hexagonal grid in Fig. 3.2 represent H .)
The case where n is a multiple of 4 and m is odd in which D contains only vertices of type I and III is similar so we omit
its discussion for brevity. (To visualize this case, note that the white vertices and solid edges in the 6 by 8 planar hexagonal
grid in Fig. 3.2 represent H .) 
Theorem 3.3. If G is an m by n planar hexagonal grid thenminD(G) =

(n−2)(m−1)
4

.
Proof. Using properties of ceiling and floor functions one can show that form ≥ 2, n ≥ 4, and n even (the conditions under
which anm by n planar hexagonal grid is defined), the lower bound for minD(G) in Theorem 3.1 is equal to the upper bound
in Theorem 3.2. We omit the details for the sake of brevity. 
4. Cylindrical hexagonal grids
Letm and n be two integers such thatm ≥ 2, n ≥ 4, and n even. Anm by n cylindrical hexagonal grid G consists of an array
of n rows of m vertices (x, y), with 0 ≤ x ≤ m − 1, 0 ≤ y ≤ n − 1, arranged on a standard Cartesian plane such that each
vertex (x, y) is adjacent to (x, y+ 1) and, if y is even, also adjacent to (x+ 1, y+ 1), provided that each coordinate is within
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Fig. 4.1. Two representations of an 8 by 6 cylindrical hexagonal grid with rows numbered 0–5 and columns 0–7 (only solid edges belong to the grid).
its allowed range and addition in the first coordinate is taken modulo m. It may be noted that the structure of such a grid
is the same as for a planar hexagonal grid with the addition of degree 1 vertices in the upper left and lower right corners,
along with edges from (m− 1, y) to (0, y+ 1)where y is even. These edges will be called wrap around edges.
Fig. 4.1 contains two representations of an 8 by 6 cylindrical hexagonal grid where the row and column numbers are
shown on the vertical and horizontal axis, respectively, for the representation on the left.
Lemma 4.1. If G is an m by n cylindrical hexagonal grid then |V (G)| = nm and |E(G)| = nm2 + (n− 1)m.
Proof. From the definition of an m by n cylindrical hexagonal grid, G contains all the nm vertices (x, y), with 0 ≤ x ≤
m− 1, 0 ≤ y ≤ n− 1 and thus |V (G)| = nm. The planar hexagonal grid obtained by deleting the n2 wrap around edges and
the two vertices (0, n− 1) and (m− 1, 0) contains n2 (m− 1)+ (n− 1)m− 2 edges by Lemma 3.1. Therefore
|E(G)| =
n
2
(m− 1)+ (n− 1)m− 2

+ n
2
+ 2 = nm
2
+ (n− 1)m. 
Theorem 4.1. If G is an m by n cylindrical hexagonal grid, thenminD(G) ≥

(n−2)m+2
4

. 
Proof. The result follows from Result 1.1 with∆(G) = 3 and the values |V (G)| = nm and |E(G)| = nm2 + (n− 1)m obtained
in Lemma 4.1. 
Theorem 4.2. If G is an m by n cylindrical hexagonal grid, then
minD(G) ≤ n2 +
n
4

− 1

(m− 2)+ (n+ 2) mod 4
2

m− 1
2

.
Proof. Wewill first consider the casem = 2. LetD be the set containing the vertices (1, i) in Gwhere i is even. The subgraph
of G induced by the vertices in V (G) − D is a tree because it simply contains the path induced by the vertices in the first
column of G and edges {(0, i), (1, i + 1)} in G where i is even. So D is a feedback vertex set of G and by Theorem 2.1, D is a
dynamo of G. Since D has n2 vertices, the desired upper bound on minD(G) is verified for the casem = 2.
Assumem ≥ 3 and let G′ be the subgraph of G induced by the vertices in the firstm−1 columns of G. Clearly, G′ contains
anm− 1 by n planar hexagonal grid. Let D′ be the dynamo of G′ with vertices of type I, II, III as in the proof of Theorem 3.2,
replacing each occurrence ofmwithm− 1. From the same proof, we have that
|D′| =
n
4

− 1

(m− 2)+ (n+ 2) mod 4
2

m− 1
2

and V (G′)− D′ induces an acyclic H ′ in G′. Let D = D′ ∪ {(m− 1, i) : 0 ≤ i ≤ n− 1 and i even}. So
|D| = n
2
+
n
4

− 1

(m− 2)+ (n+ 2) mod 4
2

m− 1
2

.
To show the desired upper bound for minD(G), it is enough to show that D is a dynamo of G. (See Fig. 4.2 for a 5 by 10, a 6
by 8, and a 7 by 8 cylindrical hexagonal grid.)
Let H be the subgraph of G induced by V (G) − D. Note each edge in H is either an edge in H ′; or an edge in
{{(m − 2, i), (m − 1, i + 1)} : 0 ≤ i ≤ n − 1 and i even}; or the edge {(0, n − 2), (0, n − 1)} if m is even or n is not a
multiple of 4. Since H ′ is acyclic and for each 0 ≤ i ≤ n − 1 and i even, (m − 2, i) is a vertex in H ′ but (m − 1, i + 1) is
not, the edge {(m− 2, i), (m− 1, i+ 1)} does not create any cycles in H . Similarly, whenm is even or n is not a multiple of
4, (0, n − 2) is a vertex in H ′ but (0, n − 1) is not so the edge {(0, n − 2), (0, n − 1)} does not create any cycles in H . We
can finally conclude that H is also acyclic in G, that is, D is a feedback vertex set of G, and consequently D is a dynamo of G
by Theorem 2.1. 
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Fig. 4.2. A 5 by 10, a 6 by 8, and a 7 by 8 cylindrical hexagonal grid with corresponding dynamos D (black vertices).
Fig. 5.1. Two representations of an 8 by 6 toroidal hexagonal grid with rows numbered 0–5 and columns 0–7.
In closing, we note that properties of the ceiling and floor functions imply that for m ≥ 2, n ≥ 4, and n even (the
conditions under which cylindrical hexagonal grids are defined), if m is even or n is not a multiple of 4, then the lower
bound for minD(G) in Theorem 4.1 is equal to the upper bound in Theorem 4.2; in all other cases, these two bounds differ
by one. We leave the verification to the reader.
5. Toroidal hexagonal grids
Letm and n be two integers such thatm ≥ 2, n ≥ 4, and n even. Anm by n toroidal hexagonal grid G consists of an array
of n rows of m vertices (x, y), with 0 ≤ x ≤ m − 1, 0 ≤ y ≤ n − 1, arranged on a standard Cartesian plane such that each
vertex (x, y) is adjacent to (x, y+ 1) and, if y is even, also adjacent to (x+ 1, y+ 1), where addition in the first coordinate
is taken modulo m and addition in the second coordinate is taken modulo n. The edges connecting the vertices in the first
row of G to the vertices in the last row of G will be called column-wrap around edges. It may be noted that by removing all
the column-wrap around edges of Gwe obtain anm by n cylindrical hexagonal grid.
Fig. 5.1 contains two representations of an 8 by 6 toroidal hexagonal grid where the row and column numbers are shown
on the vertical and horizontal axis, respectively, for the representation on the left.
Lemma 5.1. If G is an m by n toroidal hexagonal grid then |V (G)| = nm and |E(G)| = 3nm2 .
Proof. From the definition of anm by n toroidal hexagonal grid,G contains all the nm vertices (x, y), with 0 ≤ x ≤ m−1, 0 ≤
y ≤ n − 1 and thus |V (G)| = nm. The cylindrical hexagonal grid obtained by deleting the m column-wrap around edges
contains nm2 + (n− 1)m edges by Lemma 4.1. Therefore,
|E(G)| =
nm
2
+ (n− 1)m

+m = 3nm
2
. 
Theorem 5.1. If G is an m by n toroidal hexagonal grid thenminD(G) ≥
 nm+2
4

.
Proof. The result follows from Result 1.1 with ∆(G) = 3 and the values |V (G)| = nm and |E(G)| = 3nm2 obtained in
Lemma 5.1. 
Theorem 5.2. If G is an m by n toroidal hexagonal grid, then
minD(G) ≤ n2 + 1+

n− 2
4

(m− 2)+ n mod 4
2

m− 1
2

.
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Fig. 5.2. A 5 by 10, a 6 by 10, and a 7 by 8 toroidal hexagonal grid with corresponding dynamos D (black vertices).
Proof. We will first consider the case n = 4. Let D be the set containing the vertex (0, 3) and the vertices (i, 0) in G where
0 ≤ i ≤ m − 1. The subgraph of G induced by the vertices in V (G) − D is a tree because it simply contains the path on the
last two rows of G, except for the vertex (0, 3), and each edge {(i, 1), (i, 2)} in G where 0 ≤ i ≤ m − 1. So D is a feedback
vertex set of G, and consequently D is a dynamo of G by Theorem 2.1. Since D has m + 1 vertices, the desired upper bound
for minD(G) is verified for the case n = 4.
Assume n ≥ 5 and let G′ be the subgraph of G induced by the vertices in the last n − 2 rows of G. Clearly, G′ is an m
by n − 2 cylindrical hexagonal grid. Let D′ be the dynamo of G′ as constructed in the proof of Theorem 4.2, replacing each
occurrence of nwith n− 2. From the same proof, we have that
|D′| = n− 2
2
+

n− 2
4

− 1

(m− 2)+ n mod 4
2

m− 1
2

and V (G′)− D′ induces an acyclic subgraph H ′ in G′. Let D = D′ ∪ {(i, 0) : 0 ≤ i ≤ m− 1}. So
|D| = n− 2
2
+

n− 2
4

− 1

(m− 2)+ n mod 4
2

m− 1
2

+m
= n
2
+ 1+

n− 2
4

(m− 2)+ n mod 4
2

m− 1
2

.
To show the desired upper bound for minD(G), it is enough to show that D is a dynamo of G. (See Fig. 5.2 for a 5 by 10, a 6
by 10, and a 7 by 8 toroidal hexagonal grid.)
Let H be the subgraph of G induced by V (G) − D. Note that each edge in H is either an edge in H ′, or an edge in
{{(i, 1), (i, 2)} : 0 ≤ i ≤ m − 2}. Since H ′ is acyclic and for each 0 ≤ i ≤ m − 2, (i, 2) is a vertex in H ′ but (i, 1) is
not, we can conclude that H is also acyclic. So D is a feedback vertex set of G, and consequently D is a dynamo of G by
Theorem 2.1. 
Similarly to the case of cylindrical hexagonal grids, we note that properties of the ceiling and floor functions imply that
form ≥ 2, n ≥ 4, and n even (the conditions under which toroidal hexagonal grids are defined), ifm is even or n is amultiple
of 4, then the lower bound for minD(G) in Theorem 5.1 is equal to the upper bound in Theorem 5.2; in all other cases, these
two bounds differ by one. For brevity, we again leave the verification to the reader.
6. Conclusions
In this paper, we proved that dynamic monopolies and feedback vertex sets are equivalent concepts for graphs wherein
all of the vertices have degree 2 or 3. Using this result and a known general lower bound on the size of a feedback vertex set,
we determined exact values for the minimum size of a dynamo minD(G) when G is a planar hexagonal grid, and provided
upper and lower bounds on minD(G) that differ by at most one when G is a cylindrical or toroidal hexagonal grid. Each
of these exact values and upper bounds is significantly smaller than the best known general upper bound of 12 |V (G)| for
minD(G) [4,12]. The families of hexagonal grids considered in this work now join the list of families of graphs in [16] with
known upper and lower bounds on theminimum size of a feedback vertex set, and in fact, our bounds either imply the exact
values or the values within one for each of these families.
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