Climate change detection and attribution have been the subject of intense research and debate over at least four decades. However, direct attribution of climate change to anthropogenic activities using observed climate and forcing variables through statistical methods has remained elusive, partly caused by the difficulties for correctly identifying the time-series properties of these variables and by the limited availability of methods for relating nonstationary variables. This paper provides strong evidence concerning the direct attribution of observed climate change to anthropogenic greenhouse gases emissions by first investigating the univariate time-series properties of observed global and hemispheric temperatures and forcing variables and then by proposing statistically adequate multivariate models. The results show that there is a clear anthropogenic fingerprint on both global and hemispheric temperatures. The signal of the well-mixed GHG forcing in all temperature series is very clear and accounts for most of their secular movement since the beginning of observations. Both temperature and forcing variables are characterized by piecewise linear trends with abrupt changes in their slopes estimated to occur at different dates. Nevertheless, their long-term movements are so closely related that the observed temperature and forcing trends cancel out. The warming experimented during the last century was mainly due to the increase in GHG which was partially offset by the effect of tropospheric aerosols. Other forcing sources, such as solar, are shown to only contribute to (shorter-term) variations around the GHG forcing trend.
Introduction
Both contributions of the Working Group I and of Working Group II of the Fourth Assessment Report (AR4) of the Intergovernmental Panel on Climate Change (IPCC-WGI, 2007; IPCC-WGII, 2007 ) exhibit an ever-growing bulk of direct and indirect scientific evidence regarding the warming of the climate system during the 20th century and of the role anthropogenic activities have played on it. The detection and attribution of climate change is no longer limited to changes in climate variables. Studies have shown that the warming signal is so strong that other physical and biological systems have been affected to the extent that it can be tracked and attributed to human interference with the climate system as well (Zwiers and Hegerl, 2008; Rosenzweig et al., 2008; IPCC-WGII, 2007 ). An important part of the evidence on attribution is based on comparing observations to model predictions about what the state of a variety systems would be (ranging from climate to natural and human systems) with or without anthropogenic changes in the atmosphere. One method that has shown to be of particularly importance for conducting attribution studies is the "optimal fingerprinting" (Hasselmann, 1979 (Hasselmann, , 1997 which is based on a generalized multivariate regression for the detection and attribution of change to externally forced climate change signals (IPCC-WGI, 2007) . In this method, the dependent variable is usually an observed climate record and the independent variables are composites of General Circulation Models output intended to represent the climate change signal. These "optimal detection analyses" that combine observed and modeled climate data have provided important evidence for supporting IPCC statements such as "most of the observed increase in global average temperatures since the mid-20th century is very likely due to the observed increase in anthropogenic greenhouse gas concentrations" (IPCC-WGI, 2007 , see also Stott et al., 2006b; Mitchell et al., 2001 ).
However, direct attribution of climate change to anthropogenic activities using observed climate and forcing variables through statistical methods has remained elusive. Important examples of the application of modern statistical techniques to address the attribution of climate change are the work of Stern and Kaufmann (1997a,b) , Kaufmann et al. (2006 Kaufmann et al. ( , 2009 ), Tol and de Vos (1993; , among others. These articles provided a breakthrough on this subject and on how the possible presence of stochastic trends in temperature and forcing series could be interpreted. Nevertheless, although when these studies were published they benefited from some of the latest advances on the modeling of nonstationary time series, recently there have been important advances in testing for unit roots that have significantly changed econometric modeling (see Perron, 2006 for a review) and that are useful for addressing the detection and attribution of climate change (Gay et al., 2009; Estrada et al., 2010; Estrada et al., 2011; Mills 2010; Gil-Alana 2008) . The recent literature has shown that the assumption on which these earlier attribution studies are based on (i.e., temperatures and forcing variables being integrated processes) was not soundly tested and that there are strong reasons from both statistical and climate physics perspectives for questioning this assumption (Estrada et al., 2010; Gay et al., 2009 ; see also Triacca, 2001 ). This paper first investigates the time-series properties of temperatures and forcing variables using state-of-the-art econometric techniques to determine what type of data generating process best describes them. Establishing these properties allows then to test for the existence of long-term relationships between temperatures and forcing variables using the class of multivariate models that are most adequate for dealing with the type of nonstationarities that are present in the data.
It is shown that both temperature and different combinations of the radiative forcing variables can be best represented as trend stationary processes with a one-time structural change in the slope of the trend functions occurring at different dates and of diverse magnitudes. In spite of these differences, the multivariate models indicate that the long-term movements of all these variables are so closely related that the observed temperature and forcing trends cancel out producing stationary residuals. The results show a clear anthropogenic fingerprint on both global and hemispheric temperatures. In particular, well-mixed GHG is the variable which contributes the most to the secular movement of the total observed radiative forcing and the signal of this variable is clearly imprinted in all temperature series and accounts for most of their long-term movement since the beginning of observations. The analyses suggest that the break in the slope of the trend function of the first principal component (as well as of the partial and total sums) of the forcing variables leads to an abrupt change in the slope of the southern hemisphere temperature series about 8 years later and the occurrence of this response is delayed for about 37 years in the northern hemisphere, possibly because of complex ocean-atmosphere dynamic processes that are documented in the literature (Wu et al., 2011; Knudsen et al., 2010; Schlesinger and Ramankutty, 1994; Kerr, 2000) . The post-break trend slope of the first principal component of forcing variables is two times larger than its first slope value and the resulting post-break trend slopes of global, northern and southern hemispheres temperatures are up to 7, 9 and 10 times larger than their pre-break slope values, respectively. The contribution of the different forcing variables is also estimated and it is shown that the warming experimented during the last century was mainly due to the increase in GHG which was partially offset by the effect of tropospheric aerosols. Other forcing sources, such as solar, mainly contribute to shorter-term variations around the GHG forcing trend. Nevertheless, these variations around the forcing trend are shown to play no role on the short-run dynamics of temperature series, at least in annual time-scales.
2 Univariate analysis of the time-series properties.
For more than two decades there has been a debate regarding the time series properties of global and hemispheric temperatures. The two nonstationary processes that have been mainly proposed for global and hemispheric temperatures are trend stationary (TS) and difference stationary (DS).
The work of Stern and Kauffman (1997a,b) and Kauffman et al. (2006 Kauffman et al. ( , 2009 proposed the use of cointegration techniques for representing the long-term relationship between temperature and forcing variables, providing at the same time strong evidence on the detection and attribution of climate change and seemingly ending the debate regarding the data generating process of temperature series. Nevertheless, all the results and inferences provided in such papers rely on the hypothesis of the presence of unit roots in temperature and forcing series, a proposition that was never soundly tested. Recently, the hypothesis of the existence unit roots in observed and simulated temperature series has been seriously questioned based on statistical and climate physics grounds (Gay et al., 2009; Estrada et al., 2010; Estrada et al., 2011) .
Methodology.
The time-series properties of global and hemispheric temperatures from both the Climatic Research Unit's HadCRUT3 (Brohan et al., 2006) and the NASA database (Hansen et al., 2010) are analyzed 1 . These databases differ basically in three aspects: 1) the way temperatures are extrapolated (or not) into regions without observing stations. This is particularly important since the HadCRUT3 excludes most of the Arctic, where the warming has been very large during the past decade; 2) the ocean datasets used and; 3) the sampling period of the HadCRUT3 spans the period while NASA covers only 1880-2010 (see Hansen et al., 2010) . The series are presented in Figure 1 .
Below, we show strong evidence for TS when the recent state-of-the-art unit root tests that allow for a break in the trend function are applied (Kim and Perron, 2009; Perron 1997 Perron , 1989 ). These results are broadly similar to those of Gay et al. (2009) and Estrada et al. (2011) , except that here we provide evidence for the presence of two breaks in the slope of the trend function of the southern hemisphere's temperature record. We also show these breaks to also be present in the radiative forcing produced by well-mixed greenhouse gases.
The standard Augmented Dickey-Fuller unit root test (ADF, Dickey and Fuller, 1979; Said and Dickey, 1984) applied to global and hemispheric temperatures seems to provide very strong evidence for DS processes (Table 1) 2 . However, as shown by Perron (1989) these results can be misleading if there are breaks in the trend function of the time-series under investigation. In such cases, the sum of the first order autoregressive coefficients is highly biased towards unity, so that the unit root null is hardly rejected even if the series is composed of i.i.d. disturbances around a deterministic trend. Furthermore, if the break occurs in the slope of the trend function, unit root tests are not consistent; the null hypothesis of a unit root cannot be rejected even asymptotically.
Visual inspection of Figure 1 suggests the presence of structural breaks in the slopes of the trends of all temperatures series. This feature has been frequently reported in the literature (Jones et al., 1986a,b,c; Hansen and Lebedeff, 1987; WGI-IPCC, 2007; Gay et al., 2009 ). As mentioned above, standard unit root tests can be seriously affected by the presence of such breaks and the results in Table 1 could be misleading. To test for the existence of these breaks we applied the testing procedure of Perron and Yabu (2009) which is valid whether the noise component is I(1) or I (0) and thus circumvents the problem of pretesting for a unit root that is usually needed for applying structural change tests. According to the Perron-Yabu (2009) test (Table 2) , the stability of the slope parameter of the trend function for all temperature series is rejected at the 1% significance level, providing strong arguments for the need of unit root tests that allow for a one-time break in the trend function to investigate their time series properties.
Formal testing for unit roots in the presence of structural breaks started with the paper of Perron (1989) . He proposed three models that allow for the possibility of a one-time break in the intercept and/or slope of the trend function that is assumed to occur at a known date. The three models are: the "crash" model where a change in the intercept is permitted; the "changing growth" model that allows for a change in the slope; and a mixed model where a change in both intercept and slope occurs simultaneously. Several methodologies have been developed to extend his original test for the case of an unknown break date, the most widely used being the Perron (1997) and the Zivot and Andrews (1992) tests. For these tests the possibility of a break is only allowed under the alternative hypothesis (stationary noise component) and not under the null (integrated noise component). The recent literature has shown that these tests can have a major drawback, namely a rejection of the null can occur if there is a large break in the slope of the trend function albeit a unit root is present (see Vogelsang and Perron, 1998, and Kim and Perron, 2009 ).
To avoid this problem, Kim and Perron (2009) present a new generation of unit root testing procedures based on the original test of Perron (1989) that allow for a break in the trend function both under the null and alternative hypotheses and that include a pretest for the existence of a break using the Perron-Yabu (2009) test. If this pre-test rejects, the limit distribution of the used unit root tests are available upon request. All of them strongly suggest the presence of a unit root in temperature series. unit root test is then the same as if the break date was known (see Perron, 1989 and Vogelsang, 1993) . This is very advantageous since when a break is present the test has much greater power. It was also shown in simulations to maintain good size in finite samples and that it offers improvements over other commonly used methods. For the interested readers, the models and tests are presented in more detail in the Appendix Methods.
Results for observed global and hemispheric temperatures.
We apply the Kim and Perron (2009) and the Perron (1997) tests to investigate the type of data generating processes of both temperature and radiative forcing variables (see the next section). For all of the following results, the "changing growth" model is assumed for global and hemispheric temperature series given that global warming would imply a change in the rate of increase of these variables, as was also proposed in previous papers (Gay et al., 2009; Estrada et al., 2011) . As shown in Table 3 , the results of applying the Perron (1997) and Kim and Perron (2009) It is important to note that in the case of global an northern hemisphere temperatures the estimates of the break dates are quite similar for both the HadCRUT3 and the NASA time series: 1971 and 1978 and 1984 and 1985 for the global and northern hemisphere temperatures from the HadCRUT3 and NASA, respectively. As revealed by the results of applying the methodology of Perron and Zhu (2005) , when considering a 95% confidence interval the break dates estimated from these databases cannot be considered statistically different (Table 4) . It is also worth noting that the break dates from global and northern hemisphere temperatures are not statistically different, regardless of which database is used. These results are also congruent with those shown in Gay et al. (2009) . Nevertheless, the estimates of the break date in the southern hemisphere temperature are quite different, and depend on the database selected. The results obtained using the NASA dataset are very similar to those in Gay et al. (2009) , where the break in the trend function is estimated to occur at the beginning of the 20th century. On the contrary, using the HadCRUT3 the break date is estimated to occur in 1955, a break date that is statistically different from both the estimate using the NASA dataset and that of Gay et al. (2009) .
These differences can be explained by analyzing the sum of the squared residuals (SSR) of the regressions used for estimating the beak date. The estimates of the SSR show two minima in both the NASA and HadCRUT3 series. Figure 2 reveals that the results are highly sensitive to the sample period used: when the sample of the HadCRUT3 series is restricted to the same sample period as that of the NASA series (Figure 2b) , the global minimum occurs around 1915 and is very similar to that of NASA (Figure 2a) . However, when the full sample of the HadCRUT3 is used (1850-2010) the global and local minima exchange places: the global minimum occurs in 1955 and the local one takes place during the first three decades of the century (Figure 2c ). This behavior suggests the existence of a second break in the slope of the trend function and that the longer sample of the HadCRUT3 provides a better estimate of the break date. For this reason, Table 3 also includes the results for the NASA southern hemisphere temperature series when choosing 1955 as the break date (labeled SH_N*). As can be seen form such table, the rejection of the null of a unit root is robust to this change in the break date.
The total increase in global and hemispheric temperatures is estimated to be practically the same from the HadCRUT3 and NASA datasets: near 0.8 o C, 1 o C and 0.7 o C, for the global, northern and southern hemisphere temperatures. Moreover, according to both datasets about 60% of the observed warming in the globe and northern hemisphere has occurred in a very short period of time: during the last three to four decades in the case of the global average and in the last twenty-five years for the northern hemisphere. The rate of increase in the global and northern hemisphere temperatures in the post-break period has been approximately 1.7 o C and 2.7 o C per century, respectively. In the case of the southern hemisphere, most of the warming has occurred since the last 55 years (between 64% and 82%, depending on the dataset) and the rate of increase in temperature has been approximately 1 o C per century.
The magnitudes of the pre-and post-break slopes reveal important differences from one dataset to the other, particularly in the case of the southern hemisphere for the pre-break period. In the case of global and northern hemisphere temperatures, the estimates of the pre-break slope using NASA's dataset are 77% and 40% larger than those using the HadCRUT3 dataset, and 145% larger in the case of the southern hemisphere temperature. The differences in the estimated post-break slopes are small in the cases of global and northern hemisphere temperatures (5% and 1%, respectively) but for the NASA dataset the southern hemisphere post-break slope is about 34% smaller than that of the HadCRUT3's. The large differences in the estimates of the southern hemisphere preand post-break slopes using NASA and HadCRUT3 datasets can be due to the inclusion of a wider coverage in the sea-surface temperature dataset in the later (see Brohan, 2006) .
According to these estimates observed temperatures have experienced a large increase in the rate of growth since the middle of the 20th century. For the NASA dataset the post-break rate of warming (i.e., the pre-break slope plus post-break slope) is 3.3, 5.6 and 2.4 times larger than the pre-break estimate for global, northern and southern hemisphere, respectively. For the HadCRUT3 dataset these rates are 6.2, 8.1 and 9 times larger than the pre-break slope, in that order. As will be shown in the next sections, these abrupt increases represent the response of the climate system to a doubling in the rate of growth of the observed forcing.
These changes concur with the important characteristics of observed warming that have been previously reported (Gay et al., 2009) : temperature series can be better described as trend stationary processes with a one-time permanent shock which cannot be interpreted as part of the natural variability; climate change has occurred in two stages, the first consisting in a moderate rate of warming and a second one showing a much larger rate of increase occurring rather abruptly in a short period of time. Recently Estrada et al. (2011) have shown that these time-series characteristics are also present in the 20th Century Climate Experiment (20c3m) simulations conducted for the IPCC's Fourth Assessment Report (IPCC-WGI, 2007) .
Results for the observed radiative forcing.
While there has been a debate about the time-series properties of global and hemispheric temperatures, radiative forcing variables have received little attention in this respect and have been usually assumed to be integrated processes when conducting attribution studies based on observed records and time series analysis (Stern and Kaufmann, 1997ab; Kaufmann et al., 2006 Kaufmann et al., , 2009 de Vos, 1993, 1998) . In this section, the time series properties of radiative forcing series are investigated using the same econometric techniques applied before to temperature series. The results are robust to different definitions of the radiative forcing trend and show that the common assumption of forcing variables being integrated processes is not supported by the data.
The radiative forcing series used in this section were published by Hansen et al. (2011) Because the interest relies on investigating the relationship between temperature and anthro-pogenic and natural forcing series, different "forcing trends" that may be driving the observed changes in global and hemispheric temperatures are constructed and analyzed in this section, instead of analyzing the time-series properties of the individual forcing variables. In addition, using these radiative forcing trends for estimating the multivariate models shown in the next section, as a substitute for the original forcing variables, permits avoiding severe multicollinearity problems since the variables in Figure 3 typically show correlations close to 0.99. Two approaches were adopted for constructing different "forcing trends".
The first approach consists in simply adding the forcing variables to construct the forcing trend. This is the standard procedure in climate modeling. Three forcing trends using this approach were considered ( Figure 4 ): 1) well-mixed greenhouse gases (WM_GHG) which represents the dominant human contribution to the observed radiative forcing; 2) GHG_SOLAR, composed of WM_GHG plus SOLAR, represents the main anthropogenic and natural forcing variables; 3) ALL_FORCING includes all of the human and natural forcing that contribute to the forcing trend (GHG_SOLAR plus H2O, LAND_USE, S_ALBEDO, BC, R_AER and AIE). Note that STRAT_AER was not added for constructing the forcing trend given that it is stationary around a constant (see below for the results of the unit root tests). Instead, this variable is introduced as another independent variable in the regression models that are presented later. As can be seen from Figure 4 , WM_GHG is the most important variable contributing to the increase of radiative forcing. Solar forcing mainly contributes to adding variability to the WM_GHG trend, particularly imparting the well-known Schwabe 11 year cycle (WGI-IPCC, 2007 ). The ALL_FORCING variable shows that the sum of forcing factors other than greenhouse gases and solar have a negative net effect on the forcing trend.
The reduction in the rate of growth of the total radiative forcing is particularly important since the 1990's, which is primarily due to the direct and indirect effects of tropospheric aerosols [???] .
The second approach consists in applying a principal component analysis for reducing the dimensionality and extracting the principal modes of variation, in particular the trend mode. The first principal component explains 83.32% of the variance of the radiative forcing and, as can be seen in Figure 5 , it represents the forcing trend. As revealed by the eigenvector associated to this principal component, the forcing trend is a mixture of human and natural factors with similar weights, except for stratospheric aerosols whose weight is close to zero. The forcing trend, presented in Figure 5 , is thus a combination of all forcing series excluding stratospheric aerosols. The second principal component (also depicted in Figure 5 ) explains only 10.15% of the variance and it mainly represents the stratospheric aerosols forcing. The remaining principal components contribute only marginally to explaining the variance of this set of time series and therefore are excluded from subsequent analyses.
The time series properties of the series constructed using both approaches are analyzed in the rest of this section and will be used for the multivariate models presented in the following sections.
Note that while the first approach has the advantage that it has a clear physical meaning and that it allows for easier attribution of the observed warming to different natural and anthropogenic factors, the second approach may provide a clearer separation of the trend mode from the other modes of variability.
As in the previous section, standard ADF unit root tests were applied to the forcing variables.
The ADF tests included in all cases a constant and a trend as the deterministic component with the exception of the STRAT_AER and PC2 variables for which only a constant was included. The results in Table 6 show that while PC2 and STRAT_AER can be considered as stationary around a constant, the unit root null hypothesis cannot be rejected at any conventional levels for all the "forcing trend" variables. Nevertheless, as mentioned in the previous section, standard unit root tests can be severely affected by the presence of structural breaks in the trend function, particularly when the break occurs in the slope parameter. Figures 4 and 5 strongly suggest that the rate of growth of these variables has not remained constant over the sample period, and thus standard unit root tests may not be adequate for investigating their time-series properties.
The existence of structural breaks in the slopes of the trend function of these forcing trend variables was tested using the Perron and Yabu (2009) procedure and, as shown in Table 7 , for all variables the null of parameter stability can be strongly rejected. Although the presence of structural breaks in the forcing variables has been discussed in the literature, it has seldom been formally tested (see for example, WGIII-IPCC, 2007) . The results of the Perron-Yabu (2009) procedure clearly suggest that the finding of unit roots in the forcing variables reported in previous publications may due to the effect that breaks in the slope of the trend function have on standard unit root tests. As in the case of global and hemispheric temperatures, allowing for the presence of a one-time structural change in the slope of the trend function changes the conclusions markedly.
As shown in Table 8 , the Perron (1997) and Kim and Perron (2009) This finding has important implications for the multivariate modeling of temperatures and radiative forcing variables. The results indicate that there are no differences in the order of integration of these variables, all of them can better be described as trend stationary processes. Therefore, the existence of long-term relationships can be tested using standard regression models and there is no need to invoke for this purpose cointegration methods that require the assumption of unit root processes in temperature and forcing series. As mentioned, this assumption has been shown to be at odds with the observed and simulated temperature data and the physics of climate (Gay et al., 2009; Estrada et al., 2010; Estrada et al., 2011; Triacca, 2001 ).
The point estimate of the break date for all the forcing trend variables constructed under the first approach is 1960. This break occurs after the small decline in the well-mixed greenhouse gases forcing around WWII and the subsequent recuperation of European economies (Figure 4 , WM_GHG). For PC1, the break date occurs 13 years earlier, in 1947. The estimated post-break rates of growth of the radiative forcing variables defined above are of much larger magnitude in comparison with those before the pre-break: for WM_GHG the increase in the rate of growth is 334%; 213% for GHG_SOLAR and 345% for ALL_FORCING. In the case of PC1, the post-break rate of growth is 107% larger than it was prior to the occurrence of the break. It is interesting to note that according to the 95% confidence intervals estimated using the Perron and Zhu (2005) procedure (Table 9 ), the break dates of the forcing variables are not statistically different form the break date found in the southern hemisphere temperature series. Also, when applying the Perron and Yabu (2009) test on the forcing trends to the sub-sample 1880-1930, another break in the slope can be found at the beginning of the 20th century which is very close to the one that can be found in the southern hemisphere temperature series using the NASA dataset and when restricting the HadCRUT series to 1880-2010 (Table 4 and Figure 2 ). In the case of global and northern hemisphere temperatures, the break in the slope occurs later in the century and there is no evidence of another break at the beginning of the century. Despite these differences, it is shown in the next section that the long-term movements of all these variables are so closely related that the observed temperature and forcing trends cancel out producing stationary residuals. Temperature and forcing variables share the same long-term trend. Furthermore, it becomes apparent that the forcing signal of well-mixed greenhouse gases is present in all temperature series, being especially pronounced for southern hemisphere temperatures. The signal is much clearer there because it is dominantly covered by ocean which is known to modulate temperature variability much more than in the northern hemisphere, making it more stable around the long-term trend (Jones et al, 1986a,b; Hansen and Lebedeff, 1987) .
The difference in the estimates of the break dates in the Northern hemisphere, Southern hemisphere and global temperatures can be accounted for by the effect of the Atlantic Multidecadal Oscillation (AMO) which represents ocean-atmosphere processes naturally occurring in the North Atlantic with a large influence over the Northern Hemisphere and global climates. As shown in Estrada et al. (2012) , when this effect is filtered out the break dates for Global and Northern
Hemisphere from the HadCRUT3 dataset are estimated to occur in 1955 and 1959, respectively.
The NASA dataset leads to similar estimates of the break dates, namely 1956 and 1968. Hence, once the AMO is accounted for, all temperature series have nearly the same break dates, which are very close to those of the forcing variables. Since the AMO is a stationary process, though with long swings, it is inconsequential whether one accounts for it when assessing the time series properties of the temperature series (existence of breaks, integration order, co-movements, etc.). It is, however, important to include it to account for short-term variations, and we will do so below when providing multivariate time series models for Northern and global temperatures.
3 Common breaking trends.
Since Engle and Granger (1987) , cointegration techniques have become the standard procedure for testing and estimating long-term relationships between nonstationary variables. The attribution studies based on time series analyses that have been published are based on cointegration techniques, although the basic assumption needed for this procedure, namely variables that are integrated processes, was never soundly tested for temperature variables until recently (Gay et al., 2009; Estrada et al., 2011) . The present paper extends these previous studies applying statistical methods that are appropriate for non-integrated.
It is important to bear in mind that a cointegration analysis is only one possibility for relating trends of non-stationary variables. For example, Engle and Kozicki (1993) showed that relationships between non-stationary variables can be established when linear combinations of different time series cancel out some "common features" such as trends and co-breaking in trend parameters.
We use a simple approach for testing for common trends in temperature and forcing variables that consists in estimating an Ordinary Least Squares (OLS) regression and conducting a standard ADF test on the residuals. This is similar to the Engle-Granger two-steps cointegration test but for trend-stationary variables and therefore the relevant critical values are those tabulated for the standard ADF test with no deterministic terms included. The basic idea is to detrend global and hemispheric temperatures with the forcing trends defined previously and test if there are nonstationarities remaining in the residuals. If the residuals are stationary, it can be concluded that both temperatures and radiative forcing share the same long-term trend and that the observed warming during the 20th century can be attributed to anthropogenic activities.
The first step for testing for a common trend in temperature and radiative forcing variables consists in estimating an OLS regression model of the type:
where T i,j,t are the observed average temperatures for the global, northern and southern hemisphere (i = 1, 2, 3) and for the NASA and HadCRUT3 datasets (j = 1, 2), while F T r,t are the forcing trends. The way forcing trends were defined above is useful to separate the importance of human and natural factors in the observed warming trend: WM_GHG can be assumed to be mostly human-made, while GHG_SOLAR represent a combination of the main human and natural forcing factors. ALL_FORCING represents the sum of all natural and anthropogenic forcing factors.
If the residuals of regression (1) obtained using WM_GHG are found to be non-stationary but to be stationary when using the GHG_SOLAR or ALL_FORCING variables, then this would be evidence about the strong contribution to observed warming by non-human-induced forcing factors. On the opposite, if the residuals are stationary when temperatures are detrended using WM_GHG only, the interpretation is then that anthropogenic factors are the dominant cause of global warming. To further highlight the importance of human role in the observed warming of the 20th century, a combination of the forcing trends defined above is also considered: ALL_FORCING minus WM_GHG (hereafter ALL_FORCING*) which represents all forcing with the exclusion of the most important anthropogenic forcing (i.e., greenhouse gases).
Tables 10 shows the slope coefficient estimates of regression (1) as well as the associated tstatistic value and the coefficient of determination for each combination of temperature and forcing trends. The first thing that transpires from these results is that the slope coefficients in all the estimated regressions using ALL_FORCING* are nonsensical because they imply a negative relation between radiative forcing and temperature that is not physically possible. The total forcing trend when excluding WM_GHG has a strong negative trend that cannot reproduce the observed warming. Hence, the observed warming cannot be explained in a physically consistent manner if the well-mixed greenhouse gases are excluded. The last column of Table 10 presents the value of the standard ADF test specified with no deterministic terms when applied to the residuals of regressions (1). These results show strong support for the common trend hypothesis between temperatures and radiative forcing, and in particular for the contribution of greenhouse gases to the observed warming. Even when the forcing trend is limited to WM_GHG, the ADF test is considerably larger (in absolute value) than the critical value at the 1% significance level, providing strong evidence that observed temperatures follow the same long-term path as the human-made forcing, which has been increasing very rapidly since 1960. Strong evidence in favor of a common trend is shown for global and hemispheric temperatures and for both NASA and HadCRUT3 datasets.
The variable PC1 is of special interest because, as mentioned, a principal component analysis permits extracting the trend mode in a way that it is more clearly separated from other modes of variation in the original multivariate forcing dataset. Hence, it may provide a better representation of the secular movement of the forcing during the sample period. The results of this procedure for testing for a common trend indicate a strong long-term relationship between temperature and radiative forcing. It is worth noting that the common trend finding is not sensitive to the way the forcing trend is constructed as revealed by the ADF statistic values reported which are highly significant in all cases, provided WM_GHG is included. Figure 6 shows the observed global and hemispheric temperatures from the NASA and Had-CRUT3 datasets and the corresponding fitted temperatures obtained from regression (1). This figure illustrates that the different definitions of the forcing trend describe very well the long-term movement of all temperature series, irrespective of the temperature dataset used and of the forcing trend considered. It is worth noting that the fit produced by WM_GHG reproduces the southern hemisphere temperature so closely that it almost appears to be a running-mean of temperature.
The fit is also very good for global northern hemisphere temperatures, though not as good as for the southern hemisphere. As has been documented in the literature, the northern hemisphere's temperature shows larger variability around its long-term trend because of large ocean-atmosphere cycles that are part of the natural variability over the North Atlantic (notably by the Atlantic Multidecadal Oscillation) and also by the differences in the percentage of land-continent (Wu et al., 2011; Knudsen et al., 2010; Schlesinger and Ramankutty, 1994; Kerr, 2000) . The southern hemisphere temperature series depicts more clearly the secular movement than the global and northern hemisphere temperature because the ocean modulates much more temperature variability.
Figure 6 also shows the ALL_FORCING plus START_AER and the PC1 plus the PC2 fits 3 , and as can be seen, these variables associated with volcanic eruptions have an important effect on temperature variability over the northern hemisphere that is also present in global temperatures.
Stratospheric aerosols were not significant for the southern hemisphere temperature, showing that volcanic eruptions did not impacted significantly temperature in this hemisphere during the last century. Figure 6 illustrates other important common characteristics of temperatures and forcing trends, most of them being more evident for the southern hemisphere temperatures for the reasons mentioned. For example, the cooling or slow down of warming shown by all temperature series during the 1940-1975 period that has been reported numerous times in the literature (see for example, Jones et al., 1986a,b,c; Hansen and Lebedeff, 1987; Tol and de Vos, 1998 ) also coincides with a slow down in the well-mixed greenhouse gases forcing during the same period, which can be attributed to the ending of WWII and the subsequent recuperation of Europe's economy and industrial production. The relative slow down in the warming during the last two decades, which has sometimes been reported in the literature (Hansen et al., 2011) , also matches with the deceleration in the increase of the well-mixed greenhouse gases forcing mainly in CFCs due to international regulation of these gases (this is more clearly seen in the southern hemisphere temperatures).
Finally, as discussed in the previous sections, the structural break found in the NASA's southern hemisphere temperature (and in the HadCRUT3 data when the sample is restricted) is also present in the well-mixed greenhouse forcing.
The evidence presented in this section indicate that the WM_GHG forcing had a determinant role in the observed warming during the last century, and that is has been the main driver of the long-term movement in observed temperatures. The changes in aerosols, albedo and other forcing factors contributed somewhat to reducing the warming particularly since the second part of the 20th century. The solar cycles and the volcanic forcing are the main contributors to the variability around the well-mixed greenhouse forcing trend. In the light of the strong evidence for a long-term relation between forcing and temperature variables, the results indicate that the break in the forcing trend caused the subsequent breaks in temperature series. Table 12 presents a comparison of the post-and pre-break values of the slope of the trend for the forcing and temperature series. In all cases the breaks in temperature series are more than proportional to the break in the forcing variable, irrespective of the forcing trend and of the temperature dataset. For example, for the case of PC1, a doubling in the rate of growth of the forcing produced a post-break slope in the global mean temperature between 4.3 (NASA) and 7.2 (HadCRUT3) times its previous value. For the northern hemisphere the response to the break in the forcing trend is even larger ranging from 6.6 (NASA) and 9.1 (HadCUT3) times its pre-break slope, while for the southern hemisphere the post-break slope is between 3.4 and 10 times its first slope value. Due to natural variability processes and climate dynamics, the breaks in the slope of the forcing manifested themselves with different time lags in global and hemispheric temperatures.
The break had an impact on the southern hemisphere almost simultaneously, while for the northern hemisphere and global series these breaks occurred about 35 and 24 years later, respectively.
4 Short-run dynamics and Granger-causality tests.
To test for the existence of feedback processes in the short-run dynamics of forcing and temperature variables, a vector autoregressive model (VAR) was estimated using the detrended data of the PC1 forcing and of the NASA's global and hemispheric temperatures, as well as the Southern Oscillation Index (SOI) as endogenous variables and PC2 and a constant term as exogenous. The best VAR models estimated for both hemisphere and global temperature series are of order 3
and misspecification testing shows that they are statistically adequate (no autocorrelation, no heteroskedasticity, and residuals approximately normal). These models also satisfy the stability condition as the inverse roots of the characteristic polynomials lie inside the unit circle in all cases. Table 12 presents the results of Granger Causality tests, which allow investigating the possible exogeneity of variables included in the VAR model. They show that the detrended forcing (PC1)
does not Granger-cause detrended global or hemispheric temperatures, and that the detrended global or hemispheric temperatures also do not Granger-cause detrended PC1. Hence, the forcing trend, here represented by PC1, has a strong role defining the long-term evolution of global and hemispheric temperatures but does not contribute to the short-term dynamics and no significant short-term feedback processes is present, at least with the annual frequency considered. The results are the same using any of the forcing trends considered (as long as WM-GHG is included). Hence, the forcing trends are exogenous.
5 Time series models for global and hemispheric temperature series.
In this section, statistically adequate models for global and hemispheric temperatures from the NASA and HadCRUT3 datasets are presented. It is shown that parsimonious time-series models can provide a very good fit for observed global and hemispheric temperature series and that they produce basic estimates of climate sensitivity that are within the ranges that have been reported in the literature produced using different methods. The models attempt to capture both the short and long-term dynamics: the secular movement in global and hemispheric temperature is captured by the forcing trends that were shown to share their long-term trend with temperature variables, while the short-run dynamics are accounted for by the internal dynamics of temperature series and by some climate indices that are known to have an important role in capturing the inter-annual variability of global and hemispheric temperatures. The general form of the models is represented by the following regression:
where T t is global, northern or southern hemisphere temperature from the NASA and HadCRUT3 datasets. Two sets of models were estimated using two different forcing trends and stratospheric forcing. The first set uses the PC1 as the forcing trend variable (FT) and PC2 as a proxy for the stratospheric aerosols forcing (AER). The second set of models uses ALL_FORCING and STRAT_AER as the forcing trend and the stratospheric aerosols forcing, respectively. For modeling the short-and medium-term dynamics, the general model includes the El Niño/Southern Oscillation (ENSO, denoted here by the SOI), the North Atlantic Oscillation (NAO) and the Atlantic Multidecadal Oscillation (AMO), which are commonly considered as some of the most important natural sources of inter-annual global and hemispheric climate variability (Enfield et al., 2001; Hurrell, 1995; Wolter and Timlin, 1998) . The different models show strong similarities that make results robust in that they do not depend on the data set used (NASA or HadCRUT3) or the definitions of the forcing variables included (PC1 or ALL_FORCING; PC2 or STRAT_AER). Global temperature models typically include as significant variables the forcing trend, stratospheric aerosols, a lagged value of global temperature, and the contemporaneous values of SOI and AMO. As expected from the results in the previous sections, the short-term dynamics are more complex in the northern hemisphere temperatures compared to those for the global and southern hemisphere temperatures. Models for the northern hemisphere temperature in general include the same variables as for the global temperature models plus a second order lagged value of northern hemisphere temperatures and of AMO and a contemporaneous value of NAO. On the other hand, the models for the southern hemisphere temperatures show simpler short-term dynamics for which only the contemporaneous value of SOI and AMO and a lagged value of the southern hemisphere temperature are relevant for explaining short-term temperature variability. As discussed previously, the variability of the southern hemisphere temperatures is strongly modulated by the oceans and, hence, less affected by shorter-term processes compared to the global and northern hemisphere temperatures. As in the case of the VAR model presented in the previous section, for all models of temperature series lagged terms of the forcing trend are not significant, supporting the hypothesis that this variable does not have a significant effect on short-term dynamics. Some differences in the results between the datasets are clearer for the southern hemisphere series, where for the HadCRUT3 series the forcing from stratospheric aerosols is not significant and the AMO is shown to be relevant for explaining part of the variability of temperature. These are due to the wider ocean sea-surface temperature coverage of the HadCRUT3 dataset (Brohan, 2006) .
The estimated long-run effect of the total forcing (excluding the stratospheric aerosols) is very similar regardless of the dataset used: the global temperature estimate differs only by 1.08% from one dataset to the other, while for the northern hemisphere the difference is 5.86% and the largest difference (8.11%) occurs in the estimate for the southern hemisphere, where the two datasets are less similar. The estimates show even smaller differences amounting to less that 3.5% (0.15% for global, 3.12% and 3.44% for northern and southern hemisphere, respectively). Again, the results are robust to the different datasets and the definition of the forcing variables.
The estimates in Table 13 and climate models (Hansen, 1996) 4 . Basic estimates of CS to a doubling of the atmospheric concentrations of CO2 can also be obtained, although they must be interpreted with care. Strictly, to estimate CS two equilibrium states should be compared, and the observed climate is not at an equilibrium state (WGI-IPCC, 2007; Hansen, 2005) . Rather, observed temperature records describe a climate transient, i.e., a measure of the strength and of the climate response to greenhouse gas forcing. Hence, the estimated CS presented here are expected to underestimate the "true" value of this parameter, and to lie close to the lower end of the CS range produced by climate models and reported, for example, in the IPCC's Fourth Assessment Report (WGI-IPCC, 2007) .
To construct the CS estimates, it is assumed that for a doubling of CO2 atmospheric concentrations the corresponding radiative forcing is ∆Q 2x = 4.39 W/m2 (Houghton et al., 1990; Wigley and Raper, 1990 ). The CS parameter is then estimated by S = β 1 /(1 − φ 1 − φ 2 )∆Q 2x . In order to account for the uncertainty in the estimated parameters β 1 , φ 1 and φ 2 , the confidence intervals for S where obtained from Monte Carlo simulations using 10,000 replications based on the parameters and standard errors shown in Table 13 . Stern, 2000) . But it is worth noting that these differences are not statistically significant, the long run response of a doubling of CO2 concentrations would produce an almost homogeneous warming over both hemispheres.
The estimates presented in Table 14 do not take into account a large part of the feedback processes that exist in the climate system and that are incorporated in complex climate models.
Therefore, they could seriously underestimate the CS and the hemispheric differences could be larger due to the diverse regional climate feedback processes. To illustrate the importance that these feedbacks can have over CS estimates, consider the following equation for expressing the climate sensitivity, S = ∆T 0 /(1 − f ) where f is the feedback factor, which amplify (if 0 < f < 1) or damp the initial blackbody response of ∆T 0 = 1.2 • C for a CO2 doubling (Knutti and Hegerl, 2008) .
The typical value for current General Circulation Models has a mean of 0.65 (Knutti and Hegerl, 2008) . Using this value for f , climate sensitivity for global temperature would be 4.9 o C instead of 1.7 o C. The underestimates of the CS presented in Table 14 when compared to the CS range produced by climate models are probably due to several feedback processes that a climate model considers but that statistical models exclude. In addition, as argued above, observed temperature records do not provide information about equilibrium states but merely about a climate transient.
It is likely that a large part of the warming induced by changes in radiative forcing during the 20th century has not yet manifested itself in observed temperatures (Hansen et al., 1985; . Kaufmann et al. (2006a) proposed an alternative model for global temperatures. They assumed the temperature and forcing series to be integrated processes without breaks and accordingly considered an error-correction model based on a cointegrating relation between temperature and forcing labelled CECM. We updated their results using the specification presented in Table III of Kaufmann et al. (2006a) . The radiative forcing trend is RFAGG which is composed of the radiative forcing of well-mixed greenhouse gases, the direct and indirect radiative forcing of anthropogenic sulfur emissions and the radiative forcing of solar irradiance. The cointegrating relation between temperatures and RFAGG is given by
so that μ t is stationary. Efficient estimates of the parameters α 1 and β 1 are obtained using Dynamic
Ordinary Least Squares (DOLS) with one lag and lead terms. The results are presented in Table   15 . In all cases the long-run relationship between temperatures and radiative forcing represented by β 1 is found to be highly significant and its magnitude is similar across the various temperature series. The estimatesα 1 andβ 1 can then be used to estimate the following error-correction model by OLS:
The number of lags were specified as in column (4) of Table III The parameter estimates of the ECM (4) estimated by OLS are presented in Table 16 . They show that many estimates are not statistically significant. Note that with the exception of the contemporary value of SOI all other series included to account for natural variability are not statistically significant, in particular NAO is not significant in the regression for the NH temperatures and it has a negative sign in the regression for global temperatures. The later results are somewhat
at odds with what could be expected from climate theory (Hurrell, 1996 (2006a) . This gives additional support to our results in Section 4 which stated that the radiative forcing trend does not contribute to the short-term dynamics of temperature and that there are no significant short-term feedback processes, at least when considering an annual frequency.
To compare the two models, we consider both their relative in-sample and out-of-sample forecast performance. The trend stationary models (TSM) considered is the one in Table 13 using ALL_F ORCING and ST RAT _AER. We report the root mean squared error (RMSE), the Theil Inequality Coefficient (TU), and to assess whether one model has significantly better predictive power, we use the Diebold-Mariano test (DM; Diebold and Mariano, 1995) and the S 2a test (Lehmann, 1975) . Withŷ t the forecast of the relevant temperature value y t , the RMSE is computed
2 /h" where t f is the starting date of the forecasting period and h is the forecast horizon. The TU statistic is defined by
and has the advantage of being scale invariant and defined between 0 and 1, with zero indicating a perfect forecast. The S 2a statistic is defined by:
is the number of forecasts andŷ t T SM denotes the forecast from the TSM model whileŷ t CECM is the forecast from the CECM model. The DM statistic is the t-statistic of the OLS estimate of α in the following regression:
Significantly negative values of the statistics S 2a and DM provide evidence that the the TSM forecasts are statistically more accurate than those of the CECM.
Tables 17 and 18 present comparisons of the TSM and CECM forecast performances using insample one-step ahead (static) and dynamic forecasts starting from the beginning of the sample to the last available observation. The results are similar and show that the TSM forecasts for G and NH are more accurate than those of the CECM and that the differences in forecast performances are statistically significant at the 5% level. These results hold for both the HadCRUT3 and the NASA temperature datasets. For SH temperatures, the forecast performances of the TSM and the CECM are similar, and neither the S 2a nor the DM tests indicate a statistically significant difference at the 5% level, with the exception of the dynamic forecast using the NASA dataset in which case the CECM performs better. Table 19 presents the results for an out-of-sample dynamic forecast evaluation. To construct the forecasts, the sample period used for model estimation was 1880-1990 and 1991 to 2010 was the forecasting period with an horizon h of 20 years. The actual values of the explanatory variables were used to generate the forecasts. The results confirm that the forecasts for G and NH from the TSM are significantly more accurate that those from the CECM at the 5% level, and that in the case of SH the differences in forecast performance are not statistically significant.
In summary, the TSM model not only better represents the data generating processes of temperatures but also produces more accurate forecasts for all temperature series with the exception of SH. in which case the forecast performances of TSM and CECM are in general not statistically different. These results are robust to the temperature dataset used and also to the type of forecasts conducted. These findings are consistent with the fact that the TSM model provides a better in sample fit for G and NH temperatures and a nearly equal fit for SH as indicated by the standard errors of the regressions (compare Tables 13 and 16 ).
Conclusions
This paper demonstrates the existence of a robust long-run relationship between radiative forcing and global and temperature series, and that the anthropogenic emissions of greenhouse gases have contributed dominantly to the observed warming during the recorded period. The attribution of climate change to anthropogenic activities presented here is robust in the sense that it takes into account the most important natural and anthropogenic forcing variables, the most important natural variability modes referred in the literature, and is based on the two most important temperature records available.
The univariate time series analysis shows that both temperature and forcing variables are better shown with multivariate models that these piecewise linear long-term trends cannot be reproduced in a physically acceptable way unless the well-mixed greenhouse gases forcing is included; the other forcing variables by themselves cannot explain the observed warming. The temperature series show a delayed but more than proportional response to the change in the slope of the forcing trend. In one of the cases analyzed, a doubling in the rate of growth of the forcing trend leads to a post-break slope in temperature series of 7.2, 9.1 and 10 times the pre-break slope values for global, northern and southern hemisphere temperatures. The delay in the response was estimated to be 8 years for the southern hemisphere temperature and 24 and 37 years for global and northern hemisphere temperatures. The large delay in the northern hemisphere is due to the low frequency natural variability produced by ocean/atmosphere processes over the North Atlantic (Estrada et al., 2012) .
The tests for a common trend demonstrate that temperatures and forcing variables share the same long-term trend which is shown to be highly influenced by the well-mixed greenhouse gases The joint contribution of all forcing variables except well-mixed greenhouse gases produced a net cooling effect of 0.1 o C from 1880 to 2010. It is also shown by means of Granger-causality tests that while forcing variables determine the long-term evolution of global and hemispheric temperatures they do not contribute to the short-term dynamics and that there are no significant short-term feedback processes, at least at the annual frequency.
Parsimonious models for the global and hemispheric temperatures that are able to capture both the short and long-term dynamics are presented. These were shown to provide a better fit and more accurate forecacts than the error correction model of Kaufmann et al. (2006a) . The secular movements in global and hemispheric temperatures are represented by the forcing trends that were shown to share their long-term trend with the temperature variables, while the short-run dynamics are influenced by the internal dynamics of temperature series and by the SOI, NAO and AMO which are some climate indices that are known to have an important role determining the inter-annual variability of temperatures. These statistically adequate models provide an excellent fit to the global and hemispheric temperature series and important similarities and differences in the short-run dynamics and in the secular movement. In all cases, the forcing trend variable is highly significant and its effect on temperatures is larger over the northern hemisphere than in the southern hemisphere or globally. While stratospheric aerosols are shown to have had a large but short-term cooling effect in the northern hemisphere, the effect of volcanic eruptions during the period studied is shown not to have been significant in the southern hemisphere. Short-run dynamics are also shown to be very different in the northern and southern hemispheres. The northern hemisphere is characterized by a much more complex short-run dynamics with stronger persistence and a large influence of ENSO, NAO and AMO. The southern hemisphere temperature has a simpler dynamic in which the excursions from its secular trend are smaller and are mainly influenced by ENSO.
Climate sensitivity estimates are presented for a doubling in the CO2 atmospheric concentrations. These estimates are within the 1.5 • C-4.5 o C range commonly accepted but as discussed they should be interpreted with care because observed climate is not at an equilibrium state but a climate transient and the statistical models do not include all the relevant feedback processes which are known to have a major role in determining the equilibrium temperature. This paper provides strong evidence on the direct attribution of climate change to anthropogenic activities using observed temperatures, forcing variables and statistical methods.
1 Perron-Yabu testing procedure for structural changes in the trend function.
Perron (1989) showed that the presence of structural changes can have considerable implications when investigating time-series properties by means of unit root tests. This creates a circular problem given that most of the tests for structural breaks require to correctly identify if the data generating process is stationary or integrated. Depending on whether the process is stationary or integrated the limit distribution of these tests are different and, if the process is misidentified, the tests will have poor properties. The Perron and Yabu (2009b) test was designed explicitly to address the problem of testing for structural changes in the trend function of a univariate time series without any prior knowledge as to whether the noise component is stationary or contains an autoregressive unit root. The approach of Perron-Yabu builds on Perron and Yabu (2009a) who analyzed the problem of hypothesis testing on the slope coefficient of a linear trend model when no information about the nature, I(0) or I(1), of the noise component is available.
We present the case of a model with a one-time structural break in the slope of the trend function with an autoregressive noise component of order one (AR(1)). A more detailed presentation of this case and of other structural change models and extensions can be found in the original Perron-Yabu article. Consider the following data generating process:
vector of deterministic components, and Ψ is a (r × 1) vector of unknown parameters which are model specific and described in the next paragraphs. The initial condition u 0 is assumed to be bounded in probability. The autoregressive coefficient is such that |α| ≤ 1 and therefore, both integrated and stationary errors are allowed. The interest is testing the null hypothesis RΨ = γ where R is a (q × r) full rank matrix and γ is a (q × 1) vector, where q is the number of restrictions. The restrictions are used to test for the presence of a structural change in the trend function. For this purpose, Perron-Yabu consider three models where a change in intercept and/or slope in the trend function occurs. In what follows, the break date is denoted T 1 = [λT ] for some λ ∈ (0, 1), where [·] denotes the largest integer that is less than or equal to the argument and 1 (·) is the indicator function.
The model to test for a one-time change in the slope of the trend function is specified with x t = (1, t, DT t ) 0 and Ψ = (μ 0 , β 0 , β 1 ) 0 where DT t = 1 (t > T 1 ) (t − T 1 ) so that the trend function is joined at the time of the break. The hypothesis of interest is β 1 = 0. The testing procedure is based on a Quasi Feasible Generalized Least Squares approach that uses a superefficient estimate of the sum of the autoregressive parameters α when α = 1. The estimate of α is the OLS estimate obtained from an autoregression applied to detrended data and is truncated to take a value 1 when the estimate is in a T −δ neighborhood of 1. This makes the estimate "super-efficient" when α = 1 and implies that in the case of a known break date, inference on the slope parameter can be performed using the standard Normal or Chi-square distribution whether α = 1 or |α| < 1. Theoretical arguments and simulation evidence show that δ = 1/2 is the appropriate choice. When the break date is unknown, the limit distribution is nearly the same in the I(0) and I(1) cases when considering the Exp functional of the Wald test across all permissible dates for a specified equation, see Andrews and Ploberger (1994) . Hence, it is possible to have tests with nearly the same size in both cases. To improve the finite sample properties of the test, they also use a bias-corrected version of the OLS estimate of α as suggested by Roy and Fuller (2001) . The testing procedure suggested by the authors is:
1. For any given break date, detrend the data by Ordinary Least Squares (OLS) to obtain the residualsû t ;
2. Estimate an AR(1) model forû t yielding the estimateα;
3. Useα to get the Roy and Fuller (2001) biased corrected estimateα M ;
4. Apply the truncationα
5. Apply a Generalized Least Squares (GLS) procedure withα MS to obtain the estimates of the coefficients of the trend and the variance of the residuals and construct the standard Wald-statistic W F MS ;
6. Since the break date is assumed to be unknown, the 5 steps above must be repeated for all permissible break dates to construct the Exp functional of the Wald test denoted by
where where Λ = {λ; ≤ λ ≤ 1 − } for some > 0. We set = 0.15 as is common the literature.
2 Perron and Kim-Perron unit root tests with a one-time break in the trend function
As shown in Perron (1989) , the sum of the first order autoregressive coefficients is highly biased towards unity if there is a shift in the trend function. In this case, the unit root null is hardly rejected even if the series is composed of i.i.d. disturbances around a trend. Furthermore, if the break occurs in the slope of the trend function, unit root tests are not consistent, i.e., the null hypothesis of a unit root cannot be rejected even asymptotically. Perron (1989) proposed an extension of the Augmented Dickey-Fuller (ADF) test Fuller, 1979, Said and Dickey, 1984) that allows for a one-time break in the trend function of a A-2 univariate time series. Three different model specifications were considered: the "crash" model that allows for an exogenous change in the level of the series; the "changing growth" model that permits an exogenous change in the rate of growth; and a third model that allows both changes. For this test, the break dates are treated as exogenous in the sense of intervention analysis (e.g., Box and Tiao, 1975) , separating what can and cannot be explained by the noise in a time series. Our interest centers in the "changing growth" model, which can be briefly described as follows. The null hypothesis is:
where DU t = 1 if t > T B , 0 otherwise; T B refers to the time of the break, and
and B(L) pth and qth order polynomials, respectively, in the lag operator. The innovation series {e t } are ARM A(p, q) type with possibly unknown p, q orders. The alternative hypothesis is:
t + e t where DT * t = t − T B ; if t > T B and 0 otherwise. The "changing growth" model takes an "additive outlier" approach in which the change is assumed to occur rapidly and the regression strategy consists in first detrending the series according the following regression:
Then an ADF regression is estimated on the residuals e y t as follows:
where the k lagged values of ∆e y t−i are added as a parametric correction for autocorrelation. In the Perron (1989) test the break is assumed to occur at a known date. Later, Perron (1997) generalized the test for the case when the date of the break is unknown and he proposed determining the break point endogenously from the data. This is done by estimating the break date by minimizing the sum of squared residuals from regression (A.2). The resulting unit root test is then the t-statistic for testing that α = 1 in regression (A.3) estimated by OLS. The critical values of the limit distribution of the test are tabulated in Perron (1997) . A problem with most procedures for testing for unit roots in the presence of a one-time break that occurs at an unknown date is that the change in the trend function is allowed only under the alternative hypothesis of a stationary noise component. As a consequence, it is possible that a rejection occurs when the noise is I(1) and there is a large change in the slope of the trend function. A method that avoids this problem is that of Kim and Perron (2009) . Their procedure is based on a pre-test for a change in the trend function, namely the Perron and Yabu (2009b) test. If this pre-test rejects, the limit distribution of the unit root test is then the same as if the break date was known (Perron and Vogelsang, 1993) . This is very advantageous since when a break is present the test has much greater power. It was also shown in simulations to maintain good size in finite samples and that it offers improvements over other commonly used methods. The testing procedure under the additive outlier approach for the changing growth model consists in the following steps:
1. Obtain an estimate of the break dateT B =λT by minimizing the sum of squared residuals using regression (A.2). Then construct a window around that estimate defined by a lower bound T l and an upper bound T h . A window of 6 observations was used. Note that, as shown by Kim and Perron (2009) , the results are not sensitive to this choice;
2. Create a new data set {y n } by removing the data from to T l + 1 to T h , and shifting down the data after the window by S (T ) = y T h − y T l ; hence,
Perform the unit root test using the break date T l . This is the t-test statistic for testing that e α = 1 in the following regression estimated by OLS, denoted by t α (λ AO tr ):
) and e y n t is the detrended value of y n .
The number of lags in (A.3) and (A.4) was chosen using the Schwarz Information Criterion (BIC) but the results are robust to alternative methods for choosing the lag length such as the Akaike Information Criterion (AIC) or the Hannan-Quinn criterion (HQ). After choosing the lag length with the information criteria, Ljung-Box tests were performed on the residuals. In all cases, no evidence of remaining autocorrelation was found.
3 Perron-Zhu methodology for estimating a confidence interval for the break date Perron and Zhu (2005) analyzed the consistency, rate of convergence and limiting distributions of parameter estimates in models where the trend exhibits a slope change at some unknown date and the noise component can be either stationary or have an autoregressive unit root. Their results are of particular relevance when considering the problem of selecting the break date when testing for structural changes and for deriving the limiting distributions of unit root tests that allow for a one-time structural change that occurs at an unknown date, such as in the Kim and Perron (2009) test. Another important practical application of deriving the limiting distribution of the estimate of the break date is that it permits forming a confidence interval for the break date.
Perron and Zhu (2005) considered a total of six models with deterministic and stochastic trends. The random component was assumed to be either stationary or to contain a unit root, while for the deterministic component three cases were considered: 1) a first-order linear trend with a one-time change in the slope such that the trend function is joined at the time of the break; 2) a local disjoint broken trend; and 3) a global disjoint broken trend. Our case pertains to the first specification with a stationary noise component. The interested reader is referred to Perron and Zhu (2005) for A-4 the specifications and limiting distributions for the other models considered by the authors. The deterministic part is specified as:
where B t is a dummy variable for the slope change defined by
with T 1 = λT the break date and λ the break fraction. Note that at the time of the break, the slope coefficient changes from β 1 to β 1 + β b but that the trend function is continuous at T 1 . This specification is therefore referred to as the "joint broken trend". The estimation method is simply to select the break date that minimizes the sum of squared residuals from a regression of the series of interest y t (t = 1, ..., T ) on the regressors {1, t, B t }, i.e., applying OLS to the model
Denote the resulting estimate byT 1 and the associated estimate of the break fraction byλ =T 1 /T . They showed that the limit distribution of the break fractionλ is:
is the true value of the change in the slope parameter and σ 2 = var(u t ). Hence, it is straightforward to construct a confidence interval using the estimates of σ 2 , β 0 b and λ 0 . Note that the limiting distribution of the break date does not depend on the structure of the errors (except from the variance term σ 2 ), in particular it does not depend on the nature of the serial correlation. The limiting distribution does depend on the location of the break, having smaller variance as the break occurs closer to the middle of the sample. As expected, the variance decreases as the shift in the slope increases.
Testing for a common long-run path
In this paper a simple approach is used to test for a common long-run path in the bivariate context. Assume two trend stationary variables of the form:
where d t and w t are nonstationary components which may be composed of a wide class of linear and nonlinear trends, breaks in their slope parameters and/or shifts in their intercepts, and u t and v t are stationary noise components. The procedure is based on testing for remaining nonstationarities in the residuals of the following regression estimated by OLS:
If the individual nonstationary components d t and w t are present in y t and x t but not in ε t , that is the residuals are found to be stationary, then it is said that y t and x t share the same long-run path. The existence of remaining non-common nonstationarities can be evaluated by applying standard unit root tests. This procedure is similar to the Engle and Granger (1987) two-steps cointegration test but it does not require the assumption of unit roots in radiative forcing and temperature variables. Also, since all series are trend-stationary, the relevant critical values are those tabulated for standard unit root (or stationarity) tests with no deterministic terms included.
Since one of the principal issues investigated in this paper is the possibility of radiative forcing and temperature variables sharing common breaks in the slope of the trend function, we also applied a more specific test for evaluating it. Following the same rational discussed above and the concept of common features of Englea and Kozicki (1993) , the Perron and Yabu (2009b) test was used for evaluating if breaks that were previously detected in the series y t and x t were still present in the residuals ε t .
The results from the Perron and Yabu test (2009b) and from the standard unit root tests applied to the residuals can provide sound evidence regarding the existence of a common long-term path, as well as of some associated common stylized facts such as breaks and transition periods.
Bierens nonparametric nonlinear co-trending test
Nonlinear co-trending is special case of the more general "common features" concept described by Engle and Kozicki (1993) . The advantage of the test proposed by Bierens (2000) is that the nonlinear trend does not have to be parameterized. The nonlinear trend stationarity model considered by Bierens (2000) can be expressed as follows:
where z t is a k-variate time series, u t is a k-variate zero-mean stationary process and f (t) is deterministic k-variate general nonlinear trend function that allow, in particular, structural changes. Nonlinear co-trending occurs when there exists a non-zero vector θ such that θ 0 f (t) = 0. Hence, the null hypothesis of this test is that the multivariate time series z t is nonlinear co-trended, implying that there is one or more linear combinations of the time series that are stationary around a constant or a linear trend. Note that this test is a cointegration test in the case when it is applied to series that contain unit roots. The nonparametric test for nonlinear co-trending is based on the generalized eigenvalues of the matrices M 1 and M 2 defined by:
n − 1) withβ 0 andβ 1 being the estimates of the vectors of intercepts and slope parameters in a regression of z t on a constant and a time trend; and
with n equal to the number of observations and α = 0.5 as suggested by Bierens (2000) . Solving |M 1 − λM 2 | = 0 and denoting the solutionλ r , the test statistic is n 1−αλ r . The null hypothesis is that there are r co-trending vectors against the alternative of r − 1 co-trending vectors. This test has a non-standard distribution and the critical values have been tabulated by Bierens (2000) . The existence r co-trending vectors in r + 1 series indicates the presence of r linear combinations of the series that are stationary around a linear trend and that these series share a single common nonlinear deterministic trend. Such a result indicate a strong secular co-movement in the r + 1 series. 1978 (1971 , 1985 ) 1971 (1962 , 1980 ) NH 1985 (1979 , 1991 ) 1984 (1977 , 1991 19 5 (1945 965) SH SH* 1923 (1914, 1932) 1955 (1945, 1965) 5 , 1 -- Note: The regression model for the unit root tests is defined in equations (1), (2) 1960 (1958 , 1962 ) GHG_SOLAR ALL_FORCING 1960 (1957 , 1963 ) 1960 (1955 , 1965 947 (1944, 1950 ) PC1 1 Table 15 . Estimates of the cointegration relation between temperature series and RFAGG using the DOLS estimator with one lag and lead terms. 
