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Starting from a very general trace-form entropy, we introduce a pair of algebraic structures en-
dowed by a generalized sum and a generalized product. These algebras form, respectively, two
Abelian fields in the realm of the complex numbers isomorphic each other. We specify our results
to several entropic forms related to distributions recurrently observed in social, economical, biolog-
ical and physical systems including the stretched exponential, the power-law and the interpolating
Bosons-Fermions distributions. Some potential applications in the study of complex systems are
advanced.
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I. INTRODUCTION
Complex systems have statistical properties that differ greatly from those of classical systems governed by the
Boltzmann–Gibbs (BG) entropy [1–6]. Often, the probability distribution observed in complex systems deviates
from the Gibbs exponential one, showing asymptotic behavior characterized by stretched exponential [7], power law
[8] or log-oscillating [9] tails. To take into account these phenomena typically observed in social, economics, bio-
logical and physical systems [10–15], several entropic forms [16–21] have been introduced on the physical ground.
They are derived by replacing the logarithmic function appearing in the BG entropy with its generalized ver-
sion. In this way, the corresponding equilibrium distribution, obtained by maximizing the entropic form un-
der appropriate constraints, assumes a generalized Gibbs expression with a deformed exponential instead of the
standard exponential.
In [18, 22], within the framework of the κ-deformed statistical mechanics, the idea of a generalized sum and
product has been advanced with the purpose to extend some properties of standard logarithm and exponential
to the corresponding κ-deformed functions. Shortly afterwards, generalized algebras and the related calculus have
been proposed in the framework of the q-statistics based on Tsallis entropy [23, 24]. These algebras found several
applications running from the number theory [25–27], Laplace transformations [28], Fourier transformations [29–31],
central limit theorem [32, 33], combinatorial analysis [34–38], Gauss law of errors [39–41]. On the physical ground,
generalized algebras have been applied in statistical mechanics [42] and statistical field theory [43]. The concept
of generalized algebras has been employed constructively in [44, 45] jointly to the introduction of the most general
trace-form entropy compatible with the first three Khinchin axioms. In particular, [45] discussed the usefulness of a
deformed product in studying the extensive property of generalized entropies, a question that will be further analyzed
in the present work. Finally, in [46, 47], generalized algebras has been used to account for statistical correlations
originated from the fractal structures emerging in the phase space of interacting systems.
A question related to generalized algebras derived in the framework of statistical mechanics concerns the distributive
propriety between deformed sum and deformed product. In the formalism of κ-statistics it has been shown in [22] that
a distributive κ-sum and κ-product exist. These operations form an Abelian field in the domain of the real numbers.
This means that κ-sum is associative, commutative, and admits the opposite and the neutral element in the field of
the real numbers. In the same way, the κ-product is associative and commutative, and its inverse and identity exist
and belong to the real field.
Further, [18] proposed a second Abelian algebra formed by a κ-sum and a κ-product different with the former. This
algebra is not closed on the real field since the opposite element in the κ-sum is always a complex number. Thus, it
forms an Abelian field only in the realm of the complex numbers.
The situation appears more complicated in the framework of the q-statistics where a q-sum and a q-product have
been introduced almost at the same time, but independently, in [23, 24]. These operations form separately two Abelian
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2groups in R and in R+, respectively, although the q-product is not distributive with respect to the q-sum. Until today,
the question related to the existence of a distributive algebra in the framework of q-statistics is still open as remarked
in [48]. As will be shown, a possible solution to this problem is proposed in the following.
In this work we show that, starting from a well-defined complex function g(z), a pair of Abelian fields defined in the
complex plane and isomorphic to each other can be introduced. To make contact with statistical mechanics, we require
that g(z) is the analytical extension of a real and monotonic function g(x), with x ∈ U ⊂ (0, 1), used in the definition
of a generalized trace-form entropy. This is discussed next in Section 2, where we present the formalism and the
notations used in this work. In Section 3, we introduce a systematic method to derive the algebraic structures related
to a given generator g(z). In Section 4, we detail our results to some relevant distributions emerging in the study
of complex systems like the stretched exponential distribution, several power-law distributions and the interpolating
Bose–Fermi quantum distribution. Potential applications concerning the Gauss law of errors and the study of the
phase-space volume in an interacting system are investigated in Section 5. Final comments are reported in Section 6,
and the proofs for the theorems stated in this paper are presented in the appendices.
II. PRELIMINARY
Let us introduce a real function g(x) : U → V , with U ≡
(
xmin, xmax
)
⊂ R and V ≡
(
ymin, ymax
)
⊂ R, where
xmin ≤ 0, 1 ≤ xmax, ymin ≤ 0 ≤ ymax. The function g(x) is monotonic increasing in U
d g(x)
d x
> 0, ∀x ∈ U (2.1)
Without loss of generality, g(x) can be normalized in g(1) = 0. We require that any possible divergence of g(x), as x
goes to zero, is mild enough to satisfy the condition
1∫
0
g(x) dx > −∞ (2.2)
Equation (2.1) assures the existence of a function f(x) : V → U , the inverse of g(x), with
f(g(x)) = g(f(x)) = x. (2.3)
Clearly, Equation (2.1) induce the following conditions on f(x):
d f(x)
d x
> 0 (2.4)
with f(0) = 1 and
0∫
ymin
f(x) dx < +∞ (2.5)
From g(x) we introduce a function Λ(x) defined as
Λ(x) =
1
x
x∫
0
g(y) dy − Λ0, (2.6)
with Λ0 =
∫ 1
0 g(x) dx, which is strictly increasing, normalized in Λ(1) = 0 and fulfills the relation
d
d x
[xΛ(x)] = g(x)− Λ0 (2.7)
We define a generalized trace-form entropy according to
S[p] = −
W∑
i=1
pi Λ(pi) (2.8)
3where p = {pi ∈ [0, 1]}i=1, ...,W is a set of normalized probability functions.
By integrating Equation (2.7) on the interval (0, pi) and summing on the index i, we can rewrite the generalized
entropy (2.8) in the form
S[p] = −
W∑
i=1
pi∫
0
g(x) dx + Λ0
W∑
i=1
pi (2.9)
Accounting for the normalization of pi, this expression coincides with the entropy-generating algorithm proposed in
[49].
Equation (2.8) introduces a class of positive definite, symmetric, expandable, decisive, maximal, concave entropic
forms. It includes the BG entropy as a particular case for g(x) = ln(x). Furthermore, as shown in [50], Equation
(2.8) fulfills the Lesche stability condition, a fundamental property that should be satisfied by any well-established
entropic function. Finally, the statistical mechanics theory based on these entropic forms satisfy the H-theorem when
combined with the principle of microscopic reversibility [49].
Within the expression (2.8), the search of the maximum of S[p], constrained by M + 1 linear relations
W∑
i=1
φj(xi) pi = Oj (2.10)
with j = 0, 1, . . .M , is realized throughout the following variational problem
δ
δpj
S[p]− M∑
j=0
µj
W∑
i=1
φj(xi) pi
 = 0 (2.11)
Quite often, the constraints φj(x) are given by means of momenta of a set of real numbers xi representing the possible
outcomes of a certain physical observables X occurring with probability pi. For instance: O0 = 1, for φ0(xi) = 1, fixes
the normalization; O1 ≡ µ, for φ1(xi) = xi, fixes the mean value of X ; O2 ≡ σ
2, for φ2(xi) = x
2
i , fixes the variance of
X and so on.
Accounting for Equation (2.7), the result of the problem (2.11) reads
pi ≡ p(xi) = f(x˜i) (2.12)
with
x˜i = Λ0 −
M∑
j=0
µj φj(xi) (2.13)
Therefore, the distribution for the system described by the entropy (2.8) is Gibbs-like, where the function f(x) plays
the role of a generalized exponential. The BG distribution is recovered for f(x) = exp(x).
It is worthy to note that generalized trace-form entropies and the related distributions by means of a variational
principle a` la Jaynes have been discussed in [45, 51, 52]. In particular, [51, 52] have derived the most general trace-
form entropy compatible with the first three Khinchin axioms that result to be a sub-family of the most general class
(2.9).
Finally, we remark that Equations (2.1)–(2.5) assure the existence of a well-defined entropic form and its distribution,
obtained according to the maximal entropy principle. Nevertheless, these conditions are not strictly relevant to the
definition of the algebraic structures discussed in the next section. Actually, some of these conditions can be relaxed
if one is not interested in the entropic aspect of the problem but just interested in the link between the algebras and
the pertinent distribution.
III. GENERALIZED ALGEBRAS
In general, the function g(x) and its inverse f(x) can be extended analytically to the whole complex plane with the
exception of a limited set of points {zi} corresponding to the branch of g(z). In this way, let us consider the complex
function g(z), with z ∈ C0 ≡ C−{zi}, and its inverse function f(z), which is univocally defined in Riemann cut plane
C0. They assume real values when z ∈ U (resp. z ∈ V ).
4Starting from g(z) and f(z), we define a generalized sum and product forming a commutative and associative
algebra in C0. They are given by
z ⊕ z′ = f
(
ln
(
exp g(z) + exp g(z′)
))
(3.1)
z ⊗ z′ = f
(
g(z) + g(z′)
)
(3.2)
for any z, z′ ∈ C0.
Theorem 1. The algebraic structure A ≡
(
C0 × C0 → C0, ⊕, ⊗
)
form an Abelian field in C0.
This means that the generalized sum ⊕ fulfills:
(1). Commutativity: z ⊕ z′ = z′ ⊕ z;
(2). Associativity: z ⊕ (z′ ⊕ z′′) = (z ⊕ z′)⊕ z′′;
(3). Neutral element: z ⊕O = O ⊕ z = z, where O = limz→−∞ f(z);
(4). Opposite: z ⊕ [−z] = [−z]⊕ z = O, where [−z] = f(ln(− exp g(z)));
the generalized product ⊗ fulfills:
(5). Commutativity: z ⊗ z′ = z′ ⊗ z;
(6). Associativity: z ⊗ (z′ ⊗ z′′) = (z ⊗ z′)⊗ z′′;
(7). Identity element: z ⊗ 1 = 1⊗ z = z;
(8). Inverse: z ⊗ [1/z] = [1/z]⊗ z = 1, where [1/z] = f(−g(z));
and the product ⊗ is distributive w.r.t. the sum ⊕:
(9). Distributivity: z ⊗ (z′ ⊕ z′′) = (z ⊗ z′)⊕ (z ⊗ z′′).
(See Appendix A for a proof).
Remark that, in the domain of the real numbers, sum (3.1) is surely defined only if V ≡ IR, the opposite is always
in C whilst the inverse is in R only if ymin = −ymax. Thus, limiting to the real field, the structure (U × U → U, ⊕)
form at least an Abelian semigroup.
The product ⊗ satisfies the relations
f(z)⊗ f(z′) = f(z + z′) (3.3)
g(z ⊗ z′) = g(z) + g(z′) (3.4)
which reflect the well-know properties of the standard exponential and logarithm: exp(z) · exp(z′) = exp(z + z′) and
ln(z · z′) = ln(z) + ln(z′).
In the same way, posing G(z) = exp
(
g(z)
)
and F (z) = f
(
ln(z)
)
, with G
(
F (z)
)
= F
(
G(z)
)
= z, the sum ⊕ fulfills
the relations
F (z)⊕ F (z′) = F (z + z′) (3.5)
G(z ⊕ z′) = G(z) +G(z′) (3.6)
as dual of Equations (3.3) and (3.4), which now read
F (z)⊗ F (z′) = F (z · z′) (3.7)
G(z ⊗ z′) = G(z) ·G(z′) (3.8)
A second pair of operations forming a commutative and associative algebra different from the previous one can be
introduced by
z ⊕˜ z′ = g
(
f(z) · f(z′)
)
(3.9)
z ⊗˜ z′ = g
(
exp
(
ln f(z) · ln f(z′)
))
(3.10)
for any z, z′ ∈ C0.
5Theorem 2. The algebraic structure A˜ ≡
(
C0 × C0 → C0, ⊕˜, ⊗˜
)
forms an Abelian field in C0.
This means that the generalized sum ⊕˜ fulfills:
(1). Commutativity: z ⊕˜ z′ = z′ ⊕˜ z;
(2). Associativity: z ⊕˜(z′ ⊕˜ z′′) = (z ⊕˜ z′)⊕˜ z′′;
(3). Neutral element: z ⊕˜ 0 = 0 ⊕˜ z = z;
(4). Opposite: z ⊕˜ [−z] = [−z] ⊕˜ z = 0, where [−z] = g(1/f(z));
the generalized product ⊗˜ fulfills:
(5). Commutativity: z ⊗˜ z′ = z′ ⊗˜ z;
(6). Associativity: z ⊗˜(z′ ⊗˜ z′′) = (z ⊗˜ z′)⊗˜ z′′;
(7). Identity element: z ⊗˜ I = I ⊗˜ z = z, where I = g(e);
(8). Inverse: z ⊗˜ [1/z] = [1/z] ⊗˜ z = I, where [1/z] = g
(
exp(1/ ln f(z))
)
;
and the product ⊗˜ is distributive w.r.t. the sum ⊕˜:
(9). Distributivity: z ⊗˜(z′ ⊕˜ z′′) = (z ⊗˜ z′)⊕˜ (z ⊗˜ z′′).
(See Appendix B for a proof).
This algebra is certain defined in R whenever U ≡ R+ and V ≡ R.
The sum ⊕˜ satisfies the relations
f(z ⊕˜ z′) = f(z) · f(z′) (3.11)
g(z) ⊕˜ g(z′) = g(z · z′) (3.12)
which, again, mimic the property of standard exponential and logarithm. Introducing the functions G˜(z) = g
(
exp(z)
)
and F˜ (z) = ln
(
f(z)
)
, with G˜
(
F˜ (z)
)
= F˜
(
G˜(z)
)
= z, the product ⊗˜ fulfills the relations
F˜ (z ⊗˜ z′) = F˜ (z) · F˜ (z′) (3.13)
G˜(z) ⊗˜ G˜(z′) = G˜(z · z′) (3.14)
as dual of Equations (3.11) and (3.12), which now read as
F˜ (z ⊕˜ z′) = F˜ (z) + F˜ (z′) (3.15)
G˜(z) ⊕˜ G˜(z′) = G˜(z + z′) (3.16)
We observe that Equations (3.11)–(3.14) follow from Equations (3.3)–(3.6), respectively, by posing(
⊗ → ·
)
,
(
+ → ⊕˜
)
(3.17)(
⊕ → ·
)
,
(
+ → ⊗˜
)
(3.18)
and vice versa.
This correspondence can be summarized in the following
Theorem 3. The algebraic structures A and A˜ are homomorphic.
The homomorphism is established by the relations:
(z ⊕ z′)g =
(
w ⊕˜w′
)f
(3.19)
(z ⊗ z′)g =
(
w ⊗˜w′
)f
(3.20)
with zg = exp
(
g(z)
)
and zf = ln
(
f(z)
)
, where w and w′ are solutions of equation wf = zg. (See Appendix C for a
proof).
6IV. EXAMPLES
A. Stretched-Exponential Distribution
As a first example let us consider the following entropic form [21]
Sγ [p] =
W∑
i=1
Γ
(
1
γ
+ 1, − ln pi
)
− Γ
(
1
γ
+ 1
) W∑
i=1
pi (4.1)
where Γ(u, x) =
∫∞
x t
u−1 exp(−t) dt is the incomplete gamma function of the second kind and Γ(u) ≡ Γ(u, 0) is the
gamma function [53]. Equation (4.1) follows from Equation (2.9) with
g(x) = −
(
ln
1
x
)1/γ
(4.2)
with γ > 0. This function assumes real values for x ⊂ U ∈
(
0, 1
)
with y ⊂ V ∈
(
−∞, 0
)
and the distribution takes
the form of a stretched exponential
pi = exp
(
− x˜ γi
)
(4.3)
The first algebraic structure related to entropy (4.1) is generated by the operations
z ⊕ z′ =
[
exp
(
ln
Eγ(z)Eγ(z
′)
Eγ(z) + Eγ(z′)
)γ]−1
(4.4)
z ⊗ z′ =
[
exp
(
ln(Eγ(z)Eγ(z
′))
)γ]−1
(4.5)
where Eγ(z) = exp(− ln z)
1/γ , the opposite [−z] = 1/E1/γ(−Eγ(z)) ∈ C and the inverse [1/z] = z
I , with I = (−1)γ ,
in general, belonging to C.
The second algebraic structure A˜ is given by
z ⊕˜ z′ = (zγ + z′γ)
1/γ
(4.6)
z ⊗˜ z′ = I z z′ (4.7)
where I = (−1)1+1/γ and [−z] = −I z are, in general, in C.
B. Power-Law Like Distributions
A next example is given by the Sharma–Taneja–Mittal (STM) entropy [54–56]
Sκ, r[p] = −
W∑
i=1
p1+r+κi − p
1+r−κ
i
2 κ
(4.1)
with −|κ| ≤ r ≤ |κ| if 0 ≤ |κ| < 1/2 and |κ| − 1 ≤ r ≤ 1− |κ| if 1/2 ≤ |κ| < 1.
This entropic form, reconsidered on the physical ground in [20, 22], can be obtained from Equation (2.9) by posing
g(x) = λ ln{κ, r}
(x
α
)
− 1 (4.2)
where
ln{κ, r}(x) =
xr+κ − xr−κ
2 κ
(4.3)
is the deformed logarithm. The existence of exp{κ, r}(x), the inverse function of ln{κ, r}(x), follows from its mono-
tonicity in R although an explicit expression, in general, cannot be given. The two constants α and λ are given
by
α =
(
1 + r − κ
1 + r + κ
)1/2 κ
, λ =
(1 + r − κ)
(1 + r + κ)
(r+κ)/2 κ
(r−κ)/2 κ
(4.4)
7and are related by (1 + r ± κ)αr±κ = λ and 1/λ = ln{κ, r} (1/α). Therefore, function (4.2) is correctly normalized.
The equilibrium distribution related to entropy (4.1) is
p(x˜i) = α exp{κ,r}
(
−
x˜i
λ
)
(4.5)
and the algebras can be obtained from Equations (3.1)–(3.2) and Equations (3.9)–(3.10).
Hereinafter, we consider some particular cases:
q-Distribution
We look at the following entropic form
S2−q[p] =
W∑
i=1
p2−qi − pi
q − 1
(4.6)
with 0 < q < 2, known as Tsallis entropy [16] in the (2− q)-formalism [57]. It belongs to the STM-family with r = |κ|
and q = 1− 2 |κ| and its equilibrium distribution reads
pi = αq [1− (1− q) x˜i]
1
1−q (4.7)
with αq = (2− q)
1/(q−1) and λq = 1.
Entropy (4.6) follows from Equation (2.9) by posing
g(x) =
x1−q − 1
aq
(4.8)
with aq = (1 − q)/(2 − q). This function takes real values for U ≡ R
+ with V ≡
(
− 1/aq, +∞
)
for 0 < q < 1 and
V ≡
(
−∞, −1/aq
)
for 1 < q < 2.
The first algebraic structure related to the q-distribution is generated by the operations
z ⊕ z′ =
[
z1−q + z′1−q
2
+ aq ln
(
2 cosh
(z1−q − z′1−q
2 aq
))] 11−q
(4.9)
z ⊗ z′ =
(
z1−q + z′1−q − 1
) 1
1−q (4.10)
where O ∈ C for 0 < q < 1, O ≡ 0 for 1 < q < 2 and [1/z] = (2 − z1−q)1/(1−q).
The second algebraic structure follows from
z ⊕˜ z′ = z + z′ + aq z z
′ (4.11)
z ⊗˜ z′ =
1
aq
[
exp
(
1
1− q
ln(1 + aq z) ln(1 + aq z
′)
)
− 1
]
(4.12)
with [−z] = −z/(1 + aq z), I = (e
1−q − 1)/aq and [1/z] = (e
(1−q)2/ ln(1+aq z) − 1)/aq.
As already stated, q-product (4.10) and q-sum (4.11) have been introduced in literature in [23, 24] and recently
they were widely employed in the framework of q-statistics [28, 29, 32, 33]. It is now clear why operations (4.10)
and (4.11) do not fulfil the distributive properties z ⊕˜ (z′ ⊗ z′′) 6= z ⊕˜ z′ ⊗ z ⊕˜ z′′ since they belong to two different
algebraic structures.
Often, q-algebra is applied directly to the functions
lnq(z) =
z1−q − 1
1− q
(4.13)
and
expq(z) = [1 + (1− q)z]
1/(1−q) (4.14)
8They fulfill the relations
lnq(z ⊗q z
′) = lnq(z) + lnq(z
′) (4.15)
expq(z + z
′) = expq(z)⊗q expq(z
′) (4.16)
and
lnq(z · z
′) = lnq(z) ⊕˜q lnq(z
′) (4.17)
expq(z ⊕˜q z
′) = expq(z) · expq(z
′) (4.18)
Then, it could be useful to rewrite Equations (4.9)–(4.12) with respect to lnq(z) and expq(z) to make contact with
the existent literature. They are
z ⊕q z
′ = expq (ln (exp lnq(z) + exp lnq(z
′))) (4.19)
z ⊗q z
′ =
(
z1−q + z′1−q − 1
) 1
1−q (4.20)
and
z ⊕˜q z
′ = z + z′ + (1− q) z z′ (4.21)
z ⊗˜q z
′ = lnq
(
exp
(
ln expq(z) · ln expq(z
′)
))
(4.22)
Student’s t-Distribution
In statistics the q-distribution recovers, for special values of q, the Student’ t-distribution. In fact, passing to the
continuum, entropy (4.6) can be written in
Sν [p] =
1
ν
∞∫
−∞
(
p(x)1−ν − p(x)
)
dx (4.23)
with ν = q − 1.
Maximization of Equation (4.23), under the constraints of normalization and variance σ2 = (2− ν)/(2− 3 ν), with
0 < ν < 2/3, gives the Student’s t-distribution
p(x) =
√
ν
π (2− ν)
Γ
(
1
ν
)
Γ
(
1
ν −
1
2
) (1 + ν
2− ν
x2
)−1/ν
(4.24)
which can be rewritten in the form
p(x˜) = (1 + ν x˜)
−1/ν
(4.25)
with x˜ = (1 + µ0 + µ2 x
2)/(1− ν). In this case, the related algebras follow readily from Equations (4.9)–(4.12).
Cauchy–Lorentz distribution
In the ν → 1 limit, Equation (4.24) reduces to the Cauchy–Lorentz distribution
p(x) =
1
π
1
1 + x2
(4.26)
here rewritten in
p(x˜) =
1
1− x˜
(4.27)
with x˜ = 1− π (1 + x2) < 0. Although Equation (4.26) cannot be obtained from the variational problem (2.11) since,
as known, the second moment of Cauchy distribution is not defined, we can still derive the corresponding algebra
starting from the distribution, by posing
g(z) = 1−
1
z
(4.28)
9in the spirit of Equation (2.12).
We obtain
z ⊕ z′ =
[
z + z′
2 z z′
− ln
(
2 cosh
(
z − z′
2 z z′
))]−1
(4.29)
z ⊗ z′ =
z z′
z + z′ − z z′
(4.30)
and
z ⊕˜ z′ = z + z′ − z z′ (4.31)
z ⊗˜ z′ = 1− exp
(
− ln(1− z) ln(1− z′)
)
(4.32)
We observe that Equation (4.28) does not fulfill condition (2.2). However, in this case, since an entropic form related
to the Cauchy distribution is not known, at least in the sense of a variational principle, the generator of the algebras
is related just to the distribution.
Zipf–Pareto Distribution
Starting from Equation (4.3) we can derive the asymptotic behavior of the distribution functions, since
exp{κ,r}(−x) = 1/ exp{κ,−r}(x) ∼ x
−1/(k−r) (4.33)
which holds for x≫ 1. Therefore, Equation (4.5) asymptotically behaves like the Zipf–Pareto distribution
p(x) ∼ xs (4.34)
with s = 1/(r − k) < 0.
Formally, we can obtain the corresponding algebras, in the limit of large values of z and z′, starting from the
algebras related to the STM entropy. The corresponding operations are:
z ⊕ z′ ∼
[
ln
(
exp z1/s + exp z′1/s
)]s
(4.35)
z ⊗ z′ ∼ (z1/s + z′1/s)s (4.36)
and
z ⊕˜ z′ ∼ z z′ (4.37)
z ⊗˜ z′ ∼ exp (s ln z ln z′) (4.38)
respectively.
Remark that these operations are obtained in the limit of large values starting from the operations obtained in
the STM formalism. Consequently, Equations (4.35)–(4.38) cannot be considered as a continuous deformation of the
standard operations of sum and product, although the algebras formed by these operations are still commutative,
associative and distributed. (Standard algebra are recovered in the γ → 1 limit for the stretched exponential and in
the (κ, r)→ (0, 0) limit for STM family.)
C. Interpolating Fermi–Dirac and Bose–Einstein Distribution
As a final example, let us consider the interpolating Bosons-Fermions distribution. Following [58], we start from
the equilibrium distribution
p(x˜i) =
1
exp(x˜i)− κ
(4.39)
where κ ∈ (−1, 1) is the interpolating parameter. In the κ → ±1 limit we obtain the well-known Bose–Einstein and
Fermi–Dirac statistics. The Boltzmann–Gibbs distribution is also included for κ = 0.
Equation (4.39) suggests considering the following generating function
g(x) = ln
1 + κx
x
(4.40)
10
Unfortunately, this function does not meet the correct normalization f(0) = 1. This happens because in quantum
many-body statistics, the normalization factor, the fugacity, is accounted inside to the exponential term and not as
an overall factor like in the formalism presented in these pages.
To obtain the right normalization we scale opportunely the axes origin. In this way, the generator becomes
g(x) = ln
(1 + κ)x
1 + κx
(4.41)
and the corresponding entropic form reads
Sκ[p] = −
W∑
i=1
[
pi ln pi −
1 + κ pi
κ
ln(1 + κ pi)
]
−
1 + κ
κ
ln(1 + κ) (4.42)
which coincides with the one proposed in [58], modulo the additive constant factor.
Function (4.41) assumes real values for U ∈
(
−∞, −1/κ
)
∪
(
0, +∞
)
when κ > 0 and U ∈
(
0, −1/κ
)
when κ < 0,
with V ∈
(
−∞, +∞
)
.
The first set of operations are given by
z ⊕ z′ =
z + z′ + 2 κ z z′
1 + κ2 z z′
(4.43)
z ⊗ z′ =
(1 + κ) z z′
1 + κ (z + z′ − z z′)
(4.44)
with [−z] = −z/(1 + 2 κ z), [1/z] = (1 + κ z)/[(1 + 2 κ) z − κ], while the latter are
z ⊕˜ z′ = − ln
(
κ− κ exp(−z)− κ exp(−z′)) + (1 + κ) exp(−z − z′)
)
(4.45)
z ⊗˜ z′ = ln(1 + κ)− ln
(
κ+ exp(−h(z)h(z′))
)
(4.46)
where h(z) = ln
(
1+κ−κ exp(z)
)
−z, [−z] = −z+ln(1+κ−κ exp(z))−ln(1−κ+κ exp(−z)), I = ln
(
(1+κ) e/(1+κ e)
)
and [1/z] = ln(1 + κ)− ln(κ+ exp(1/h(z))).
V. APPLICATIONS
A. Gauss Law of Error
One of the most known and ubiquitous distributions in nature is surely the Gauss law of error, also known as normal
distribution. Its universality is well explained by the central limit theorem, which establishes its role of “attractor” in
the space of distribution in the limit of a large number of statistically independent and identically distributed events.
Recently [29, 32], a possible generalization of the central limit theorem has been proposed in order to justify the
recurrence of non-Gaussian distributions [39–41] in the limit of a large number of statistically dependent events.
In the following, we reconsider the derivation of Gauss law for generalized correlated measurements, where correla-
tions are accounted for by means of a deformed product.
Let us consider n replicate measurements of a given observable. Let xi ∈ ℜ, with i = 1, . . . , n, the experimental
values obtained. These are distributed around the “exact” value xe, although unknown, so that ǫi = |xi − xe|
represents the “error” or uncertainty in each measurement. The quantities ǫi can be treated as the outcomes of a
random variable with a discrete probability distribution function pi = p(ǫi).
From the experimental measurement, one obtains the mean value
x∗ =
1
n
(x1 + x2 + . . .+ xn) (5.1)
and, according to the law of large numbers [59]
xe = lim
n→∞
x∗ (5.2)
We suppose that in a series of n subsequent measurements, each event is not necessarily statistically independent and
correlations among events can be taken into account by means of a generalized product.
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Following the maximal likelihood principle, we introduce the quantity
L(xe) = p(ǫ1)⊗ p(ǫ2)⊗ . . .⊗ p(ǫn) (5.3)
as a function of xe, since
ǫi = |xi − xe| (5.4)
and p(ǫi) can be obtained by maximizing Equation (5.3) under the condition x
∗ = xe.
However, it is more convenient to evaluate the extremum of g(L(x)); being g(x) a monotonic increasing function,
its maximum coincides with that of L(x). Thus, from Equation (3.4), we have
g
(
L(xe)
)
=
n∑
i=1
g
(
p(ǫi)
)
(5.5)
and extremal points are obtained from equation
n∑
i=1
d
d yi
g(p(yi))
∣∣∣
yi=xi−x∗
= 0 (5.6)
On the other hand, the algebraic equation
∑
i φ(yi) = 0, constrained by the condition
∑
i yi = 0, admits the solution
φ(y) = a y for a given real constant a [41] so that, accounting for
n∑
i=1
yi ≡
n∑
i=1
(xi − x
∗) = 0 (5.7)
we get
d
d y
g(p(y)) = −2 β y (5.8)
with a ≡ −2 β, a constant.
After integration, the distribution assumes the final form
p(xi) = f
(
− µ− β (xi − x)
2
)
(5.9)
where the integration constant µ is fixed by the normalization.
This function is a generalized Gaussian distribution provided that β is positive definite.
Furthermore, the positivity of β is required to guarantee the maximum of L(x) (and not a minimum) at x ≡ xe.
In fact, using Equations (5.5) and (5.9), we obtain
L(xe) = f
(
− nµ− β
n∑
i=1
(xi − xe)
2
)
(5.10)
and maximum at x ≡ xe requires
d2 L(x)
d x2
∣∣∣∣∣
x=x∗
=
[
d2 f(y)
d y2
(
d y
d x
)2
+
d f(y)
d y
d2 y
d x2
]
x=x∗
< 0 (5.11)
with y = −nµ− β
∑
i(xi − x)
2.
Positivity of β follows from d f(x)/d x > 0 and observing that
d y
d x
∣∣∣
x=x∗
= 0 (5.12)
and
d2 y
d x2
∣∣∣
x=x∗
= −2 β (5.13)
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B. Extensivity of Microcanonical Entropy
In the microcanonical picture, the macrostate “visited” by a single particle is formed by a collection ofW microstates
all having the probability p = 1/W to be inspected. In this simple case, Γ-space and µ-space coincide and BG entropy
reduces to the Boltzmann–Planck entropy
SB = lnW (5.14)
for a set of W identically distributed elements.
As known, Equation (5.14) becomes an extensive quantity when the system is composed by N identically distributed
and uncorrelated particles, such that
pN =
1
WN
≡
(
1
W
)N
= (p)N (5.15)
and the probability in the Γ-space factorizes into the product of the respective marginal probabilities of the corre-
sponding µ-space. In this situation entropy (5.14) scales according to SB(N) = N SB(1).
Clearly, the validity of Equation (5.15) is related to the assumption of statistical independence between the particles
of the system. Otherwise, if the system is globally correlated, this property could be no longer valid and other entropic
forms may become extensive depending on the nature of the correlations among the particles. In [46, 47], it has been
suggested that, in order to restore the extensive property of entropy, the q-product introduced in [23, 24] can be used
to describe the possible correlations in a system governed by the q-entropy.
Actually, this is a general statement in the microcanonical picture. In fact, let us consider a collection of W
identically distributed events with equal probability pi = 1/W , (i = 1, . . . , W ). Equation (2.8) becomes
S[W ] = −
W∑
i=1
1
W
Λ
(
1
W
)
= −Λ
(
1
W
)
(5.16)
for a given monotonic increasing function Λ(x), which is a generalized version of Boltzmann–Planck entropy.
By identifying the functions Λ(x) and its inverse E(x) with the algebraic generators f(x) and g(x), respectively, we
can introduce the product ⊗ according to
Λ(x ⊗ y) = Λ(x) + Λ(y) (5.17)
We postulate the following composition rule in the Γ-space
WAB =
(
1
WA
⊗
1
WB
)−1
(5.18)
Thus, entropy (5.16) becomes additive
S[WAB] = −Λ
(
1
WAB
)
= −Λ
(
1
WA
⊗
1
WB
)
= −Λ
(
1
WA
)
− Λ
(
1
WB
)
= S[WA] + S[WB] (5.19)
and, more in general, extensive
S[WN ] = −Λ
(
1
WN
)
= −Λ
((
1
W
)⊗N)
= −N Λ
(
1
W
)
= N S[W ] (5.20)
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where x⊗N = x ⊗ x⊗ x ⊗ . . .⊗ x, N times.
As an explicit example, let us consider the microcanonical version of entropy (4.6) that is
S2−q[W ] = lnq(W ) (5.21)
From the corresponding algebra we obtain
WAB =
[(
WA
)q−1
+
(
WB
)q−1
− 1
]1/(q−1)
(5.22)
and
WN =
(
N W q−1 −N + 1
)1/(q−1)
(5.23)
making entropy (5.21) additive and extensive. Analogue relations have been already derived in [47].
Another handling example is given by κ-entropy [18]
Sκ[p] = −
W∑
i=1
p1+κi − p
1−κ
i
2 κ
(5.24)
with |κ| < 1, which is a one parameter subfamily of the STM entropy (4.1), with r = 0.
In the microcanonical picture entropy (5.24) becomes [20]
S[W ] = ln{κ}(W ) (5.25)
where
ln{κ}(x) =
xκ − x−κ
2 κ
(5.26)
is the κ-logarithm [18].
The algebraic operations obtained from the function lnκ(z) are, respectively
z ⊕ z′ = exp
(
1
κ
arcsinh
(
h+(z, z
′) + κ ln
(
2 cosh
(
1
κ
h−(z, z
′)
))))
(5.27)
z ⊗ z′ = exp
(
1
κ
arcsinh (2 h+(z, z
′))
)
(5.28)
with
h±(z, z
′) =
1
4
[
zκ ± z′κ − (z−κ ± z′−κ)
]
(5.29)
and
z ⊕˜ z′ = z
√
1 + κ2 z′2 + z′
√
1 + κ2 z2, (5.30)
z ⊗˜ z′ =
1
κ
sinh
(
1
κ
arcsinh(κ z) arcsinh(κ z′)
)
(5.31)
Remark that algebra (R+ × R+ → R+, ⊕, ⊗) is a unitary semi-ring. Differently, algebra (R × R → R, ⊕˜, ⊗˜) forms
an Abelian field.
Using Equation (5.27) we obtain
WAB =
(
2 h+(W
A, WB) +
√
1 + 4 h+(WA, WB)2
)1/κ
(5.32)
and
WN =
[
N κΛκ(W ) +
√
1 + (N κΛκ(W ))2
]1/κ
(5.33)
In the limit of W →∞, we get
WN ∼
W→∞
N1/κW (5.34)
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Thus, κ-entropy is asymptotically extensive whenever the volume of the phase space scales according to N1/κ.
We remark that operations (5.27)–(5.31) coincide with the ones introduced in [18]. There, author introduces
κ-algebras in the real field starting from the relations
(x⊕ y){κ} = x{κ} + y{κ} (5.35)
(x⊗ y){κ} = x{κ} · y{κ} (5.36)
and
(x⊕ y){κ} = x{κ} + y{κ} (5.37)
(x⊗ y){κ} = x{κ} · y{κ} (5.38)
where the κ-numbers x{κ} and x
{κ} are defined in
x{κ} =
1
κ
arcsinhh(κx) (5.39)
x{κ} =
1
κ
h−1
(
sinh(κx)
)
(5.40)
for a given generator h(x). It is easy to verify as Equations (5.35)–(5.38) are substantially equivalent to Equations
(3.13), (3.15) and (3.5), (3.7), respectively, where the correspondence arises from
g(z) = ln z{κ} (5.41)
f(z) = exp z{κ} (5.42)
Finally, it is worthy to note that, a scaling relation similar to Equation (5.34) has been considered in [60], where it
has been discussed a possible application of κ-statistics to the Bekenstein–Hawking are law in the framework of black
holes thermostatistics.
VI. CONCLUSIONS
In the picture of a statistical mechanics based on a generalized trace-form entropy, we derived two algebraic
structures whose operations of sum and product generalize the well-known proprieties of sum and product of ordinary
logarithm and exponential. These deformed functions are often used to study statistical mechanics properties of
systems characterized by non-Gibbsian distributions. We stated a link between the formalism of generalized algebras
and that used in the formulation of generalized statistical mechanics since, as shown, the former are derived starting
from a very general expression of a trace-form entropy. In this way, one can introduce a pair of algebraic structures
useful for the mathematical manipulation of the emerging statistical-mechanics theory.
We presented several examples to illustrate how the method works. For each of them, we have listed the main
quantities like the neutral element for the sum and the unity for the product. Often, these quantities take complex
values, i.e., algebras form Abelian field in C, since, in general, they are not closed in R. However, complex algebra
turns out to be relevant in several aspects, such as in the definition of generalized a q-Fourier transformation [29, 30],
given by
Fq[f ](ξ) =
∫
suppf
expq(i χ ξ)⊗q f(χ) dχ (6.1)
and other [31–33]. Furthermore, applications of statistical mechanics to the study of non-equilibrium phenomena, like
damping harmonic oscillator or nuclear decay, the frequencies of oscillation or the nuclear energy level are assumed
to be complex quantities with the imaginary part related to the damping effect or to the decay width.
Algebras introduced in this paper are isomorphic to the standard algebra of complex numbers. This isomorphism
has been discussed previously in [18, 22] for the κ-case and more in general in [26, 61]. In the present formalism, the
isomorphism is realized according to Equations (3.5) and (3.13), here rewritten as
xG + yG = (x ⊕ y)G (6.2)
xF · yF = (x ⊗˜ y)F (6.3)
On the physical ground, generalized algebras may be related to the interaction present in the system. This idea has
been developed in the past by several authors ([42, 62–68] to cite a few) and is founded on the possibility to interchange
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the role of statistical correlations with interactions. In fact, it is known that when a system is weakly interacting, the
BG distribution describes well its mechanical statistics proprieties. It turns out that, if interactions can be neglected,
i.e., the energy of the whole system factorizes in the sum of the energies of the single parts: UA+B = UA + UB,
distribution factorizes too: pA+B = pA · pB. This is a consequence of the exponential form of BG distribution being
exp(x + y) = exp(x) exp(y). On the other hand, if interactions are not negligible UA+B = UA + UB + U int, BG
distribution cannot be factorized into the product distribution. Correlations among the parts of the system can
occur. A possibility to treat these systems is by introducing a different entropic form whose related distribution is
able to capture the salient statistical features, characterized by the underlying algebraic structure.
Such interpretation can be summarized by means of Equations (3.3) and (3.11), which, opportunely relabeled,
becomes
p(x˜i + y˜j) = p(x˜i) ⊗˜ p(y˜j) (6.4)
p(x˜i ⊕ y˜j) = p(x˜i) p(y˜j) (6.5)
where suitable deformed sum and product can describe approximatively the interactions and the correlations between
the parts of the systems.
Finally, let us stress again about the generality of the method proposed in this paper. Algebraic structures arise from
the existence of a complex function g(z) and its inverse function univocally defined in the complex plane. Applications
to statistical mechanics require that generator g(z) takes real values in a subset of the real axes including the interval
[0, 1] ∈ U , where probabilities make sense. Conditions on g(x), for x ∈ U , can be imposed for physical reasons. In this
paper we have discussed about the existence of an entropic form related to these algebras, although other conditions
should be imposed on g(x) if necessary. For instance, if one is interested in studying the thermodynamical equilibrium,
a concavity condition on g(x) may be imposed. However, these conditions are not pertinent to the construction of
the algebraic structures. In fact, the proposed method can be successfully applied to introduce algebras starting
from generalized distributions with or without a related entropic form. For instance, algebraic structure of the kind
discussed in this paper can be derived for the three parameter distribution introduced in [69] or the one parameter
distribution related to the generalized exponential expκ(x) = exp(arctan(κx)/κ) introduced in [70].
APPENDIX A. PROOF OF THEOREM 1
For the sum ⊕ defined in Equation (3.1) we have
Commutativity :
z ⊕ z′ = f
(
ln
(
exp g(z) + exp g(z′)
))
= f
(
ln
(
exp g(z′) + exp g(z)
))
= z′ ⊕ z (A. 1)
Associativity :
z ⊕ (z′ ⊕ z′′) = z ⊕ f
(
ln
(
exp g(z′) + exp g(z′′)
))
= f
(
ln
(
exp g(z) + exp g(z′) + exp g(z′′)
))
= f
(
ln
(
exp g(z) + exp g(z′)
))
⊕ z′′
= (z ⊕ z′)⊕ z′′
Neutral element :
z ⊕O = f
(
ln
(
exp g(z) + exp g(O)
))
= f
(
ln
(
exp g(z)
))
= z (A. 2)
where O = lim
z→−∞
f(z),
Opposite :
z ⊕ [−z] = f
(
ln
(
exp g(z) + exp g([−z])
))
= f
(
ln
(
exp g(z)− exp g(z)
))
= f(−∞) = O (A. 3)
where [−z] = f
(
ln
(
− exp g(z)
))
.
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For the product ⊗ defined in Equation (3.2) we have
Commutativity :
z ⊗ z′ = f
(
g(z) + g(z′)
)
= f
(
g(z′) + g(z)
)
= z′ ⊗ z (A. 4)
Associativity :
z ⊗ (z′ ⊗ z′′) = z ⊗ f
(
g(z′) + g(z′′)
)
= f
(
g(z) + g(z′) + g(z′′)
)
= f
(
g(z) + g(z′)
)
⊗ z′′
= (z ⊗ z′)⊗ z′′ (A. 5)
Identity element :
z ⊗ 1 = f
(
g(z) + g(1)
)
= f
(
g(z)
)
= z (A. 6)
Inverse :
x⊗ [1/z] = f
(
g(z) + g([1/z])
)
= f
(
g(z)− g(z)
)
= f(0) = 1 (A. 7)
where [1/z] = f
(
− g(z)
)
.
Finally
Distributivity :
z ⊗ (z′ ⊕ z′′) = z ⊗ f
(
ln
(
exp g(z′) + exp g(z′′)
))
= f
(
g(z) + ln
(
exp g(z′) + exp g(z′′)
))
= f
(
ln
(
exp g(z)) + ln(exp g(z′) + exp g(z′′)
))
= f
(
ln
(
exp g(z) · (exp g(z′) + exp g(z′′))
))
= f
(
ln
(
exp g(z) · exp g(z′) + exp g(z) · exp g(z′′)
))
= f
(
ln
(
exp(g(z) + g(z′)) + exp(g(z) + g(z′′))
))
= f
(
ln
(
exp(g(z ⊗ z′)) + exp(g(z ⊗ z′′))
))
= (z ⊗ z′)⊕ (z ⊗ z′′) (A. 8)
APPENDIX B. PROOF OF THEOREM 2
For the sum ⊕˜ defined in Equation (3.9) we have
Commutativity :
z ⊕˜ z′ = g
(
f(z) · f(z′)
)
= g
(
f(z′) · f(z)
)
= z′ ⊕˜ z (B. 1)
Associativity :
z ⊕˜ (z′ ⊕˜ z′′) = z ⊕˜ g
(
f(z′) · f(z′′)
)
= g
(
f(z) · f(z′) · f(z′′)
)
= g
(
f(z) · f(z′)
)
⊕˜ z′′
= (z ⊕˜ z′) ⊕˜ z′′ (B. 2)
Neutral element :
z ⊕˜ 0 = g
(
f(z) · f(0)
)
= g
(
f(z)
)
= z (B. 3)
Opposite :
z ⊕˜ [−z] = g
(
f(z) · f([−z])
)
= g(1) = 0 (B. 4)
where [−z] = g
(
1/f(z)
)
.
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For the product ⊗˜ defined in Equation (3.10) we have
Commutativity :
z ⊗˜ z′ = g
(
exp
(
ln f(z) · ln f(z′)
))
= g
(
exp
(
ln f(z′) · ln f(z)
))
= z′ ⊗˜ z (B. 5)
Associativity :
z ⊗˜ (z′ ⊗˜ z′′) = z ⊗˜ g
(
exp
(
ln f(z′) · ln f(z′′)
))
= g
(
exp
(
ln f(z) · ln f(z′) · ln f(z′′)
))
= g
(
exp
(
ln f(z) · ln f(z′)
))
⊗˜ z′′
= (z ⊗˜ z′) ⊗˜ z′′ (B. 6)
Identity element :
z ⊗˜ I = g
(
exp
(
ln f(z) · ln f(I)
))
= g
(
f(z)
)
= z (B. 7)
where I = g(e),
Inverse :
z ⊗˜ [1/z] = g
(
exp
(
ln f(z) · ln f([1/z])
))
= g(e) = I (B. 8)
where [1/z] = g(exp(1/ ln f(z))).
Finally,
Distributivity :
z ⊗˜ (z′ ⊕˜ z′′) = z ⊗˜ g
(
f(z′) · f(z′′)
)
= g
(
exp
(
ln f(z) · ln(f(z′) · f(z′′))
))
= g
(
exp
(
ln f(z) · ln f(z′) + ln f(z) · ln f(z′′)
))
= g
(
exp
(
ln f(z) · ln f(z′)
)
· exp
(
ln f(z) · ln f(z′′)
))
= g
(
f(z ⊕˜ z′) · f(z ⊕˜ z′′)
)
= (z ⊗˜ z′) ⊕˜ (z ⊗˜ z′′) (B. 9)
APPENDIX C. PROOF OF THEOREM 3
Starting from the functions g(z) and f(z) we define the g-numbers
zg = exp
(
g(z)
)
(C. 1)
and the f -numbers
zf = ln
(
f(z)
)
(C. 2)
Then, relations (3.1)–(3.2) and (3.9)–(3.10) can be rewritten in
zg + z
′
g = (z ⊕ z
′)g (C. 3)
zg · z
′
g = (z ⊗ z
′)g (C. 4)
and
zf + z′f = (z ⊕˜ z′)f (C. 5)
zf · z′f = (z ⊗˜ z′)f (C. 6)
The correspondence between g-numbers and f -numbers can be established through the solution of equation
zg = w
f (C. 7)
Accounting for Equations (C. 3)–(C. 6) we have
(z ⊕ z′)g = (w ⊕˜w
′)f (C. 8)
(z ⊗ z′)g = (w ⊗˜w
′)f (C. 9)
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for zg = w
f and z′g = w
′f .
In the case of f(z) ≡ exp(z) and g(z) ≡ ln(z) the two algebras collapse each other.
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