Fast, accurate categorization is fundamental to survival . Whenever we define an object as a "kind" of thing, we are categorizing. In keeping with its important role in perception and cognition, several powerful theories have been proposed and model-based instantiations developed to predict categorization performance. These include, among others, prototype (Anderson, 1991; Homa, Dunbar, & Nohre, 1991; Reed, 1972) , exemplar (see Estes, 1994, and Nosofsky, 1992 , for reviews), and decision bound models (e.g., Ashby, 1992a; Maddox, 1995; . Nearly all these models focus exclusively on categorization accuracy as the dependent variable.
categorization RT theories (Ashby, Tein, & Balakrishnan, 1993; Townsend, 1991; Townsend & Ashby, 1978 , 1983 . Lower order statistics, such as mean RT, are useful because accurate estimates require (relatively) little data, and procedures for testing statistical significance (such as analysis of variance [ANOVA] ) are well developed. Most distributional level statistics require much larger sample sizes, and some, such as the RT hazard function, do not have well-developed procedures for testing statistical significance. Even so, relations among lower level statistics are implied by relations among higher level statistics, whereas the reverse is not true. For example, an ordering of two cumulative distributions implies an ordering of the means, but an ordering of the means implies nothing about the cumulative distributions (e.g., Townsend, 1991) . Thus, it is advantageous to examine both higher and lower level statistics whenever possible.
Three experiments are reported in this article. In all three, the stimuli were circles of varying size with a radial line of varying orientation. In each experiment, there were two categories of nine exemplars; each and every stimulus was presented to each observer 300-400 times. These large sample sizes made it possible to estimate the RT distributions for individual stimuli and individual observers. 1 Our analysis of the resulting data focused on four different empirical issues.
First, we examined the relationship between RT and distance to the category boundary. There is good evidence that mean RT decreases with distance to boundary (i.e., the RT-distance hypothesis), but it is unknown whether this relationship extends to higher level distributional statistics. Another goal of this analysis was to examine a corollary of the RT-distance hypothesis-namely, that RT is invariant for all stimuli the same distance from the boundary. Currently, it is unknown whether this prediction holds even at the level of mean RT (although see .
Second, we examined the relation between correctresponse and error RT. Many categorization studies (although by no means all) utilize highly discriminable categories that yield small error rates. In these situations, it is impossible to estimate mean error RT. A complete theory of categorization RT must make predictions about correct and error RT and about the relation between the two (e.g., are categorization errors always slower than correct responses?). Currently, there are no data that provide estimates of correct and error mean RTs to the same stimuli in a multidimensional categorization experiment.
Third, we examined the effect of category response bias on RT. Small but consistent response biases are often observed in categorization studies (e.g., Huttenlocher, Hedges, & Duncan, 1991) . In fact, most models of categorization accuracy include a parameter to account for response bias (e.g., Ashby, 1992a; Nosofsky, 1986) . Even so, little effort has been made to examine the influence of category response bias on categorization RT.
Finally, we examined how the nature of the category boundary affects categorization RT. It is known that the nature of the category boundary (e.g., whether the boundary is linear or quadratic) affects category learning and asymptotic accuracy (Ashby & Maddox, 1990 , 1992 , 1996 , but virtually nothing is known about effects on RT. We examined three qualitatively different types of category boundaries. In the selective attention experiment, the category boundary was linear but was positioned in such a way that the correct strategy was to attend selectively to one stimulus dimension and ignore the other. In the linear integration experiment, the category boundary was again linear but was positioned in such a way that the correct strategy was to attend (approximately) equally to each stimulus dimension. In the nonlinear integration experiment, the category boundary was highly nonlinear. As we will see, the complexity of the category boundary has a large (and systematic) effect on the RT distributions.
To summarize, the goal of the present research was to provide a detailed examination of RT distributions in multidimensional perceptual categorization. In particular, we were interested in the effects of several factors on lower and higher order properties of the RT distributions. Our aim was to provide a rich database of empirical constraints that must be predicted by any viable theory of categorization RT.
The next section provides an overview of several important properties of RT distributions and details the stochastic dominance relations used to investigate the relation between RT and distance to the category boundary. The third section is devoted to the experimental method, and the fourth section is devoted to the results. Finally, we close with some general comments on the implications of our findings for current and future theories of categorization RT.
RESPONSE TIME DISTRIBUTIONS AND TESTS OF STOCHASTIC DOMINANCE
Every presentation of the same category exemplar leads to a unique RT. 2 The resulting data can be described at many different levels. This article focuses on four. The RT density function, denoted by f(t), gives the likelihood that RT equals t, for each specific value of t. The cumulative RT distribution at time t, denoted by F(t), gives the probability that the observed RT is less than or equal to t [i.e.,
F(t) = P(RT Յ t)]. The hazard function, denoted by h(t),
defines the probability that the response will occur in the next instant given that it has not yet occurred. More formally, the hazard function is defined as h(t) = f (t)/ [1 Ϫ F(t) ]. Finally, the mean or expected RT defines the average RT and is denoted by E(RT).
One of the major goals of this article is to examine whether stimuli that are close to the category boundary yield RTs that are stochastically greater than RTs for stimuli that are farther from the boundary. Theoretically, there are several levels at which this stochastic dominance can be tested Townsend, 1991; Townsend & Ashby, 1978 , 1983 . One of the weakest is at the level of the mean or expected RT. Let E(RT i ) represent the mean RT for Stimulus i, and let d iB represent the distance between Exemplar i and the category boundary. We can then conclude that the RT-distance hypothesis is supported at the mean RT level if, for all
A stronger form of stochastic dominance is an ordering at the level of the cumulative RT distribution functions. The RT-distance hypothesis is supported at the cumulative distribution function level if, for all d iB Ͻ d jB ,
An ordering of the cumulative RT distributions is a stronger RT-distance effect than an ordering of the mean RTs because the former implies the latter-that is, an ordering of the cumulatives implies an ordering of the meansbut the latter does not imply the former (Townsend, 1991; Townsend & Ashby, 1978 , 1983 ). An even stronger form of stochastic dominance holds if the RT hazard functions are ordered by distance to bound-that is, if, for all t Ͼ 0, and
An ordering of the hazard functions implies an ordering of the cumulative distributions (Equation 2), but an ordering of the cumulatives does not imply an ordering of the hazard functions. Not only is a hazard function ordering informative, but the shape of the hazard function also provides important information about the nature of perceptual processing (e.g., Luce, 1986 ). An even stronger form of stochastic dominance is at the level of the likelihood ratio
The RT-distance hypothesis is supported at the likelihood ratio level if, for all
This is the strongest form of stochastic dominance considered in this article because if Equation 5 holds, it implies the other three forms of stochastic dominance (i.e., Equations 1, 2, and 3). To summarize the stochastic dominance relations, when l(t) is nondecreasing for all t Ͼ 0, and d iB Ͻ d jB , then the following three relations are implied:
Each type of stochastic dominance relation was tested in data from three multidimensional perceptual categorization experiments.
EXPERIMENTS
The stimuli used in all experiments were circles of varying diameter that contained a radial line of varying orientation (see Figure 1a) . These stimulus components are thought to be separable (e.g., Garner, 1974; Garner & Felfoldy, 1970; Shepard, 1964; however, see Ashby & Lee, 1991; Ashby & Maddox, 1990) . The stimulus ensemble consisted of 18 circular stimuli; it is displayed, along with a numbering scheme, in Figure 1b . In the selective attention experiment, the experimenter-defined categorization rule required the observers to ignore the orientation of the radial line and base their categorization judgment solely on the diameter of the circle (see Figure 2a) . In the linear integration experiment, the categorization rule required the observers to attend to both stimulus components and use a linear decision bound (see Figure 2b ). In the nonlinear integration experiment, the categorization rule required attention to both dimensions and the use of a nonlinear decision bound (see Figure 2c) .
During presentation of the data analyses, the selective attention and linear integration experiments will be discussed in parallel, whereas the nonlinear integration experiment will be treated separately. This approach is taken because the observers, stimuli, and experimental procedures were identical in the selective attention and linear integration experiments. The only difference between the selective attention and linear integration experiments was in the stimulus-to-category mappings. 
Radial Line Orientation

GENERAL METHOD Observers
All observers in the experiments were solicited from the Arizona State University community. The observers were paid $5 for each experimental session. All observers had 20/20 vision or vision corrected to 20/20. The same 4 observers participated in the selective attention and linear integration experiments. All observers completed the selective attention experiment first. Three observers participated in the nonlinear integration experiment. Observers 1 and 2 from the selective attention and linear integration experiments participated as Observers 1 and 2, respectively, in the nonlinear integration experiment. Observer 3 was the first author. The number of trials per session and the number of sessions completed by each observer are detailed in Table 1 . In each experiment, the first few sessions were considered practice and were excluded from the subsequent analyses. 3 In the selective attention experiment, the first session was considered practice. In the linear integration experiment, the first three or four sessions (depending on the observer's performance) were considered practice. In the nonlinear integration experiment, the first five or six sessions (depending on the observer's performance) were considered practice.
Stimuli
The stimulus ensemble consisted of 18 circles, each with an embedded radial line. These stimuli represent a subset taken from 36 stimuli that were constructed from the factorial combination of six levels of circle diameter with six levels of radial line orientation. In the selective attention and linear integration experiments, the six diameters were 100, 109, 118, 127, 136, and 145 pixels, and the six orientations were . 126, .201, .276, .352, .427, and .503 radians. In the nonlinear integration experiment, the six diameters were 100, 115, 130, 145, 160, and 175 pixels, and the six orientations were .126, .251, .377, .503, .628, and .754 radians. The 18 experimental stimuli were selected by taking 3 equally spaced stimuli from a given level of one stimulus component (see Figure 1b) . The component level structure of the stimuli in the selective attention and linear integration experiments was such that three levels of distance to bound could be specified. We arbitrarily assigned the labels small, medium, and large to these distances. The stimuli classified into the three distance categories for the selective attention and linear integration experiments are outlined in Table 2 . In all experiments, Category A contained 9 stimuli, and Category B contained 9 stimuli. The category assignments along with the category boundary are presented in Figure 2 . The average visual angle was about 1º. The stimuli were computer generated and displayed on a noninterlaced Super VGA monitor in a dimly lit room.
Procedure
At the start of each experimental session, the observer was shown the 18 stimuli along with the category boundary in a form similar to that displayed in Figure 2 . On every trial of the experiment, the observer's task was to categorize the stimulus as an exemplar of Category A or Category B. The observers were instructed "to respond as quickly as possible without sacrificing accuracy." Each trial of the experiment proceeded as follows. First, 1 of the 18 stimuli was selected at random (each with equal probability). A fixation point (i.e., a plus sign [+] ) appeared in the center of the screen for 500 msec. The stimulus was presented for 250 msec, followed by a pattern mask that remained on the screen until the observer responded. The pattern mask was included to ensure that the maximum amount of perceptual processing on each trial was constant. The observer responded by pressing the key marked "A" for Category A or the key marked "B" for Category B. Each response was followed by a 1,000-msec display of the correct category label, a 1,000-msec blank screen, and then initiation of the next trial. Every 25 trials, the observer was allowed to rest and was provided with the cumulative accuracy score and correct-response mean RT. Each observer, when ready to continue, pressed a button, and the next block of 25 trials was initiated.
RESULTS
Selective Attention and Linear Integration Experiments
A major variable of interest in this study was distance to the category boundary. When comparing stimuli of 5, 11, 17 3, 9, 15 6, 12, 18 Linear integration A 3, 5, 8, 10, 13 2, 4, 7 1 B 6, 9, 11, 14, 16 12, 15, 17 18 Note-The stimulus numbering scheme is depicted in Figure 1b. varying distances, we can specify three types of comparisons. Comparisons between small-distance stimuli and medium-distance stimuli are called one-step near comparisons. We use this term because they involve stimuli that are near the bound but that differ by one arbitrary unit of distance. Comparisons between medium-and large-distance stimuli are called one-step far comparisons, because they involve stimuli that are far from the bound but that differ by one arbitrary unit of distance. Finally, comparisons between small-and large-distance stimuli are called twostep comparisons. It is worth noting that this "arbitrary unit" of distance was smaller in the selective attention experiment than in the linear integration experiment. In the selective attention experiment, the unit of distance was a function only of the circle diameter. In the linear integration experiment, on the other hand, the distance was determined by the circle diameter and the line orientation. Statistically, the smaller units in the selective attention experiment made it more difficult to identify differences in RT as a function of distance because the distances were smaller.
Radial Line Orientation
Accuracy Analysis
Tables 3 and 4 display the accuracy rates by stimulus and observer for the selective attention experiment and the linear integration experiment, respectively. Table 5 displays the selective attention and linear integration accuracy rates for each observer broken down by distance to bound and by category. The results can be summarized as follows. First, for each observer in both experiments, accuracy increased monotonically as distance to bound increased. Second, accuracy rates were similar in the selective attention and linear integration experiments, with a slight advantage for the selective attention experiment. Third, in some cases, the observers showed a bias for one response over the other. This can be seen most clearly for Observers 2 and 3. For Observer 2, in both experiments, accuracy rates for Category B were higher than for Category A (selective attention experiment, advantage for Category B, 3.83%; linear integration experiment, advantage for Category B, 5.58%). This pattern held for each of the three distance-to-bound relations. Observer 3 showed a similar pattern; however, the bias was toward Category A instead of Category B (selective attention experiment, advantage for Category A, 5.01%; linear integration experiment, advantage for Category A, 2.41%). Observer 1 showed a moderate bias toward Category A, and Observer 4 showed a slight bias toward Category B, both in the linear integration experiment (Observer 1, advantage for Category A, 4.22%; Observer 4, advantage for Category B, 1.14%). As we will see shortly, these biases are mirrored nicely in the correct-response and error mean RT data, especially for Observers 2 and 3.
Observer's Category Boundary
Although a display of the stimulus configuration along with the experimenter-defined category boundary was provided for each observer, and accuracy rates were high, it is possible that the observers did not use the experimenterdefined category boundary. Because our classification scheme of small, medium, and large distances to the boundary is based on the experimenter-defined boundary, it is important to determine whether each observer used this boundary or at least one similar to the experimenter-defined boundary. To make this determination, we fit a linear and quadratic category boundary to each observer's data. (The details of this procedure are outlined in the Appendix for the interested reader.) The experimenter-defined category boundary along with the "most parsimonious" boundaries (whether linear or quadratic) are displayed in Figure 3 . If the extra parameters of the quadratic category boundary did not provide a statistically significant improvement in fit over the linear category boundary, then the most parsimonious boundary was linear. However, if the extra parameters of the quadratic boundary did provide a statistically significant improvement in fit, then the most parsimonious boundary was quadratic. Figures 3a and 3b display boundaries for the selective attention and linear integration experiments, respectively. The dashed line in each display represents the experimenter-defined category boundary. An examination of Figure 3 suggests that each observer's most parsimonious boundary differed only slightly from the experimenter-defined boundary. An examination of the effects of distance to the category boundary on RT requires only that the observer's category boundary preserved the distance-to-bound relations outlined above (i.e., small, medium, and large distances). Clearly, these distance relations were not violated for any Note-Correct-response and error mean RTs are in milliseconds. of the observers. A discussion of the best-fitting category boundaries, along with possible explanations for the moderate quadratic trend, is given in the Appendix.
Stochastic Dominance Tests of the Response Time Data
One problem in testing RT hypotheses is that they make predictions about the relation of RT to the position of stimuli in the perceptual space, not the physical space. Since the perceptual space is unobservable, this could create problems in testing the RT hypothesis. Fortunately, much is known about the perceptual representation of the stimuli used in these experiments (at least about the mean perceptual effect). First, the Stevens exponent for length is very close to one, suggesting a close correspondence between the physical and perceived size of the stimulus. Second, psychological scaling (MDS) solutions for these stimuli, from many experiments, suggest a close correspondence between the physical and the perceptual space (Nosofsky, 1986; Nosofsky, Clark, & Shin, 1989; Shepard, 1964) . Finally, since much of the present analyses require only an ordinal relation between RT and position of the stimulus in the stimulus space, this ordinal relation will remain intact under a wide range of monotonic transformations that might characterize the relation between the physical and the perceptual space (e.g., any strictly increasing monotonic transformation). Thus, these analyses do not require a close correspondence between the physical and perceptual spaces.
Relation between correct-response and error RT. Tables 3 and 4 show the correct-response and error mean RTs for each stimulus and observer for the selective attention and linear integration experiments, respectively. Thomas & Myers, 1972) showed that the RT-distance hypothesis makes strong predictions about the relation between RT on correct and incorrect trials. Specifically, Thomas showed that, for most common perceptual distributions (e.g., normal), error RT will be longer than correct-response RT. 4 To test this hypothesis, we performed t tests on the correct-response and error mean RTs for each stimulus and observer. Averaged across observers and stimuli, 7% (selective attention experiment) and 15% (linear integration experiment) of the correct-response mean RTs were significantly faster than the error mean RTs (in support of the RT-distance hypothesis), and 29% (selective attention experiment) and 25% (linear integration experiment) of the correct-response mean RTs were significantly slower than the error mean RTs (providing evidence against the RT-distance hypothesis). Interestingly, the majority of the tests were not statistically significant and, thus, did not provide support for or evidence against the RT-distance hypothesis (64% in the selective attention experiment and 60% in the linear integration experiment). In the selective attention experiment, the correct-response and error mean RTs were very similar. In fact, averaged across stimuli and observers, the error mean RT was 3 msec faster than the correct-response mean RT. In the linear integration experiment, the error mean RTs were consistently longer than the correctresponse mean RTs for all 4 observers. This difference was relatively large, averaging 25 msec across observers. The results from the linear integration experiment support the prediction of the RT-distance hypothesis that errors will be slower than correct responses. The results from the selective attention experiment neither support nor provide strong evidence against this prediction. It is worth mentioning that the predictions of the RT-distance hypothesis and the finding of errors being slower than correct responses are somewhat counterintuitive since we would expect a decision process that continues longer to be more accurate than a decision process that does not continue for as long. The RT-distance hypothesis predicts this counterintuitive result because percepts leading to errors will, on average, lie closer to the category boundary than will percepts that lead to correct responses. Why might the correct-response and error mean RTs support the RT-distance hypothesis in the linear integration experiment and not in the selective attention experiment? There are at least two possible explanations. First, there is evidence that task difficulty affects the prevalence of "fast guessing," with easy tasks yielding more fast guesses than difficult tasks. A robust result in the two-choice RT literature is that errors are often faster than correct responses when the discrimination is easy, but they are slower when the discrimination is difficult (see Link & Heath, 1975 , Luce, 1986 , Ratcliff, 1978 , Townsend & Ashby, 1983 , and Vickers, 1979 , for reviews of this literature). One possible explanation of this result is that, when the discrimination is very easy, any processing of the stimulus leads to a correct response. As a result, when observers are pressed to respond even more quickly, they can do so only by ignoring all stimulus information on some proportion of trials and by guessing. This "fast-guess" model of the speed-accuracy tradeoff predicts that error RTs will be faster than correctresponse RTs (Ollman, 1967; Yellott, 1968) . Notice that the fast errors do not result because errors are processed faster than correct responses, but rather because many errors result from guesses that happen to be fast but incorrect.
When the discrimination is relatively difficult, an emphasis on speed causes observers to respond on the basis of partial processing. No (or very little) fast guessing occurs, but stimuli are not processed completely. Since all stimuli are processed, percepts leading to errors will, on average, lie closer to the category boundary than will percepts that lead to correct responses, with the result that error RTs are longer than correct-response RTs. In this case, the RTdistance hypothesis is supported. These findings are relevant, and they might explain the difference in correct-response and error mean RT orderings across experiments, because the selective attention experiment should have been an easier task to perform than the linear integration experiment. In the selective attention experiment, only one stimulus component was relevant, and all processing could be focused on that component, whereas, in the linear integration experiment, both stimulus components had to be processed. In addition, the fact that the stimuli were composed of separable dimensions should have made this focusing operation especially easy, and the integration process more difficult. This fast-guess hypothesis is speculative at this point, but it provides an interesting account of the data. Clearly, more work is necessary to rigorously test this hypothesis (see Townsend & Ashby, 1983, pp. 263-271 , for a review of more rigorous methods of testing the fastguess hypothesis).
A second possibility is that the response bias observed in the accuracy data might account for some of the cases in which error mean RTs were shorter than correct-response mean RTs. The logic is as follows. Suppose an observer is biased toward response "A." In this case, the observer will be fast and accurate when response "A" is correct and will be slow and less accurate when response "B" is correct. In addition, this observer will be slow when incorrectly responding "B" to an "A" stimulus but should be fast when incorrectly responding "A" to a "B" stimulus. In short, such a bias predicts that errors should be relatively slow and correct responses fast for the "biased" category, whereas errors should be fast and correct responses slow for the "unbiased" category. To test this hypothesis, we examined the correct-response and error mean RTs for the biased and unbiased categories for each case in which a bias was observed in the accuracy data. Because there were nine Category A stimuli and nine Category B stimuli, there were nine tests of this hypothesis for the biased and unbiased categories. Recall that there were six cases in which a response bias was observed. Observer 1 showed a bias toward response "A" in the linear integration experiment, Observer 2 showed a bias toward response "B" in both experiments, Observer 3 showed a bias toward response "A" in both experiments, and Observer 4 showed a bias toward response "B" in the linear integration experiment. The data in Tables 3 and 4 provide strong support for this "response bias" hypothesis. For five of the six cases in which a bias existed, six of nine stimuli showed the predicted ordering for the biased category (i.e., longer error mean RT than correct-response mean RT). In the final case, five of seven stimuli showed the predicted ordering (for two stimuli, there were no errors). In five of the six cases, nine of nine stimuli showed the predicted ordering for the unbiased category (i.e., shorter error mean RT than correct-response mean RT). In the final case, eight of nine stimuli showed the predicted pattern. It is important to note that, although the RT-distance hypothesis predicts that responses (both correct and error) to the favored category will be faster than responses to the nonfavored category, it still always predicts that, for any particular stimulus, errors should be slower than corrects. Thus, the response bias hypothesis tested here is fundamentally incompatible with the RTdistance hypothesis.
Ratcliff and colleagues (Ratcliff & Rouder, 1997; Ratcliff, Van Zandt, & McKoon, 1997) recently developed and tested a diffusion model that predicts the pattern of results observed in these experiments. The critical factor in this model is that there is variability across trials both in the starting point of the diffusion process and in the mean drift rate. Variability in the starting point leads to fast errors, and variability in the mean drift rate leads to slow errors. When applied to conditions that vary in difficulty, one or the other factor tends to dominate the predicted RT. In line with the present results, when the discrimination is easy, errors are predicted to be faster than correct responses, and when the discrimination is difficult, errors are predicted to be slower than correct responses.
Correct-response mean RT. A robust finding in previous research is that correct-response mean RT decreases as distance to the category boundary increases (Bornstein & Monroe, 1980; Cartwright, 1941) . In line with previous research, this RT-distance hypothesis finds support across experiments, observers, and categories (see Table 5 ). In every case, mean RT decreased as distance to bound increased. 5 To test the predicted correct-response mean RT orderings more rigorously, t tests were conducted between every possible pair of stimuli (see Equation 1) . Comparisons can be classified into four types: one-step near, one-step far, two-step, and parallel. The one-and two-step comparisons have already been defined. The parallel comparisons are those between stimuli that were the same distance from the experimenter-defined decision bound. Statistically significant one-and two-step mean RT differences would provide evidence in support of the RT-distance hypothesis, whereas statistically nonsignificant parallel RT differences provide support for the hypothesis. To be conservative in our statistical analyses, we used different significance levels for the one-and two-step comparisons and the parallel comparisons. Specifically, we set ␣ = .01 for the one-and two-step comparisons, and ␣ = .30 for the parallel comparisons.
These data from these analyses are in Table 6 , which presents the percentages of comparisons that provide support for the RT-distance hypothesis. Also included are the mean RT differences associated with each series of statistical tests, as well as the the number of t tests conducted for each type of comparison. The results can be summarized as follows. First, restricting attention to the one-and twostep comparisons, a large percentage of the tests supported the RT-distance hypothesis. On the basis of the averaged data from both experiments, 100% of the two-step comparisons and well over 70% of the one-step comparisons supported the RT-distance hypothesis. In addition, notice that the mean RT differences are relatively large, ranging from 14 to 64 msec. The data from the parallel comparisons provided somewhat less support. Even so, nearly 60% and just over 70% of the parallel tests supported the RT-distance hypothesis in the selective attention and linear integration experiments, respectively. Note also that the parallel mean RT differences are small (9 and 21 msec). The latter result was not completely unexpected given the fact that the best-fitting decision bounds deviated slightly from the experimenter-defined bound. The "parallel" stimuli are equidistant only from the experimenter-defined bound. If the observer's bound differs from the experimenterdefined bound, then many of these stimulus pairs will not be equidistant. An examination of Figure 3 suggests that there were small deviations from the experimenter-defined boundary. Even so, a large percentage of the parallel tests supported the distance to bound hypothesis.
Cumulative RT distributions. A stronger test of the RT-distance hypothesis requires a comparison of the cumulative RT distributions (see Equation 2
). Specifically, the RT-distance hypothesis is supported if F j (t) Ն F i (t) for all t Ͼ 0 and Stimuli i and j for which d iB Ͻ d jB , where d iB is the distance from Stimulus i to the category boundary. To test this hypothesis, Kolmogorov-Smirnov tests were conducted using the same strategy described for the mean RT comparisons. Specifically, all possible one-step, two-step, and parallel comparisons were tested using the significance levels outlined above.
These analyses are presented in Table 7 using the same format as that used in Table 6 . The results mirror those for mean RT. Strong support was found for the RT-distance hypothesis in both experiments for all observers and for the one-step, two-step, and parallel comparisons. For illustrative purposes, the cumulative RT distributions for one small-, medium-, and large-distance stimulus are presented in Figure 4 for a representative observer (Observer 2). For the selective attention experiment (Figure 4a ), the presented stimuli are 7, 10, and 8. For the linear integration experiment (Figure 4b ), the analogous stimuli are 1, 4, and 8. Notice that the cumulative RT distributions are clearly ordered in the way predicted by the RT-distance hypothesis.
RT hazard function ordering. The hazard functions were estimated using the random smoothing technique of Miller and Singpurwalla (1977;  see also . Unlike the analyses of the mean RT and cumulative RT distributions, no well-established statistical test exists for determining whether two hazard functions are ordered. Thus, we simply plotted all pairs of hazard functions for the one-and two-step comparisons and inspected them visually. Although we have no way of quantifying these analyses, in general, the hazard function orderings supported the RT-distance hypothesis. For example, Figure 5 depicts the hazard functions for the same stimuli presented in Figure 4 . Although there are some violations of the predicted ordering, in general, the hazard functions clearly appear to be ordered by distance to the bound.
RT hazard function shape. The shape of the hazard functions is also informative. Notice (in Figure 5 ) that the hazard functions for the stimuli farthest from the bound are more "peaked" than are the functions for the stimuli close to the bound. Although differing in magnitude, this pattern held up for all stimuli and observers. Interestingly, this same pattern has been observed in simple detection (Burbeck & Luce, 1982) , subitizing (Balakrishnan & Ashby, 1992) , and memory scanning . Specifically, in each case, the hazard function is peaked for the "easier" trials and is less peaked for the "difficult" trials. This is especially interesting because of the large RT variation across these tasks. For example, mean RT on a difficult detection trial (i.e., low-intensity stimulus) is typically less than mean RT on an easy memory scanning trial (i.e., small memory set). Yet, within a task, the same change in the hazard function occurs with changes in the difficulty of the trials. This remarkable similarity across such different tasks suggests a possible common mechanism that may operate in virtually all perceptual decision-making tasks.
The nonmonotonicity of the hazard functions associated with the stimuli that are farthest from the bound rules out a large class of serial processing models (see, e.g., . The RT hazard function at time t gives the likelihood that a response will be made in the next instant, given that one has not already been made. In a serial process, as time increases, the number of stages remaining uncompleted tends to decrease. As a result, most serial models predict that the hazard function steadily increases with time. Such models cannot account for the hazard functions shown in Figure 5 .
RT likelihood ratios. A test of the monotonicity of likelihood ratios is the strongest test of stochastic domi- Note-For the one-and two-step comparisons, the significance level was set to ␣ = .01. For the parallel comparisons, the significance level was set to ␣ = .30. Note-For the one-and two-step comparisons, the significance level was set to ␣ = .01. For the parallel comparisons, the significance level was set to ␣ = .30.
nance of stochastic dominance considered in this article. From a statistical standpoint, likelihood ratios are difficult to estimate. Fortunately, however, there is a statistically reliable method of determining whether likelihood ratios are nondecreasing that does not require an estimate of the likelihood ratio . A well-known result in signal detection theory states that the likelihood ratio (the ratio of the signal-plus-noise over the noise distributions) is an increasing function of the sensory variable, if and only if the ROC curve is concave 6 (Laming, 1973; Peterson, Birdsall, & Fox, 1954) . The survivor function is defined as one minus the cumulative distribution function, 1 Ϫ F(t), so an ROC curve is a plot of the survivor function of the signal-plus-noise distribution [i.e., P(hit)] against the survivor function of the noise distribution [i.e., P(false alarm)]. Therefore, an alternative method for determining whether the likelihood ratio, l(t) = f i (t)/f j (t), is increasing in t is to plot the survivor function of Stimulus i against the survivor function of Stimulus j and check whether the resulting function is concave (see , for more details). Unfortunately, we know of no statistical test for determining whether a function is concave, so visual inspection was employed. Overall, there was no evidence that concavity was violated. This is seen clearly in Figure 6 , which shows the RT-ROC curves for the same stimuli used in Figures 4 and 5 .
Summary
The stochastic dominance tests indicate that the distance from the stimulus to the category boundary strongly affects the time it takes for the observer to respond. Specifically, the tests demonstrate that stimuli that are close to the category boundary yield RTs that are stochastically greater than RTs for stimuli that are farther from the category boundary. These findings provide strong support for the RT-distance hypothesis (Ashby & Maddox, 1994; Maddox & Ashby, 1996) . The RT-distance hypothesis was supported in two qualitatively different types of categorization problems: one in which the experimenter-defined strategy was to ignore a stimulus component (i.e., attend selectively), and another in which both components needed (approximately) equal attention. In both cases, however, the experimenter-defined decision bound was approximately linear. In contrast to predictions of the RT-distance hypothesis, error mean RTs were not always longer than correct mean RTs, especially in the selective attention experiment. One possible explanation is that the relatively easy selective attention experiment led to a greater number of fast guesses. A second possibility is that a response bias existed for many observers that led to faster responding for one category label over the other. This hypothesis provided a good account of the data, and it appears to account for many of the violations of the RT-distance hypothesis.
To extend our analyses of RT distributions even further, we had observers participate in a categorization problem with a highly nonlinear category boundary. We turn to this experiment now.
Nonlinear Integration Experiment
Because the category boundary is nonlinear, there is no simple method for classifying the stimuli into small-, medium-, and large-distance categories, as was done in the selective attention and linear integration experiments. However, several pairs of stimuli clearly differed in distance to bound. Thus, we will focus primarily on these pairs of stimuli. For example, in Category A, Stimulus 1 and Stimulus 18 were farther from the bound than were Stimuli 4, 7, 12, 13, 15, 16, and 17 . Thus, the stochastic dominance tests will be performed between Stimulus 1 and each of these seven other stimuli and between Stimulus 18 and each of these other stimuli. In Category B, Stimulus 3, Stimulus 5, and Stimulus 8 were farther from the bound than were Stimuli 2, 6, 9, 10, 11, and 14. Thus, the stochastic dominance tests will be performed between each one of these relevant pairs. In total, we identified 32 pairs of stimuli to test. Table 8 presents the accuracy rates for each stimulus by observer for the nonlinear integration experiment. Figure 7 presents the experimenter-defined and best-fitting quadratic category boundary. As in the previous experiments, the accuracy rates increased with distance to bound. In addition, the best-fitting boundary was similar to the experimenterdefined boundary and preserved the distance-to-bound relations. Interestingly, there were a few stimuli that appeared to give the observers some trouble. For example, Observer 3 frequently classified Stimuli 4, 10, and 12 into the incorrect category. The accuracy rates for these stimuli for Observer 3 were 33%, 48%, and 34%, respectively. The bestfitting quadratic boundary for Observer 3 predicted accurately the poor performance for Stimuli, 4, 10, and 12, yielding predicted accuracy rates of 34%, 47%, and 37%, respectively.
Accuracy Analysis and Observer's Category Boundary
Response Time Analyses
Correct-response and error mean RT. Table 8 displays the correct-response and error mean RTs for each observer. As in the previous experiments, correct-response Figure 6 . Representative ratio of the cumulative distribution plots for a one-step far, one-step near, and two-step comparison from Observer 2 for the selective attention and linear integration experiments. In the selective attention experiment, the plots are for Stimuli 8 and 10 (one-step near), 7 and 10 (one-step far), and 7 and 8 (two-step). In the linear integration experiment, the plots are for Stimuli 4 and 8 (one-step near), 1 and 4 (one-step far), and 1 and 8 (two-step).
mean RT was longest near the decision bound and fell off monotonically with distance to bound. To test the RTdistance hypothesis, we performed t tests on the correctresponse and error mean RTs for each stimulus and observer. Averaged across observers and stimuli, 37% of the correct-response mean RTs were significantly faster than the error mean RTs (in support of the RT-distance hypothesis), and 17% of the correct-response mean RTs were significantly slower than the error mean RTs (providing evidence against the RT-distance hypothesis). Forty-six percent of the tests were not significant and, thus, did not provide support for or evidence against the RT-distance hypothesis. Averaged across stimuli, the error mean RTs were longer than the correct-response mean RTs for each observer. The difference was quite large (average error minus correct-response mean RT = 35 msec) and was somewhat larger than in the linear integration experiment (average error minus correct-response mean RT = 25 msec) and much larger than in the selective attention experiment (average error minus correct-response mean RT = Ϫ3 msec). A similar pattern holds when we examine the percentages of t tests that provide statistically significant support for the RT-distance hypothesis: 37%, 15%, and 7% in the nonlinear integration, linear integration, and selective attention experiments, respectively. Notice that these data provide support for the hypothesis suggested earlier that task difficulty increases the difference between correct-response and error mean RT. Although the correct-response and error mean RT data, averaged across stimuli, provide strong support for the RT-distance hypothesis, there were still several stimuli for which the ordering was violated. When discussing the selective attention and linear integration data, we hypothesized that a response bias might account for some of these violations. Further examination of the nonlinear integration data suggests that a response bias might also be operative in this experiment. Although Observer 1 showed no bias, Observers 2 and 3 showed a strong bias to respond "B." Thus, when response "B" is the correct response, we expect correct responses to be fast and errors to be slow. When response "A" is the correct response, we expect correct responses to be slow and errors to be fast. In support of this hypothesis, for seven of the nine Category B stimuli, the correct-response mean RT was shorter than the error mean RT. Analogously, for five of nine (Observer 2) and seven of nine (Observer 3) Category A stimuli, the correct-response mean RT was longer than the error mean RT. Despite the possible response bias, taken as a whole, the correct-response and error mean RTs supported the RT-distance hypothesis.
To determine whether the 32 pairs of stimuli that differ in distance to bound yielded mean RT differences in the direction predicted by the RT-distance hypothesis, t tests were performed. For Observers 1, 2, and 3, respectively, 81%, 81%, and 56% of the tests provided support for the RT-distance hypothesis.
Cumulative RT distributions. The same stimulus pairs were used to test the stronger form of stochastic dominance based on the cumulative RT distributions. For Observers 1, 2, and 3, respectively, 88%, 84%, and 66% of the Kolmogorov-Smirnov tests provided support for the RT-distance hypothesis. Note that these percentages were higher than for the analogous tests on the mean RTs. Since an ordering of the cumulative distribution functions implies an ordering of the mean RTs, these results, therefore, reinforce our conclusion that the mean RT orderings are reliable. A plot of the cumulative RT distributions for Stimuli 1 and 4 for a representative observer (Observer 2) are depicted in Figure 8a . RT hazard functions and RT likelihood ratios. The RT hazard functions and likelihood ratios in the nonlinear integration experiment mimicked those in the two linear experiments. In general, on the basis of visual inspection, the hazard functions were ordered in the direction predicted by the RT-distance hypothesis. In addition, the hazard functions were again peaked for stimuli that were farthest from the decision bound. Finally, although some violations of concavity existed, the RT-ROC curves were generally concave, which supports the hypothesis that the likelihood ratios increased with RT. Figures 8b and 8c depict the hazard functions and the RT-ROC for Stimuli 1 and 4 from Observer 2.
GENERAL DISCUSSION AND CONCLUSIONS
The goal of this study was to collect a rich set of categorization RT data that could be used to test developing models of categorization RT. The observers participated in three categorization experiments that differed qualitatively in the nature of the experimenter-defined category boundary. In the selective attention experiment, the observer was required to attend selectively to one dimension of the stimulus while ignoring the other dimension. In the linear integration experiment, the observer was required to attend (approximately) equally to both stimulus dimensions and integrate the stimulus information in a linear fashion. In the nonlinear integration experiment, the observer was required to attend to both stimulus dimensions and integrate the stimulus information in a nonlinear fashion. The observers completed several sessions in each experiment, resulting in a large number of repetitions for each individual stimulus. These large sample sizes made it possible to obtain accurate estimates of the RT distributions, thereby allowing us to examine the effects of many important factors on categorization RT.
A robust finding in the empirical literature is that correctresponse mean RT decreases with the distance between the exemplar and the category boundary (e.g., Bornstein & Monroe, 1980; Cartwright, 1941 ; see also . This RT-distance hypothesis found support in the data from all observers across all three experiments both at the relatively weak level of correct-response mean RT and at higher distributional levels (i.e., at the level of the cumulative RT distribution, the RT hazard function, and the RT likelihood ratio). In addition, we found strong evidence of RT invariance for all stimuli the same distance from the boundary (and within the same category). Thus, we found no evidence that position within the category Figure 7 . Stimuli, experimenter-defined, and best-fitting quadratic category boundaries for each observer in the nonlinear integration experiment. The plus signs denote "A" stimuli, and the circles denote "B" stimuli. The dashed line denotes the experimenter-defined bound, and the solid lines denote the "most parsimonious" bound. structure had any effect on RT (once distance to bound was controlled). Among the important implications of this result is that our data showed no signs of a similarity or typicality effect. For example, Figures 1 and 2 indicate that in the linear integration experiment, Stimulus 8 was more similar and more typical to the Category A exemplars than were Stimuli 3 or 13 (by any currently popular similarity and typicality measures), although distance to the boundary was the same for these three stimuli. Thus, if there was a tendency for the observers to respond "A" more quickly to stimuli that were more typical of Category A or more similar to the Category A exemplars, then RT to Stimulus 8 would have been less than RT to Stimuli 3 or 13. We found no evidence of such differences.
In its most popular forms, the RT-distance hypothesis predicts error RTs to be larger than correct-response RTs ; see also Thomas & Myers, 1972) . This prediction was supported in the linear integration and nonlinear integration experiments; however, in the selective attention experiment, correct and error RTs were approximately equal. The selective attention task is the "easiest" task, in the sense that the observer need only attend to one of two separable stimulus components. The nonlinear integration task is the most difficult because both stimulus components must be attended, and information about these components must be integrated in a nonlinear fashion. The linear integration task is intermediate in difficulty because it requires information integration, but integration in a linear fashion. Two reasonable, but tentative, explanations are offered for these results. One possibility is that the relatively easy selective attention experiment led to a greater number of fast guesses than did the more difficult integration experiments and thus led to faster error RTs. A second possibility is that a response bias existed for many observers that led to faster responding for one category label over the other. Both hypotheses are reasonable, and they appear to account for many of the violations of the RT-distance hypothesis.
Another interesting aspect of the present data was the effect of distance to the boundary on the shape of the RT hazard functions. Specifically, the hazard functions for the stimuli farthest from the bound were more "peaked" than were the functions for the stimuli close to the bound. Interestingly, this same pattern has been observed in simple detection (Burbeck & Luce, 1982) , subitizing (Balakrishnan & Ashby, 1992) , and memory scanning . In each case, the hazard function is peaked for the easier trials and is less peaked for the difficult trials. This similarity across such different tasks suggests a possible common mechanism that may operate in virtually all perceptual decision-making tasks. In addition, the nonmonotonicity of the hazard functions associated with the stimuli that are farthest from the bound rules out a large class of serial processing models (see, e.g., .
To our knowledge, this is the first categorization study with sample sizes large enough for accurate estimation of the RT distributions from individual observers. The rich data set that resulted can be used for quantitative testing of alternative categorization models, but an analysis of those data also uncovered a number of qualitative results that any serious model of categorization RT must predict. In particular, any viable categorization model must make several predictions: (1) RT is faster for stimuli farther from the category boundary, and this stochastic dominance holds all the way up to the level of the RT likelihood ratio.
(2) RT is invariant for all stimuli the same distance from the category boundary, at least in experiments where the stimuli are all presented with equal frequency. In particular, this implies that, in such experiments, similarity and typicality have no fundamental effect on RT. (3) As in twochoice discrimination, the relation between correct and error RT depends on task difficulty. When the difficulty is high, errors are slower than correct responses, whereas this difference disappears when difficulty is low. (4) Small, consistent response biases appear to have a large effect on the relation between correct and error RT. (5) Categorization RT hazard functions are qualitatively similar to hazard functions observed in detection, subitizing, and memory scanning experiments. Specifically, the hazard functions are ordered by trial difficulty (i.e., by distance to boundary), they have flat tails, they are peaked on easy trials (i.e., for stimuli far from the boundary), and they are increasing on difficult trials (i.e., for stimuli near the boundary).
These results present an immediate challenge to existing categorization RT models, and they should serve as a valuable guide to researchers developing new theories.
A detailed discussion of this issue is beyond the scope of this article; however, the interested reader is directed to Maddox (1991, 1994) for details.
6. A curve is concave if any two points on the curve can be connected by a line segment that lies completely below the curve.
APPENDIX
In this appendix, we outline the procedure used to determine each observer's best-fitting linear and quadratic category boundary. Two decision bound models of categorization were applied to the data from each observer in the selective attention, linear integration, and nonlinear integration experiments. These were the general linear classifier and the general quadratic classifier. In short, the general linear classifier assumes the observer uses a linear decision boundary but not necessarily the experimenterdefined decision boundary, and the general quadratic classifier assumes the observer uses a quadratic decision boundary. The details of these models are described fully in many other articles (e.g., Ashby, 1992a Ashby, , 1992b Maddox, 1995; . In applying these models to the data, some assumptions must be made regarding the relation between the perceptual space and the physical space. Following Maddox and Ashby (1993) , we assumed that the mean perceptual effect for Stimulus i was equal to the coordinates of Stimulus i in the physical space. In addition, the perceptual covariance matrix was assumed to be a scaler multiple of the identity matrix and was assumed to be bivariate normal. Using these same assumptions, Maddox and Ashby (1993) successfully accounted for categorization accuracy in a series of experiments that utilized these same stimulus dimensions. As stated by Maddox and Ashby (1993; see also Maddox & Ashby, 1998) , these are the simplest perceptual representation assumptions allowed in decision bound theory and are surely incorrect in most cases. We made this assumption for two reasons. First, this simplifies the modeling procedure because only one distribution parameter is free to vary. Because of the limited number of degrees of freedom in the accuracy data, this was necessary. Second, such a simple perceptual representation places the burden of prediction on the decision bound.
Because the general linear classifier is "nested" within the general quadratic classifier (i.e., the general linear classifier is a special case of the general quadratic classifier in which the quadratic terms equal zero), likelihood ratio tests can be used to determine which model provides the "most parsimonious account of the data" (e.g., Ashby, 1992b; Wickens, 1982) . The basic idea is to determine whether the potentially nonzero quadratic terms in the general quadratic classifier provide a statistically "significant" improvement in fit over the general linear classifier (whose quadratic terms equal zero). Table A1 displays the goodness-of-fit (ϪlnL) values for each model by observer and experiment. The goodness-of-fit value for the most parsimonious model is in bold type. Interestingly, these analyses suggest that many observers utilized a quadratic boundary. In fact, all 4 observers in the linear integration experiment and 1 of the 4 observers in the selective attention experiment appeared to use a nonlinear category boundary. The remaining 3 observers in the selective attention experiment used a linear category boundary.
At first glance, these findings seem to undermine our ability to draw inferences about the RT-distance hypothesis from these data, because the observers did not appear to use the experimenterdefined category boundary. However, there are at least two reasons to believe that these data will still serve our purpose. First, and most importantly, there is evidence that the extremely sim-ple perceptual representation assumptions made by the models has an impact on the form of the best-fitting category boundary. For example, consider a situation in which the perceptual representation for a set of stimuli violates the equal-variance assumption, and the observer uses a linear category boundary. Suppose one were to apply the general linear classifier and general quadratic classifier to the data under the assumption that the perceptual representation satisfies the equal-variance assumption. This is a situation in which the perceptual representation assumption for the models is incorrect. Maddox (in press; see also investigated (through Monte Carlo simulation) several situations of this sort and found that the general quadratic classifier often provides the most parsimonious account of the data, even though the observer's category boundary is actually linear. Maddox argued that the extra boundary parameters in the general quadratic classifier allow the model to absorb (or to account for) some of the error created by the incorrect perceptual representation assumptions. This work is relevant because it is very likely that the equal-variance assumption is violated in the present data. (Of course, it is also possible that other assumptions are violated, such as the assumption of normally distributed perceptual effects.) Thus, the fact that the general quadratic classifier provided the most parsimonious account of much of the present data does not imply that the observers used a quadratic category boundary. Second, the goal of the present study was to examine the effect of distance to the category boundary on RT. This requires only that the observer's category boundary preserve the distance-to-bound relations outlined in the text. An examination of Figures 3 and 7 suggests that the observer's boundary was similar to the experimenter-defined boundary-in general, preserving the distance-to-bound relations. n.a. Note-Values for the "most parsimonious" model are presented in bold type. The GLC fits were excluded from the nonlinear integration experiment because the fits were extremely poor.
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