Abstract Ensemble assimilation schemes applied in their original, global formulation respect linear conservation properties if the ensemble perturbations are set up accordingly. For realistic ocean systems, only a relatively small number of ensemble members can be calculated. A localization of the ensemble increment is therefore necessary to filter out spurious long-range correlations. The conservation of the global properties will be lost if the assimilation is performed locally, since the conservation requires a coupling between all model grid points which is removed by the localization. The distribution of ocean observations is often highly inhomogeneous. Systematic errors of the observed parts of the ocean state can lead to spurious adjustment of the non-observed parts via data assimilation and thus to a spurious increase or decrease in long-term simulations of global properties which should be conserved. In this paper, we propose a local assimilation scheme (with different variants and assumptions) which can satisfy global conservation properties. The proposed scheme can also be used for non-local observation operators. Different variants of the proposed scheme are tested in an idealized model and compared to the traditional covariance localization with an ad-hoc step enforcing conservation. It is shown that the inclusion of the conservation property reduces the total RMS error and that the presented stochastic and deterministic schemes avoiding error space rotation provide better results than the traditional covariance localization.
Introduction
Conservation laws are the central elements in numerical ocean modelling and for understanding the ocean dynamics in components are subject to such conservation laws. These fundamental laws allow to describe the exchange of these ocean properties and are instrumental for deriving a conceptual overview of transports in the ocean. When ocean models are developed, a significant effort is placed in maintaining the conservation laws, (e.g., Wang et al. 2013) . The ability to respect the conservation has been a strong argument in favor of numerical discretization methods like finite volumes (e.g., Shchepetkin and McWilliams 2005; Madec 2014 ) and a certain class of finite elements schemes (e.g., White et al. 2008; Danilov 2013 ). On long time scales (several years), conservative numerical models are also crucial for assessing changes of physical properties, such as the total heat budget.
Global assimilation schemes can naturally satisfy global linear constraints and preserve linear conservation for suitably chosen perturbations (Janjić et al. 2014) . For example, the total amount of heat is conserved by the assimilation if the temperature error introduced at every time step integrated over the whole domain is zero. When the model forecast error is only related to the uncertainty of the heat flux boundary conditions, this would mean that the integral of the flux over all open boundaries is the same for every ensemble member.
Non-linear constraints can sometimes be transformed into linear constraints by a careful transformation of the model variables. For example, if the model variables include sea ice concentration c i and sea ice height h i , then the total amount of sea ice c i h i dx = const (1) is conserved without ice melting and ice formation. This conservation property is nonlinear if a state vector includes c i and h i , but becomes linear if the state vector includes c i h i and c i (or h i ). For sea ice concentration and sea ice height, there is still the additional difficulty of enforcing positive quantities. But this issue is out of the scope of the present study. An approach able to conserve mass while ensuring positive quantities is discussed in (Janjić et al. 2014) . In this method, a quadratic programming problem is solved for every ensemble member constrained by mass conservation and requiring positive values. The need for localization arises from the fact that for realistic systems only a relatively small number of ensemble members (∼ 10 − 1000) can be used in general. A localization of the ensemble increment is necessary to filter out spurious long-range correlations (e.g., Whitaker and Hamill 2002) . However, after localization, global conservation properties of the analysis schemes are lost since the conservation requires a non-local basin-wide coupling of all model grid points which are filtered out by the localization.
One can distinguish two different localization approaches (Janjić et al. 2011; Nerger et al. 2012a ): domain localization (possibly including observation localization) and covariance localization.
• In domain localization, the state vector is decomposed into sub-domains (e.g., single grid point or vertical column) where the assimilation is performed independently. Such algorithms are easily applied to parallel computers (Keppenne and Rienecker 2003; Nerger and Hiller 2013) . To avoid discontinuities in the analysis field, this approach is combined with the observation localization (Brankart et al. 2003; Hunt et al. 2007 ). The weight of distant observations (relative to the part of the state vector to be updated) is gradually decreased by increasing the error variance (observation localization or R-localization).
• For covariance localization, every single observation point is assimilated sequentially and the correction is filtered by a localization function. Because of its sequential nature, this algorithm is less suitable for parallel processing than the domain localization. This approach operates on the error covariance matrix P and it is sometimes called P-localization.
We propose an assimilation scheme which is local but can satisfy global conservation properties and can use a nonlocal observation operator. Both properties are indeed linked since one can introduce the global conservation as a weak constraint by using a global observation operator. The conserved property becomes thus an observed value (Pan and Wood 2006) .
The presented ensemble schemes take an ensemble as input (model forecast) and produce an ensemble as output (analysis). One recovers the original Kalman Filter analysis if the covariance does not have spurious long-range correlations. Two variants are proposed depending on whether it is required that the forecast ensemble is equal to the analysis ensemble or not, if R tends to infinity.
In fact, one should distinguish the cases (i) where the total amount of a given quantity is conserved but unknown and (ii) where the total amount is conserved and known without uncertainty (or with negligible uncertainty). The proposed schemes deal with the latter case.
Improving the localization schemes in the Ensemble Kalman Filter (EnKF) is an active field of research. Relatively simple analytic functions (e.g., Gaspari and Cohn 1999) are often used to suppress spurious longrange correlations, and some studies (Bishop and Hodyss 2007; Anderson 2007; Bishop and Hodyss 2011) highlight the benefit of using flow adaptive localization functions. Different ways to generate such adaptive localization functions have been proposed, for instance, by raising the correlation function to a given power Hodyss 2007, 2009a, b) , by deriving the localization function using a smoothed-ensemble (Bishop and Hodyss 2011) or by using a hierarchical set of ensembles (Anderson 2007) .
A difficulty similar to the conservation property is the non-local observation operator. In fact, one can represent the globally conserved quantity as a measured variable in the assimilation step. For non-local observation operators, (Zhu et al. 2011) have shown that by using a square root representation of the localization function, one can also derive a local assimilation scheme.
Localization can also have negative consequences on the dynamical balance (Kepert 2009; Greybush et al. 2011) . The preservation of the dynamical balance is in fact a related issue. In the same way that a conservative local analysis scheme should not change the state vector along a given direction in the error space (corresponding to the budget of the conserved quantity), one can require that the analysis increment does not increase substantially the contribution to the error sub-space defined by, e.g., the ageostrohpic flow components. This paper is organized as follows: Section 2 shows the general approach to reconcile the requirements of the local assimilation method and the global conservation constraints. Different variants of the method are derived in this section. Implementation considerations are discussed in Section 3 with a particular emphasis on models with a large state vector. Different variants of the proposed scheme are tested in Section 4 with a univariate model and a multivariate model respectively. Conclusions and perspectives follow in Section 5.
Method
The proposed scheme relies on a stochastic ensemble forecast
where n is the time index of the observations, k the ensem-
n is the state vector, M represents the model, and η (k) n is the model error. We use the notation of (Ide et al. 1995) where it is appropriate. In the following, we will drop the time index n if there is no ambiguity. As the conservation properties are expressed as volume integral, such a conservation can be written as a vector product using the state vector x:
Such an expression is directly obtained by discretizing the volume integral. The elements of h are areas or volumes of the corresponding grid point or zero for model variables not involved in the conservation law. We impose also that the vector h is normalized (h T h = 1). Here, we limit the formalism to the case where a single conservation property has to be maintained, but the equations can be generalized to multiple conservation properties where h becomes a matrix. Further, we assume that the model itself is conservative:
In fact, h is an eigenvector of the adjoint of the model with an eigenvalue of 1. The stochastic perturbations should not alter the amount of the conserved quantity as mentioned before:
Also, we require that all ensemble members have the same amount of the conserved quantity initially:
The ensemble covariance P (n × n) of this ensemble can be written in terms of its square root matrices
where S is a matrix of size n × N − 1 derived as in (Hoteit et al. 2002) . Given the way in which the ensemble is constructed, the uncertainty of the conserved property h T x is zero.
For a localized ensemble covariance, a function (or discretized as a matrix) ρ with compact support is introduced. Spurious long-range correlations are filtered out (Hamill et al. 2001; Houtekamer and Mitchell 2001) by using an element-wise Schur product. P is the localized ensemble error covariance.
The Schur product theorem guarantees that if the localization matrix ρ is positive semi-definite, then the product is positive semi-definite. The localization functions substantially increase the rank of the covariance matrix by reducing the spatial coupling between the model grid points. But at the same time, any global conservation property is lost. In cases where the global conservation should be maintained, we impose a constraint on the analysis increment (for instance that the increment does not create heat or salt).
From Eqs. (4), (5), and (6), it follows that every ensemble member perturbation satisfies this constraint
wherex is the ensemble mean. The error covariance is modified so that this constraint can be satisfied (Janjić et al. 2012) .
Equation (10) defines the subspace of acceptable corrections, i.e., a correction x a − x f must be orthogonal to h. Formally, one can derive the Eqs. (12) from (10) by removing from every eigenvector of P the contribution parallel to the vector h. We limit the following discussion to the case where h represents a conservation property, but one can also imagine to apply the current approach to enforce a dynamical balance as localization can also negatively affect the balance between the variable of the model state (Lorenc 2003; Kepert 2009 ). For instance, a geostrophic balance can be used to define the rows of a matrix H geo corresponding to a state vector composed, among others, of sea surface height, temperature, salinity, and horizontal currents. In this case, the operator I−H geo H T geo would remove ageostrophic components from the error covariance.
The Kalman gain based on the modified covariance is then given by
The product of K and a given vector must be computed without forming explicitly the matrix P c (which has a size of n × n). This is achieved by implementing the covariance matrices as operators (Section 3) and by using the iterative conjugate gradient algorithm which solves a system of the form:
where A is a symmetric positive-definite matrix, b is a given vectors in the observation space and z is a to be determined vector in the observation space. Here A is equal to HP c H T + R. For large systems, a suitable preconditioning is necessary to achieve an accurate result in an affordable number of iterations. Possible preconditioners are discussed in Appendix A. Once the Eq. (14) is solved for a given vector z, the product Kb is obtained by
The mean of the analysis ensemble x a can then be derived using the classical formulation:
where y o is the observation vector containing m elements. The product of K and the innovation vector requires solving a system of m linear equations using the conjugate gradient method, as described previously. To use this approach in an ensemble forecast, one needs to derive an algorithm which is based on an ensemble as input and derives an analysis ensemble using the observations.
Stochastic analysis scheme
A stochastic analysis (Burgers et al. 1998; Houtekamer and Mitchell 1998; Evensen 2007 ) scheme can be obtained by using perturbed observations y o(k) for every member of the ensemble x f (k) . This approach is based on Eqs. (16) and (12), which are also used in (Janjić et al. 2012; Janjić et al. 2014 ):
The presented approach is related to (Janjić et al. 2014 ), but it is not equivalent as the latter allows also to maintain positive values and is based on quadratic programming which is not the case here. The perturbations in the observations must follow a Gaussian distribution with a covariance equal to R for consistency (Burgers et al. 1998 ). This approach requires solving N independent systems of size m × m. In the following, this technique is referred to as CLEnKF-Pert or LEnKF-Pert (if the conservation constraint is not used).
Deterministic analysis scheme
For small ensembles, a deterministic formulation is generally preferred to a stochastic scheme (e.g., Whitaker and Hamill, 2002; Nerger et al. 2005) . In the following, we aim to derive a formulation without perturbed observations. Eq. (17) can be rewritten as
As the ensemble member perturbations and the observation perturbations are independent, the error covariance matrix of x a is (for any matrix K)
where P f is the (exact) covariance matrix of x f , different from P which is its ensemble approximation. In general, the rank of P a increases, and it may even be full for a localized prior ensemble error covariance matrix. It is necessary to find some approximation to represent such an error covariance matrix using an ensemble of model states. In order to find what kind of approximations lead to a useful scheme, we temporarily assume that P f in Eq. (19) is SS T (thus not filtering spurious long-range correlations) , but the Kalman gain still uses the localized error covariance. In this case, P a can be written as
The first part of the expression in the brackets ((I−KH)S, N columns) corresponds to the model forecast error expressed as the forecast ensemble modified by the Kalman gain and the second part (KR 1/2 , m columns) represents the error increase due to the uncertainty in the observations. The latter N + m columns can be used to create an ensemble with appropriate covariance. Clearly, the number of ensemble members should not increase in every analysis cycle. If very few observations are used, the expression in brackets can be reduced by using a singular value decomposition (SVD) and keeping only the leading singular vectors and singular values. However, for a large number of observations (e.g., satellite observations), this approach can be prohibitive. Otherwise, we can try to project the term due to uncertain observations into some error space. A reasonable choice is
as this error space is derived from the dominant model forecast error modes (Eq. 20). These error modes also satisfy the defined constraint:
In general, the columns of S are not an orthogonal basis. A vector can be constrained to the subspace defined by the columns of S by multiplying the vector with the matrix S S T S −1 S T . The covariance matrix P a is then projected onto the subspace determined by the columns of S. The projected matrix P a S and the full covariance matrix are related by
Using Eq. (19) and the conservative and localized error covariance matrix P c , one obtains the following expression for P a S :
The product K T S is also computed using the conjugate gradient algorithm.
Section 3 will describe in more detail how this can be done efficiently. Finally, one gets the following expression of a square root of the matrix P a = S a S a T :
where (P a S ) 1/2 is the principal square root of P a S which is unique and can be computed by an eigenvector decomposition.
This approach requires solving 2(N − 1) systems of size m × m for the error modes and one system for the ensemble mean. The N systems are in fact independent and can be distributed on a parallel machine.
Based on the ensemble mean x a and the error modes S a , one can reconstruct an ensemble. The procedure is explained in (Hoteit et al. 2002 ), but we choose not to use the optional random rotation matrix mentioned in this study, because it tended to degrade the results. We will refer to this technique as CLEnKF-P c or LEnKF-P c (if the conservation constraint is not used).
Deterministic analysis scheme avoiding rotation of the ensemble
Even when the observation error variances are much larger than the model forecast error variances (and in the limit as R goes to infinity), the analysis ensemble is different from the forecast ensemble, even if the mean and covariance are unchanged. This is because P a S tends to S T P c S, and the principal square root of this matrix introduces a rotation which should be avoided (Nerger et al. 2012b) . Therefore, we want that P a S tends to the following:
so that the principal square root of P a S tends to S T S (because it is unique) and S a will tend to S. This can be achieved by modifying Eq. (24), so that this equation reads
If R tends to +∞, the Kalman gain tends to zero and Eq. (28) becomes
and the analysis ensemble will be exactly the forecast ensemble. But it should be clear that this assimilation scheme requires an additional approximation. In the following experiments, we will test if this approximation (using the ensemble covariance in Eq. (28)) outweighs the benefit of avoiding an unnecessary rotation of the ensemble space. This technique will be referred to as CLEnKF-SS T or LEnKF-SS T (whether the conservation constraint is not used).
Implementation
The localization function is implemented as a function returning the indices and values of the non-zero elements for a given row of the localization matrix ρ. A fast implementation of this routine is crucial for large implementations. For a regularly structured grid, it is possible to compute the indices close to a given point efficiently without iteration over all model grid points. For an unstructured grid, efficient algorithms have also been proposed (e.g., Löhner and Ambrosiano 1990) whose cost depends essentially on the logarithm of the number of grid points. The matrices P and P c are not implemented as n × n arrays, but as operators acting on a given vector x:
To compute this product, one needs to leverage the fact that every row of the localization matrix ρ has a relatively small number of nonzero elements (compared to its size n). For every element of the vector P x, only the elements of SS T are computed for which the corresponding of ρ is nonzero. The computation of the product P x takes thus O(n n loc N) operations where n loc is the number of nonzero elements returned by the localization function used to build the localization matrix ρ. To compute the product of P c and a given vector x, one needs to involve in addition the projection operator I − hh T . This is a fast operation which does not have any significant impact on the order of magnitude of the number of operations. At different stages of the algorithm (Eqs. (21), (17), (25)), the following system needs to be solved for z for a given right-hand side vector b:
We use the conjugate gradient algorithm which requires the repeated application of the matrix in brackets to a given vector. For simple expressions of the observation error covariance matrix, such as a diagonal matrix, a matrix decomposed in its square roots or a sum of a diagonal matrix and a product of square root matrix (Brankart et al. 2009 ), efficient ways to handle the observation error covariance matrix exist. However, the application of the localized model error covariance matrix in the observation space to the vector z, might be more difficult to compute. By expanding this product, we obtain the following terms:
where we can define and pre-compute the vector a = P h. This vector corresponds to the covariance of the conserved quantity with all elements of the state vector (based on the localized covariance matrix). All terms of Eq. (31) can be computed in a straightforward and efficient way, except the product of H(ρ • SS T )H T and a vector z. In some implementations of covariance localization, this matrix is approximated by changing the order of operations and applying the localization in observation space (Hamill et al. 2001) . However, if H is sparse, there is no need to compute all non-zero elements ρ • SS T . In fact, it is sufficient to compute only those who are later multiplied by the non-zero values of H. The number of operations for a single vector increases thus only linearly with the number of observations m and the number of nonzero elements returned by the localization functions (noted n loc ). The number of operations of the overall method is determined by the number of iterations N iter necessary to reach convergence. As the conjugate gradient method has to be applied for all ensemble members, the total number of operations is O(n n loc N 2 N iter +m N N iter +m n N iter ) (including only terms proportional to N iter ). Here we assumed the favorable but common case of a diagonal observational error covariance matrix and that the observation operator represents an interpolation (which can thus be represented by a sparse matrix with an order of m nonzero elements).
Results

Assimilation setup
The assimilation setup is based on a classical twin experiment using the Kuramoto-Sivashinsky equation (Section 4.2) and a minimal model for sea ice and salinity with conservation (Section 4.3). For all assimilation experiments, the localization length scale and inflation factors are varied to obtain the optimal values of these parameters as in (Nerger et al. 2012a) . The inflation factor is constant over the domain and applied to the a posteriori error covariance.
The following test cases are performed:
• CL: standard covariance localization: observations are assimilated sequentially with the ETKF (Bishop et al. 2001; Nerger 2015 ) and the correction is multiplied by a localization function.
• CL-adj: The same as CL, but after the analysis, the budget is corrected with an adjustment step by adding or removing a spatially constant term to all model grid points.
• LEnKF-pert: Localized EnKF using perturbed observations without conservation constraint (Section 2.1, implementing Eqs. (13) and (17) with P c = P ).
• CLEnKF-pert: Localized EnKF using perturbed observations with conservation constraint (Section 2.1, implementing Eqs. (13) and (17)).
• LEnKF-P c : Localized EnKF variant "P c " without conservation constraint (Section 2.2, implementing Eqs. (13), (24) and (26) with P c = P ).
• CLEnKF-P c : Localized EnKF variant "P c " with conservation constraint (Section 2.2, implementing Eqs. (13), (24) and (26)).
• LEnKF-SS T : Localized EnKF variant "SS T " without conservation constraint (Section 2.3, implementing Eqs. (13), (28) and (26) with P c = P ).
• CLEnKF-SS T : Localized EnKF variant "SS T " with conservation constraint (Section 2.3, implementing Eqs. (13), (28) and (26)).
Kuramoto-Sivashinsky equation
We want to test the proposed assimilation scheme with a chaotic system which exhibits naturally a conserved quantity. This is the case of the Kuramoto-Sivashinsky system (e.g., Khellat and Vasegh 2014) which is governed by the equation
over a periodic domain whose length is usually set to L = 32π . Figure 1 illustrates the solution of the KuramotoSivashinsky system (without assimilation). By writing the 
This conservation property is used in the proposed assimilation scheme. The domain is discretised with 128 grid points. The time step is t = 1/4 and the ETDRK4 discretisation scheme (Exponential Time Differencing fourth-order Runge-Kutta) is used (Cox and Matthews 2002) . The discretized model also respects the Eq. (33). The initial condition of the free-running simulation is given by
As localization function, a compactly supported fifth-order piece-wise rational function from (Gaspari and Cohn 1999) is used and its expression is given by 
where r is the distance scaled by a given length-scale L. Every eighth grid point is observed (with an error variance of 0.1) at every 10 model time steps. The model is run in total for 1000 time steps and the experiment is repeated 1000 times. The RMS errors relative to the true solution are averaged. As the system has only 128 grid points, a relatively small ensemble of 30 members is used. The error in the initial condition is generated by
where P i is a diagonal matrix with diagonal elements equal to 0.1. Therefore, the added perturbation does not modify the total budget. A similar perturbation is generated for the "truth" run and for the error introduced at every time step (with a variance of 10 −7 before its spatial average is subtracted). Figure 2 illustrates the results of the model state vector at the location x = 0 (where observations are available). The results correspond to the assimilation method "CLENKF-P c " with an inflation factor of 1.05 and a localization length scale of 25 grid points. The blue curve corresponds to the true model solution and the black line represents a free model run (with perturbed initial conditions and model noise added at every time step). From the true model solution, observations are extracted and perturbed (green dots) and assimilated in the ensemble model run. The black segments on Fig. 2 correspond to the ensemble forecast where the starting point is the analysis and the end point is the forecast of the next analysis cycle. In most circumstances, the ensemble can track the true model state reasonably well. The largest discrepancy between the ensemble mean and the true state is observed at time step 209. The individual ensemble members (in light-gray) strongly diverge at this time instance, which reflects a low predictability. It is not expected that the ensemble converges to the true solution because the model dynamics are chaotic and because random perturbations are added at every time step. Figure 3 shows the RMS error model run with assimilation and the true solution for different schemes and different values of the localization length-scale and the inflation factor. White areas in Fig. 3 with standard covariance localization represent model parameters where the system becomes unstable. The optimal parameter configuration is reported in Table 1 with the corresponding RMS error. Covariance localization with the "ad-hoc" adjustment (CL-adj) provides only very small improvement compared to the classical covariance localization scheme (CL). In both cases, the optimal correlation length and inflation factor are 21 grid points and 1.03 respectively. The resulting RMS error of these The last column represents the standard deviation of the RMS error averaged over all tests. It is computed as the standard deviation of all RMS errors divided by the square root of the number of tests. The lowest RMS error among the different schemes is in bold experiments is more sensitive to changes in the inflation factor than to the localization length-scale (for the range of tested parameters). A good choice of the inflation factor is thus quite important as the "valley" (panel CL and CL-adj of Fig. 3 ) is relatively narrow. One obtains consistently better results when the conservation property is explicitly used than without this constraint.
The new local assimilation schemes provide a lower RMS error in these twin experiments. However, to reach the optimal RMS error, a slightly larger inflation factor than in the classical scheme was necessary. For an inflation equal to 1.03, the stochastic schemes provided indeed worse results than the ETKF with covariance localization and adjustment (CL-adj). We attribute this to the fact that for relatively small ensemble sizes, the statistical fluctuations are large and that a deterministic scheme provides better results. However, even for an inflation equal to 1.03 the new deterministic scheme provides lower RMS errors than in the experiment CL-adj.
Overall, the performance of the four new schemes (LEnKF-P c , CLEnKF-P c , LEnKF-SS T , CLEnKF-SS T ) is relatively similar. It is interesting to note that the sensitivity of the RMS error relative to the inflation factor is much lower compared to the cases CL and CL-adj. In fact, one would even obtain acceptable results without any inflation at all for the schemes LEnKF P c and CLEnKF P c with the present model.
The lowest error was obtained with the scheme CLEnKF P c enforcing the conservation and using the localized error covariance to derive the updated ensemble members.
Since the serial observation processing can have a detrimental effect on the results (Nerger 2015) , we repeated the setup of the case LEnKF-pert followed by the adjustment step as in experiment CL-adj for an inflation factor of 1.07 and localization length of 21. As for the KuramotoSivashinsky model, the optimal values of the inflation factor and the length-scale were not sensitive to whether the conservation was enforced or not. The mean RMS error compared to the true run was 0.66072 which represents only a slightly RMS reduction. Given the standard deviation of the mean RMS is 0.00498, one cannot claim the adjustment step has a significant impact on the improvement of the realism of the model.
Minimal model for sea ice and salinity with conservation
The previous test presented the results for a conservative univariate model. However, the conservation property involves sometimes multiple model variables. For instance, in a coupled sea-ice and hydrodynamic model the amount of total salt is conserved. We look for minimal model for sea-ice and salinity with this conservation property. In this system, the integral of a function f (φ 1 , φ 2 , . . . ) of the model variables φ 1 , φ 2 , . . . over a closed domain remains constant over time:
We use a simple multivariate model which mimics the coupling between a sea-ice model and a hydrodynamic model. The advection velocity (v) is essentially provided using the Kuramoto-Sivashinsky equation. The flow v is "compressible" as it varies with x. Thus, we use also the variable h, representing the height of the layer, governed by the continuity equation.
It was necessary to add a pressure gradient term (−g ∂h ∂x ) to the Kuramoto-Sivashinsky equation in order to prevent an unrealistic variability of the layer thickness. This feedback term prevents an excessive increase or decrease in the layer thickness. It makes the system behave more like a shallowwater model but it still exhibits chaotic behavior.
The salinity (S) is governed by the following equation which includes an advection term, a diffusion term and a source and sink term μF(t).
The dynamics of the ice concentration (c) are given by advection (including an additional ice-drift) and the source and sink term:
The additional drift v c of the sea ice is set to a constant. The term F represents the exchanges between sea ice and salinity. Here, it is represented by a sinusoidal function (representing seasonal melting and ice formation):
The values of all model parameters are given in Table 2 . Eq. (40) can be rewritten in conservative form as
where the flux F S is defined by
For a periodic domain , salinity fluxes and ice fluxes mutually cancel after integration over the whole domain and one obtains the following conservation property:
It involves a product between the thickness h and the salinity S. It is thus nonlinear in these variables. The problem is circumvented as mentioned in Section 1 by using the product hS as variable in the state vector (along with h, c and v). It is not necessary to compute the salinity S as the model equations are expressed directly in terms of hS. The equations are discretized in such a way that the conservation expressed (45) is respected. For completeness, we also provide the initial conditions of the unperturbed simulation:
The results of this simulation are illustrated in Fig. 4 . The solution is strongly dominated by the chaotic behavior of the velocity equation. Given the present observation technology, we decided to observe every second ice concentration grid point. All other model variables, in particular salinity, are not observed. At every time step, a random error is introduced. It is drawn from a random Gaussian distribution without spatial correlation and with an error variance of 10 −7 . The total amount of salt is set to zero before applying the model error to the state vector. The assimilation experiment has been repeated 1000 times for different realizations of the initial conditions and model error and for different values of the correlation length and inflation factor. For each simulation, the RMS error relative to the true solution has been calculated. The RMS errors are presented in Fig. 5 and synthesized in Table 3 .
The results of Fig. 5 appear noisy but even after increasing the number of experiments, these small-scale variations remained and were stable as it can also be seen by the low standard deviation of the mean RMS error (last column of Table 3 ). In the experiments of Section 4.2, the assimilation experiments with explicitly enforced conservation always improved the total mean RMS error (Table 3) . It should be noted, however, that the schemes LEnKF-P c and CLEnKF-P c provided worse results than the classical covariance localization schemes. We attribute this result to the fact that these schemes, unlike other tested schemes, introduce a possible rotation of the error space (even when R tends to infinity). For the multivariate model, this detrimental effect outweighs the possible benefits of enforcing the conservation. The best results were obtained with the schemes where this rotation is avoided. 
Conclusions
This study presented three new local assimilation schemes which are formulated globally (i.e., for the whole state vector) where spurious long-range correlations can be filtered out and global conservation properties can be enforced. of observation representing an average). Twin experiments with Kuramoto-Sivashinsky and a simple model mimicking the coupling between salinity and sea ice show the benefit of this approach compared to the traditional covariance localization scheme where observations are assimilated sequentially. Different variants of this approach were discussed (stochastic scheme, deterministic scheme, deterministic scheme avoiding potential rotation of the error space). In general it was shown that the inclusion of the conservation property is beneficial to reduce the total RMS error. For the tested cases, the stochastic scheme and deterministic scheme avoiding error space rotation provided better results than the standard covariance localization where observations are assimilated sequentially. Which variant of the schemes provides the best results depended in fact on the tested model. But as a general conclusion, one can recommend the scheme CLEnKF-SS T which was the second best scheme for the univariate model and the best scheme for the multivariate model.
This study may open future research perspectives. For instance, the presented approaches could be extended to a local assimilation scheme where uncertainties in the conserved quantity are allowed and the analysis update is consistent with this uncertainty. The presented schemes would then just be a special case of this extended approach.
