In this work we will consider asynchronous iteration algorithms. As is well known in multiprocessor computers the parallel application of iterative methods often shows poor scaling and less optimal parallel efficiency. The ordinary iterative asynchronous method often has much better parallel efficiency as they almost never need to wait to communicate between possessors. We will study probabilistic approach in asynchronous iteration algorithms and present a mathematical description of this computational process to the multiprocessor environment. The result of our simple numerical experiments shows a convergence and efficiency of asynchronous iterative processes for considered nonlinear problems.
Introduction
Iterations methods for the solution linear and nonlinear equations are widely used because of their simplicity, fault tolerance, ease of parallelization. Historically, iterative algorithms were created and studied for using single processor computers. In multiprocessor computers the parallel application of iterative methods often shows poor scaling and less optimal parallel efficiency. As opposed to ordinary iterative asynchronous method often have much better parallel efficiency as they almost never need to wait to communicate between possessors.
Our investigation concerns to study of asynchronous algorithms with probabilistic approach and presenting a mathematical description of this computational process to the multiprocessor environment.
Description of problem
Let X be a Banach space. In X we consider the following polynomial nonlinear equation: as the open/closed balls in X with the radius δ and centers at x. Let I be the identity operator, L(X,X) is the space of linear continuous operators acting from X to X, 
, where the sequence (1.2) converges to ϕ * , where ϕ * is a solution of Equation (1.1) and has a minimal norm among all solutions from X to equation (1.1), and is unique in 0 D ( ) δ . Then the following inequality is true
The proof of this lemma is given by [1] .
Transformation Nonlinear Integral Equation into a System of Linear Integral Equations

Particularly, if
[ ]
= , ···, n, then Equation (1.1) can be converted into an integral equation with a polynomial non-linearity, as considered in [2] .
Let D i be the direct product of i copies of D. Suppose x = x 1 , multiply the obtained equation by ϕ(x 2 ), and then again by ϕ(x 3 ) and so on, we denote
and we get the following infinite system of linear integral equations 
We consider closing the system (1.5) to some finite N, completing it with conditions specific structure. This is considered in detail in [1] . This system of linear Equation (1.4) will be rewritten in the following form
We can write the system (1.8) in operator form as ψ = F(ψ).
Convergence of the Asynchronous Method
Let's define [3, 4] an asynchronous iterative method for solving the system (1.8). Let
be a sequence of non-empty subsets of set {1, 2, ···, N} which is a called chaotic sequence of sets.
Let the given initial vector be ψ(0). We will construct the sequence 
The method of chaotic iterative (1.10) is a generalization of sequential iterative methods. If J n = J = {1, 2, ···, N} then all components of the iteration vector are updated at the same time and as a result we get the simple Jacobi iterative method 1
The components of the iteration vector are refreshed the cyclically, if n J { n(mod N )} = .
In computing the following component we use previous one, which has already been computed using a Gauss-Seidel iteration. The main property of chaotic iterations is the random updating of the component iterative vector, which allows us to implement the efficiency on multiprocessor systems.
The generalization of method of chaotic iterative is the method of asynchronous iterations. The method of asynchronous iterations (1.8) is constructed with the following rule. Let ψ(0) be given, then
Here ψ i is a component of the vector ψ, and
is a sequence of sets of non-negative integers, satisfying the following conditions, for any
and every element i occurs infinitely many often in the sets J n n = 1, 2, ···. The S i (n), i = 1, N are called delays or lag. The condition (1.12) says that only components of previous iterates can be used in the evaluation of a new iterate. The condition (1.13) eventually says that values of an early iterate cannot be used any more in further evaluations, and more and more recent values of the components have to be used instead. The last condition "every element i occurs infinitely many often in the sets J n n = 1, 2, ···" guarantees that no component is abandoned forever. Let 1 S is the maximum number of iterations saved, i.e. when computing iterations we use components of vectors of previous iterative with no more than 1 S in the past. Let all elements in the sequence of subsets J n have at least one element from {1, 2, ···, N}. Then the following statement is valid Lemma 2. For convergence of the asynchronous iterative method in R n to the solution of (1.8) it is necessary that the spectral radius ρ(F) < 1.
The proof of this lemma is given in [8, p. 100) ]. This condition also provides convergence of a simple iterative process for the system (1.8). It is known that [2] , the system (1.8) is equivalent to Equation (1.1) in the following sense. If the iterative method converges for (1.1) with initial value ϕ (0) = f, then the method for (1.8) will converge, starting from the initial vector (f, 0, 0, ···, 0), and vice versa. Using the results of lemma 1and 2 for the convergence of asynchronous iterations (1.11) the following assertion will be true [1] . Theorem 1. If the conditions of lemma (1.1) are satisfied, then the asynchronous iterative process (1.11) will converge to the solution of the system (1.8).
The main difference between asynchronous iterative and the other iterative methods in parallel is the chaotic behavior of the vector components, which is expressed by the set of chaotic sequences J n . The chaotic iterative process has the following two main advantages: 1) it is possible to calculate each coordinate of the iteration vector independently from the others (like the Monte Carlo method),
2) the convergence rate is higher, because this method sometimes essentially becomes an implicit iterative method like Gauss-Seidel method. be the sequence of nonempty subsets of set N ={1, ···, N}. Each element of J n is generated via a distribution from the set N . Let the elements of J n be generated in a following way: the element i ∈ N occurs in J n with probability p 1. . The probability of absence of i ∈ N in J n is equal to p 2 , where p 2 = 1 -p 1 . The average number of occurrences i ∈ N in a sequence
can be computed. The average number of occurrences in n steps is equal to n p 1 . Every element i ∈ N thus occurs infinitely often in the sets J n as n → ∞ .Thus we can formulate the following statement without proof.
Lemma 3. If the probability of occurrence of an arbitrary element i in J n obeys the Bernoulli law of distribution with probability of success 0 < p 1 < 1, or obeys the Poisson law, then the chaotic sequence Proof. In the p-contraction of the operator F on X, there is a unique fixed point ξ and p(F(y)-F(z)) ≤ L p(y-z). Since L is contraction matrix, there is positive vector ν ∈ R n and positive scalar θ ∈ (0,1), such that Lν ≤ θν. Let y(0) be an initial approximation. There exists an α > 0, and q n n ≥ , where n q is a iterative number, so that we can build a sequence
where the following will be true
Then from inequality (1.13a) and taking the fact that θ < 1, it follows that p(y(n)) → ξ given that q → ∞ i.e.
We will show, assuming
We use mathematical induction. We assume it true for n = k -1. From the definition of the asynchronous iterative process, it follows that components of the vector y(k) are given as 1 if 
is called a asynchronous iterative method with memory.
It is known [9] that if the operator F is a p-contraction operator and the chaotic sequence {J n } had maximal sediment, then the asynchronous iterative process with memory converges to the unique fixed point of the operator F.
The asynchronous iterative method with memory size m > 2 has a problem. The method requires saving a very large number of items in memory. However, this kind of asynchronous method is used in special cases. So, for example, let us use the method Newton-Kantorovich, for solving the equation ψ = F(ψ). This method is defined by formula 
I ( n ) H( ( n ), ( k( n ))), k( n ) n H( y,z ) y [ F ( y )] F( z ) n , , .
This iterative process is not the same as the asynchronous iterative processes (1.11). To compute the current iterative, we use the result of two previous iterations. In general case, if an iterative process of m-th order is used, i.e.
then we can't use an asynchronous method (1.11). In this case, we must use an asynchronous iterative method with memory m.
To estimate the speed of convergence of the iterative method we usually use the value [6] where ξ is a fixed point of the operator F, and
An efficiency of an iterative method we usually use the value: where, c n is the cost associated with the evaluation of the first n iterates. Usually we choose c n , proportional to the number of arithmetic operations and are necessary to compute the first n iterations, or the computer time used for computing of n iterations. We note that if c n /n tends to some finite τ (which corresponds to the average cost per step), then the efficiency is simple given by E = R/τ. In the asynchronous iteration case, we can determine the value of c n in the following way:
, where i J is the cardinality of the set J n , i.e. number of components evaluated at the n-th step of the iterative. In this case, the cost is better suited for a parallel implementation, and can be evaluated through the classical tools of queuing theory. Let's denote the number of macro iterations (accumulated iterative) in the asynchronous process with as n q . Then we obtain
where L is a contraction matrix of the operator F. The results obtained in this section will be applied to solving a real life problem in the next section.
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In this section we give another way of organizing asynchronous computations for solving equations. Suppose a computer has S processors. The first l 1 components of system (1.8) will be solved on the first processor, and the second l2 components of the system (1.8) on the second processor etc. Each of the S processors computes its own group of components of the unknown vector ψ simultaneously. At the end of iteration the value of group components are copied to computer memory of and they become accessible to all processors. This procedure works for shared memory multiprocessors. In this case, asynchronous calculations can be represented in the following form:
is an element of a vector of the current approximation at time T. 
δ is a diagonal matrix, the components jj δ are equal to one if component j x is calculated by the i-th processor, otherwise they are zero. The coefficients 1
q , i ,S = will be set to one when the time interval T-T i is long enough to calculate and write the vector T i ψ into shared memory, of computer and otherwise it will be set to zero.
The time interval T-T i depends on the time T, and T i denotes the beginning of the next time step for calculating group components. T could be a random variable that has a specific distribution.
Let's divide T into time intervals. For i T T ∈ the equality But for real computations in multiprocessor and parallel systems, these sequences are unknown and they are determined implicitly by a process. This is essentially the difficulty of studying asynchronous computations. As we assumed in the beginning of this section and in this case, the sequences n ( i ) J and S ( n ) can be considered random with a specific distribution. In [10] , a new result was obtained for convergence conditions for asynchronous computations in case (2.2).
We will now consider the asynchronous process (1.11) in more detail. We feel that probabilistic model describes the practical situation much better. We suppose, for example, a set J j is randomly chooses from the set {1, ···, N}. Further, we assume that the computation time for the next iterative for each processors is nondeterministic. The time computation is an independent random variable, and has some simple distribution.
At first, suppose F is a linear operator. Let's close system of linear algebraic Equations (1.5 -1.6). This system is then written in the following form A b ψ ψ = + , where A is an (N × N) matrix. Suppose there are m parallel processors. We will assume that for a random time interval, each processor is able to compute the n-th iterative with probability p, and is not able to compute in with probability q = 1 -p. When it cannot compute in time, on the next iteration step, we use a known component according to (1. Proof. It's easy to see that the probability of reaching the n-th full iteration is p n . The probability P n (k), of reaching the n-th step, with k successful iterations is equal to P n (k) = ξ ψ →∞ = because 1 A < , and this proves the theorem. Now consider the case when the time is distributed according to a Poison distribution with the parameter λ = n p, where n is the number of iterative and p is the probability of a successful computation in the next iteration step.
Let's denote
In this case the following theorem is valid: Theorem 4. Suppose our processors behave in accordance to the Poison distribution. If a vector ( n ) ξ is the random value of the iteration at the in n-th, step and 1
Proof. Using (2.4) we have that the expected value of ( n ) ξ In this case q n = np i.e. q n is the average number of successes in n-th step of iteration. Let R be the rate of convergence. Then R, from (1.14) give the following inequality . Thus, since the probability of successes 1 p ≤ , the asynchronous iterative method
