Abstract-In order to prevent capacitive crosstalk in on-chip buses, several types of capacitive crosstalk avoidance codes have been devised. These codes are designed to prohibit transition patterns prone to capacitive crosstalk from any consecutive two words transmitted to on-chip buses. This paper provides a rigorous analysis of the asymptotic rate of (p, q)-transition free word sequences under the assumption that coding is based on a pair of a stateful encoder and a stateless decoder. The symbols p and q represent k-bit transition patterns that should not appear in any consecutive two words at the same adjacent kbit positions. It is proved that the maximum rate of the sequences is equal to the subgraph domatic number of (p, q)-transition free graph. Based on the theoretical results on the subgraph domatic partition problem, a lower and an upper bound on the asymptotic rate is derived. We also show that the asymptotic rate 0.8325 is achievable for p = 01 and q = 10 transition free word sequences.
I. INTRODUCTION
Many VLSI chips nowadays consist of several modules and components that are connected by high-speed on-chip interconnections. Continuous advances in chip technology enable ever higher densities, speed increases, and advanced power management. To meet high transfer requirements, one typically uses a bus structure that transfers information in words in parallel over b parallel lines. However, if the line width and line spacing are reduced, capacitive coupling between the lines may result in signal degradation, also referred to as crosstalk.
Consider a bus that consists of b = 3 adjacent lines. If one first transmits the word 010, followed by 101, the transients cause the signal in the middle line (victim line) to be delayed. Several techniques have been proposed to suppress capacitive crosstalk, including crosstalk avoidance codes [8] , forbidden overlap codes and forbidden transition codes [9] [10] , which prohibit transition patterns that are prone to capacity crosstalk to occur. For instance, a forbidden overlap code (FOC) may be designed that guarantees that a transition 010 ↔ 101 does not occur. In [9] , a simple 3-bit input, 4-bit output stateless forbidden transition code (FTC) was proposed that avoids the transition patterns 01 ↔ 10 and has a stateless encoder and decoder. Recently, an advanced joint FTC and ECC is proposed in [12] .
This paper provides a rigorous analysis on the asymptotic rate of the (p, q)-transition free word sequences under the assumption that coding is based on a pair of a stateful encoder and a stateless decoder. The (p, q)-transition free word sequences is a natural generalization of FOC and FTC. The symbols p and q represent k-bit transition patterns that should not appear in any consecutive two words at the same adjacent k-bit positions. The term "asymptotic" represents the situation where the word length grows to infinity.
Victor and Keutzer [11] presented rate analysis for the (10, 01)-transition free word sequences in the case where both of an encoder and a decoder are stateful, and in the case where both of them are stateless. The asymptotic rates for combinations of a finite-state encoder and a stateless decoder remains to be studied and thus it brings us a theoretical interest and challenge. This configuration is of practical interest as the achievable rate is increased while the decoder does not introduce error propagation.
II. PRELIMINARIES
The argument presented in this paper heavily relies on graph theory, especially on domatic partition problems [5] and subgraph domatic partition problems [7] . The notation and several fundamental facts required throughout the paper will be introduced in this section.
A. Notation
Let G = (V, E) be an undirected graph, where the sets V and E represent the sets of vertices and edges, respectively. For a node v ∈ V , the degree of v is denoted by d(v). The symbols δ(G) and ∆(G) represent the minimum and maximum degrees of G, respectively. The edge density of G, denoted by ϵ(G), is defined as ϵ(G) △ = |E|/|V |. The set of consecutive integers from a to b is denoted by [a, b] . The symbol Z represents the set of integers.
B. Subgraph domatic partition (SubDP) problems
The directed graph version of subgraph domatic partition (SubDP) problem was first discussed by Wadayama, Izumi and Ono [7] .
In the following analysis, we use the undirected subDP problem as a key tool. Prior to presenting its definition, we need to clarify the definitions of dominating sets and domatic partitions.
Definition 1 (Dominating set).
A dominating set D of G = (V, E) is a subset of V such that any node v ∈ V belongs to D or is adjacent to a node in D. The domatic number D(G) is the largest number of subsets in a domatic partition of G; i.e.,
(1) A number of theoretical studies on domatic partitions and its applications have been published [5] . It is known that computing the domatic number D(G) is an NP-hard problem. The domatic number can be upper bounded by
which is called the degree bound [5] . A non-trivial lower bound proved by Feige et al. [3] has the form:
that is derived using Lovász local lemma [1] . The SubDP problem proposed in [7] is a natural extension of the domatic partition problem, which admits choosing an appropriate subgraph to increase the domatic number. The solid definition of an undirected graph version of the SubDP problem is given as follows.
Definition 3 (SubDP problem). Let G = (V, E) be a given undirected graph. The problem to find the SubDP number
In a broad sense, we want to have not only the SubDP number but also the corresponding subgraph G ′ and the maximal domatic partition of G ′ . It should be noted that the subDP problem is proved to be NP-hard [7] .
III. (p, q)-TRANSITION FREE WORD SEQUENCES
A. (p, q)-transition free word sequences Let p and q be binary (0 or 1) sequences of length k; e.g., p = 101 and q = 010 (k = 3). The pair of sequences p and q is called a forbidden transition pair. In what follows, a word means a binary sequence of length n(n > k) that corresponds to the set of signals exchanged in an on-chip bus. Two binary sequences x and y of finite or infinite length are said to be (p, q)-violating if there is an index i ∈ Z satisfying
where x i and y i denote i-th elements of the sequences x and y, respectively. Otherwise, the pair x and y is said to be (p, q)-transition free. Our goal is to design an encoder and a decoder that generate word sequences (i.e., word streams exchanged in the buses) with the (p, q)-transition free property.
Definition 4 ((p, q)-transition free word sequence). Suppose that we have an infinite sequence of words (. . . , a i , . . .) where
is a word of length n. If a i and a i+1 are (p, q)-transition free for any i ∈ Z, then the sequence is said to be (p, q)-transition free word sequence.
In the scenario of the data transmission over on-chip buses, it is reasonable to assume (p = 10, q = 01) (FTC) or (p = 101, q = 010)(FOC) [8] [9] [10] . In order to avoid (or weaken) the effect of capacitive crosstalk, (p, q)-violating two words should not be sent consecutively. This means that a word sequence sent to the buses should be a (p, q)-transition free word sequence.
B. Asymptotic rate of (p, q)-transition free word sequences
In this paper, we will discuss state dependent encoders for converting a message sequence to a (p, q)-transition free word sequence. An encoder consists of an encoding function
n that computes the next state of the encoder from a message in the range [1, M] entered into the encoder and the current state kept in the encoder. The symbol M represents the cardinality of the message alphabet. A set of states of the encoder consists of words in (p, q)-transition free word sequences. An infinite sequence of states (. . . , s i , . . .) generated by the recursion s i+1 = E(m i , s i ) must be a (p, q)-transition free word sequence for any message sequence (. . . , m i , . . .). The state s i+1 computed by the encoding function E is sent to the channel and then the encoder state is updated to s i+1 .
A decoding function D : {0, 1} n → [1, M] must satisfy the following consistency condition:
for any m ∈ [1, M] and any s ∈ {0, 1} n . This means that the decoding function satisfying this consistency condition can immediately obtain the correct message by observing an output from the encoder. Note that the decoder does not have internal memories to keep its state, which is a desirable feature for a decoder to prevent error propagation due to channel noises.
For a given forbidden transition pair (p, q), a pair (n, M ) is said to be achievable if there exists a pair of encoding and decoding functions satisfying the consistency condition (4). The maximum rate of (p, q)-transition free word sequences is naturally defined by
Based on this maximum rate, we define the asymptotic rate of (p, q)-transition free word sequences by
The problem is slightly different from the conventional problem of coding for constraint sequences that allow an encoder to have multiple words in its memory instead of only a single word assumed in this paper. In our scenario, the number of possible words are exponential with n. It thus may be reasonable to investigate the simplest encoder that requires the least hardware complexity. By definition, the (p, q)-transition free graph is uniquely determined by (p, q) and n, which is denote by G(p, q, n). As an example, Fig.1 presents the (10, 01) -transition free graph G (10, 01, 3) . It can be observed that no (p, q)-violating two words are connected; every pair of adjacent nodes contain no forbidden transition pair 01 ↔ 10.
IV. ASYMPTOTIC GROWTH RATE OF SUBDP NUMBER
In this section, we will discuss the asymptotic growth rate of SubDP number that has a close relationship to the maximum rate R(p, q, n).
A. Maximum rate and SubDP number
Assume that a graph G * = (V * , E * ) is the optimal subgraph of G(p, q, n) that gives the SubDP number of G(p, q, n). There is a domatic partition of G * producing disjoint subsets of
where any subset D i is a dominating set of G * . From this partition, we can define a decoding function D by D(b(x))
It is evident that, for any x ∈ V * and for any i ∈ [1, S(G(p, q, n))], the neighbor set of x (nodes adjacent to x and x itself) includes at least one node belonging to D i . According to the decoding function defined above, an encoding function is defined by E(b(x), i) S(G(p, q, n) )]. In this equation, the node y ∈ V * should be in the neighbor set of x and belong to D i . It is easy to see that the pair of these encoding and decoding functions satisfies the consistency condition (4). Since G * is a subgraph of G(p, q, n), an output word sequence from this encoder becomes a (p, q)-transition free word sequence. In this case, we have M = S(G(p, q, n)) and it leads to a lower bound on the maximum rate of (p, q)-transition free word sequences: R(p, q, n) ≥ log 2 S(G(p, q, n))/n.
On the other hand, assume that we know a pair of encoding and decoding functions (E, D) achieving R(p, q, n). Let G ′ = (V ′ , E ′ ) be a subgraph of G(p, q, n) satisfying the following conditions. The set of nodes V ′ is the set of nodes satisfying
and the edge set E ′ is given by nR(p,q,n) and it needs to be a domatic partition. This observation leads to the inequality S(G(p, q, n)) ≥ 2 nR(p,q,n) . Combining two inequalities on R(p, q, n), we immediately have the equality on the maximum rate:
Therefore, studying asymptotic rate of the (p, q)-transition free word sequences is equivalent to studying the asymptotic behavior of the SubDP number of the (p, q)-transition free graph.
B. Bounds on asymptotic growth rate of SubDP number
The next theorem presents upper and lower bounds on the asymptotic growth rate of the SubDP number for general graph sequences. Theorem 1. Assume that a sequence of undirected graphs G n = (V n , E n )(n = 1, 2, 3, . . .) with 2 n -nodes have a nonvanishing limit of the asymptotic growth rate of the edge density:
The asymptotic growth rate of the SubDP number S(G n ) of this graph sequence is bounded by
Proof. From the definition of the edge density, we have
By exploiting a graph pruning method presented in [4] , we can retrieve an induced subgraphG ⊆ G n satisfying
The lemma due to Feige et al. [3] guarantees the existence of 2016 IEEE International Symposium on Information Theory a domatic partition ofG with the domatic number satisfying
In the derivation of the last inequality, the inequality (12) was used. Due to this inequality, we can derive a lower bound on the asymptotic growth rate of S(G) in the following way:
We then consider the opposite direction. Let G * = (V * , E * ) be the subgraph of G n that gives the SubDP number S(G n ). For any node v ∈ G * , the degree of v must satisfy d(v) ≥ S(G n ) − 1. By using this inequality on d(v), we have a sequence of inequalities:
The last inequality is based on a simple fact that |V * | ≥ S(G n ). In summary, the quantity 2|V n |ϵ(G n ) can be lower bounded by
Taking limsup on both sides of the above inequality, we immediately obtain
This expression can be reduced to the upper bound lim sup
Note that the bounds in Theorem 1 are sharp. Suppose that the graph G n is the complete graph of size 2 n . In this case, we have
Substituting α = 1 into the bounds, the lower bound coincides with the upper bounds and we obtain lim sup n→∞ (1/n) log 2 S(G n ) = 1.
V. ASYMPTOTIC GROWTH RATE OF EDGE DENSITY In this section, we will describe a method for evaluating the number of edges of the (p, q)-transition free graph that is required for deriving the asymptotic growth rate of the edge density: α(p, q) △ = lim n→∞ (1/n) log 2 ϵ (G(p, q, n) ).
A. Size of edge set of G(p, q, n)
Let N (p, q, n) be the number of the (p, q)-transition free word pairs; i.e., The number N (p, q, n) can be used for counting the size of the edge set, denoted by E(p, q, n) of G(p, q, n):
The term 2 n in the numerator is included to exclude the pairs consisting of the same word. The denominator compensates over counts on edges; (a, b) and (b, a) represents an identical edge in G(p, q, n).
B. Counting of (10, 01)-transition free word pairs
This subsection describes how to count N (p, q, n). In order to simplify the discussion, we will focus on the simplest case (FTC) where p = 10, q = 01 in this subsection. General cases are to be discussed later.
Suppose the situation where an infinite sequence . . . , (a i , b i ), (a i+1 , b i+1 ), . . . follows the state transition graph depicted in Fig. 2 where (a i , b i ) ∈ {0, 1} 2 for i ∈ Z. Since there are no state transitions between (1, 0) ↔ (0, 1) in the state transition graph, the two sequences (. . . , a i , . . .) and (. . . , b i , . . .) are (10, 01)-transition free. Furthermore, any (10, 01)-transition free sequence pair corresponds to an allowable walk in the state transition graph. Thus, calculation of N (10, 01, n) can be done by counting the number of allowable walks of length n in the state transition graph. It is simply carried out by using matrix multiplication:
where A is the adjacent matrix of the state transition graph in Fig. 2 . The largest eigenvalue of A is
and the corresponding eigenvector is
It is well known that, for any nonzero initial vector x, A n x approaches to βλ n max p max when n goes to infinity where β is a real constant. By using this fact, we immediately have
We are now ready to evaluate the asymptotic growth rate α(10, 01):
Substituting the value α(10, 01) into the upper and lower bounds in Theorem 1, the following corollary is obtained. It is shown in [11] that the asymptotic growth rate of the minimum degree of the (10, 01)-transition free graphs is given by
(34) This means that the asymptotic rate of coding schemes constructed directly from the domatic partition of G(10, 01, n) cannot exceed 0.6942 because the domatic number is less than or equal to δ(G(10, 01, n)) + 1. On the other hand, Corollary 1 gives a guarantee of existence of coding schemes with the asymptotic rate beyond 0.8325. An apparent implication of this observation is that finding an appropriate subset in G(p, q, n) is crucial for achieving near optima rate when n is sufficiently large. In other words, considering SubDP problems on G(p, q, n) is indispensable to design efficient long codes for the (p, q)-transition free word sequences. Note that Victor and Keutzer [11] reported that the asymptotic rate of stateless coding for the (10, 01)-transition free word sequences cannot exceed 0.6942.
C. Counting for general (p, q)-transition free sequence pairs
The key of successful calculation of the number of edges in G(10, 01, n) is to define an appropriate state transition graph representing all the (10, 01)-transition free sequence pairs. The same technique can be extended to general cases. Assume that a directed graph G with 2 2k−2 nodes is given and that each node is labeled with a binary 2k − 2 tuple (i.e., there is a bijection between the node set and {0, 1} exists, then the graph G is said to be the (p, q)-transition free pair graph. Any (p, q)-transition free sequence pair corresponds to a walk on the (p, q)-transition free pair graph. This means that counting N (p, q, n) is equivalent to count the number of possible walks of length n in the (p, q)-transition free pair graph. As in the case of the previous subsection, we can use the same technique to evaluate the growth rate of N (p, q, n). The largest eigenvalue of the adjacent matrix of (p, q)-transition free pair graph dominates the asymptotic behavior of the number of the edge set of G(p, q, n). For example, the (p = 101, q = 010)-transition free pair graph (k = 3) consists of 16 nodes. Except for the two nodes corresponding to the forbidden transition pair, every nodes in the graph has outbound degree 4. Precisely speaking, the edges 0110 → 1001 and 1001 → 0110 are missing. From the maximum eigenvalue of the adjacent matrix of this graph, we can immediately evaluate the asymptotic growth rate of the edge density as α(101, 010) ≃ 0.9636.
