actually fail to map L | to BMO when d~>2. The first issue here is the boundedness of the individual d-commutors.
The second issue is polynomial growth of the bounds. None of the techniques already known for the Calder6n commutators, direct or via the Cauchy integral on Lipschitz curves, seem to generalize to the case d~>2. This has lead us to formalize the notion of a multilinear singular integral operator (MSIO) used implicitly in [2] and [4] ;
we regard the d-commutators as multilinear operators infand a, withfand a placed on an even footing. This formalization permits a transparent generalization of the TITheorem of [5] to the multilinear context, a generalization which easily yields polynomial growth of bounds for MSIO's in fairly general circumstances. In particular we obtain a new, conceptually simple proof of the boundedness of the Calder6n commutators, with a bound c~(n+l) 1+6 for all 6>0. However, when d~>2 the d-commutators lie slightly outside the scope of this general result, and their analysis involves further considerations.
In Section 1 we review some background material on Calder6n-Zygmund theory. In Section 2 we prove a T1-Theorem for Carleson measures and apply it to the Kato operator [2] in dimension 1. The notion of MSIO is discussed in Section 3, where a general boundedness criterion is proved. The application to the Calder6n commutators follows in Section 4. In Section 5 we indicate some elements of the study of the dcommutators and analyse the smoothness of mx.ya=S~a(tx+(1-t)y)dt in dimensions d~>2. It turns out that on the average mx,ya is somewhat smoother than is apparent; it is on this extra smoothness that our proof is based. In Section 6 we split the ntJa dcommutator into two parts. The first part is treated by applying the general theory of MSIO's of Section 3. The second part, to which the general theory does not apply because its kernel is insufficiently regular, is treated in Section 7. The final section treats the L p boundedness for p:t:2.
In a forthcoming paper the second author will extend the theory of MSIO's to the product setting to establish polynomial growth for the Calder6n-Coifman bicommutators [17] .
We are grateful to the referee for the comments which have helped to improve our exposition.
Preliminaries
A singular integral operator is initially defined as a mapping from Co(R a) to its dual. In other words it is defined by a bilinear form on [C~0(Rd)] 2. In the next definition we emphasize this aspect, which is more suitable for a generalization to the multilinear context. The best constant c in (1.7) is denoted I/]w. A proof of this theorem can be found in [6] .
IK(x, y)-K(x', Y)] ~< clx-x'la
(1.9) (1.10) (1.11)
T1-THEOREM [5]: The form T is bounded if and only if Tll and Tel lie in BMO and
T has the WBP, and then 117112.2 ~ c(llZl IlIBMo+IIT2 IlIBMO+I~w)+C~ 12q6 9 (1.12) The main ingredients in the proof of this theorem are the almost-orthogonality lemma of Cotlar-Knapp-Stein, quadratic estimates and Carleson measures. We shall briefly recall these elements for future reference.
LEMMA CKS [7] . Let (Rt) 
~+ § t
This inequality accounts for the wide use of quadratic estimates in [9] , [2] , [4] . We shall however encounter a slight technical difficulty in reducing our problems to quadratic estimates. Even though this is quite standard, we shall describe why it occurs, and how it is dealt with.
Let ~ be a radial function in C~0(Ra), and for all t>0 let Qt be the convolution operator with symbol ~(t~). We shall have to show that for certain families (ft),>0 of L 2 functions the integral f0 Qtf, dt/t is weakly convergent and defines an L 2 function. The easiest way to do this is to choose ~ as the product of two functions ~ and ~2 of the same kind, so that Qt can be written as QII)QI 2). Then, in order to show that for g EL2, fo (g,Qtft)dt/t is absolutely convergent, one uses Cauchy-Schwarz to domi-
The first factor is equal to c0llglh for some c0>0, by Plancherel's theorem. One is then reduced to estimating
This route is unavailable to us for the following reason. The operator Qt will arise as -t(a[at)P t where (Pt)t>0 is defined as follows. Let q~ be a non-negative radial Co(R d) function with fq0= I and let Pt be the multiplier with symbol q~(t~) for all t>0. The condition tp~>0 will be needed to ensure that Pt is a contraction on L =, which will be essential in our argument, but prevents us from writing ~(~)=-(~,Vq~(~)) as a product This lemma is straightforward and we omit its proof. From the above remarks it follows that if ~)t>0 are L 2 functions then tf0"-. 2ocsu,[fo" (1.19) where Qt is the multiplier with symbol 0(tO and the sup ranges over those radial 0 such that fO=O and
If the right-hand side of (1.19) is finite it follows that the left-hand side converges weakly.
We shall conclude these preliminaries with a lemma of Coifman We shall omit the proof.
A TI-Theorem for Carleson measures
Carleson measures were used in [2] to efficiently estimate norms of families of multilinear operators. We shall see that this can be done in some generality using the following theorem. 
IS,ale ~ I(S,l)(P,a)lc +lS;alc.
Since Pt is a contraction on L ~, and its contribution may be treated using the boundedness of Sr The a2-term is treated using (2.1) for (S~)t> 0. We omit the details, which are standard [9] . Clearly (2.5), (2.6) and (2.7) imply (2.4) and Theorem 1 is proved.
I(S,l )(Pta)lc <~ Ilall| IS, I ]r
This theorem is nothing but a general version of the commutation lemma of Coifman-McIntosh-Meyer [2] . We are going to see, however, that it permits us to improve the estimates of [2] We prove (2.10) by induction on k. For k=0 it is routine that ~3tblr174 [9] . For k>~l
provided Aa is large enough. The first inequality results from Theorem 1 and the second from the induction hypothesis.
Multilinear singular integral forms
A Coifman-Meyer multilinear operator T is usually defined, for some k~>l, on 
[L| d) or on a subspace of it. It is then determined by a form U defined on CxD(T) where C is some space of test functions and D(T) is the domain of T. Let g E C and (a 1,a 2 ..... an,f) E D(T). This form U is related to T by
Then 
We are going to use Theorem 1 to give a boundedness criterion for 6-n SIF's. First observe that as in the bilinear case [5] , U(f~ ..... f~) can be given a precise meaning when one function is in C~0(R d) and all the others are in C~(Rd). We then define for all iE [I ,n] Uil to be the element of [C~o(Rd)] ' such that for all g e C~o(Rd),
where g is at the ith place. By (3.4) it is necessary that U~I be in BMO for all i, for U to be bounded. We next turn to an analogue of the WBP. Let (Pt)t>0 be as before. where c~ does not depend on n.
The fact that c~ is independent of n will yield polynomial growth for families of multilinear operators.
The proof of Theorem 2 is very much in the spirit of the proof of the T1-Theorem given by Coffman and Meyer in [11] . Therefore we shall merely outline it. This refinement is clear from the proof of Theorem 2. We shall see that for the multilinear forms associated to the Calder6n commutators E~m=l N(m)<-Cn.
The Calder6n commutators
Recall that the Calder6n commutators Tn[a], where a E Lc(R), are initially defined as bilinear forms on [Co(R)] 2. Let A be an anti-derivative of a and f,g E Co(R). Then,
~o JJl~-yl>e \
x-y
": ~_y dxdy.
(4.1)
The existence of the limit is an easy consequence of the smoothness of f and g and of the size and antisymmetry of We present this estimate purely as an illustration of Theorem 2 and claim neither sharpness nor novelty. Indeed it is conceivable that the growth rate in (4.2) can be or has been obtained, or even improved, from the work of Murai on the Cauchy kernel [12] . 
L(x, y) = (x-y)-' H mx,y gi; i=1 L is antisymmetric and satisfies

[L(x, Y) t <~ clx-yl-~ I-I llgi II~.
Thus
y) Pl g(x)f.+2(Y)dx dy =l ffL(x,Y)[Plg(x)fn+2(Y)-Plg(Y)fn+2(x)]dxdy I C[tfn+2[[C I [[PIg[[cI H [[gi [1~ f fX__Yol <~C I X-YI-1IX-Yl dx dy ly-yo[<~c
and the desired estimate follows.
The d-commutators
Let T be a Calder6n-Zygmund convolution operator on R d, assumed to be bounded on L 2. It is associated to a kernel K(x-y) satisfying (1.2), (1.3) and (1.4), in the sense of (1.1). We shall also denote by K(x-y) its distribution-kernel, in the sense of the Similar inequalities appear in [13] and [14] . Notice that it is the positive exponent in the factor (r/R) ~ which expresses the smoothness of mx.y a.
Since (5.4) is dilation-and translation-invariant we may assume that R--1 and x0--0, and also that a is supported in {z,[zl~<l}. Then it is enough to show that f fz-~'l<r Imx:+~ a-mx,~+z, al2 dz dz' dx <~ cra+~3llall~.
[zl,lz' l-<2 ( 
5.5)
The left-hand side of (5.5) This implies (5.6) and the lemma is proved.
Recall that in Calder6n-Zygmund theory, smoothness assumptions such as (1.3) and (1.4) are used in particular to show almost-orthogonality of certain families of operators [7] . We are going to see that (5.4) expresses enough smoothness to permit the same thing. 
L(x,y)=L(x,y)Oo(IX--Y]~+~L(x,y)O(2k(X--~tY )). \ t / k<~o
z'] = (I-P,) [(Q,T) [al](I-P,)
converges strongly and determines a bounded operator on L 2 of norm dominated by (5.11) Notice that each of these three pieces is already smoother than the original operator, because of the factor Pt, and is closer to being a Calder6n-Zygmund operator. The point is now to take advantage of the formal symmetry of the expression (g, T [a]f) in a, g andfand to do for the couples (a,f) and (a,g) what we just did for (f,g). Rather than pursuing the case of the first d-commutator, we next present the outline of the proof in the general case. Notice that ifft,. | d 9 .,f~+2 e c~ (R).
Outline of the proof of Theorem 3 and treatment of the Calder6n-Zygmund part
where c is independent of j, k or n. Indeed only size estimates are involved in proving (6.1) and these are uniform in n.
Suppose we want to verify the WBP of U ~ at scale s. Then by (6. ks/ t.j., (6.2) where c depends only on 6< 1. In order to get a growth rate of n ~ it suffices to use (6.2) when t<~s2 -n" and to use the trivial bound given by (6.1) for t between s2 -n' and s. where cE is independent of j, k and n.
We first consider the case where (j, k)= (n+l,n+2) . Observe For all other pairs (j, k) we shall reduce (7.1) to an L 2 estimate, where the L 2 functions are fj and fk. There are two cases, according to whether k<~n or kfi {n+ 1, n+2}. We consider first the casej<k<.n, and as is readily seen, we may then restrict out attention to the case (j, k) = (n-1, n). for some a>0, for 0<s~<l. Actually (7.11) holds with a factor of n * on the fight, but since there are only 2n terms of this type, the bound n suffices for our purpose.
With fl ..... f, 6 Co(R a) fixed define a linear operator U t by 
d t
We first treat (7.13). The first claim is that IIt2s, u,P, fII2 +II{ Q, u, 1} etfll2-< cn:llfll2. (7.14) Indeed the kernel of the linear operator Q_.,t Ut satisfies (1.22) uniformly in n and s, which suffices to give a bound of c[Ifll2. An application of Lemma 3 and of (5.10), as in the proof of (5.7), yields the extra factor of s a for the L 2 operator norm of Q~, U, f, at the expense of a factor of n. To bound {Q, U t 1 } P, fassume by scale-invariance that t= 1.
Since the convolution kernel for P1 has compact support, f may be assumed to be supported in a ball B of radius 1, in which event Ilet fll| 
kt, ,(x, y) = r-dlt(r-l(x--y)) I-I mx, w fi
(fo| r(l-Pt)f]2~) 1/2 2<~cn(S)~(l+log(r-'))Hfll2 9
Then by Minkowski's integral inequality 
