Abstract. We consider the problem of variable selection in highdimensional sparse additive models. The proposed method is motivated by geometric considerations in Hilbert spaces, and consists in comparing the norms of the projections of the data on various additive subspaces. Our main results are concentration inequalities which lead to conditions making variable selection possible. In special cases these conditions are known to be optimal. As an application we consider the problem of estimating single components. We show that, up to first order, one can estimate a single component as well as if the other components were known.
Introduction
In this paper, we consider the two related problems of variable selection and component estimation in high-dimensional additive random regression models when the number of covariates can be much larger than the number of observations. We study these models under the assumption that most components are equal to zero.
High-dimensional linear models have been investigated intensively in the literature. A great deal of attention has been given to the Lasso (see, e.g., the book by Bühlmann and van de Geer [3] and the references therein). The Lasso is based on l 1 -penalization, and can be used for both estimation and variable selection. There is also a huge literature on estimation and variable selection via l 0 -penalization. These procedures can be found, e.g., in the book by Massart [19] , where a general approach to model selection via penalization is developed (see also the work by Barron, Birgé, and Massart [2] and the references therein).
More recently, high-dimensional additive models have been studied, e.g., in the work by Meier, van de Geer, and Bühlmann [20] , Huang, Horowitz, and Wei [13] , Koltchinskii and Yuan [17] , Raskutti, Wainwright, and Yu [21] , Gayraud and Ingster [12] , and Dalalyan, Ingster, and Tsybakov [10] . One approach generalizes the (group) Lasso, and combines sparsity penalties with smoothness penalties or constraints (see [20, 13, 17, 21] ). As in the case of the Lasso, these procedures can be used for both estimation and variable selection (see [20, 13] ). Another approach focuses on the problem of estimation, and is based on exponentially weighted aggregation (see [10] and the references therein). In fact, Dalalyan, Ingster, and Tsybakov [10] considered a more general model which they called the compound model and which includes the additive model as a special case. In a Gaussian white noise setting, they showed that their estimator achieves non-asymptotic minimax rates of convergence.
Comminges and Dalalyan [9] considered the problem of variable selection in high-dimensional Gaussian white noise models, and established tight conditions which make the estimation of the relevant variables possible. Similar results were obtained earlier by Wainwright [26] for high-dimensional linear models with Gaussian measurement matrices. Comminges and Dalalyan [9] also extended their method to a high-dimensional random regression model, but they assumed that the joint density of all covariates is known.
Several results in the theory of high-dimensional statistical inference are initiated by achievements in the theory of compressive sensing (see, e.g., the introductory book chapters by Fornasier and Rauhut [11] and Rauhut [22] and the references therein). A popular method is the l 1 -minimization which enables sparse recovery if the measurement matrix satisfies, for instance, a restricted isometry property (RIP). It is known that several random matrices satisfy the RIP with probability close to one, important examples being the Gaussian random matrices and the so-called structured random matrices (see, e.g., the work by Candès and Tao [8] , Baraniuk, Davenport, DeVore, and Walkin [1] , and Rauhut [22] ). These results were generalized to high-dimensional linear models by Candès and Tao [7] (see also the work by Bickel, Ritov, and Tsybakov [4] and the book by Koltchinskii [16, Chapters 7 and 8] ).
In this paper, we study a method for variable selection which consists in comparing the norms of the projections of the data on various additive subspaces. Given a positive integer q * which has to be an upper bound for the number of nonzero components, the procedure selects a subset of cardinality smaller than or equal to q * which contains the non-zero components with probability close to one. The basis of this procedure is a selection criterion in the population setting which works well under the essential assumption that the minimal angles between various disjoint additive subspaces are bounded away from zero. Applying this assumption and recent results in random matrix theory (see, e.g., [22] ), we obtain that, with probability close to one, a generalized restricted isometry property holds in the finite sample setting. This property enables us to carry over the geometry from the population to the finite sample setting, and thus leads to an analysis of our procedure. Our results are of theoretical interest. We prove upper bounds for the probability that our procedure misses relevant variables. These concentration inequalities lead to sufficient conditions making the estimation of the relevant variables possible. In special cases, these conditions are known to be optimal. Moreover, as an application of our variable selection procedure, we consider the problem of estimating single components in a high-dimensional additive random regression model. We find conditions under which a single component can be estimated with the same non-asymptotic optimal rate of convergence as in the case where the other components are known.
The paper is organized as follows. In Section 2, we present the main assumption and discuss a variable selection criterion in the population setting. From this, we derive our variable selection criterion in the finite sample setting and state our main results in Theorems 1 and 2. The proofs of Theorems 1 and 2 are contained in Section 3, the main part being the analysis of the finite sample geometry. We also discuss a restricted isometry property which shows up if the covariates are independent. Section 4 is devoted to the application of our variable selection procedure to the problem of estimating single components. Finally, some technical parts of the proofs are given in the Appendix.
Main result
2.1. The variable selection problem. Let (Y, X) be a pair of random variables such that X = (X 1 , . . . , X q )
T and
where the X j are real-valued random variables, the f j are unknown functions which are contained in L 2 (P X j ), and ǫ is a Gaussian random variable with expectation 0 and variance σ 2 which is independent of X. Moreover, we suppose that f j satisfies E[f j (X j )] = 0 for j = 1, . . . , q − 1. We denote by f the whole regression function given by f (x) = q j=1 f j (x j ). We assume that we observe n independent copies
2)
The number of covariates q can be much larger than the number of observations n, but we assume that most of the components are equal to 0. Thus we consider a high-dimensional sparse additive model. If we define J 0 = {j ∈ {1, . . . , q}|f j is non-zero}, then we have f (x) = j∈J 0 f j (x j ). The set J 0 is supposed to be unknown, but we assume that we are given an integer q * such that |J 0 | ≤ q * . We aim at selecting a subset of cardinality smaller than or equal to q * which contains J 0 .
2.2.
The main assumption. Without any further assumption, the components are not necessarily uniquely determined. In this subsection we give an assumption which implies uniqueness and furthermore makes the variable selection task accessible. We define H q = L 2 (P Xq ) and
which is a Hilbert space with the inner product g, h = E[g(X)h(X)] and the corresponding norm g = g, g . Moreover, for J ⊆ {1, . . . , q} we define
It follows from the fact that the spaces H j are closed combined with Assumption 1 and [15, Theorem 1a] (applied inductively) that all spaces H J with J ⊆ {1, . . . , q} and |J| ≤ 2q * are closed. The real number
is the cosine of the minimal angle between H J 1 and H J 2 (see, e.g., [14,
, where the maximum is taken over all subsets J 1 , J 2 ⊆ {1, . . . , q} satisfying J 1 ∩ J 2 = ∅ and |J 1 |, |J 2 | ≤ q * , then Assumption 1 says that ρ q * < 1. By a simple argument which is given in Appendix A, one can show that AssumptionFrom this we conclude that
We have f J 0 \J ∈ H J 0 \J , Π J f J 0 \J ∈ H J , and l = |J 0 \ J| ≥ 1. Thus (2.4) and the definition of κ l yield
Finally, we show that ρ q * can be related to a quantity which is known in the literature on sparse additive models (see, e.g., [17] ).
Lemma 2. Let ǫ 2q * be the smallest numbers such that
for all J ⊆ {1, . . . , q} with |J| ≤ 2q * and all j∈J f j ∈ H J . Then we have ρ q * < 1 if and only if ǫ 2q * < 1.
A proof of this lemma is given in Appendix B.
2.3.
The selection criterion. Now we construct the selection criterion. For j = 1, . . . , q let V j ⊆ H j be finite-dimensional linear subspaces. For J ⊆ {1, . . . , q} we define
In order to proceed, we need some further notation. Let · n be the empirical norm which is defined by
, and which is defined by ·
2 if applied to vectors in R n ( · 2 denotes the usual Euclidean norm). Moreover, letΠ J be the orthogonal projection from R n to the subspace
Motivated by Proposition 1, we define an estimator J 0 of J 0 as follows:
Conditioning on X 1 , . . . , X n , the random variable (n/σ 2 ) Π J ǫ 2 n has a chi-square distribution with rank(Π J ) ≤ d J degrees of freedom and the last term is supposed to cancel its expectation. The last term can also be seen as a penalty term. In fact, the criterion in (2.6) can be written as a penalized least squares criterion (see, e.g., [19] ).
The success of the criterion depends on a suitable choice of the V j which in turn depends on the regularity assumptions on the f j . For instance, if the f j belong to some known finite-dimensional linear subspaces of H j , then we let the V j be equal to these spaces. In the following we consider the nonparametric case. Without loss of generality we shall restrict our attention to Hölder smoothness and spaces of piecewise polynomials. A similar treatment is possible, e.g., for (periodic) Sobolev smoothness and spaces of trigonometric polynomials, with slightly modified results. Suppose that these densities satisfy c ≤ p j ≤ 1/c for some constant c > 0.
Moreover, for j = 1, . . . , q suppose that f j belongs to the Hölder class
, where α j , K j are positive real numbers.
For j = 1, . . . , q we let V j be the intersection of H j with the space of regular piecewise polynomials on [0, 1] with integer-valued parameters r j = ⌊α j ⌋ and m j , where r j is the maximal degree of the polynomials and {0 < 1/m j < 2/m j < · · · < 1} generates the partition of [0, 1] into m j intervals (see [5] ). This implies that the V j and thus also the procedure in (2.6) depend on the conditions E[g j (X j )] = 0 for j = 1, . . . , q − 1. In Remark 5 we show how one can eliminate this dependence. We have d j = (r j + 1)m j − 1 for j = 1, . . . , q − 1 and d q = (r q + 1)m q . Moreover, the V j have good approximation properties with respect to Hölder classes. In fact one can show that there exists a constant c α j depending only on α j such that
The next lemma shows that up to a constant this bound also holds when the
Lemma 3. Let Assumption 2 be satisfied. Then there exists a constant c j depending only on l j and c (given explicitly in the proof ) such that
For completeness, a proof of this lemma is given in Appendix C. In order to state our main result, we define the events
for J ⊆ {1, . . . , q} and 0 < δ < 1, and
Now we suppose that m j satisfies the lower bound
for j = 1, . . . , q, where c ′ is a small constant satisfying (3.3).
Theorem 1. Let Assumptions 1 and 2 be satisfied. Let 0 < δ < 1.
Suppose that (2.9) is satisfied for j = 1, . . . , q and assume that
10)
where
In Remarks 2 and 3, we discuss conditions under which the righthand side is close to one. In special cases these conditions are also known to be optimal. But first of all, we want to state a more concrete version of Theorem 1 in the general case. For J ⊆ {1, . . . , q} let
Under Assumptions 1 and 2 and if J satisfies |J| ≤ q * , we have that
where r = max j=1,...,q r j . A proof of (2.11) is given in Appendix D.
Theorem 2. Let Assumptions 1 and 2 be satisfied. Let 0 < δ < 1. Suppose that (2.9) is satisfied for j = 1, . . . , q and assume that d q * = max |J|≤q * d J∪J 0 ≤ n. Moreover, let ϕ q * = max |J|≤q * ϕ J∪J 0 . Then there exists a constant c 2 > 0 such that
12)
Remark 2. If q * = |J 0 |, then we have J 0 ⊆Ĵ 0 if and only if J 0 =Ĵ 0 . Thus, in this case we can write (2.12) as follows:
If all quantities except n and q are bounded from above (resp. form below) by a constant independent of n, then one can see that there are constants c 3 , c 4 > 0 such that P(J 0 =Ĵ 0 ) ≤ exp(−c 4 n), provided log q ≤ c 3 n.
Note that this condition is known to be optimal (see, e.g., [22] , [9] ).
Remark 3. We continue the discussion of Remark 2. We want to see which conditions on n, q, q * are sufficient such that the right-hand side of (2.13) is exponentially small. We again suppose that q * = |J 0 |. To simplify the exposition, we suppose that 1/(1 − ρ 2 q * ), 1/(1 − ǫ 2q * ), 1/κ, and max j f j are all bounded by a constant independent of n.
First, we consider the linear model Y = q j=1 X j β j + ǫ, where the β j are real numbers (and we have E[X j ] = 0 for j = 1, . . . , q − 1). In Theorems 1 and 2, the linear model corresponds to the case c j = 0, m j = 0, and r j = 1. Moreover, analogous results also hold for unbounded covariates, see below. By (3.4), the second term on the right-hand side of (2.13) can be bounded by
(2.14)
Applying the bounds 
There are also constants c 3 , c 4 > 0 such that the first term on the right-hand side of (2.13) is smaller than exp(−c 4 n/q * ), provided
This gives a stronger condition which in special cases can be weakened by using other concentration inequalities for P E c δ,q * . For instance, in Subsection 3.2, we also discuss the model Y = q j=1 X j β j + ǫ, where the X j are independent Gaussian random variables and the β j are real numbers. We show that there are constants c 3 , c 4 > 0 such that
Thus in this particular example, we obtain conditions which are (up to a small logarithmic change) also known to be necessary (see, e.g., [22, Section 2.6] for the setting without noise and [27, Theorem 2] for the noisy setting). Second, we consider the nonparametric case. The second term on the right-hand side of (2.13) does not change. Therefore it remains to consider the first term. Again, it is easy to see that there are constants c 3 , c 4 > 0 such that the first term is smaller than exp(−c 4 n/d q * ), provided q * d q * log(q/q * ) ≤ c 3 n. The latter condition can be simplified to q * (2α+1)/α log(q/q * ) ≤ c 3 n, where α = min j α j and c 3 > 0 is some constant. Again, in special cases of independent covariates, a factor 2 can be removed from the exponent of q * (see (3.6)), which leads to a condition which is (up to some additional logarithmic terms) also necessary for consistent estimation of the regression function f (see [21] and [10] ).
Remark 4. The proposed selection procedure has good theoretical properties, as discussed in the previous remarks. However, the procedure has practical drawbacks. First, it depends on q * which might be not known in practice. Second, except for a few circumstances, the selection procedure is computationally expensive: finding the maximum of (2.6) by looking at all subsets of {1, . . . , q} of cardinality less than or equal to q * has large complexity, since there are at least (q/q * ) q * such subsets.
Remark 5. If j ′ ∈ {1, . . . , q} is a fixed element, then one can modify the procedure in (2.6) such that the argmax is over all subsets J ⊆ {1, . . . , q} satisfying |J| ≤ q * + 1 and j ′ ∈ J. Theorem 2 remains valid if Assumption 1 is satisfied with q * replaced by q * + 1. Moreover, in the special case j ′ = q, the modified procedure does no longer depend on the conditions E[g j (X j )] = 0 for j = 1, . . . , q − 1, since the spaces V J with q ∈ J contain all constant functions.
3. Outline of the proof of Theorem 2 3.1. The finite sample geometry. In this subsection we present empirical versions of Assumption 1 and Proposition 1. Throughout this section 0 < δ < 1 is considered as fixed. Written in the equivalent form of Remark 1, we have:
Lemma 4. Let Assumption 1 be satisfied. Let J 1 , J 2 ⊆ {1, . . . , q} be two subsets such that J 1 ∩ J 2 = ∅ and |J 1 |, |J 2 | ≤ q * . If E δ,J 1 ∪J 2 holds, then we have
Proof. Under the assumptions of Lemma 4, we have
n .
This completes the proof.
Applying (3.1) as in the proof of Proposition 1, we obtain:
Proposition 2. Let Assumption 1 be satisfied. Let J ⊆ {1, . . . , q} be a subset such that |J| ≤ q * and J 0 \ J = ∅. Let l = |J 0 \ J|. Let v = j∈J 0 v j with v j ∈ V j for j ∈ J 0 . If E δ,J∪J 0 holds, then we have
By appropriately decomposing f as v + f − v with v ∈ V J 0 , we can apply Proposition 2 to v and (2.9) and Lemma 3 and to f − v. The result is the following empirical version of Proposition 1. 
provided that
A proof of Proposition 3 is given in Appendix E. In the absence of noise, Proposition 2 and 3 already prove Theorem 1. In fact, if the event E δ,q * holds, then (2.6) selects a subsetĴ 0 ⊆ {1, . . . , q} with |Ĵ 0 | ≤ q * and J 0 ⊆Ĵ 0 . Proposition 3 applies to the general nonparametric setting, while Proposition 2 applies if the components f j belong to some known finite-dimensional linear subspaces of H j , the latter being a commonly used setting in the theory of compressive sensing (see, e.g., [11] and the references therein). Finally, we derive a concentration inequality for the event E δ,q * .
Theorem 3. Let Assumptions 1 and 2 be satisfied. Let J ⊆ {1, . . . , q} be a subset such that |J| ≤ q * . Then we have
where c 2 > 0 is a universal constant.
Theorem 3 is a consequence of [22, Theorem 7.3] , the details are given in Appendix F. A similar result can be obtained by Talagrand's inequality combined with Rudelson's lemma (see [23, Theorem 1] and [24, Theorem 3.1]). Applying Theorem 3, the union bound, and the following combinatorial result
(for a proof see, e.g., [19, Proposition 2.5]), we obtain the following concentration inequality
where ϕ q * and d q * are given in Theorem 2.
3.2. Independent covariates and the RIP. In this subsection, we suppose that the covariates are independent which implies that the spaces V 1 , . . . , V q are orthogonal in L 2 (P X ). In this particular case we rewrite the event E δ,q * as a restricted isometry property for blockmatrices. This allows us to apply concentration inequalities leading to improvements and extensions of (3.5).
For j = 1, . . . , q let φ j,1 , . . . , φ j,d j be an orthonormal basis of V j . Then we define the n × d j -matrix
and for J ⊆ {1, . . . , q} we define the n × d J -matrix A J = (A j ) j∈J (we abbreviate A {1,...,q} as A). With these definitions, it is easy to see that E δ,J is the event such that
for all z J ∈ R d J , where we have used that the spaces V 1 , . . . , V q are orthogonal. Thus, if we define
then we have E δ,q * = {δ q * ≤ δ} . The constant δ q * is bounded by the restricted isometry constant of order d q * of the matrix A (see [22, Definition 2.4] ). Note that the restricted isometry constant plays a prominent role in the theory of sparse recovery, and that there exist many concentration inequalities for the restricted isometry constant in many ensembles of random matrices. For instance, in the model Y = q j=1 X j β j + ǫ, where the X j are independent Gaussian random variables and the β j are real numbers, A is a Gaussian random matrix (the entries are independent Gaussian random variables, each with expectation zero and variance 1/n), and [1, Theorem 5.2] implies that there exist constants c 3 , c 4 > 0 depending only on δ such that P(δ q * ≤ δ) ≥ 1 − 2 exp(c 4 n), provided that q * log(q/q * ) ≤ c 3 n. Finally, in the nonparametric case, one can also apply [22, Theorem 8.4 ] which does not lead to improvements for spaces of piecewise polynomials, but leads to improvements for spaces which have an orthonormal basis satisfying a boundedness condition.
We briefly discuss these improvements in the case where X 1 , . . . , X n are independent and uniformly distributed on [0, 1] and the f j belong to periodic Sobolev classes with parameters α j and K j (see [25, Chapter 1] ). In this case, we replace the spaces of piecewise polynomials by spaces of trigonometric polynomials. We return to the discussion of Remark 3. Applying [22, Theorem 8.4] , we can replace the condition q * d q * log(q/q * ) ≤ c 3 n in Remark 3 by the condition
Moreover, using the independence and Bernstein's inequality, one can improve the bounds in (E.3) leading to a weaker lower bound in (2.9) with respect to q * . To summarize, we end up with the condition
where α = min j α j . The condition that q * (2α+1)/(2α) /n is small is also necessary for estimation, since the term q * /n 2α/(2α+1) is part of the minimax rate of convergence (see [10] ).
3.3.
End of the proofs of Theorems 1 and 2. We have
Applying the union bound, we obtain
We have:
Lemma 5. Let Assumptions 1 and 2 be satisfied. Let J ⊆ {1, . . . , q} be a subset such that |J| ≤ q * and
A proof of Lemma 5 is given in Appendix G. We conclude that
which gives Theorem 1. Applying (3.5), we obtain (2.12). This completes the proof.
Estimation of single components
4.1. The dimension reduction step. The proposed variable selection method can be seen as a method to reduce the dimension of the model. We start with n independent observations of a sparse additive model with q covariates and an unknown subset J 0 ⊆ {1, . . . , q} of non-zero components, and we end up with a subsetĴ 0 ⊆ {1, . . . , q} such that |Ĵ 0 | ≤ q * and J 0 ⊆Ĵ 0 with probability close to one. More precisely, if {J 0 ⊆Ĵ 0 } holds, we have successfully reduced the model (2.1) to
4.2. The estimation method. In this subsection we consider the problem of estimating a single component f j of the model (2.1) with j ∈ J 0 . We may assume without loss of generality that j = 1. To proceed we split the sample into two parts. We use the first part to perform a variable selection step and we use the selected variables and the second part to construct an estimator of f 1 . More precisely, we assume that we observe an even number of independent copies ( based on the second sample is given (not uniquely) bŷ
have intersection equal to 0. Therefore, we havef =f
uniquely determined. We now definẽ
where k n is a real number to be chosen appropriately.
Theorem 4. Let the assumptions of Theorem 1 be satisfied. Let
Then there is a constant c 2 > 0 such that
Remark 6. Theorem 4 shows that the estimator of f 1 can attain the non-asymptotic optimal rate of convergence. One simple setting is the following: All involved quantities except n and q are bounded from above (resp. from below) by a constant independent of n (see Remark 2), and we have α 1 > 0 and α = min j α j > α 1 /(2α 1 + 1).
Proof. Theorem 4 is a consequence of [26, Theorem 1] . We have
The first term considers the case described in (4.1). Moreover, by conditioning on the first sample, we may assume thatĴ 0 is fixed. In order to 
Conversely, suppose that (2.4) holds, and let h J 1 ∈ H J 1 and h J 2 ∈ H J 2 . We may assume without loss of generality that h J 2 = 0 and that
2 which gives (2.3). This completes the proof.
Appendix B. Proof of Lemma 2
Let ǫ ′ k be the smallest numbers such that
for all J ⊆ {1, . . . , q} with |J| ≤ k and all f J = j∈J f j ∈ H J . Note that we always have 1 + ǫ
. . , q} be two subsets satisfying J 1 ∩ J 2 = ∅ and |J 1 |, |J 2 | ≤ q * . Applying (2.5) and (B.1), we see that
Thus Remark 1 gives the "if" part. Conversely, applying (2.3) iteratively, one gets for instance
which gives the "only if" part.
Appendix C. Proof of Lemma 3
We may assume without loss of generality that j = 1. Let U 1 ⊆ L 2 (P X 1 ) be the subspace of piecewise polynomials with parameters r 1 and m 1 (thus V 1 = {g 1 ∈ U 1 |E[g 1 (X 1 )] = 0}). First, we show that
The space U 1 is the orthogonal sum of m 1 (r 1 + 1)-dimensional subspaces U
1 , where g . This completes the proof of (C.1). By Taylor's theorem and the definition of the Hölder class, we can find an element g 1 ∈ U 1 such that
Applying this and the fact that Π U 1 g 1 = g 1 , we obtain then we obtain
Thus, if E δ,J∪J 0 holds, then Proposition 2 yields
On the other hand, if E δ,J 0 holds, then we have 
