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Abstract
CFTs are naturally defined on Riemann surfaces. The rational ones can be
solved using methods from algebraic geometry. One particular feature is the co-
variance of the partition function under the mapping class group. In genus g = 1,
this yields modular forms, which can be linked to ordinary differential equations
of hypergeometric type with algebraic solutions.
1
1 Introduction
This is the second in a sequence of three papers on a mathematical approach to Confor-
mal Field Theory (CFT) on compact Riemann surfaces, and it covers the second part
of the author’s PhD thesis in Mathematics [10]. In the first part of the thesis, a work-
ing definition of rational CFTs on general Riemann surfaces has been given. For the
(2, 5) minimal model over compact Riemann surfaces, explicit formulae for comput-
ing N-point functions 〈φ1 . . . φN〉 of holomorphic fields have been established for small
positive values of N. N-point functions for higher N are obtained by recursion. For
N = 0, one has the identity field 1 and the partition function 〈1〉 whose computation
requires different methods. There is no dependence on position, but it depends on the
conformal structure of the surface. Indeed, it satisfies a system of differential equations
w.r.t. the moduli of the Riemann surface. For the minimal models, the vector space of
solutions is finite dimensional.
The present paper is devoted to compact Riemann surfaces of genus g = 1. Such
surface can be described as a quotient C/Λ, with a lattice Λ generated over Z by 1 and
τ with τ ∈ h, the complex upper half plane. The latter is the universal cover of the
moduli space M1 of all possible conformal structures on the g = 1 surface, which is
known as the Teichmüller space. One hasM1 = S L(2,Z) \ h. Meromorphic functions
on finite covers ofM1 are called (weakly) modular. They can be described as functions
on h which are invariant under a subgroup of S L(2,Z) of finite index.
Maps in the full modular group S L(2,Z) preserve the standard lattice Z2 together
with its orientation and so descend to self-homeomorphisms of the torus. Inversely,
every self-homeomorphism of the torus is isotopic to such a map. A modular function
is a function on the space L of all lattices in C satisfying [19]
f (λΛ) = f (Λ) , ∀Λ ∈ L, λ ∈ C∗ .
L can be viewed as the space of all tori with a flat metric.
Conformal field theories on the torus provide many interesting modular functions,
and modular forms. (The latter transform as f (λΛ) = λ−k f (Λ) for some k ∈ Z which is
specific to f , called the weight of f .)
For the (2, 5) minimal model, we shall derive the second order ordinary differential
equation for the g = 1 partition function that allows to compute all N-point functions
of holomorphic fields. It is shown that our approach reproduces the known result.
Much of the mathematical foundations of rational CFT will be provided by the joint
paper with W. Nahm, whose main feature are the ODEs for the higher genus partition
functions.
2 Introduction to modular dependence
Given q = e2πi τ and τ ∈ h, let
Σ := {z ∈ C| |q| ≤ z ≤ 1}/{z ∼ qz} .
Σ is a torus. A character on Σ is given by
〈1〉Σ,i =
∑
ϕ j
{ϕ j} j basis of Fi
qh(ϕ j) .
2
Here Fi is a fiber of the bundle of fields F in a rational CFT on Σ. For ϕ j ∈ Fi, h(ϕ j) is
the conformal weight of ϕ j. 〈1〉Σ,i is a modular function of τ [13]. A modular function
on a discrete subgroup Γ of Γ1 = S L(2,Z) is a Γ-invariant meromorphic function f :
h → C with at most exponential growth towards the boundary [19]. For N ≥ 1, the
principal conguence subgroup is the group Γ(N) such that the short sequence
1 → Γ(N) →֒ Γ1
πN−→ S L(2,Z/NZ) → 1
is exact, where πN is map given by reduction modulo N. A function that is modular on
Γ(N) is said to be of level N. Let ζN = e
2πi
N be the N-th root of unity with cyclotomic
field Q(ζN). Let FN be the field of modular functions f of level N which have a Fourier
expansion
f (τ) =
∑
n≥−n0
anq
n
N , q = e2πi τ , (1)
with an ∈ Q(ζN), ∀n. The Ramanujan continued fraction
r(τ) := q1/5
1
1 + q
1+ q
2
1+...
(2)
which converges for τ ∈ h, is an element (actually a generator) of F5 [21]. r is algebraic
over F1 (cf. Section 4) which is generated over Q by the modular j-function,
j(τ) = 123
g32
g32 − 27g23
.
j is associated to the elliptic curve with the affine equation
Σ : y2 = 4x3 − g2x − g3 , with g32 − 27g23 , 0 .
Here gk for k = 2, 3 are (specific) modular forms of weight 2k,1 so that j is indeed a
function of the respective modulus only (the quotient τ = ω2/ω1 for the lattice Λ =
Z.ω1 +Z.ω2), or rather its orbit under Γ1 (since we are free to change the basis (ω1, ω2)
for Λ). In terms of the modulus, a modular form of weight 2k on Γ is a holomorphic
function g : h → C with subexponential growth towards the boundary [19] such that
g(τ) (dτ)2k is Γ-invariant [16]. A modular form on Γ1 allows a Fourier expansion of the
form (1) with n0 ≥ 0.
Another way to approach modular functions is in terms of the differential equations
they satisfy. The derivative of a modular function is a modular form of weight two,
and higher derivatives give rise to quasi-modular forms, which we shall also deal with
though they are not themselves of primary interest to us.
Geometrically, the conformal structure on the surface
Σ : y2 = 4(x − X1)(x − X2)(x − X3) , x ∈ P1C , (3)
is determined by the quadrupel (X1, X2, X3,∞) of its ramification points, and we can
change this structure by varying the position of X1, X2, X3 infinitesimally. In this pic-
ture, the boundary of the moduli space is approached by letting two ramification points
in the quadrupel run together [6].
1As mentioned earlier, a modular form of weight 2k transforms as f (λΛ) = λ−2k f (Λ) for any λ ∈ C∗.
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When changing positions we may keep track of the branch points to obtain a simply
connected space [4]. Thus a third way to describe modularity of the characters is by
means of a subgroup of the braid group B3 of 3 strands. The latter is the universal
central extension of the quotient group Γ1 = Γ1/{±I2}, so that we come full circle.
Suppose Σ = C/Λ where Λ = (Z.1 + Z.iβ) with β ∈ R. Thus the fundamental
domain is a rectangle in the (x0, x1) plane with length ∆x0 = 1 and width ∆x1 = β. The
dependence of 〈1〉Σ on the modulus iβ follows from the identity
〈1〉Σ,0 = tr e−Hβ , H =
∫
T 00dx0,
where T 00 is a real component of the Virasoro field.2 We may regard 〈1〉Σ,0 as the
0-point function 〈1〉 on Σ.
Stretching β 7→ (1 + ǫ)β changes the Euclidean metric Gµν (µ, ν = 0, 1) according
to
(ds)2 7→ (ds)2 + 2ǫ(dx1)2 + O(ǫ2) .
Thus dG11 = 2
dβ
β
, and
d〈1〉 = −tr(Hdβ e−Hβ) = − dG11
2
(∫
〈T 00〉dx0
)
β
= − dG11
2
"
〈T 00〉dx0dx1 . (4)
The fact that
∫
〈T 00〉dx0 does not depend on x1 follows from the conservation law
∂µT
µν = 0:
d
dx1
∮
〈T 00〉 dx0 =
∮
∂1〈T 00〉 dx0 = −
∮
∂0〈T 10〉 dx0 = 0 ,
using Stokes’ Theorem.
We argue that on S 1 × S 1β/(2π) (where S 1β/(2π) is the circle of perimeter β), states (in
the sense of [9]) are thermal states on the VOA.
When g > 1, equation (4) generalises to
d〈1〉 = −1
2
"
dGµν 〈T µν〉
√
G dx0 ∧ dx1 .
Here G := | detGµν|, and dvol2 =
√
G dx0 ∧ dx1 is the volume form which is invariant
under base change.3 The normalisation is in agreement with eq. (4) (see also [2], eq.
(5.140) on p. 139).
Methods that make use of the flat metric do not carry over to surfaces of higher
genus. We may choose a specific metric of prescribed constant curvature to obtain
mathematically correct but cumbersome formulae. Alternatively, we consider quotients
of N-point functions over 〈1〉 only (as done in [5]) so that the dependence on the specific
2Any dynamical quantum field theory has an energy-momentum tensor Tµν s.t. Tµνdxµdxν defines a
quadratic differential. In particular it transforms homogeneously under coordinate changes. For coordinates
z = x0 + ix1 and z¯ = x0 − ix1 , we have [1]
Tzz =
1
4
(T00 − 2iT10 − T11) .
For a discussion of the relation with the Virasoro field T (z) addressed below, cf. [11].
3The change to complex coordinates is more intricate: We have dx0 ∧ dx1 = iGzz¯ dz ∧ dz¯ with Gzz¯ = 12 .
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metric drops out. Yet we suggest to use a singular metric that is adapted to the specific
problem [11]. On Σ, this metric is the lift of the flat metric
|dz|2 on P1C \ {X1, X2, X3,∞} ,
and has all curvature concentrated in the ramification points. The 0-point function on
this metric surface is obtained through a regularisation procedure and will be denoted
〈1〉sing. to distinguish it from the 0-point function on the flat torus (Σ, |dz|2), which we
denote by 〈1〉flat. Unless otherwise stated, all state-dependent objects are understood to
refer to the singular metric on Σ.
Theorem 1. Let Σ be defined by eq. (3). We equip Σ with the metric which is the lift of
the flat metric on C to its double cover. Define a deformation of the conformal structure
by
ξ j = dX j for j = 1, 2, 3 .
Let ϕ, . . . be holomorphic fields on Σ. For j = 1, 2, 3, let (U j, z) be a chart on Σ
containing the point X j but no position of one of ϕ, . . .. We have
d〈ϕ . . .〉sing =
n∑
j=1
 1
2πi

γ j
〈T (z)ϕ . . .〉sing dz
 ξ j ,
where γ j is a closed path around X j contained in U j.
3 Differential equations for characters in (2, ν)-minimal
models
3.1 Review of the MLDE for the characters of the (2, 5) minimal
model
The character 〈1〉 of any CFT on the torus Σ solves the ODE [5]
1
2πi
d
dτ
〈1〉 =
∮
〈T (z)〉 dz
(2πi)2
=
1
(2πi)2
〈T〉 . (5)
Here the contour integral is along the real period, and
∮
dz = 1. 〈T〉, while constant in
position, is a modular form of weight two in the modulus.4 The Virasoro field generates
the variation of the conformal structure [5]. In the (2, 5) minimal model, we find
1
2πi
d
dτ
〈T〉 =
∮
〈T (w)T (z)〉 dz
(2πi)2
=
(
1
6
E2〈T〉 − 11
900
π2E4〈1〉
)
. (6)
Here E2 is the quasimodular Eisenstein series of weight 2, which enters the equation
by means of the identity
∫ 1
0
℘(z − w|τ) dz = −π
2
3
E2(τ).
4〈1〉, 〈T 〉 (or later A) are parameters of central importance to this exposition. For better readibility, they
appear in bold print (〈1〉 and 〈T〉, or A) throughout.
5
In terms of the Serre-derivative operatorD = qd/dq− (ℓ/12)E2(q) (defined on modular
forms of weight ℓ ∈ R), the first order ODEs (5) and (6) combine to give the second
order ODE [12, 20]
D2〈1〉 = 11
3600
E4〈1〉 . (7)
The two solutions are the well-known Rogers-Ramanujan functions [2]
〈1〉1(q) = H(q) := q
11
60
∑
n≥0
qn
2+n
(q; q)n
= q
11
60
(
1 + q2 + q3 + q4 + q5 + 2q6 + . . .
)
,
〈1〉2(q) =G(q) := q−
1
60
∑
n≥0
qn
2
(q; q)n
= q−
1
60
(
1 + q + q2 + q3 + 2q4 + . . .
)
.
(8)
((q; q)n :=
∏n
k=1(1 − qk) is the q-Pochhammer symbol) which are named after the
famous Rogers-Ramanujan identities
q−
11
60 〈1〉1 =
∏
n=±2 mod 5
(1 − qn)−1 , q 160 〈1〉2 =
∏
n=±1 mod 5
(1 − qn)−1 . (9)
q−
11
60 〈1〉1 provides the generating function for the partition which to a given holo-
morphic dimension h ≥ 0 returns the number of linearly independent holomorphic
fields present in the (2, 5) minimal model. This number is subject to the constraint
∂2T ∝ N0(T, T )
h 0 1 2 3 4 5 6
basis of F(h) 1 − T ∂T ∂2T ∂3T ∂4T
N0(T, ∂2T )
dim F(h) 1 0 1 1 1 1 2
Table 1: Holomorphic fields of dimension h in the (2, 5) minimal model
There is a similar combinatorical interpretation for the second Rogers-Ramanujan
identity. It involves non-holomorphic fields, however, which we disregard in this paper.
3.2 MLDE for the characters in (2, ν) minimal models
Sorting out the algebraic equations to describe the characters of the (2, ν) minimal
model becomes tedious for ν > 5. In contrast, the Serre derivative is a manageable
tool for encoding them in a compact way [12]. Since the characters are algebraic, the
corresponding differential equations can not be solved numerically only, but actually
analytically. We are interested in the fact that the coefficient of the respective highest
order derivative can be normalised to one and all other coefficients are holomorphic in
the modulus.
The (2, ν) minimal model, where ν ≥ 3 is odd, has
M =
ν − 1
2
characters [2]. They are parametrised by the sequence
κs =
(ν − 2s)2
8ν
− 1
24
, s = 1, . . . ,M . (10)
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The character corresponding to κs is
〈1〉κs = fA,B,C ,
where fA,B,C is the q-hypergeometric series
fA,B,C :=
∑
n∈(N0)r
q
1
2 n
tAn+Btn+C
(q; q)n
,
with r = (ν − 3)/2 being the rank, and
A = C(Tr)−1 ∈ Qr×r, B ∈ Qr , C = κs .
Here C(Tr) denotes the Cartan matrix of the tadpole diagram Tr. The latter is obtained
from the Dynkin diagram of A2r by folding according to its Z2 symmetry, and for
i, j ∈ {1, . . . , r},
Ai j = 2δi j − ♯{links between nodes i and j} .
For example, in the (2, 7) minimal model, A = C(T2)−1 =
(
2 −1
−1 1
)
.
It turns out that 〈1〉κs satisfies an Mth order ODE [12]. Given M differentiable
functions f1, . . . , fM there always exists an ODE having these as solutions. Consider
the Wronskian determinant
det

f D1 f . . . DM f
f1 D
1 f1 . . . D
M f1
. . . . . . . . . . . .
fM D
1 fM . . . D
M fM
 =:
M∑
i=0
wi D
i f .
Here for m ≥ 1, Dm is the m-fold composition of the Serre differential operator, which
maps modular functions into modular forms of weight 2m. For m = 0 we set D0 = 1.
Whenever f equals one of the fi, 1 ≤ i ≤ M, the determinant is zero, so we obtain
an ODE in f whose coefficients are Wronskian minors containing f1, . . . , fM and their
derivatives only. These are modular when the f1, . . . , fM and their derivatives are or
when under modular transformation, they transform into linear combinations of one
another (as the characters do).
The space of holomorphic modular forms M(Γ1) on Γ1 has a basis ∆kE2m, k =
0, 1, 2, . . ., m = 0, 2, 3, . . .. Here ∆ is the modular discriminant function (of weight 12),
and E2m is the holomorphic Eisenstein series of weight 2m.
Propos. 1. For i = 1, . . . ,M, the characters fi of the (2, ν) minimal model satisfy an
ODE
L(2,ν) fi = 0 , (11)
where L(2,ν) is the differential operator
L(2,ν) := DM +
M∑
m=2
Ω2mD
M−m .
Here the Ω2m are holomorphic modular forms on Γ1 of weight 2m. For 2 ≤ m ≤ 5,
there exist αM−m ∈ Q such that
Ω2m = αM−mE2m .
7
ν 3 5 7 9 11 13
M 1 2 3 4 5 6
κM 0 − 160 − 142 − 136 − 133 − 5156
αM−2 − 11602 − 5·7422 − 2·3·13362 − 11·5322·332 − 7·13·671562
αM−3 5·17423
23·53
363
3·5·11·59
23·333
23·13·17·193
1563
αM−4 − 3·11·23364 − 11·615124·334 − 5·11·13·89·1271564
αM−5 2
4·17·29
335
23·3·5·13·31·2437
1565
αM−6 − 54·72·23·31·671566
α
(cusp)
M−6
52·7·11·232·167
25·32·134·691
Table 2: The nonzero coefficients in the order M differential operator in the (2, ν)
minimal model. κM is displayed to explain the standard denominators of the αm.
Moreover,
Ω12 = α0E12 + α
(cusp)
0 ∆ ,
for some α0, α
(cusp)
0 . For 3 ≤ ν ≤ 13, the nonzero coefficients are given by Table 2.
Remark 2. 1. In the (2, ν) minimal model, we have κM = (3 − ν)/(24ν), where
ν|(3 − ν) ⇔ ν = 3. Thus for ν > 3, κM has a factor of ν in the denominator.
2. The numerators n
(2,ν)
m of αm in the (2, ν) minimal model have mostly few factors
in the sense that
n(2,ν)m ≈ rad(n(2,ν)m ) ,
where the r.h.s. is the radical of n
(2,ν)
m .
3. The prime 691 displayed in the denominator of α(cusp)
M−6 suggests that Bernoulli
numbers are involved in the computations. This is an artefact of the choice of
basis, however. Using the identity [19]
E12 =
1
691
(441E34 + 250E
2
6) ,
we can write
Ω12 = − 5
2 · 7 · 23
27 · 35 · 136
(
53 · 1069
25
E34 +
6047
3
E26
)
.
The leading coefficient can be read off from the equation for the singular vector
(Lemma 4.3 in [17]) and only the specific value of the remaining coefficients in eq.
(11) seem to be new. Rather than setting up a closed formula for αm, we shall outline
the algorithm to determine these numbers, and leave the actual computation as an easy
numerical exercise.
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Sketch of the Proof. We first show that the highest order coefficient αM of the ODE can
be normalised to one. For every κs in the list (10) and for 0 ≤ m ≤ M − 1, we have
D
m〈1〉κs ∝ qκs(1 + O(q)) .
Since the κs are all different, we know that
wM ∼
∏
s
qκs , q close to zero ,
where wM is the coefficient of DM in the Wronskian. By construction, wM has no pole
at finite τ. The number of zeros can be calculated using Cauchy’s Theorem [19]: Since
Dm〈1〉 has weight 2m, we find
weight wM = 2
M−1∑
ℓ=0
ℓ = M(M − 1) .
The order of vanishing ordP(wM) ofwM at a point P ∈ Γ\h depends only on the orbit ΓP
[19]. Denote by ord∞(wM) the order of vanishing of wM at ∞ (i.e. the smallest integer
n ≥ 0 such that an , 0 in the Fourier expansion for wM). A finite index subgroup Γ of
Γ1 has the fundamental domain
FΓ = γ1F ∪ . . . ∪ γ[Γ1:Γ]F (12)
[7]. Thus all orders of vanishing for Γ differ from those for Γ1 by the same factor. Thus
[19, Propos. 2 on p. 9] generalises to subgroups Γ ⊂ Γ1 and to
ord∞(wM) +
∑
P∈Γ\h
1
nP
ordP(wM) =
M(M − 1)
12
,
where nP is the order of the stabiliser. Since
ord∞(wM) =
M∑
s=1
κs =
M(M − 1)
12
,
we have ordP(wM) = 0 for P ∈ Γ \ h. Thus we can divide by wM to obtain∑
α˜iD
i〈1〉 j = 0
for j = 1, . . . ,M and the modular forms α˜i =
wi
wM
.
Since there is no modular form of weight 2, one needs wM−1 = 0. This can be
checked explicitely as follows: Let
〈1〉κs = qκs(1 + O(q)) .
We have
D
m〈1〉κs =
m−1∏
ℓ=0
(
q
d
dq
− ℓ
6
)
qκs(1 + O(q))
Thus for M < 12,
q−κsL(2,ν)qκs =
M∑
m=0
αm
m−1∏
ℓ=0
(
κs − ℓ
6
)
.
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On the other hand, since L(2,ν)〈1〉κs = 0 for s = 1, . . . ,M, we have
M∑
m=0
αm
m−1∏
ℓ=0
(
κs − ℓ
6
)
=
M∏
s=1
(κ − κs)
The coefficient of κM−1 yields
αM−1 =
M∑
s=1
κs +
M∑
ℓ=1
1 − ℓ
6
,
which vanishes. 
3.3 Variation of the conformal structure
Throughout this section, Σ : y2 = p is the genus 1 Riemann surface defined by
p(x) = 4(x − X1)(x − X2)(x − X3) .
We assume that
3∑
i=1
Xi = 0 , (13)
or equivalently, there exist a, b ∈ C such that
p(x) = 4(x3 + ax + b) . (14)
We shall use the following notation: Let m(X1, ξ1, . . . , Xn, ξn) be a monomial. We
denote by
m(X1, ξ1, . . . , Xn, ξn)
the sum over all distinct monomials m(Xσ(1), ξσ(1), . . . , Xσ(n), ξσ(n)), where σ is a per-
mutation of {1, . . . , n}. E.g. for n = 3, eq. (13) reads X1 = 0, and in eq. (14),
a = X1X2 =
3∑
i, j=1
i< j
XiX j ,= X1X2 + X1X3 + X2X3 , b = −X1X2X3 .
The normalised discriminant is [16, p. 87]
∆ := −4a3 − 27b2 . (15)
Let
V3 :=

1 X1 X21
1 X2 X22
1 X3 X23

be the 3 × 3 Vandermonde matrix. We have
detV3 =
∏
1≤i< j≤3
(X j − Xi) = (X1 − X2)(X2 − X3)(X3 − X1)
so the discriminant equals
∆ = (detV3)
2 .
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It will be convenient to work with the 1-form
ω := d log detV3 =
ξ1 − ξ2
X1 − X2
+ cyclic ,
where ξ j = dX j ( j = 1, 2, 3), and for k ≥ 0, with the matrix
Ξ3,k :=

X1 X2 X3
1 1 1
ξ1X
k
1 ξ2X
k
2 ξ3X
k
3
 .
We have
detΞ3,k
detV3
=
ξ1X
k
1
(X1 − X2)(X3 − X1)
+ cyclic = −4
3∑
s=1
ξsX
k
s
p′(Xs)
. (16)
Propos. 3. We have
detΞ3,1 = − ω
3
detV3 , (17)
detΞ3,2 = − a
3
detΞ3,0 . (18)
Proof. By eq. (13),
d detV3 = −3X1(dX1)(X2 − X3) + cyclic = −3 detΞ3,1 ,
and eq. (17) follows. We observe that
1
(X1 − X2)(X3 − X1)
+ cyclic = 0 , (19)
X1
(X1 − X2)(X3 − X1)
+ cyclic = 0 . (20)
By eq. (13), we have
X21 = − X1(X2 + X3) = −a + X2X3 . (21)
Since ξ1X2X3 + cyclic = ξ1X2X3, we have by eq. (19),
ξ1X2X3
(X1 − X2)(X3 − X1)
+ cyclic = − ξ2X3X1 + ξ3X1X2
(X1 − X2)(X3 − X1)
+ cyclic .
Moreover, ξ1 = 0, so
− ξ2X3X1 + ξ3X1X2
(X1 − X2)(X3 − X1)
+ cyclic =
(
ξ1(X3X1 + X1X2)
(X1 − X2)(X3 − X1)
+ cyclic
)
+
(
(ξ3X3 + ξ2X2)X1
(X1 − X2)(X3 − X1)
+ cyclic
)
= a
detΞ3,0
detV3
−
(
ξ1X2X3
(X1 − X2)(X3 − X1)
+ cyclic
)
−
 ξ1X
2
1
(X1 − X2)(X3 − X1)
+ cyclic
 ,
using symmetry of ξ1X1 and eq. (20). We conclude that
ξ1X2X3
(X1 − X2)(X3 − X1)
+ cyclic =
2a
3
detΞ3,0
detV3
. (22)

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Propos. 4. We have
det(Ξ3,0V3) = 9b da − 6a db , (23)
det(Ξ3,1V3) = 2a
2 da + 9b db . (24)
Proof. For either equation, we show that under specific additional assumptions, both
sides are proportional to ∆, with the same proportionality factor. The proof of general
statement is moved to the Appendix.
We first address eq. (24) under the assumption that ξ ∝ X. In this case we have on
the l.h.s.,
detΞ3,1|ξ∝X detV3 ∝ − detV23 = −∆ .
On the other hand,
da = ξ1X2 ∝ 2X1X2 = 2a ,
db = − ξ1X2X3 ∝ −3X1X2X3 = 3b ,
so in this case the r.h.s. of eq. (24) equals −∆. The general case is treated in Appendix
A.1.3. In order to prove eq. (23), suppose first that
ξi ∝ X2i − ξ0 , ξ0 :=
1
3

3∑
i=1
X2i
 = 13 X21 . (25)
Note that this does not affect condition (13). On the l.h.s. of eq. (23), we have by
assumption (25),
detΞ3,0 = det

ξ1 ξ2 ξ3
X1 X2 X3
1 1 1
 ∝ det

X21 X
2
2 X
2
3
X1 X2 X3
1 1 1
 − det

ξ0 ξ0 ξ0
X1 X2 X3
1 1 1
 ,
where the latter determinant is zero. Thus detΞ3,0 ∝ detV3, and
detΞ3,0|ξ∝X2−ξ0 detV3 ∝ det

ξ1 ξ1X1 ξ1X
2
1
X1 X
2
1 X
3
1
3 X1 X21
 = −∆ .
On the other hand, by the fact that X1 = 0, we have
ξ0 =
1
3
X21 = −
2
3
X1X2 = −2a
3
,
X31 = − 3X21X2 − 6b ,
X21X2 = X1X2(X1 + X2) = −3b .
So on the r.h.s. of eq. (23),
da = − ξ1X1 ∝ −X31 + ξ0X1 = −X31 = −3b ,
db = − ξ1X2X3 ∝ −X21X2X3 + ξ0X1X2 = bX1 + ξ0a = ξ0a = −
2
3
a2 .
From this and eq. (15) follows eq. (23). The general case without the assumption (25)
is proved in Appendix A.1.2.

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Lemma 2. In terms of the modulus τ and the scaling parameter ℓ (the inverse length
of the real period), we have
ω = πi E2 dτ − 6d log ℓ .
Proof. In eq. (14), we have [16]
a = −π
4
3
ℓ4E4 , b = −2π
6
27
ℓ6E6 , (26)
so by eq. (15),
∆ =
4π12
27
ℓ12(E34 − E26) . (27)
Using that
DE4 = −
E6
3
, DE6 = −
E24
2
(28)
[19, Proposition 15, p. 49], where D is the Serre derivative, we find
2 a2
∂
∂τ
a + 9 b
∂
∂τ
b = − i π
3
E2∆ .
From eqs (26) and (27) follows
2a2
∂
∂ℓ
a + 9b
∂
∂ℓ
b = −2
ℓ
∆ .
So by eq. (24),
detΞ3,1
detV3
=
i π
3
E2dτ − 2d log ℓ
and the proposition follows. 
Under variation of the ramification points, the modulus changes according to
Lemma 3. Under the conditions of Lemma 2, we have
dτ = − πiℓ2 detΞ3,0
detV3
. (29)
Note that proportionality between the differentials on either side of eq. (29) can be
seen as follows: Under the action of
(
a b
c d
)
∈ S L2(Z), both dτ and ℓ2 (the squared
inverse length of the real period) transform by a factor of (cτ + d)−2. Moreover, both
differentials have a simple pole at the boundary of the moduli space: dτ is singular at
τ = i∞, while detΞ3,0detV3 has a pole when two Xi coincide. Thus up to a multiplicative
constant they must be equal.
Proof of Lemma 3. By eqs (26) – (28),
9 b
∂
∂τ
a − 6 a ∂
∂τ
b = 2πi (9 bDa − 6 aDb) = i
πℓ2
∆ .
The partial derivatives are actually ordinary derivatives since by eqs (26),
9 b
∂
∂ℓ
a − 6 a ∂
∂ℓ
b = 0 .
Factoring out dτ on the r.h.s. of eq. (23) and dividing both sides by ∆/(−iπℓ2) yields
the propositioned formula. 
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3.4 Explicit results for g = 1
This section largely uses results obtained for arbitrary genus in [10, 11] though The-
orem 4 is proved independently using the methods introduced in Subsection 3.3. It is
shown (Proposition 8) that the two formulations are equivalent for g = 1.
3.4.1 General results
Let 1 and T be the identity field and the Virasoro field, respectively, on Σ. It will be
useful to work with the field [9, 10]
ϑ(x) := T (x) p(x) − c
32
[p′(x)]2
p(x)
.1 . (30)
where c ∈ R is the central charge.
In [11], we defined a singular metric on Σ which is obtained by lifting a polyhedral
metric on P1
C
, whose curvature is concentrated on the set of ramification points and
equally distributed over this set. Let 〈1〉 be the 0-point function corresponding to the
singular metric. In our algebraic approach, a second parameter is given by the unknown
constant A, which is proportional to 〈1〉 but with an unknown proportionality factor:
A =: α〈1〉 .
We have
〈ϑ(x)〉 = −cx〈1〉 + A
4
.
It will be useful to work with the auxiliary function
Γ(x) := cx〈1〉 − A
2
.
Now Theorem 2 in [10, 9] yields:
Propos. 5. Let Σ : y2 = p be the Riemann surface defined by eq. (14). For |x1|, |x2|
small, we have
{
〈T (x1)T (x2)〉 − 〈1〉−1〈T (x1)〉〈T (x2)〉
}
p(x1)p(x2)
= R(x1, x2) + x1Γ(x2)+ x2Γ(x1) + P
[1] .
(31)
Here P[1] is constant in position, and
R(x1, x2) = R
[1](x1, x2) + y1y2R
[y1y2](x1, x2) ,
where R[y1y2](x1, x2) is a rational function of x1 and x2 and
R[1](x1, x2)
=
c
4
p(x1)p(x2)
(x1 − x2)4
〈1〉 + c
32
p′(x1)p′(x2)
(x1 − x2)2
〈1〉 + 1
2
p(x2)〈ϑ(x1)〉 + p(x1)〈ϑ(x2)〉
(x1 − x2)2
.
For P[1] defined by eq. (31), let
P := P[1] +
1
16
αA .
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In terms of the one-point function of the normal ordered product of T ,
〈N0(T, T )(x2)〉 = lim
x1 → x2
[
〈T (x1)T (x2)〉 − c/2
(x1 − x2)4
〈1〉 − 1
(x1 − x2)2
〈T (x1) + T (x2)〉
]
,
we have by the theorem, by eq. (30) and by the fact that 〈1〉−1〈ϑ(x)〉2 = cxΓ(x) + αA16 ,
P = p2〈N0(T, T )〉 −
(
c
32
)2 [p′]4
p2
− c
16
[p′]2
p
〈ϑ〉 −
∮
x2
R(x1, x2)
x1 − x2
dx1
2πi
− (c + 2)xΓ(x) .
Propos. 6. Let Σ : y2 = p be the Riemann surface defined by eq. (14). We have for x1
close to x2,
〈ϑ(x1)ϑ(x2)〉 = R∗(x1, x2) + 〈ϑ(x1)ϑ(x2)〉r .
Here 〈ϑ(x1)ϑ(x2)〉r is regular at x1 = x2. We have
1.
R∗(x1, x2) = R[1]∗ (x1, x2) + y1y2R
[y1y2]∗ (x1, x2)
where R
[y1y2]∗ is a rational function in x1 and x2, and
R[1]∗ (x1, x2) = R
[1](x1, x2) −
{
5c
4
(c + 2)x1x2 +
3c
2
a +
5c
4
(x1 − x2)2
}
〈1〉 .
2.
〈ϑ(x1)ϑ(x2)〉r = 〈ϑ(x1)ϑ(x2)〉[1]r + y1y2〈ϑ(x1)ϑ(x2)〉[y1y2]r
where 〈ϑ(x1)ϑ(x2)〉[y1y2]r is a polynomial in x1 and x2, and
〈ϑ(x1)ϑ(x2)〉[1]r =
1
2
(c + 2) {x1Γ(x2) + x2Γ(x1)} + D + c
2
(x1 − x2)2〈1〉 .
Here D is constant in position.
Proof. 1. By the graphical representation theorem [11],
〈ϑ(x1)ϑ(x2)〉 = R∗(x1, x2) + 〈ϑ(x1)ϑ(x2)〉r ,
R∗(x1, x2) :=
c
32
f 212〈1〉 +
1
4
f12〈ϑ(x1) + ϑ(x2)〉 ,
(32)
where f12 := (y1 + y2)2/(x1 − x2)2. R[1]∗ (x1, x2)+ and R[y1y2]∗ (x1, x2) are obtained
by direct computation.
2. For x → ∞,
ϑ(x) = −cx.1 + O(1) ,
so for large x, and for s = 1, 2, 3, we have
〈ϑ(x)ϑ(Xs)〉 = − cx 〈ϑ(Xs)〉 + O(1) , (33)
On the other hand, for the l.h.s. we have by the graphical representation eq. (32),
we have for x ≫ Xs ≫ 1,
fxXs =
p(x)
(x − Xs)2
= 4
(
x + 2Xs + (a + 3Xs)x
−1) + O(x−2)
f 2xXs = 16(x
2 + 4xXs + 2a + 10X
2
2) + O(x
−1) .
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So in the region considered,
R∗(x, Xs) =
c
32
f 2xXs〈1〉 +
1
4
fxXs〈ϑ(x) + ϑ(Xs)〉
=
(
1
2
x + Xs
)
(−cx〈1〉 + A) + O(x−1)
〈ϑ(x)ϑ(Xs)〉r is a polynomial in x − Xs, thus regular at x = 0. Thus by eqs (32)
and (33),
〈ϑ(x)ϑ(Xs)〉r = −cx〈ϑ(Xs)〉 + cx
(
1
2
x + Xs
)
〈1〉 − 1
2
xA + Ds
where by symmetry,
Ds =
c
2
X2s 〈1〉 −
1
4
(c + 2)XsA + D ,
with D ∈ 〈1〉C. This yields eq. (32) for arbitrary x1, x2. (Note that the degree 2
polynomial in x2,
c1x
2
1x
2
2 + c2(x
2
1x2 + x1x
2
2) , c1, c2 ∈ C ,
has a zero at Xs for s = 1, 2, 3 and so is identically zero: c1 = c2 = 0.)

Our formulae single out the case c = −2, whose significance is unclear to us at this
stage. Since it corresponds to a non-minimal model we won’t address it here.
Theorem 4. Let Σ : y2 = p be the Riemann surface defined by eq. (14) and equipped
with the singular metric [11]. Define a deformation of Σ by
ξ j = dX j , j = 1, 2, 3 .
We have the following system of linear differential equations
(
d +
c
24
ω
)
〈1〉 = − 1
8
A
detΞ3,0
detV3
,
(
d +
c
24
ω
)
A = C
detΞ3,0
detV3
− A detΞ3,1
detV3
,
(34)
where ω is be the 1-form defined by eq. (17), and
C := −2P − 8c
3
a〈1〉 .
The formulation of the differential equations using determinants relies on the per-
mutation symmetry of the equations’ constituent parts. This symmetry will continue
to be present as the number of ramification points increases. With the genus, however,
also the degree of the polynomial 〈ϑ〉will grow and give rise to additional terms having
no lower genus counterpart.
16
Proof of the Theorem. To simplify notations, set Θ(x) := 4〈ϑ(x)〉. The following two
identities will be useful:
dp
p
= −
3∑
s=1
ξs
x − Xs
, (35)
d
(
p′
p
)
=
3∑
s=1
ξs
(x − Xs)2
. (36)
Let γ1 be a closed path enclosing X1 ∈ P1C and no other zero of p. x does not define a
coordinate close to X1, however y does. On the ramified covering, a closed path winds
around X1 by an angle of 4π. We will work with the x coordinate, and mark the double
circulation along γ1 in P1C by a symbolic 2 × γ1 under the integral. When the integrand
is Galois-even, the double winding results in a factor of two. On the other hand, the
contour integral of a Galois-odd term corresponding to an angle of 4π vanishes when
the square root of p(x) changes sign after the first full 2π circle. Using eqs (13) on the
ramification points, and (30) and (35), we obtain
d
dX1
〈1〉 = 1
2πi

2×γ1
〈T (x)〉 dx = 2 lim
x→ X1
(x − X1)〈T (x)〉
=
1
8
(
c〈1〉
X1 − X2
+
c〈1〉
X1 − X3
+
Θ(X1)
(X1 − X2)(X1 − X3)
)
= − 1
2
(2X1 + X2 + X3)c〈1〉 − A
p′(X1)
= − 1
2
X1c〈1〉
p′(X1)
+
1
2
A
p′(X1)
.
so
d〈1〉 = c
8
detΞ3,1
detV3
〈1〉 − 1
8
detΞ3,0
detV3
A . (37)
The same argument applies when X1 is replaced with X2 or X3. Using eq. (16), we
recover the differential equation (34) for 〈1〉. When 〈T (x)〉 is varied by changing all
ramifications points X1, X2, X3 simultaneously, we must require the position x not to lie
on or be enclosed by any of the corresponding three curves γ1, γ2 and γ3. Then we
have
d〈T (x)〉 − 〈T (x)〉 d log〈1〉 =
3∑
j=1
 〈1〉
2πi

2×γ j
〈T (x′)T (x)〉c dx′
 ξ j ,
where the connected 2-point function is given by Proposition 5. As mentioned before,
the term y′yR[y
′y](x′, x) (with y′2 = p(x′)) does not contribute. For j = 1 we have

2×γ1
R[1](x′, x)
p(x′)p(x)
dx′
2πi
=
c
16
〈1〉
(X1 − x)2
p′(x)
p(x)
+
1
4
1
(X1 − x)2
Θ(X1)
p′(X1)
Moreover,

2×γ1
P[1] − 12 (x′Θ(x) + xΘ(x′)) − 2cx′x〈1〉
p(x′)p(x)
dx′
2πi
=
2P[1]
p(x)
1
p′(X1)
− x
p(x)
Θ(X1)
p′(X1)
− A
p(x)
X1
p′(X1)
.
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Using eq. (36), we obtain
d〈T (x)〉− 〈T (x)〉 d log〈1〉 − c
32
〈1〉d
[
p′
p
]2
=
(
1
4
1
(X1 − x)2
− x
p(x)
)
ξ1Θ(X1)
p′(X1)
+ cyclic (38)
− 1
4p(x)
(
2P[1]
detΞ3,0
detV3
− AdetΞ3,1
detV3
)
.
We deduce the differential equation for A using the identity
dΘ = 4p d
(
Θ
4p
)
+ Θ d log p .
By eq. (30),
4p d
(
Θ
4p
)
|x = 4p
d〈T (x)〉 − 〈T (x)〉 d log〈1〉 − c32 〈1〉d
[
p′
p
]2 + Θ d log〈1〉 .
Now we address Θ d log p. Using partial fraction decomposition of Θ/p,
Θ(x)
p(x)
=
1
(x − X1)
Θ(X1)
p′(X1)
+ cyclic.
multiplying by p and using eq. (35) yields
(Θ d log p)|x = − p(x)
(
1
(x − X1)
Θ(X1)
p′(X1)
+ cyclic
) (
ξ j
(x − X j)
+ cyclic
)
. (39)
Overall three terms on the r.h.s. of eq. (39) are equal but opposite to 4p times the first
term (and its cyclic permutations) in line (38). Since ξ1 = 0, we have for the remaining
terms in eq. (39),
−p(x)
(
1
(x − X1)
Θ(X1)
p′(X1)
(
ξ2
(x − X2)
+
ξ3
(x − X3)
)
+ cyclic
)
= 4
(
(ξ2X3 + ξ3X2)
Θ(X1)
p′(X1)
+ cyclic
)
+ 4x
(
ξ1Θ(X1)
p′(X1)
+ cyclic
)
, (40)
The second term in line (40) is equal but opposite to 4p times the second term and its
cyclic permutations in line (38). The first term in line (40) equals (cf. Appendix A.2)
4
(
(ξ2X3 + ξ3X2)
Θ(X1)
p′(X1)
+ cyclic
)
= − 8c
3
a〈1〉detΞ3,0
detV3
− 2AdetΞ3,1
detV3
.
Thus we have shown that
dΘ = −
(
2P[1] +
8c
3
a〈1〉
)
detΞ3,0
detV3
− AdetΞ3,1
detV3
+ Θ d log〈1〉 .
Taking eq. (37) with eq. (17) into account,
dA = −
(
2P[1] +
8c
3
a〈1〉
)
detΞ3,0
detV3
− AdetΞ3,1
detV3
+ A d log〈1〉
= − c
24
ωA −
(
2P +
8c
3
a〈1〉
)
detΞ3,0
detV3
− AdetΞ3,1
detV3
.
The coefficient of detΞ3,0/ detV3 defines C. 
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Remark 7. Denote by 〈1〉flat and 〈T〉 be the 0-point function and the position indepen-
dent 1-point function of the Virasoro field, respectively, on the flat torus (Σ, |dz|2)) with
the analytic coordinate z. Define Aflat := 4ℓ2〈T〉, where ℓ is the inverse length of the
real period and
Aflat =: αflat〈1〉flat .
On the other hand, write 〈1〉sing. for the 0-point function w.r.t. our singular metric on Σ,
and
Asing. =: αsing.〈1〉sing. .
We have αsing. = αflat [11]. Thus by the ODE (5) for 〈1〉flat and the ODE for 〈1〉sing. from
system (34), together with eq. (29),
d log
〈1〉sing.
〈1〉flat
= − c
48
d log∆ ,
so
〈1〉sing. = ∆−
c
48 〈1〉flat . (41)
In particular, 〈1〉sing. is not a modular function.
3.4.2 Application to the (2, 5) minimal model
In the (2, 5) minimal model, we have c = −22/5 and
N0(T, T ) =
3
10
∂2T .
The undeterminates of Subsection 3.4.1 take the values
P =
143
25
a〈1〉 , C = 22
75
a〈1〉 , D = −22
25
a〈1〉 ,
respectively. Indeed, by [10, Lemma 16], or [9, Lemma 5], we have
P = − 7c
960
[p′]2S (p)〈1〉 + 3
20
p′〈ϑ′〉 + 1
5
p′′〈ϑ〉 − (c + 2)xΓ ,
where S denotes the Schwarzian derivative.5 This yields the claimed value and implies
C = − c15 a〈1〉. In order to determine the value of D, we use that [11]
〈ϑ(Xs)ϑ(Xs)〉r = −
c
480
[p′(Xs)]2S (p)(Xs)〈1〉 −
1
10
p′(Xs) 〈ϑ′(Xs)〉 +
1
5
p′′(Xs)〈ϑ(Xs)〉 .
The formula holds for arbitrary genus. In the present case,
D = πC〈1〉〈ϑ(Xs)ϑ(Xs)〉r = c
20
πC〈1〉p′(Xs) =
ca
5
〈1〉
where πC〈1〉 denotes the projection onto C〈1〉.
5The Schwarzian derivative of f is defined by S ( f ) = f
′′′
f ′ − 32
[
f ′′
f ′
]2
, for admissible f .
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Propos. 8. Let Σ : y2 = p be the Riemann surface defined by eq. (14). In the (2, 5)
minimal model, the system (34) of differential equations for 〈1〉 and A of Theorem 4 is
equivalent to the system [11]
(
d − c
8
ω
)
〈1〉 = 2
3∑
s=1
ξs
p′(Xs)
〈ϑ(Xs)〉 ,
(
d − c
8
ω
)
〈ϑ(x)〉 = 2
3∑
s=1
ξs
p′(Xs)
〈ϑ(Xs)ϑ(x)〉 − 〈ϑ(x)〉dp
p
|x − c
16
p′ d
(
p′
p
)
|x〈1〉 .
(42)
Proof. Cf. Appendix A.3. 
3.5 The hypergeometric equation
We define the torus as a double cover of P1
C
defined by
y2 = p(x) = x(x − 1)(x − λ) ,
where λ ∈ C is the squared Jacobi modulus. The discriminant is
∆ = [λ(λ − 1)]2 ,
and the connection 1-form equals
ω =
2λ − 1
λ(λ − 1)dλ = πi E2dτ − 6d(log ℓ) ,
where ℓ is the inverse length of the real period. The system of ODEs reads(
d
dλ
− c
8
ωλ
)
〈1〉 = 2 〈ϑ(λ)〉
p′(λ)
,
(
d
dλ
− c
8
ωλ
) 〈ϑ(λ)〉
p′(λ)
= − 7c
480
S (p)(λ)〈1〉 + 3
10
〈ϑ′(λ)〉
p′(λ)
+
2
5
p′′(λ)
p′(λ)
〈ϑ(λ)〉
p′(λ)
(43)
where S is the Schwarzian derivative w.r.t. the coordinate x.
Propos. 9. Eq. (7) is equivalent to the hypergeometric ODE
d2
dλ2
f + p
d
dλ
f + q f = 0 (44)
with rational coefficients
q =
−αβ
λ(1 − λ) , p =
γ
λ
+
γ − (α + β + 1)
1 − λ ,
where
(α, β; γ) =
(
7
10
,
11
10
;
7
5
)
or
(
3
10
,− 1
10
;
2
5
)
.
In particular, we have
〈1〉1 = [λ(λ − 1)]−1/30 2F1
(
7
10
,
11
10
;
7
5
; λ
)
〈1〉2 = [λ(λ − 1)]11/30 2F1
(
3
10
,− 1
10
;
3
5
; λ
)
.
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The latter relations seem to be new though they’re closely related to Schwarz’ work
[15] as will be indicated in Section 4.
Proof. Let
g(λ) := λ(λ − 1)
Let ω = ωλdλ so
ωλ =
g′(λ)
g(λ)
=
1
λ
− 1
1 − λ .
Let 〈1〉 be the 0-point function w.r.t. the singular metric. We have
g(λ) = p′(λ) , g′(λ) =
1
2
p′′(λ) , g′′(λ) = 2 . (45)
For ℓ ∈ R, we have
(
d
dλ
+ ℓ ωλ
) (
d
dλ
+ ℓ ωλ
)
=
d2
dλ2
+ 2ℓωλ
d
dλ
+
2ℓ
g
+ ℓ(ℓ − 1)ω2λ .
Moreover, for monic p we have
〈ϑ′(x)〉 = −(c/4)〈1〉 , (46)
so from system (43) follows that 〈1〉 lies in the kernel of the linear operator
d2
dλ2
+
3
10
ωλ
d
dλ
− 3c
160
ω2λ
(the coefficient of the 1/g term equals 2ℓ − 7c240 p′′′ + 310 〈ϑ′〉/〈1〉 = 0). For
F(λ) = ℓ log g(λ)
and for m ∈ N0 we have
e−F
dm
dλm
eF =
(
d
dλ
+ ℓ ωλ
)m
, (47)
where the m-th power refers to the composition of differential operators. Now let ℓ =
k − c8 . By eqs (45), (46) and (47), the system of ODEs (43) is equivalent to the system(
d
dλ
− kωλ
)
〈1〉∗k = 2
〈ϑ(λ)〉∗
k
g(λ)
,
(
d
dλ
− kωλ
) 〈ϑ(λ)〉∗
k
g(λ)
=
(
7c
80
ω2λ −
13c
80
1
g(λ)
)
〈1〉∗k +
4
5
ωλ
〈ϑ(λ)〉∗
k
g(λ)
(48)
for the amended functions
〈1〉∗k := eF(λ)〈1〉 , 〈ϑ(λ)〉∗k := eF(λ)〈ϑ(λ)〉 .
From the system (48) follows that 〈1〉∗
k
lies in the kernel of the linear operator
d2
dλ2
−
(
4
5
+ 2k
)
ωλ
d
dλ
+
(
4k
5
− 7c
40
+ k(k + 1)
)
ω2λ +
(
13c
40
− 2k
)
1
g
.
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Only those values of k are allowed for which the second order poles drop out, these are
k1/2 = − 7
10
,−11
10
.
The corresponding function 〈1〉∗
k
solves
[
d2
dλ2
−
(
4
5
+ 2k
)
ωλ
d
dλ
+
(
13c
40
− 2k
)
1
g(λ)
]
〈1〉∗k = 0 .
Comparison with hypergeometric differential equation (44) yields
(αβ, γ) =
(
13c
40
− 2k, −2k − 4
5
)
=

(
− 3100 , 35
)
for k = − 710(
77
100 ,
7
5
)
for k = − 1110
Moreover,
α + β = 2γ − 1 =

1
5 for k = − 710
9
5 for k = − 1110
This yields the propositioned values for α, β and gives
〈1〉∗−7/10 = 2F1
(
7
10
,
11
10
;
7
5
; λ
)
〈1〉∗−11/10 = 2F1
(
3
10
,− 1
10
;
3
5
; λ
)
To make the identification with the Rogers-Ramanujan functions H and G defined by
eqs (8), we recall eq. (41). Thus
• for k = − 710 , we have ℓ = − 320 and
2F1
(
7
10
,
11
10
;
7
5
; λ
)
= g(λ)−
3
20 〈1〉sing. = ∆−
3
40 〈1〉sing. = ∆−
3
40− c48H = ∆
1
60 H
lies in the kernel of
d2
dλ2
+
3
5
1
λ (λ − 1)
d
dλ
+
3
100
1
λ (λ − 1) .
• For k = − 1110 , we have ℓ = − 1120 and
2F1
(
3
10
,− 1
10
;
3
5
; λ
)
= g(λ)−
11
20 〈1〉sing. = ∆−
11
40 〈1〉sing. = ∆
c
16− c48G = ∆−
11
60G
lies in the kernel of
d2
dλ2
+
7
5
1
λ (λ − 1)
d
dλ
− 77
100
1
λ (λ − 1) .
This completes the proof. 
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4 Algebraicity of the Rogers-Ramanujan characters
Besides the analytic approach, there is an algebraic approach to the characters.
From general theory, we know that any two modular functions are algebraically
dependent [19, Propos 3, p. 12], so
Propos. 10. The Rogers Ramanujan functions are algebraic in the j-invariant.
We are interested in generalising this result to higher genus. As a preparation, the
specific algebraic equations for the Rogers-Ramanujan functions will be discussed.
4.1 Schwarz’ list
A necessary condition for the general solution of the hypergeometric differential equa-
tion (44) to be algebraic in λ is that α, β, γ ∈ Q (Kummer), which we will assume in
the following.
Propos. 11. Let f1, f2 be solutions of (44), for some choice of α, β, γ ∈ Q, such that
s = f1/ f2
is algebraic. Then f1, f2 are themselves algebraic.
A particularly neat argument is due to Heine [15, and reference therein].
Proof. Let W = f ′1 f2 − f ′2 f1 be the Wronskian. Since s is algebraic and s′ = W/ f 22 , it
suffices to show thatW is algebraic: We have
W′ = f ′′1 f2 − f ′′2 f1 = −pW
by eq. (44), so for A, B such that
p(λ) = −A
λ
− B
λ − 1 ,
we have
W ∼ exp
(
−
∫
p dλ
)
= λA(λ − 1)B .
By assumption A, B ∈ Q. 
Given two independent algebraic solutions f1, f2 to (44), their quotient
s = f1/ f2
solves a third order differential equation in λ [15, p. 299], which involves the Schwarzian
derivative. By linearity of (44), the space of solutions is invariant under Möbius trans-
formations. s defines a map
s : P1C \ {0, 1,∞} → P1C
(
 S 2
)
λ 7→ ( f1 : f2) .
Suppose f R1 , f
R
2 are real on (0, 1) and their quotient s
R = f R1 / f
R
2 maps the interval (0, 1)
onto a segment I(0,1) of P1R  S
1. Via an analytic extension to h, sR can be extended to
the intervals (−∞, 0) and (1,∞). For ε > 0, the interval (−ε, ε) is mapped to two arcs
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forming some angle. Together, the images of (0, 1), (1,∞) and (−∞, 0) form a triangle
in P1
C
. In the elliptic case (angular sum > 180◦), the triangle is conformally equivalent
to a spherical triangle on S 2 whose edges are formed by arcs of great circles.
By crossing any of the intervals (1,∞) (0, 1), or (−∞, 0), sR can be further continued
to H−. We have a correspondence between reflection symmetry w.r.t. the real line in
the λ-plane and circle inversion w.r.t. the respective triangle edge in P1
C
.
Analytic continuating along paths circling the singularities in any order may in
general produce an infinite number of triangles in P1
C
. The number is finite iff the
quotient of solutions is finite [14, Sect. 20]. For angle sums ≤ 180◦ finite coverings are
impossible.
Thus the problem is transformed into sorting out all spherical triangles whose sym-
metric and congruent repetitions lead to a finite number only of triangles of different
shape and position.
A necessary condition for a spherical shape and its symmetric and congruent repetions
to form a closed Riemann surface is that the edges lie in planes which are symmetry
planes of a regular polytope.
For the spherical triangles, this leads to a finite list of triples of angles that corre-
spond to platonic solids.
The Rogers-Ramanujan functions feature as the most symmetric case (no. XI, i.e.
all three angles equal 2π/5) in the list of Schwarz [15].
The compactified fundamental domain Γ1 \ h = Γ1 \ (h ∪ Q ∪ {∞}) of Γ1 [19] is
conformally equivalent to P1
C
. The j-invariant defines a Hauptmodul for Γ1.
On the other hand, the modular curve of the principal congruence subgroup Γ(N)
has g = 0 iff 1 ≤ N ≤ 5. For N ≥ 2, the map Γ(N) \ h → P1
C
is conformal outside
of the cusps. Thus the angle π3 at ρ is preserved under this map. Since N copies of the
fundamental domain of Γ1 meet in the cusp at i∞, the compatified fundamental domain
of Γ(N) defines a finite covering iff 2π
N
+ 2π3 > π, or equivalently N < 6.
For N = 5, the angle at the image of i∞ equals 72◦. The modular curve Γ(5) \ (h ∪
Q∪{∞}) has the symmetry of an icosahedron. By modularity on Γ(5), r(τ) = 〈1〉1/〈1〉2
defines a map
Γ(5) \ h → P1C
r(τ) is a Hauptmodul for Γ(5). We have [Γ1 : Γ(5)] = 120 [7], so by eq. (12), the
fundamental domain of Γ(5) defines an 120-fold covering of P1
C
, and r and j are rational
functions of one another.
4.2 Klein’s invariants
Felix Klein reverses the order of arguments used by Schwarz.
Theorem 5. (Felix Klein) The icosahedral irrationality
q1/5
∑∞
n=−∞(−1)nq
5n2+3n
2∑∞
n=−∞(−1)nq
5n2+n
2
, (49)
[8, Part I, eq. (20), p. 146] is algebraic.
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By the Jacobi triple product identity, we have [18]
∏
n=0,±2 mod 5
(1 − qn) =
∞∑
n=−∞
(−1)nq 5n
2+n
2
∏
n=0,±1 mod 5
(1 − qn) =
∞∑
n=−∞
(−1)nq 5n
2+3n
2
so the function (49) is z = r(τ) = 〈1〉1/〈1〉2. Klein shows that z˜ = z5 satisfies the
icosahedral equation
(z˜4 − 228z˜3 + 494z˜2 + 228z˜ + 1)3 + z˜(z˜2 + 11z˜ − 1)5 j(τ) = 0 ,
where j(τ) is the modular j-invariant. The icosahedral equation is the minimal polyno-
mial of z˜ over Q( j(τ)). It yields an expression of j(τ) as a rational function of r(τ), and
r(τ)5 defines a 12-fold covering of P1
C
.
A modern treatment of Klein’s invariants can be found in [3].
r is determined up to linear fractional transformation, so its Schwarzian derivative
is unique, and we obtain a third order ODE for r as a function of j. 〈1〉1 and 〈1〉2 de-
fine projective coordinates or elements in the two-dimensional space of global rational
sections in the sheaf O(1). Thus they define two solutions of a linear 2nd order ODE in
j with rational coefficients.
As an algebraic function of
j = 28
(1 − λ(1 − λ))3
λ2(1 − λ)2 ,
r is also an algebraic function of λ. This leads to our corresponding ODEs w.r.t λ.
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A Appendix
A.1 Completion of the proof of Proposition 4
A.1.1 Some useful formulae
We have
a = X1X2 , da = d(X1X2)
= ξ1X2 + ξ1X3 + ξ2X1 + ξ2X3 + ξ3X1 + ξ3X2 = ξ1X2
b = −X1X2X3 , db = − d(X1X2X3)
= − ξ1X2X3 − ξ2X1X3 − ξ3X1X2 = −ξ1X2X3 .
Since X1 = 0, we have
(X1X2)
2 = X21X
2
2 + 2X1X2X3 · X1 = X21X22 , (50)
and
ξ1X1 = − ξ1X2 , (51)
ξ1X
2
1 = − ξ1X1X2
= − ξ1X1(X2 + X3) + cyclic = −X1X2 · ξ1 + ξ1X2X3 = ξ1X2X3 . (52)
Moreover,
X31 = X1(X2 + X3)
2 + cyclic = X1X22 + 6X1X2X3 = 3X1X2X3 , (53)
since
X1X
2
2 = − X1X2(X1 + X3) − X1X2(X2 + X3) + cyclic = −6X1X2X3 − X21X2 = −3X1X2X3 ,
and we have
ξ1X
3
1 = ξ1X1(X2 + X3)
2 + cyclic = ξ1X1X22 + 2X1X2X3 · ξ1 = ξ1X1X22
X21 = ξ1X
2
1X
3
2 + ξ1X
2
1X2X
2
3 + ξ1X
3
2 − X1(X2 + X3) + cyclic = −2 X1X2 . (54)
A.1.2 Proof of eq. (23)
It remains to show eq. (23) for general deformations ξi = dXi, assuming that X1 = 0,
eq. (13).
Let α, β ∈ Q. On the one hand,
α a db + β b da = − αX1X2 · ξ1X2X3 − β X1X2X3 · ξ1X2
= − (α + β) X1X2X3 · ξ1X2 − ξ1X21X32 + ξ1X21X2X23 + ξ1X32α ξ1X22X23 .
On the other hand,
detΞ3,0 detV3 = det

ξ1 ξ2 ξ3
X1 X2 X3
1 1 1


1 X1 X21
1 X2 X22
1 X3 X23

= det

0 ξ1X1 ξ1X21
0 ξ1X21X
3
2 + ξ1X
2
1X2X
2
3 + ξ1X
3
2X
2
1 X
3
1
3 0 X21
 = 3
(
X31 · ξ1X1 − X21 · ξ1X21
)
.
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Eqs (51), (52), (53), and (54) yield
detΞ3,0 detV3 = 3
(
−3X1X2X3 · ξ1X2 + 2 X1X2 · ξ1X2X3
)
= 3
(
−3X1X2X3 · ξ1X2 + 2 ξ1X22X23 + 2X1X2X3 · ξ1X2
)
= − 3X1X2X3 · ξ1X2 + 6 ξ1X22X23 .
We conclude that α = −6, α + β = 3, so β = 9.
A.1.3 Proof of Eq. (24)
It remains to show eq. (24) for general deformations ξi = dXi, assuming that X1 = 0,
eq. (13).
Let α, β ∈ Q. On the one hand, we have by eq. (50)
αa2da + βb db = α X21X
2
2 · ξ1X2 + βX1X2X3 · ξ1X2X3 .
On the other hand,
detΞ3,1 detV3 = det

ξ1X1 ξ2X2 ξ3X3
X1 X2 X3
1 1 1


1 X1 X21
1 X2 X22
1 X3 X23

= det

ξ1X1 ξ1X
2
1 ξ1X
3
1
0 X21 X
3
1
3 0 X21

= 3
(
X31 · ξ1X21 − X21 · ξ1X31
)
+
(
X21
)2
· ξ1X1 ,
where by eq. (50), (
X21
)2
= 4
(
X1X2
)2
= 4 X21X
2
2 ,
and eqs (51), (52), (53), and (54) apply. Moreover,
X1X2 · ξ1X1X22 = (X1X2 + X1X3 + X2X3)(ξ1X1X22 + ξ1X1X23 + cyclic)
= X21X
2
2 · ξ1X2 + X21X23 · ξ1X3 + cyclic
+ X1X2 · ξ1X1X23 + X1X3 · ξ1X1X22 + cyclic
+ X2X3 · (ξ1X1X22 + ξ1X1X23) + cyclic
= X21X
2
2 · ξ1X2 + X1X2X3 · ξ1X1X2 + X1X2X3 · ξ1X22
= X21X
2
2 · ξ1X2 ,
by eq. (52) and
ξ1X
2
2 = − ξ1X2(X1 + X3) − ξ1(X1 + X2)X3 + cyclic
= − ξ1X1X2 − 2 ξ1X2X3 = ξ1X2X3 .
We conclude that
detΞ3,1 detV3 = 9X1X2X3 · ξ1X2X3 + 6X1X2 · ξ1X1X22 − 4X21X22 · ξ1X2
= 9X1X2X3 · ξ1X2X3 + 2X21X22 · ξ1X2 ,
and so α = 2, β = 9, as required. This completes the proof.
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A.2 Completion of the proof of Theorem 4 (Section 3.3)
It remains to show that
−Θ(X1)(ξ2X3 + ξ3X2)
(X1 − X2)(X3 − X1)
+ cyclic = − 2
3
ca2〈1〉
detΞ3,0
detV3
− 2AdetΞ3,1
detV3
.
We have
ξ2X3 + ξ3X2 = (ξ2 + ξ3)(X2 + X3) − (ξ2X2 + ξ3X3)
= ξ1X1 − (ξ2X2 + ξ3X3)
= 2ξ1X1 − ξ1X1 .
It follows that
−Θ(X1)(ξ2X3 + ξ3X2)
(X1 − X2)(X3 − X1)
+ cyclic =
8c〈1〉 ξ1X21 − 2Aξ1X1
(X1 − X2)(X3 − X1)
+ cyclic ,
since ξ1X1 is symmetric and we have eqs (19) and (20). Moreover, we have eq. (22).
From eq. (21) follows eq. (22), and the proof of Theorem 4 is complete.
A.3 Proof of Proposition 8
By eqs (30) and (17), we have
2
3∑
s=1
ξs
p′(Xs)
〈ϑ(Xs)〉 = 2
3∑
s=1
ξs
p′(Xs)
(
−cXs〈1〉 + A
4
)
= − c
6
ω〈1〉 − A
8
detΞ3,0
detV3
,
so the ODE for 〈1〉 in system (42) is equivalent to that in system (34). We address the
ODE for 〈ϑ(x)〉. For x → ∞, we have eq. (33) which relates the ODE for 〈ϑ(x)〉 with
that for 〈1〉. The resulting equation is necessarily compatible with the differential equa-
tion for 〈1〉 since both equations from system (42) are derived from the same general
formula in [11, Lemma 6]. In particular, in the region where x is large, it follows from
step one that the differential equation for 〈ϑ(x)〉 is equivalent to the differential equation
for 〈1〉 in system (34). It remains to check the differential equation in the region where
x is small and the terms in 〈ϑ(x)〉 that do not depend on x dominate. By the definition
of 〈ϑ(x)〉, we have
(
d − c
8
ω
)
〈ϑ(x)〉 = −cx
(
d +
c
24
ω
)
〈1〉 + 1
4
(
d +
c
24
ω
)
A + x
c2
6
ω〈1〉 − c
24
ωA .
Using system (34) and eqs (16) and (17), we obtain
(
d − c
8
ω
)
〈ϑ(x)〉 =
(
2c2x〈1〉 +
(
1 − c
2
)
A
) 3∑
s=1
ξsXs
p′(Xs)
−
(
cx
A
2
− ca
15
〈1〉
) 3∑
s=1
ξs
p′(Xs)
.
(55)
On the other hand, in the (2, 5) minimal model, we have by the proof of Proposition
6.2 for large x and for s = 1, 2, 3,
〈ϑ(x)ϑ(Xs)〉 = −cx〈ϑ(Xs)〉 + c
2
X2s 〈1〉 +
8
5
XsA +
ca
5
〈1〉 + O(x−1) .
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We also note that by eqs (18) and (16),
3∑
s=1
ξsX
2
s
p′(Xs)
= −a
3
3∑
s=1
ξs
p′(Xs)
.
So the term
2
3∑
s=1
ξs
p′(Xs)
〈ϑ(Xs)ϑ(x)〉
matches the r.h.s. of eq. (55). Since ξ1 = 0, we have for m ≥ 1,
3∑
s=1
ξs
(x − Xs)m
= O(x−(m+1)) .
Thus by eqs (35) and (36), the expression
−〈ϑ(x)〉dp
p
|x − c
16
p′ d
(
p′
p
)
|x〈1〉
is O(x−1). This shows that the ODE for A and the ODE for 〈ϑ(x)〉 are equivalent up
to O(1) terms. From the general discussion [11] we know that the respective r.h.s. of
either differential equation has the correct singularities, so the remaining O(x−1) terms
must be zero.
References
[1] Blumenhagen, R. and Plauschinn, E.: Introduction to conformal field theory:
With applications to string theory, Lect. Notes Phys. 779, Springer-Verlag, Berlin
Heidelberg (2009);
[2] Di Francesco, P., Mathieu, P. and Senechal, D.: Conformal field theory, Springer
Graduate Texts in Contemporay Physics, Springer-Verlag, New York (1997);
[3] Duke, W.: Continued fractions and modular functions, Bulletin of the AMS 42.2
(2005), 137–162;
[4] Donaldson, S.: Riemann surfaces, Oxford University Press (2011);
[5] Eguchi, T. and Ooguri, H.: Conformal and current algebras on a general Riemann
surface, Nucl. Phys. B282 (1987), 308–328;
[6] Friedan, D. and Shenker, S.: The analytic geometry of two-dimensional confor-
mal field theory, Nucl. Phys. B281 (1987), 509–545;
[7] Gunning, R. C.: Lectures on modular forms, Princeton Univ. Press, Princeton
(1962);
[8] Klein, F.: Vorlesungen über das Ikosaeder und die Auflösung der Gleichungen
vom fünften Grade, Leipzig B.G. Teubner(1884), or Lectures on the ikosahedron
and the solution of equations of the fifth degree, London: Trübner & Co. (1988);
[9] Leitner, M.: Virasoro correlation functions on hyperelliptic Riemann surfaces,
Lett. Math. Phys. 103.7 (2013), 701–728;
29
[10] Leitner, M.: CFTs on Riemann Surfaces of genus g ≥ 1, PhD thesis, TCD (2014);
[11] Leitner, M., Nahm, W.: Rational CFTs on Riemann surfaces, preprint
arXiv:1705.07627;
[12] Mathur, S.D., Mukhi, S., and Sen, A.: On the classification of rational conformal
field theories, Phys. Lett. B213 (1988), No. 3, 303–308;
[13] Nahm, W.: A proof of modular invariance, Int. J. Mod. Phys. A, 6.16 (1991),
2837-2845;
[14] Riemann, B.: Grundlagen für eine allgemeine Theorie der Functionen einer
veränderlichen complexen Grösse, Inauguraldissertation, Göttingen (1851);
[15] H. A. Schwarz, H.A.: Über diejenigen Fälle, in welchen die Gaussiche hyper-
geometrische Reihe eine algebraische Function ihres vierten Elements darstellt.
Journal für die reine und angewandte Mathematik 75 (1873), pp. 292–335;
[16] Serre, J.-P.: A course in arithmetic, Springer-Verlag, New York (1973);
[17] Wang, W.: Rationality of Virasoro vertex operator algebras, Int. Math. Res. No-
tices 71 (1993), 197–211;
[18] Zagier, D.: On an approximate identity of Ramanujan, Proc. Indian Acad. Sci.
(Math. Sci.), Vol. 97, Nos 1–3 (1987), pp. 313–324;
[19] Zagier, D.: Elliptic modular forms and their applications, in The 1-2-3 of Modu-
lar Forms: Lectures at a Summer School in Nordfjordeid, Norway, Universitext,
Springer-Verlag, Berlin-Heidelberg-New York (2008), pp. 1–103;
[20] Zagier, D. and Kaneko, M.: Supersingular j-invariants, hypergeometric series,
and Atkin’s orthogonal polynomials in Proceedings of the Conference on Com-
putational Aspects of Number Theory, AMS/IP Studies in Advanced Math. 7,
International Press, Cambridge (1997) 97–126;
[21] Zagier, D.: The dilogarithm function, in: Frontiers in number theory, physics,
and geometry II Cartier, P., Julia, B., Moussa, P., Vanhove, P. (eds), Spinger,
Berlin-Heidelberg (2007).
30
