The current paper studies the synthesis of control strategies that realize reach-and-stay objectives for nonlinear systems without stability assumptions. Under moderate conditions, we propose a control synthesis algorithm that is finitely terminating and guaranteed to return a control strategy provided that the specification is robustly realizable. Such a feature is desirable as the commonly used abstraction-based methods are sound but not complete for systems that are not incrementally stable. Fundamental to the proposed method is a fixed-point algorithm characterizing the winning set of a given specification, i.e., the initial states that can be controlled to satisfy the specification, over a continuous state space. Interval arithmetic and an adaptive partitioning scheme are used so that the given precision of the approximation of the winning set is guaranteed. By recording valid control values throughout the fixed-point iterations, partition-based control strategies can be extracted immediately after the algorithm terminates. Compared with abstraction-based methods, the adaptive partitioning scheme reduces the size of the finite partition by utilizing the information of both the dynamics and the given specification. The proposed algorithm is capable of handling nonlinear dynamics and non-convex constraints, which makes it applicable to general discrete-time nonlinear systems and sampled-data systems. The effectiveness of our method is illustrated by the applications to automatic parallel parking and estimation of the regions of attraction for continuous-time nonlinear systems.
I. INTRODUCTION A. Background
We are interested in the reach-and-stay control synthesis problem for nonlinear systems, which is concerned with finding control strategies that can steer the state of the system to a target set and maintain it in the target set afterwards. This control objective generalizes the practical nonlinear regulation problem that aims to regulate the system output around a setpoint. The importance of studying such problems can be seen from a variety of control applications, such as voltage regulation of electrical power converters [1] , attitude control and flight path following in flight control systems [2] and regulation of room temperatures inside a building [3] .
The reach-and-stay property is termed as the persistence property in temporal logics, which is one of the four basic classes for the composition of more sophisticated property classes (e.g., the reactivity class) [4] . For complex systems in system biology [5] , robotics [6] , [7] and many other disciplines, linear temporal logic (LTL) specifications [8] have been used to specify their desired behaviors. Originally developed to verify the functionalities of embedded and software systems, the expressiveness of LTL further gains itself popularity in control synthesis [9] , [10] , [11] . LTL formulae, such as the class of generalized reactivity (1) (GR1), are able to specify the key property of being reactive to the environment for open systems [12] . Solving reach-and-stay problems boils down to the problems of reachability [13] , [14] and invariance [15] , which lie at the core of solving a majority of LTL control synthesis problems.
It is challenging to seek the solutions of reach-and-stay control problems that are correct-by-construction at the presence of constraints and nonlinearity. Many nonlinear control methods, e.g., feedback linearization, Lyapunov-based control and backstepping, lack the ability of dealing with constraints in system states or inputs. Ad-hoc testing is usually required for controllers designed using these methods. Model Y. Li predictive control (MPC) can handle various constraints by sequentially solving optimal control problems over finite horizons. The feasibility of a controller designed using MPC, however, is not guaranteed [16] . By identifying a sequence of terminal constraints, MPC can be used to solve a reach-and-stay control problem [17] . The determination of such a sequence involves backward reachable set computation, which is also challenging for nonlinear systems [18] .
A promising method to solve nonlinear control problems with reach-and-stay objectives is to construct finite abstractions (or symbolic models) of the nonlinear dynamics [19] , based on which computational methods developed for formal verification [20] or synthesis of discrete-event systems [21] can be applied. One benefit of using formal methods in control synthesis is that it computes with guarantees a set of initial states from which a controller exists to realize the given specification. We call such a set of initial states a winning set. The knowledge of the winning set is critical to guarantee the correctness of the controller as every state in a trajectory that meets the specification has to be inside the winning set.
The first and foremost step of abstraction-based methods is to construct a finite-state approximation for the original infinite-state system, which is referred to as an abstraction or a symbolic model. A control strategy is then synthesized over the finite abstraction and refined to control the continuous system. Intuitively, it is favorable to construct (approximately) bisimilar models, which are (approximately) equivalent to the original systems. To construct an approximately bisimilar model an incremental stability assumption is needed [22] , [23] . Controllable linear systems [24] are among the very few dynamical systems that have bisimilar models.
For systems that are not incrementally stable, we can still construct over-approximations [11] or similar models [25] for the design of provably correct control strategies, but it does not guarantee a feasible control strategy because spurious transitions are introduced. The recent work [26] shows that both sound and approximately complete robust abstractions exist for discrete-time nonlinear systems without stability assumptions and can be obtained using sufficiently small discretization parameters. Using small grid sizes, however, can easily render the computation of abstractions as well as synthesis intractable.
B. Preview of the proposed method
This paper presents a finitely terminating algorithm for verifying the existence of a feedback controller and construct the controller if it exists. Our main result shows that this algorithm is sound and robustly complete in the sense that it returns a feedback control strategy whenever the given reach-and-stay specification is realizable for systems with uncertainties. Only mild assumptions are required, which can be easily verified by Lipschitz continuity. Thus, our method applies to a very general class of nonlinear systems.
The proposed algorithm is based on a fixed-point characterization of the winning set defined over the continuous state space. We prove in this paper that such a characterization is sound and complete and a memoryless control strategy is sufficient for reach-and-stay control synthesis. Unlike abstraction-based methods, the system state space is partitioned during the fixed-point iterations for control synthesis so that the synthesis information can be used to guide the discretization. This feature not only contributes to the robust completeness of the proposed algorithm, but also improves the efficiency by reducing the number of partitions.
The essential technique for the design and implementation of our algorithm is interval analysis [27] , [28] . We adopt interval arithmetic computation for validated over-approximation of reachable sets and a branch-and-bound scheme [29] for the control of approximation precision.
C. Contributions
We would like to highlight first that our proposed algorithm for reach-and-stay objectives is robustly complete. This is in contrast with the abstraction-based methods (e.g. [25] , [11] , [30] , [3] , [31] ) that rely on over-approximations of the original system, as well as the work in [32] that searches for a robust control Lyapunov-like function. Another benefit of our method is that the infinite state space is adaptively partitioned with respect to both specifications and system dynamics. As a result, the size of the resulting non-uniform partition is smaller than the abstractions based on uniform grids, which reduces the computational complexity. Even though an approximately complete abstraction can be constructed for symbolic control synthesis [26] , the completeness property will be achieved at the cost of intractable computation. In the community of reachability analysis, bounded reachability of hybrid systems is shown to be robustly decidable [33] . The major difference between their work and the current paper is that we do not assume finite reachability horizon as in [33] .
Compared with the works with abstraction refinement mechanisms [34] , [3] , [31] , the advantage of our algorithm is its adaptive tuning of discretization precision under a given threshold related to system robustness level. The choice of sampling time and the state discretization parameter for construction of abstractions affects the success of control synthesis when using abstraction-based methods [34] , [31] . Although a multi-layered framework is proposed in [31] to improve the success rate and efficiency of abstraction-based control synthesis, how to choose the tuning parameters is still an open question. Another refinement scheme proposed in [3] on top of the abstraction and synthesis stages usually incurs repeated computation in each stage without termination guarantee.
A robustly complete algorithm for discrete-time switched systems with reach-and-stay objectives has been presented in our previous work [35] . In the current paper, we improve it by showing in detail that such an algorithm is robustly complete for general discrete-time nonlinear systems. We also extend the proposed method to work with sampled-data systems by using validated higher-order Taylor model [36] . A sufficient condition for sound and robustly complete control synthesis is derived.
As an important application of the proposed method, we show that estimation of regions of attraction for nonlinear systems can be translated into control synthesis with reach-and-stay objectives. Through such a translation, the difficulty of choosing proper Lyapunov functions can be circumvented. The computational result can be sufficiently close to the real region by setting the precision control parameter small enough. An example of the reversed Van der Pol system is provided to demonstrate the effectiveness of the proposed method.
The structure of the current paper is presented as follows. In Section II, we formulate the reach-and-stay control problem for nonlinear systems, and in Section III, we provide a conceptual fixed-point algorithm for solving such a problem. Section IV focuses on the error analysis of interval-arithmetic approximations of predecessors, which plays a role in proving the robust completeness of the algorithm. In Section V, we discuss the robust completeness of the control strategies generated by the proposed algorithm and demonstrate its effectiveness using an example of automatic parallel parking. Motivated by practical applications, Section VI is devoted to robustly complete control design for sampled-data systems. We also show, in this section, that regions of attraction for nonlinear systems can be approximated with high precision using the proposed method.
Notation: Let Z, R, R n be the set of all integers, reals and n-dimensional real vectors, respectively; the subscript ≥ 0 (> 0) denotes the non-negative (positive) part of a set, e.g. Z ≥0 is the set of non-negative integers; let | · | and · be the infinity and the Euclidean norm in R n , respectively; let 1 n indicate the n-dimensional vector with all elements equal to 1; given two sets A, B ⊆ R n , B \ A := {x ∈ B | x ∈ A}; the Pontryagin difference is defined as A B := {c ∈ R n | c + b ∈ A, ∀b ∈ B}; B r := {y ∈ R n | |y| ≤ r}; an interval vector (interval for short) in R n is denoted by [x] , where
] and x i the supremum; we also write
T and x = [x 1 , · · · , x n ] T the supremum; the width of the interval [x] is defined as wid([x]) := max 1≤i≤n {x i − x i }; the set of all intervals in R n is denoted by IR n ; given
given two functions f and g, the composite function g • f (·) := g(f (·)).
II. PROBLEM DEFINITION A. The reach-and-stay control problem
We consider the nonlinear control system in the form
where
• X is a non-empty set of states.
• U is a non-empty set of control values.
• D is a set of bounded disturbances given by
• R ⊆ X × U × D × X is a transition relation. A transition (x, u, d, x ) ∈ R with x, x ∈ X if the system state changes from x to x under some control value u ∈ U and disturbance d ∈ D. A control system Σ is said to be deterministic if δ = 0 (i.e., D is a singleton) and non-deterministic otherwise. We refer to a deterministic system by Σ and a non-deterministic system with δ-bounded disturbances by Σ δ , respectively. A sequence of control inputs u = {u i } ∞ i=0 , where u i ∈ U, is called a control signal. Similarly, we denote by d = {d i } ∞ i=0 a sequence of disturbances, or disturbance signal. A solution of control system Σ is an infinite sequence of states x = {x i } ∞ i=0 generated by an initial condition x 0 ∈ X , a control signal u and a disturbance d such that
Definition 1: Let Ω be a subset of the state space X of a system Σ. A reach-and-stay property of a solution x = {x i } ∞ i=0 of the system Σ with respect to Ω, denoted by ϕ(Ω), requires that x k ∈ Ω for all k ≥ j, where j is some non-negative integer.
The purpose of this paper is to design a control strategy, if there exists one, such that the resulting solution satisfies a given reach-and-stay objective ϕ(Ω). For the sake of simplicity, the set Ω will be omitted when the target area is clear from the context or we discuss a reach-and-stay objective in general. In the literature, reach-avoid-stay objectives are also considered (e.g. [37] ), which additionally require the system state to avoid unsafe regions. Such control problems can be reduced to reach-and-stay problems by restricting the state space X to safe regions.
Prior to the formal problem statement, we provide the following definition. Definition 2: A (memoryless) control strategy of system Σ is a function
A (state-dependent) control signal u = {u k } ∞ k=0 is said to conform to a control strategy κ, if
where
is the resulting solution of Σ. If there exists an initial condition x 0 ∈ X and a memoryless control strategy κ such that, for any control signal that conforms to κ, the resulting solution of system Σ satisfies the objective ϕ, we say ϕ is realizable for system Σ, and the control strategy κ realizes ϕ for system Σ.
We also introduce robust realizability of a specification below, since practical control systems normally suffer from imperfections in multiple aspects of the feedback control scheme. Measurements are corrupted by noise. Delay happens in transferring measured data from sensors to controllers and also from controllers to plants. In sampled-data systems, numerical errors are inevitable during quantization.
Definition 3: A reach-and-stay objective ϕ is said to be δ-robustly realizable for system Σ if it is realizable for system Σ δ . If δ > 0, then ϕ is called robustly realizable for Σ. The set of all realizable initial conditions is the winning set of ϕ, written as Win Σ (ϕ). If Win Σ (ϕ) = ∅, then ϕ can be realized for system Σ. Specifically, we denote by Win δ Σ (ϕ) the winning set of an reachand-stay objective ϕ for system Σ δ .
For the sake of simplicity, we discuss our control problem based on the deterministic system Σ. Reach-and-Stay Control Synthesis: Consider a control system Σ and a reach-and-stay objective ϕ. (i) Determine if ϕ is (robustly) realizable for system Σ; (ii) Synthesize a memoryless feedback control strategy such that the closed-loop system satisfies ϕ if possible. The first half of the problem essentially aims to address the problem of the existence of a feedback controller while the second half is to sort out such a controller.
B. Discussion on system dynamics
We are interested in the transition relations determined by the difference equation
, and f : R n → R n is continuous with respect to both arguments. The set U ⊆ R m contains an infinite number of control values but are usually compact.
An equivalent form of (3) is
where {f u } u∈U is a parameterized family of continuous functions with f u : R n → R n . We will present our main results based on (4) mostly, since (4) can additionally characterize switched systems with distinguishable dynamics for different modes. We neither assume any form of the function f nor the distribution of the bounded disturbance signal d, which makes the results applicable to a very general class of systems.
We would like to point out that the same results can also be established for system
where w t ∈ W ⊆ R p and W is a bounded set of non-additive disturbances. A transition (x, u, d, x ) is assigned if and only if there exist a w ∈ W such that x = f u (x, w) + d. We will further discuss the underlying mechanism that makes such an extension in Remark 2 of Section IV.
Although the proposed robustly complete control synthesis algorithm focuses on discrete-time models, it can also apply to sampled-data systems. Such an extension requires a re-investigation of the robustly complete conditions of the proposed algorithm established for system (4) in Theorem 1, which will be discussed in Section VI.
III. REALIZABILITY DETERMINATION BY FIXED-POINT CHARACTERIZATION
This section shows that the realizability of a reach-and-stay objective ϕ(Ω) with Ω ⊆ X for system Σ can be determined through a fixed-point algorithm. The winning set of ϕ(Ω) is characterized by the fixed point, which is a subset of X returned by the algorithm. Considering that the system state space is always bounded in real applications, it is fair to assume the compactness of the state space X and the target set Ω.
The following definition is fundamental to the fixed-point characterization.
Definition 4: Given a set X ⊆ X , the predecessor of X with respect to system Σ is a set of states defined by
Correspondingly, the predecessor of X with respect to system Σ δ is Pre δ (X) := {x ∈ X | ∀d ∈ D, ∃u ∈ U s.t.
Hence, we have Pre δ (X) = Pre(X B δ ) by the definition of Pontryagin difference. It is straightforward to derive the following properties for (4) based on [38] , [39] .
Using the notation of predecessors, we present Algorithm 1 for reach-and-stay control synthesis.
Algorithm 1 Control synthesis with respect to ϕ(Ω)
while X = X do 10:
end while 13:
Y ← X 15: end while 16: return Y, κ
We now show in Proposition 2 that the fixed point Y characterizes the winning set Win Σ (ϕ(Ω)), which implies that the realizability of a reach-and-stay objective for system Σ can be determined by checking the emptyness of Y . The memoryless control strategy κ constructed along with the winning set computation suffice to realize the reach-and-stay objective.
Proposition 2: Let Ω ⊆ X be a nonempty compact set for system (4) . Then there exists a fixed point of Algorithm 1, denoted by
κ is a memoryless control strategy that realizes ϕ(Ω).
Proof: See Appendix A. Algorithm 1, however, is only conceptual and not practical for computation because: (i) it might not terminate in a finite number of iterations, and (ii) the computation of predecessors under a nonlinear mapping is numerically nontrivial. Only for some special cases, e.g. predecessors of polyhedral sets with respect to linear dynamics, which can be characterized by linear inequalities, the exact computation is plausible.
Example 1: Consider the system (in polar coordinates)
For this system, there is an unstable limit cycle given by
Let the target reach set Ω be a subset of O that contains the origin. The winning set Win Σ (ϕ) is the interior of O, which is open. Since the set returned by Algorithm 1 after a finite number of iterations is always closed, the algorithm cannot terminate in finite time.
To overcome these difficulties, we first focus our attention on the approximation of predecessors in Section IV so that the approximation error is bounded. We then give an algorithm in Section V to approximate the winning set, which applies the approximation of predecessors as a subroutine. It will be shown later that the output of the algorithm is an inner-approximation of the exact winning set.
IV. INTERVAL APPROXIMATION OF PREDECESSORS
To tackle the difficulty of set computation under nonlinear dynamics in applying Algorithm 1, we adopt interval arithmetic computation, because any compact set can be approximated by intervals with convergence guarantee under mild assumptions.
Central to approximations of set images under the nonlinear map Pre(·) is the following definition.
Such a convergent inclusion function is not unique for a given function f defined on R n . The natural inclusion function is the one obtained by applying interval operation rules directly to the same real-valued function. The centered inclusion function is constructed based on the mean value theorem, and it is usually used to reduce the wrapping effect. Both types of inclusion functions are convergent, if the function f is continuous [28] .
A. Computing predecessors
Let X and Y be subsets of R n and represented by intervals or unions of intervals. Using branch-andbound scheme [29] , Algorithm 2 approximates the predecessor of Y that resides in set X, i.e., X ∩Pre(Y ), and the set approximation error is controlled by a parameter ε > 0.
The intervals that entirely belong to X ∩ Pre(Y ) are collected in X while those mapped outside of
with width greater than ε can not be determined, then [x] is bisected to
where j is the dimension in which the box x attains its width. The list of undetermined intervals with width less than ε is denoted by ∆X. We call X the inner approximation and X := X ∪ ∆X the outer approximation of X ∩ Pre(Y ).
In addition, Algorithm 2 returns a set K whose elements are pairs of intervals and their corresponding control values that can transit the intervals inside Y completely. We denote such a pair by ([x], {p}), and the modes in {p} are called valid control values. The inner-approximation of Pre(Y ) is referred to as the interval part of K.
Remark 1: More generally, the input set Y of Algorithm 2 does not need to be intervals. It can be defined by equations or inequalities. For example, Y := {y ∈ R n | g(y) ≤ 0}, where g :
l , respectively.
B. Bounded approximation error
In Algorithm 2, the precision control parameter ε controls the minimum width of intervals for approximating X ∩ Pre(Y ). We now discuss the relation between ε and the error of set approximation in two scenarios.
Algorithm 2 Predecessor of
while List = ∅ do 5:
else 15:
end if 18: end if 19: end while return K, X, ∆X, X c 20: end procedure 1) Finite control values: First consider system (4) with a finite set U. Before proceeding to the analysis, we introduce the following assumption.
Assumption 1: Let X , U ⊂ R n be compact and
An inclusion function with (8) is convergent by Definition 5 (ii). Such an assumption is easy to check by testing if (4) satisfies the local Lipschitz condition for all u ∈ U, i.e.,
Because we can always construct the centered-form inclusion function
where J x is the Jacobian matrix at x, and · denotes the matrix operator norm.
Under Assumption 1, [40, Lemma 1] can be used directly and presented as the following lemma.
2) Infinite control values: For system (4) with the compact set U ⊆ R m , there might be an infinite number of elements in U.
A straightforward way is to uniformly sample points in within the control set, e.g., an under-sampled set of controls
where Z m denotes the m-dimensional integer lattice, and ηZ m = {ηz | z ∈ R m , η > 0}. In this case, we additionally assume that for all x ∈ D and u, v ∈ U,
Similar to Lemma 1, we prove the following approximation error by using under-sampled control values. Lemma 2: Consider (4) with under-sampled control values (10) . Let Y, X ⊆ X be compact, and (4) satisfies Assumption 1 and (11) in a neighborhood of X, then
Proof: We define a new predecessor operator Pre η (X) :
, which means that z ∈ Z η . Hence the claim holds.
By Lemma 1,
, which completes the proof.
Remark 2: Consider system (5), which is affected by non-additive disturbances. The approximation error of its predecessors can be controlled as well, provided that the function f u is locally Lipschitz continuous in both arguments for all u ∈ U. As indicated in [26, Lemma 1] , to achieve higher approximation precision in computing 
V. ROBUSTLY COMPLETE CONTROL SYNTHESIS VIA INTERVAL ARITHMETIC As we have shown in previous sections, the set X∩Pre(Y ) can be approximated by applying CPRED([f u ] u∈U , X, Y, ε with the valid control values recorded at the same time. Inner approximations are often used because, for the purpose of control synthesis, a control strategy has to exist for all states in the approximated winning set.
A. The robustly complete control synthesis algorithm
We now present the following algorithm as an interval implementation of Algorithm 1. It returns a set K, which is a list of pairs representing a subset of the real winning set and the valid control values. The precision of such a subset is adjusted by the precision control parameter ε. A smaller ε produces a more precise approximation.
A direct interval translation of line 6 and 11 of Algorithm 1 has to enumerate every intervals that are parts of the input set X and G ∪ Z of the procedure CPRED. The numbers of the intervals contained in these sets increase as the fixed-point iteration proceeds, yet some of these intervals have been verified to be in the winning set from previous iterations in the procedure CPRED. To reduce computational complexity, we use two additional sets G 1 and G 2 to keep track of the intervals that needs to be verified. In Algorithm 3, the safe region X is initialized into two parts. The region inside Ω is denoted by G 2 while the rest of X is denoted by G 1 . During each outer iteration, G 2 is refined and only holds the intervals that cannot be always controlled inside X ∩ Ω based on current Y . Similarly, G 1 retains the part that cannot reach Y . As a result, the regions represented by G 1 and G 2 are decreasing until they no longer change.
Algorithm 3 Control synthesis with respect to ϕ(Ω) via interval arithmetic
while X = X do 11:
V ← V 15:
end while 17:
Y ← X 19:
B. Analysis of the approximation error
In this section, we show in Theorem 1 that the approximation error can be tolerated by the robust realizability of ϕ.
Theorem 1: Consider a system Σ with a finite set U. Let X and Ω ⊆ X be compact. Suppose that ϕ(Ω) is δ-robustly realizable for system Σ and Assumption 1 holds on X . Denote by Y ε the interval part of the output of Algorithm 3 for a given ε > 0. Then Algorithm 3 terminates in a finite number of steps, and the following relation holds if ρε ≤ δ:
Proof: Denote by i the index of the outer while loop and j the one of the inner loop of Algorithm 3. Let Y i , Z i , X i and V i be Y , Z, X and V by the end of ith iteration, respectively. We use X 
We first show that these two nested loops terminate. For a fixed i, V 0 i is compact, and the sequence {V 
for all j ≤ N − 1. Thus, the inner loop terminates eventually. Let V ε i denote V i after the inner loop terminates at the ith iteration. By line 6,
and finally Y k = Y k+1 . Otherwise G 1 is strictly decreasing. Since X \ Ω only contains finite number of intervals, there exist a positive integer M such that G 1,M = ∅. Hence, the outer loop also terminates, which implies Algorithm 3 terminates in finite number of iterations.
Next we prove that (12) holds by induction. For system Σ, let W i and U i denote the exact set Y and Z by the end of the ith outer loop, and R j i be X i by the end of the jth inner loop according to
By Proposition 1, if ρε ≤ δ, then, for i = 1,
Hence by induction, we have R
We also claim that
By Algorithm 3, we have
Consider the inner loop of the ith outer iteration. The initial sets satisfy that R
). For system (3), the same result can be established with special requirement to the sampling precision of the set of control values.
Theorem 2: Consider system Σ with a compact set U and a set of under-sampled control values (10). Let (11) and the assumptions of Theorem 1 hold. Then Algorithm 3 terminates in a finite number of steps and the output Y ε satisfies (12) if ρ(ε + η) ≤ δ. Remark 3: It is worth noting that the precision control parameter ε in the inner and outer loops of Algorithm 3 can be set to different values, especially when the target area is volumetrically minuscule compare with the state space, e.g., in practical regulation problems. Furthermore, the precision control parameters are not necessarily fixed throughout the computation, but change with respect to the winning set obtained at each iteration.
Corollary 1: Let the assumptions of Theorem 1 (Theorem 2) hold and ε min be the minimum value of the precision control parameter ε in Algorithm 3. Then (12) holds if ρε ≤ δ (ρ(ε min + η) ≤ δ).
Remark 4: The above theorems, however, cannot trivially lead to the convergence result, i.e., lim ε→0 Y ε = Win Σ (ϕ). This is because lim δ→0 Win δ Σ (ϕ) = Win Σ (ϕ) does not always hold under Assumption 1.
C. Extraction of memoryless controllers
In addition to an approximation of the winning set, Algorithm 3 also records the control values that realize ϕ. We show in this section that a partition-based control strategy can be extracted to realize ϕ(Ω) for system Σ.
Definition 6: Given a set Ω ⊆ R n , a finite collection of sets P = {P 1 , P 2 , · · · , P N } is said to be a partition of
A uniform grid covering a subset Ω ⊆ R n is a partition of Ω by Definition 6. A list of intervals in IR n forming a non-uniform grid of Ω can also be considered as a partition. By Definition 6, the interval part of the output set K of Algorithm 3 forms a partition of the system state space. 
where x ∈ R n , and for i = 1, 2, . . . , N ,
is a memoryless control strategy that realizes the given specification for system Σ. Proof:
is either controlled inside the interval part of K v , which are contained in G or to the set that can reach G eventually. For any ([x], p) ∈ K z , the interval [x] will reach the set that can be controlled to G under the mode p. Therefore, the control strategy (13) realizes the given specification.
By Theorems 1 (Theorem 2) and Proposition 3, Algorithm 3 is guaranteed to generate a non-empty winning set along with a memoryless control strategy if the specification is robustly realizable. Even if Algorithm 3 returns an empty set, we can still make some conclusion on the robust realizability property of the specification, which are spelled out in the following corollary.
Corollary 2: Suppose that all assumptions in Theorem 1 (Theorem 2) hold and Y ε is the approximated winning set returned by Algorithm 3 for a reach-and-stay specification ϕ. Then (i) If ϕ is robustly realizable for system Σ, then there exists an algorithm generating a memoryless control strategy that realizes ϕ for system Σ.
The conditions in Theorems 1 and 2 serve as criteria for choosing the precision control parameter if the bound of disturbance δ and the Lipschitz constant ρ over the state space can be trivially determined. Using such a criterion in actual computation is usually too conservative due to the evaluation of the Lipschitz constant over the entire state space. A practical benefit of Theorems 1 and 2 is the guarantee that the winning set can be approximated more precisely by using a smaller precision parameter.
Corollary 2 implies that if we start computation with a large ε and iteratively reducing it until the algorithm achieves a nonempty result, Algorithm 3 can also estimate the bound of the disturbances that can be tolerated without breaking the realizability of the given specification.
D. Example: automatic parallel parking
We now demonstrate the effectiveness of the proposed algorithm by an automatic parallel parking example, in which the following unicycle model [42] is used:
where (x, y) is the planar position of center of the unicycle, θ is its orientation, the control variable v represents the velocity, and φ is the steering angle command. The unicycle structure is shown in Fig. 1 , and the variable γ = arctan(a tan(φ)/b). We use a/b = 1/2 in the simulation. Considering constant control inputs during each sampling period, we can obtain the exact discrete-time model for φ = 0:
For φ = 0, the discrete-time model becomes
In our simulation, the state space is Suppose that the length and width of the unicycle be L = 2 and H = 1, respectively. For the purpose of analysis, we consider two problem settings: parking with a wide marginal space ∆ = L = 2 and a narrow marginal space ∆ = 0.5. The marginal space is the distance between the front and rear vehicles in addition to L. For both cases, the rear vehicle center is at (1, 0.5), and thus the front vehicle center is at (1 + 3L/2 + ∆, 0.
5). The target area is
The collision area (the center position and orientation of the unicycle that causes collision with the parked vehicles and the curb) needs to be determined before control synthesis. We assume that vehicles and the curb are rectangles. Then the collision area can be interpreted by inequalities of the form g(x) ≤ 0, which is derived by checking if two polyhedra intersect. It is clear that the center of the unicycle has different admissible regions with different orientations. Hence, the collision area is not simply a hyperrectangle in R 3 , as shown in Fig. 2 (a) . The free configuration space (the admissible position of the unicycle center in R 3 ) determined by such a constraint can be handled by Algorithm 3 (see Remark 1). We perform control synthesis for both cases using ROCS [43] , which is a C++ library implementing Algorithm 3. By Corollary 2 (i), if parallel parking is robustly realizable with the given marginal space, we can always synthesize a control strategy using a sufficiently small precision without calculating the Lipschitz constant. To see if the specifications in these two parking scenarios are realizable, we use different precision control parameters. The corresponding control synthesis results regarding the number of partitions (#P 1,2 ) and the run time (t 1,2 ) are summarized in TABLE I. For both scenarios, the unicycle can be successfully parked into the target spot from any point of the free configuration space. The controlled parking trajectories with the resulting memoryless control strategies are presented in Fig. 3 , which all meet the parallel parking specification.
When the marginal parking space ∆ is 0.5, we need a control synthesis precision no greater than 0.04 so that a memoryless control strategy can be generated. Additionally for this specific example, using a smaller ε only increases the winning set by adding intervals close to the boundary of the free configuration space.
VI. SAMPLED-DATA SYSTEMS Physical systems are often modeled by ordinary differential equations (ODEs):
where d(t) is a time-varying disturbance, and f u : R n → R n is smooth for all u ∈ U with respect to x. The assumption of smoothness is practical, since it is satisfied by differentially flat systems that can describe many mechanical dynamics.
Let I be an interval in R. With a slight abuse of notation, we denote by u : I → U and d : I → D the continuous-time control and disturbance signal u(t) and d(t), respectively. We also denote by U I and D
I
the set of control and disturbance signals. Given a control signal u and a disturbance signal d, a solution of (16) from an initial state x 0 ∈ X over a time interval I is a function ξ(t, x 0 , u, d) so that ∂ξ/∂t = f u(t) (x(t)) + d(t) for all t ∈ I.
To apply control synthesis with correctness guarantee, the corresponding sampled-data system needs to be constructed. Let τ ∈ R ≥0 be a fixed sampling time for the ODEs (16) . The system state is only evaluated at discrete time instances jτ (j ∈ Z ≥0 ), and the control signal u(t) is constant over [0, τ ]. In this sense, continuous-time system (16) is scaled over time and treated as a discrete-time system (4).
The construction of inclusion functions for the sampled-data system of (16) is more difficult, because the post-transition states are not determined by a function explicitly, but related to reachable sets defined below.
Definition 7: The reachable set for system (16) after time τ from an initial set of states X 0 ∈ X under a control signal u : [0, τ ] → U is defined by
To be more specific, the reachable set of (16) is denoted as R *
We define a set of mappings {R τ (·, u)} u∈U by using constant control signals in (17) . An over-approximation of the mapping R τ (·, u) by definition serves as an inclusion function for the sampled-data system Σ of (16) .
A. Reachable set over-approximation for robustly complete control synthesis A standard algorithm for over-approximating the reachable set from an initial interval [x 0 ] relies on the kth degree of Taylor expansion of the solution at time t = 0 [36] :
where [x 0 ] is an a priori enclosure for the solution on [0, τ ] and the sequence of functions f
We can over-approximate the function f
Therefore, the computation of 
We show that such an a priori enclosure can always be found under the following assumption. Assumption 2: Let X , U be compact and [X ] be an interval containing X . For a given order k max ≥ 1, there exists a constant K > 0 and inclusion functions [f u ]
[i] of f
Similar to Assumption 1, the above assumption can be guaranteed by f u being smooth, which implies bounded partial derivatives of f
u on any compact set. Lemma 3: Suppose that there exists an order k max ≥ 1 for a sampled-data system Σ such that Assumption 2 holds on X . Let M u = sup 1≤i≤kmax,x∈X |f 
is an a priori enclosure, i.e.,
Let x 0 be the center point of [x 0 ]. Similarly, we havē
which means that the [x 0 ] defined above satisfies (20) . It remains to determine the order k for a sufficiently close approximation such that Algorithm 3 is still guaranteed to be robustly complete for sampled-data systems. 
where · is the ceiling function, α ∈ (0, 1),w = wid( [x 0 ]). The fraction α is used to distribute the error allowed in interval approximation for the first k terms and the remainder. The proof of Theorem 3 is based on Proposition 4 below.
Proposition 4: Let D ⊆ X . Assume that |f u (x) − f u (y)| ≤ L|x − y| for all x, y ∈ D and u ∈ U. The reachable set of (16) at time τ from an initial set of states X 0 ∈ D under a control signal u :
where r 1 = δτ and r 2 = δL −1 (e Lτ − 1). Proof: See Appendix B.
Proof of Theorem 3: For the interval [x 0 ] that meets the precision requirement, by Lemma 3, there exists an orderk and an a prior enclosure [x 0 ] such that R τ ([x 0 ], u) obtained by (19) is an overapproximation of the reachable set R τ ([x 0 ], u).
We then derive sufficient conditions such that
. Under Assumption 2, we rewrite (19) in the following centered form
For the propagated enclosure,
For the truncation error, we have
Let α ∈ (0, 1), k ≥k and
Then
for k and ε in (25) and (26) gives k ≥ log(Kw) −1 (1 − α)δ + log(k + 1)!/ log τ and (23). We take the maximum of k andk − 1 to guarantee that [x 0 ] is an a prior enclosure. Hence, we arrive at (22) . Assumption 2 implies that f u is Lipschitz over X for all u ∈ U. Then by Proposition 4, we have
is contained in the predecessor of a given set that is approximated by CPRED if its center point x 0 belongs to the predecessor for the perturbed system Σ δ . This implies R δ,j
for all j as in the proof of Theorem 1. With the monotonicity of set intersection, we can follow the derivation of Theorem 1 and obtain that W δ i ⊆ Y i ⊆ W i . Therefore, (12) can be proved.
Similar to Theorems 1 and 2, Theorem 3 suggests that the real winning set of a sampled-data system Σ of (16) can be approached from inside by using a sufficiently high order and a sufficiently small interval size in the modified Algorithm 3. We show in the next section an important application of our algorithm, which can be explained by this feature.
B. Example: approximation of regions of attraction
A problem of interest in the study of dynamical systems is to determine the region of attraction (ROA) of an equilibrium point. This problem has important applications in safety-critical industries such as aviation and power systems, where determining the operating envelope of an aircraft or a power network is vital. In the literature, computational methods for determining the ROA for nonlinear systems have been developed by way of Lyapunov functions. The key aspect is to search Lyapunov functions that maximize the estimated ROA. For this purpose, linear matrix inequalities [44] and sum-of-square programming techniques [45] , [46] are used for the construction of such Lyapunov functions for polynomial systems. Using Lyapunov functions with fixed forms, subsets of the ROAs can also be obtained by solving a constraint satisfaction problem [47] . How to choose the form of Lyapunov functions, however, remains a challenging problem.
Consider the continuous-time systemẋ
where x ∈ R n , f is continuously differentiable and the origin is a hyperbolic stable equilibrium point. Let ξ(t, x 0 ) denote the solution of (27) with initial condition x 0 . Its ROA is a subset of initial conditions from which the solution converges to the origin, i.e., {x 0 ∈ R n | lim t→∞ ξ(t, x 0 ) = 0}. System (27) is a special case of (16) with a single input value and zero disturbance. We show next that the ROA approximation problem for system (27) can be interpreted as a reach-and-stay control problem with the specification ϕ(Ω), where Ω ⊂ R n is a subset of the exact ROA of system (27) containing the origin.
A routine to determine the subset Ω is to use the linearization at the origin. Let A be the Jacobian matrix at the origin. Then a quadratic Lyapunov function V (x) = x T P x exists and can be constructed by solving A T P + P A = −Q, where P, Q are positive definite matrices and P is symmetric [48, Theorem 4.7] . To estimate the neighborhood around the origin where the quadratic Lyapunov function V (x) decreases along the system solution, we writeẋ(t) = f (t) = Ax(t) + g(x(t)), where g(x) contains higher-order terms of x, i.e., lim x →0 g(x) / x = 0. Hence, by the definition of function limit, for any r > 0, there exits e > 0 such that x < e =⇒ g(x) / x < r ⇔ g(x) < r x .
Let λ min (Q) denotes the minimum eigenvalue of Q. Theṅ
Given r, c > 0, let S r := {x ∈ R n | g(x) < r x } and Ω c := x ∈ R n | x T P x ≤ c . We can first choose r to satisfy
and then determine c such that Ω c ⊆ S r . This will guarantee that Ω c is invariant and any solution staying inside Ω c will converge to the origin. Consequently, any state in R n that can reach Ω c in a finite time horizon will also converge to the origin. In this case, the ROA is equivalent to the winning set of ϕ(Ω c ).
To demonstrate the correctness and effectiveness of such an interpretation, we consider a sampled-data system Σ with sampling time τ s = 0.05s and the reversed Van der Pol dynamics: We choose r = 0.2754, c = 1. 43 and
We approximate the ROA of the Van der Pol equations using Algorithm 3 with different precision control parameters and display the results together with the real limit cycle in Fig. 4 . As observed, a higher precision yields a closer inner-approximation to the real ROA. By setting ε sufficiently small, the estimated boundary of ROA can be of arbitrarily close to the real limit cycle. Formulating the problem of ROA approximation as a reach-and-stay control synthesis problem releases the burden of choosing proper Lyapunov functions. The required smoothness condition is less strict than being polynomial in many of the methods for ROA estimation.
C. Example: stablization of inverted pendulum
In this example, we aim to control the pendulum to the upright position. The pendulum model is given as the following ODEs:
where x 1 = θ (rad) is the angle of the pendulum to the upper vertical line, x 2 is the angle change ratė θ (rad/s), and u is the force applied to the cart; J t = J + ml 2 , m = 0.2kg, g = 9.8m/s 2 , l = 0.3m, J = 0. The modified Algorithm 3 with (19) is used to perform reach-and-stay control synthesis, as opposed to using the local growth bound [30] in our previous work [35] :
In [35] , the reachable set R ts ([x 0 ], u) is approximated by x c (t s ) + [−β, β]1 n , where x c (t) is the solution of (29) at time t s initialed at the center point of [x] and β denotes β(wid ([x] ), u). The major defect of using growth bounds is that the over-approximations cannot be validated due to the numerical integration error. Moreover, growth bounds for many nonlinear dynamical systems are not always easy to calculate and can be conservative.
In control synthesis, we apply the same precision parameters as in [35] , i.e., ε = 0.001 for the CPRED in the inner loop of Algorithm 3 and a variable precision (ε min = 0.001) for the one in the outer loop. We achieve a similar run time and results as in [35] . A simulated closed-loop trajectory is shown in VII. CONCLUSIONS In this work, we have presented a control synthesis algorithm for nonlinear discrete-time systems and sampled-data systems. We have, under mild assumptions, derived conditions for those systems so that the proposed algorithm is sound and robustly complete in the sense that control strategies can be found whenever the specification is robustly realizable. This is an improvement over abstraction-based methods, which rely on finite abstractions of the original systems and often lacks completeness guarantee for systems without incremental stability. Central to the proposed method is a fixed-point algorithm characterizing the winning set for a continuous-state system with a given reach-and-stay specification. Using interval computation and subdivision technique, the original continuous state space is adaptively partitioned into a finite number of cells with respect to both the specification and system dynamics. One benefit of such discretization is that the winning set can be inner-approximated with sufficiently high precision while reducing computational burdens compared to abstraction-based methods. To demonstrate the capability of our proposed method for solving important control problems in practice, we studied three examples drawn from different applications.
As for complex systems, such as robotic systems, the desired behaviors are often expressed by LTL formulae. Thus, our future work will concentrate on solving more general LTL control synthesis problems under the proposed direct synthesis framework. [49] , if Z k = ∅, then X ∞ k := lim j→∞ X j k = j∈Z ≥0 X j k is a unique fixed point of the map defined by (30) .
To show the existence of a fixed point of Algorithm 1, we aim to prove that {Y k } is increasing and bounded by X . 
APPENDIX B PROOF OF PROPOSITION 4
Proof: Consider solutions x(t) and y(t) ofẋ(t) = f u(t) (x(t)) + d(t) andẏ(t) = f u(t) (y(t)) with x(0) = y(0), respectively. Then |ẋ(t) −ẏ(t)| = |f u(t) (x(t)) − f u(t) (y(t)) + d(t)| ≤ L|x(t) − y(t)| + |d(t)|.
Letting z(t) = |x(t) − y(t)| ∈ R ≥0 givesż(t) ≤ Lz(t) + δ. By Gronwall's Lemma, we obtain that |z(t)| ≤ δL −1 (e Lτ − 1), which proves the right part of (24) . To prove the left part, let d(t) = δ f u(t) (x(t)) − f u(t) (y(t)) |f u(t) (x(t)) − f u(t) (y(t))| .
It follows thatż(t) = δ + |f u(t) (x(t)) − f u(t) (y(t))| ≥ δ. Hence z(τ ) ≥ δτ and the left part is proved.
