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REGULARITY FOR SHAPE OPTIMIZERS: THE NONDEGENERATE
CASE
DENNIS KRIVENTSOV AND FANGHUA LIN
Abstract. We consider minimizers of
F (λ1(Ω), . . . , λN (Ω)) + |Ω|,
where F is a function strictly increasing in each parameter, and λk(Ω) is the k-th Dirichlet
eigenvalue of Ω. Our main result is that the reduced boundary of the minimizer is com-
posed of C1,α graphs, and exhausts the topological boundary except for a set of Hausdorff
dimension at most n− 3. We also obtain a new regularity result for vector-valued Bernoulli
type free boundary problems.
1. Introduction
We consider the problem of minimizing a functional of the form
(1.1) F (λ1(Ω), . . . , λN(Ω)) + |Ω|,
where Ω ⊆ Rn is an open set and λj(Ω) is the j-th Dirichlet eigenvalue of the Laplacian on
Ω. Here F = F (ξ1, . . . , ξN) is a C
1 function which is increasing in the parameters, and has
∂ξjF ≥ λ > 0. This second property plays a key role in the arguments below, and we believe
that some of the conclusions presented may fail were it to be omitted. Provided the function
F is homogeneous, an equivalent formulation of this problem is to minimize
(1.2) F (λ1(Ω), . . . , λN(Ω))
over all sets of a fixed measure; minimizers of these two functionals are dilates of each other.
For example, our results apply to the linear combinations of the eigenfunctions
N∑
k=1
µkλk(Ω),
to functionals like
N∑
k=1
λpk
or to maximizers of
N∑
k=1
1
λpk
.
Functionals of this type figure in many classical results and inequalities related to the
spectrum of the Laplacian, and the shape of minimizers is usually understood imperfectly at
best. When N = 1, it is well-known that the sole minimizer is a ball; however, even in the
Date: June 14, 2017.
1
2 DENNIS KRIVENTSOV AND FANGHUA LIN
case of N = 2 there are open questions about the minimizer’s shape. We refer the reader to
[22] for further discussion, references, and many open problems.
Until relatively recently, general properties of minimizers were not understood. A major
breakthrough was achieved in [6], where such functionals were shown to admit minimizers
in the class of quasiopen sets–sets which are positivity sets of functions in the Sobolev space
H1–when restricted to some ball. This was recently improved in the works [4, 27] (which
discussed the especially interesting case F (Ω) = λN , but apply also under our assumptions),
where it was shown that minimizers may be found without the restriction to a compact
region, that they are open sets, and that they have finite perimeter. A further result,
and one which we will use extensively, is that for a functional under our assumptions, any
eigenfunction corresponding to λ1, . . . , λN is Lipschitz continuous [5].
In this paper, we consider the regularity of the boundary ∂Ω. Our main result is the
following:
Theorem 1.1. Let Ω be a minimizer of (1.1), and let ∂∗Ω be its reduced boundary. Then
∂∗Ω is a relatively open set locally composed of graphs of C1,α functions. Furthermore, the
Hausdorff dimension of ∂Ω\∂∗Ω is at most n−3; in particular, if n = 2, then ∂Ω is a union
of finitely many closed C1,α curves.
Remark 1.2. As mentioned earlier, a minimizer of (1.2) will also be a minimizer of a
functional of the form (1.1) provided F is homogeneous. If F is not homogeneous, then a
minimizer of (1.2) will minimize a functional of the form
F (λ1(Ω), . . . , λN(Ω), |Ω|) ,
satisfying the same assumption of ∂ξjF bounded above and below, but now also in the last pa-
rameter. Our method can be applied to this kind of functional as well with superficial changes,
but we will only treat the simpler form (1.1) below to avoid complicating the exposition.
Remark 1.3. The reduced boundary ∂∗Ω in Theorem 1.1 will actually be (locally) analytic;
the same is true in Theorem 1.4 below. This is explained in the Appendix, see Theorem 9.4.
If the first N eigenvalues of Ω are simple, a better estimate is available on the singular set,
see Theorem 8.2.
The method of proof is based on the observation that, under favorable circumstances,
performing domain variations on minimizers of F leads to a stationarity condition of the
form
(1.3)
N∑
k=1
∂λkF (uk)
2
ν = 1.
Here uk is the k−th eigenfunction, and ν is an outward unit normal. This may be interpreted
as a kind of vector-valued Bernoulli-type free boundary problem. Scalar versions of this free
boundary problem were studied very successfully in [3], and then in greater generality and
different techniques in [10, 12, 11]. A different approach was introduced in [15], which is the
one we adapt to the vectorial setting.
There are three main difficulties with applying known free boundary results to this set-
ting, however. First, while under special assumptions (such as if the first N eigenvalues of
the minimizer turn out to be simple) it is indeed possible to obtain a weak version of (1.3),
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in general F may fail to be differentiable with respect to domain variations entirely. This
happens whenever λk = λk+1 for some eigenvalue, and also ∂λkF < ∂λk+1F when evaluated
on the spectrum of the optimal set. In addressing this, we were inspired by the recent paper
[29], where the authors studied optimal partition problems for functionals featuring higher
eigenvalues. Encountering a similar issue, they observed that it is always possible to ap-
proximate F by functionals which do admit a domain variation formula. Then the condition
(1.3) is passed to the limit, giving
N∑
k=1
ξk(uk)
2
ν = 1.
The relation between ξk and the partial derivative of F is lost, but we still have a free
boundary condition to work with.
The other two difficulties are free-boundary related: this problem is vectorial, and the
functions uk may change sign. We adapt the method of De Silva to handle this situation.
The argument still proceeds by iteratively zooming in, and trying to decrease the distance
between the eigenfunctions {uk} and their tangent object (which is a collection of half-plane
functions {αk(xn)−}). We distinguish between those eigenfunctions which look like they
may have vanishing normal derivative uν at the point we are targeting (this means that
point is at the end of a nodal curve) and those which look like they have linear growth. An
eigenfunction might transition from the first category to the second, but not the other way
around; such transitions are then handled in a separate compactness argument. The rest of
the argument is based on the Harnack inequality and linearizion of De Silva, although they
require using some specialized families of barriers.
In particular, our main theorem also implies the following result for free boundaries:
Theorem 1.4. Let {uk} be a family of harmonic functions on an open set Ω ⊆ B1, which
satisfy
N∑
k=1
ξk(uk)
2
ν = 1
in the viscosity sense on ∂Ω. Assume that the uk are all Lipschitz, and satisfy, for any
x ∈ ∂Ω,
sup
Br(x),k
|uk| ≥ cr.
If ∂Ω ⊆ {|xn| ≤ ε} for ε small enough, and also (0, 1/2) /∈ Ω, (0,−1/2) ∈ Ω, then ∂Ω∩B1/2
is a C1,α graph over {xn = 0}.
We do not assume that any of the uk have a sign. The definition of viscosity solution is
given in Section 4.
The above theorem assumes a specific geometric configuration, where ∂Ω is trapped
between two parallel hyperplanes a distance ε apart, and moreover the set Ω lies to one side
of the hyperplanes (and its complement to the other side). That ∂Ω lies in this thin region
is well-known to be a necessary condition for this type of problem (there are straightforward
counterexamples when n = 3, N = 1, and u1 is nonnegative, see [3] for discussion). The
extra assumption that Ω lies to one side of the hyperplanes is also necessary here, as it is
not difficult to construct cusp-like solutions with N = 1 where Ω occupies both sides of the
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hyperplanes, ∂Ω ∪ {x ∈ Ω : u1 = 0} is the union of two smooth hypersurfaces (each a graph
over {xn = 0}), and u1 is positive to one side of them, negative to the other side, and zero
in between. In this case, ∂Ω could be taken to be the region where the hypersurfaces do
not touch, which may have many cusp-like singularities. We do not address the regularity of
such a scenario in this work, and these cusps will not occur in the situation of Theorem 1.1.
As this paper was in the final stages of preparation, we learned of two very recent
preprints, [8] and [26]. In [8], the authors prove a theorem like 1.4, but under the assumption
that all of the uk are positive. In [26], a different group of authors use an argument of the
same flavor to prove a theorem like 1.1, at least for those functionals which are differentiable
with respect to domain variations (they focus on
∑N
k=1 λk); they also can prove a version
of Theorem 1.4 under the assumption that at least one of the uk is positive. Both of these
proofs are very elegant and simple, using the boundary Harnack inequality to reduce the
vector problem to an already solved scalar one. As a lone redeeming feature of our longer
and more technical argument, we suggest that our method may be useful when considering
functionals not involving the first eigenvalue. As a final remark, [26] includes much simpler
proofs of some of the auxiliary lemmas we prove here (notably, our Lemma 2.5). We have
elected to retain our arguments, but recommend the reader to look at [26] as well.
To aid the reader in comparing these different results, and possible future extensions,
we suggest the following schematic about assumptions which may be reasonably placed on
F (arrows indicate additional assumptions being made, so the hypotheses get stronger as
one moves lower down; double arrows indicate equivalent hypotheses; Ω is referring to a
minimizer):
(I) 0 ≤ ∂ξkF ≤ C

(II) 0 < c ≤ ∂ξkF ≤ C

(III)
F is differentiable
with respect to
domain variationsOO

(IV) ∂ξkF ≤ ∂ξk+1F
if λk(Ω) = λk+1(Ω)
tt✐✐✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐
))❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
(V) F is interchangeable
with respect to ξk

(VI) λk(Ω) < λk+1(Ω)
∀k ≤ N
(VII) F (ξ1, . . . , ξN) =
∑N
k=1 ξk
We assume (II) in Theorem 1.1; we obtain a better estimate on the singular set if we also
assume (VI) (see 8.2). In [26], (VII) is assumed, and their estimate on the singular set is
the same as ours under (VI); it is clear that their proof is only using (V). The argument in
[26], and our singular set estimate, should really only require (III), although neither work
pursues this explicitly. It is our belief that the differences between (III),(II), and (I) are
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profound, with each step requiring additional arguments at the free boundary and/or shape
optimization level, and also entailing genuinely different behavior for the minimizers. Under
(III), the free boundary condition can be obtained explicitly in terms of the derivatives of
F , by performing domain variations; this means that the domain turns out to be an ”almost
minimizer” of the corresponding free boundary problem. Under (II), we obtain a free bound-
ary condition of the same form, but now without any explicit formula for the coefficients, by
an approximation argument; here the domain should be thought of as ”stationary” for the
corresponding free boundary problem. Our free boundary result is stronger in that it does
not assume that any of the (uk)ν have a sign, and that suggests an application to (I). We
plan on discussing this in future work.
The paper is organized as follows: Section 2 contains various measure-theoretic properties
of minimizers, most notably the linear growth of the first eigenfunction. In Section 3, we
present a sequence of blow-up arguments that allow us to study the tangent objects at points
of the reduced boundary, obtain good starting configurations, and interpret condition (1.3) in
a useful way. Then in Section 4, we show that all minimizers have a free boundary condition
by an approximation argument. The proof of the regularity of the reduced boundary occupies
us for Sections 5, 6, and 7, while in Section 8 we briefly discuss the size of the singular set.
We will write F (Ω) for F (λ1(Ω), . . . , λN(Ω)), but take partial derivatives with respect
to the eigenvalues regardless. The expressions x+ and x− refer to the positive and negative
parts, respectively, with the convention that x− ≥ 0. The index k will typically be reserved
for enumerating eigenvalues and eigenfunctions.
2. General Properties
It will be useful for technical reasons to consider the more general variational problem
F (Ω) +
ˆ
Ω
f +
ˆ
Rn\Ω
g,
where f is a Lipschitz function with |f − 1| ≤ η, and g is a Lipschitz function supported on
BR0 , with |g| ≤ η, for some small but fixed η and large but fixed R0. A set Ω minimizing
the above over all quasiopen sets will be called a minimizer. A set Ω minimizing the above
over all quasiopen competitors Ω′ with Ω′△Ω ⊆ U will be called a local minimizer on U .
We say a constant is universal if it depends only on a bound on |∇F | ≤ λ−1, a lower
bound on ∂ξkF ≥ λ, and on η, R0. Note that for a minimizer, F (Ω) is bounded by a universal
quantity (use B1 as a competitor), and so |Ω|, λk(Ω) are as well. In this section, it will be
useful to consider Lipschitz F , which satisfy the above bounds in the sense
λ(λk − λ′k) ≤ F (λ1, . . . , λk, . . . , λN)− F (λ1, . . . , λ′k, . . . , λN) ≤ λ−1(λk − λ′k)
for any λk > λ
′
k. In subsequent sections, we will only consider C
1 functionals F .
We claim that the results of [5] are valid for our minimizers (indeed, Theorem 5.6 applies
directly to our functional). In particular, we will use freely that |∇uk| ≤ C for a universal C.
We now present a series of lemmas aimed at showing the linear growth of the eigenfunctions
and related properties.
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Lemma 2.1. Let Ω be a local minimizer on Br(x). Then there are c0, r0 > 0 depending only
on λN such that if |Br/8(x) ∩ Ω| > 0 and r < r0, then
sup
Br(x)
N∑
k=1
|uk| ≥ c0r.
This lemma was originally proved by Alt and Caffarelli for the one-phase Bernoulli-type
problem [3]. The simple and more robust argument presented here is taken from David and
Toro [14].
Proof. Assume that for some r < r0 (with r0, c0 to be chosen) we have
sup
Br(x)
N∑
k=1
|uk| ≤ c0r.
Translating, take x = 0. We will show that for any z ∈ B1/4, we have that
sup
Br/4(z)
N∑
k=1
|uk| ≤ c0r
4
.
Then applying this claim inductively to balls of radii 4−ir centered on each z ∈ B1/4, we
learn that |uk| all vanish on Br/4. This is a contradiction.
Let us then establish this claim. First, on Br we haveˆ
Br
|uk|2 ≤ Cc20rn+2.
Applying the Cacciopoli inequality,ˆ
B9r/10
|∇uk|2 ≤ Cλ2Nc20rn+2 + Cr−2
ˆ
Br
|uk|2 ≤ Cc20rn
provided r0 ≤ 1. The first term is from △|uk| ≥ −c0rλN . Next, take Ω′ = Ω \ B3r/4 as a
competitor for Ω. Then
|Ω ∩ B3r/4| ≤ C(F (Ω′)− F (Ω)).
To estimate the latter quantity, take a smooth, radially increasing cutoff function φ which
vanishes on B3r/4 and is 1 outside B9r/10, and has derivative bounded by Cr
−1. Let vk = φuk:
then ˆ
|vk − uk|2 ≤ Cc20rn+2,
ˆ
|∇vk −∇uk|2 ≤ Cc20rn,
and
|
ˆ
∇vk · ∇vj | ≤ Cc20rn.
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It follows that
λk(Ω
′) = inf
E⊆H10 (Ω′),dimE=k
sup
v∈E,v 6=0
´ |∇v|2´
v2
≤ sup
v=
∑k
j=1 αjvj
´ |∇v|2´
v2
≤ λk(Ω) + Cc20rn.
Using that |∇F | ≤ C, we have
|Ω ∩ B3r/4| ≤ Cc20rn.
Finally, take any y ∈ Br/2 and use that △|uk| ≥ −c0rλN :
N∑
k=1
|uk(y)| ≤
N∑
k=1
 
Br/4(y)
|uk|+ Cc0λNr3
≤ Cc0r
N∑
k=1
|Br/4(y) ∩ Ω|
rn
+ Cc0r
3
≤ C(c20 + r2)c0r.
Choosing c0, r0 so that C(c
2
0 + r
2
0) ≤ 1/4 implies our claim. 
Note that a minimizer has at most N connected components; if it had more, then re-
moving the one with the highest first eigenvalue λ1 (which does not change the eigenvalues
λ1, . . . , λN used to compute the functional, but reduces volume) would lead to a contradic-
tion.
Corollary 2.2. Let Ω be a minimizer. Then for every x ∈ ∂Ω and r < r0, we have
|Br ∩ Ω| ≥ c0rn.
As a consequence, each connected component V of Ω has universally bounded diameter.
Proof. Let r0 be as in Lemma 2.1, and use that lemma applied to Br/2(x) to find y ∈ Br/2(x)
and k such that |uk|(y) > c0r/2. Together with the Lipschitz property, this means |uk| ≥
c0r/4 on Bαr/2(y) for some universal α < 1, and so in particular Bαr/2(y) ⊆ Ω. This implies
the first property.
Now assume that for some K > 0 there is a minimizer which admits K disjoint balls
Br0(xi) with xi ∈ ∂Ω. Then for each of these balls, we have |Ω ∩ B[r0](xi)| ≥ c0rn0 = c, and
so |Ω| ≥ cK. As the volume of Ω is universally bounded, so is K, which implies the second
property. 
Remark 2.3. It is easy to check that if Ω is a disconnected minimizer, the proof in Lemma
2.1 can be applied to each connected component V , giving
sup
Br∩V
|uk| ≥ c0r.
Corollary 2.2 may be adapted similarly.
The following is another classic argument of Alt and Caffarelli:
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Lemma 2.4. For a minimizer Ω, the boundary ∂Ω has universally bounded (upper) Minkowski
content: there are universal constants C, r0 such that for all r ∈ (0, r0),
|{x : d(x, ∂Ω) < r}| ≤ Cr.
Moreover, the local estimate
|BR(x) ∩ {x : d(x, ∂Ω) < r}| ≤ CrRn−1.
also holds for x ∈ ∂Ω and R < r0.
Note that the upper Minkowski content controls Hn−1, so the local bound implies
Hn−1(BR(x)) ≤ CRn−1.
Proof. The functions |uk| are Lipschitz, and satisfy △|uk| ≥ −λk|uk| in the distributional
sense. In particular,△|uk|+λk|uk|dLn is a nonnegative Borel measure supported on ∂{|uk| >
0}. Set ν to be the measure
ν =
N∑
k=1
△|uk|+ λk|uk|dLn.
We will now show that for any x ∈ ∂Ω and r < r0, we have
crn−1 ≤ ν(Br(x)) ≤ Crn−1.
We may set x = 0. For the upper bound, we estimate (for φ(x) = (2− |x|/r)+):
ν(Br) ≤
N∑
k=1
ˆ
φd△|uk|+
ˆ
λkφ|uk| = −
N∑
k=1
ˆ
∇φ · ∇|uk|+ λk|uk|φ ≤ Crn−1,
using that |∇|uk|| = |∇uk| ≤ C almost everywhere.
We now show the lower bound. For some y ∈ Br/4 and k, |uk(y)| ≥ c0r for a universal c0.
Set s = d(y, ∂{uk = 0}) ∈ (cr, r/4] and find ξ with |ξ − y| = s and uk(ξ) = 0. By the Hopf
lemma and the Lipschitz estimate, we have that cmin{|ξ−z|, s−|y−z|} ≤ |uk(z)| ≤ C|ξ−z|
for z ∈ Bs(y). Let Gz be the positive Green’s function for Bρ(ξ) with pole at z, with
z ∈ Bs(y). As |uk| is positive there, we have for almost every ρ ∈ (s/2, s),ˆ
Bρ(ξ)
Gz[d△|uk|+ λk|uk|dLn] = −u(z) + λk
ˆ
Bρ(ξ)
Gz|uk| −
ˆ
∂Bρ(ξ)
u∂rGzdHn−1.
Fixing such a ρ, select a z with cκr ≤ |uk|(z) ≤ Cκr for a small κ. Then −∂rGz ≥ c/rn−1,
and so
−u(z) + λk
ˆ
Bρ(ξ)
Gz|uk| −
ˆ
∂Bρ(ξ)
u∂rGzdHn−1 ≥ −Cκr + c
rn−1
ˆ
∂Bρ(ξ)
|uk|dHn−1 ≥ cr
by choosing κ small enough. We used here that u ≥ cρ on a region of area cρn−1 of ∂Bρ(ξ)
for any ρ.
On the other hand, the measure △|uk|+λk|uk|dLn is supported outside of {uk 6= 0}, and
hence outside of a ball Bcκr(z). Outside of this ball Gz ≤ C(κr)2−n, and henceˆ
Bρ(ξ)
Gz[d△|uk|+ λk|uk|dLn] ≤ Cr2−n
ˆ
Bρ(ξ)\Bcκρ(z)
[d△|uk|+ λk|uk|dLn] ≤ Cr2−nν(Br).
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Combining, this gives the lower bound.
We now show the conclusion of the lemma. Set Vr = {x : d(x, ∂Ω) < r}. Take a cover of
∂Ω by balls Br(xi), with r < r0 fixed, where no more than C(n) balls overlap. Then if there
are Mr balls in this cover,
Mrr
n−1 ≤ C
Mr∑
i=1
ν(Br(xi)) ≤ C(n)ν(
⋃
i
Br(xi)) ≤ C(n)ν(Vr).
On the other hand, Vr ⊆ ∪iB2r(xi), so
ν(Vr) ≤
Mr∑
i=1
ν(B2r(xi)) ≤ CMrrn−1.
Applying this second estimate with r0, and using that Mr0 is universally bounded from
Corollary 2.2, we have Mrr
n−1 ≤ C. Finally,
|Vr| ≤
M∑
i=1
|B2r(xi)| ≤ CMrrn ≤ Cr
for any r < r0.
The local bound may be proved in the same way, now using ν(BR ∩Vr) ≤ CRn−1 for the
upper estimate. 
In the following lemma, a priori the constants may depend on non-universal quantities.
It should be thought of, at first, as a qualitative property. We will later show that for η
small, the constants are actually universal.
Let
u¯ =
N∑
i=1
|uk|;
this is a Lipschitz function with cd(x, ∂Ω) ≤ u¯ ≤ Cd(x, ∂Ω), and−△u¯ ≤ λN u¯. If a minimizer
Ω has several connected components, the first eigenvalue of each of them must number among
λ1(Ω), . . . , λN(Ω), and we may select a basis of eigenfunctions so that for each component V ,
one of the uk is nonnegative, supported on V , and is the first eigenfunction of V (extended
by 0). This special eigenfunction will be denoted uV , with eigenvalue λV .
Lemma 2.5. There is a universal constant r0 such that the following holds: Let V be a
connected component of a minimizer Ω and uV be the special eigenfunction as above. Then
the value
AV =
r0
infx∈V :u¯=r0 uV
<∞,
and there is a constant A = A(AV ) such that u¯ ≤ AuV on V . As a consequence, for any
x ∈ ∂V and r < r0,
δ <
|Br(x) ∩ Ω|
|Br| < 1− δ
and
δ <
Hn−1(Br(x) ∩ ∂Ω)
Hn−1(∂Br) < δ
−1.
Here δ = δ(maxV AV ).
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Proof. First, we note that maxuV is bounded from below by a universal constant c∗. Indeed,
1 =
ˆ
V
u2V ≤ |V |maxu2V ≤ Cmaxu2V .
For an r0 to be determined shortly, let
AV =
r0
infx∈V :u¯=r0 uV
.
Provided r0 < c∗, this is a well-defined quantity. Set v0 = AV uV − u¯; this function satisfies
−△v0 ≥ AV λV uV − λN |u|. Finally, let Vr = {x ∈ V : 0 < u¯(x) < r}, which has volume
|Vr| ≤ Cr by Lemma 2.4.
On ∂Vr0 , v0 ≥ 0 by construction. Moreover, on Vr0 we have −△v ≥ −Cr0. Applying the
Cabre´ maximum principle [7], this gives
− inf
Vr0
v0 ≤ Cr0|Vr0|1/n ≤ C∗r1+1/n0 ,
where C∗ is a universal constant. In particular, on Vr0 \ Vr0/2 we have
r0
2
≤ u¯ ≤ AV uV + C∗r1+1/n0 .
Choose r0 so that r0 < (4C∗)1/n and set
Ak =
Ak−1
1− 2C∗
(
r0
2k−1
) 1
n
.
Defining vk = AkuV − u¯, we have just shown that if vk−1 ≥ 0 on {u¯ = 21−kr0}, then vk ≥ 0
on V21−kr0 \ V2−kr0 . Now,
logAk = logAV −
k∑
j=1
log(1− 2C∗
( r0
2k−1
) 1
n
) ≤ logAV + C
k∑
j=1
2−j/n ≤ C + logAV ,
so Ak ≤ CAV for all k. We thus have
u¯ ≤ AkuV ≤ CAV uV
on V21−kr0 \ V2−kr0 , and hence the whole of Vr0 .
We now discuss the remaining conclusions, setting x = 0. The lower bound on |Br ∩
Ω|/|Br| was already shown earlier in Corollary 2.2. For the upper bound, we use Ω′ = Ω∪Bs
as a competitor for Ω, with s < r to be chosen shortly. As Ω ⊆ Ω′, we have λk(Ω′) ≤ λk(Ω)
for every k. Now, among all of the components V which intersect Bs, select V∗ to be the
one with the lowest first eigenvalue λ1(V ). Let h be a function with the same trace as uV∗
on ∂Bs and harmonic on Bs, and w be the H
1 function given by
w =


uV∗ x ∈ V∗ \Bs
h x ∈ Bs
0 otherwise.
Using w as a competitor in the minimization formula for the first eigenvalue of the connected
component of Ω′ which contains Bs (denoted by λ′), we see that
λ′ ≤ λV∗ − [
ˆ
Bs
|∇uV∗|2 − |∇h|2] + Csn+2,
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where the final term is from bounding the error in normalization. It then follows from the
minimality of Ω that ˆ
Bs
|∇uV∗|2 − |∇h|2 ≤ C|Bs \ Ω|+ Csn+2.
Using the Poincare´ inequality,
1
s2
ˆ
Bs
|uV − h|2 ≤
ˆ
Bs
|∇uV −∇h|2 ≤ C|Bs \ Ω|+ Csn+2.
Now, there is a point z in Br where uV ≥ cA−1V∗ r (this is from the just-established claim and
Remark 2.3); we then must have |z| = s ≥ cr and ´
∂Bs
uV ≥ crn. Then h(0) ≥ cr, and
indeed h ≥ c/2r on a small ball Bκr. By contrast, u≤Cκr on that ball, and so
κnrn−2(
c
2
− κC)2r2 ≤ C|Br \ Ω|+ Crn+2.
Choosing κ so that the term in parentheses is positive and then r < r0 small enough, this
gives the bound.
The upper bound on Hn−1(Br ∩ ∂Ω) was already proved in Lemma 2.4, and the lower
bound is now a consequence of the relative isoperimetric inequality. 
One helpful consequence of the above lemma is that it implies that Hn−1(∂Ω \ ∂∗Ω) = 0,
where ∂∗Ω is the reduced boundary. From the argument in Lemma 2.4, we know that
νk = −△uk − λkuk is a measure supported on ∂Ω with |νk(Br)(x)| ≤ Crn−1 for all x ∈ ∂Ω
and r small enough. We now see that this implies that νk ≪ Hn−1 ∂Ω, and from the
Radon-Nikodym theorem and this estimate
νk = (uk)νdHn−1 ∂Ω
for some bounded Borel function (uk)ν .
We emphasized in the above proof that all constants depend only on universal quantities
and the values AV . Whether AV can be taken to be universal is unclear, and is related to the
question of whether there may be disconnected minimizers of some functional F satisfying
our hypotheses. However, at least when η is small enough, AV is a universal quantity. This
is the aim of the next series of lemmas.
Lemma 2.6. Let η = 0 and Ω be a minimizer. Then Ω is connected, and AΩ is universally
bounded.
Proof. We first show that Ω is connected. Indeed, assume not; then up to translating some
of the components (here we use that η = 0 and the functional is translation-invariant), we
may assume two components Ω1,Ω2 have a common boundary point at 0. Let v1, v2 be the
(nonnegative) first eigenfunctions for Ω1,Ω2 respectively, which we know satisfy supBr vi ≥
cAir for some domain-specific A
−1
i > 0, |∇vi| ≤ C, and cd(x, ∂Ωi) ≤ vi(x) ≤ Cd(x, ∂Ωi).
Taking the blow-up sequence
wri =
vi(r·)
r
,
we see that these converge locally uniformly on their positivity sets (along subsequences) to
a pair of harmonic functions w1, w2 enjoying the same three properties. Moreover, the sets
{wri > 0} converge in L1loc to {wi > 0}: if x ∈ {wi > 0}, then wri (x) > 0 for r large enough,
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and x ∈ {wri (x) > 0}. If x ∈ ¯{wi > 0}
C
, then wi(y) = 0 on a neighborhood Bs(x), and for r
large wri ≪ s on Bs(x); from the nondegeneracy property it follows that wri (x) = 0. Finally,
we have that on ∂{wi > 0}, wi is not differentiable: if ∇wi(x) = 0 for an x ∈ ∂{wi > 0},
this is a contradiction to the nondegeneracy property on sufficiently small balls around x,
while if |∇wi(x)| > 0, this will contradict the positivity of wi. Using that wi is Lipschitz
continuous and Rademacher’s theorem, we have |∂{wi > 0}| = 0, and so 1{wri>0} → 1{wi>0}
almost everywhere, and so in L1loc using the dominated convergence theorem.
This means the wi have disjoint support, and yet |Bs ∩ {w1 = w2 = 0}|/|Bs| > δ by
using Lemma 2.5. This, however, is in direct contradiction of the Alt-Caffarelli-Friedman
monotonicity formula: if
J(r) =
1
r4
ˆ
Br
|∇w1|2
|x|n−2
ˆ
Br
|∇w2|2
|x|n−2 ,
we have that J(r) ≤ J(1)rα → 0 (see [9, Corollary 12.4]). On the other hand,
1
r2
ˆ
Br
|∇w1|2
|x|n−2 ≥
1
rn
ˆ
Br
|∇w1|2 ≥ c 1
rn+2
ˆ
Br
w21 ≥ c,
and likewise for w2.
Next we show that AΩ is universally bounded. If this were not the case, we could produce
a sequence of minimizers Ωi and functionals Fi with increasing values Ai. As we know that
the diameters of Ωi are bounded universally, we may assume that after a translation the Ωi
all reside in some large ball BR. Extracting a subsequence, we may assume that λk(Ωi)→ λk,
and the eigenfunctions uik → uk uniformly. If we set Ω to be the union of the supports of
the uk, we have Ωi → Ω in the Hausdorff topology and in L1 (like in the argument above),
and the uk satisfy the equations −△uk = λkuk on Ω. Finally, take Fi → F uniformly for
some F ; this F will still have the same properties. For any fixed open set U , it is clear that
limFi(U) = F (U), so we must have
inf
Uopen
F (U) + |U | ≥ lim
i
inf
Uopen
Fi(U) + |U | = lim
i
Fi(Ωi) + |Ωi| = F (λ1, . . . , λN) + |Ω|.
On the other hand, λk(Ω) ≤ λk (simply using that uk are orthonormal eigenfunctions on Ω),
and so
inf
Uopen
F (U) + |U | ≤ F (Ω) + |Ω| ≤ F (λ1, . . . , λN) + |Ω|.
We conclude that Ω is a minimizer for F . Hence, Ω is connected. The argument above also
implies that λk = λk(Ω), and in particular u1 > 0 on Ω.
On the other hand, Ai → ∞. This means that on {|u¯i| = r0}, we have inf ui1 → 0; in
other words, there is a sequence xi → x ∈ Ω with ui1(xi)→ 0. It follows that u1(x) = 0, and
this is a contradiction. 
Recall that R0 is the radius on which g is supported.
Lemma 2.7. There is a constant η0 = η0(R0, λ, n,N) such that if η < η0, minimizers are
connected and A0 is uniformly bounded.
Proof. Assume for contradiction that one of the two conclusions fails. Then there is a
sequence of functionals Fη with η → 0 and minimizers Ωη which violate that conclusion.
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Arguing exactly as in the proof of Lemma 2.6, we have Fη → F uniformly, Ωη → Ω in
Hausdorff topology and in L1, λk(Ωη) → λk(Ω) for k = 1, . . . , N , and Ω is a minimizer for
F . Note that we have used that if a connected component of Ωη is outside of BR0 , we may
translate it, so that the diameters of Ωη remain bounded.
Say that the Ωη violated the first conclusion: they were disconnected. Then for infinitely
many η, there are two eigenfunctions uη1, u
η
k among the first N which have disjoint support.
However, by Lemma 2.6, Ω is connected, and so the support of their limits must overlap–this
is a contradiction.
If instead Aη →∞, we obtain a contradiction like in the proof of 2.6, as this implies that
u1 vanishes at some point in Ω. 
From now on, we will always assume that η < η0, so that the conclusions of Lemma 2.7
apply.
3. Blow-ups
Below, a minimizer has property S if λ1 < . . . < λN < λN+1, i.e. all of the eigenvalues
are simple. It has property E if
N∑
k=1
(uk)
2
ν(x)ξk = ξ0(x) Hn−1 − a.e. on ∂Ω
for some nonnegative constants {ξk}Nk=1 and ξ0(x) = f(x) − g(x), and some choice of or-
thonormal eigenfunctions uk. Note that it is possible to obtain a basis-independent version
of property E, which would read that given an orthonormal basis of eigenfunctions {uk}
there is a constant, symmetric, positive semidefinite matrix A such that
uTνAuν = ξ0(x),
where u is the vector of eigenfunctions, and moreover A is block diagonal with a block for
each distinct eigenvalue of Ω. The first form of property E is then recovered by apply-
ing the spectral theorem to each block; below, we will always elect to work with a set of
eigenfunctions uk which diagonalizes A.
Property E should be thought of as the stationarity condition for a minimizer. We will
shortly establish that property S implies property E, as in that case property E is exactly
the Euler-Lagrange equation of Ω with respect to domain variations. Later we show that
every minimizer satisfies property E (with constants ξk bounded from above and below); this
is a surprising finding, as in that case F need not be differentiable with respect to domain
variations, and so property E gives more refined information on the geometry of Ω. We do
not believe that all minimizers must satisfy property S.
Lemma 3.1. Let Ω be a minimizer. Then Property E is equivalent to the following fact: for
any vector field Υ supported on a ball Br(x), x ∈ ∂Ω, with ‖Υ‖C1(Rn;Rn) ≤ 1, let φt be the
corresponding family of diffeomorphisms
φt(x) = x+ tΥ(x)
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with |t| ≤ 1. Then if utk = uk ◦ φt,
(3.4)
∣∣∣∣∣
ˆ
Ω
∑
k
ξk|∇uk|2 + f − g −
ˆ
φ−1t (Ω)
∑
k
ξk|∇utk|2 + f − g
∣∣∣∣∣ ≤ C(t2 + tr2)rnmax |∇Υ|,
where C is universal.
Proof. Let us begin with a technical aside. Consider the functional
S : Υ 7→
ˆ
Ω
|∇uk|2 div Υ− 2∇uk∇Υ∇uk + 2λkukΥ∇uk
defined on compactly supported C1 vector fields Υ. Now, for any Υ supported away from ∂Ω,
it is easy to check by integrating by parts that S vanishes. For any Υ with one component
Υ1 ≥ 0, Υ2, . . . ,Υn = 0 take the functions
Υδ(x) = e1(max
y∈∂Ω
{Υ1(y)− |x− y|/δ})+,
which for δ < 1/max |∇Υ| coincide with Υ on ∂Ω and have |∇Υδ| ≤ 1/δ. We have then
that S(Υ) = S(Υδ), and (using the Minkowski content bound of Lemma 2.4)
|S(Υδ)| ≤ C
ˆ
d(x,∂Ω)<δmax |Υ|
|∇Υδ|+ |Υδ| ≤ Cmax |Υ|.
We may do this for the positive and negative parts of each component of Υ, giving |S(Υ)| ≤
Cmax |Υ| for any Υ by linearity. Applying the Riesz representation theorem, we learn that
S is represented by a vector-valued Borel measure s supported on ∂Ω. Another application
of the argument just made reveals that |s|(Br(x)) ≤ Crn−1 for each x ∈ ∂Ω, and hence s
admits a representation
s(E) =
ˆ
E∩∂Ω
gdHn−1.
We claim that the bounded density g is given by g = −(uk)2νν (where ν represents the
measure-theoretic outward normal at points in ∂∗Ω). It suffices to check this at each point
of the reduced boundary where 
Br(x)∩∂Ω
|g − g(x)|dHn−1 → 0
and  
Br(x)∩∂Ω
|(uk)ν − (uk)ν(x)|dHn−1 → 0.
At such a point, perform a blow-up along a subsequence ri ց 0
vi =
uk(x+ ri·)
ri
→ v,
with the convergence to a continuous v guaranteed by the Lipschitz bound on uk. As x ∈ ∂∗Ω,
we have that v vanishes on a half-space, is harmonic on the complementary half-space, and
has |∇v| ≤ C. It follows that in coordinates with en = ν, v = αx−n . Moreover, from the
distributional convergence of △vi → △v, we have that α = −(uk)ν(x).
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On the other hand, we have that for each vector field Υ,ˆ
(Ω−x)/ri
|∇vi|2 divΥ− 2∇vi∇Υ∇vi + 2λkr2i viΥ∇vi =
ˆ
(∂Ω−x)/ri
g(x+ ri·)ΥdHn−1.
Taking the limit on each side (using dominated convergence theorem) gives
ˆ
xn<0
|∇v|2 div Υ− 2∇v∇Υ∇v =
ˆ
xn=0
g(x)ΥdHn−1.
Entering our representation for v and integrating by parts gives g(x) = −(uk)2ν(x)en, as
claimed.
We return to the proof of the lemma. Note that under the assumptions made on Υ, we
have |Υ| ≤ r and φ−1t (x) = x outside B2r(x). Using the area formula,ˆ
φ−1t (Ω)
|∇utk|2 =
ˆ
Ω
|∇uk∇φt ◦ φ−1t |2| det∇φ−1t |.
Using ∇φt = I + t∇Υ and expanding in a Taylor series,∣∣∣∣∣
ˆ
φ−1t (Ω)
|∇utk|2 −
ˆ
Ω
|∇uk|2 + 2t∇uk∇Υ∇uk − t div Υ|∇uk|2
∣∣∣∣∣ ≤ Ct2rnmax |∇Υ|.
Now using our representation for S,∣∣∣∣∣
ˆ
φ−1t (Ω)
|∇utk|2 −
ˆ
∂∗Ω
(uk)
2
νΥνdHn−1 −
ˆ
Ω
|∇uk|2 + 2tλkukΥ∇uk
∣∣∣∣∣
=
∣∣∣∣∣
ˆ
φ−1t (Ω)
|∇utk|2 + S(u)−
ˆ
Ω
|∇uk|2 + 2tλkukΥ∇uk
∣∣∣∣∣
≤ Ct2rnmax |∇Υ|.
Similarly, using that Ω has finite perimeter,
|
ˆ
φ−1t (Ω)
f − g + t
ˆ
∂∗Ω
(f − g)ΥνdHn−1 −
ˆ
Ω
f − g|
= |
ˆ
Ω
[(f − g) ◦ φ−1t | det∇φ−1t | − (f − g)] + t
ˆ
Ω
div(f − g)Υ|
≤ Ct2rnmax |∇Υ|
Combining,
∣∣ ˆ
Ω
∑
k
ξk|∇uk|2 + f − g −
ˆ
φ−1t (Ω)
∑
k
ξk|∇utk|2 + f − g
+ t
ˆ
∂∗Ω
(
∑
k
ξk(uk)
2
ν − ξ0)ΥνdHn−1
∣∣
≤ C(t2 + r2t)rnmax |∇Υ|.
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If property E holds, the surface term vanishes, and so we have just established (3.4).
Conversely, say that (3.4) holds: then we have
|
ˆ
∂∗Ω
(
∑
k
ξk(uk)
2
ν − ξ0)ΥνdHn−1| ≤ C(t+ r2)rnmax |∇Υ|.
Taking t to 0,
|
ˆ
∂∗Ω
(
∑
k
ξk(uk)
2
ν − ξ0)ΥνdHn−1| ≤ Crn+2max |∇Υ|.
Assuming that at some x ∈ ∂∗Ω we have
max
k
 
∂Ω∩Br(x)
|(uk)ν − uk| → 0
and
|ξk −
∑
ξk(uk)
2
ν | > ε,
take q a nonnegative smooth function radial about x, supported on Br(x), is r/4 on Br/2,
and has |∇q| ≤ 1. Set Υ = νxq, and observe that for r sufficiently small, we have
|
ˆ
∂∗Ω
(
∑
k
ξk(uk)
2
ν − ξ0)ΥνdHn−1| ≥ cεrn.
On the other hand, the same quantity is bounded by Crn+2 by our estimate, which is a
contradiction for small enough r. 
Lemma 3.2. Let Ω be a minimizer, and 0 ∈ ∂Ω.
(1) Then the blow-up sequence {
uik(·) :=
uk(rj ·)
rj
}
admits a subsequence converging locally uniformly to functions {vk}, with v1 ≥ 0.
The vk are harmonic on {v1 > 0}, have |∇vk| ≤ C, and vanish on {v1 = 0}.
(2) If property E holds, then
N∑
k=1
(vk)
2
ν(x)ξk = ξ0(0) Hn−1 − a.e. on ∂{v1 > 0},
where (vk)ν is a Borel function for which △vk = −(vk)νdHn−1 ∂{v1 > 0}.
(3) If property S holds, then the vk are local minimizers of the functional
F∗({vk};E) =
N∑
k=1
ˆ
E
ξk|∇vk|2 + ξ0|E|,
where the constants ξk are given by ∂λkF (λ1, · · · , λN) and ξ0 = f(0) − g(0) (among
open sets E and collections vk of Lipschitz continuous functions which are supported
on E).
Proof. The first property is immediate from the Lipschitz estimate on uk and the lower bound
on u1. The second one can be checked using the equivalent characterization in Lemma 3.1,
which easily passes to the limit and implies (2) by the same argument as is used in the proof.
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For the final one take any competitor (E ′, v′k) with E
′ −E, v′k = vk outside BR. Set φ to be
a smooth radially increasing cutoff which vanishes on BR and is 1 on B2R, and w
i
k to be
wik = φu
i
k + (1− φ)v′k.
Let Ωi = ∪{wik > 0}, and use the dilated Ω˜i = Ωi/ri, w˜ik = riwik(·/ri) as a competitor for Ω.
These have ˆ
|∇w˜ik − uk|2 ≤ Crni
and ˆ
|w˜ik − uk|2 ≤ Crn+2i .
We then have that
λk(Ω˜
i) ≤ max
q=
∑k
j=1 αjw˜
i
j ,
∑k
j=1 α
2
j=1
´ |∇q|2´
q2
≤ max
αj
∑k
j=1
´
α2j |∇w˜ij|2 +
∑
l<j 2αjαl∇w˜ij · ∇w˜il
1− Crn+2i
.
Now, we have ˆ
|∇w˜ij|2 = λj(Ω) +
ˆ
|∇w˜ij|2 − |∇uj|2.
We thus have the right-hand side above is at most Crni away from
k∑
j=1
α2jλj(Ω).
Using property S, we see that for the maximal αj , we must have α
2
k ≥ 1−Crni , and α2j ≤ Crni
for j < k (the constant depends on λk − λj). Going back to the original form, we now have
(seeing as how only one term has no copies of αj , j < k) that
λk(Ω˜
i) ≤ λk(Ω) +
ˆ
|∇w˜ik|2 − |∇uk|2 + C(rn+2i + r3n/2i ).
We learn, then, that
F (Ω) +
ˆ
Ω
f +
ˆ
Ωc
g ≤ F (Ω˜i)
ˆ
Ω˜i
f +
ˆ
Ω˜i
g
≤ F (Ω) +
N∑
k=1
ξk
ˆ
|∇w˜ik|2 − |∇uk|2 + [f(0)− g(0)][|Ω˜i| − |Ω|] + o(rni ).
Here ξk are the partial derivatives as defined in the statement of the lemma. Rescaling and
passing to the limit (notice that all terms pass to the limit strongly) gives the conclusion. 
Remark 3.3. Let us examine what would have happened in (3) if we did not assume property
(S). For each λk, let Ek be the space of corresponding eigenfunctions for Ω, and m(k) the
smallest index for which λm(k) = λk. In fact, the computation would still be the same, except
we would find that
λk(Ω˜
i) ≤ λk(Ω) + min
A⊆Ek,k=dimA−1+m(k)
max
u∗∈A
ˆ
|∇w˜i[u∗]|2 − |∇u∗|2 + C(rn+2i + r3n/2i ),
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where if u =
∑
j βjuj, then w
i[u] =
∑
j βjw
i
j. In the limit, we would then get that {vk} (we
abuse the notation, saying that v ∈ A ⊆ Ek if it is given by v =
∑
j βjvj and u =
∑
j βjuj ∈
A) have the property that
∑
Ekdistinct
dimEk∑
j=1
min
A⊆Ek,dimA=j
max
v∈A
ξj+m(k)−1
ˆ
|∇v′[v]|2 − |∇v|2
≥ ξ0[|{v1 > 0} ∩BR| − |E ∩BR|]
for all competitors {v′k} with v′k−vk compactly supported on BR. Another way of writing the
term on the left is
∑
Ekdistinct
dimEk∑
j=1
ξj+m(k)−1µj({
ˆ
∇v′s · ∇v′t −∇vs∇vt}t,s=m(k),...,m(k)+dimEk−1),
where µj is the j− th smallest eigenvalue of the dimEk by dimEk matrix in the parentheses.
In all of the above, ξj = ∂λkF (λ1, · · · , λN), as in the last part of the lemma’s statement (they
are unrelated to constants from Property E, which we do not assume here).
Lemma 3.4. Property S implies property E with the constants ξk given by ∂λkF (λ1, · · · , λN).
Proof. We show that for every x ∈ ∂∗Ω, we have that the limit
lim
rց0
N∑
k=1
ξk
(
1
Hn−1(∂Ω ∩Br(x))
ˆ
Br(x)∩∂Ω
(uk)ν(x)dHn−1
)2
exists and equals ξ0(x). Once this is established, the conclusion follows from the Radon-
Nikodym theorem.
Set x = 0. Take any sequence rj ց 0; then passing to a further subsequence we have
that the blow-ups
uk,j(x) :=
uk(rjx)
rj
→ vk(x)
locally uniformly for Lipschitz functions vk. Moreover, we have ∂Ω/rk → ∂{v1 > 0} locally
in the Hausdorff sense, which implies that {v1 > 0} = {xn < 0} in a suitable coordinate
system. We also have (up to a further subsequence, using distributional convergence and
the fact that the limit measures vanish on ∂B1)
Hn−1(B1 ∩ Ω/rk)→Hn−1(B1 ∩ {xn = 0})
and
△uk,j(B1) + r2kλk
ˆ
B1
uk,j → △vk(B1).
The odd reflection of each of the vk across {xn = 0} is an entire harmonic function with
bounded gradient; it follows that it is affine and of the form vk = αkx
−
n . From the minimality
property of Lemma 3.2, it is simple to check (using domain variations) that
N∑
k=1
ξkα
2
k = ξ0(0).
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It follows that
N∑
k=1
ξk
(
△uk,j(B1) + r2kλk
ˆ
B1
uk,j
)2
→
N∑
k=1
ξk
ˆ
{xn=0}∩B1
α2k = ξ0(0)Hn−1(B1 ∩ {xn = 0}),
which gives
lim
rj
N∑
k=1
ξk
(
1
Hn−1(∂Ω ∩Brj )
ˆ
Brj∩∂Ω
(uk)νdHn−1
)2
= ξ0(0)
for a subsequence of every sequence. It follows that the limit exists. 
Remark 3.5. Continuing with Remark 3.3, we examine if we might learn something even
if property S is not known. Choose a point x ∈ ∂∗Ω to perform blow-ups, and deduce that in
this case too we have vk = αkx
−
n . Take any Ek, and notice that we can find an orthonormal
basis for Ek such that α
2
m(k) ≥ 0, and αj = 0 for j > m(k). Indeed, we have
T :Ek → R
u =
m(k)+dimEk−1∑
j=m(k)
βj 7→
∑
βjαj
is a linear map, and has a kernel of dimension at least dimEk − 1. Choose the maximum
number of the new basis vectors in this kernel, and the final one orthonormal to them.
Note that we are not assuming property E here, and the basis of eigenfunctions selected
in this way will have nothing to do with the basis used to write property E in diagonal form.
Indeed, unlike that basis, this one will depend on the point x and (a priori, at least) the
blow-up sequence being considered.
Let us examine what happens if the image of this map T is {0} along every blow-up
sequence at every x ∈ ∂∗Ω. Arguing as above, this implies that the eigenfunction w =
um(k) has the measure △w = 0 on ∂Ω; i.e. it satisfies the Neumann condition. This is a
contradiction: for example, from integration by parts,
0 =
ˆ
Ω
λku1w − λ1u1w
=
ˆ
Ω
w△u1 − u1△(w + 1)
=
ˆ
∂∗Ω
(w + 1)(u1)ν − u1wνdHn−1
= −λ1
ˆ
Ω
u1 6= 0.
Thus at least at some x ∈ ∂∗Ω, there is a blow-up sequence with αm(k) 6= 0.
Let us now consider a competitor where (on each distinct eigenspace Ek) only vm(k) is
modified to v′m(k) = vm(k)(x + tφ(x)en) (with φ a nonnegative compactly supported smooth
function ), and the others are left unchanged. The matrix in each term of the ”minimization
property” then takes the particularly simple formˆ
|∇v′m(k)|2 − |∇vm(k)|2δs,t=m(k) = O(t2)−
ˆ
{xn=0}
α2m(k)tφδs,t=m(k).
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Then we see that
−
∑
Ekdistinct
ξm(k)
ˆ
{xn=0}
α2m(k)tφ ≥ −ξ0
ˆ
{xn=0}
tφ+O(t2),
and sending tց 0shows ∑
Ekdistinct
ξm(k)α
2
m(k) ≤ ξ0.
On the other hand, using negative t gives∑
Ekdistinct
ξm(k)+dimEk−1α
2
m(k) ≥ ξ0.
In particular, if ξm(k) > ξm(k)+dimEk−1 for every Ek of dimension greater than one, and we
are considering a blow-up sequence where αm(k) 6= 0 for at least one such Ek, we obtain a
contradiction.
We have just shown the following: if F has the property that
∂λkF (λ1, · · · , λN) > ∂λk+1F (λ1, · · · , λN)
whenever λk = λk+1, then minimizers for F will always enjoy property S.
Lemma 3.6. Let {vk} be a blow-up limit as above, and assume that either {v1 > 0} contains
or is contained in {x · ν < 0}. Then there exists a (possibly different) blow-up limit {v˜k with
v˜k = αk(x · ν)− for constants αk with c ≤
∑N
i=1 α
2
i ≤ C. Assume, moreover, that property E
holds: then
N∑
i=1
ξiα
2
i = ξ0.
Proof. Denote by Ω∞ = {v1 > 0} and H = {x · ν < 0}. Then v1 is a nonnegative, globally
Lipschitz continuous harmonic function with v1 = 0 on ∂Ω∞, and satisfies maxBr(x) v1(x) ≥
cr for any x ∈ Ω∞.
We now observe that this implies that |Br∩(Ω∞△H)| = o(rn). For Ω∞ ⊆ H , this follows
from Lemma 11.17 in [9] applied to v1. In the case of H ⊆ Ω∞, we have from Remark 11.18
in [9] that v1 = αx
−
n + o(|x|) on H . Performing a second blow-up at the origin, the function
v∗ to which v1(r·)/r converges along a subsequence has the same properties as v, and in
addition vanishes on ∂H . This, the linear growth estimate on v1, and the positive density of
{v1 = 0} implies that v∗ = αx−n (see Lemma 12.8 in [9], for example). This, in turn, gives
that v1 = αx
−
n + o(|x|) near x (including outside of H). Together with the linear growth
estimate imply |Br ∩ (Ω∞ \H)| = o(rn)
Let rj be the sequence for which vj = lim uk(xrj)/rj := uk,rj . For each ρ < 1, we have
that |Bρ ∩ ({v1 > 0}△{u1,j > 0}| goes to 0. Thus for each i, we may find j(i) such that
j(i) ≥ j(i− 1) and for all j ≥ j(i)
|B2−l ∩ ({v1 > 0}△{u1,j > 0}| ≤ |B2−l |/i
for each l = 1, . . . , i. Then the sequence uk,rj(i)/i → v˜j, which inherits the property that
|B2i ∩ {v˜1 > 0}△H| = 0.
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As the functions v˜k are harmonic on H and vanish on ∂H , their odd reflections are entire
harmonic functions; combined with the Lipschitz bound and Liouville’s theorem this implies
the first conclusion.
The second conclusion is immediate from Lemma 3.2. 
Remark 3.7. A consequence of our main theorem is that if one blow-up is a half-plane, then
all of the blow-ups are unique, even without property S. Hence a posteriori, we could take
v˜k = vk in the above.
Lemma 3.8. Let Ω be a minimizer with 0 ∈ ∂Ω. Then for every ε > 0, there are δ, ρ
(depending on ε and universal quantities) such that if r < δ and
Br ∩ ∂Ω ⊆ {|x · ν| < δr} rν/2 /∈ Ω
for a unit vector ν, then there are numbers {αk} with c ≤
∑N
i=1 α
2
i ≤ C such that
sup
Bρr
|αk(x · ν)− − uk| ≤ ρrε.
Proof. We argue by contradiction. Assume that the conclusion fails; then (for any ρ ∈ (0, 1))
there is a sequence Fj of functionals and Ωj of Fj-minimizers, such that 0 ∈ ∂Ωj , along with
rj, δj ց 0 such that (choosing coordinates x = (x′, xn) and performing a rotation to make
νj = en, and (0,−rj/2) ∈ Ωj)
Brj ∩ ∂Ωj ⊆ {|xn| < δjrj},
but
sup
Bρrj
|αk(xn)− − uk,j|
rjρ
> ε.
for any choice of constants αk (it is clear from our universal upper and lower bounds on the
eigenfunctions that this is trivially the case if the condition c ≤∑Ni=1 α2k ≤ C is violated, for
universal c, C).
Consider then the functions vk,j(x) = uk,j(rkx)/rk. These are defined on B2, and have
|∇vk,j| ≤ C independently of j, while vk,j = 0 outside Ωk/rk. Passing to a subsequence, we
have that vk,j → vk uniformly on B¯1, and vk = 0 on B1 ∩ {xn ≥ 0. Furthermore, as λN(Ωk)
is universally bounded, we have for x ∈ B1 ∩ Ωk/rk
|△vk,j(x)| = rk|△uk,j(rkx)| ≤ Cr2k.
From this it follows that vk is harmonic on B1 ∩ {xn < 0}. Finally, we have that
sup
Bρ
|αk(xn)− − vk|
ρ
≥ ε
for every set of constants {αk}.
Now, let v˜k be the odd reflections of vk:
v˜k(x
′, xn) =
{
vk(x
′, xn) xn ≤ 0
vk(x
′,−xn) xn > 0.
These are harmonic functions on B1 which are bounded by a universal constant C, and so
admit the estimate
|v˜k(x)− x · ∇v˜k| ≤ C|x|2
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for x ∈ B1/2, with ∇v˜k = αken for some αk. If ρ < ε/C, we have arrived at a contradiction.

The next lemma, while requiring Property E, does not depend quantitatively on it.
Lemma 3.9. Let Ω be as in Lemma 3.8. If property E holds, then we may take the values
αk to satisfy
N∑
i=1
ξkα
2
k = f(0)− g(0)
The values δ, ρ remain universal.
Proof. Fix ε > 0. Take a minimizer Ω as stated, with
Br ∩ ∂Ω ⊆ {|x · ν| < δr}
for r < min{δ, r∗}, with δ = δ(ε∗) as in Lemma 3.8 for ε∗ < ε/2 and ρ∗ depending only on ε
and universal quantities and to be chosen shortly. Now extract the values αk given by that
lemma, and assume that
N∑
i=1
ξkα
2
k > ξ0 + ε/2.
We will now show this leads to a contradiction. The other inequality
N∑
i=1
ξkα
2
k < ξ0 − ε/2.
results in a contradiction by an analogous argument, and this will establish the conclusion.
From Lemma 3.8, we have that on Bρr,
|uk − αk(x · ν)−| ≤ ρrε∗.
First, we distinguish between indices A = {k : |αk| ≤ ε2N and B = {1, . . . , N} \ A. Note
that for ε small enough, B is nonempty. After switching the sign of some of the uk, we may
assume that for every k ∈ B, αk > ε/2N . Let wk(x) = uk(ρrx)/rρ be rescalings of the
eigenfunctions, which satisfy
|△wk| ≤ C(ρr)2 ≤ Cr2∗
on Ω ∩ B1. We have
(3.5) wk(x) ≥ αk(x · ν)− − ε∗ ≥ αk
(
(x · ν)− − 2N ε∗
ε
)
on B1 for each k.
Choose coordinates (x = (x′, xn) such that x ·ν = xn. Fix a smooth function ψ : Rn−1 →
[0, 1] with ψ(0) = 1 and ψ supported on B1/2, and |ψ| + |∇ψ| + |△2ψ| ≤ C∗. Let φt be
constructed as follows:
φt(x) = (1− 20Nε∗
ε
)(xn − tψ(x′))− − 3N ε∗
ε
− 10NC∗ε∗
ε
(xn − 10Nε∗
ε
)−(1− xn).
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Let us summarize the relevant properties of this family of functions. First, wk > αkφ0 on B1,
as φ0 is strictly smaller than the right-hand side of (3.5). Next, if t ≤ 10Nε∗ε and xn < −12
we have that
φt(x) < (1− 20Nε∗
ε
)[(xn)
− + t]− 2N ε∗
ε
≤ (xn)− − 20Nε∗
ε
t− 2N ε∗
ε
,
from which it follows that wk > αkφt on ∂B1. Still for t ≤ 10Nε∗ε , we have that
△φt ≥ −tC∗ + 20NC∗ ε∗
ε
≥ 10NC∗ ε∗
ε
on xn <
10Nε∗
ε
. For xn ≥ t, we easily see that αkφt < wk. When t = 10Nε∗ε , we have
φt(0, 2Nε/ε∗) = 5Nε∗/ε− O(ε2∗/ε2) > 0,
so αkφt > wk at that point. Finally, we have
∇φt = en +O(ε∗/ε).
Let t¯ be
t¯ = sup{t : wk > αkφt on B1 ∀k ∈ B}.
From the above observations, we have that t¯ ∈ (0, 10Nε∗
ε
). Take a point x ∈ {αkφt¯ = wk} for
some k ∈ B. By the discussion above, x /∈ ∂B1. Moreover, provided we take r2∗ < C(ε∗/ε)2,
x cannot lie in {w1 > 0}, for we would then have △(αkφt¯ − wk) > 0 at a local maximum.
If x /∈ ∂{w1 > 0}, we also run into a contradiction, as then wk ≡ 0 in a neighborhood of x,
while ∇φt¯(x) 6= 0. To summarize, we have discovered a point x ∈ ∂{w1 > 0} such that on a
small neighborhood of x, wk ≥ φαk for a smooth function φ with ∂νx = 1 + O(ε∗/ε), where
νx is the normal vector to {φ = 0} at x.
Now perform a blow-up of {wk} at x, as per Lemma 3.2. We have
wk(x+ s·
s
→ vk
along a subsequence, and vk(y) ≥ ∇φ(x) · y for k ∈ B. Applying Lemma 3.6 (and possibly
changing sequences), we learn that
ξ0 =
N∑
i=1
ξi|∇vi|2 ≥
∑
i∈B
ξiα
2
i ≥ ξ0 + ε/2− Cε∗/ε,
which gives a contradiction if Cε∗/ε2 is chosen small enough. 
4. Verifying Property E
In this section we show that minimizers of F satisfy property E, by some approximation
arguments. The regularity arguments to follow will only rely on the following properties:
Definition 4.1. For a natural number N , a constant Q > 1, positive numbers {ξk}Nk=1 with
|ξk| ≤ Q, and a Lipschitz function ξ0 with |∇ξ0| ≤ Q and |ξ0 − 1| ≤ Q−1, we say that an
open set Ω ⊆ B1 with 0 ∈ ∂Ω and a collection of functions {uk}Nk=1 are in Q(N,Q, {ξk}Nk=0)
if the following hold:
(1) The functions uk satisfy uk = 0 outside Ω and |∇uk| ≤ Q.
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(2) The functions uk satisfy
sup
Br(x),k
|uk| ≥ Q−1r
for every Br(x) ⊆ B1 with x ∈ Ω.
(3) On Ω, we have |△uk| ≤ Q.
(4) For every x ∈ B1 ∩ ∂Ω for which there is a ball Br(y) ⊆ Ω with {x} = ∂Br(y) ∩ ∂Ω,
and any βk ≥ 0 for which
|uk(z)| ≥ βk( y − x|x− y| · (z − x))
+ + o(|z − x|),
we have that
∑N
k=1 ξkβ
2
k ≤ ξ0(x)
(5) For every x ∈ B1∩∂Ω for which there is a ball Br(y) ⊆ B1\Ω with {x} = ∂Br(y)∩∂Ω,
and any βk ≥ 0 for which
|uk(z)| ≤ βk( y − x|x− y| · (z − x))
− + o(|z − x|),
we have that
∑N
k=1 ξkβ
2
k ≥ ξ0(x).
We say that (Ω, {uk}k = 1N) ∈ Q(N,Q) if there are {ξk}Nk=0 with the above properties for
which (Ω, {uk}k = 1N) ∈ Q(N,Q, {ξk}Nk=0).
Remark 4.1. Our results would be equally valid if ξ0 was merely Ho¨lder continuous, the
coefficients ξk depend in a Ho¨lder manner on x, and doubtless under other generalizations. As
we discuss below, however, the assumptions given already cover all of our desired applications.
Note that we do not even assume that uk is an eigenfunction (nor do we assume any of
the uk have a sign). It is elementary to check that for any element (Ω, {uk}) in Q(N,Q),
the dilates (Ω/r ∩ B1, {uk(r·)/r}) ⊆ Q(N,Q). By itself, this set of hypotheses will not be
particularly useful, however; we will usually wish to be in a flat configuration:
Definition 4.2. Let (Ω, {uk}) ⊆ Q(N,Q, {ξk}). Let the flatness f be given by
f = inf{ sup
B1∩Ω,k
|uk + αk(x · ν)| : ν ∈ Sn−1,
k∑
i=1
ξkα
2
k − ξ0(0)}.
Provided f < c(Q), ν/2 ∈ Ω, and ν/2 /∈ Ω, we have that for the optimal αk,
cQ−1 ≤
N∑
k=1
α2k ≤ CQ.
Such an element (Ω, {uk}) will be described as flat.
Let Ω be a minimizer which satisfies property E. Then take any x ∈ ∂Ω and r small
enough; we claim that B1 ∩ (Ω− x)/r and the rescaled eigenfunctions are in Q(N,Q, {ξk})
with Q universal. Indeed, the first three properties were established in Section 2, while the
last two are easy consequences of Lemma 3.6. Moreover, if x ∈ ∂∗Ω we also have that the
flatness goes to 0 with r, by Lemma 3.9, and so the configuration is flat.
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Now, take any functional F (Ω) = G(λ1(Ω), . . . , λN(Ω)) + |Ω| satisfying our original as-
sumptions, and let V be a minimizer of F . Set
Fp(Ω) = G(λ1, (
2∑
i=1
λpi )
1/p, . . . , (
N∑
i=1
λpi )
1/p)
+
ˆ
Ω
(1 + smax{d(x, V ), 1}) +
ˆ
Ωc
smax{d(x, V c), 1}.
Lemma 4.2. For s > 0 small and fixed and each p large enough, Fp admits (at least one)
bounded, open, connected minimizer Vp. Moreover, Vp → V in L1 and the Hausdorff sense.
If (for k ≤ N) vpk is an eigenfunction for Vp with eigenvalue λk(Vp), then vpk → vk uniformly,
with vk an eigenfunction for V with eigenvalue λk(V ).
Proof. Let
F∞(Ω) = F (Ω) +
ˆ
Ω
smax{d(x, V ), 1}+
ˆ
Ωc
smax{d(x, V c), 1},
and note that V is the unique minimizer of F∞ over open sets (it is a minimizer of the
first term and a unique minimizer of the second). Select an R large enough that V ⊆ BR.
Choose R0 = R + 1, and observe that Fp satisfy our standard assumptions uniformly in p
(with η = s): indeed, the partial derivative with respect to λk is given by
N∑
j=k
∂λjG(λ1, (
2∑
i=1
λpi )
1/p, . . . , (
N∑
i=1
λpi )
1/p)(
j∑
i=1
λpi )
1/p−1λp−1k .
Each of the terms is bounded uniformly in p and nonnegative, while the j = k term is
uniformly bounded from below. Fix s < η0, so that Lemma 2.7 applies.
By the results of [6], we may find a set V Sp which minimizes Fp over all quasiopen sets
contained in BS, with any S. We wish to show that there is a sequence of such minimizers
V Sp which remain in some fixed ball BR1 uniformly in S. If that were the case, we could pass
to the limit in the γ sense of [6], and obtain a minimizer of Fp over all quasiopen sets.
Note that if u¯S =
∑N
k=1 |uSk |, where uSk are the eigenfunctions of V Sp , then |uS| ≤ C =
C(λN(V
S
p )) uniformly bounded and △u¯S ≥ −u¯S2λN(V Sp ) ≥ −C. We fix r < r0 as in Lemma
2.1, and take any point x with |Br/8(x) ∩ V Sp | > 0; then supBr(x) |uSk | ≥ c0r, so there is some
y ∈ Br(x) with u¯S(y) ≥ c0r. Using the mean value property and the bound on u¯S gives
c0r ≤ u¯S(y) ≤
 
Br/2(y)
u¯S − Cr2 ≤ C |V
S
p ∩ Br/2(y)|
rn
− Cr2.
Then if r is small enough, the second term is reabsorbed, and we have
|V Sp ∩Br/2(y)| ≥ crn+1 ≥ c1.
It follows that there can only be |V Sp |/c1 (a number bounded uniformly in S) disjoint balls of
the type described; this means that up to a set of 0 Lebesgue measure, V Sp is contained in a
uniformly bounded number K of balls {BT (xi)}Ki=1, with fixed T . Removing this Lebesgue-
negligible portion of V Sp has no effect on the eigenvalues, so we may assume V
S
p is truly
contained in these balls. Finally, consider the connected components of ∪iBT (xi): if any of
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them lies outside of, say, BR0+2TK , we may translate it so that it at least intersects this ball
while preserving the minimality (here we use that Fp is translation-invariant outside of BR0).
This establishes the claim.
At this point, we have produced a minimizer Vp for the functional Fp. From the results
of Section 2, it follows that Vp is open, bounded, and connected, and that any basis of
eigenfunctions upk satisfies |∇upk| ≤ C as well as the nondegeneracy property of Lemma
2.1. From this, along a subsequence we have λk(Vp) → λk for some numbers λk, upk → uk
uniformly for some Lipschitz functions uk, and Vp → V∞ in L1 and the Hausdorff sense. Here
uk are supported on V∞, and satisfy −△uk = λkuk on that set.
For any fixed open set E we have Fp(E)→ F∞(E) as p→∞, so this gives
inf
E
F∞ ≥ lim
p
inf
E
Fp(E)
= lim
p
Fp(Vp)
= F (λ1, . . . , λN) +
ˆ
V∞
smax{d(x, V ), 1}+
ˆ
V c∞
smax{d(x, V c), 1}.
On the other hand, λk ≤ λk(V∞) (as the λk are eigenvalues, coming with corresponding
eigenfunctions), so
inf
E
F∞ ≤ F∞(V∞) ≤ F (λ1, . . . , λN) +
ˆ
V∞
smax{d(x, V ), 1}+
ˆ
V c∞
smax{d(x, V c), 1}.
From this it follows that V∞ is a minimizer of F∞, and λk = λk(V∞). By the uniqueness
of minimizers to F∞, this means V∞ = V . Finally, this argument may be applied to any
subsequence, which gives the convergence claimed. 
Lemma 4.3. The following hold for the Vp from above:
(1) Vp enjoys property S.
(2) Vp enjoys property E, with coefficients ξk,p = ∂λkFp(Vp) uniformly bounded in p.
(3) V satisfies property E, with ξ0 = 1 and
ξk = lim
p
ξk,p
along a subsequence of {p}.
To clarify the third conclusion, property E will hold with values {ξk} which are any limit
point of the collection {ξk,p}p; we do not show that there is a unique limit point.
Proof. To see that Vp has property S, let us compute the λk partial derivative of Fp. This is
given by:
N∑
j=k
∂λjG(λ1, (
2∑
i=1
λpi )
1/p, . . . , (
N∑
i=1
λpi )
1/p)(
j∑
i=1
λpi )
1/p−1λp−1k .
Assume that for some k, λk = λk+1. Then we clearly have
∂λkFp > ∂λk+1Fp,
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for the two expressions share N−k identical terms, but then ∂λkFp has one additional strictly
positive term. Applying Remark 3.5, we have that Vp satisfies property S. By Lemma 3.4,
we also have (2).
To show (3), apply the criterion (3.4) from Lemma 3.1; this is satisfied uniformly in p by
each Vp, and the inequality passes to the limit using the dominated convergence theorem. 
5. Harnack Inequality
We now prove an estimate near flat points of the free boundary. Estimates of this type
were introduced by [15] for the Alt-Caffarelli one-phase problem, and have since been used
in several related works [20, 19, 18, 17].
Lemma 5.1. There is a constant εH = εH(N.Q) > 0 such that for any ε < εH , flat
(Ω, {uk}) ∈ Q(N,Q) and nonnegative numbers {αk}Nk=1 and a ≤ b satisfying
(1)
∑N
i=1 α
2
kξk = ξ0.
(2) Either (A) αk[−xn + a] < uk < αk[−xn + b] and |△uk| ≤ ε2αk in Ω or (B) |uk| ≤ ε2
and |△uk| ≤ ε4 in Ω for each k.
(3) b− a ≤ ε.
(4) oscB1 ξ0 ≤ ε2.
we have that for some a′, b′ with a ≤ a′ ≤ b′ ≤ b,
αk[−xn + a′] < uk < αk[−xn + b′]
on B1/10 ∩Ω for every k for which alternative (A) held, and moreover b′− a′ < (1− γ)ε with
γ ∈ (0, 1) universal.
Proof. We categorize the indices k into either A (for which alternative (A) holds) and B (for
which (B) holds). The set A is nonempty, for otherwise we contradict the nondegeneracy
property; indeed, α2kξk ≥ Q−1 for at least one k (say without loss of generality for k = 1).
Note also that as 0 ∈ ∂Ω, we must have a < 0 < b, and in particular |a|, |b| ≤ ε. Set ε′ = b−a;
we may as well assume that ε′ ≥ ε/2, for otherwise the conclusion holds automatically with
γ = 1/2. We have that for k ∈ A, uk ≥ −αkε′.
We have that for every k ∈ A,
αk[−xn + a] ≤ uk ≤ αk[−xn + a + ε′]
in Ω. Set z = (0,−1/5) (we use the notation x = (x′, xn)); let us first consider the case of
α1(a+ ε
′/2− zn) ≤ u1(z).
The opposite case can then be treated analogously. From the Harnack inequality applied to
u1 − αk(a− xn)
αkε′
,
we have that u1 > αk(a+ c0ε+1/5) on {(x, x′) : xn = −1/5, |x′| ≤ 9/10} for some universal
c0.
We will require some barrier functions, which we construct now. First, let q : [0, 1]→ [0, 1]
be a smooth nonincreasing function with q = 1 on [0, 1/2] and q = 0 on [3/4.1]. Let
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q1 : [0, 1] → [−1.0] be a smooth nondecreasing function which is −1 on [0, 1/10] and 0 on
[3/20, 1]. Let Qs be the region
Qs = {(x′, xn) : |x′| ≤ 9
10
,−1/5 < xn < b+ [q(|x′|) + κq1(9/10− |x′|)]s}.
for a κ universal to be chosen shortly. We write ∂fQs for the part of ∂Qs where xn =
[q(|x′|) + κq1(9/10 − |x′|)]s. Note that Qs ⊆ B1 provided s < ε. Now set φs to be the
solution to the Dirichlet problem

△φs = ε2 x ∈ Qs
φs = −ε′ x ∈ ∂fQs
φs = −xn + a+ sκq1(−xn) ∈ ∂Qs \ ∂fQs.
Consider the function vs = φs − a + xn. We claim that for κ suitably small, we have that
vs ≥ c1s− C0ε2 on B1/10 ∩Qs, for all s. Indeed,set v±s to be the solutions to{
△v+s = ε2 x ∈ Qs
v+s = (xn − b)+ x ∈ ∂Qs
and 

△v−s = 0 x ∈ Qs
v−s = −(xn − b)− x ∈ ∂fQs
v−s = sκq1(−xn) x ∈ ∂Qs \ ∂fQs.
(The support of v+s on ∂
fQs is near the center, where |x′| ≤ 1/2, while the support of v−s is
near the sides, where |x′| ≥ 6/10). Then vs = v+s + v−s . Now, for v+s , we have v+s ≥ cs−Cε2
on B1/10 ∩ Qs. Indeed, for a harmonic function with the same boundary data as v+s , we
would have that it is nonnegative and at least s on a piece of the boundary ∂fQs ∩B1/2. It
follows that this harmonic function is bounded from below by cs on Qs ∩B1/10; meanwhile,
the solution the the Poisson problem{
△θs = ε2 x ∈ Qs
θs = 0 x ∈ ∂Qs
is bounded by Cε2. On the other hand, clearly |v−s | ≤ κs by the maximum principle, and so
selecting κ small enough, our original claim is valid.
Once we have chosen κ, we check that for any point y with |y′| = 9/10 and y ∈ ∂fQs, vs
is negative on Bρ(y) for ρ universal. Indeed, on B1/10(y)∩∂Qs, we have that vs = −κs, while
on ∂B1/10(y) ∩Qs, vs ≤ s by the maximum principle. Another application of the maximum
principle will then reveal that vs is less than an affine function which takes the value −κs
on y and is at least s on ∂B1/10 ∩Qs. We may find such an affine function whose negativity
set contains Bρ(y), uniformly in s.
Also, from standard estimates on vs, we have that |∇φs + en| ≤ C(s + ε2), with the
constant depending only on q, q1 and hence universal. From this we see that φs is strictly
decreasing in xn, and {φs = 0} can be expressed as a smooth graph (x′, τs(x′)). From the
above argument, we know that τ ≤ a for |x′| > 9/10 − ρ. Moreover, it follows that the
normal derivative (φs)ν , ν = −∇u/|∇u| along this graph satisfies
|(φs)ν + 1| ≤ C1(s+ ε2).
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Next, let ζs solve the Dirichlet problem

△ζs = 0 x ∈ Qs ∩ {φs > 0}
ζs = 0 x ∈ ∂({φs > 0}) \ {xn = −1/5}
ζs = c0εq(|x′|) x ∈ ∂Qs ∩ {xn = −1/5}.
It is straightforward to check using the Hopf lemma that for all s ∈ [0, ε), we have
(zs)ν ≤ −c2ε
for points with |x′| ≤ 9/10− ρ on {φs = 0}. We extend zs by 0 to Qs; note that this makes
it subharmonic on Qs.
Armed with these barriers, we now establish our main claim. By definition, we have that
uk > αk(−xn + a) > αkφ0 for each k ∈ A on Q0. Furthermore, from the maximum principle
we have u1 > α1(φ0 + ζ0). Let s¯ be the smallest s for which either uk = αkφs for some k
or u1 = α1(φs + ζs) on Qs, and assume s¯ < ε (if not, proceed to the next step). Let y be
a point at which one of the equalities above hold. Then y /∈ ∂Qs¯: on ∂Qs¯ \ ∂fQs¯ we have
φs¯ ≤ φ0 and ζs¯ = ζ0, and the inequality was strict at s = 0. Meanwhile on ∂fQs¯ φs¯ = −e′,
and uk > αkε
′.
We may also dispense with the case of y ∈ Ω, for |△uk| < ε2αk, while △αkφs¯ = ε2αk
and △zs¯ ≥ 0. The same argument applies if y /∈ ∂Ω. As y ∈ ∂Ω, we have uk(y) = φs¯(y) =
ζs¯(y) = 0, so there is equality in every one of the inequalities. From the properties of the
barrier, this implies that |y′| ≤ 1− ρ. Set ν = −∇φs¯/|∇φs¯|. Now, for each k ∈ A, we have
uk(z) ≥ αkφs¯(z) ≥ αk(y − z) · ν(1− C1(s¯+ ε2)) + o(|z − y|)
on any non-tangential cone contained in {φk > 0}. For k = 1, we have the stronger inequality
u1(z) ≥ α1(φs¯(z) + ζs¯(z)) ≥ α1(y − z) · ν(1 − C1(s¯+ ε2) + c2ε) + o(|z − y|).
Applying the definition of Q (with βk = 0 for k ∈ B), we learn that
2α21ξ1(c2ε)(1− C1(s¯+ ε2)) +
∑
k∈A
ξkα
2
k(1− C1(s¯+ ε2))2 ≤ ξ0(y).
Reorganizing and using assumptions (1) and (4),
CQ−1(c2ε)(1− C1(s¯+ ε2)) + [ξ0(0)− Cε4](1− C1(s¯+ ε2))2 ≤ ξ0(0) + ε2.
Reabsorbing terms higher order in ε,
c2ε ≤ C(C1 + 1)(s¯+ ε2).
We see that provided εH is small enough, this gives s¯ ≥ c3ε.
Recall that φs ≥ −xn+a+c1s−C0ε2 on B1/10∩Qs. It follows that uk ≥ αk(−xn+a+c4ε)
on this set for each k ∈ A. Now, Qs contains Ω ∩ B1/10 ∩ {xn < b} ∩ B1/10 so we have our
conclusion with a′ = a+ c4ε and b′ = b.
Let us briefly explain how to proceed if the opposite inequality holds,
α1(a + ε
′/2− zn) > u1(z).
The argument is essentially the same, using analogous barrier constructions. Once a contact
point y is identified, a comparison argument can be used to show that uk(z) ≤ Cε2d(y, z) on
a non-tangential region near y for k ∈ B, so this contributes negligibly to the free boundary
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condition. A similar argument excludes the possibility that (uk)ν is large and positive for
some k ∈ A. 
The purpose of the previous lemma is the following estimate:
Corollary 5.2. There are universal constants C1, ε1, σ > 0 such that the following holds: if
(Ω, {uk}) ∈ Q(N,Q) is flat and there are nonnegative numbers {αk}Nk=1 and a ≤ b satisfying
for ε < ε1
(1)
∑N
i=1 α
2
kξk = ξ0.
(2) Either (A) αk[−xn + a] < uk < αk[−xn + b] and |△uk| ≤ ε2αk in Ω or (B) |uk| ≤ ε2
and |△uk| ≤ ε4 in Ω for each k.
(3) b− a ≤ ε.
(4) oscB1 ξ0 ≤ ε2,
then for any x, y ∈ B1/2 ∩ Ω¯ with |x− y| ≥ ε/ε1 and k such that (A) holds, we have
|vk(x)− vk(y)| ≤ C1|x− y|σ,
where
vk(z) =
uk(z) + αkzn
αkε
.
Proof. Assume first that x ∈ ∂Ω, and set ε1 = εH/2. Then applying Lemma 5.1 iteratively,
we obtain that on B10−i/2(x),
αk[= (z − x)n + ai] ≤ uk ≤ αk[−(z − x)n + bi]
with bi − ai ≤ 2(1− γ)iε, provided that 2 · 10iε ≤ εH . We may rewrite
vk(x)− vk(y) = αk[xn − yn]− uk(y)
αkε
,
and from the above inequality with i such that 10−i−1/2 ≤ |x− y| ≤ 10−i/2, we learn that
|vk(x)− vk(y)| ≤ αk(bi − ai)
αkε
≤ 2(1− γ)i ≤ C|x− y|σ.
Note that the assumption that |x− y| ≥ ε/ε1 ensures that 2 · 10iε ≤ εH .
If neither of x, y are in ∂Ω, but either d(x, ∂Ω) or d(y, ∂Ω) is less than 2|x− y| (say that
d(x, ∂Ω) ≤ d(y, ∂Ω)), find a z ∈ ∂Ω with |x−z| ≤ 4|x−y| and yet min{|x−z|, |y−z|} ≥ |x−y|.
To see that such a z exists, consider the annulusW = {w : |x−y| ≤ |x−w| ≤ 4|x−y|}. From
the assumptions, the free boundary is contained in the strip {a < xn < b} of thickness at most
ε, and projects surjectively onto the plane {xn = 0}. On the other hand, |x−y| ≥ ε/ε1 ≫ ε,
and so (provided ε1 is small) W ∩ ∂Ω is a set of diameter at least 4|x− y|. Within this set
we choose any point z outside of B|x−y|(y). Then from the triangle inequality,
|vk(x)− vk(y)| ≤ |vk(x)− vk(z)|+ |vk(z)− vk(y)| ≤ C|x− y|σ.
Finally, we have the case that both d(x, ∂Ω) and d(y, ∂Ω) are at least 2|x − y|. Select
r = d(x, ∂Ω); then we have that
osc
Br(x)
vk ≤ Crσ.
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Moreover, vk satisfies |△vk| ≤ ε on Br(x), so a standard estimate for the Laplace equation
gives
|vk(x)− vk(y)| ≤ C |x− y|
r
[rσ + r2ε] ≤ C|x− y|σ.

6. Flatness Improvement
We now show that if all of the uk are either close to a nontrivial one-dimensional profile
or extremely small, then on a smaller ball, those uk in the first category are even closer to
some (slightly modified) profile. In the next section, we will deal with the propagation of
smallness for the other uk.
Theorem 6.1. There is a universal constant C2 such that for every ρ < ρ0 there is an
εF (ρ) > 0 for which the following holds: if (Ω, {uk}) ∈ Q(N,Q) is flat and there are non-
negative numbers {αk}Nk=1 satisfying for ε < εF
(1)
∑N
i=1 α
2
kξk = ξ0(0).
(2) Either (A) αk[−xn − ε] < uk < αk[−xn + ε] and |△uk| ≤ ε2αk in Ω or (B) |uk| ≤ ε2
and |△uk| ≤ ε4 in Ω for each k.
(3) oscB1 ξ0 ≤ ε2,
then there are numbers {α′k} also satisfying (1) and a direction ν such that for each k for
which (A) holds,
α′k[−x · ν −
ρε
2
] < uk < α
′
k[−x · ν +
ρε
2
] in Ω ∩Bρ,
and |ν − en| ≤ C2ε, |αk − α′k| ≤ C2αkε.
Proof. I: Compactness We argue by contradiction. If the conclusion fails for some ρ < ρ0,
we may find a sequence (Ωi, {uik}) and εi ց 0 satisfying (1)-(3) but not the conclusion. Up to
passing to a subsequence and rearranging, we may assume that for all i, k = 1, . . . ,M satisfy
(A) and k = M + 1, . . . , N satisfy (B), with 1 ≤ M ≤ N . Again passing to a subsequence,
we may further assume that αik → αk ≥ 0 for each k, with αk = 0 for k > M . We may also
assume that ξik → ξk constant, and from (1)
N∑
i=1
α2kξk =
M∑
i=1
α2kξk = ξ0.
In particular, α2kξk ≥ Q−1 for some k, say k = 1.
For each k = 1, . . . ,M , set vik to be
vik(x) =
uik(x) + α
i
kxn
αikε
i
.
From (2), we know that vik ∈ (−1, 1) on Ω¯i. We also have Ω¯i → B¯−1 = {x ∈ B1 : xn ≤ 0}
in Hausdorff distance, and the graph of vik over Ω¯
i converges to a relatively closed set Kk ⊆
B¯−1 × [−1, 1] in Hausdorff distance. Applying Corollary 5.2, we see that for i large,
|vik(x)− vik(y)| ≤ C|x− y|σ
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for all x, y ∈ B1/2 ∩ Ω¯i with |x− y| ≥ εi/ε1. Passing to the limit, it follows that Kk is in fact
the graph of a Ho¨lder continuous function vk on B¯
−
1/2. Furthermore, we have that
|△vik| ≤ εi
on Ωi, so vik → vk locally uniformly on the open set B−1/2, and the vk are harmonic there.
Note also that as 0 ∈ ∂Ωi for each i, we have vik(0) = vk(0) = 0.
We now study the vk near the boundary H = {x ∈ B1/2 : xn = 0}. First of all, take any
x ∈ H and xi ∈ ∂Ω with xi → x. we have that vik(xi) → vk(x) from the discussion above.
As uik(x
i) = 0, though, we see that vik(x
i) = vi1(x
i) for each k. We thus obtain the M − 1
distinct relations
vk = v1 on H.
We now seek one additional boundary condition on H which will imply that the vk solve
a well-posed boundary value problem. Indeed, set h = ξ−10
∑M
i=1 α
2
kξkvk; we claim that h
satisfies the Neumann condition ∂nh = 0 on H . We will check this condition in the viscosity
sense: for each z ∈ H , ρ sufficiently small, and φ(x) = a+qxn+σ1x2n+σ2[(n−1)x2n−|x′−z′|2]
(with σ1, σ2 > 0), a = φ(z) = h(z), and φ < h on B¯
−
ρ (z) \ {z}, we must establish that q ≥ 0
(and also the analogous property for functions touching h from above, which will follow
similarly).
II: Neumann Condition Let φ, z, and ρ be fixed as above, and yet q < 0. We begin
by studying the functions vk − h, which are harmonic on B−1 and vanish on H . This means
they are C2 on the closed half-ball, and in particular admit the Taylor expansion
(vk − h)(y) = qkyn +O(|y − z|2)
on B+ρ (z). Then, up to replacing q by q/2, increasing σ2, and decreasing ρ, we have that for
every k, vk ≥ qkyn + φ on B¯−ρ (z) with equality only at z.
Next, let ωi bound the distance between the graphs of vik and vk (noting that ω
i → 0).
In particular, this means that
vik ≥ qkyn + φ− ωi
for each k ≤M on Ωi ∩ B−ρ (z). For a constant C depending on φ, we still have
vik ≥ qkyn + φ− Cωi
on Ωi ∩ Bρ(z). Rewriting, this implies
uik(y) ≥ αik(−1 + qkεi)yn + αikεiφ− Cαikεiωi.
We then also have
uik(y) > α
i
k(1− qkεi)[−yn + εiφ− C0εi(ωi + εi)]
(where C0 is a larger constant depending on φ).
Set φit to be
φit = −yn + εiφ+ tεi(ωi + εi).
For t = −C0, we have that uik > αik(1 − qkεi)φit on Bρ(z) ∩ Ωi. However, when t > 2 and
εiqk ≪ 1, we have (from the definition of ωi) that uk(z) < αik(1 − qkεi)φit. Let t∗ be the
largest t for which (for all k)
uik ≥ αik(1− qkεi)φit k = 1, . . . ,M1; y ∈ Bρ(z),
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and assume that we have equality at a point x ∈ B¯ρ(z) for some index k. Let us check that
x must lie in the interior of Bρ(z), at least for large i. Indeed, we have that vk ≥ η+φ+ qkyk
for some η > 0, on ∂B−ρ (z). Hence on ∂Bρ(z) ∩ Ω¯i, we have
uik ≥ αik(1− qkεi)[−yn + εiφ− C0εi(ωi + εi) + εiη].
For large i, η > (t+ C0)(ω
i + εi) for the entire range of t considered, and so
uik > α
i
k(1− qkεi)[−yn + εiφ− tεi(ωi + εi)]
on ∂Bρ(z). Hence x ∈ Bρ(z). Furthermore, we have that
△αik(1− qkεi)φit ≥
1
2
αikσ1ε
i
while by assumption
|△uik| ≤ αik(εi)2.
This means x cannot lie in Ωi (or in the complement of Ω¯i), and so must be in the free bound-
ary ∂Ωi. Then notice that we have equality at x for every k = 1, . . . ,M , as both sides are 0
there. The normal derivative ∂νφ
i
t(x) = −|∇φit(x)| in the direction ν = −∇φit(x)/|∇φit(x)|
has |∂νφit(x)− (−1 + εiq)| ≤ Cεiρ (here C depends on σ1, σ2). Up to selecting ρ smaller in
terms of φ, this gives ∂νφ
i
t(x) ≤ −1 + εi/2q (recall that we are assuming for contradiction
that q < 0).
Applying the definition of Q with βi = αik(1− qkεi)| − 1 + εiq/2| for k ≤ M and βk = 0
otherwise, we see that∑
k
= 1Mξik(α
i
k)
2[1− 2εiqk − εiq] ≤ ξi0 + C(εi)2;
all terms with (εi)2 were moved to the right and combined. Using the definition of M , this
is equivalent to
∑
k
= 1Mξik(α
i
k)
2[1− 2εiqk − εiq] +
N∑
k=M+1
ξik(α
i
k)
2 ≤ ξi0 + C(εi)2,
and so ∑
k
= 1Mξik(α
i
k)
2[−2qk − q] ≤ Cεi.
Now take the limit in i, to get ∑
k
= 1Mξkα
2
k[−2qk − q] ≤ 0.
From the definition of h and qk, we easily see that
M∑
k=1
ξkα
2
kqk = 0,
which implies that q ≥ 0, contradicting our assumption. The other viscosity inequality may
be verified similarly.
III: Conclusion We have just shown that h satisfies the Neumann condition on H in
the viscosity sense. In addition, each vk has |vk| ≤ 1 on B−1/2, and so |h| ≤ 1 as well. It
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follows that h is actually a classical solution (see [15]), and that h is C2 on B¯−3/8 with an
estimate
‖h‖C2(B¯−
3/8
) ≤ C = C(n).
Recalling that vk − h is harmonic, bounded by 2, and vanishes on H , we have the standard
estimate for the Dirichlet problem:
‖vk‖C2(B¯−
1/4
) ≤ C = C(n).
In particular, it follows that vk admits the Taylor expansion
vk(x) = vk(0) +∇vk(0) · x+O(|x|2) = pkxn + τ · x′ +O(|x|2),
(recalling that vk(0) = 0). The lack of subscript on τ is very much intentional: as vk−v1 = 0
on H , we have that all of the tangential derivatives of the vk are identical. Using the
Neumann condition on h, we see that
M∑
k=1
ξkα
2
kpk = ∂nh = 0.
Let ωi bound the Hausdorff distance between the graphs of vik and vk for all k = 1, . . . ,M ,
as well as maxk |ξkα2k − ξik(αik)2|; we have that ωi → 0. Then on Ωi ∩B−1/4, we have that
|vik − vk| ≤ ωi,
and so
|vik(x)− pkxn − τ · x′| ≤ ωi + C|x|2.
This implies that
|vik(x)− pkxn − τ · x′| ≤ C(ωi + |x|2)
on B1/4 ∩ Ωi: indeed, for any x ∈ B+1/4 ∩ Ωi, we have that
inf
y∈B−
1/4
|vik(x)− vk(y)|+ |x− y| ≤ Cωi,
while
|vk(y)− pkxn − τ · x′| ≤ C|x− y|+ C|y|2.
Combining implies the inequality above.
Rewriting, we have
|uik(x) + αik(xn − εipkxn − εiτ · x′)| ≤ Cαikεi(ωi + |x|2).
Up to an additional error term of order (εi)2, this may be rewritten as
|uik(x) + αik(1− εipk)(xn − εiτ · x′)| ≤ Cαikεi(ωi + εi + |x|2).
Set ν = (−εiτ, 1)/|(−εiτ, 1)|; then we have |ν − en| ≤ C(n)εi and |ν − (−εi, τ)| ≤ C(n)εi.
As this means that |xn − εiτ · x′ − x · ν| ≤ Cεi|x| ≤ C((εi)2 + |x|2), our estimate gives
|uik(x) + αik(1− εipk)x · ν| ≤ Cαikεi(ωi + εi + |x|2).
REGULARITY FOR SHAPE OPTIMIZERS: THE NONDEGENERATE CASE 35
Define αi,∗k = α
i
k(1 − εipk) for k = 2, . . . ,M , αi,∗K = αik for k > M , and αi,∗,t1 = αi1(1 −
εip1 + t). Then
ξi1(α
1,∗,t
k )
2 +
N∑
i=2
(αi,∗k )
2ξik
=
M∑
k=1
ξik(α
i
k)
2[1− 2εipk + (εipk)2] +
N∑
k=M+1
ξik(α
i
k)
2 + ξi1(α
i
1)
2t(2− 2εip1 + t)
= ξi0 +
M∑
k=1
ξik(α
i
k)
2[−2εipk + (εipk)2] + ξi1(αi1)2t(2− 2εip1 + t)
= ξi0 + S + ξ
i
1(α
i
1)
2t(2− 2εip1 + t).
Let us show that S is small. Indeed, we know that
|
M∑
k=1
ξik(α
i
k)
2pk| = |
M∑
k=1
[ξik(α
i
k)
2 − ξkα2k]pk| ≤ Cωi.
It follows that
|S| ≤ Cεiωi.
Recall that both ξi1 and α
i
1 are bounded above and below by universal constants; it follows
that we may select a t with |t| ≤ Cεiωi such that
ξi1(α
i
1)
2t(2− 2εip1 + t) = −S.
We name αi,∗1 = α
i,∗,t
1 for this t.
Our previous estimate may now be written as
|uik(x) + αi,∗k x · ν| ≤ C∗αi,∗k εi(ωi + εi + |x|2),
where ν is a unit vector with |ν− en| ≤ C2εi, while the αi,∗k satisfy (1) and have |αi,∗k −αik| ≤
C2α
i
kε
i (the constants C2, C∗ are universal). Now select ρ0 < 1/4 so that ρ0C∗ < 1/8, and
then i so large that C∗(ωi + εi) < ρ/8; we have shown that
|uik(x) + αi,∗k x · ν| ≤ ρ/4αi,∗k εi,
on Bρ ∩ Ωi, which implies the theorem. 
7. Iteration Procedure
We begin with a lemma about solutions to a Poisson equation.
Lemma 7.1. There exists ρD small such that for any ρ < ρD, there is an εD(ρ) such that for
any ε < εD the following holds: let Ω be an open subset of B1 with 0 ∈ ∂Ω, ∂Ω ⊆ {|xn| ≤ ε},
and (0,−1/2) ∈ Ω. Let v be a continuous function on Ω, vanishing on ∂Ω, and satisfying
|v| ≤ 1 and |△v| ≤ ε2. Assume that for some x0 ∈ Bρ, v(x0) ≥ 14ρ. Then there is an α with
cD ≤ α ≤ CD such that on B√ε, we have that
|v(y) + αyn| ≤ CDε.
The constants may depend on ρ and universal quantities.
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Proof. We will always assume that εD ≪ ρ2. First, by comparison with a function q1 solving
the Dirichlet problem 

△q1 = −ε2 on {x ∈ B1 : xn < ε}
q1 = 0 on {x ∈ B1 : xn = ε}
q1 = 1 on {x ∈ ∂B1 : xn < ε},
we have that |v| ≤ C(xn − ε)− on B1/2. One consequence is that (x0)n ≥ cρ, so that
Bcρ(x0) ⊆ Ω. Note that for any y ∈ B1/4 with yn < −2ε, we have B|yn|/2(y) ⊆ Ω and that
|v| ≤ C|yn| on that ball, so from standard regularity this gives |∇v(y)| ≤ C. In particular,
|∇v| ≤ C on Bcρ(x0), and so v ≥ 1/8ρ on some smaller ball Bc0ρ(x0) (for convenience, we
assume c0 < 1).
Our first objective will be to show that for any δ > 0, there is a ρδ such that for ρ < ρδ, the
assumptions of the lemma imply that on B10ρ we have v ≥ −δρ. We argue by contradiction,
assuming that for some δ > 0 no such ρδ can be found. This means there exists a sequence
of functions vi and sets Ωi as in the lemma, with ρi → 0 (recall (εi)1/2 ≤ ri). Let ui be the
dilated functions
ui =
vi(ρi·)
ρi
,
defined on the ball B1/ρi . From the assumptions, |△ui| ≤ ρi(εi)2 on Ωi/ρi, and our first
estimate guarantees that |ui| ≤ C(xn − ε/ρi)− ≤ C(xn − ρi)−. On the other hand, we know
that at some point xi in B1, u
i ≥ 1/4, and at some point yi in B10, ui < −δ.
Along a subsequence, the functions ui converge locally uniformly on the half-space H =
{xn < 0} to a harmonic function u, which satisfies the estimate |u(x)| ≤ Cx−n . Applying
Liouville’s theorem to the extension of u by odd reflection, we see that u = axn for some
|a| ≤ C. We also, however, have that along a further subsequence xi → x∞ ∈ B1 ∩ H and
yi → y∞ ∈ B10 ∩H , and that u(x∞) ≥ 1/4 while u(y∞) ≤ −δ. This clearly contradicts our
expression for u.
Next, we solve several auxiliary Dirichlet problems. Let φ : [0,∞) → [0, 1] be a smooth
cutoff function which vanishes on [0, 2] and is 1 on [3,∞). The first is a harmonic function
q2 which satisfies

△q2 = 0 on U := (B10ρ ∩ {xn < ε}) \Bc0ρ(x0)
q2 = −2δρφ(|x′|/ρ) on B10ρ ∩ {xn = ε}
q2 = −2δρ on ∂B10ρ ∩ {xn < ε}q2 = 0 on ∂Bc0ρ(x0)
The main fact we need about q2 is that |∇q2| ≤ C2δ, uniformly in ρ, x0, and ε; this is easy
to see after dilating by a factor of ρ. Then we construct

△f = ε2 on U
f = 0 on ∂(B10ρ ∩ {xn < ε})
f = v on ∂Bc0ρ(x0),

△gt = −ε2 on U
gt = t on ∂(B10ρ ∩ {xn < ε})
gt = v on ∂Bc0ρ(x0),
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and 

△v∗ = 0 on U
v∗ = v on ∂(B10ρ ∩ {xn < ε})
v∗ = 0 on ∂Bc0ρ(x0).
For v∗, we have that |v∗| ≤ C(xn − ε)−, and in particular that |v∗| ≤ Cε on {|xn ≤ ε}.
Moreover, on Bcρ(0, ε) we have the Taylor expansion
|v∗(x)− a∗(xn − ε)−| ≤ C|x− (0, ε)|2,
where |a∗| ≤ C1.
For the function gt, we first choose a useful value for the parameter t ∈ [−ρ, 0]. To do so,
note that we have |∇gt| ≤ C uniformly in ε, ρ, x0, and t on the set {x ∈ B10ρ : xn ∈ (−cρ, ε)}
(for some universal c chosen so that this set does not intersect Bc0ρ). In particular, by
choosing t = −C∗ε we can ensure that on {x ∈ B10ρ : xn ∈ (−ε, ε)}, we have gt + v∗ ≤ 0.
Denote this function by g. Near (0, ε), this function admits the Taylor series
|g(x) + C∗ε− a−(xn − ε)−| ≤ C|x− (0, ε)|2
with c1 ≤ a− ≤ C1 , and all constants universal. The bounds on a− follow by noting that on
∂Bc0ρ, cρ ≤ v ≤ Cρ, and applying an appropriate comparison argument.
Likewise for f , we have the Taylor series
|f(x)− a+(xn − ε)−| ≤ C|x− (0, ε)|2
with c1 ≤ a+ ≤ C1.
At this point we fix δ so that C2δ (which bounds |∇q2|) is less than c1/2. Then we select
the corresponding ρδ as ρD, which ensures that v ≥ −δρ on B10ρ.
By the maximum principle, we have that g + q2 ≤ g + v∗ ≤ v ≤ f + v∗ on U . The first
of these implies that a∗ + a− ≥ −∂nq2(0, ε) + a− ≥ c1/2. Consider the difference g − f :
this has Laplacian bounded by 2ε2 on U , and is controlled by C∗ε on ∂U . It follows that
|∇(g − f)| ≤ Cε/ρ = Cε, and so in particular |a+ − a−| ≤ Cε. We then have
−C∗ε+ (a∗ + a−)(xn − ε)− − C|x− (0, ε)|2 ≤ v ≤ (a∗ + a+)(xn − ε)− + C|x− (0, ε)|2
on Bcρ(0, ε), which implies that
|v − (a∗ + a−)xn| ≤ Cε
on B√ε. 
We now prove our main regularity theorem.
Theorem 7.2. There is an εR > 0 such that for any flat (Ω, {uk}) ∈ Q(N,Q) with flatness
f < εR, oscB1 ξ0 ≤ εR, and |△uk| ≤ εR, we have that for some ν ∈ Sn−1, ∂Ω ∩ B1/2 is the
graph of a C1,α function γ : B1/2 ∩ {x · ν = 0} → R, with
‖γ‖C1,α ≤ C,
and α,C universal.
38 DENNIS KRIVENTSOV AND FANGHUA LIN
Proof. We will show that there is some unit vector ν such that for s < 1/4, Bs ∩ ∂Ω
is contained in the region |x · ν| ≤ Cs1+α. This implies the conclusion of the theorem
by standard arguments: applying to translates of Ω and letting νx be the normal vector
corresponding to x ∈ ∂Ω∩B1/2, we see that there is a unique x ∈ ∂Ω with a given orthogonal
projection x′ ∈ {x · ν0 = 0}, and that |νx − νy| ≤ C|x− y|σ.
To simplify statements, below we adopt the convention that when an inequality about
the functions uk or their derivatives is satisfied on a ball Br, we mean that it holds for any
x ∈ Br ∩ Ω.
Let ρ = min{ρ0, ρD, 116}, and select the corresponding εD, εF from Theorem 6.1 and
Lemma 7.1. Take the constants cD, CD as in Lemma 7.1, and assume CD/cD ≥ C ′ ≥ 2,
with C ′ to be chosen. Set εI = min{εD, εF}, and εR = 12(εIcND/CND )4·2
N ≪ εI . Set ω0 =(
εIc
N
D
CND
)2N
= (2εR)
1/4.
From the flatness assumption, we know there is a unit vector ν0 and numbers {α0k}
satisfying
N∑
i=1
(α0k)
2ξk = ξ0(0)
and |uk + α0kx · ν0| ≤ εR on Ω. We split the indices into two categories: either we have
the pair of inequalities (up to switching signs of those uk) |uk + α0kx · ν0| ≤ α0kω0 and
|△uk| ≤ α0kω20 (we say then that k ∈ A0) or not (so k ∈ B0). Note that if |α0k| ≥ 12ω20,
then k ∈ A0, so in particular A0 is nonempty. For the indices in B0, we instead have that
|uk| ≤ |α0k|+ εR < ω20/2 + ω40/2 < ω20. Set m0 = 0.
In particular, we have that for each k ∈ A0,
|uk + α0kx · ν0| ≤ α0kω0 ≤ α0kεI
and
|△uk| ≤ α0kω20 ≤ α0kε2I ,
while for each k ∈ B0,
|uk| < ω20 ≤ ε2I
and
|△uk| ≤ ω40 ≤ ε4I .
We will now iteratively construct a sequence of radii ri, numbers α
i
k, collections of indices
Ai,Bi, integers mi, and unit vectors νi. Let us assume as an inductive hypothesis the
following:
(1) We have Bi ⊆ Bi−1; if Bi = Bi−1 then mi = mi−1, and otherwise mi = mi−1 + 1.
(2) The numbers αik satisfy
N∑
k=1
ξk(α
i
k)
2 = ξ0(0).
(3) We have the following bounds on Bri for k ∈ Ai:
|uk + αikx · νi| ≤ αikriωi
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and
|△uk| ≤ αikω2i /ri
(4) We have the following bounds on Bri for k ∈ Bi:
|uk| < ω2i ri
and
|△uk| ≤ ω4i /ri.
(5) If mi = mi−1, then ωi ≤ ωi−1/2 and ri = ρri−1. If not, then ωi = CD/cD√ωi−1 and
ri = ri−1
√
ωi−1. In either case, ωi ≤ εI .
(6) We have |νi − νi−1| ≤ Cωi.
(7) In addition, ωi ≤ (eI(cD/CD)|Bi|)2|Bi| .
We will first show, by induction, that such a sequence may be constructed, and then explain
how this implies the original claim.
Assume that the first i elements of the sequence have been constructed. Then for every
k ∈ Bi, check whether the inequality
|uk| < ω2i /4ρri
holds on Bρri . First consider the case when it does. Then we set mi+1 = mi, Bi+1 = Bi,
ri+1 = ρri, and ωi+1 = ωi/2 (this guarantees (1), (5), and (7)). Then apply Theorem 6.1
to (Ω/ri, {uK(ri·)/ri}), using the fact that ωi ≤ εI . This gives a vector νi+1 and numbers
{ai+1k } satisfying (6) and (2) respectively, and in addition |αi+1k − αk| ≤ C|αk|ωi, for which
|uk + αi+1k x · νi+1| ≤ αi+1k ri+1ωi+1
on Bri+1 . To check the other inequality in (3), note that
|△uk| ≤ αikω2i /ri ≤ αik4ω2i+1/ri+1 ≤ αi+1k ω2i+1/ri+1,
using simply that ρ ≤ 1
16
. We already have the first inequality of (4) by assumption, while
for the second one,
|△uk| ≤ ω4i /ri ≤ ω4i+1/ri+1.
Now consider the case when for at least one k ∈ Bi, we have
|uk| ≥ ω2i /4ρri
on Bρri . Let Bi+1 contain all the k ∈ Bi for which we still have
|uk| < ω2i /4ρri
on Bρri . Set mi+1 = mi + 1, ρi+1 = ρi
√
ωi, ωi+1 = CD/cD
√
ωi, and νi+1 = νi. This means
(6) and (1) hold automatically. We also have (7):
ωi+1 ≤ CD
cD
(eI(cD/CD)
|Bi|)2
|Bi|−1 ≤ (eI(cD/CD)|Bi|−1)2|Bi|−1 ≤ (eI(cD/CD)|Bi+1|)2
|Bi+1|
,
and as this implies ωi+1 ≤ εI , we also have (5). Note that from the first part of (3) for i,
we have that ∂Ω ∩ Bri ⊆ {|x · νi| ≤ ωiri}. Then we apply Lemma 7.1 to (Ω/ri, uk(ri·)ω2i ri ) for
each k ∈ Bi \ Bi+1; this tells us that there is an αi+1k with cDω2i ≤ αi+1k ≤ CDω2i such that on
Bri+1, we have
|uk + αi+1k x · νi| ≤
CD
cD
αi+1k riωi = α
i+1
k ri+1ωi+1.
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In addition, we have
|△uk| ≤ ω4i /ri ≤ αi+1k /cDω2i /ri = αi+1k /cD(
cD
CD
)5ω5i+1/ri+1 ≤ αi+1k ω2i+1/ri+1.
Hence (3) holds for these indices. To define αi+1k for the other indices k, we recall that for
some q ∈ Ai, αiq, ξq ≥ c(n). We set αi+1k = aik for k 6= q, /∈ Bi \ Bi+1, and then select αi+1q so
that (2) holds. As |αi+1k − αik| ≤ Cω2i for all k 6= q, this is also true for k = q. Let us then
check (3) for k ∈ Ai:
|uk + αi+1k x · νi| ≤ αikriωi + C|αik − αi+1k |αi+1k ri+1
≤ 2αi+1k
cD
CD
ri+1ωi+1 + C(
cD
CD
)4ω4i+1α
i+1
k ri+1
≤ αi+1k ri+1ωi+1
provided C ′ is large enough. Note that the second term is 0 unless k = q, in which case
αi+1k ≥ c(n). For the other inequality,
|△uk| ≤ αikω2i /ri ≤ 2αi+1k (
cD
CD
)5ω5i+1/ri+1 ≤ αi+1k ω2i+1/ri+1,
which establishes (3). Finally, we check (4) for every k ∈ Bi+1:
|uk| < ω2i ri = (
cd
CD
)3ω3i+1ri+1 < ω
2
i+1ri+1,
while
|△uk| ≤ ω4i /ri ≤ ω4i+1/ri+1.
This concludes the induction argument.
Finally, we show that this implies our original claim. Let ω(r) be the smallest number
for which ∂Ω ∩Br ⊆ {|x · ν| ≤ rω(r)} for ν = νi where r ∈ (ri, ri+1). Then there is a trivial
estimate ω(s) ≤ r
s
ω(r) for s ≤ r, and also we know that ω(ri) ≤ ωi. Letm = limi→∞mi ≤ N ;
we argue by induction on m that there are constants C, α (which may depend on m) such
that ω(r) ≤ C(ω0r)α. For m = 0, this is standard. For m ≥ 1, let l be the first integer for
which ml > ml−1. By induction, we then have
ω(r) ≤ C(ωlr/rl)α.
for r ≥ rl. Now, for i < l we have ω(ρi) ≤ ω02−i, from which it follows that ω(r) ≤
ω0ρ
−1r− log 2/ log ρ = ω0/ρrα0 for r ≤ rl−1. For r ∈ [rl−1, rl], we have (set β = 1−α0/21+α0/4)
ω(r) ≤ ω(rl−1)rl−1
rl
= ω(rl−1)(
rl−1
rl
)β(
rl−1
rl
)1−β
= ω
1−β/2
l−1 (
rl−1
rl
)1−β
≤ (ω0/ρ)1−β/2rα0(1−β/2)l−1 (
rl−1
rl
)1−β
≤ (ω0/ρ)1−β/2rα0(1−β/2).
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We thus have, for r ≤ rl, that ω(r) ≤ C(ω0r)α0(1−β/2), and that for r ≥ rl,
ω(r) ≤ C(ωlr/rl)α ≤ C(ω0rl)αα0(1−β/2)( r
rl
)αα0(1−β/2) = C(ω0r)αα0(1−β/2).
It follows that
ω(r) ≤ C(ω0r)αα0(1−β/2)
for all r, completing the argument.
It now also follows that |νi − νi+1| ≤ C(ω0ri)α, and so νi → ν, with |νi − ν| ≤ C(ω0ri)α.
We conclude that
max {t : ∂Ω ∩Br ⊆ {|x · ν| ≤ rt}} ≤ C(ω0ri)α,
which gives our original claim. 
8. The Singular Set
In this section we discuss the size of ∂Ω \ ∂∗Ω for a minimizer (in the sense of Section 3).
As of this point, we know that ∂∗Ω is a union of C1,α graphs, and
−△uk = (uk)νdHn−1 ∂∗Ω +λkuk,
with the uk satisfying property E at each point in ∂
∗Ω :
N∑
k=1
ξk(uk)
2
ν = ξ0.
To avoid technicalities, we will assume ξ0 constant here. The following proposition is based
on a formula of Georg Weiss [30].
Proposition 8.1. Take 0 ∈ ∂Ω, and perform a blow-up uk(ri·)/ri → vk, Ω/ri → V as in
Lemma 3.2. Then V is a cone, the vk are 1− homogeneous, and we have vk = αkv1 for all
k.
Proof. Let φ(r) be Weiss’s energy
φ(r) =
1
rn
ˆ
Br∩Ω
(
N∑
k=1
ξk|∇uk|2 + ξ0
)
− 1
rn+1
ˆ
∂Br
N∑
k=1
ξku
2
k.
As the uk are Lipschitz, this is an absolutely continuous function. We will check that
φ′(r) ≥ −Cr + 2
rn+2
ˆ
∂Br
N∑
k=1
ξk(uk − r(uk)r)2.
Let us first see, however, how this would imply the conclusion. We have that limr→0 φ(r) = φ0
exists (as φ+ Cr2/2 is monotone). It follows that
lim
i
φ(rri)− φ(sri) = 0
for any s < r, and so
lim
i
ˆ rri
sri
2
tn+2
ˆ
∂Bt
N∑
k=1
ξk(uk − t(uk)r)2dt = 0.
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On the other hand, if we rescale (and set vik(x) = uk(rix)/ri), this gives
lim
ˆ r
s
2
tn+2
ˆ
∂Bt
N∑
k=1
ξk(v
i
k − t(vik)r)2dt = 0.
Using the dominated convergence theorem, this gives
ˆ r
s
2
tn+2
ˆ
∂Bt
N∑
k=1
ξk(vk − t(vk)r)2dt = 0.
This is true for any s < r, so t(vk)r = vk; this implies that the vk are homogeneous of
degree one and that V is a cone. In fact, V must be a connected cone: were it disconnected,
an application of the Alt-Caffarelli-Friedman monotonicity formula to v1 would give that
v1 = α1|x · ν| for some unit vector ν, and in particular |Br ∩ V | = |V |. This contradicts
the density estimates from Lemma 2.5. To see that each vk is a multiple of v1, note that
v1 restricted to the sphere ∂B1 is a positive eigenfunction of the Laplace-Beltrami operator
on the connected region V ∩ ∂B1. Thus v1 is the first eigenfunction, and its corresponding
eigenvalue is simple. Each of the vk solves the same eigenvalue problem as v1, however,
with the same eigenvalue (the eigenvalue depends only on the degree of homogeneity, see [9,
Chapter 12]). Thus we must have vk = αkv1 (it is possible that αk = 0).
It remains to check the monotonicity formula. For this, let T be the vector field
T = x(ξ0 +
∑
k
ξk|∇uk|2)− 2
∑
k
ξk∇uk · x∇uk.
This is a bounded vector field on Ω, which is smooth on the interior. In particular, we have
div T = nξ0 +
∑
k
ξk
(
(n− 2)|∇uk|2 + 2λkuk∇uk · x
)
.
Near each point of ∂∗Ω, we have that
T · ν = 2x · νξ0 − 2x · ν
∑
k
ξk|∇uk|2 = 0.
Applying the divergence theorem (see [13]) to T on Br ∩ Ω, we recover a Rellich identity:
ˆ
Br
nξ0 +
∑
k
ξk[(n− 2)|∇uk|2 + 2λkuk∇uk · x] = r
ˆ
∂Br
ξ0 +
∑
k
ξk[|∇uk|2 − 2((uk)r)2].
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Now we estimate the derivative of φ. We have
φ′(r) =
1
rn
ˆ
∂Br
(ξ0 +
∑
k
ξk|∇uk|2)− n
rn+1
ˆ
Br
(ξ0 +
∑
k
ξk|∇uk|2)
−
∑
k
ξk[
1
rn+2
ˆ
∂Br
2ruk(uk)r − 2u2k]
=
∑
k
ξk[
1
rn
ˆ
∂Br
((uk)r)
2 − 2
rn+1
ˆ
Br
|∇uk|2 − λkuk∇uk · x]
−
∑
k
ξk[
1
rn+2
ˆ
∂Br
2ruk(uk)r − 2u2k]
≥
∑
k
ξk[
1
rn+1
ˆ
Br
−2λkuk∇uk · x+ 2
rn+2
ˆ
∂Br
(r(uk)r − uk)2].
We differentiated φ, substituted in our identity, and finally integrated by parts and completed
the square (dropping the favorable error term, hence the inequality). To conclude, simply
note that |uk| ≤ Cr, and so the first term is at least −Cr. 
In the theorem below, an Alt-Caffarelli minimizer is a local minimizer on B1 of the
functional ˆ
|∇u|2 + |{u > 0}|
over nonnegative H1 functions. We say that a Lipschitz function is stationary for the Alt-
Caffarelli problem if u is harmonic when positive, {u > 0} is a set of finite perimeter
satisfying density estimates as in Lemma 2.5, u has the property that maxBr(x) u ≥ cr for
any x ∈ ∂{u > 0}, and uν = −1 on ∂Ω in the distributional sense.
Theorem 8.2. Let Ω be a minimizer. Then for n∗ = 2, we have that:
(1) If n ≤ n∗, then ∂Ω = ∂∗Ω.
(2) If n = n∗ + 1, then ∂Ω \ ∂∗Ω consists of at most finitely many points.
(3) For any n, Hn−n∗−1+τ (∂Ω \ ∂∗Ω) = 0 for any τ > 0.
If in addition Ω enjoys property S, then we may instead take n∗ the highest dimension for
which Alt-Caffarelli minimizers are known to have no singular points (this is at least 4, from
[23]).
Proof. We have, at each blowup, that vk = αkv1 are homogeneous. Then Property E implies
that
∑
k ξkαk(v1)
2
ν = ξ0. Together with the previously established properties, we have that
a multiple of v1 is stationary for the Alt-Caffarelli problem. It was shown in [3] that in
dimension 2, the only such solution is of the form (x · ν)− for some ν (indeed, this is easy
to check for homogeneous solutions). The result then follows from Federer’s dimension
reduction argument (see [30] for details).
If Ω satisfies property S, then we also have the minimality property of Lemma 3.2, which
implies that a multiple of v1 is a local minimizer of the Alt-Caffarelli problem. These are of
the form (x·ν)− up to dimension n∗, and we again refer to the dimension reduction argument
as explained in [30]. 
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9. Appendix: Higher Regularity
In this section, we sketch the argument to show that the reduced boundary in the situa-
tions of Theorems 1.1 and 1.4 is not only locally given by a C1,α graph, but also that this is
the graph of an analytic function. The arguments given here are not, in our opinion, origi-
nal, but rather an application of the technique of Kinderlehrer, Nirenberg, and Spruck [24].
However, there has recently been some doubt expressed in the literature (see [26, 16], where
alternative approaches are proposed) about whether or not this method applies to showing
higher regularity of, specifically, C1,a boundaries in Bernoulli-type problems. Indeed, while
the two-phase problem is one of the main examples given in [24], it is assumed there that
the boundary is C2,α to start with. In some other examples, such as that of three minimal
surfaces touching along a curve, only a C1,α boundary is assumed originally, but there the
entire transformed system can be put in divergence, or conormal, form; this is not the case
for Bernoulli problems.
Below we argue that the method of [24] is sufficient to imply analyticity directly, without
any extra steps before performing the hodograph transform. As an aide, we will use a
Schauder estimate for nondivergence-form elliptic systems, presented now. We make no
effort to pursue the greatest possible generality, but will briefly comment on some extensions
at the end.
Below, H = {(y′, yn) ∈ Rn : yn ≥ 0} is a half-space and Q+r = {(y′, yn) ∈ H : |y′| <
r, yn < r} is a relatively open cylinder. We say a function is in Ck,αloc (E) if it lies in Ck,α(K)
for all K compactly contained in E.
Lemma 9.1. Fix α ∈ (0, 1). Let v : H → RN be a function in C1,α(H) ∩ C∞
loc
(H), with
sup
x∈H
(1 + |x|)n−1|v|+ sup
x∈H
(1 + |x|)n|∇v|+ sup
x,y∈H
(1 + min{|x|, |y|})n+α |∇v(x)−∇v(y)||x− y|α <∞.
Assume that v satisfies the system
n∑
i,j=1
N∑
k=1
Aklij∂yi∂yjv
k = div f l
at each point of H \ ∂H; here the Aijkl are the coefficients of a constant rank-four tensor,
and f l are vector fields in C∞
loc
(H). Moreover, assume that on ∂H, v satisfies the boundary
conditions {
vk = 0 k = 1, . . . , N − 1∑n
i=1
∑N
k=1 b
k
i ∂yiv
k = g
for each x ∈ ∂H; here bkj is a constant matrix, while g is a continuous function of compact
support. Assume that Ak,lij , b
k
j satisfy (A-D) below. Then if
M := ‖g‖C0,α + sup
x∈H
(1 + |x|)n|f |+ sup
x,y∈H
(1 + min{|x|, |y|})n+α |f(x)− f(y)||x− y|α <∞,
we have that
‖∇v‖C0,α(H) ≤ CM.
Here are the assumptions on system that the lemma calls for:
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(A) The tensor Aklij is triangular: A
kl
ij = 0 whenever k < l.
(B) The system is uniformly elliptic: there is a number Λ > 0 such that for any ξ ∈ Rn, the
tensor Aklij satisfies
Λ|ξ|2N ≤ | det{
N∑
i,j=1
Aklijξiξj}kl| ≤ Λ−1|ξ|2N .
Assuming (A), this is equivalent to
Λ′|ξ|2 ≤
N∑
i,j=1
Akkij ξiξj ≤ Λ′−1|ξ|2
for every k.
(C) The system, together with the boundary condition, is coercive, meaning the Comple-
menting Condition of [2] is satisfied. If (A), (B) hold, then this is equivalent to bNn 6= 0
(i.e. that this is an oblique derivative condition).
(D) Aklij = A
kl
ji; this is without loss of generality.
Proof. We separate the argument into two steps: in the first step, we reduce the problem to
a homogeneous one, with fk = 0, by solving auxiliary scalar problems. Then in the second
step, we will use a representation formula from [2] to close the argument.
First, take a vector field f ∈ C∞loc(H) and with
M0(f) := sup
x∈H
(1 + |x|)n|f |+ sup
x,y∈H
(1 + min{|x|, |y|})n+α |f(x)− f(y)||x− y|α <∞,
and consider a scalar problem

∑n
i,j=1Aij∂yi∂yjv = div f on H \ ∂H
v = 0 on ∂H
|v| → 0 as |x| → ∞.
This problem admits a solution, which may be described as follows: after a suitable linear
change of variables x = Ly preserving the hyperplane ∂H , the problem is equivalent to
solving 

△v˜ = div f˜ on H \ ∂H
|v˜| → 0 |x| → ∞
v˜ = 0 on ∂H.
Here v˜(x) = v(Lx). We may extend v˜ by an odd reflection about ∂H , and f˜ by an even
reflection (note that this preserves the C0,α norm) to a solution of{
△v˜ = div f˜ on Rn
|v˜| → 0 |x| → ∞.
A solution to this problem is given by convolution of f with the derivative of the fundamental
solution Ψ(x):
v˜(x) =
ˆ
∇Ψ(x− y) · f˜(y)dy.
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This is well-defined (using the decay assumption of f), and because |∇Ψ(x)| ≤ C|x|1−n we
also have |v˜| ≤ CM0(f)(1 + |x|)1−n . From [21, Theorem 4.15], we have the estimate (with
R = (|x|+ 1)/2)
R sup
BR(x)
|∇v˜|+R1+α[∇v˜]C0,α(BR(x))
≤ C[ sup
BR(x)
|v˜|+R sup
BR(x)
|f˜ |+R1+α[f˜ ]C0,α(BR(x))]
≤ CM0(f)R1−n.
In particular, this gives
M0(∇v˜) ≤ CM0(f).
Changing back to the original variables, we have found a solution to our scalar problem, and
shown that it has the estimate
M0(∇v) + sup
H
(1 + |x|)1−n|v| ≤ CM0(f).
Note also that this v ∈ C∞loc(H).
Next, let us use this to find a solution u to the elliptic system (with f l now as in the
statement of the lemma)

∑n
i,j=1
∑N
k=1A
kl
ij∂yi∂yju
k = div f l on H \ ∂H
uk = 0 on H \ ∂H
|uk| → 0 as |x| → 0.
Indeed, from (A) we have that this system is triangular, so the equation for uN is decoupled
and we may solve it first, using the argument above. From the assumption on f ,
M0(f
l) ≤M,
and from our estimate
M0(∇uN) ≤ CM0(fN) ≤ CM.
Now the l = N − 1 equation takes the form∑
i,j
AN−1,N−1ij ∂yi∂yju
l−1 =
∑
i
∂yi[f
N−1
i −
∑
j
(AN,N−1ij ∂yju
N)] := div fN−1∗ .
As
M0(f
N−1
∗ ) ≤ C[M0(fN−1) +M(∇uN )] ≤ CM,
we may again solve a scalar equation to obtain uN−1, which will have M0(uN−1) ≤ CM . We
continue inductively in this manner until we have found all of the uk.
Set w = v − u. We know that w ∈ C∞loc (H) ∩ C1,α(H), satisfies the bound |w| ≤
C(1 + |x|)1−n, and solves the system

∑n
i,j=1
∑N
k=1A
kl
ij∂yi∂yjw
k = 0 on H \ ∂H
wk = 0 on ∂H for k = 1, . . . , N − 1∑n
i=1
∑N
k=1 b
k
i ∂yiw
k = g˜ on ∂H.
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Here
g˜ = g −
n∑
i=1
N∑
k=1
bki ∂yiu
k
i ,
and we have M0(g˜) ≤ CM (abusing notation and using the same definition of M0(·) for
functions defined on ∂H). We also have, from the assumption on v, that
(9.6) M0(∇w) + sup
H
|w|
(1 + |x|)n−1 <∞.
We now enter into the second part of the proof, which is based on obtaining a represen-
tation formula for w. First of all, from [2, Theorem 4.1, Corollary 4.1] for any smooth and
compactly supported functions φl, the elliptic system
(9.7)


∑n
i,j=1
∑N
k=1A
kl
ij∂yi∂yjω
k = 0 on H \ ∂H
ωk = φk on ∂H for k = 1, . . . , N − 1∑n
i=1
∑N
k=1 b
k
i ∂yiω
k = φN on ∂H
admits a solution given by
(9.8) ωk(x′, xn) =
N∑
l=1
ˆ
∂H
Kkl(x′ − y′, xn)φl(y′)dy′,
Where the “Poisson kernels” Kkl enjoy the estimates
(9.9)
{
|DsKkl(x)| ≤ C|x|1−n−s l = 1, . . . , N − 1
|DsKkN(x)| ≤ C|x|2−n−s(1 + | log |x||)
with the logarithm omitted and kernel homogeneous unless n = 2 and s = 0. Our first step
is to demonstrate that for any such φ, the corresponding ω admits the estimate
(9.10)
sup
x∈H
|ω(x)|
|x|2−n(1 + | log(1 + |x|)|) +‖∇ω‖C0,α(H) ≤ C[M0(φ
N)+
N−1∑
l=1
M0(∇φl)+sup
H
|φl|
(1 + |x|)n−1 ].
The logarithm may be omitted unless n = 2. The first term is clear from combining (9.8)
and (9.9) with s = 0. The second estimate follows from [1, Theorem 3.4] after writing
∇ωk(x′, xn) =
N∑
l=1
ˆ
∂H
∇Kkl(x′ − y′, xn)φk(y′)dy′,
this is explained in [2, Section 5].
Now a simple approximation argument implies that the representation formula (9.8) and
the estimate (9.10) remain valid for any φl for which the right-hand side of (9.10) is finite,
even if they lack compact support.
Now fix t > 0 and take φk(x′) = wk(x′, t) for k < N , and φN(x′) =
∑n
i=1
∑N
k=1 b
k
i ∂yiw
k(x′, t).
Using (9.6), we see that the right-hand side of (9.10) is finite for these φ, and hence the rep-
resentation formula produces functions ωk satisfying the equation (9.7) which admit estimate
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(9.10). Consider the difference ζ(x′, s) = w(x′, t+ s)− ω(x′, s): this is a solution to

∑n
i,j=1
∑N
k=1A
kl
ij∂yi∂yjζ
k = 0 on H \ ∂H
ζk = 0 on ∂H for k = 1, . . . , N − 1∑n
i=1
∑N
k=1 b
k
i ∂yiζ
k = 0 on ∂H.
We also know that (combining the estimates on ω and w) that |ζ | ≤ C(1 + | log |x||), and
that ζ ∈ C∞(H). Applying [2, Theorem 8.3], we see that ζ = 0, and hence
‖∇w‖C0,α({(x′,s):s≥t}) ≤ C[M0(
n∑
i=1
N∑
k=1
bki ∂yiw
k(·, t))+
N−1∑
l=1
M0(∇Rn−1wl(·, t))+sup
H
|w(·, t)l|
(1 + |x|)n−1 ].
Finally, send t→ 0: all of the terms on the right other than the first go to 0, while the first
term converges to M0(g˜) ≤ CM . Hence we have shown that
‖∇v‖C0,α(H) ≤ ‖∇u‖C0,α(H) + ‖∇w‖C0,α(H) ≤ CM,
as desired. 
The following is an elementary corollary, which localizes the estimate to domains and
applies it to problems with variable coefficients.
Corollary 9.2. Fix α ∈ (0, 1). Then there is a δ > 0 such that the following holds: Let
v : Q+2 → RN be a function in C1,α(Q+2 ) ∩ C∞loc(Q+2 ). Assume that v satisfies the system
n∑
i,j=1
N∑
k=1
∂yiA
kl
ij (x)∂yjv
k = div f l
at each point of Q+2 \ ∂H, and that on ∂H, v satisfies the boundary conditions{
vk = 0 k = 1, . . . , N − 1∑n
i=1
∑N
k=1 b
k
i (x)∂yiv
k = g
for each x ∈ Q+2 ∩ ∂H; here g, f are as in Lemma 9.1, bkj (x′), Aklij (x) are as in that lemma
for each x ∈ Q+2 or x′ ∈ Q+2 ∩ ∂H and in addition A ∈ C∞loc(Q+2 ), as well as
[Aklij ]C0,α(Q+2 ) + [b
k
j ]C0,α(Q+2 ∩∂H) ≤ δ.
Then
‖∇v‖C0,α(Q+1 ) ≤ C[‖v‖C0,α(Q+2 ) + ‖f‖C0,α(Q+2 ) + ‖g‖C0,α(Q+2 ∩∂H)].
Proof. Fix η : H → [0, 1] a smooth cutoff which is 1 on Q+1 and which is compactly supported
on Q+2 . Then a direct computation shows that w = ηv solves the following system on all of
H \ ∂H :∑
i,j,k
Aklij (0)∂yi∂yjw
k = div(ηf l)−∇ηf l
+
∑
i,j,k
∂yi [2A
kl
ij (x)(∂yjη)v
k + (Aklij (0)−Aklij (x))∂yjwk]− vk(∂yiAklij (x)∂yjη)
= h˜l + div f˜ l.
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If we set
M = ‖v‖C0,α(Q+2 ) + ‖f‖C0,α(Q+2 ) + ‖h‖C0,α(Q+2 ) + ‖g‖C0,α(Q+2 ∩∂H) + δ‖∇w‖C0,α,
then both h˜ and f˜ are in C0,α(H) and supported on Q+2 , with norm controlled by M . The
inhomogeneous boundary condition becomes∑
i,k
bki (0)∂yiw
k = ηg +
∑
i,k
[vkbki (x)∂yiη + (b
k
i (0)− bki (x))∂iwk] = g˜,
also with ‖g˜‖C0,α ≤ CM .
Now extend h˜l to a compactly supported function on Rn with mean 0 and ‖h˜‖C0,α ≤ CM ,
and write
ζ l(x) =
ˆ
Φ(x− y)h˜l(y)dy,
where Φ is the fundamental solution to the Laplace equation. This function satisfies
|ζ l(x)| ≤ CM(1 + |x|)1−n, |∇ζ l| ≤ CM(1 + |x|)−n |D2ζ l| ≤ CM(1 + |x|)−n−1;
note the improved decay because of the mean-zero property. In particular, we may rewrite
div f˜ l + h˜l = div f¯ l, where f¯ l = f˜ l +∇ζ l and has the decay property
sup
x∈H
(1 + |x|)n|f¯ |+ sup
x,y∈H
(1 + min{|x|, |y|})n+α |f¯(x)− f¯(y)||x− y|α ≤ CM.
Applying Lemma 9.1, we obtain
‖∇w‖C0,α(H) ≤ C0M.
Provided we now choose δ < C0/2 and reabsorb the last term in M , this gives
‖∇w‖C0,α(H) ≤ 2C0[‖v‖C0,α(Q+2 ) + ‖f‖C0,α(Q+2 ) + ‖h‖C0,α(Q+2 ) + ‖g‖C0,α(Q+2 ∩∂H)],
and implies the conclusion. 
Equipped with this estimate, we may now prove a Schauder-type theorem for an elliptic
system which will be relevant to us shortly.
Lemma 9.3. Let v : Q+3 → RN be in C∞loc(Q+3 )∩C1,α(Q+3 ), and solve the following quasilinear
elliptic system: 

∑n
i=1 ∂yi[A
l
i(∇v)] = f l on Q+3 \ ∂H
vk = 0 k = 1, . . . , N − 1, on Q+3 ∩ ∂H
B(∇v) = 0 on Q+3 ∩ ∂H.
Assume that A,B are C2 with ∂pkjA
l
i = 0 if k < l, Λ|ξ|2 ≤
∑
i,j ∂pkjA
l
iξjξk ≤ Λ−1|ξ|2, and
|∂pNn B| ≥ Λ > 0. Assume also that f l ∈ C0,α(Q+3 ). Then v ∈ C2,α(Q+1 ), with estimate
‖v‖C2,α(Q+1 ) ≤ C(‖v‖C1,α(Q+3 ), ‖f‖C0,α(Q+3 ))
Proof. First of all, we may write f l = div zl for some vector field zl with ‖zl‖C1,α(Q+3 ) ≤
C‖f l‖C0,α(Q+3 ); this may be done by, for example, solving an appropriate boundary value
problem for −△ql = f l, and setting zl = ∇ql.
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Fix e a unit vector in ∂H , and consider the incremental quotients
vh(x) =
v(x+ he)− v(x)
h
,
for |h| < 1
2
. Unless otherwise indicated, all constants below will be independent of h. These
vh are in C
1,α(Q+2 ), have
‖vh‖C0,α(Q+2 ) ≤ C‖v‖C1,α(Q+3 ,
and satisfy the following system:

∑
i,j,k ∂yi [a
kl
ij∂yjv
k
h] = div z
l
h on Q
+
2 \ ∂H
vkh = 0 k = 1, . . . , N − 1, on Q+2 ∩ ∂H∑
j,k b
k
j ∂yjv
k
h = 0 on Q
+
2 ∩ ∂H.
Here aklij is given by
aklij (x) =
ˆ 1
0
∂pkjA
l
i(t∇v(x+ eh) + (1− t)∇v(x))dt,
and
bkj (x
′) =
ˆ 1
0
∂pkjB(t∇v(x+ he) + (1− t)∇v(x))dt,
zlh(x) =
z(x+ eh)− z(x)
h
.
We see that
‖akijl‖C0,α(Q+2 ) + ‖b
k
j‖C0,α(Q+2 ) + ‖zh‖C0,α(Q+2 ) ≤ C[‖v‖C1,α(Q+3 ) + ‖f‖C0,α(Q+3 )].
Fix r small, and consider the dilated function vh,r,x(y) = vh(x+ry) for any x ∈ Q+1 ∩∂H .
This satisfies an equation

∑
i,j,k ∂yi [a
kl
ij,r,x∂yjv
k
h,r,x] = div z
l
h,r,x on Q
+
2 \ ∂H
vkh,r,x = 0 k = 1, . . . , N − 1, on Q+2 ∩ ∂H∑
j,k b
k
j,r,x∂yjv
k
h = 0 on Q
+
2 ∩ ∂H.
ar,x, br,x, and zr,x having the same assumptions, but in addition
[akij,r,xl]C0,α(Q+2 ) + [b
k
j,r,x]C0,α(Q+2 ) ≤ Cr
α[‖v‖C1,α(Q+3 ) + ‖f‖C0,α(Q+3 )].
Choosing r so small as to make the right-hand side less than the δ in Corollary 9.2, we obtain
the estimate
‖vh,r,x‖C1,α(Q+1 ) ≤ C[‖v‖C1,α(Q+3 ) + ‖f‖C0,α(Q+3 )].
On the other hand, for any x ∈ Q+1 with |xn| ≥ r/2, we may instead apply standard
variational Schauder interior estimates to this problem (for example, inductively applying
the scalar estimates in [21] first to vN , then to vN−1, and so on works) on a ball of radius
r/4. Scaling both sets of estimates back, we learn that
‖vh‖C1,α(Q+1 ) ≤ C(‖v‖C1,α(Q+3 ), ‖f‖C0,α(Q+3 )).
This implies that the derivatives ∂xj∂xiv
k, with j 6= n, have
‖∂xj∂xivk‖C0,α ≤ C(‖v‖C1,α(Q+3 ), ‖f‖C0,α(Q+3 )).
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On the other hand, we may write (with the help of the equation with l = N)∑
i,j
∂pNj A
N
i (∇v)∂yi∂yjvN = fN ,
with the coefficient |∂Nn ANn | ≥ Λ from the uniform ellipticity, and all coefficients Ho¨lder-α.
It follows that
‖∂xn∂xnvN‖C0,α ≤ C(‖v‖C1,α(Q+3 ), ‖f‖C0,α(Q+3 )).
Proceeding inductively for k = N − 1, then k = N − 2, until k = 1, we see that all of the
second derivatives of v enjoy this estimate. This establishes the conclusion. 
Finally, we are in a position to derive higher regularity to the free boundary problems of
interest to us.
Theorem 9.4. Let Ω be as in Theorem 1.1. Then the C1,α graphs in the conclusion of the
theorem are analytic. Let Ω be as in Theorem 1.4. Then ∂Ω ∩ B!/2 is analytic.
Proof. In either situation, after rescaling and translating as needed it suffices to consider
the following configuration: there is an open set Ω, with 0 ∈ ∂Ω, ∂Ω ∩ B1 is a C1,α graph
over H , and H is tangent to ∂Ω at 0. On Ω there are N functions {uk}Nk=1, all of which
are in C1,α(Ω¯ ∩ B1), vanish on ∂Ω, and are analytic on Ω. At least one of these (say uN) is
strictly positive on B1 and increasing in the xn direction (this follows from the free boundary
condition, since (uk)ν(0) 6= 0 for some k, and so |(uk)n| 6= 0 on a sufficiently small ball). The
functions each satisfy an equation
−△uk = λkuk
for some numbers λk on Ω, and the free boundary condition (after possibly multiplying each
uk by a constant)
N∑
k=1
(uk)
2
ν = 1
on ∂Ω.
We perform the partial hodograph transform of [24]. The mapping ψ : (x′, xn) 7→
(x′, uN(x′, xn)) is a bijection of Ω¯ ∩ B1 onto its image in H , and maps Ω to ∂H . The
mapping analytic on Ω and C1,α on Ω¯. Let vN be the n − th component of the inverse
mapping, so as to make ψ(y′, vN(y′, yn)) = (y′, yn). Define vk, for k = 1, . . . , N − 1, by
vk(y) = uk(ψ
−1(y)). From the computations in [24], we see that the vk satisfy the following
system on a neighborhood Q+r of 0 in H (using ∂i for ∂yi):

∑n−1
i=1 ∂i[(∂nv
N)(∂iv
k)− (∂ivN)(∂nvk)] + ∂n[ ∂nvk∂nvN
+
∑n−1
i=1 ∂iv
N( ∂iv
N
∂nvN
∂nv
k − ∂ivk)] = λk(∂nvN)vk k = 1, . . . , N − 1 on Q+r \ ∂H
−∑n−1i=1 ∂i∂ivN + ∂n[ 1∂nvN +∑n−1i=1 (∂ivN )2∂nvN ] = λN(∂nvN)yn on Q+r \ ∂H
vk = 0 k = 1, . . . , N − 1 on Q+r ∩H
(1 +
∑n−1
i=1 (∂iv
N)2)(1 +
∑N−1
k=1 ∂nv
k) = ∂nv
N on Q+r ∩ ∂H.
We know that the vk are in C1,α(Q+r ) ∩ C∞loc(Q+r ), and have ∂ivk(0) = 0 for i < n, but
∂nv
N(0) > 0.
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This system is of the form demanded by Lemma 9.3, after possibly making r smaller:
the coefficients Al(∇v) are triangular, analytic in the parameters, and when their derivatives
are evaluated at ∇v(0) they satisfy assumptions (B),(C). These assumptions then remain
satisfied on an open set around 0.
We apply (a suitably scaled version of) Lemma 9.3, to obtain that vk ∈ C2,α(Q+r/3). Then
we may proceed as in [24], applying [28, Theorem 6.8.2] to conclude that the vk are analytic
up to ∂H ; the analyticity of vN in particular implies that ∂Ω is analytic on a neighborhood
of 0. Repeating the argument at each point of ∂∗Ω implies the conclusion. 
Remark 9.5. We believe the Schauder theorem in Corollary 9.2 to be a rather standard
result, even though there does not appear to be any convenient reference in the literature.
In the scalar case, it may be found in the book [25], along with analogues of Lemma 9.3.
The main point in the vectorial setting is that although the a priori regularity is lower than
what is used in [2], the representation formulas and uniqueness results from there may still
be applied, after suitable approximation arguments. While we use the fact that the system is
triangular to simplify the proof in several places (and to simplify verifying ellipticity and the
coercivity of the boundary condition), this should not be regarded as essential. We did not use
the particular structure of the boundary condition: any first-order set of boundary conditions
(for a purely second-order system) which satisfy the complementing condition would work,
with suitably modified statements.
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