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Abstract
Computational models of the ocean plankton ecosystem are traditionally
based on simulating entire populations of microbes using sets of coupled
differential equations. However, due to recent advances in high-performance
computing, a new class of individual-based models (IBM) has come to the
fore, which uses computational agents to model individual sub-populations
of marine plankton. Although computationally more expensive, these agent-
based models offer features that cannot be re-created using population-level
dynamics, such as individual life cycles, intra-population variability and an
increased stability over parameter ranges.
The main focus of this thesis is the implementation and verification of an
embedded modelling framework for creating agent-based plankton ecology
models in Fluidity-ICOM, a state-of-the-art ocean model that solves the
Navier-Stokes equations on adaptive unstructured finite element meshes.
Since Fluidity-ICOM provides an interface for creating population-based
ecology models, a generic agent-based framework not only enables the inte-
gration of existing plankton IBMs with adaptive remeshing technology, but
also allows individual and population-based components to be used within
a single hybrid ecosystem.
This thesis gives a full account of the implementation of such a frame-
work, focusing in particular on the movement and tracking of agents in
an unstructured finite element mesh and the coupling mechanism used to
facilitate agent-mesh and agent-agent interactions. The correctness of the
framework is verified using an existing agent-based ecosystem model with
four trophic levels, which is shown to settle on a stationary annual attractor
given a stable cycle of annual forcing. A regular cycle of phytoplankton pri-
mary production and zooplankton reproduction is achieved using a purely
agent-based implementation and a hybrid food chain version of the model,
where the two top-level components of the ecosystem are modelled using
Eulerian field equations. Finally, a standalone phytoplankton model is used
to investigate the effects of vertical mesh adaptivity on the ecosystem in a
three-dimensional mesh.
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1. Introduction
Capturing the complex interactions of the marine plankton ecosystem with
mathematical models and accurately predicting their effect on global bio-
geochemical cycles remains one of the grand challenges in climate and envi-
ronmental research [1, 6]. Marine bio-geochemistry plays a vital part in the
earth’s climate and a sophisticated representation and understanding of its
effect on the global carbon cycle are of vital importance for understanding
our rapidly changing environment. However, modelling the complex non-
linearity of the plankton ecosystem itself, resulting from ecological factors
as well as environmental influences, poses a challenge in its own right that
is of crucial importance for progress in environmental research.
Two leading metamodels for the creation of plankton ecosystem models
have emerged in the field, both using different approaches to filter the com-
plexity of marine ecology. Population-based models (PBMs) constitute the
traditional approach, where populations of distinct plankton groups are rep-
resented as spatial field variables, and coupled differential equations are used
to model the interaction between plankton species and high-level functional
groups [11]. This approach is appealing to many researchers, since it fits
well with existing paradigms in oceanography and provides good computa-
tional efficiency, making it the preferred choice for global circulation models
(GCM). However, PBMs have been shown to be prone to mathematical
instabilities and often require parameter tuning to achieve the desired re-
sults. Doubts also remain over their ability to capture the necessary level
of ecological complexity in marine ecosystems [16, 37].
Individual-based models (IBM), on the other hand, can provide such in-
sights at the expense of computational cost, and have been used to great
effect for modelling marine plankton populations [17, 52]. The IBM ap-
proach uses large numbers of computational agents to model individual sub-
populations within plankton populations, providing a systems perspective
where population-level behaviour emerges from individual components [13].
12
Agent-based models have been used extensively in general ecology mod-
elling, yet only the advent of high-performance computing has enabled their
use for modelling marine micro-organisms due to the vast number of indi-
viduals in ocean ecosystems [16].
Nevertheless, plankton ecology IBMs are often limited to local and re-
gional scales due to their computational cost and the standalone nature of
most implementations. Naturally this limits their influence on global ocean
ecosystem modelling. However, although the two modelling approaches were
previously assumed to contradict each other [31], recent efforts in multi-
agent systems suggest that IBMs can be used to infer parameter sets for
PBMs, suggesting compatibility between the two paradigms [34]. Thus,
agent-based plankton models may complement population-based formula-
tions in future global ecosystem models by providing additional ecological
complexity and a more robust validation for parameter sets.
1.1. Motivation and Objectives
Regardless of the metamodel employed, marine bio-geochemistry models
depend strongly on the underlying representation of ocean physics [1, 39].
Since turbulent dynamics at varying scales have significant effects on the
plankton ecosystem, an efficient model of complex flow dynamics is required
to accurately simulate the external conditions of the ecosystem in question.
In particular, turbulent dynamics at the meso-scale (order of 100 km) have
been suggested to have significant effects on the marine ecosystem, with
meso-scale eddies and fronts playing a key role in the formation of plankton
patchiness [6, 30]. Thus, in order to further understand the complex in-
terplay between external ocean dynamics and ecological drivers within the
ecosystem, marine ecology IBMs need to be coupled with a full-scale ocean
model capable of resolving turbulent flows at varying resolutions.
The key objective of the work presented in this thesis is the integration
of individual-based plankton ecology models with the open source, general-
purpose ocean model Fluidity-ICOM, which solves the Navier-Stokes equa-
tions and accompanying field equations on arbitrarily-unstructured finite
element meshes [2, 36]. For this purpose an embedded framework is pre-
sented that is capable of creating marine ecology IBMs based on the La-
grangian Ensemble (LE) metamodel pioneered by Woods [52]. By closely
13
integrating this framework with the existing Eulerian bio-geochemistry in-
terfaces provided by the ocean model, a powerful tool is created, which not
only allows a direct comparison of individual and population-based meth-
ods using the same underlying model of ocean dynamics, but also facilitates
their combination in a single hybrid food chain model. Thus, the pre-
sented framework, in combination with the adaptive re-meshing capabilities
provided by Fluidity-ICOM, provides modellers with a flexible platform to
model plankton ecosystem dynamics at varying spatial scales using using a
combination of Lagrangian and Eulerian methods to model multiple trophic
level in complex marine food webs.
The main aim of this thesis is to prove that it is possible to couple
individual-based plankton ecosystem models with a general-purpose ocean
model using an adaptive unstructured finite element mesh; and that such
a coupled model can be used to combine individual and population-based
methods in a single virtual ecosystem model. For this purpose, the follow-
ing structure has been adapted: First, an introduction to the challenges
of oceanographic plankton modelling is given, followed by an overview of
the Lagrangian Ensemble (LE) metamodel and the Fluidity-ICOM ocean
model. Chapter 3 then describes the implementation and design considera-
tions that enable the creation of embedded LE models, including a detailed
description of the provided interfaces for agent ecology and agent motion.
A description of the coupling mechanism that allows the generic exchange
of biomass between agents and field quantities and thus enables trophic
hybridisation, is provided in chapter 4, before the mechanism employed to
track agents in the finite element mesh and its effect on the grazing efficiency
of discrete agents is detailed in chapter 5.
In chapter 6 the described components are then combined to implement
an existing LE ecology model with four trophic levels in Fluidity-ICOM [44].
First, the phytoplankton component will be verified by showing that it
settles on a stationary annual attractor, given a stable cycle of external
forcing. The full model is then used to demonstrate the correctness of
the grazing mechanisms in a purely agent-based and a hybrid food chain
version of the model. Finally, in chapter 7, the phytoplankton model is used
in combination with numerical diffusion to investigate the effects of vertical
mesh adaptivity on the ecosystem in a three-dimensional columnar mesh.
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1.2. Contributions
The key practical contribution of this research is a framework for embed-
ding individual-based models of plankton ecology in Fluidity-ICOM. The
embedded model framework creates, manages and tracks Lagrangian En-
semble agents on a finite element mesh and is able to project population-
level diagnostics from agent variables onto Eulerian fields. It furthermore
provides the capability to create hybridised models, where individual levels
of the oceanic food chain may be represented using either agents or Eulerian
field variables.
We demonstrate the use of this framework to create the first successful
implementation of an LE plankton ecology model coupled with a three-
dimensional model of ocean physics on an unstructured finite element mesh
that can be adapted at runtime to increase computational efficiency. As
such, this represents an important contribution towards three-dimensional
agent-based ecology models that may incorporate complex flow dynamics
in order to investigate the effects of meso-scale turbulence on the plankton
ecosystem. The particular contributions of this thesis towards agent-based
modelling and computational oceanography are as follows:
1. The presented framework provides a set of flexible Python interfaces
for users to define the motion and biochemical evolution of LE agents
embedded in Fluidity-ICOM. Chapter 3 provides a detailed descrip-
tion of the interfaces and configuration options offered, as well as the
various software design considerations and data structures necessary
to embed complex marine ecology IBMs in a finite element ocean
model.
2. Chapter 4 provides a detailed description and evaluation of a generic
coupling mechanism that allows a perfectly conservative exchange of
nutrient chemicals between agent-based ecosystem components and
Eulerian field variables, based on the projection of Ensemble proper-
ties of specified agent sets onto Eulerian diagnostic field variables.
This mechanism also allows generic inter-agent predation between
trophic levels, enabling the generation of ecosystem models based on
a hybrid Lagrangian-Eulerian food chain.
3. In chapter 5 an in-depth analysis of the particle tracking methods
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used by the LE framework to track agents on an unstructured finite
element mesh is provided. The chapter also highlights the need for
piecewise integration of time-continuous exchange processes between
individual agents and Eulerian field variables and the importance of
this method when modelling dense plankton populations with large
numbers of agents.
4. In chapter 6 the correctness of the framework is verified by implement-
ing an existing phytoplankton model limited by two nutrient chemi-
cal classes on a one-dimensional finite element mesh. Given a stable
annual cycle of external forcing, the phytoplankton concentration is
shown to settle on a stationary annual attractor of primary production
that shows good agreement with the original model.
5. Using the verified P component an existing complex agent-based NPZD
model with 16 zooplankton growth stages has been implemented in
Fluidity-ICOM and evaluated with respect to the original implemen-
tation. A realistic annual cycle of zooplankton re-production is shown,
demonstrating the inter-trophic grazing and predation capabilities of
the LE framework.
6. Using the same model the ability to generate a hybrid food chain
model in Fluidity-ICOM is demonstrated by switching two previously
agent-based top-level predator classes, which provide trophic closure
to the multi-stage model, to Eulerian field variables. The effects of
the change are evaluated and shown to be negligible, demonstrating
that less complex food chain components may reliably be modelled
using Eulerian formulations to reduce model complexity and increase
computational efficiency.
7. A standalone phytoplankton model has been coupled with a three-
dimensional extruded mesh, where the vertical dispersion of nutrient
chemicals is modelled using numerical diffusion and a K-profile param-
eterisation in conjunction with a convection-based mixed layer depth
parameterisation. This allows a regular exogenous forcing cycle based
on bio-optical feedback to be applied to the phytoplankton population,
resulting in a stable annual attractor of primary production.
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8. The first coupled implementation of a standalone Lagrangian Ensem-
ble phytoplankton model with an adaptive mesh is then presented in
chapter 7, where the vertical resolution of the mesh is adapted accord-
ing to the solar irradiance and nutrient concentrations. Although this
implementation exhibits a regular primary production cycle, increas-
ing surface nutrient levels cause the phytoplankton bloom peak to
increase steadily, which warrants further investigation into the use of
adaptive mesh refinement in Lagrangian Ensemble ecology modelling.
1.3. Definitions
This thesis covers multiple areas of academic research, ranging from ma-
rine ecology to numerical finite element simulations. It therefore includes a
number of terms and abbreviations that are specific to individual research
areas, which may not be known commonly. For clarity, a number these
terms, which are used frequently throughout this thesis, are defined below:
• Adaptivity - Adaptive mesh refinement adjusts the underlying mesh
discretisation at runtime in order to focus the simulation on areas
of interest. Only mesh refinement based on vertex relocation and
connectivity changes (hr-adaptivity), as provided by Fluidity-ICOM,
is considered in this thesis.
• Agent - Stateful computational object that represents a collection of
individuals in marine ecology IBMs.
• Agent Update Kernel - Function which describes the transition
of a single agent’s internal biochemical state during one timestep. It
encapsulates a set of agent update rules and parameters that comprise
the model equations.
• Bio-optical Feedback - Feedback mechanism by which the local
phytoplankton concentration can affect the depth of the surface mixed
layer due to light attenuation in convection-based mixing regimes [52].
• Control Volume (CV) - Mesh discretisation that uses piecewise
constant basis functions. Also referred to as P0, this discretisation
only stores a single value per mesh element and is thus inherently
discontinuous.
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• Diamond - Graphical user-interface used to define model configura-
tions in the Fluidity-ICOM modelling framework.
• Euphotic Zone - Part of the ocean that is exposed to sufficient sun-
light for photosynthesis to occur.
• Finite Element Method (FEM) - Numerical method for finding
the solution to differential equations and boundary value problems,
where the global solution is approximated by solving the governing
equation over many small sub-domains, named finite elements.
• Finite Volume - Numerical method for finding the solution to differ-
ential equations, where solution values are stored for mesh cells with
a finite volume. See also Control Volume.
• Fluidity-ICOM - Open-source general-purpose ocean modelling frame-
work based on the computational fluid dynamics (CFD) code Fluid-
ity, which is capable of solving the Navier-Stokes equations on three-
dimensional unstructured finite element mesh [2].
• Functional Group (FG) - In marine ecology the functional group,
also known as Plankton Functional Type (PFT), describes a collec-
tion of organisms that perform an explicit biochemical role in the
ecosystem. It may be composed of multiple species with common
behavioural, physiological, biochemical and environmental traits and
requirements.
• Function Space - Describes the spatial discretisation of a finite el-
ement field and refers to the combination of polygon type, element
continuity and polynomial order of the basis functions used to define
the approximate solution to a partial differential equation.
• Individual-based Model (IBM) - Class of ecology models that
uses computational agents to represent individual sub-populations of
the ecosystem. In contrast to population-based models, in IBMs the
demographic properties of the system are inferred from the individual
components and are thus diagnostic.
• Lagrangian Ensemble (LE) - Type of marine plankton ecology
IBMs based on phenotypic rules to update the state of a virtual ma-
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rine ecosystem. Lagrangian Ensemble agents represent individual sub-
populations of variable size and support individual staged growth,
where an agent’s response to external conditions may change over
time according to its internal state.
• Locomotion - Agent locomotion is the active swimming component
of the total displacement of an agent in physical space. Active agent
locomotion is typically limited to local scales, but may significantly
affect the ecosystem, for example when agents migrate to avoid preda-
tors.
• Mesh Refinement - See Adaptivity.
• Particle Management (PM) - See Re-sampling.
• Population-based Model (PBM) - Class of ecology models that
use Eulerian field variables to represent the state of the ecosystem. In
PBMs model equations are expressed as partial differential equations
that are applied directly to prognostic field variables.
• Random Walk (RW) - A broad class of algorithms to describe the
motion of agents in a turbulent environment. The RW may be based
purely on turbulent dispersion or it may incorporate active agent lo-
comotion, such as the Run-Tumble Random Walk [49].
• Re-sampling - Agent re-sampling, also known as Particle Manage-
ment, is a process that provides a trade-off between model accuracy
and computational load by enforcing upper and lower bounds on the
number of agents in IBMs. The agent space is often re-sampled using
a combination of splits and merges to achieve the desired agent count.
• Virtual Ecology Workbench (VEW) - A comprehensive suite of
tools for the creation, execution and analysis of one-dimensional plank-
ton ecology IBMs.
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2. Background
2.1. Oceanographic Ecosystem Modelling
In Computational Oceanography two major modelling paradigms exist that
aim to to capture the behaviour and complexity of the marine plankton
ecosystem. Traditional ecology models use continuum mathematics as a
filter to reduce the complexity of a chaotic system until analytical tools in
the form of partial differential equations are sufficient to tackle the relevant
problem [13]. These Eulerian or population-based models (PBM) often de-
scribe the behaviour of entire populations within an ecosystem as single
state variables. Therefore this type of model implicitly assumes that in-
dividuals within a local population respond identically to external factors,
and that this reaction can be inferred from characteristics of the population
mean [3]. Although this assumption may be true for many fluid properties
in the ocean it is widely accepted that it does not always hold for ecosystems
in general.
In order to overcome this limitation a new class of plankton ecology mod-
els has come to the fore which tries to capture the essence of the oceanic
food web by using a “systems” approach to modelling microbes [16]. Here,
large sets of individual sub-populations are modelled separately, allowing
the properties of the overall population to emerge from the components of
the system. The aim of this individual-based modelling (IBM) approach
is to simulate the behaviour of the overall population from first principles,
providing further insight into the underlying drivers and characteristics of
the ecosystem as a whole.
The IBM approach to general ecology modelling is by no means new (a
detailed review is provided by Grimm and Railsback [13]). Only with the
advent of modern high-performance computing, however, is it possible to
apply it to marine ecosystems, which generally consist of populations with a
much greater span in population size than higher trophic levels. Neverthe-
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less, due to the possibility of including low-level features that are impossible
to model with Eulerian state variables (a detailed list of which was com-
piled by Hellweger and Bucci [16]), the use of IBMs can inform the choice
of parameters for describing high-level population dynamics. Thus, due to
the difference in modelling scope, the two paradigms can easily complement
each other, since population-based models provide the computational effi-
ciency required to model the plankton ecosystem in global models, while
IBMs are able to justify and validate the respective parameter choices on
local scales.
2.1.1. Ecosystem Variability
One of the key features of Lagrangian ecosystem models is their ability to
model low-level individual behaviour and the effect of the resulting local
variability on the global population dynamics. These influences are gen-
erally ignored in Eulerian ecosystem models due to the use of high-level
aggregate field variables. This is based on the assumption that microbes
are functionally equivalent to chemical molecules or atoms, in that every
particle interacts identically to the same environment [16]. However, the re-
sponse of individual microbes to external factors, such as limiting nutrients
and photosynthetic radiation, does depend on their individual exposure his-
tory to external influences, as demonstrated by Droop [7] and Geider et al.
[12] respectively. Although these dynamic models can be applied to popu-
lations as well as individuals the model results vary depending on the scope
of the integration, a phenomenon known as Jensen’s inequality [16].
Broekhuizen et al. [3] confirmed this assumption using an IBM based
on the Lagrangian Ensemble metamodel (see section 2.2). The authors
showed that individuals with significantly different physiological properties
may well end up in the same location, and reported a difference of more than
30% in production and standing crop when compared to a Eulerian equiva-
lent. Similarly, McGillicuddy [31] performed a side-by-side comparison be-
tween a Lagrangian and Eulerian formulation of phytoplankton growth in
a constantly mixed environment, reporting a significant reduction in mean
growth rate for the Lagrangian Ensemble model under strong turbulent
mixing. Furthermore, Hellweger and Kianirad [17] showed that Lagrangian
and Eulerian model formulations can produce varying results under realistic
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conditions, and identified two criteria for model results to vary:
• Non-linear model equations - The process limiting plankton growth
must have an effective non-linear component that depends on an in-
dividual’s internal state.
• Incompletely mixed conditions - Perfectly dispersive mixing can min-
imise the the effect of intra-population variability to such an extent
that Eulerian and Lagrangian formulation yield identical results.
Another source of significant intra-population variability in Lagrangian
models is their ability to model the biological life-cycle of individuals. Ma-
rine plankton species go through multiple stages in their life-cycle, includ-
ing dormant over-wintering stages, where their behaviour changes drasti-
cally [52]. Explicitly modelling the biological development of individuals at
varying rates, in combination with the effects of competition for local re-
sources, allows models to create new predictions of global survival rates and
primary production [35]. In addition to that, since individual-based models
are able to record the internal state of individual sub-populations, this class
of models allows the direct analysis of the inter-generation development of
competing lineages of plankters. Lineage analysis is a very powerful tool,
which allows researchers to study the influence of these individual-level pro-
cesses on the overall population, as demonstrated by Woods et al. [56].
2.1.2. Stability
Eulerian models of marine microbiology are generally described using time-
dependent differential equations, a simple example being the Lotka-Voltera
equations [56], which can be prone to chaotic fluctuations, depending on
parameter values and initial conditions [37]. This has led to the assumption
that the oceanic ecosystem is inherently unstable, causing many researchers
to focus on tuning parameter sets for simple ecosystem models to achieve
inter-annual stability [39].
On the other hand, individual-based models are based on the assump-
tion that the ecosystem is intrinsically stable and that it adjusts to chaotic
external factors [56]. Thus, given an initial guess at a system’s state and
a regular annual cycle of external forcing, the inherent initialisation error
will decay and the ecosystem will settle on a stable attractor. According
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to Woods et al. [56], the form of this annual equilibrium state depends on
three dominant factors:
• Model specification - Equation and parameter sets that define the
behaviour of individual functional groups.
• Resource levels - The availability of sufficient nutrients in combination
with photosynthetic light for phytoplankton growth.
• External forcing - The annual cycle of external weather conditions, as
well as the diurnal cycle of incident sunlight.
2.1.3. External Forcing
Regardless of the discretisation used to represent the oceanic plankton
ecosystem (Eulerian or Lagrangian), the underlying model of ocean physics
and ambient weather conditions plays a crucial role in marine ecosystem
modelling. In particular, the representation of turbulent mixing in the up-
per ocean is of vital importance for models, since it directly affects the
distribution of nutrient chemicals. Nutrient levels and the amount of solar
irradiance available for photosynthesis are the key limiters of phytoplank-
ton growth. Since phytoplankton is the lowest component of the marine
food web and thus in turn represents the limiting nutrient for higher-level
species, the enclosing model of ocean physics affects the behaviour of the
entire ecosystem. A reliable representation of mixed layer turbulence, as
well as an accurate sub-model of solar irradiance, are therefore essential
drivers in oceanic bio-geochemistry and an important prerequisite for the
development of realistic ecosystem models [6, 39].
Turbulent Mixing
Turbulent mixing in the upper ocean layers is generally driven by two sources
of turbulent kinetic energy:
• Wind stresses applied to the sea surface are a constant source of turbu-
lent mixing that may vary in intensity on relatively short time scales.
Although wind-driven mixing is usually quite shallow, episodic events,
such as winter storms, can last for several days and drive the mixed
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layer to significant depths. This has a significant effect on the ecosys-
tem, since deep mixing transports nutrients up into the upper layers,
causing strong phytoplankton blooms in oligotrophic regimes [38].
• Buoyant convection is driven by surface cooling where convective over-
turning transports heat upwards, which compensates for the energy
loss at the sea surface. Since this heat loss is counteracted by penetra-
tive heating due to solar irradiance, convection follows a diurnal cycle,
where convective mixed layer deepening at night time may penetrate
much deeper than wind-driven mixing. Similarly, convective mixing
also follows a seasonal cycle, where the lack of solar heating causes
deep convective mixing during winter. This causes additional nutri-
ents to be brought to the surface which nourish the following spring
bloom [45, 52, 53, 55].
Both turbulent mixing processes depend on surface boundary fluxes, where
momentum exchange causes wind-driven mixing, while temperature fluxes
and penetrative heating cause a diurnal cycling of the mixed layer due to
convective overturning. Therefore, along with parameterisations to cap-
ture the turbulent mixing itself, appropriate surface forcing is essential to
ensure an accurate representation of mixing processes near the ocean sur-
face [6, 8, 22].
Since direct methods of modelling eddy-driven turbulence, such as Large
Eddy Simulations (LES), are computationally too costly, coupled ocean-
biochemistry models usually use turbulence parameterisations to capture
surface layer mixing. Many parameterisations have been used, which can
be broadly classed into three categories:
• Turbulence closure - The most common approach to modelling tur-
bulent surface mixing is the use of turbulence closures, following the
famous model developed by Mellor and Yamada [32]. These models
only resolve the largest turbulent eddies, whereas small-scale turbu-
lence is parameterised stochastically. Many turbulence closures exist,
and therefore Umlauf and Burchard [46] created a Generic Length
Scale (GLS) closure, which can be parameterised to capture the be-
haviour of most closure models [51].
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• Slab Parameterisation - Slab parameterisations treat the surface mixed
layer as a single slab of water and impose the well-mixed condition
(WMC) by explicitly homogenising all tracer quantities within the
slab layer. This type of parameterisation is based on the model de-
signed by Kraus and Turner [23] and is often used in one-dimensional
ocean models. Slab parameterisations in general require the diag-
nostic calculation of the depth of the mixed layer as a scalar value,
which is often based on a formulation of turbulent energy balance and
convective adjustment.
• K-Profile Parameterisation - K-profile parameterisations (KPP), as
first proposed by Large et al. [25], are similar to slab parameteri-
sations in that they calculate a diagnostic mixed layer depth based
on surface forcing routines. In contrast to Kraus-Turner type mod-
els, however, the resulting surface layer mixing is modelled by pre-
scribing a fixed vertical profile of eddy-diffusivity scaled by the mixed
layer depth. This type of turbulence parameterisation is often em-
ployed in GCMs, due to its compatibility with bulk surface forcing
and advection-diffusion equations [26, 39].
Solar Irradiance
An important limiting resource for phytoplankton growth is the amount
of sunlight available for photosynthesis. The distribution of solar irradi-
ance in the upper ocean layers strongly depends on the optical properties
of the water, which are dominated by local pigment concentrations, such
as the particulate chlorophyll concentration in phytoplankton, in oceanic
waters (Jerlov type I) [33]. The downward attenuation of the available light
therefore depends on the local phytoplankton concentration itself, a process
commonly referred to as self shading [16].
A wide range of models exists for modelling the attenuation of sunlight in
the ocean. Simple implementations are often based on a single exponential
decay function. However, this ignores the multi-spectral nature of sunlight,
which can be captured by modelling the decay of solar irradiance with depth
on multiple wavebands with varying absorption parameters. Such a multi-
spectral approach is often based on the set of spectral coefficients empiri-
cally derived by Morel [33]. More complex models based on the Radiative
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Transfer Equation (RTE) or Monte Carlo methods exist, but are often too
computationally expensive to be used as an integrated sub-model for ocean
biochemistry [28]. For this reason, Liu [27] developed a fast and accurate
hydro-optics model based on an approximation of the full RTE, which is
described in greater detail in appendix C.
Moreover, solar irradiance can influence the dynamics of the upper mixed
layer in the ocean, where penetrative solar heating not only influences the
temperature of the upper ocean but can also have a significant effect on the
depth of the upper mixed layer [55]. This is due to solar heating quenching
the heat loss at the surface during the day time, resulting in a diurnal cycle
of mixed layer deepening in regions dominated by convective overturning.
Thus, by influencing the distribution of light in the upper ocean, the phyto-
plankton population can have an indirect influence on the physical dynamics
of the upper ocean, a process termed bio-optical feedback [52].
2.2. Lagrangian Ensemble Metamodel
The Lagrangian Ensemble (LE) metamodel, as first published by Woods and
Onken [54], defines the individual-based integration of a complex ecosystem
according to phenotypic rules, and has been described as “the Cadillac of
IBMs” [16]. LE models use computational agents to model the life his-
tories of individual sub-populations of plankters, called Ensembles, which
follow independent trajectories through the model domain. Each agent rep-
resents a dynamically varying sub-population of identical micro-organisms
from which demographic properties of the ecosystem as a whole and the
resulting bio-optical feedback to the environment are inferred. A detailed
description of the metamodel and all its features is provided by Woods [52].
2.2.1. Emergence and Feedback
The Lagrangian Ensemble metamodel uses primitive biological equations
to model the bio-chemical evolution of individual plankters. These pheno-
typic equations describe internal physiological processes of individual micro-
organisms, such as photosynthesis, ingestion, egestion, respiration, growth,
reproduction and death, which can all be derived from laboratory experi-
ments [52]. An individual LE agent therefore behaves like a single plankter
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while representing a dynamically varying collection of identical organisms.
Thus, following the principles of complexity science, the population-level
behaviour of the system emerges from the traits of individuals and their
interactions with each other and their environment [13].
The changing demography of each population is diagnosed by summing
over the sub-populations of its agents. This is fundamentally different from
the classical PBM metamodel, in which the demographic state of each popu-
lation is treated as a prognostic variable. The LE metamodel is of significant
importance for ecological modelling, since it provides an understanding of
how individual level traits gave rise to the system’s response to external in-
fluences [13]. However, due to bio-physical feedback processes, such as phy-
toplankton changing the optical properties of oceanic surface waters, the
plankton ecosystem itself also influences its immediate surroundings [52].
These physical influences, along with biochemical changes to the ecosys-
tem’s environment, are the result of complex and often subtle biological
processes [6]. Due to their ability to model intra-population variability
based on history-dependent processes, such as photosynthesis [12], LE mod-
els can provide a unique insight into ecosystem-environment interactions
that population-based models are unable to capture.
2.2.2. Parameter Space
In Lagrangian Ensemble modelling a functional group (FG) represents the
highest level of grouping in the unlimited parameter space of marine biodi-
versity. As such it defines the distinct set of variables representing an agent’s
internal biochemical state, as well as the unique set of phenotypic equations
for physiology and behaviour that may be used to advance an agent’s state
in time [52]. As shown in Figure 2.1 a plankton community consists of mul-
tiple FGs, each of which may be further subdivided into multiple species.
Each species comprises a separate parameter set for the set of equations
defined by the enclosing FG, where parameter mutation can be applied to
create multiple varieties of a particular species. This sub-division of the trait
space allows ecological adaptation to be included in resource competition
models, which follows recent trends to incorporate evolution and genomics
into marine ecosystem models [4].
One of the hallmarks of the Lagrangian Ensemble method as described
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Figure 2.1.: Community structure of Lagrangian Ensemble models accord-
ing to Woods [52]. The top-level functional group (FG) is sub-
divided into various species and varieties to account for the
unlimited parameter variability in marine ecosystems.
by Woods [52] is its focus on individual life-cycle modelling, a feature that
is impossible to capture with population-based approaches [29]. Each LE
agent is therefore associated with a particular life-cycle stage, which de-
fines the physiological processes currently active in the sub-population, and
thus the phenotypic equations to use at a particular timestep. This ap-
proach allows modelling staged growth, as well as the inclusion of dormant
states for over-wintering zooplankton. Thus, LE models honour the fact
that the physiological behaviour of individuals may change during a model
run, which constitutes an important source of intra-population variability
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in ecology modelling [16].
2.2.3. Predation and Trophic Closure
Although the Lagrangian Ensemble metamodel is predominantly individual-
based, predation between multiple trophic levels in LE models is modelled
through the use of aggregated Eulerian field variables. This eliminates the
need for direct agent-agent interaction, which is computationally very ex-
pensive; it results in the metamodel being classified as a hybrid [52]. Simi-
larly, since ambient nutrient levels are usually modelled in a Eulerian fash-
ion, the nutrient fluxes between sets of agents and their environment are
generally modelled using field aggregation.
One key issue for agent-based predation in plankton ecology IBMs is
that competing predator agents have no knowledge of the amount of food
ingested by other competitors, which may cause over-grazing if not enough
food is available in the region to satiate all predators. To prevent this effect,
LE models utilise timestep fusion, where the food requests from all predators
are first aggregated, before the global request is compared to the available
amount of food. If the amount of available food is found to be insufficient,
the individual requests are scaled back and relayed to the predator agents,
who add the reported amount of ingested nutrients to their internal chemical
pool during the next timestep [20].
Moreover, trophic closure in LE-based ecosystems is particularly impor-
tant for individual-based models, since a single global death rate, as usually
encountered in Eulerian ecosystem models, violates the individual-based
modelling assumption. Thus, mortality is explicitly modelled in LE models
and may have two general causes: starvation and predation. In order to
reproduce a realistic ecosystem balance, generalised top predator classes,
modelled by sets of agents with their own biological rules and demography,
are introduced to emulate the combined grazing pressure exerted by higher
trophic levels.
2.2.4. Lagrangian Ensemble Recruitment Model (LERM)
The model used throughout the verification process in this thesis is based
on the Lagrangian Ensemble Recruitment Model (LERM) as first designed
by Sinerchia et al. [43]. LERM is a fisheries recruitment model that uses
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four trophic levels to model the effects of predation and competition on
squid recruitment [42, 44]. It incorporates phytoplankton, herbivorous and
carnivorous zooplankton, and two top-level predators that provide trophic
closure. A more detailed description of the biological model is provided in
appendix A and a full list of model equations and their justification can be
found in Sinerchia et al. [43].
In order to avoid the complexities of fisheries recruitment, while retaining
many of the innovative biological details in the phytoplankton and zoo-
plankton definitions, a particular variation of LERM will be used, which
parameterises the carnivorous squid component of the model as part of the
top-level predator groups. Thus, LERM-PS (parameterised squid) consists
of phytoplankton modelled by diatom agents and herbivorous zooplankton
modelled by generalised copepod agents based on Calanus finmarchicus [44].
Phytoplankton growth is limited by nitrogen (used during photosynthe-
sis) and silicon (used for cell division) [43]. The model incorporates many
individual-based features, such as photoadaptation in phytoplankton ac-
cording to Geider et al. [12], as well as staged growth, diel migration and
explicit over-wintering stages in zooplankton. Furthermore, detritus is also
modelled explicitly by agents, where additional stages are inserted into the
model to represent dead biomass and fecal pellets.
Two types of top-level predators are used to simulate zooplankton death
due to grazing by higher level organisms, where one type is a general preda-
tor and the other hunts based on prey visibility. These agents provide
trophic closure to the model and are modelled as stationary agents indepen-
dent of feeding history, because they are proxies for aggregated populations
of arbitrary predators, rendering them effectively Eulerian.
2.2.5. Virtual Ecology Workbench
The Virtual Ecology Workbench (VEW) is a comprehensive suite of tools
for the design, execution and analysis of agent-based plankton ecosystem
models following the Lagrangian Ensemble metamodel. As shown in Fig-
ure 2.2 the VEW provides a user-friendly graphical interface for entering
phenotypic equations, which the VEW stores in configuration files using the
domain-specific language Planktonica [20]. The VEW model compiler gen-
erates executable Java code from the created model configuration, complete
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with internal models of ocean physics and boundary conditions prescribed
from ERA-40 Re-analysis [47] or Bunker Climate Atlas [21] data sets.
Figure 2.2.: Graphical user interface of the VEW equation editor.
Embedded Ocean Physics
The internal sub-model of turbulent surface mixing in VEW-generated mod-
els consists of a Kraus-Turner type slab parameterisation, based on a tur-
bocline depth due to wind stress and penetrative convection proposed by
Woods and Barkmann [53]. This model considers convective adjustment
and convective penetration, as well as the effect of surface wind-stresses for
diagnosing the depth of the mixed layer.
The model is coupled to a multi-spectral hydro-optics model based on the
the approach proposed by Morel [33]. Crucially, the mixed-layer parameter-
isation is based on the surface heat-exchange due to solar volume heating,
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resulting in distinct diurnal cycles of mixed layer deepening, due to incident
solar energy quenching convective overturning.
2.3. Fluidity-ICOM
Fluidity-ICOM is an open-source general-purpose ocean model based on
the computational fluid dynamics (CFD) code Fluidity [2, 36]. Fluidity is
capable of solving the Navier-Stokes and accompanying field equations on
arbitrary unstructured finite element meshes, using finite element/control
volume methods in one, two and three dimensions. The CFD application is
parallelised using MPI and uses adaptive remeshing technology to optimise
the underlying mesh at runtime, providing computational efficiency and
dynamic focus on regions of interest. The Fluidity-ICOM ocean model
also provides multiple sub-grid scale parameterisations to model turbulent
mixing as well as an interface for embedding Eulerian models of plankton
biochemistry.
Fluidity is configured via the graphical user interface (GUI) Diamond (see
Figure 2.3), which is part of the schema-driven problem description library
Spud [15]. The GUI provides a tree-based option set, which allows users
to define and configure the fields computed during the simulation. Fluidity
recognises three types of fields [2]:
• Prognostic fields are computed by Fluidity through solving a partial
differential equation. Diamond allows the user to define the spatial
and temporal discretisation used during solves, as well as the initial
and boundary conditions of the field. Furthermore, Fluidity allows
additional source and absorption terms to be added to the equation
by defining them on separate fields, which might be populated by the
user or from embedded sub-models, such as the Eulerian plankton
ecology models.
• Diagnostic fields are computed from other fields without solving a
partial differential equation. These fields might be set according to
a set of pre-defined algorithms, derived from embedded sub-models
or computed according to a user-defined diagnostic algorithm defined
using the Python State interface described in section 2.3.3.
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• Prescribed fields are defined by external sources. They might be
simple constant fields which only need to be set once, or they might
encapsulate complex functions which can be defined by the user as
Python functions (see section 2.3.3). In the context of marine ecology
modelling this field type is often used to derive environment condi-
tions, such as incident sunlight, from external data sources.
Figure 2.3.: Diamond user interface [2]
2.3.1. Mesh Discretisation
Fluidity provides mixed finite element and control volume methods on un-
structured finite element meshes, where multiple fields may be discretised in
different function spaces. Continuous and discontinuous Galerkin methods
are implemented for solving advection-diffusion equations, with support for
basis functions of varying polynomial degrees. The choice of polygon type,
element continuity and polynomial order of the basis functions defines the
discrete function space in which to represent the relevant fields [2]. For the
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purpose of this thesis only triangular and tetrahedral elements are consid-
ered.
The choice of mesh discretisation and function space defines the inter-
nal representation of field data and is therefore of great importance for
the exchange of nutrient biomass described in section 4.2. For example,
when using piecewise linear basis functions on a continuous Galerkin dis-
cretisation (P1CG, see Figure 2.4a) field values are stored on the vertices of
the elements and the field is interpolated linearly inside the element. The
locations at which field data is stored are referred to as nodes and these
are represented by the black dots in Figure 2.4. When using a piecewise
quadratic discretisation (P2), additional nodes are added to the element
interior, as represented by the grey dots in Figure 2.4b, and second-order
polynomials are used for intra-element interpolation.
(a) Piecewise-linear, continuous (P1CG)
(b) Piecewise-quadratic, continuous (P2CG)
(c) Piecewise-quadratic, discontinuous (P2DG)
Figure 2.4.: Internal representation of field data on continuous and discon-
tinuous mesh discretisations.
Alternatively, when using discontinuous Galerkin discretisations, vertex
and intra-element node values are stored separately for each element. as
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shown in Figure 2.4c. Here, the same intra-element interpolation rules ap-
ply. However, due to the disconnect between elements, strong gradients may
arise in the represented field. In order to transform field data from a dis-
continuous discretisation to a continuous one Fluidity provides conservative
Galerkin projection via supermesh construction [9, 10].
2.3.2. Adaptive Remeshing
One of the most important features of Fluidity is its ability to dynamically
adapt the underlying mesh at runtime, in order to minimise discretisation
errors and allow mesh resolution to be focused on regions of particular in-
terest. This adaptive mesh refinement is based on an anisotropic metric
tensor field, which describes the desired geometric properties required to
minimise the interpolation error [2, 36]. The metric tensor may be formed
from multiple fields, where each field provides a separate weighed contribu-
tion computed using the Hessian of the field in question and a target value
for the interpolation error that acts as a weight. Thus, Fluidity’s adaptivity
algorithm will increase the resolution of the mesh in areas of steep gradi-
ents in the defined fields and will coarsen the mesh in regions with smooth
transitions.
Models of the open ocean often require a high aspect ratio between the
horizontal and vertical dimensions of the domain, which is of particular
importance if meso-scale processes are to be resolved. For this type of
domain, Fluidity can decouple the horizontal and vertical adaptivity steps,
resulting in a columnar mesh where mesh elements are aligned vertically and
extruded from an underlying two-dimensional horizontal mesh [2]. In such
a vertically structured mesh the vertical resolution is adapted independent
of horizontal gradients, and can optionally be linked between all columns to
form a layered mesh.
2.3.3. Embedded Python
The dynamic programming language Python is used in multiple places in
Fluidity-ICOM to provide a flexible interface for users to customise Fluid-
ity with complex configuration options. As such it is used to prescribe and
manipulate field data, set the position of detector objects and even define
additional diagnostic algorithms. For this purpose Fluidity uses an embed-
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ded Python interpreter via Python’s C-API [48]. This allows the user to
express complex options as a Python function which Fluidity will evaluate
on-the-fly using the embedded interpreter.
The embedded Python interpreter is used for various configuration op-
tions in Fluidity-ICOM, providing two distinct interfaces [2]:
• Space and time-varying field data - Space and time-varying field
data may be entered as a Python function to define prescribed fields
or enter the initial condition of a prognostic field. The user provides
Python code, which includes the function val(X, t), where X is the
spatial coordinate expressed as a Python tuple and t is the current
simulation time. The embedded interpreter will then evaluate this
function for each node in the mesh to populate the field, as demon-
strated in Figure 2.5.
• Python State - Fluidity also provides access to its internal state and
field data via the Python State interface. This interface allows the
user to define custom diagnostic algorithms, where the nodal values
of a diagnostic field are set by the user-defined Python function. Fur-
thermore, this interface may also be used to define Eulerian ecology
models by setting the relevant source and absorption terms of the
prognostic fields representing the ecosystem components.
def val(X,t):
return (-X[1],X[0])
Figure 2.5.: A Python function returning a two-dimensional rotating vector
field about the origin [2].
The use of the Python State API to define a Eulerian ecology model is
demonstrated in Figure 2.6. Here, a custom ecology model provided by
the user-defined package ecology is used to set the source term of a prog-
nostic phytoplankton field. The interface facilitates access to the required
field data by adding a state object to the Python namespace, which pro-
vides Python representations of Fluidity’s internal field objects (Nutrient
and PhytoplanktonSource) via named dictionaries. These objects allow the
direct manipulation of field data via a custom API [2]. In the example
the value of the local nutrient concentration is used at every node point to
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compute the additional phytoplankton biomass, which is then added via the
phytoplankton source field.
import ecology
# Pull fields from Fluidity State object
nutrient = state.scalar_fields[’Nutrient ’]
phyto_source = state.scalar_fields[’PhytoplanktonSource ’]
for n in phyto_source.node_count:
# Calculate new Phytoplankton source term
source_val = ecology.model( nutrient.node_val(n) )
# Set ’PhytoplanktonSource ’ field in Fluidity State
phyto_source.set(n, source_val)
Figure 2.6.: Example showing the use of the Python State interface to set
the source term of a state variable Phytoplankton as a function
of local nutrient concentration according to an external ecology
model.
2.3.4. Turbulence Parameterisation
Since the physical dynamics in the ocean cannot be resolved on all scales in
coupled models of marine bio-geochemistry, Fluidity provides several sub-
grid scale parameterisations to model turbulent dynamics. In addition to
Large Eddy Simulations (LES), which are too computationally expensive
for coupled ocean-biochemistry models, an explicit k−  turbulence closure
model is provided [2], as well as the Generic Length Scale (GLS) turbulence
parameterisation proposed by Umlauf and Burchard [46] [19]. This param-
eterisation can be configured to capture the behaviour of most turbulence
closure models, as pioneered by Mellor and Yamada [32]. The sub-grid scale
parameterisations are employed by Fluidity to provide the eddy diffusivity
required to model turbulent diffusion by solving advection-diffusion equa-
tions. Alternatively, the diffusivity can also be provided by the user as a
prescribed field, allowing the turbulent diffusion term of the momentum
equations to be computed from bulk formulae [2].
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3. Lagrangian Ensemble
Framework
The key practical contribution of this research is a framework for creat-
ing embedded agent-based plankton ecosystem models in Fluidity-ICOM.
The framework allows users to configure generic Lagrangian Ensemble (LE)
simulations by defining agent properties and rules to update the internal
state and position of agents via Fluidity-ICOM’s graphical user interface
Diamond [15]. From the configuration files the framework then creates, up-
dates and maintains sets of LE agents as part of Fluidity-ICOM simulations
and provides emergent properties of the simulated ecosystem as diagnostic
field variables.
The phenotypic equations used to update an agent’s biochemical state are
defined by the user as Python functions, allowing efficient development of
novel LE models, as well as rapid integration of existing ones. The user may
also configure interactions between agents and their immediate environment,
such as nutrient absorption and excretion of detritus, as well as interactions
between distinct agent groups in order to model inter-agent predation. The
framework automates the conversion of biomass and particulate chemicals
due to these interaction processes, requiring the user only to define the
desired biological conversion rates as part of the Python update code.
This chapter first gives an overview of the framework design and its in-
tegration with the Fluidity-ICOM core, before describing the provided user
interfaces and key components of the generated LE ecosystem models. We
give a detailed account of the data structures describing the computational
agents and the metadata hierarchy used in the framework, as well as a
detailed description of the configuration of nutrient exchange, inter-agent
predation and runtime agent management.
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Figure 3.1.: Design overview of the embedded LE-framework.
The LE-Framework described in this chapter provides an interface for
coupling generic agent-based ecosystem models with Fluidity-ICOM. As
depicted in Figure 3.1, the central entities of the coupled LE models are
multiple sets of agents that represent the modelled ecosystem. An agent
represents a virtual particle associated with a biochemical state and a posi-
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tion in the mesh, which may move and update its internal state according to
user-defined rules. The framework assumes all tasks related to the creation
and management of agents and updates the internal state of each agent ac-
cording to the Lagrangian Ensemble metamodel described by Woods [52].
Agents are grouped into homogeneous sets, where all agents within a
set follow the same set of rules. The agent sets act as container objects by
providing access methods to the model agents and storing metadata used by
the framework to determine which functionalities and parameters to apply
at runtime. The metadata stored include the rules to update each agent’s
internal biochemical state, as well as agent motion parameters and rules
describing the interaction of the agents with their ambient environment
and other sets of agents.
The rules used to update an agent’s biochemical state are defined by
the user as update kernel functions written in Python, which are evalu-
ated at runtime by the embedded Python interpreter and applied to the
model agents. This Embedded Python approach (see section 2.3.3) provides
a generic and flexible interface that allows the user to define the model’s phe-
notypic equations (see section 2.2.2) in an efficient manner. It also provides
a platform for rapidly integrating existing LE models into Fluidity-ICOM,
since only the key equations need to be ported to Python kernel functions,
a task easily automated by scripted tools.
In addition to applying biochemical rules, the framework also provides
multiple options to model agent motion. On top of Lagrangian advection
with the velocity field, turbulent dispersion via a random walk model is
provided, as well as an additional Python interface to define active agent lo-
comotion. Furthermore, the framework is tasked with tracking each agent’s
respective position in the enclosing mesh, since this requires close interaction
with the underlying finite element data structures.
Most importantly, however, the framework acts as a mediator between
agents and their immediate surroundings. As such, it provides the agents
with local ambient conditions, such as incident sunlight or ambient nutrient
concentrations, by sampling the relevant environment fields and exposing
the sampled values to the update kernel functions. Conversely, the frame-
work is also able to project any agent-based state variable into a diagnos-
tic field utilising Fluidity’s internal field API. This mechanism allows the
framework to provide detailed population-level diagnostics of the ecosystem
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state, which enables bio-physical feedback, such as sunlight being shaded
by particulate chlorophyll.
A further feedback mechanism provided by the framework is the exchange
of nutrient chemicals between agents and their environment. Designated
agent-level state variables are hereby aggregated to diagnostic fields to en-
able an implicit conversion between particulate and solution chemicals. In
a similar fashion the framework also provides an inter-agent grazing mech-
anism to model herbivorous and carnivorous predation between agent sets,
where diagnostic fields are utilised as proxies to allow an implicit conversion
of particulate biomass between agent sets.
3.2. Agents
Lagrangian Ensemble agents, at their lowest level, are data objects that
represent sub-populations of micro-organisms that travel through the sim-
ulation domain on an individual trajectory and interact with their ambient
environment (see section 2.2). From this definition two key characteristics
of LE agents arise that define the key properties and thus the set of variables
stored within the agent data type:
• An agent must behave like a virtual Lagrangian particle in the sim-
ulation domain with an individual trajectory on the simulated mesh.
As such, an agent needs to store its current coordinates in physical
space, as well as its current position in the enclosing mesh.
• Each agent carries a collection of biochemical state variables that de-
scribe the state of an individual plankter. In order to derive the prop-
erties of the entire sub-population each agent also records the number
of individuals it represents.
It is the former point that dictates the design choice to implement the
framework as part of Fluidity’s Fortran core, since it requires close coupling
and efficient access to the underlying mesh and model state. Fluidity al-
ready provides detector objects, which are virtual probes intended to record
field values at particular positions in the mesh. These probes may be fixed
in space or they may be advected with the modelled flow (lagrangian de-
tectors) [2], and are thus similar to LE agents in that they need to sample
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the enclosing fields at arbitrary points in the mesh. On the other hand,
detectors are stateless particles, which carry no further information than
their previous mesh position. They are also incapable of modelling active
locomotion or of being displaced by turbulence. The agents created as part
of the LE-framework are therefore implemented as Fortran objects which
extend the basic detector capabilities by carrying a set of variables defining
the agent’s biochemical state and extending the particle motion capabilities.
3.2.1. Position and Motion
In order to define an agent’s position in the simulation domain its physical
coordinates are stored as part of the agent object. In addition, each agent
must be able able to sample its ambient environment, including the local
velocity field, which requires knowledge of the enclosing mesh element and
the local coordinates within this element. These so-called parametric coor-
dinates need to stay synchronised with the physical position of the agent
throughout the simulation, which can be achieved via particle tracking al-
gorithms, such as the Guided Search approach described by Coppola et al.
[5].
An agent’s position is updated at the beginning of each timestep according
to a set of user-configurable motion schemes. The framework provides three
mechanisms for moving agents within the simulation domain:
• Advection - Agents are advected with the local velocity field ac-
cording to a multi-stage Runge-Kutta algorithm of user-configurable
order. Common schemes, such as Forward Euler and Fourth Order
Runge-Kutta (RK4), are provided as explicit options, but higher or-
der schemes can be configured by supplying an explicit Butcher ma-
trix [2]. For multi-stage algorithms the local velocity field is sampled
according to the Guided Search algorithm [5].
• Locomotion - Modelling purposeful locomotion of individual sub-
populations, such as foraging and predator evasion, is one of the
hallmarks of individual-based ecology modelling. The LE framework
therefore provides a flexible Python interface to allow users to define
their own agent locomotion algorithms, as described in section 3.4.1.
This interface also provides access to the agent’s current internal state,
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allowing agent locomotion to vary with, for example, the agent’s inter-
nal nutrient pools or growth stage. The displacement vector returned
from the user-defined Python function is then added to the advection
component.
• Turbulent dispersion - Accurate modelling of the turbulent disper-
sion of a group of agents is a key challenge when modelling oceanic
ecosystems. Various types of Random Walk models can be used
to model the effects of turbulence on the trajectory of individual
agents [49]. The LE framework provides Naive and Diffusive Ran-
dom Walk implementations according to Visser [50], where an addi-
tional automatic sub-cycling algorithm may be used with the Diffu-
sive variant to overcome artificial agent accumulations in regions of
non-uniform diffusivity. The Random Walk motion schemes are doc-
umented in greater detail in Appendix B. Alternatively, the Python
agent motion interface (see section 3.4.1) may be used to apply other
dispersion schemes, such as the Random Displacement algorithm used
in the VEW.
3.2.2. State Variables
The state of the sub-population represented by each agent is stored as a
collection of variables. The particular combination of variables stored with
the agent and the equations used to advance the agent’s state are defined
by the agent’s functional group (see section 2.2.2), and stored as part of the
metadata held by the agent set object, as described in section 3.3.
Agent state variables are not necessarily limited to the biochemical state
of the agent, but may also represent any generic variable type. As an exam-
ple, the direction and speed of travel may be recorded by agents to simulate
agent motion with a Run-Tumble Random Walk [49]. However, particular
variable types are required by the Lagrangian Ensemble metamodel, while
other variable types may also carry special meaning:
• Sub-Population Size - LE agents represent a sub-population of iden-
tical micro-organisms where each agent behaves like one individual
plankter. The sub-population size, a variable scaling factor associ-
ated with each agent, tracks the total number of individuals repre-
sented by each agent. This up-scaling mechanism is used to derive
43
demographic diagnostics from individual-level quantities, making the
sub-population size a mandatory state variable for all agents.
• Stage - One of the key features of IBMs is their ability to model
staged growth for each individual, where plankters go through multi-
ple growth stages in their life-cycle [52]. The biological growth stage
defines the explicit biochemical behaviour of an agent by defining the
set of processes (phenotypic equations) currently active in an agent.
The progression of stages is dependent on the internal state of each
individual plankter in the sub-population, and may significantly vary
the plankters’ physiological and behavioural response to external con-
ditions. Furthermore, motion patterns, grazing rates and local agent
re-sampling limits may all vary according to the agent’s growth stage.
• Chemical Pools - The physiological state of the plankters in an
agent’s sub-population is defined by the values of a set of biochem-
ical pools, similar to those introduced by Droop [7]. As such, they
can be meaningfully aggregated across discrete agent sets to produce
particulate fields in the chemical environment. Chemical pool vari-
ables may also have associated interaction variables that facilitate the
chemical exchange with the environment, such as nutrient uptake and
excretion.
• Chemical Exchange Quantity - In order to exchange nutrient
chemicals and detritus with the environment, the update kernel func-
tion needs to specify the amount of chemical to be exchanged. An
exchange quantity is stored alongside each chemical pool with the
agent, allowing the framework to compute aggregated exchange re-
quests that can be propagated to the environment. The framework
automatically adds these variables to the agent’s internal data array if
the user selects a particular exchange mechanism in the configuration
interface.
• Variable History - Certain LE models may require the explicit stor-
age of previous values of a particular variable, for example when com-
puting foraging, or physiological adaptation. The framework thus pro-
vides agent-level variable buffering, where the history of a particular
state variable is recorded up to a user-defined depth.
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• Motion Variable - Only a subset of the agent variables may be
required for determining active agent locomotion. In order to avoid
needless variable conversion across the Fortran/Python interface, and
thus to increase runtime performance, all variables that should be
exposed in the agent locomotion interface (see section 3.4.1) need to
be explicitly marked in the model configuration.
An example configuration of a simple phytoplankton agent in Fluidity’s
Diamond GUI is shown in Figure 3.2. The biochemical state of each agent
belonging to the functional group Diatom is defined by the state variables
Size and Stage, an additional state variable z and five chemical pool vari-
ables. The variable z is intended to record the depth of the agent in the
model domain and and has two additional sub-options, where the history
option causes its previous values to be buffered alongside the current value.
The include_in_motion option then causes the framework to make this set
of values available in the agent motion interface described in section 3.4.1,
allowing the user to define a custom locomotion algorithm based on the
agent’s previous locations.
Figure 3.2.: Example configuration of agent variables in Diamond
45
The biochemical component of the example agent configuration shown
in Figure 3.2 consists of five chemical pool variables, which represent the
respective particulate chemical concentration in each individual. The pool
variable Ammonium also has an associated diagnostic field, which is con-
figured under the scalar_field(Particulate) option. This option causes
the framework to add a scalar field DiatomParticulateAmmonium to the
Fluidity state, which represent the aggregated particulate chemical concen-
tration across all agents of the Diatom functional group, as described in
section 4.1. Furthermore, the options uptake and release cause the frame-
work to automatically add the exchange variables AmmoniumUptake and
AmmoniumRelease to each agent, which facilitate the absorption and ex-
cretion of nutrient chemicals with the surrounding waters, as described in
Figure 3.4.3.
3.3. Agent Sets
Agents of the same type are stored sets, each of which is associated with
a metadata object describing the stored agent type. As described in sec-
tion 2.2.2 the distinct type of an agent is defined by its functional group
and the growth stage it is currently in. These type-homogeneous agent sets
therefore represent the low-level building blocks of complex ecosystem hi-
erarchies and are associated with a single agent update kernel function, as
detailed in section 3.3.2.
The metadata objects associated with each agent set are part of the frame-
work’s internal metadata hierarchy depicted in Figure 3.3. Each agent set is
associated with a representation of its functional group, which holds a meta-
data description of the set of variables defining each agent in the group.
The agent set itself stores a range of runtime parameters relating to var-
ious processes including the agent update kernel and the particular agent
motion configurations. This metadata hierarchy enables the framework to
flexibly manage the various agent update processes described in section 3.4
with a minimal performance overhead, since it avoids costly option look-ups
in performance-relevant sections (tight loops). Furthermore, it also allows
agent objects to be very light-weight, since they only need to store the
relevant biochemical and positional state variables.
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Figure 3.3.: Metadata hierarchy associated with agent sets.
3.3.1. Functional Group
The functional group (FG), a key concept in plankton ecology modelling
(see section 2.2.2), is used in LE models to specify the explicit combination
of internal variables that defines each agent. Since the low-level agent object
merely holds an array of double-precision values to represent the biochemical
state of an agent, an explicit metadata object representing the functional
group is associated with each agent set. This metadata collection holds an
index-to-name mapping for each agent variable that is used by the Python
update interface to convert low-level agent variables into a named dictionary,
allowing the update kernel function easy access to these named variables (see
section 3.4.2).
As shown in Figure 3.3 the meta-objects held by the FG metadata rep-
resentation also define the relationships between individual agent variables.
For example, they may associate state variables with their respective his-
tory values and the respective history depth index. Most crucially though,
the meta-objects associate chemical exchange variables, such as uptake or
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release requests, with their respective pool variables, and hold pointers to
the respective source fields in the ocean model’s state object. Using the
example from section 3.2.2, the meta-object representing the chemical ex-
change variable AmmoniumRelease will point to its associated pool vari-
able Ammonium from which to extract the chemical and the environment
field DissolvedAmmonium into which the chemical is released (also see Fig-
ure 3.2).
Furthermore, similar metadata objects representing food sets are stored
in the FG descriptor, which act as metadata proxies for groups of prey
agents to facilitate inter-agent predation. Details of the complex agent-
agent interaction mechanism are provided in section 3.4.4.
3.3.2. Growth Stage
Although the functional group of an agent defines the set of variables and
phenotypic equations to represent and update an agent’s internal state, it is
the biological life-cycle stage that defines which particular update functions
are currently active and which parameters to use in the relevant equations.
Thus, an agent’s growth stage defines the specific make-up of the update
kernel function to apply during each timestep. In order to facilitate agent-
level parallelism during the update process, which may provide significant
performance advantages on dedicated streaming hardware, it is therefore
important to arrange agents in type-homogeneous arrays [24].
Since further model features, such as agent motion and re-sampling,
may also be based on stage-dependent rules and parameters, the biological
growth stage of an agent is the key criterion by which to group agent sets.
As depicted in Figure 3.3, the stage-based agent container object therefore
stores the agent update code, as well as a variety of runtime parameters,
including agent locomotion kernels (see section 3.4.1) and agent re-sampling
rules (see section 3.3.3).
As a result, the life cycle stage defines the lowest level of aggregation
for deriving population-level diagnostic fields, where the individual contri-
butions of all agents in a set are summed to form a diagnostic continuum
field, as described in section 4.1. The stage-based diagnostics can then be
aggregated further to derive demographic properties of the whole functional
group as Eulerian diagnostic fields, as detailed in section 4.1.2.
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3.3.3. Re-sampling
Agent-based models of the plankton ecosystems require a sampling strat-
egy to represent the huge number of individual plankters per cubic me-
tre in the ocean, with a computational tractable number of agents. For
this purpose the Lagrangian Ensemble method uses a number-based, rather
than biomass-based, up-scaling mechanism where a single agent represents
a number of identical individuals. In order to compute the demography of a
population realistically, every individual plankter must occur in one of the
agents present in a mesh cell. However, since the number of real individuals
may change significantly during a particular run, as for example during a
phytoplankton bloom, an agent accounting method is required to restrict
the number of agents during the simulation [16].
Agent re-sampling methods, also known as Particle Management, provide
this trade-off between model accuracy and computational load by enforc-
ing upper and lower bounds on the number of particles in the simulation.
The limits on agent numbers are supplied by the user and enforced in each
mesh element, where the number of agents is normalised to unit volume, in
order to permit unstructured elements of arbitrary size. Such a “fixed super-
individual density” approach is preferable to random population re-sampling
when resolving significant spatial gradients in the modelled population, and
when the behaviour of small sets of individuals is important [16, 18]. Al-
ternatively, in order to limit computational load, a fixed global maximum
may also be prescribed per agent set, which limits the agent count without
regard to an agent’s location.
In order to enforce the bounds on agent density the agent population is
re-sampled using a continuous split/combine algorithm invented by Woods
and Onken [54] for the LE metamodel and subsequently adopted by other
modellers [40]. Here the number of agents in a specified region is increased
by splitting the largest agents in the set evenly, until a minimum threshold
value is surpassed. Conversely, in order to reduce the number of agents in a
particular region, the smallest agents are merged in pairs, where the agent’s
state variables are averaged according to the respective sub-population sizes.
This method is illustrated in Figure 3.4, where a target density of four agents
per mesh element is desired. In order to achieve this target the large agent
in the central element is split into two evenly sized agents, whereas the two
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small circled agents are merged into a single large one to achieve the desired
number of agents in each element.
Before After
Split
Merge
Figure 3.4.: Agent re-sampling with a continuous split/combine method in
an unstructured mesh.
Since agent re-sampling is primarily intended to limit the computational
load of agent sets it is important that the limits prescribing the desired
number of agents may vary in space, and possibly time. This allows the
modeller greater freedom to focus the model’s computational resources on
areas and times of interest. The LE framework provides this flexibility by us-
ing prescribed Fluidity fields to derive the explicit agent limits in each mesh
element. Fluidity’s Python interface can be used to implement these space
and time-varying agent re-sampling limits, as described in section 2.3.3.
3.4. Agent Update
Lagrangian Ensemble models define the evolution of individual agents us-
ing phenotypic equations that describe the biochemical behaviour of a single
plankton organism (see section 2.2.1). These model definitions have to be
applied to the computational agents managed by the LE framework in a
flexible and computationally efficient manner. For this purpose the LE
framework provides multiple Python interfaces, which allow users to define
an agent’s behaviour as Python functions. This Embedded Python approach
is used already in Fluidity to enable model customisation (see section 2.3.3)
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and provides the flexibility and freedom necessary to develop LE ecosystem
models. The user provides a Python kernel function which describes the bio-
chemical processes and state changes within a modelled agent. This function
must adhere to a pre-defined type signature, which allows the framework
to pass additional information to the kernel function, such as ambient con-
ditions or the timestep size. The kernel function then returns the updated
agent state, which the framework stores and interprets internally.
In contrast to traditional LE models developed, for example, using the
VEW (see section 2.2.5), the embedded LE framework defines agent motion
in an interface separate to the biochemical state update. This is necessary to
enable tracking of the agent’s current position in the mesh (see section 3.4.1)
and to allow integration with existing Lagrangian particle advection schemes
in Fluidity-ICOM. However, agent state variables set during the biochemical
state update may also be made available to the motion kernel to allow state
dependent motion algorithms, as described in section 3.2.2.
3.4.1. Motion and Displacement
The agent motion interface is primarily intended for defining active locomo-
tion of plankton particles, for example to model visual predation and graz-
ing. The interface type signature is defined as val(position, agent, dt),
where position is the agent’s physical position in space, agent is a dictio-
nary providing selected agent state variables and dt is the timestep size.
The expected return value is a vector (single dimension array) defining the
spatial displacement from the current position.
An illustration of this interface is provided in Figure 3.5, where a sim-
ple run-tumble random walk as defined by Visser [49] is defined using the
provided Python interface. The algorithm is based on calculating agent
displacement from a directional vector and a travelling velocity stored with
the agent, where the direction of travel is updated according to a random
number sampled from a normal distribution during each timestep.
The framework will add the generated displacement vector to the velocity
advection vector when the agent is moved through the simulation domain.
This entails that the tracking routines described in chapter 5 include the
locomotion offset due to the motion kernel. It furthermore entails that any
explicit sub-cycling will be applied to the Python motion kernel also.
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def val(position , agent , dt):
# Calculate directional adjustment
theta = normal_distribution (0., variance)
# Update direction of motion
agent[’direction ’] = agent[’direction ’] + theta
# Calculate agent displacement
return agent[’direction ’] * agent[’speed’] * dt
Figure 3.5.: Example illustrating a simple run-tumble random walk accord-
ing to Visser [49] implemented in the Python motion interface.
In addition to agent state information, certain random walk or grazing
algorithms may also require access to field data in close proximity to the
agent, which may be provided by Fluidity’s Python State interface (see sec-
tion 2.3.3). An example of such an algorithm can be found in the diffusive
random walk described in section B.1.1, which samples the local diffusiv-
ity field at an offset to the agent’s current position. However, evaluating an
enclosing field in close proximity to the agent requires the parametric coordi-
nates of that point (see section 3.2.1). Finding the parametric coordinates of
an arbitrary point in close proximity to the agent is an expensive operation
that requires an iterative procedure to establish the local coordinates of the
point, which was found to be detrimental to model performance when done
in Python. For this reason this feature is not provided in the current version
of the LE framework, but has been replaced by explicit implementations of
the naive and diffusive random walk schemes presented in Appendix B.
3.4.2. Python Agent Update
The LE-framework most importantly uses Fluidity’s embedded Python in-
terpreter (see section 2.3.3) to update each agent’s biochemical state during
every timestep. The update kernel function provided by the user encodes
the biochemical behaviour of one plankter based on the phenotypic equa-
tions corresponding to the agent’s functional group and growth stage. It is
important to note that the kernel function is completely decoupled from the
agent motion interface (see section 3.4.1) and is not capable of updating the
position of the agent. The interface function for the agent state update is
defined as val(agent, env, dt). The arguments to the kernel function are
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supplied by the framework and are listed below:
• agent - A Python dictionary containing the current state of the agent.
Agent variables are accessible by name, as configured in the option file,
and include chemical pool variables, environment exchange variables,
as well as the ensemble size and biological stage of the agent. The
updated dictionary is returned by the val function so the framework
can update the internal state of the agent accordingly.
• env - A Python dictionary containing ambient field values of surround-
ing scalar fields, which may represent, for example, incident sunlight,
ambient temperature or the local nutrient concentration. The fields
to evaluate are defined in the options file and accessible by name.
• dt - Timestep size, as determined by the framework. This is required
to derive discrete exchange quantities from time-dependent exchange
rates. Since Fluidity-ICOM can be configured to use variable timestep
sizes this value may change during the simulation.
Figure 3.6 illustrates the use of the Python interface to define an agent’s
state update. The individual equations describing the agent’s biochemical
evolution can be imported from an external library provided by the user, as
illustrated by the ecology module used in the example. For this purpose,
the interpreter evaluates the outer code segment of the provided Python
code before applying the update kernel function to each agent in a set. This
furthermore allows the user to derive a global set of parameters stored in
the param variable, which will be accessible inside the kernel function val
for all agents alongside the functions in the ecology module.
The first line of the kernel code itself illustrates the use of the env dictio-
nary to sample the ambient environment. Here, the framework has evalu-
ated the field Irradiance at the current location of the agent before entering
the update kernel. It is important to note that this is a performance optimi-
sation, since Fluidity-ICOM is capable of providing a complete representa-
tion of each field in Python via its Python state interface (see section 2.3.3).
However, the conversion of field data for the Python interpreter and the
evaluation of the field at the agent’s coordinate is an expensive process,
which the Fortran core is much better situated to perform, because it can
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# Derive global parameters
import ecology
param = model_parameters
def val(agent , env , dt):
# Get ambient environment values
light = env[’Irradiance ’]
# Compute new state based on phenotypic equations
c_pool = ecology.carbon( agent , param , light )
n_uptake = ecology.nitrogen( agent[’Carbon ’], param )
# Set new particulate Carbon value
agent[’Carbon ’] = c_pool
# Initialise nutrient uptake
agent[’NitrogenUptake ’] = n_uptake * dt
return agent
Figure 3.6.: Pseudo-code illustrating Python update kernel code.
leverage low-level optimised routines, such as BLAS calls, to perform the
necessary intra-element interpolation more efficiently.
Next, the kernel computes the new state of the agent based on an en-
coding of the phenotypic equations. The new carbon pool concentration
is calculated based on the incident sunlight, the global parameter set and
the agent’s current state via the user-defined function ecology.carbon. The
rate at which nitrogen is absorbed from the surroundings is then calculated
using the old carbon pool value via the ecology.nitrogen function, before
the agent’s internal carbon pool (agent[’Carbon’]) is updated according to
the new particulate carbon concentration. The total amount of nitrogen
to be absorbed from the environment is then calculated and stored in the
chemical request variable agent[’NitrogenUptake’], which will be used by
the framework to facilitate the chemical exchange with the surrounding wa-
ters, as explained in section 3.4.3. Finally, the updated agent dictionary is
returned, allowing the framework to update its internal representation of
the agent state accordingly.
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3.4.3. Chemical Exchange
Chemical exchange with the surrounding environment is facilitated via spe-
cial Uptake and Release variables, that are added to the agent dictionary if
the relevant configuration options are set. To illustrate this, the dictionary
entry agent[’NitrogenUptake’] in Figure 3.6 would be created by adding
a chemical pool variable Nitrogen to the agent definition and enabling the
uptake option in the Diamond GUI, as demonstrated in Figure 3.2.
When enabling uptake or release options a source field representing the
dissolved chemical in the surrounding water has to be specified from which
to extract the requested quantity. This may be defined as a regular tracer
field in the Fluidity-ICOM state for which an advection-diffusion equation
is solved, as described in section 2.3. The framework will then interpret the
exchange variables as requests to add or subtract the desired quantity from
the associated scalar source field.
However, in the case of chemical uptake, the dissolved chemical field may
not always provide a sufficient amount to satisfy the request. For this rea-
son, in tandem with the uptake request, an additional chemical variable
agent[’NitrogenIngested’] is added to the agent dictionary, which is set
by the framework and provides the actual amount of nitrogen ingested
during the previous timestep. It is important to note here that the user
is still responsible for adding or subtracting the quantity from the corre-
sponding chemical pool variable of the agent. The mechanism used by the
framework to add the absorbed or released amounts to the surrounding
source field, as well as the depletion mechanism to compute the value of the
NitrogenIngested variable are described in detail in section 4.2.1.
3.4.4. Inter-Agent Predation
As well as absorbing nutrient chemicals from the surrounding water, the
framework also allows agents to feed on plankters from a different func-
tional group. The most important difference to the environment exchange
is that predation is computed separately for each biological growth stage of
the target group. Therefore the target prey agents are associated with a
particular food set, a mediator object that defines the particular subset of
growth stages which are available for consumption by predators. Figure 3.7
shows that a food set comprises multiple food types which are each directly
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Figure 3.7.: Predation between a single agent and a prey group
linked to an individual growth stage in the target group. This design allows
the exclusion of certain growth stages from consumption, which may be due
to predators only feeding on prey of a minimum size or maturity.
Similar to nutrient chemical absorption, inter-agent predation is based on
a request-depletion structure, where food requests are registered by the up-
date kernel via designated variables in the agent dictionary. However, since
the predation process is based on growth stages, the request variable for a
particular food set is a secondary Python dictionary, which allows indepen-
dent grazing rates for individual food types. On top of that, a threshold
value can be defined for each food type, which forces the framework to skip
elements with concentrations below the defined threshold. This mechanism
is intended to avoid numerical extinction of food groups which can cause
the ecosystems to collapse.
In contrast to dissolved chemical uptake, however, multiple chemicals can
be ingested by inter-agent grazing. Not only does the update kernel need to
know the total number of individual plankters it ingested during the previ-
ous timestep, but also the total amount of particulate chemical it absorbed
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as part of the ingestion process. The ingested quantities are again provided
by the framework as agent variables during the next timestep, where the
total number of ingested cells is presented as a stage-based dictionary. How-
ever, since all food types are associated with a single functional group, the
chemical uptake can be summed across all target stages in the food set.
The resulting amount of ingested chemical is then automatically added to
the IngestedChem variable associated with the chemical pool, as described
in section 3.4.3. The particulars of the depletion and the derivation of the
ingested chemical amounts is detailed in section 4.3.1.
3.4.5. Runtime Agent Management
In addition to updating the biochemical state of an agent, the update kernel
function may also require access to basic agent management functionalities,
in order to create or delete agents at runtime. This feature may be used to
add offspring agents or individually modelled detritus pellets to the system
state or remove agents that are no longer viable for the simulated ecosys-
tem. Runtime agent management from within the update Python kernel
is facilitated via special callback functions provided by the built-in module
lebiology. This module currently provides the following functions:
• stage_id(’FGroup’, ’Stage’) provides the internal numerical ID as-
sociated with each stage. This is used to set the Stage variable in the
agent dictionary.
• add_agent(’FGroup’, agent, position) adds a new agent of functional
group FGroup to the system. The coordinates at which to insert the
new agent is defined by the array position, and the new agent’s state
is provided by the agent dictionary.
• dropout_agent() schedules the current agent to be removed from the
simulation after all agents of this group have been processed. In order
to preserve the biochemical budget of the simulation this function also
implicitly releases all remaining chemical pool concentrations in the
agent to the environment, provided the chemical has an associated
release variable (see section 3.4.3).
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3.5. Summary
This chapter targets the primary practical objective of this research: the in-
tegration of marine ecology IBMs with an unstructured finite element ocean
model. It describes in detail the design of a framework that enables agent-
based ecosystem models based on the Lagrangian Ensemble metamodel to
be embedded in Fluidity-ICOM simulations, providing an overview of the
various software design choices and data structures required to enable this
integration. Moreover, the user-interfaces and configuration options pro-
vided by the framework are documented and illustrated with simple exam-
ples giving the reader an outline of the capabilities and flexibility of the
presented framework.
The LE framework is centred around a set of Python interfaces which
allow the user to define the motion and biochemical evolution of the model
agents as separate Python kernel functions. This Embedded Python ap-
proach (see section 2.3.3) was chosen in order to provide enough flexibility
for the user to define complex agent update functions, while decoupling
the update kernels from low-level agent management functionalities. This
allows the efficient development of agent-based plankton models directly
in Fluidity-ICOM’s Diamond GUI and provides a convenient interface to
enable the integration of existing LE ecology models. A case study demon-
strating such an integration is given in chapter 6, where an automated con-
version script is used to create appropriate Python kernel functions from an
existing model definition.
Furthermore, this chapter documents the hierarchy of internal metadata
abstractions that allow the framework to efficiently perform various agent
management tasks and mediate the biochemical interactions of multiple
agent sets with each other and their environment. This enables the frame-
work to model complex ecosystem hierarchies containing multiple functional
groups, species and growth stages. A more detailed description of the ex-
change mechanism used to model the conversion of biomass between the
different trophic levels in such a system is provided in chapter 4.
3.5.1. Performance Considerations
The design choice to utilise an embedded Python interpreter to perform
agent state updates was motivated by its compatibility with the existing
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modelling paradigm in Fluidity-ICOM and the resulting ease of integra-
tion. This embedded approach requires agent data to be converted from
the Fortran data structures to the dynamic Python dictionaries and back
during each timestep. This is not optimal, however, in terms of model
performance, since the agent update constitutes the main workload of LE
simulations. However, since this thesis describes the first coupled imple-
mentation of an agent-based plankton ecology model with Fluidity-ICOM,
the focus is necessarily on model correctness and ease of integration, leaving
low-level performance optimisations for a later stage.
Nevertheless, the framework has been designed with future performance
optimisations in mind. The separation of agents into type-homogeneous
arrays allows for future threading of the agent update to leverage modern
multi and many-core architectures [24], although thread-level parallelism
in the current implementation is prevented by Python’s Global Interpreter
Lock (GIL). A future performance optimisation should therefore be based
on Just-In-Time (JIT) compilation of the Python kernel to the target hard-
ware. Such a scheme would allow efficient thread-level parallelism for the
agent update component and would furthermore prevent unnecessary data
movement, since the compiled kernel may access agent data directly.
Furthermore, the current implementation can still be parallelised using
MPI, since the agent tracking schemes discussed in chapter 5 are designed to
detect when an agent leaves the current sub-domain in parallel runs. Thus,
the use of multi-core architectures can still be facilitated through domain
decomposition methods inherent in Fluidity-ICOM. The agent re-sampling
algorithm detailed in section 3.3.3 can then be used to ensure an approxi-
mately even number of agents in each parallel partition, in order to improve
load balance. A potential future performance optimisation might also ad-
just the parallel load balancing routines to consider the number of agents
in each element as weights for adjusting the mesh partitioning accordingly.
59
4. Agent-Mesh Coupling
A key challenge when integrating individual-based ecology models with a
finite element mesh is coupling the behaviour of Lagrangian individuals
with Eulerian field variables. The most important ingredient for facilitat-
ing this Lagrangian-Eulerian coupling is the transformation of agent-based
data into an accurate Eulerian representation of the population-level aggre-
gate on an unstructured mesh. Such a mapping is of crucial importance
for modelling the interaction between agent-based populations and their
environment. Since Fluidity-ICOM already provides embedded Eulerian
ecosystem models, projecting population-level properties of Lagrangian En-
semble ecology onto the unstructured mesh also enables a direct comparison
between independent population and individual-based ecosystem models on
the same underlying ocean model.
Moreover, the Lagrangian Ensemble metamodel in itself is a hybrid be-
tween Lagrangian and Eulerian methods, since it does not permit direct
agent-agent interactions due to the vast computational cost that would im-
pose [52]. Instead, inter-agent interactions, such as predation and ingestion,
are mediated via Eulerian field variables, which derive their spatial discreti-
sation from the enclosing mesh. Thus, the mapping between Lagrangian
entities and Eulerian space is also of critical importance for inter-population
grazing and carnivorous predation between trophic levels of the modelled
ecosystem. It is therefore imperative that the derivation of demographic
variables needs to conserve the biochemical quantities modelled during the
exchange processes.
This chapter provides a detailed description of the mechanism used by the
LE framework to couple agent-based populations of microbes and their Eu-
lerian environment on an unstructured finite element mesh. In particular, it
describes the projection of agent-based biochemical quantities onto Eulerian
field variables that allows the generic conversion of biomass between agent
sets and the tracer fields representing the dissolved chemical components in
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the water. This mechanism has to fulfil the following criteria to enable the
successful integration of agent-based ecology models with Fluidity-ICOM:
• The total mass of each biochemical must always be conserved when ex-
changing nutrient chemicals between agent sets and their environment.
For example, the sum of the dissolved and particulate component of
nitrogen must be constant when modelling a set of phytoplankton
agents that absorbs nitrogen from its surrounding waters. Similarly,
the total particulate amount of nitrogen must also be preserved when
modelling a set of zooplankton agents grazing on the phytoplankton
population.
• The interaction between agent sets and Eulerian fields must not cause
numerical artifacts in the field variables, such as negative chemical
tracer concentrations. This is a common hazard in purely Eulerian
models, where small numerical errors can cause instabilities in the
modelled ecosystem [37, 56].
• Since Fluidity-ICOM supports first-order (P1) and second-order (P2)
element types, as described in section 2.3.1, the chemical exchange
mechanism should not limit the field used to represent the dissolved
chemical concentrations to finite volume discretisations with piecewise
constant basis functions (control volume, P0). This, although not
strictly necessary, is highly desirable, since modelling dissolved nu-
trient chemicals with at least first-order elements can improve model
accuracy significantly in simulations with complex dynamics and steep
velocity gradients.
In this chapter a generic mechanism is described that allows any agent-
based variable to be expressed as a diagnostic field variable on the enclosing
mesh, before giving a detailed account of the biochemical mass exchange pro-
vided by the LE-framework, which is shown to prevent numerical artifacts
and preserve biomass. The chapter continues by describing the trophic graz-
ing mechanism that connects individual functional groups via demographic
field variables, which ultimately allows an outlook towards combining popu-
lation and individual-based models across trophic levels to create hybridised
ecosystem models.
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4.1. Eulerian Diagnostic Fields
Most individual-based plankton ecology models employ a “hybrid Eulerian-
Lagrangian approach”, where extra-cellular nutrient concentrations are mod-
elled as continuum field variables [16]. Since the interaction between La-
grangian and Eulerian entities is driven by independent Lagrangian agents,
which have no global knowledge of other agents, an aggregation of agent-
level variables is required to interact with Eulerian field variables. Thus,
in order to model the conversion between dissolved and particulate chemi-
cal concentrations, an accurate representation of intra-cellular biochemical
substances as a Eulerian diagnostic field is required, where the derived di-
agnostic field has the same spatial resolution as the external nutrient con-
centration.
Such an aggregated representation of agent variables has many more di-
agnostic uses, however, since it describes population-level properties of the
Lagrangian ecosystem that emerge due to system dynamics described by
complexity science (see section 2.2.1). Projecting such properties onto the
same unstructured mesh that may be used to run Eulerian ecology models,
allows a direct comparison between population and individual-based mod-
els. The underlying ocean model will provide identical external conditions
for both approaches, creating a powerful tool for the analysis and validation
of ocean ecosystem models.
From an agent point of view, the creation of Eulerian diagnostic fields
amounts to the simple summation of contributions of individual agents
within individual mesh elements, normalised by the element’s volume. Here,
an agent’s contribution to the total concentration is the product of its bio-
chemical pool variable and the sub-population size of the agent. This can
be expressed as
Ce =
∑
a∈Ae
saca
Ve
(4.1)
where Ce is the average concentration of chemical C in element e in molm
−3,
Ve is the volume of element e in m
3, a is an agent from the set Ae in element
e, ca is the concentration of chemical C in mol carried by agent a and sa is
the number of individuals the agent represents.
However, the LE framework separates agents according to their type,
which is defined by the agent’s functional group and its current biological
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growth stage, as detailed in section 3.3. This type-separation entails that
the total particulate chemical concentration is broken down into multiple
sub-concentrations, which are essential for modelling stage-dependent inter-
agent grazing and ingestion processes (see section 4.3.1). This yields the
total particulate concentration of a chemical C in an element e as
Ce =
∑
t∈T
Ce,t =
∑
t∈T
∑
a∈Ae,t
saca
Ve
(4.2)
where t is a particular type of agent taken from the set T spanning all
functional groups and biological life-cycle stages.
4.1.1. Spatial Discretisation
Having calculated the average concentration of agent-based chemicals within
an element let us now consider the spatial discretisation in which to rep-
resent this quantity. Fluidity provides mixed finite element discretisations,
where different fields may be discretised using separate function spaces. The
choice of computational mesh and function space defines the internal data
representation of the modelled field data and is therefore of strong signifi-
cance for our diagnostic variable representation [2]. The discrete function
space comprises the choice of polygon used to generate the mesh, as well as
the polynomial order and element continuity. For our discussion, we restrict
the polygon choice to meshes which use triangles and tetrahedrals to cover
the computational domain.
In order to model Lagrangian-Eulerian interaction accurately the agent
total needs to be conserved in the element and domain integral, so that∫
Ω
CΩ dVΩ =
∑
e∈Ω
∫
e
Ce dVe =
∑
a∈A
saca
Ve
(4.3)
where VΩ is the volume of the domain Ω.
The use of a continuous mesh discretisation is undesirable, since mass
conservation is not guaranteed due to neighbouring elements sharing vertices
in continuous meshes, as illustrated in Figure 4.1. Here, Figure 4.1a shows
the representation of the concentration of a particulate chemical C on a
one-dimensional continuous piecewise linear discretisation (P1), where the
dashed lines represent the element-wise total quantity of chemical Ce, as
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Figure 4.1.: Representation of Lagrangian quantities on different mesh dis-
cretisations
summed from the contributions of all agents in e, while the grey areas
represent the element integrals
∫
eCe dVe∈Ω according to the discretised node
values. Assuming that all elements are equally sized and linear interpolation
is used to define node values, we can derive the concentration at the internal
vertices as v2 =
1
2(Ce1 +Ce2), v3 =
1
2(Ce2 +Ce3) and v4 =
1
2(Ce3 +Ce4). For
the external vertices v1 and v5 we can only prescribe the respective total
element concentrations Ce1 and Ce4.
Due to the fact that v2 and v3 are equidistant from Ce2, the condition
posed by equation 4.3 is met in element e2. However, the same condition
is not guaranteed to be met for elements in the mesh interior, for example
element e3, or boundary elements, such as e1 or e4. Although this discrep-
ancy may be rectified for element e1 by reducing the vertex value v1 until
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the element integral is equal to Ce1, the same correction cannot be applied
for the boundary element e4, since v4 − Ce4 > v5. Similarly, correcting the
element integral of e3 by adjusting one of its vertices will adversely affect
the element integral of its neighbours.
This knock-on effect stems from the fact that continuous mesh discreti-
sations only store one nodal value at each vertex. Thus, each agent not
only contributes to the local concentration of the element it resides in, but
also to neighbouring elements. It is therefore imperative that the coupling
mechanism only populates diagnostic fields on discontinuous mesh discreti-
sations, in order to ensure conservation of biomass. It is also important to
note that this issue can not be remedied by using a higher-order discreti-
sation, since this would only add nodes to the element interior. Moreover,
it is virtually impossible to find a general higher-order discretisation that
perfectly represents the arbitrary positioning of agents within an element1.
However, we may use a control volume discretisation, a finite volume el-
ement discretisation with piecewise constant basis functions (P0), to store
the computed average concentration with each element, as illustrated in
Figure 4.1b. Since the P0 function space is inherently discontinuous this
discretisation avoids setting explicit nodal values and thus avoids the knock-
on effect illustrated above. Furthermore, the element integral in a piecewise
constant discretisation is simply
∫
eCe dVe = ceVe, which provides the re-
quired conservation of biomass in the domain integral.
If necessary, the derived diagnostic field can be projected to a continu-
ous function space via local Galerkin projection, which can be achieved in
a conservative manner via supermesh construction [9]. However, this pro-
cedure might incur numerical artifacts, such as negative concentrations in
regions of low concentration and strong spatial gradients, the very effect we
want to avoid by using agent-based ecology models. It is therefore best to
use discontinuous discretisations for all biochemical quantities throughout
a Lagrangian-Eulerian ecosystem model.
1This is true as long as the mesh topography is static. An alternative can be sought
in the field of Smooth Particle Hydrodynamics (SPH), where the function space is
created around moving Lagrangian particles. However, since the underlying domain
topography is dictated by the enclosing ocean model and the adaptive remeshing
algorithm this option is not compatible with our approach.
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4.1.2. Aggregation
As stated in equation 4.2 diagnostic field variables may represent demo-
graphic quantities from agent sets of different type, where an agent’s type
is defined by its functional group and current biological growth stage (see
section 3.3). Since agents are stored as homogeneous sets of the same type,
we may therefore create a separate diagnostic field for each chemical/agent
type combination, which can then be aggregated via field addition. This
allows the creation of particulate chemical diagnostics for different levels of
aggregation, such as an entire functional group, or across an individual food
set, which constitutes a subset of the functional group (see section 3.4.4).
In order to support such an aggregation hierarchy the LE-framework uses
a template field approach, where the framework creates and maintains the
diagnostic field objects via Fluidity’s field API, using one template set of
user-defined field options for each variable/agent type combination. A strict
naming convention is used to associate the low-level field objects with their
aggregate representations. For example, the total particulate concentra-
tion of a chemical Chem across a group FGroup with two stages S1 and S2
will create a field FGroupParticulateChem in the output mesh files, which
represents the sum of the fields FGroupParticulateChemS1 and FGroupPar-
ticulateChemS2.
4.2. Environment Exchange
Agent-environment interactions, such as nutrient uptake or re-mineralisation,
are key mechanisms for modelling ecological processes in the ocean. Since
dissolved extra-cellular nutrients are modelled as passive tracer fields in a
finite element ocean model, this requires a strictly conservative conversion
of each biochemical from the Lagrangian agent space to Eulerian field vari-
ables [20]. The Lagrangian Ensemble framework described in this thesis
provides this conversion between agent-based pool variables and external
tracer fields, allowing implicit modelling of nutrient uptake as well as nutri-
ent release.
As described in section 4.1, we can represent arbitrary agent-based chem-
ical concentrations in Eulerian space in a conservative fashion using control
volume diagnostic field variables. Since the described conversion mecha-
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nism is generic, on top of converting agent-based chemical pools we may
also convert request variables that represent the quantities to be exchanged
with the extra-cellular chemical field. This allows us to collect the requested
nutrient amounts across agent sets and further aggregate these across agent
types. Thus, by associating agent-level request variables with internal agent
pools and external tracer fields, as described in section 3.4.3, we can medi-
ate the exchange process via Eulerian request concentrations that describe
the desired biochemical mass flux.
However, the dissolved chemical target fields may have different function
spaces than the control volume diagnostic fields that represent the exchange
requests, depending on the discretisation of the advection-diffusion equa-
tions used. In order to overcome this it is possible to employ a projection
algorithm to convert the exchange request to the required function space
of the target field. However, as mentioned in section 4.1.1, the arbitrary
spatial distribution of agents may create steep gradients in the request field
which can incur numerical artifacts when using Fluidity’s Galerkin projec-
tion algorithm [2] to project the request field to a continuous function space.
Since this is to be avoided, only discontinuous target fields are supported
by the LE framework.
Nevertheless, projecting a control volume request field to a discontinuous
field of higher order can be achieved without mathematical error. Directly
subtracting the projected request field from a chemical target field, on the
other hand, may result in loss of biomass or negative chemical concentra-
tions if an individual element is about to be depleted. This effect is illus-
trated on a one-dimensional piecewise linear discontinuous chemical field
in Figure 4.2. Since the diagnosed chemical absorption request is constant
across each element, the original chemical quantity (full line) is reduced by
the same amount for each node. However, due to the slope in the previ-
ous chemical concentration across the element, the resulting concentration
(dashed line) now includes a negative concentration in the right hand side
element. Furthermore, since the remaining positive concentration is greater
than the negative overshoot (grey areas), the element is actually not com-
pletely depleted after the chemical extraction. This entails that any artificial
correction, such as setting one or both nodes in this element to zero, will
violate the chemical conservation criteria.
In this thesis an alternative method is therefore proposed to facilitate
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Figure 4.2.: Chemical extraction by subtraction of a projected request field
from a one-dimensional chemical field. The full line represents
the original chemical concentration and the dashed line repre-
sents the concentration after extraction.
conservative chemical exchange that does not introduce numerical artifacts.
The idea is to directly scale the field values of all nodes within one element
of the target field by the ratio of the element integrals between source and
request field. The new value of a node in the target field, cn,t+1, is then
defined as
cn,t+1 = cn,t(1± R¯
C¯
) (4.4)
where cn,t is the original nodal value of chemical C at node n and time t,
while R¯ =
∫
eR dVe and C¯ =
∫
eC V de are the element integrals of the request
and chemical field respectively. Since all nodes of the element in question
are scaled by the same factor, we can replace cn,t and cn,t+1 with the element
integrals C¯t and C¯t+1 respectively, so that biomass is trivially conserved as
C¯t+1 = C¯t ± R¯t. The sign on the right hand side of equation 4.4 indicates
whether to add or subtract chemical biomass to the target field, allowing
the framework to use this formulation for modelling chemical uptake as well
as release. Moreover, when extracting chemicals from the field, negative
concentrations in the chemical field can easily be avoided by ensuring that
|R¯| ≤ |C¯|, which can be achieved by introducing the depletion mechanism
detailed in section 4.2.1.
The new chemical exchange mechanism is exemplified in Figure 4.3, where
chemical extraction is shown using one-dimensional discontinuous fields with
linear and quadratic basis functions. Figure 4.3a shows chemical extrac-
tion on a piecewise linear field, where the original nodal values (full line)
are scaled according to the ratio depicted in each element to give the new
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chemical concentration (dashed line). It should be noted that nodal scaling
adjusts the slope of the chemical concentration across the element, so that
all nodes in the element will reach depletion at the same time, preventing
numerical artifacts due to negative chemical concentrations.
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(a) Piecewise linear, discontinuous
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Figure 4.3.: Chemical extraction via direct scaling of nodal values from
a one-dimensional chemical field using piecewise linear and
quadratic basis functions. The full line represents the origi-
nal chemical concentration and the dashed line represents the
concentration after extraction.
Figure 4.3b demonstrates that this solution also supports mesh discretisa-
tions of arbitrary polynomial order, although it is limited to discontinuous
target fields. This is due to the knock-on effect described in section 4.1.1,
where nodes located at the vertices would be scaled multiple times for each
adjacent element in a continuous discretisation. This limitation, however,
is quite acceptable, since Fluidity provides multiple advection-diffusion and
stabilisation schemes for modelling passive chemical tracers on discontinu-
ous mesh discretisations [2].
4.2.1. Depletion
The general formulation of biochemical mass exchange stated in equation 4.4
applies to chemical uptake as well as release, where nutrient uptake subtracts
the request R¯ from the chemical field. A special case can now arise when
the source chemical C¯ in a particular mesh element is close to depletion and
|R¯| > C¯. In this case the surrounding nutrient field can only satisfy the
69
request partially. The depletion factor, d, is defined as
d =
C¯
|R¯| (4.5)
Thus, multiplying R¯ by d in equation 4.4 and keeping in mind that R¯ < 0,
the ratio of element integrals will cancel, resulting in a node value sn,t+1 = 0.
After scaling the Eulerian component of the exchange, the depletion fac-
tor now needs to be propagated to all requesting agents that contributed to
R¯. For this purpose, along with the corresponding Request and pool vari-
ables for the particulate chemical, the framework adds an additional Ingest
variable to each agent, as described in section 3.4.3. This variable is as-
signed the scaled value d× R¯ which is added to the intra-cellular chemical
pool by the update kernel function during the next timestep. As described
in section 2.2.3, this request-depletion approach to modelling biochemical
nutrient uptake across two explicit timesteps is consistent with VEW-based
Lagrangian Ensemble models and avoids sub-cycling the timestep in order
to approximate the exact time of depletion [20].
4.2.2. Chemical Field Manipulation
Modelling chemical exchange via direct manipulation of the chemical field
data, as proposed in this chapter, avoids mathematical artifacts when used
in conjunction with advection or numerical diffusion which may otherwise
cause numerical instabilities and chaotic fluctuations in the modelled ecosys-
tem. The source modification method described by equation 4.4 requires
an explicit change in the field data between timesteps, which superimposes
changes in the tracer concentration without regard to the implicit temporal
discretisation of the field equations. An alternative to this would be to use
Fluidity’s Source and Absorption fields, which are added to the discretised
momentum equations as additional terms in order to allow external forcing
of the tracer field and momentum equations [2]. In particular, the use of an
explicit source term, which is independent of the system state, may seem
like a valuable alternative to direct field data manipulation.
However, inserting quantities of a released chemical by setting an explicit
source term in the momentum equation from the derived chemical exchange
field can cause negative values in the extra-cellular chemical field. Such an
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(a) Source-term insertion: The excreted chemical is set as a positive source term
for the tracer field.
(b) Direct chemical insertion: The excreted chemical is added between timesteps
according to equation 4.4.
Figure 4.4.: Continuous two-dimensional detritus field created using direct
and source-term chemical insertion. A travelling agent excretes
detritus at a constant rate for 10 timesteps, while moving from
left to right. The excreted chemical is advected with a constant
velocity.
artifact is illustrated in Figure 4.4, which shows the dissolved chemical con-
centration resulting from a single agent excreting detritus at a constant rate
while travelling through a simple two-dimensional domain for 10 timesteps.
The excreted chemical is inserted into an otherwise empty tracer field mod-
elling dissolved detritus, which is advected with the same constant velocity.
Figure 4.4a shows the resulting detritus concentration using the associated
source field to force the chemical tracer, while Figure 4.4b depicts the con-
centration resulting from direct manipulation of the tracer field.
The source-term insertion method (Figure 4.4a) clearly exhibits mathe-
matical artifacts, where areas of negative chemical concentration (dark blue)
are left in the trail of the agent. The proposed direct field manipulation
(Figure 4.4b), on the other hand, shows the expected clear trail, where the
excreted chemical concentration travels alongside the agent. The final loca-
tion of the agent can be deduced from the single element with the increased
peak concentration, where the final “packet” of chemicals was excreted but
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not yet advected by the advection-diffusion equation.
A further point to note about Figure 4.4b is that the detritus concen-
tration in the final element is not uniform. This is due to direct scaling
of individual nodal values illustrated in Figure 4.3, which causes gradients
within elements to be amplified. This is a reasonable result, however, since
the concentrations of released detritus may fluctuate slightly along the y-
dimension due to the coarse unstructured mesh, but with a clear maximum
concentration along the centre of the domain (red line).
4.3. Inter-agent Predation
On top of absorbing extra-cellular nutrients from the environment LE agents
may feed on agent-based populations of another functional group. In order
to avoid the computational burden of modelling direct agent-agent interac-
tions, LE models mediate predation processes via Eulerian field variables,
where a predator agent grazes on a local prey concentration that has been
derived from individual agents [52].
Furthermore, this inter-trophic exchange of biomass follows a request-
depletion structure similar to the nutrient exchange mechanism detailed
in section 4.2.1, where the accumulated food requests of a predator pop-
ulation are scaled according to availability of prey. Thus, as depicted in
Figure 4.5, we may use the same generic aggregation mechanism to create
control volume representations of the predator and prey populations, where
the element topography is inferred from the enclosing mesh. The depletion
ratio d can now be calculated for each mesh element using equation 4.5 and
stored as an additional diagnostic field. By applying the depletion factor
to the original food request, the number of ingested prey individuals can
be calculated and set as a state variable (IngestedCells) for each predator
agent, to be used during the next timestep.
In contrast to environment exchange, however, the accumulated control
volume predation requests do not need to be converted to function spaces of
a different order. Instead, the framework scales the prey population directly
by decreasing the size of all prey agents according to the depletion ratio d.
Thus, the number of agents, as well as intra-population variability among
the prey population, is preserved during the predation process [17]. How-
ever, since the depletion factor is calculated and applied as a piecewise con-
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Figure 4.5.: Predation and ingestion via request-depletion fields based on
mesh topology
stant variable, the spatial variability introduced due to inter-trophic grazing
strongly depends on the resolution of the enclosing mesh.
4.3.1. Ingestion
A significant difference between Eulerian continuum models and the La-
grangian Ensemble method is the ability to model multiple chemical pools
per functional group. Thus, modelling the conversion of biomass between
agents of different trophic levels is not necessarily restricted to computing
the total number of individuals eaten, but also to computing the total mass
flux of individual chemicals between predator and prey population.
In contrast to direct nutrient absorption from the environment, where
each individual chemical is modelled using its own request-depletion loop,
the separate chemical fluxes depend on the same depletion factor d used
to derive the total number of prey individuals ingested. The particulate
amount cingest of chemical C a predator agent absorbs during the ingestion
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process is calculated as
cingest = d rprey
C¯prey
V¯prey
(4.6)
where rprey is the predator agent’s original prey request, V¯prey is the to-
tal number of prey individuals in the local element and C¯prey is the total
particulate amount of chemical C due to prey agents in mol.
Furthermore, ingestion is a variety-based process, where the request-
depletion cycle is applied to each food variety in turn. A food variety consti-
tutes an individual biological growth stage of the target functional group,
allowing a predator to ingest different agent types at different rates [20].
Thus, the total amount a predator agent ingests of a particular chemical
is the sum over all food varieties the agent is feeding on. As shown in
Figure 4.5, this accumulated value is added to the Ingest variable associ-
ated with the relevant chemical pool of the agent, on top of the ingested
chemical amount resulting from environment absorption. As described in
section 3.4.4, this variable will be used by the update kernel function to
update the chemical pool during the next timestep.
4.3.2. Trophic Hybridisation
One of the key advantages of integrating Lagrangian Ensemble models
closely with the enclosing finite element mesh is the ability to combine
Lagrangian and Eulerian functional types to create truly hybridised ocean
ecology models. As depicted in Figure 4.5, the predation process linking
predator and prey agents is completely mediated via Eulerian control vol-
ume fields based on the enclosing mesh. This allows the substitution of
a Eulerian model component in place of the predator or prey agent set,
where the required request fields are set according to prognostic continuum
equations.
However, in order to achieve seamless ingestion interaction between Eule-
rian and Lagrangian functional groups, the metadata structure for modelling
the inter-trophic chemical flux needs to be maintained. For this purpose
a placeholder object that mimics the functional group meta-descriptor de-
scribed in section 3.3.1 is added to the framework’s metadata hierarchy. This
placeholder object provides the variable descriptions of all relevant chemi-
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cals, causing the framework to create the relevant templated Eulerian fields
for all food varieties required to model the interaction (see section 4.1.2).
The placeholder object is then associated with the corresponding Python
code to describe the Eulerian formulation of the prognostic equation set, us-
ing Fluidity-ICOM’s built-in Python state interface, which provides access
to the relevant field objects (see section 2.3.3).
Modelling predator groups via Eulerian field equations is particularly use-
ful for modelling trophic closure, a feature required by Lagrangian Ensem-
ble simulations to model the re-nutrification due to higher-level organisms.
Trophic closure is achieved by modelling the grazing rates of generalised
top-level predators, as described in section 2.2.3. Since these predators,
due to their generalised nature, lack explicit agent motion, but require a
constant concentration in specified domain regions, using an Eulerian for-
mulation that reacts to the local prey concentration is advantageous. The
resulting ingested chemicals can then be inserted back into the environment
by setting the equivalent request fields associated with nutrient release to
the environment, as demonstrated in section 6.3.3.
Conversely, however, it is also possible to replace the food concentration
of the ingestion process. For example, replacing the phytoplankton compo-
nent of a complex food chain with a Eulerian formulation may be sufficient
for driving the growth of higher-level organisms. Thus, the computational
cost of a Lagrangian phytoplankton population, which often requires large
numbers of agents, can be avoided, provided the effects of intra-population
variability have been corrected for or are deemed to be negligible for the
model in question.
4.4. Summary
This chapter gives a detailed account of the various mechanisms provided
by the LE framework to model the interaction between multiple sets of
Lagrangian agents and the Eulerian field variables representing their am-
bient environment. The described algorithms are based on accumulated
representations of agent-based biochemical quantities in diagnostic Fluidity
fields, which constitute a valuable tool themselves, since they allow a direct
comparison of population-based and individual-based methods on the same
underlying finite element mesh. The accumulated diagnostic fields are, due
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to their nature, represented on a finite volume discretisation, but may be
projected onto higher order discretisations, as described in section 4.1.1.
Using control volume diagnostic field variables the framework facilitates
the exchange of chemical nutrients between agents and their environment
based on request variables specified by the update kernel functions (see sec-
tion 3.4.3). Here, the mechanism by which the requested chemical quantities
are inserted or extracted from the prognostic environment fields based on
directly scaling of nodal field values according to element integral ratios,
as described in section 4.2, is of particular importance. This mechanism
not only allows discontinuous function spaces of arbitrary order to be used
to represent the dissolved chemical components, but also avoids numerical
artifacts in the presence of numerical diffusion, as shown in section 4.2.2.
Furthermore, when modelling nutrient uptake by sets of multiple agents
the framework utilises a request-depletion mechanism, where the requested
chemical uptake is aggregated across the agent set and scaled back if not
enough nutrients are available. This algorithm is a typical feature of LE
modelling (see section 2.2.3) and avoids explicit timestep sub-cycling.
This chapter also details the framework’s generic inter-agent predation
mechanism, which uses a similar combination of finite volume diagnostic
fields and a request-depletion structure to facilitate the conservative con-
version of particulate nutrient biomass from one agent set to another. This
feature is a key requirement if complex marine ecosystems consisting of
multiple trophic levels are to be modelled, such as the one demonstrated in
section 6.3. Moreover, in combination with the Eulerian-Lagrangian nutri-
ent exchange detailed in section 4.2, the agent-to-agent interaction enables
the LE framework to manage ecosystem models consisting of Eulerian and
Lagrangian components at different trophic levels in the marine food chain.
Such a hybrid modelling approach is showcased in section 6.3.3, where the
two top-level predator classes in an otherwise Lagrangian model are re-
placed with Eulerian field variables, while maintaining a realistic and stable
ecosystem.
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5. Particle Tracking
The motion of particles in physical space is driven by a complex interaction
of multiple components, which includes advection due to the local velocity
field, turbulent dispersion and, in the case of Lagrangian Ensemble (LE)
agents, active or passive locomotion. Each of those components adds a con-
tribution to the displacement vector that describes the motion of an agent
from one position xn to the next position xn+1. During one timestep, multi-
ple low-level steps moving an agent from xn to xn+1 may occur, depending
on the nature of the advection and diffusion schemes used.
When tracking Lagrangian agents on an unstructured finite element mesh,
however, an agent not only needs to store its current position in physical
space, but also the mesh element it is currently residing in and the local
coordinates within this element. These so called parametric coordinates
are required to evaluate field data, such as the local velocity vector, at a
particular position in the mesh, and therefore need to be updated whenever
the physical position of the agent changes.
Furthermore, agents may move through multiple elements during one time
step causing them to experience varying ambient conditions. Similarly, ac-
tive interactions of an agent with its environment, such as nutrient uptake
and inter-agent predation, affect multiple elements along the agent’s trajec-
tory during one timestep. In order to mimic realistic behaviour in nature as
closely as possible, the total quantity of nutrients an agent exchanges with
the environment needs to be distributed over all elements traversed during
one timestep. Since the exchange processes are usually parameterised as
time-dependent rates, the interaction process has to be integrated over all
elements of the agent’s trajectory. This trajectory integration is an implicit
component of the Lagrangian Ensemble algorithm [43].
In this chapter we focus on the particle tracking mechanisms used by
the LE framework, paying particular attention to the algorithm used to
update the parametric coordinates. After describing the method previously
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used for this purpose in Fluidity and highlighting its shortcomings when
used with Lagrangian Ensemble agents, we present an alternative algorithm
and verify the correctness of its implementation with a simple advection
example. We then analyse the described integration of exchange processes
along the agent’s trajectory and highlight the importance and pre-requisites
of such a scheme.
5.1. Runge-Kutta Guided Search
Fluidity models the advection of Lagrangian detector particles according to
the underlying velocity field using a multi-stage Runge-Kutta (RK) method
of user-defined order, where the local velocity field needs to be evaluated for
each stage at a different position in the domain [2]. Since the local velocity
is only available in a discretised form, the finite element representation of
the velocity field has to be evaluated with respect to the local coordinates of
the particle within the containing element. Thus, when using a multi-stage
RK method, a tracking algorithm is required which tracks particles across
elements and, in parallel runs, across partition boundaries.
For this purpose a variant of the Guided Search method proposed by
Coppola et al. [5] is used in Fluidity, which is illustrated in Figure 5.1.
This algorithm relies on the fact that a negative local coordinate indicates
that the queried physical coordinate is not contained in the given reference
element. The search starts in the element the particle previously resided in
(particle.element) and repeatedly establishes the local coordinates of the
target position with respect to the current element. If the computed local
coordinates indicate that position is not contained in the current element
(minval(lcoord) > 0.), the algorithm advances to a neighbouring element
through one of the faces associated with a negative local coordinate. This
procedure is repeated until the element containing position is found.
Although the algorithm depicted in Figure 5.1 is guaranteed to yield the
correct element associated with the target coordinate, it is not guaranteed
to yield the correct path through which the particle travelled. This is due
to the fact that multiple local coordinates might be negative and that the
algorithm does not check whether the straight line between xn to xn+1
actually intersects every intermediate element. Furthermore, it also is not
capable of producing the intersection coordinates of the particle’s trajectory
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element = particle.element
position = particle.position
found = false
while not found:
lcoord = local_coordinates(position , element)
if not minval(lcoord) > 0.:
neigh = minval(minloc(lcoord ))
element = element.neighbours(neigh)
else:
found = true
Figure 5.1.: Pseudo code of the Guided Search algorithm used in Fluidity
to trace a Lagrangian particle through the mesh.
with element faces, a key requirement if ecological exchange processes are
to be integrated along an agent’s travelled path.
Another drawback of the described algorithm is the derivation of the lo-
cal coordinate (local_coordinates(position, element)) in Figure 5.1. This
function requires an iterative procedure to determine the local coordinates
of a point in physical space with respect to a reference element. This be-
comes a severe performance bottleneck, because the function is called for
every element an agent moves through.
5.2. Ray-Polyhedron Intersection
The nutrient exchange mechanism used in LE models is based on time-
continuous exchange rates (see section 4.2), requiring knowledge of the ele-
ments traversed along that path and respective integration weights in order
to integrate these processes along an agent’s trajectory. This requires a
tracking scheme that is not only able to record all elements traversed but
also computes the intersection of the agent trajectory with element faces.
As described in the previous section, the Guided Search method previously
implemented in Fluidity is not capable of providing this information, since
it does not compute element-path intersections.
In order to overcome this drawback a new tracking algorithm has been
developed that uses a fast ray-polyhedron intersection method commonly
encountered in Ray-Tracing applications. This approach works purely in
physical space and assumes flat element faces that are defined by a single
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normal vector. As a result we require the topography mesh of the enclosing
ocean model to be of first-order, limiting the use of this tracking method to
non-spherical domains.
The tracking algorithm implemented to facilitate trajectory integration is
based on a general ray-convex polyhedron intersection algorithm described
by Haines [14]. The particle displacement from xn to xn+1 is regarded
as a ray defined by an origin Ro = xn = [xo, yo, zo], and a normalised
directional vector Rd = [xd, yd, zd], where x
2
d + y
2
d + z
2
d = 1. Furthermore,
each element face is regarded as a plane described by the general plane
equation ax + by + cz + d = 0, where nˆp = [a, b, c] is the normal to the
plane. The distance of each plane from the ray origin Ro can be computed
as t = −vn/vd, where
vn = nˆp ·Ro + d (5.1)
vd = nˆp ·Rd (5.2)
It is important to note here, that the planar coordinate d can be cached
in order to reduce the performance overhead.
Ro
tfE1 E2
E3
t0
t1
t2
t3
t4 t5
t6
Figure 5.2.: Illustration of the ray-face intersection tracking scheme de-
scribed by Haines [14].
5.2.1. Trajectory Segment Lengths
Using the above definition each face within an element can be associated
with a distance t along the ray, where faces with t < 0 are ineligible since
they would constitute a step in the wrong direction. Furthermore, faces
with vd = 0 are parallel to the ray and are also ineligible, but this can easily
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be detected. By computing the distance t along the ray for every face in the
current element, the tracking mechanism is turned into a simple ordering
problem. Here we are looking for the smallest tnext > tcurrent, where tcurrent
is the distance of the entry point into the current element. This procedure
is repeated until the element containing xn+1 is found, which corresponds
to the ray distance tf , such that tnext > tf . Recording all t values along the
path then allows us to compute the distances travelled in each element.
An example is illustrated in Figure 5.2, where the starting element E1
is associated with three ray distances t0, t1 and t2. Since t0 and t1 have
negative values and are therefore ineligible, t2 provides the next element E2
by finding the neighbouring element along its associated face. In addition,
t2 is recorded as the distance travelled in E1. In E2 the face intersection
points t2, t3 and t5 are now considered. Since t2 is the entry point and
t5 > t3, t3 provides the next element E3 and t3 − t2 is the ray distance
traversed in E2. In E3 t4 is then identified as the next face intersection
along the ray. However, since t4 > tf we have found the final element and
can record tf − t3 as our final trajectory segment length.
5.3. Trajectory Integration
The exchange mechanism that allows agents to interact with their immedi-
ate environment and enables predation between multiple agent sets modifies
the environment fields according to local depletion rates, as detailed in sec-
tion 4.2.1. The depletion factor is computed for each element according
to the desired exchange quantity, as computed by the agent update ker-
nel and the local concentration of the nutrient (see section 3.4.3). Since
this exchange-depletion mechanism is decoupled from the computation of
the chemical exchange rate via the use of specialised agent variables in the
update kernel (see section 3.4.3), the chemical quantity to be exchanged
can be distributed over multiple elements along the agent’s trajectory. Fur-
thermore, decoupling the exchange from the kernel computation allows us
to implement a point-wise mechanism for sampling environment fields, as
well as trajectory-integrated exchange, which enables a direct comparison
of both approaches and an evaluation of the effect on the chemical exchange
and depletion.
The desired integration of the exchange process over multiple elements
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can be achieved by dividing the quantity equally among the elements of the
trajectory. However, a more advanced mechanism used by VEW-generated
LE models distributes the total quantity according to the time spent in
each element. Thus, the integration algorithm not only requires a record of
all elements traversed during one timestep but also the time spent in each
element. Assuming a constant velocity for the primary timestep ∆t allows
us to equate the time spent with the length of the sub-trajectory in each
element, which can be inferred given an adequate particle tracking scheme,
as illustrated in Figure 5.3.
xn xn+1
e1 e2 e3 e4 e5 e6
Figure 5.3.: Agent trajectory crossing multiple elements. Each path seg-
ment en may be of different length, indicating that the agent
spent varying amounts of time in each element.
When modelling continuous-time exchange processes between agents sets
and their environment, such as nutrient absorption, integrating the exchange
process along the agent trajectory is of vital importance for two reasons:
• In a steady flow field failure to integrate exchange processes along
agent trajectories can create artificial patchiness.
• In regions dominated by turbulence the integration increases the spatio-
temporal sampling frequency of dense agent sets, reducing under-
sampling effects that otherwise might ensue.
5.3.1. Artificial Patchiness Effects
The artificial creation of patchy artifacts when using a non-integrated point-
wise nutrient exchange is easily recognised considering Figure 5.3. Here the
agent would only feed on nutrients in the elements containing xn and xn+1,
leaving all other elements untouched. The effect creates patchy feeding
patterns and can otherwise only be overcome by decreasing ∆t, so that an
agent may only cross one element boundary per timestep.
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This effect can easily be illustrated using a single agent travelling at a
constant speed through a simple domain. Figure 5.4 shows the dissolved
chemical concentration resulting from this agent continuously excreting de-
tritus at a constant rate in a two-dimensional domain. If the release process
is computed in a point-wise fashion (Figure 5.4a), local “patches” of de-
tritus are created in all elements it finishes a timestep in. Conversely, if
the process is integrated along the agent’s trajectory, a continuous trail of
detritus can be observed with a more evenly spread concentration among
path elements (Figure 5.4b).
(a) Point-wise release: The excreted detritus is inserted into the local element at
the end of the timestep.
(b) Integrated release: The excreted amount is distributed among all elements
traversed during the timestep according to the distance travelled within the
element.
Figure 5.4.: Continuous detritus field created by using point-wise and in-
tegrated detritus release mechanisms in a two-dimensional do-
main. A single agent travelling at constant speed excretes de-
tritus at a constant rate for 6 timesteps, while moving from left
to right.
5.3.2. Nutrient Depletion Effects
Another key aspect of the trajectory integration discussed in this chapter is
the efficiency with which a set of agents is able to deplete the nutrient con-
centration within a given area. This is of particular importance, since one
of the requirements for agent-based models is the ability to emulate contin-
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uum dynamics, where depletion of a field always happens instantaneously.
The trajectory integration method discussed in this chapter increases the
efficiency with which an area can be depleted by increasing the spatio-
temporal sampling frequency between the agents in a set and the elements
in the domain.
As an example one may consider a single agent moving randomly in a
non-diffusive multi-element region, where the agent’s nutrient absorption
per timestep is equal to the nutrient concentration in each element. If
the uptake were modelled in a point-wise fashion the agent would deplete
any element it finishes a timestep in. As the total nutrient concentration
decreases, the agent therefore becomes more likely to encounter an already-
depleted element, effectively slowing the overall uptake rate.
On the other hand, if all elements along the agent’s path contribute to the
nutrient uptake, the nutrient concentration across the domain gets depleted
more evenly. Since the agent is now less likely to encounter a depleted ele-
ment, depletion of the entire domain is achieved more efficiently. Thus, by
increasing the number of sampling points a more even and widespread de-
pletion of the nutrient concentration can be achieved regardless of timestep
size. Considering sets of multiple agents, trajectory integration therefore
provides an efficient way to reduce under-sampling effects, such as the slow-
ing uptake rate in the depletion scenario.
The change in sampling frequency becomes particularly important when
an agent-based absorption process depletes its source concentration. In
order to analyse and illustrate the point experimentally we distribute an
arbitrary nutrient evenly across a 2-dimensional unit square, with a local
nutrient concentration of 1.0 across all elements. Turbulent horizontal mix-
ing is facilitated by a prescribed uniform diffusivity field with a constant
value of K = 0.001ms−1. We then add a dense population of agents that
absorb the nutrient at a constant time-dependent rate, where each agent
moves across the domain in a random fashion according to a Naive Random
Walk scheme as described by Visser [50].
If the global absorption rate across the agent set sums up to 0.1s−1, deple-
tion of the domain will ideally occur after 10s. However, the ideal depletion
scenario can only be achieved using an Eulerian continuum population with
a perfect absorption efficiency. Therefore, an agent-based population will
always slow its effective absorption rate as soon as the domain concentra-
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tion decreases below a threshold value, as illustrated in Figure 5.5. This
threshold value and the rate at which the depletion tails off are the key
markers of absorption efficiency and should not be influenced by the model
implementation.
The rate at which the effective nutrient concentration deviates from the
ideal Eulerian absorption is affected by the spatio-temporal resolution of
the uptake process. This resolution is composed of three components that
may be changed in order to vary the underlying sampling frequency of the
absorption process, each creating a similar effect on the nutrient uptake
profile:
• Number of agents - Improving the depletion efficiency of an agent
set most importantly improves model stability given a fixed set of
agents. However, it is also a crucial performance factor, since it entails
that fewer computational agents are required to create a stable model
of a particular sub-population. As shown in Figure 5.5a, the depletion
efficiency is improved dramatically with trajectory integration. In
particular, only marginal differences can be observed between using
1000 and agents when using path integration, and even 500 agents
with path integration are much more efficient that 200 agents with
point-wise nutrient uptake.
• Timestep size - Figure 5.5b shows the depletion efficiency with dif-
ferent timestep sizes ∆t. Reproducing a constant depletion efficiency
across multiple timestep sizes is a key requirement for using adap-
tive timestepping techniques, which can improve model performance
significantly.
• Mesh resolution - Figure 5.5c shows the effect of trajectory integra-
tion with varying mesh resolutions, which is another important factor
for model performance and accuracy. Since Fluidity-ICOM provides
adaptive re-meshing techniques on unstructured meshes the under-
lying resolution may vary significantly across the domain, and it is
therefore vital to ensure varying mesh resolutions do not affect deple-
tion efficiency.
Overall, Figure 5.5 clearly shows an improved absorption and depletion
efficiency achieved due to a more balanced and even uptake profile, as sug-
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gested by Figure 5.5d. Here the smoothness of the nutrient field is measured
using the L2-norm, showing that trajectory integration indeed ensures that
a given nutrient concentration is depleted more evenly, whereas point-wise
uptake clearly aggravates the balance in the nutrient field. Thus the absorp-
tion efficiency of a dense agent-based population in a turbulent environment
can be improved significantly by integrating continuous-time exchange pro-
cesses along agent trajectories.
5.4. Summary
In this chapter we highlight the importance of the tracking mechanism used
to trace the local element number of Lagrangian agent particles on a finite
element mesh. This mechanism must not only be efficient in tracking the
agent across element and sub-domain boundaries, but it also needs to pro-
vide the intersection coordinate of the agent’s path with local element faces,
in order to enable time-continuous exchange processes to be integrated along
the agent’s trajectory.
The described trajectory integration is an implicit component of the La-
grangian Ensemble algorithm, which increases the efficiency with which a
dense set of agents, such as blooming phytoplankton, can deplete the nu-
trient concentration in a fixed region. It achieves this by increasing the
spatio-temporal sampling frequency between the agent set and the under-
lying mesh. The resulting depletion efficiency represents a measure of how
well a set of agents can emulate the continuum mathematics created by
Eulerian models, where under-sampling effects from using an insufficient
number of agents may cause a significant delay to the uptake process, as
shown in Figure 5.5, which may cause deviations in model results.
It is important to note that this delay is not a property of the natural
ecosystem, but merely an artifact of individual-based models, which needs
to be overcome in order to exploit the more advanced features of agent-
based modelling, such as intra-population variability, multi-stage life-cycle
modelling of individuals and lineage analysis [16, 52].
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5.4.1. Verification
The tracking algorithm described in section 5.2 can be used as a drop-in re-
placement for the Guided Search tracking method already in use in Fluidity-
ICOM (see section 5.1). As such, the correctness of the new scheme has been
verified using a standard Fluidity test case, which models a set of detector
particles being advected in a circular fashion by a static velocity field. The
test relies on the fact that the fourth-order Runge-Kutta algorithm (RK4)
requires accurate parametric coordinates at each stage, and compares the
final location of the particles to the analytic solution.
5.4.2. Performance
Since the number of agents required in LE ecosystem models can become
very large it is important to consider the performance of the particle mecha-
nism used for tracking the parametric coordinates of individual agents. For
modelling particle motion in agent-based ecosystem models, two basic cases
arise which are of particular relevance for model performance:
• Advection-dominated agent motion, where the primary cost lies in
evaluating the velocity field during the RK stages.
• Diffusion-dominated regions, such as the mixed surface layer, where
the displacement of a single agent can be relatively large, causing the
primary computational cost to be the tracking mechanism itself.
The performance of purely advection dominated motion can be evaluated
using the circular motion example described in the previous section. Here
10,000 agents are advected in a circular fashion using the RK4 method for
40 timesteps. The time required to compute agent motion as reported by
Fluidity’s internal profiler tool was 4.59s using the Guided Search track-
ing method, compared to 3.74s using the ray-tracing approach detailed in
section 5.2. Both runs were performed on an Intel Xeon E5-2667 CPU at
2.90GHz with 32GB of memory.
Even more significant differences in performance between the two track-
ing mechanisms can be demonstrated when modelling large sets of agents
in regions dominated by turbulent diffusion. For this case the motion of
100,000 agents has been modelled when moving according to a Naive Ran-
dom Walk [50] in a unit square for 20 timesteps. On the same machine the
88
time required to track the agents using the Guided Search method required
96.95s, as opposed to 37.07s for the ray-tracing approach.
The key difference in performance between the two test cases is that
velocity advection requires iterative, and thus expensive, local coordinate
calculations during the Runge-Kutta stages in order to sample the velocity
field, where the number of evaluation steps is fixed by the RK algorithm.
Here, only a relatively small number of element boundaries are crossed dur-
ing each timestep. In the diffusion test case, on the other hand, agents may
cross a large number of elements in a single timestep without the need to
evaluate the velocity field, making the tracking mechanism itself the per-
formance critical component. Nevertheless, the ray-tracing method clearly
outperforms the Guided Search method in both cases, although a more sig-
nificant performance advantage can be observed in the diffusion case. The
performance advantage is achieved by avoiding the costly local coordinate
calculations.
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6. One-dimensional LERM
The Lagrangian Ensemble (LE) framework described in this thesis enables
the creation of agent-based ecosystem models embedded into the general-
purpose ocean model Fluidity-ICOM, and thus enables the incorporation
of complex three-dimensional flow dynamics into the coupled model. How-
ever, before an analysis of the effects of complex ocean dynamics and domain
structures on the modelled ecosystem can take place, the correctness and
reliability of the framework itself has to be established. Although individual
components of the framework have been unit tested during the development
process, the true test to verify the correctness of the framework implemen-
tation is to demonstrate that a previously validated ecosystem model can
be re-created in Fluidity-ICOM using the new agent-based modelling infras-
tructure.
This chapter therefore describes the integration of a VEW-generated La-
grangian Ensemble model in Fluidity-ICOM with the aim of demonstrating
that the presented LE framework is indeed capable of modelling a stable
ecosystem. The model used for this purpose is LERM-PS, a variant of
the Lagrangian Ensemble Recruitment Model (LERM) described in sec-
tion 2.2.4 [42–44], whose scientific validity has been established previously
by Woods et al. [56]. This is an elaboration of a classic NPZD model and
consists of two nutrient classes, phytoplankton (diatoms) and zooplankton
(copepods), as well as two classes of top-level predators that provide trophic
closure [52]. The main challenge for this integration is to establish model
stability by demonstrating that the Fluidity-based implementation settles
on a stationary annual attractor and yields results comparable to the orig-
inal VEW model.
In order to establish the framework’s correctness we first describe the
model re-implementation process in this chapter, highlighting the various
challenges in re-creating the external conditions of the model, and the frame-
work features used to solve them. We then proceed to demonstrate the cor-
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rectness of the core functionalities of the framework, including agent state
updates and nutrient exchange with the environment, using only the phyto-
plankton component of the LERM model. This standalone phytoplankton
model is shown to settle onto a stable annual cycle of primary production
given a regular cycle of external forcing.
Building on the verified phytoplankton component, we demonstrate the
inter-trophic grazing mechanisms of the LE framework by implementing a
full-scale LERM-PS ecosystem model with four trophic levels and 16 dif-
ferent zooplankton growth stages. This model is first implemented using
only LE agents, before a hybrid food chain version is presented, where the
trophic closure provided by the two top-level predator classes is provided
by Eulerian field formulations instead. Both versions achieve a regular real-
istic cycle of zooplankton re-production for up to 20 years, indicating that
the complex inter-trophic interactions of LERM models can be captured in
Fluidity-ICOM using agent-based and hybrid Lagrangian-Eulerian methods.
6.1. Scenario and Exogenous Forcing
A key challenge in re-creating LERM models in Fluidity-ICOM is to re-
create the scenario and external conditions of the original model. LERM-PS
simulates a virtual ecosystem in the Azores region (41◦N, 27◦W), in order to
provide a stationary annual cycle of external forcing, which is paramount to
the stability of the modelled ecosystem [44, 56]. At this location the annual
heat budget is approximately equal to zero, where the annual amount of
solar heating equals the cooling to the atmosphere, resulting in a regular
annual cycle of exogenous thermal forcing [56]. Atmospheric boundary forc-
ing, such as surface irradiance and cloud cover, as well surface momentum
and heat fluxes, are derived from Bunker [21].
One of the major differences between VEW-generated LE models and
Fluidity-ICOM is the parameterisation used to simulate turbulent mixing
in the upper ocean. The VEW relies on an analytic slab parameterisa-
tion that incorporates turbulent convection (see section 2.1.3), where the
Well-Mixed Condition (WMC) is enforced for dissolved chemicals and non-
motile agents within all layers above the analytically derived mixed layer
depth (MLD) [52]. This parameterisation is based on the assumption that
the primary model timestep (30 minutes) closely approximates the average
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overturning time of the largest convective eddy in the surface mixed layer.
Fluidity-ICOM, on the other hand, uses turbulence closure models and nu-
merical diffusion, where an eddy-diffusivity is computed using sub-grid scale
parameterisations. Thus, in Fluidity-ICOM the turbulent mixing of scalar
quantities in the surface layers is resolved by advection-diffusion equations,
rather than enforced.
In order to minimise the impact of the difference in exogenous forcing on
the modelled ecosystem during the initial model verification, a standalone
Python module has been developed which emulates the VEW’s physics rou-
tines and can be coupled to the LE framework via Fluidity’s Python inter-
faces (see section 2.3.3). This emulator module is capable of interpreting the
VEW’s boundary condition data formats and provides the analytic mixed
layer depth (MLD), turbulent mixing of nutrients and a multi-spectral sub-
model of solar irradiance. Once a stable ecosystem model has been achieved
using this emulator, a scalar mixing scheme based on numerical diffusion can
be adopted and its influence on the overall ecosystem evaluated, as shown
in section 7.1.
6.1.1. Mixed Layer Depth
In VEW-generated models turbulent mixing near the ocean surface is mod-
elled using a slab parameterisation based on wind stresses and penetrative
convection proposed by Woods and Barkmann [53]. Since LERM is located
near the Azores, where winter deep convection is a crucial component of the
annual mixed layer cycle, an accurate sub-model of the annual turbocline
is required to achieve a stable ecosystem [52, 56]. The emulator module
developed for the LERM integration therefore computes the mixed layer
depth (MLD) as a single scalar value based on the energy balance between
wind-induced kinetic energy, surface cooling and solar heating in the surface
waters.
The mixed layer depth computation of the module has been verified by
comparing the computed mixed layer depth against an empty VEW base-
line model using identical boundary conditions, where the relative error in
computed mixed layer depth never exceeded 1% over the course of a 20-year
simulation.
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6.1.2. Nutrient Dissipation
In VEW-generated models turbulent mixing of scalars is modelled by av-
eraging the concentration within all layers above the analytically derived
MLD [52]. In order to replicate the external conditions of the ecosystem
as closely as possible, the provided physics emulator module applies this
dissipation mechanism to the dissolved nutrient chemicals in the water, as
well as the temperature and density fields. Hereby, the emulator utilises the
same underlying grid as the original VEW implementation, from which the
relevant fields can then be projected onto the Fluidity-ICOM mesh.
LERM models also require a spin-up period of two years during which
enhanced exogenous conditions ensure a sufficient phytoplankton stock for
a subsequently stable model run. During this time the dissolved nitrogen
levels and the temperature within the mixed layer are kept at a constantly
high level in order to allow the initial phytoplankton population to grow
rapidly. Crucially, the physics emulator module incorporates these stabil-
isation events allowing the coupled model implementation to attain a sta-
tionary annual attractor following the spin-up period.
Moreover, a set of re-nutrification events is also performed at the end
of each year, where excreted nutrients that have sunk below the seasonal
boundary layer are artificially re-entrained at the top of the water column,
replacing the nutrient flux due to horizontal advection along the Atlantic
gyre circulation [56]. This measure is needed to prevent the supply of ni-
trogen to drift, which would otherwise cause the eventual extinction of the
modelled ecosystem.
6.1.3. Solar Irradiance
LERM-PS uses a multi-spectral solar irradiance sub-model which computes
the amount of incident sunlight on 25 different wavebands, using the partic-
ulate chlorophyll concentration provided by the coupled ecosystem model
and the attenuation coefficients derived by Morel [33]. The range of photo-
synthetically active radiance (PAR) is composed of 12 wavebands, whereas
all 25 wavebands are used to compute the temperature source term due to
solar heating [55].
Furthermore, since most light attenuation and solar heating occurs near
the ocean surface, the VEW superimposes a more fine-grained grid in the
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top meter of the water column. This increased resolution, however, is only
used for the computation of the solar heat term, requiring spatial interpola-
tion when projecting the particular chlorophyll concentrations required to
compute the irradiance profile.
6.2. Model Implementation
One of the key advantages of using embedded Python functions to define
agent behaviour in the presented LE framework is that it provides a flexible
generic interface to integrate existing models, such as LERM, into Fluidity-
ICOM. LERM was designed using the VEW (see section 2.2.5), which stores
model definitions and configuration parameters in a model description file
stored in XML. This configuration file not only stores the equations that
define the evolution of individual plankton agents, but also boundary con-
ditions and external forcing of the model, as well as run time configuration
options, such as the desired number of agents at run time for each type of
agent. From this meta-level model description it is possible to automate the
conversion of key components, such as the Python kernel functions, in order
to incorporate the existing VEW development suite with the presented LE
modelling framework in Fluidity-ICOM.
Nevertheless, since Fluidity-ICOM is capable of modelling much more
complex physical domains than the VEW’s one-dimensional water column,
a multi-component tool chain, including meshing and domain decomposi-
tion tools, is required to enable the creation of complex three-dimensional
ocean ecosystem models. However, VEW-generated model definitions may
still usefully be used in conjunction with templated Fluidity-ICOM config-
urations, where standardised scenarios, such as the LERM configuration at
the Azores, can provide a basis for more complex models. Section 6.1 de-
scribes such a template configuration, which closely resembles the VEW’s
one-dimensional mesocosm.
6.2.1. Agent Update Rules
The VEW defines the individual rules to update the internal state of agents
in the domain-specific language Planktonica [20]. In order to re-implement
LERM-PS using the LE framework these update rules have to be converted
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to executable Python code, in order to make them accessible to the Python
interface detailed in section 3.4. For this purpose a utility script has been
developed that converts VEW-generated model definitions into Python ker-
nel functions following the required template. This script may easily be
integrated into the VEW’s compilation environment to generate the nec-
essary Python execution kernels as part of the VEW model compilation
phase. The created Python modules can then easily be imported into the
Fluidity-ICOM template configuration.
6.2.2. Agent Motion
In the VEW, the motion of agents in the water column is an intrinsic com-
ponent of the agent update kernel. Turbulent agent motion within the well-
mixed layers is based on a Random Displacement scheme, where an agent
may be moved to any location within this layer during one timestep [52].
This is again based on the assumption that the analytically derived mixed
layer is always well-mixed, due to an appropriate timestep size (see sec-
tion 6.1). Below the mixed layer sinking dominates agent displacement,
impacting active and detrital agents. Zooplankton agents also perform ver-
tical diel migration in order to avoid visual predators in the well lit surface
regions during the day time.
In the Python-based re-implementation of LERM in Fluidity-ICOM this
motion scheme is applied via the Python motion interface described in sec-
tion 3.4.1. For this purpose each agent records its depth in the water column
as a state variable z, which is passed to the Python interface to compute
the displacement vector depending on the agent’s new location. For zoo-
plankton agents a second state variable is then added to the computed
displacement to incorporate diel migration displacement as computed by
the update kernel function.
6.3. Results
In order to establish the correctness and reliability of the LE modelling
framework developed in this thesis, we aim to demonstrate that a complex
plankton ecosystem model can be implemented in Fluidity-ICOM, which
yields stable and realistic results similar to previous implementations. The
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predictability and scientific validity of the LERM model chosen for this
purpose has previously been established using the VEW (see section 2.2.5),
where the stability of the ecosystem was demonstrated under a stationary
annual cycle of external forcing [56]. Here the initialisation error due to
a first guess at the ecosystem attractor decays within three years and the
system settles on a stable annual attractor with little inter-annual variation.
This stability and the graceful adaptation of the ecosystem to changes in the
environment are the hallmark of LE models, and have to be demonstrated
in order to verify the correctness of the re-implementation of LERM-PS.
6.3.1. Phytoplankton Primary Production
LERM models phytoplankton primary production using an agent-based
population of diatoms, which provide the main source of nutrients for her-
bivorous zooplankton [44, 52]. As such, although lower in complexity than
zooplankton, this group of agents represents the base of the LERM food
chain and is thus crucial for the stability of the modelled ecosystem. More-
over, diatom growth is limited by the ambient nutrient levels and the avail-
ability of sunlight, which means that a phytoplankton population modelled
on its own, may still settle on a stable annual attractor [56].
Before implementing and analysing the complete LERM ecosystem, a
simple version of the model (LERM-Phyto), which only consists of phy-
toplankton and nutrient chemicals, was implemented in Fluidity-ICOM in
order to verify the correctness of the phytoplankton component without the
complexities of agent-agent grazing. This model exercises the key compo-
nents presented in chapter 3, such as agent state update, the agent motion
interface and agent re-sampling, providing a comprehensive test case for the
basic framework features. It also makes use of the nutrient exchange mech-
anism detailed in section 4.2, allowing us to test basic interactions between
agents and the mesh.
The exogenous forcing cycle, as well as the nutrient dissipation mech-
anism for the initial implementation of LERM-Phyto is provided by the
emulator module described in section 6.1. The standalone phytoplankton
model is initialised according to the original model definition, with a small
diatom population represented by 4000 agents and models detritus (dead
phytoplankton cells) as passively sinking agents. In order to limit computa-
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tional complexity a maximum of 40 living agents m−3 is prescribed within
the mixed layer and one agent m−3 is used to model detritus agents and
living diatoms below the turbocline.
Figure 6.1 compares the total phytoplankton concentration (P ) and the
MLD profile of a VEW-generated version of LERM-Phyto with the agent-
based implementation in Fluidity-ICOM. A regular cycle of phytoplankton
primary production can be observed over 20 years in Figure 6.1a, indicating
that the system is stable. However, small differences in the peak concentra-
tion of P exist, where the Fluidity-based implementation predicts a slightly
lower peak concentration during the primary production phase in spring
and a noticeably weaker autumn bloom, which are explained below.
Figure 6.1b demonstrates the regular cycle of turbulent surface layer mix-
ing after an initial settling period of one year. The MLD profile computed
by the VEW-based model and the physics emulator described in section 6.1
show good agreement over the course of the simulation, indicating that
the stationary P attractor is indeed due to a stationary cycle of exogenous
forcing.
Since the MLD strongly influences the chemical nutrient supply to the
phytoplankton population, the source of the deviations in the peak concen-
tration of P above must be caused by differences in the third limiter, the
total amount of incident solar irradiance available for photosynthesis. This
hypothesis can be verified by comparing the average amount of solar irradi-
ance available to each phytoplankton cell in the two model implementations,
as shown in Figure 6.2. A visible difference in available irradiance can be
noted here, with slightly elevated levels in the VEW-generated version. The
difference between the models lies in the superimposed grid resolution in the
top meter applied in VEW-based models (see section 6.1.3), which is differ-
ent to the grid used to store chemical nutrient quantities. This embedded
grid cannot be implemented in the coupled Fluidity version of the model
due to the need to interpolate between the ocean model mesh and the em-
ulator module. Thus, the difference in solar irradiance forcing between the
two model implementations cannot be reconciled, which can lead to further
deviations in annual attractors due to the strongly non-linear influence of
solar irradiance on ecosystem dynamics.
Moreover, in order to prove stability of the phytoplankton model, not
only does the time series of P have to be considered, but also the ratio of
97
1
3
5
7
9
11
13
15
17
19
21
Ti
m
e
(Y
ea
rs
)
01234567
Phytoplanktondiatomm
−2
×1
01
0
LE
R
M
-P
hy
to
Fl
ui
di
ty
-IC
O
M
(a
)
P
h
y
to
p
la
n
k
to
n
co
n
ce
n
tr
at
io
n
ov
er
20
ye
a
rs
,
sh
ow
in
g
a
st
ro
n
g
sp
ri
n
g
b
lo
o
m
,
a
n
d
a
se
co
n
d
w
ea
ke
r
b
lo
o
m
in
a
u
tu
m
n
.
20
05
20
07
20
09
20
11
20
13
20
15
20
17
20
19
20
21
20
23
20
25
05010
0
15
0
20
0
25
0
MixedLayer
LE
R
M
-P
hy
to
Fl
ui
di
ty
-IC
O
M
(b
)
M
ix
ed
L
ay
er
d
ep
th
(M
L
D
)
a
s
co
m
p
u
te
d
b
y
th
e
W
o
o
d
s-
B
a
rk
m
a
n
n
em
u
la
to
r
m
o
d
u
le
.
F
ig
u
re
6.
1.
:
T
im
e
se
ri
es
o
f
p
h
y
to
p
la
n
k
to
n
co
n
ce
n
tr
at
io
n
an
d
m
ix
ed
la
ye
r
d
ep
th
(M
L
D
)
fo
r
a
20
-y
ea
r
ru
n
of
th
e
p
h
y
to
p
la
n
k
to
n
m
o
d
el
.
98
1 2 3 4 5 6 7
Time (Years)
0
5
10
15
20
Pe
rc
ei
ve
d
irr
ad
ia
nc
e
(W
/m
2
/d
ia
to
m
)
LERM-Phyto
Fluidity-ICOM
Figure 6.2.: Average solar irradiance received by phytoplankton population
over the initial 6 years.
P to available nutrients, N . If the ecosystem is indeed stable this ratio
will follow a stable annual attractor cycle after an initial warm-up period.
Figure 6.3 shows the P : N ratio on a Poincare` map for the peak dates of the
spring and autumn bloom period (15th April and 1st August respectively).
The effect of the warm-up period can be observed quite clearly for the P to
nitrogen ratio shown in Figure 6.3a, where the nitrogen levels in the mixed
layer are kept at a constantly high level, as described in section 6.1.2.
Following this warm-up phase the phytoplankton system quickly settles
on a stable attractor, with little inter-annual variation in the P : N ra-
tio for both bloom periods. The particular accumulation of inter-annual
P : N points in the Poincare` map for the secondary production event in
August, however, differs between the VEW-based model and the version
implemented in Fluidity-ICOM, showing a weaker autumn bloom for the
coupled model, consolidating the results of the time series plot shown in
Figure 6.1a.
The average annual attractor that the phytoplankton system settles on is
shown in Figure 6.4, which was derived by averaging the daily P : N ratio
over 18 years, following the initial two year warm-up period. Figure 6.4a
shows an overall good agreement between the two models for the P -to-
nitrogen ratio, especially during the bloom onset in early spring. However,
during the autumn bloom the nitrogen level in the mixed layer is slightly
higher in the coupled model, whereas a lower P concentration is indicated in
Fluidity-ICOM during the crucial over-wintering period in January. This is
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Figure 6.3.: Settling of the P : N ratio on a stable attractor in a 20-year
standalone phytoplankton model run for spring and autumn
bloom periods (15th April and 1st August respectively).
echoed in the P to silicate ratio shown in Figure 6.4b, where good agreement
is achieved during the primary bloom, although the coupled model predicts
a lower P concentration during the autumn and winter periods.
6.3.2. Inter-trophic Agent Predation
After establishing a stable and sustainable cycle of phytoplankton primary
production a full-scale version of the LERM-PS model can be created in
Fluidity-ICOM. However, due to the need for trophic closure in LE mod-
els (see section 2.2.3) no valid results can be expected if only herbivorous
zooplankton, the next level in the LERM food chain, were added to the
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Figure 6.4.: Annual P : N attractors of a 20-year standalone phytoplankton
model run (LERM-Phyto). The average annual attractor is
based on 18 years, following a two year warm-up period.
already stable phytoplankton system. Thus, not only herbivorous zooplank-
ton (copepods), which feed on the P concentration, but also the two top-
level predator classes that prey on the copepods need to be included, creat-
ing a multi-level food chain that allows the inter-agent predation mechanism
provided by the framework to be tested thoroughly.
Moreover, the zooplankton population also has the highest ecological com-
plexity in the LERM hierarchy with 16 different growth stages, including
multiple hatching and over-wintering stages. The modelled copepods also
perform active diel migration to avoid visual predators during the day, mak-
ing them a comprehensive test to verify the correct interplay of the vari-
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ous components of the presented framework. The top-level predators are
divided into visual predators, which hunt by sight, and basal predators,
which represent an accumulation of other carnivorous zooplankton classes.
These two classes are modelled using stationary agents, which replace the
universal death rate due to grazing often used in Eulerian NPZD models.
In addition to limiting zooplankton growth, both predator classes release
the particulate nutrients they ingest via detrital faecal pellets modelled by
steadily sinking agents.
The two key components of the full LERM-PS model, the phytoplankton
and zooplankton population, P and Z respectively, are shown in Figure 6.5
for a 20 year simulation. Most crucially the coupled ecosystem exhibits a
regular zooplankton reproduction cycle (Figure 6.5b), fuelled by a regular
cycle of P primary production during the spring bloom period (Figure 6.5a).
This indicates that the zooplankton population is able to absorb enough
organic carbon by grazing on P to fuel reproduction, while the top-level
predators limit Z growth sufficiently to maintain a balanced reproductive
cycle over many years. The existence of a regular Z cycle therefore veri-
fies the correctness of the inter-agent predation mechanism, as well as the
framework’s ability to model staged growth, a key feature of the LERM
zooplankton reproduction cycle.
Nevertheless, the primary Z peak concentration after the initial repro-
duction phase in each year and the secondary peak concentration during
the autumn growth period are higher than predicted by the original VEW-
based implementation. The P concentration peak during the spring bloom,
on the other hand, is lower in the Fluidity-based model from year 10 on-
wards, indicating that the ecosystem follows a slightly different regime than
that predicted by the original VEW model. The existence of a stable Z re-
production cycle fuelled by a regular P bloom, however, indicates that the
ecosystem is overall stable and that a stationary attractor might be found
that differs from the VEW-based results.
In order to account for the differences in P and Z peak concentrations,
the dissolved mixed layer chemical concentrations shown in Figure 6.6 can
be analysed, which provide a measure of the nutrient supply to the phyto-
plankton population. Figure 6.6a shows the annual profile of mixed layer
nitrogen concentrations in comparison to the original model, where an an-
nual increase in winter peak concentrations can be observed in both model
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implementations. Here, convective deep mixing during the winter months
is responsible for the increased concentration peaks, indicating an overall
influx of nitrogen towards the surface layers. Although not shown, the cor-
rectness of the mixed layer depth profile has been verified to be accurate
still, indicating that the ecological process causing the nitrogen peak in-
crease in the original VEW model has been amplified in the new regime.
This amplification can be attributed to the lower P concentration during
the autumn bloom caused by differences in the solar irradiance forcing due
to mesh resolution detailed in section 6.3.1, which entails that the lower
P concentration is not able to absorb the total influx of nitrogen from the
surface mixed layer, causing a steady increase in surface nitrogen.
Moreover, the nitrogen concentration in the mixed layer rises during the
oligotrophic summer months, while the phytoplankton bloom peak remains
steady for several years, indicating that primary production is not limited by
the nitrogen concentration. The mixed layer silicon concentration shown in
Figure 6.7b, on the other hand, is depleted annually during the oligotrophic
period, after settling on a regular annual cycle. Although lower than the
levels observed in the original model, the annual mixed layer silicon cycle
exhibits near stable peak concentrations, with a slight fluctuation in year 11,
as opposed to the VEW-generated version, which predicts a steady increase
in surface nitrogen. Considering the constantly lower P peak concentrations
in Figure 6.5a, we can deduce that phytoplankton primary production is
limited by the available silicate supply to the surface layers rather than
nitrogen levels. Thus, the constant increase in mixed layer nitrogen levels
caused by differences in solar irradiance forcing has little effect on primary
production or the zooplankton reproductive cycle.
Following the demonstration of regular P and Z cycles, the P : N and
P : Z ratios can be analysed to establish whether the ecosystem settles on a
stable attractor. The annual variation of these ratios is shown in Figure 6.7
for the dates exhibiting the primary and secondary Z peak concentrations
(15th May and 1st August). Figure 6.8a shows the P -to-nitrogen ratio,
which, in accordance with Figure 6.6a, exhibits a steady annual drift for
both reproduction periods. The P -to-silicon ratio shown in Figure 6.8b,
on the other hand, settles on a stationary attractor for both bloom peri-
ods, with slight inter-annual variations for the primary bloom (15th May).
The attractor point for the secondary bloom, although clearly stationary,
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Figure 6.7.: Settling of the P : N and P : Z ratios on a stable attractor
in the 20-year LERM-PS Z peak periods during spring and
autumn (15th May and 1st August respectively).
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Figure 6.8.: Annual P : N and P : Z attractors of the 20-year LERM-
PS model. The average annual attractor is based on 18 years,
following a two year warm-up period.
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exhibits a significantly lower mixed layer silicon concentration that agrees
with the previously observed regime shift.
Nevertheless, the N : Z ratio shown in Figure 6.8c is most important
for the verification of the inter-agent grazing mechanism. Here, slight inter-
annual variations can be observed for both bloom periods, although these are
centred around a single attractor point each without an identifiable drift.
The attractor, in accordance with the previous time series observations,
shows a slightly lower P population and an increase in Z for the sampled
points, further indicating a minor shift from the original model results.
The shift in average annual P : N and P : Z attractors is now shown in
Figure 6.8. Figure 6.8a shows a nearly equivalent shape of the P -to-nitrogen
attractor between the Fluidity-based version and the original model, with
clearly elevated mixed layer nitrogen levels, as expected due to the continual
nitrogen influx shown in Figure 6.6a. The P -to-silicon ratio, on the other
hand, only shows slightly elevated mixed layer nutrient levels in comparison
to the original during the summer and autumn months, while the character-
istic shape of the average annual attractor is preserved without an overall
silicon increase.
Most significantly, though, the P : Z attractor shown in Figure 6.8c shows
an annual increase in Z, which is maintained during the reproduction pe-
riods, as well as as during the over-wintering stages (straight line at the
bottom of the profile). Moreover, although both versions agree closely in
the build-up to the first Z concentration peak, the Fluidity-based model
generates a significantly larger primary Z peak, with larger P concentra-
tions during both peak periods. This demonstrates that the Fluidity-based
implementation of LERM-PS creates a shifted, yet stable, average annual
P : Z attractor in comparison to the original model implementation, show-
casing that the presented framework is capable of modelling the complex
inter-trophic mechanisms required for supporting a regular zooplankton re-
production cycle.
6.3.3. Hybrid Food Chain Model
One of the key features of the LE modelling framework developed in this
thesis is the ability to combine agent-based populations with Eulerian field
variables in a single hybrid food chain model, as described in section 4.3.2.
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The conversion of nutrient chemicals from dissolved into particulate matter,
as well as the conversion of biomass between agent-based functional groups,
already have been established in the previous sections, leaving us to demon-
strate an Eulerian field-based population that grazes on a set of agents. For
this purpose the top-level predator classes used to provide trophic closure
to the LERM model were chosen, since they closely emulate Eulerian be-
haviour already. In this section we therefore aim to show that it is possible
to replace the predator agents in the ecosystem model by Eulerian field
variables, while preserving the characteristics and stability of the model.
Both top-level classes originally consist of stationary predator agents that
limit zooplankton growth and excrete the resulting nutrient chemicals. In
order to capture the particulate chemicals ingested from the grazing process,
multiple field variables need to be used to model the biochemical state of the
predators and to register the derived predation requests. Here, the request
variables replace the diagnostic fields previously used to aggregate agent-
based predation requests. This ensures that the Eulerian field formulation
still adheres to the request-depletion protocol for inter-agent predation de-
tailed in section 4.3.1, allowing it to derive the ingested amounts of nutrient
chemicals as before.
Nevertheless, both agent-based versions of predator classes use detrital
faecal pellets to re-nutrify the water column and close the nutrient cycle of
the ecosystem. These pellets are modelled as explicit agents that sink at
a constant speed while steadily releasing nutrient chemicals into the sur-
rounding water, causing nutrient to be re-entrained at a lower depth than
where they were ingested. This effect cannot be captured using our simple
Eulerian formulation, where instead the nutrients are re-entrained directly
into the water at the location they are ingested at.
Figure 6.9 shows the effect of substituting Eulerian field formulations for
the agent-based predator classes on the modelled ecosystem by comparing
the results of a pure agent-based system with the hybrid implementation.
The P concentration shown in Figure 6.9a exhibits only small variations
in the peak concentration during the bloom period, which are within the
error limit expected from noisy stochastic simulations. Similarly, the Z
concentration shown in Figure 6.9b varies only slightly between the two
implementations, although the hybrid model displays slightly lower peaks
during the second and third year. Overall, however, no significant differ-
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ences can be discerned from the key components, indicating that the original
ecosystem behaviour has not changed significantly. This entails that zoo-
plankton growth is correctly limited in the hybrid implementation and that
the re-nutrification process is indeed lossless, so that the particulate nutrient
chemicals are preserved during the conversion from Lagrangian zooplankton
to Eulerian predators.
Further evidence for the maintained stability of the Eulerian predator
model can be found in comparing the average annual attractors of the two
model implementations, as shown in Figure 6.10. The P -to-nitrogen ra-
tio shown in Figure 6.10a exhibits a clear increase on the surface nitrogen
concentration throughout the year for the hybrid implementation, which is
expected due to the lack of pellet sinking in this version of the model. The
P -to-silicon ratio (Figure 6.10b), as well as the P : Z ratio (Figure 6.10c),
on the other hand, show little deviation from the previous results, with only
a minor reduction in P noticeable during the winter months. This further
underlines the correctness of the framework’s ability to model predation of
Eulerian components on agent-based populations, as well as demonstrating
that the explicit modelling of pellet sinking in LERM has little impact on
the overall stability of the ecosystem model.
6.4. Summary and Discussion
The main research contribution of this chapter is the verification of cor-
rectness of the LE framework developed in this thesis and the resulting
proof-of-concept that agent-based Lagrangian Ensemble models can be in-
tegrated with an unstructured finite element ocean model. For this purpose
a previously validated LE ecosystem model was implemented in Fluidity-
ICOM using the various framework features, while closely emulating the
exogenous conditions of the original model. The correctness of the exoge-
nous forcing cycle, as well as a range of basic features of the framework
have been verified using a standalone phytoplankton model, which exhibits
a stationary annual attractor of primary production given a stable cycle of
external forcing.
The full-scale ecosystem model, whose scientific validity had been estab-
lished previously by Woods et al. [56], was then implemented using the
verified phytoplankton component to fuel zooplankton reproduction. The
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focus of this implementation is on verifying the correctness of the inter-agent
predation mechanism and demonstrating the framework’s ability to model
complex ecological processes, exemplified by a zooplankton class using 16
individual growth stages. The model is shown to create a regular cycle of
zooplankton reproduction for up to 20 years, despite a slight continuous in-
crease in mixed layer nitrogen concentration. Hereby, a minor regime shift
between the Fluidity-based implementation and the original model can be
observed, causing the modelled ecosystem to settle on a new stationary an-
nual P : Z attractor. Thus, the framework’s ability to capture complex
ecological behaviour and accurately model inter-agent grazing to drive zoo-
plankton growth, has been demonstrated and its correctness verified.
Furthermore, the hybrid modelling capabilities of the framework are high-
lighted by demonstrating that individual trophic levels in the modelled food
chain can be replaced with a Eulerian formulation without affecting the
stability of the model. This approach goes beyond the common pattern
of Lagrangian agents grazing on Eulerian nutrient chemicals, by allowing
Eulerian populations to feed on Lagrangian agent sets, while conserving the
total particulate chemical concentration between agents and predator fields.
This allows the generic combination of Lagrangian agents and Eulerian field
variables in one single ecosystem model.
Being able to create ecosystem models using a mixture of Lagrangian and
Eulerian modelling approaches provides a powerful tool for ecologists, since
it allows the computational efficiency of Eulerian models to be combined
with the increased ecological complexity and expressiveness of IBMs. It
also enables further investigations into the effect of intra-population vari-
ability on the response of individual plankton functional types (PFT) us-
ing individual-based methods, without having to discard previous Eulerian
model components and redesign the entire food chain.
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7. Three-dimensional LERM
One of the key drivers behind the research presented in this thesis is the
desire to use individual-based plankton ecology models in conjunction with
complex three-dimensional models of turbulent ocean dynamics in order to
analyse the effects of meso-scale turbulence on the marine plankton ecosys-
tem. Capturing the complex interplay between ocean dynamics and the eco-
logical drivers of the marine plankton ecosystem, however, not only requires
a sophisticated ecological model, but also an ocean model that is capable
of resolving turbulent flows at varying scales and resolutions. Thus, after
having verified the correctness of a standalone phytoplankton model using
a one-dimensional mesh in the previous chapter, this chapter now focuses
on migrating this model to a three-dimensional domain and using Fluidity-
ICOM’s adaptive remeshing capabilities to adapt the vertical resolution of
the modelled water column.
The verification of the phytoplankton model in section 6.3.1 was based
on emulating the turbulence parameterisation used in VEW-generated mod-
els, where the turbulent dissipation of nutrient chemicals within the surface
mixed layer is enforced rather than resolved. This is inherently different to
Fluidity-ICOM’s approach of solving an advection-diffusion equation with
a numerical eddy diffusivity to model the turbulent dissipation of the chem-
ical fields. Nevertheless, since LERM models rely heavily on an accurate
convection-based cycle of mixed-layer deepening, a key challenge during this
migration is to integrate the analytical model of mixed layer depth (MLD)
used in VEW-generated models with Fluidity-ICOM’s advection-diffusion
equations. In this chapter we therefore describe the use of a K-profile pa-
rameterisation (KPP) in conjunction with the VEW’s MLD model for this
purpose and analyse the effect of modelling nutrient dissipation via numer-
ical diffusion in detail before migrating the model to a three-dimensional
mesh.
Once a stable cycle of phytoplankton primary production has been veri-
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fied using Fluidity’s advection-diffusion equations as the primary dissipation
mechanism, a three-dimensional version of the model with a fixed mesh res-
olution is presented and analysed. Here we investigate the effect mesh reso-
lution has on model stability and the number of agents required to maintain
a stable phytoplankton model. Using the insights gained from this analysis
we then present preliminary results of a first adaptive run, where Fluidity
adjusts the vertical resolution of the mesh according to gradients in the nu-
trient and irradiance fields. Here, although a regular primary production
cycle is achieved, a drift in surface nutrient levels causes a steady increase in
the phytoplankton peak concentration during the bloom periods, indicating
that further research is required to achieve a stable primary production at-
tractor, while highlighting the challenges involved in adding mesh adaptivity
to ecosystem models.
7.1. The role of Numerical Diffusion
The first challenge for migrating the phytoplankton model verified in sec-
tion 6.3.1 to a three-dimensional model domain lies in reducing the depen-
dency of the one-dimensional model on the physics emulator module used
to re-create the VEW’s convection-based turbulence parameterisation. The
primary objective here is to model dissolved nutrient chemicals using prog-
nostic Fluidity fields, which resolve turbulent dissipation via an advection-
diffusion equation with an associated eddy diffusivity. This stands in con-
trast to enforcing the Well-Mixed Condition (WMC) by averaging chemi-
cal concentrations across the analytically derived mixed layer, as done in
VEW-generated models and the emulator module described in section 6.1.
Allowing Fluidity to drive the turbulent dissipation of nutrients by mod-
elling them as prognostic field variables is an important pre-requisite for
modelling ecosystems in complex three-dimensional domains that may in-
corporate flows at the meso-scale.
Nevertheless, LERM models rely heavily on the MLD profile generated by
the VEW’s turbulence parameterisation (see section 2.2.5), which captures
the convective deep mixing events common in the Atlantic during the win-
ter months [53]. Thus, the MLD profile as generated by the VEW emulator
module described in section 6.1 needs to be preserved in order to prevent
additional errors in model results due to changes in the exogenous forcing
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cycle. The analytical depth of the mixed layer, however, depends on the
local particulate chlorophyll concentration in each layer, which the emula-
tor module requires to compute the solar heat flux near the ocean surface
and on which the mixed layer depth computations are based in order to
capture bio-optical feedback (see section 2.1.3). Therefore, by interpolating
the demographic chlorophyll field derived using the diagnostic field projec-
tion described in section 4.1, we can derive the scalar MLD value using the
emulator module, while leaving the ocean model to compute the resulting
nutrient chemical dissipation. Moreover, since the demographic chlorophyll
field is used to derive the analytical MLD, the biofeedback mechanism in-
herent to LERM models is preserved (see section 2.2.1).
7.1.1. K-Profile Parameterisation
Given the scalar depth of the turbulent mixed layer, a prescribed eddy diffu-
sivity field needs to be generated in Fluidity, on which to base the diffusion
term of the momentum equations. For this purpose a K-profile parame-
terisation (KPP), as described by Large et al. [26], was adopted, where
a non-dimensional vertical shape function G(σ) is scaled according to the
scalar mixed layer depth h (see section 2.1.3). This is done by normalising
the depth of each grid point z as σ = −z/h [39], where z is positive upward.
The original KPP parameterisation computes the scalar depth of the mixed
layer based on a bulk Richardson number threshold after applying bulk
forcing routines to the surface boundary. However, ignoring the diagnos-
tic step of the KPP formulation and substituting the MLD derived by the
emulator module according to the convection-based VEW algorithm allows
mixed layer dissipation in Fluidity-ICOM to be computed by the advection-
diffusion equations, while preserving the annual MLD profile derived by the
VEW’s convection-based parameterisation. For this purpose, the vertical
diffusivity profile is generated according to the KPP approach with the an-
alytically derived scalar MLD and input to Fluidity as a prescribed field
(see section 2.3.4).
The particular vertical profile used with the KPP approach is of great im-
portance for model results, as Popova et al. [39] suggest, where a KPP-forced
mixed layer was used to validate an ecosystem model for use in Global Cir-
culation Models (GCM). The authors found that the original formulation,
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based on a cubic polynomial shape function, generally produces a mixed
layer that is too shallow in summer and overestimates winter convection.
As a correction they propose a linear combination of a simple quadratic poly-
nomial GQuadratic(σ) = σ(1 − σ) and a cubic term GCubic(σ) = σ(1 − σ)2,
which is given as GPopova(σ) = aGCubic(σ) + (1 − a)GQuadratic(σ), with
a = 0.5(1 + tanh[(h − 100)/500]. The resulting vertical diffusivity profiles
for a shallow and a deep mixed layer are shown in Figure 7.1.
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Figure 7.1.: Vertical diffusivity profiles from K-profile parameterisation ac-
cording to Popova et al. [39].
7.1.2. Nutrient Dissipation
The availability of nutrient chemicals in the surface mixed layer is a key
limiter of phytoplankton primary production, which therefore strongly de-
pends on the annual profile of mixed layer depth and the mechanism used to
model vertical dissipation of nutrient chemicals. Thus, in order to use nu-
merical diffusion to model nutrient dissipation in three-dimensional models,
we first need to verify that this new dissipation mechanism does not affect
the stability of the ecosystem model presented in section 6.3.1. We also need
to verify that using a complex diffusivity formulation, such as the KPP ap-
proach presented here, is indeed necessary to achieve realistic model results,
instead of simply prescribing a strong diffusivity above the analytical MLD
and a low background diffusivity below. For this reason, a one-dimensional
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Fluidity-based implementation of the phytoplankton model using the KPP
approach has been compared both to the original LERM-PS model, and a
Fluidity-based version using a constant eddy diffusivity of µ = 0.3 within
the analytically derived mixed layer. The results of this comparison are
presented in Figure 7.2, which shows the time series of the phytoplankton
concentration P and the mixed layer nutrient concentration.
Most significantly, a steady increase in P peak concentration during the
spring bloom can be observed in Figure 7.2a when the eddy diffusivity is
kept constant within the mixed layer. This is caused by a continual increase
in nutrient supply to the upper layers signified by the increased nitrogen and
silicate peak concentrations within the mixed layer during the winter months
(Figure 7.2b and Figure 7.2c). The elevated surface nutrient levels are due
to over-mixing near the base of the mixed layer, which is caused by the
missing slope of the constant diffusivity profile (see Figure 7.1). As a result,
the dissolved nitrogen concentration in the mixed layer is depleted by the in-
creasing P population as the simulation progresses, as shown in Figure 7.2b.
These results clearly indicate that the phytoplankton system becomes un-
stable and no regular cycle of primary production can be achieved when
only using a constant eddy diffusivity to model turbulent dissipation within
the mixed layer.
In contrast to the irregular nutrient supply observed with a constant dif-
fusivity profile, using the KPP profile described in section 7.1.1 yields a
regular cycle of mixed layer nutrient concentrations that shows good agree-
ment with the original LERM-Phyto model. Following the initial warm-up
period the mixed layer nitrogen concentration shown in Figure 7.2b main-
tains a similar level to the original model during the oligotrophic summer
periods, where P growth is limited by the silicon supply. The mixed layer
silicon concentration shown in Figure 7.2c also follows a regular cycle with
nearly equal annual peak concentrations, resulting in a stable system with
a regular P primary production cycle, as shown in Figure 7.2a.
Having establishing that the system follows a stable cycle, the P : N
ratio for both chemical nutrients can be analysed in order to establish that
KPP-driven nutrient dissipation is indeed appropriate. Figure 7.3 shows the
annual attractor of the P : N ratio of the KPP-mixed model in comparison
to the the original VEW model and the emulator-driven model described
in section 6.3.1, which mixes nutrients by averaging the concentration over
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Figure 7.2.: Time series plot of phytoplankton and dissolved nutrient
concentrations using KPP to model turbulent dissipation in
LERM-Phyto for a 20-year run of the model.
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Figure 7.3.: Annual P : N attractors of the 20-year phytoplankton model
using KPP to dissipate nutrient chemicals. The average annual
attractor is based on 18 years, following a two year warm-up
period.
120
the mixed layer to enforce the WMC. Here, the P -to-nitrogen attractor in
Figure 7.3a shows very close agreement between the KPP-driven simulation
and the original VEW model during both bloom periods, indeed, the mixed
layer nitrogen concentration during the autumn bloom agrees even closer
with the original than the emulator version. During January, the KPP-
driven model exhibits a slightly lower nitrogen concentration in the mixed
layer and a slightly lower P trough, but once the growing season starts, very
close agreement with the original model is re-established.
Similarly, the P -to-silicon attractor in Figure 7.3b exhibits close agree-
ment of both versions with the original during the bloom periods, with
slight variations during the autumn bloom. During late autumn and winter,
the average P concentration differs slightly, where the KPP-mixed version
first overestimates the P population during late autumn, before dropping
slightly below the original values during January. The emulator-driven sim-
ulation, on the other hand, slightly underestimates P throughout the winter
months before agreement is re-established between all models for the follow-
ing growth season. Despite slight variations in the P : N attractors during
the winter periods, however, the phytoplankton system not only exhibits
a regular annual cycle of primary production but also closely emulates the
P : N attractor of the original model. This demonstrates that the VEW’s
convection-based mixed layer parameterisation, in combination with the
K-profile parameterisation proposed by Popova et al. [39], can be used suc-
cessfully to drive turbulent mixing of nutrient chemicals using numerical
diffusion in Fluidity-ICOM.
7.2. Vertically Structured Mesh
After having verified that numerical diffusion in conjunction with an exter-
nally computed mixed layer depth profile can be utilised to drive turbulent
nutrient dissipation, the phytoplankton model can be re-created in a three-
dimensional domain. For this purpose a three-dimensional mesh closely
resembling the one-dimensional water column used in the previous chapter
can be created using vertical extrusion from a unit square, where each layer
is represented by six tetrahedral mesh elements.
During this first implementation the vertical resolution of the mesh is
fixed, in order to evaluate the effect of the vertical resolution and the num-
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ber of agents required by the model, before progressing to simulations using
adaptive meshes. The primary objective here is to assess the model’s sen-
sitivity to the vertical resolution of the mesh and to demonstrate that the
fine resolution of the original model is not necessarily required throughout
the model domain to achieve stable results. To illustrate this point, two
three-dimensional runs have been compared to the original one-dimensional
model:
• A fine mesh with a constant layer thickness of 1m throughout the
domain, equivalent to the one-dimensional implementation and the
original model.
• A coarse mesh with a varying layer thickness at various depths in the
column. Here, a 1m layer thickness is used only in the top 100m of the
domain, in order to ensure that a sufficient resolution is maintained in
the euphotic zone. Below this depth a layer thickness of 5m is applied
down to a threshold depth of 250m, approximating the maximum
seasonal turbocline, while a resolution of 10m per layer is used below
this threshold.
The time series of the total P population and mixed layer nutrient lev-
els are shown in Figure 7.4. The total P population shown in Figure 7.4a
varies little between the different mesh resolutions, indicating that the phy-
toplankton model does not necessarily require a high resolution at depth.
Although both runs slightly underestimate the peak P concentration of the
original model, a regular cycle of primary and secondary blooms can be
observed, which is consistent with the one-dimensional results presented in
section 6.3.1. Similarly, the peak and trough concentrations of both nutri-
ent chemicals in the mixed layer shown in Figure 7.4b and Figure 7.4c only
show slight deviations from the original model results and follow a regular
cycle. Only the mixed layer nitrogen levels show noticeable deviations due
to the change in resolution, with a slight tendency towards a lower concen-
tration during the oligotrophic summer months. Overall, however, a regular
cycle of primary production can be observed, indicating a stable primary
production cycle.
Having established the system’s stability, the annual N : P attractors of
the fine and coarse-grained three-dimensional model implementations shown
in Figure 7.5 can be analysed. The average annual P -to-nitrogen ratio of
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(a) Total phytoplankton concentration.
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(b) Dissolved mixed layer nitrogen concentration.
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(c) Dissolved mixed layer silicon concentration.
Figure 7.4.: Time series plot of phytoplankton and dissolved nutrient con-
centrations in a three-dimensional phytoplankton model for the
initial 12 years.
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Figure 7.5.: Annual P : N attractors of the three-dimensional phytoplank-
ton model using a fine and a coarse resolution mesh. The aver-
age annual attractor is based on 18 years, following a two year
warm-up period.
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both versions agree closely with each other and the original model, with only
slight variations during the autumn bloom period and the onset of winter.
The simulation using the fine grained mesh exhibits slightly elevated mixed
layer nitrogen levels during autumn and slightly lower values in winter, as
well as a slightly lower P concentration in January. The coarse grained run
exhibits similar features during the winter months, while showing nitrogen
levels closer to the original during the autumn bloom.
Similarly, the annual P -to-silicon ratio exhibits good agreement between
both three-dimensional model runs and the original implementation during
the spring bloom, while slight deviations can be observed during the sec-
ondary bloom in autumn. Although both resolutions agree largely with each
other, they exhibit a lower silicon concentration during the oligotrophic au-
tumn period, where mixed layer silicon is the main limiter. This indicates a
more efficient grazing on three-dimensional meshes, where the mixed layer
silicon is depleted more evenly due to the path integration discussed in
section 5.3.
Most importantly, however, both three-dimensional implementations yield
a constant phytoplankton bloom cycle that agrees closely with the original
VEW-generated model. This not only demonstrates that three-dimensional
runs of the phytoplankton model are feasible in Fluidity-ICOM, but also
shows that reducing mesh resolution with depth does not affect model sta-
bility. Thus, vertical mesh refinement may be used at runtime to reduce the
number of layers in the water column, while maintaining sufficient model
accuracy.
7.2.1. Agent Count
The number of agents used to model a dense phytoplankton population is
particularly important in three-dimensional domains, since it affects the effi-
ciency with which limiting nutrients can be absorbed from the environment
once the region nears depletion, as described in section 5.3.2. The min-
imum number of agents required to achieve a stable phytoplankton cycle
was therefore an important concern during the development of the three-
dimensional model, since the number of agents is also a key measure of the
computational load of the ecology component of the coupled simulation.
The agent re-sampling routines described in section 3.3.3 have therefore
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been implemented to compute the desired agent count for each element
from a prescribed agent density per unit volume, so that the global agent
count of the simulation automatically adapts to any domain changes.
The number of agents used to model the stable phytoplankton system in
one and three dimensions, as well as the agent count of the original model
is shown in Figure 7.6. Here, the annual cycle shown in all three models
can be attributed to the cycle of mixed layer deepening, since LERM phy-
toplankton agents are re-sampled to provide a minimum of 20 agents m−3
in the mixed layer and a maximum of 40 agents m−3 throughout the entire
column. The key observation from this plot is that the three-dimensional
version, where each layer is made up of six tetrahedral elements, consis-
tently uses fewer agents than both one-dimensional runs. Since the three-
dimensional phytoplankton system provides a stable primary production
cycle, however, we can conclude that no increase in agent counts is required
to model LERM phytoplankton in a three-dimensional water column, while
the agent re-sampling mechanism gracefully ensures sufficient agent num-
bers when changing the underlying mesh.
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Figure 7.6.: Number of phytoplankton agents in the standalone phytoplank-
ton model on one and three-dimensional meshes.
7.3. Vertical Adaptivity
The use of Fluidity-ICOM’s adaptive remeshing technology in combination
with agent-based ecology models is one of the key motivations behind the
research presented in this thesis. Having established a stable model of phyto-
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plankton primary production on a fixed three-dimensional layered mesh, the
effect of adaptive mesh refinement on the stability of the modelled ecosys-
tem can now be investigated. Since the addition of mesh adaptivity allows a
wide range of configuration choices, we aim to present a simple set of options
that adjust the vertical resolution of the model domain at runtime in order
to reduce the number of elements used to model the water column with little
impact on model stability. Such a configuration may then be used as a base
for further research regarding the intricate choice of parameters involved in
using mesh adaptivity as part of complex ocean-ecosystem models.
7.3.1. Adaptivity Metric
The primary concern when adding adaptive mesh refinement to a numerical
simulation is to decide which fields to base the metric tensor on; that is to
say which fields should guide the adaptivity algorithm. The metric tensor
describes the desired geometric properties of the target mesh and is based
on a weighted combination of contributions from multiple selected fields, as
described in section 2.3.2. Each contribution is based on the Hessian of the
field in question, which entails that Fluidity will increase the resolution in
regions of steep gradients in the selected fields, while reducing the number
of elements in areas of gradual concentration changes. The contribution of
each field towards the global metric tensor is weighed by the user-defined
target value of the interpolation error as provided in the model configura-
tion, where the particular value of this crucial parameter is usually based
on a reference value that has been determined a priori from a non-adaptive
run [2].
Although numerical errors arising from insufficient mesh resolution do
not affect agent-based biochemistry variables directly, they may influence
the external environment enough to modify the overall behaviour of the
ecosystem. Thus, the key drivers and limiters of phytoplankton growth
need to be considered when choosing the fields to guide mesh adaptivity:
• The incident solar irradiance near the ocean surface is the primary
driver of photosynthesis and is thus essential for primary production,
making a high surface resolution an important pre-requisite.
• The nutrient concentrations in the euphotic zone are the key limiters
of the phytoplankton bloom, which entails that a regular primary
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production cycle can only be achieved with a constant inter-annual
nutrient cycle. For this reason it is important to finely resolve the
base of the mixed layer in order to prevent additional nutrient fluxes
between the mixed surface layers and the permanent thermocline.
Before adding vertical mesh adaptivity to the simulation described in
section 7.2, reference values for the interpolation error of the nutrient and
irradiance fields have been derived based on the initial conditions on the
fixed mesh. Based on these reference values, adaptivity options have first
been added to the solar irradiance field, causing Fluidity to create a mesh
with sufficient resolution near the surface to resolve the incident irradiance
distribution accurately, as shown in Figure 7.7a. Here, the non-linear na-
ture of irradiance attenuation due to chlorophyll ensures a continuously fine
grid throughout the euphotic zone, while a significant decrease in resolution
can be observed towards the bottom of the column. The prescribed inter-
polation error bound in this example was set to be approximately 50% of
the value recorded in the non-adaptive run and a prescribed minimum layer
thickness of 0.2m was used to to avoid unnecessarily small elements that
would otherwise impede performance.
Although the mesh shown in Figure 7.7a provides enough surface resolu-
tion to model phytoplankton growth near the surface, it does not resolve
the base of the mixed layer very well. This can lead to inaccurate nu-
trient fluxes towards the sea surface during the winter months when the
convection-driven mixed layer reaches much deeper than the euphotic zone,
resulting in erroneous surface nutrient limits during the spring bloom. In
order to achieve sufficient resolution around the base of the mixed layer the
nutrient chemical fields can be incorporated into the adaptivity metric along
with the solar irradiance field, as depicted for a shallow and a deep mixed
layer in Figure 7.7b and Figure 7.7c respectively.
Alternatively, in models driven by an explicit turbulence closure model,
such as GLS (see section 2.3.4), the eddy diffusivity provided by the tur-
bulence parameterisation might be used to guide mesh adaptivity instead
of the nutrient fields in order to accurately resolve the effect of all relevant
mixing processes. In this approach the mesh would be adapted according
to the mixing processes rather than their effects, conceivably improving the
accuracy and the computational efficiency of the simulation.
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However, when adapting the mesh according to the nutrient concentra-
tions it is important to incorporate both nutrient fields, nitrogen and silicon,
into the metric tensor. This is due to the phytoplankton bloom depleting the
dissolved silicon concentration in the upper layers during the oligotrophic
summer period, resulting in two distinctly different vertical nutrient profiles
with different characteristics and varying local maxima after the bloom. In-
corporating both fields into the guiding metric tensor, as described in sec-
tion 2.3.2, allows the adaptivity algorithm to compensate for this effect by
adapting to gradients in the non-depleted field.
The prescribed target values for the interpolation error bound for the dis-
solved nitrogen and silicate fields used in this example are approximately
10% and 100% respectively. These values have been found to provide suffi-
cient balance between computational efficiency and accuracy of the nutrient
fluxes, although they are by no means optimal. Further analysis is required
to establish concrete bounds on the necessary level of resolution and the
according parameters required to achieve an optimal balance between accu-
racy and efficiency.
Another key challenge when using the irradiance and nutrient fields to
guide mesh adaptivity are the opposing daily cycles of irradiance and mixed
layer depth, since the mixed layer reaches its deepest point just before sun-
rise when no irradiance profile is available to affect the adaptivity metric.
In order to overcome this, Fluidity can be configured to buffer the irra-
diance profile at noon on each day, which closely approximates the peak
time of incident sunlight, by creating a complete copy of the field. Thus,
by using the buffered irradiance profile from the previous day, gradients in
the irradiance distribution can be incorporated into the metric tensor to
let adaptivity adjust the resolution in the euphotic zone, regardless of the
time of day at which the algorithm is invoked. Thus, by performing mesh
adaptivity at 6.00 a.m. on each simulated day, where the mixed layer is
close to the deepest point in its daily cycle, Fluidity is able to adjust the
vertical mesh resolution according to the irradiance distribution as well as
turbulent mixing, as shown in Figure 7.7.
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Figure 7.8.: Time series plot of phytoplankton and number of mesh elements
in a three-dimensional vertically adaptive phytoplankton model
for 12 years.
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7.3.2. Results
The results of a first vertically adaptive implementation of the standalone
phytoplankton model are now shown in Figure 7.8. In this simulation,
mesh refinement adapts the vertical resolution of the mesh according to
the nutrient concentrations and the buffered irradiance field at 6.00 a.m.
on each simulated day, with a prescribed minimum vertical resolution of
0.2m in order to prevent numerical errors. The P concentration shown in
Figure 7.8a shows clear signs of a regular primary production cycle with
repeating spring and autumn blooms, suggesting that the primary driver
fields, solar irradiance, as well as dissolved nitrogen and silicate, are resolved
well enough for a primary production cycle to be maintained, showing that
a Lagrangian Ensemble model can successfully be combined with vertical
mesh adaptivity.
Nevertheless, although surface nutrient levels in the adaptive simulation
are sufficient to drive a regular primary production cycle, they vary signifi-
cantly from the fixed mesh results. Surface nitrogen levels in particular show
a regular decrease in annual peak concentration during the first ten years of
the simulation, while a more regular nitrogen cycle is maintained from year
ten onwards. This gradual shift in the P : N ratio indicates a regime shift
caused by changes in mesh resolution, although the results do not conclu-
sively show whether the new attractor is indeed stable over longer periods of
time. Considering the non-linear effects that even small resolution changes
in irradiance forcing might have on the ecosystem, as already observed in
section 6.3.1, a comprehensive sensitivity study is required to establish a set
of parameters that supports a stable primary production attractor that can
support a full LERM model on a vertically adaptive mesh.
However, the key improvement expected from applying vertical mesh
adaptivity to the model domain is shown in Figure 7.9b, where the total
number of elements in the mesh is significantly reduced in comparison to the
fine grained fixed-resolution mesh. Moreover, a clear annual variation in the
number of mesh elements can be observed throughout the year, where the
mixed layer deepening during the winter months creates a distinct surge in
mesh elements, which diminishes with the annual rise of the MLD. During
the summer months the number of elements then rises continuously, before
dropping towards the end of the year.
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Figure 7.9.: Time series plot of mixed layer depth and the total number
of mesh elements in the adaptive phytoplankton run over the
initial 6 years.
7.4. Summary and Discussion
The range of scales in complex oceanographic problems remains one of the
key challenges in computational modelling, where dynamic remeshing tech-
nology can offer valuable advantages by increasing mesh resolution where
and when appropriate [36]. Being able to adapt the resolution of the model
domain is of particular importance for future investigations into the effects
of meso-scale turbulence on the marine ecosystem, where fronts and ed-
dies can cause sharp gradients in nutrient concentrations that need to be
resolved accurately. Therefore, after demonstrating the ability of the pre-
sented framework to support complex agent-based plankton ecology models
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in Fluidity-ICOM, this chapter now demonstates that the phytoplankton
IBM verified in section 6.3.1 can be run in a three-dimensional domain and
how Fluidity’s mesh adaptivity algorithm may be used to adapt the vertical
resolution of the modelled water column.
One key contribution of this thesis is the demonstration of the first im-
plementation of the LERM phytoplankton model on a three-dimensional
finite element mesh. The VEW’s convective mixed layer parameterisation
due to Woods and Barkmann [53] is used in combination with the K-profile
parameterisation proposed by Popova et al. [39] in order to model the tur-
bulent dispersion of nutrient chemicals in the mixed layer using Fluidity’s
advection-diffusion equations. This combination of parameterisations allows
the model’s regular exogenous forcing cycle to be implemented in a three-
dimensional mesh, while preserving the biofeedback mechanism LERM mod-
els depend on to establish a stable annual attractor [56].
Moreover, a coarse-grained version of the phytoplankton model with re-
duced resolution in the lower parts of the modelled water column is com-
pared with a fine-grained version using the original 1m layer thickness in
order to show that a stable primary production cycle can be achieved with
a spatially varying mesh resolution. The particular combination of reso-
lutions in the coarse-grained column has been chosen conservatively, with
a fine-grained resolution preserved in the euphotic zone in order to ensure
that no additional error is introduced due to the interpolation of the irradi-
ance field, which is still modelled by the emulator module according to the
VEW’s multi-spectral parameterisation described in section 2.2.5. A fur-
ther investigation into the suitability and effects of different solar irradiance
models is still required for future projects, where one possible solution is
discussed in Appendix C.
The final contribution of this chapter is a description of the first La-
grangian Ensemble phytoplankton model with a dynamically adapting ver-
tical mesh resolution, where the resolution of the mesh is concentrated on
the surface layers and around the base of the mixed layer according to the
spatial gradients in the solar irradiance and nutrient chemical fields. This
model exhibits a regular cycle of primary production that indicates that
mesh adaptivity can indeed be used to improve the computational efficiency
of Lagrangian Ensemble simulations, although decreasing surface nitrogen
levels indicate a subtle regime shift caused by resolution changes. This shift
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warrants a detailed sensitivity study to establish an optimal parameter set
and further insights into the effects of adaptive resolution changes on the
ecosystem before the full LERM model can be combined with a vertically
adaptive mesh.
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8. Evaluation and Discussion
Understanding the complexity of the marine ecosystem represents one of
the grand challenges in oceanographic modelling, since it not only involves
complex and often subtle biochemical processes, but also requires an accu-
rate model of the physical environment [6]. The ability of individual-based
methods to model low-level ecological processes, such as individual staged
growth or diel migration, allows them to capture the intra-population vari-
ability resulting from such processes, which provides new possibilities to
explore the subtle complexities involved in marine ecology [16]. However,
every ecosystem model strongly depends on the exogenous forcing applied
to it, which is a challenge in its own right due to the vast range of scales
involved in modelling the physical environment. Meso-scale processes in
particular have been suggested to affect the ecosystem significantly, which
require a powerful ocean model capable of resolving complex flows at varying
resolutions.
This thesis therefore targets the use of individual-based marine ecology
models based on the Lagrangian Ensemble metamodel in combination with
ocean models based on an adaptive unstructured mesh to provide the phys-
ical environment and exogeneous forcings. The main research contributions
of this work are valuable insights into how this can be achieved in gen-
eral that are supported by a proof-of-concept implementation in software.
The novel research contributions in this thesis independent of the software
implementation are listed below:
• A novel solution to the fundamental coupling problem of providing
conservative conversion of nutrient chemicals between agents and the
finite element fields representing the ambient nutrient concentration
is provided in chapter 4. The proposed mechanism uses control vol-
ume fields to accurately represent agent-based quantities on the finite
element mesh and utilises the direct nodal scaling approach described
in section 4.2 to facilitate a conservative conversion between agent-
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based chemical pools and nutrient chemical fields, where the chemical
in solution can be represented by discontinuous finite element fields of
any order.
• An analysis of particle tracking methods employed when coupling La-
grangian agents with a finite element mesh is provided in chapter 5. In
section 5.3 significant sampling errors are demonstrated that may be
incurred from using insufficient numbers of agents, mesh resolution
or timestep sizes, highlighting the importance of integrating time-
continuous feeding processes along the agent trajectory, as done in
the Lagrangian Ensemble metamodel [52].
• Based on the above mentioned findings the derivation of boundary
intersections when tracking agents on an unstructured mesh is formu-
lated as a key requirement for particle tracking algorithms if they are
to be used in conjunction with the Lagrangian Ensemble metamodel.
An efficient particle tracking scheme based on ray-tracing techniques
is proposed in section 5.2 as one possible solution that provides the
necessary information.
• A first implementation of the convection-driven mixed layer depth
parameterisation proposed by Woods and Barkmann [53] on a finite
element mesh is demonstrated in section 7.1.2. This further validates
the use of a reference diffusivity profile to model vertical nutrient
mixing via numerical diffusion based on an analytical mixed layer
depth parameterisation, as previously demonstrated by Large et al.
[26] and Popova et al. [39].
• A novel configuration of vertical mesh adaptivity that captures the ef-
fects of a convection-based daily mixed layer deepening cycle as well as
the opposing daily cycle of solar irradiance is proposed in section 7.3.
Initial results of this configuration are shown to provide sufficient mesh
resolution to establish a regular cycle of phytoplankton primary pro-
duction, as presented in section 7.3.2.
In addition to theoretical contributions and insights this thesis focuses on
the description of a practical implementation that integrates agent-based
plankton ecology IBMs with the unstructured finite element ocean model
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Fluidity-ICOM. In order to achieve this, a framework has been developed
that allows individual-based models of plankton ecology based on the La-
grangian Ensemble (LE) metamodel [52] to be embedded in Fluidity-ICOM
simulations. This framework allows the user to configure the individual
functional groups of the ecosystem model using Fluidity-ICOM’s user inter-
face, where embedded Python functions are used to define complex kernel
functions, such as the agent state update or active agent locomotion. Ac-
cording to this specification the framework creates and manages multiple
sets of agents as part of the Fluidity-ICOM simulation, providing several
generic exchange mechanisms to model the conversion of nutrient chemicals
and biomass between the various species and stages of the ecosystem and
the surrounding waters. The key features of the presented framework are
summarised below:
• The framework supports ecosystems of arbitrary complexity, with mul-
tiple sets of agents representing several functional groups and species
according to the Lagrangian Ensemble metamodel [52]. The frame-
work also supports individual staged growth, where the response of
an individual agent to its external conditions changes according to its
internal state accumulated over time, allowing it to capture the vari-
ous sources of intra-population variability that elude population-based
models [16].
• Agent motion is modelled as an aggregation of three components in
the presented framework:
– Advection is modelled according to the local velocity field using
a Runge-Kutta method of user-defined order [2].
– Diffusion can optionally be modelled as one of two types of ran-
dom walk, depending on the provided diffusivity field, as de-
scribed in appendix B.
– Active agent locomotion is modelled according to a user-defined
Python function, as described in section 3.4.1.
• The framework allows model accuracy and computational load to be
balanced at runtime by re-sampling the agent space according to user-
defined limits. This feature, detailed in section 3.3.3, is particularly
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important when modelling dense populations, such as phytoplankton,
that experience strong fluctuations in population size.
• The framework is able to project the particulate quantities of nutri-
ent chemicals stored within agent sets onto finite volume diagnostic
fields, as described in section 4.1. This mechanism allows modellers to
access population-level properties of the agent-based ecosystem in an
established format and enables the direct comparison with Eulerian
ecosystem models implemented in Fluidity-ICOM.
• The model agents are able to exchange nutrient chemicals generically
with their ambient environment, provided the dissolved chemicals are
modelled using discontinuous tracer fields in Fluidity. The conserva-
tive exchange mechanism is facilitated by the framework using finite
volume diagnostic fields and preserves the overall biomass (see sec-
tion 4.2).
• Predation between multiple agent sets is facilitated according to the
LE metamodel, where a set of predator agents may selectively feed
on a selection of prey agents from multiple growth stages. This inter-
agent predation mechanism also preserves the overall nutrient content
in the model domain and uses diagnostic field variables to mediate the
biomass conversion, as explained in section 4.3.
• The framework also facilitates Eulerian populations modelled as con-
tinuum fields to graze on agent-based populations, thus allowing hy-
brid ecosystems where functional groups can selectively be modelled
using Lagrangian or Eulerian formulations. This feature provides
modellers with the flexibility to customise the discretisation of func-
tional groups and allows the gradual integration of individual-based
components into existing Eulerian ecosystem models.
Using this framework, a series of experiments have been performed to eval-
uate the framework’s capabilities and demonstrate the correctness of its var-
ious features. For this purpose a complex previously validated agent-based
ecosystem model has been implemented in Fluidity-ICOM that highlights
the individual characteristics of the Lagrangian Ensemble method and ex-
ercises the relevant framework components. These experiments also include
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the first successful coupled implementation of a marine ecology IBM with
an adaptive unstructured finite element ocean model. Further to verifying
the correctness of the framework itself, the presented set of experiments is
also intended to demonstrate the migration of a previously one-dimensional
model to a three-dimensional mesh that may be adapted in the vertical
dimension at runtime. The series of experiments is listed below:
• The phytoplankton component was verified individually, allowing sev-
eral key features, including the exchange of nutrient chemicals with
the environment, as well as the exogenous forcing for the model, to be
tested without the complex inter-trophic interactions of the full-scale
ecosystem. A stable standalone phytoplankton model is shown in sec-
tion 6.3.1, which settles on a stationary annual attractor of primary
production, given a regular cycle of external forcing.
• The full-scale ecosystem model consisting of four trophic levels, with
16 zooplankton growth stages and two top-level predator classes is
used in section 6.3.2 to verify the correctness of advanced framework
features, such as individual staged growth and inter-agent predation.
Despite a slight increase in surface nitrogen levels, the ecosystem
settles on a stationary annual attractor of primary production and
zooplankton reproduction, demonstrating the framework’s ability to
model inter-trophic interactions and complex ecological behaviour.
• The framework’s ability to model complex ecosystem models using a
mixture of agent-based and population-based approaches is demon-
strated in section 6.3.3. Here, Eulerian field variables are used to
model the two top-level predator classes that provide trophic clo-
sure to the full-scale model by grazing on the zooplankton popula-
tion. In combination with the inter-agent predation mechanism and
the Eulerian-to-Lagrangian nutrient conversion demonstrated in the
previous experiments, this demonstrated the framework’s ability to
support hybrid food chain models.
• The sensitivity of the implemented phytoplankton model to modelling
dispersion of nutrient chemicals by numerical diffusion is analysed in
section 7.1.1. Here, a K-profile parameterisation is used in combi-
nation with the convection-based mixed layer slab parameterisation
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used in the original VEW model to allow the dissolved chemicals to
be treated as prognostic fields in Fluidity-ICOM.
• With Fluidity modelling the dispersion of nutrient chemical fields the
first three-dimensional implementation of the phytoplankton model
is presented in section 7.2. Here, a three-dimensional mesh of fixed
resolution replaces the original one-dimensional environment, with the
phytoplankton system exhibiting a stable primary production cycle
similar to the one demonstrated in the previous experiments.
• The effect of adaptive mesh refinement on the modelled phytoplankton
population is then analysed in section 7.3, where the vertical resolution
of the mesh is adapted according to the solar irradiance and nutrient
chemical fields in order to focus mesh resolution in the surface layers
and around the base of the mixed layer. Although the phytoplankton
population exhibits a regular primary production cycle a steady in-
crease in peak concentration caused by increase surface nutrient levels
warrants further investigation.
8.1. Impact and Future Work
The most important impact of the work presented in this thesis is that it
enables a wide variety of new scientific modelling projects. By combining
Lagrangian Ensemble ecology models with the unstructured finite element
code Fluidity a powerful modelling platform has been created, which allows
the analysis of the effects of complex ocean dynamics and domain structures
on the modelled ecosystem.
The effects of meso-scale turbulence on the oceanic plankton ecosystem
have long been suggested to be of great importance in understanding its role
in the global carbon cycle, and thus provide the most prominent target for
future explorations using the developed framework [6, 30]. Fluidity-ICOM’s
mesh adaptivity will be of particular importance for such coupled models,
since it allows the mesh to focus on key areas in the modelled domain, while
using individual-based methods to account for intra-population variabil-
ity within the modelled ecosystem. Furthermore, when coupling plankton
IBMs with Fluidity-ICOM, the model domain is not necessarily restricted
to the open ocean, since Fluidity is capable of modelling complex domain
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structures, allowing it also, in theory, to model coastal regions or even estu-
aries. Nevertheless, such models, as well as meso-scale turbulence scenarios,
require significant modelling efforts that go beyond the scope of this thesis.
In particular when integrating agent-based plankton ecology models with
complex domain and flow structures the framework’s ability to combine
agent-based functional groups with Eulerian ecosystem components will
also be of great advantage, since it allows new models to be built from
existing validated continuum-based models without the need for a complete
re-design of the entire trophic hierarchy. Here, well established models for
phytoplankton primary production, for example, may be used instead of
computationally expensive agent-based populations in a multi-level food
chain, although individual-based features, such as photoadaptation, may
require population-level correction terms. The effect of such processes may
be analysed separately, since Fluidity-ICOM now allows equivalent agent-
based formulations of a particular model to be run on the same modelling
engine using identical external forcing.
The combination of Lagrangian and Eulerian methods may also be used
in future explorations to tackle the issues posed by the vast range of scales
in oceanographic modelling. For this it is conceivable to embed highly
detailed agent-based models, which are able to capture the effects of intra-
population variability on local scales, in a large-scale gyre simulation, while
estimating horizontal biochemical fluxes into the selected region using an
equivalent Eulerian formulation. Due to the framework’s ability to freely
convert biochemicals between agent-based and field-based ecosystem com-
ponents, it can easily be adapted to implement spatial rules for converting
Eulerian biochemical fluxes into agent sets and vice versa along user-defined
boundaries in the gyre circulation. Such an approach, in combination with
adaptive remeshing and appropriate agent resampling rules, allows models
to focus their computational resources on local scale ecosystem dynamics,
while accurately capturing the effects of meso-scale and gyre flows on the
local ecosystem.
Moreover, when exploring marine ecosystems on large scales, the pre-
sented framework also enables the future exploration of higher level species
that may include more complex migration patterns, due to the availability
of a generic interface to define agent locomotion. Although plankton loco-
motion is primarily limited to small vertical scales, the framework may be
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extended to support higher level species with more complex hunting or mi-
gration patterns over large scale domains. Such locomotion algorithms may
also be complemented with random walk schemes that model turbulent dis-
persion according to the local diffusivity field, which constitutes a scientific
challenge in its own right [41, 49]. Such diffusivity-dependent random walk
schemes have been implemented as part of the presented framework and
the verification, as well as the technical challenges associated with them are
documented in appendix B. Here, the key challenge is the effective timestep
size required by the random walk model, which is much smaller than the
primary timestep of a coupled ocean-ecology model.
Nevertheless, although the presented framework allows the future inte-
gration of gyre and meso-scale dynamics with Lagrangian Ensemble mod-
els, other significant external influences on the marine ecosystem may also
be explored in future modelling projects. The use of an external emulator
module for providing a multi-spectral hydro-optics parameterisation and a
convection-driven mixed layer depth cycle, as described in section 6.1, in-
dicates that further investigation is required in order to develop integrated
multi-spectral solar irradiance sub-models in Fluidity-ICOM for use in fu-
ture ecosystem models. For this purpose, Hyperlight, a fast and accurate
hydro-optics model based on the Radiative Transfer Equation, has been
integrated with Fluidity-ICOM, as detailed in appendix C. Although this
model is currently limited to the visible light spectrum, extending Hyper-
light’s spectral range will enable Fluidity-ICOM to model solar volume heat-
ing near the ocean surface explicitly, which, in conjunction with Fluidity’s
sub-grid scale parameterisations, will allow coupled ocean model to support
an explicit bio-optical feedback cycle without the need for interpolation and
external parameterisations.
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A. LERM Model
The Lagrangian Ensemble Recruitment Model (LERM) is a fisheries re-
cruitment model that uses individual-based methods to model the effects of
predation and competition on squid recruitment [4, 5]. The LERM version
used in this thesis incorporates four functional groups: phytoplankton, her-
bivorous zooplankton and two types of top-level predators. Each functional
group is defined by a set of phenotypic equations based on the behaviour
and physiology of individual plankters, allowing population demography to
emerge as a diagnostic property of the ecosystem.
In this appendix the key features of LERM and its components are de-
scribed in order to give an overview of the biological complexity included
in the model. For a complete description of the model, including the full
set of phenotypic equations, parameters and their derivation please refer to
Sinerchia et al. [4].
A.1. Phytoplankton
The phytoplankton component of the model is based on diatoms, whose
main role in the ecosystem is to nourish zooplankton growth. Diatoms are
modelled in LERM by non-motile agents that are are displaced randomly
by turbulence or sink at a constant speed of 1m/day in regions of laminar
flow. Diatom agents consist of five chemical pool variables: ammonium
(mmol N), nitrate (mmol N), silicate (mmol Si), carbon (mmol C) and
chlorophyll (mg Chl-a), where ammonium, nitrate and silicate are also ex-
changed with the ambient environment.
A.1.1. Limiting Nutrients
Nitrogen is the limiting nutrient for photosynthesis and is modelled as two
separate chemical components, ammonium and nitrate. Nitrogen uptake
is modelled via a carbon-specific uptake rates using traditional saturation
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kinetics (Michaelis-Menten equation) [2, 4], where the individual uptake
rates depend on the agent’s internal carbon pool, the ambient temperature,
as well as the respective ambient concentrations of ammonium and nitrate.
Silicon is used by diatoms to build their shell during reproduction and
is only absorbed from the environment when the diatom is near the re-
production phase; that is when the internal carbon pool exceeds 90% of
the carbon threshold for cell division. Silicon uptake is modelled using
a similar Michaelis-Menten equation, which is silicon-specific rather than
carbon-specific [1, 4]
A.1.2. Photosynthesis
The phenotypic rules governing photosynthesis in LERM are taken from
Geider et al. [3], where the photosynthetic rate changes with the ambient
lighting conditions (Photoadaptation). The rate of carbon-specific photo-
synthesis is a function of the incident irradiance in PAR and the internal
Chl-a:C ratio as well as the maximum photosynthetic rate, which depends
on the ambient temperature and is sensitive to the internal N :C ratio when
light is saturated and to Chl-a:C when light is limited.
A.1.3. Reproduction
Once threshold values for internal nitrogen and silicon storage are reached
diatoms reproduce via cell division. Cell division is modelled explicitly in
LERM by doubling the agent’s sub-population size, so that both resulting
cells are modelled by the same agent, while each modelled diatom retains
half of the stored chemicals of the parent cell.
A.1.4. Mortality
In LERM diatoms die either by predation due to zooplankton or by energy
starvation. In the former case the sub-population size of the prey agent
is reduced according to the number of ingested cells, while in the latter
case the diatom becomes a detrital agent by changing its biological stage to
“Dead”. Dead diatom agents perform re-mineralisation by releasing their
remaining nitrogen and silicate pools at a rate directly proportional to the
respective pool variables.
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A.2. Herbivorous Zooplankton
The zooplankton component of LERM is based on herbivorous copepods
of the species Calanus finmarchicus. The copepod component features an
explicit model of internal cell biochemistry with separate carbon pools for
protein, lipids and chitin in addition to nitrogen and silicon pools. Further
individual-based features include an explicit multi-stage growth cycle, active
locomotion and adaptive grazing behaviour.
A.2.1. Ingestion
In addition to an explicit measure of cell size, copepods have a prescribed
maximum gut capacity that regulates the copepod’s demand for food. Thus,
not only food availability but also the feeding history determines grazing
rates, while the ingested carbon is allocated to the lipid, protein and chitin
pools according to the copepod’s life-cycle stage. Moreover, excess nitrogen
and carbon that remains undigested is excreted as faecal pellets modelled as
individual agents that sink towards the bottom while constantly releasing
excess nutrients back into the water.
A.2.2. Staged growth
One of the key features of LERM copepods is their explicit life cycle that
models cell development from eggs and hatchlings to fully matured individ-
uals using individual 16 growth stages. The progression between stages is
determined by cell size and the internal protein and lipid pools and thus
depends on the individual grazing success of the model agent. The bio-
logical growth stage changes the input parameters for various biochemical
processes, such as grazing, digestion and foraging behaviour, and even in-
cludes dedicated over-wintering stages to model diapause.
A.2.3. Motility
One of the key Lagrangian features of LERM copepod agents is that they
perform vertical migration through active swimming, such as migrating into
deep waters to spend the winter months in diapause, before returning to
the surface on a prescribed date. Throughout the rest of the year LERM
copepods also perform diel migration, where the agent descends during the
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forenoon in order to avoid visual predators during the day and returns to the
surface in the afternoon to graze on phytoplankton. On top of that copepod
agents also follow explicit foraging rules, where the swimming direction (up
or down) is reversed when the surrounding food concentration decreases
rapidly. This behaviour is of particular importance for copepods grazing on
a localised phytoplankton concentration below the turbulent mixed layer.
A.3. Top-level Predators
LERM employs two classes of top-level predators to model provide trophic
closure to the modelled ecosystem [6]. The agents represent a generalised
population of carnivorous predators that feed exclusively on the explicitly
modelled zooplankton population. One predator class grazes at a constant
rate that only depends on food availability, whereas the second class uses
vision to find its prey. The grazing rate of visual predators depends directly
on the available ambient light condition in each vertical layer, making the
global predation rate sensitive to the location of the prey agents.
A.3.1. Remineralisation
Unlike phytoplankton and zooplankton agents, top-level predators do not
move and are spread evenly throughout the surface layers. They do how-
ever, excrete all nitrogen and silicate absorbed from ingested copepods via
explicitly modelled detritus agents (pellets) that sink at a constant rate
while gradually releasing stored nutrients back into the water.
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B. Random Walk
An accurate representation of agent displacement on local scales is a key
ingredient to individual-based modelling of plankton ecosystem dynamics.
Local-scale processes, such as turbulent displacement and active swimming,
play an important role in marine ecology, since they primarily affect the
vertical distribution of plankton biomass and thus influence the exposure
to sunlight and nutrients. Due to the multitude of agent trajectories being
the main source of intra-population variability in agent-based models, local-
scale motion is pivotal in allowing population-level behaviour to emerge from
a Lagrangian agent set. Verifying the correct displacement of individual sub-
populations on small-scales is therefore a necessity before validation can be
performed on any resulting agent-based ecology models.
The two local components of Lagrangian particle transport, quasi-random
swimming behaviour and displacement due to turbulent motion, are both
diffusive-like processes that can be simulated as a random walk [2, 3]. Many
random walk schemes exist for modelling a wide range of physical and be-
havioural processes, raising the need for a generic solution to integrating
behavioural random walk models. The modelling framework described in
this thesis therefore provides a flexible interface for using such schemes to
simulate local quasi-random behaviour, as described in section 3.4.1.
Nevertheless, for modelling non-motile plankton species, such as phy-
toplankton, a random walk that simulates non-buoyant turbulent particle
dispersion based on local eddy diffusivity is the most crucial component of
local Lagrangian transport. Several such schemes have been documented,
where the treatment of non-uniform diffusivity profiles with high spatial
and temporal resolution has received particular attention [1, 3]. Since these
methods require frequent and direct access to the enclosing diffusivity field
data, which poses a performance challenge, two well-documented diffusivity-
driven random walk models have been implemented as part of the Fortran
core of the presented framework. In this appendix, the dispersion and mix-
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ing behaviour of these implementations is verified with respect to the lit-
erature, before an explicit sub-timestepping scheme is explored in order to
overcome the timestep limitations imposed by local gradients in the diffu-
sivity field.
B.1. Random Walk Diffusion
Random walk models can be used to simulate the micro-dynamics of dis-
persive mixing processes for neutrally-buoyant particles based on a local
eddy diffusivity field. This approach carries a strong appeal due to com-
patibility with turbulence closure models and other diffusivity-based mixing
schemes, as well as the direct relation to the corresponding Fokker-Planck
equation [2]. This macro-scale formulation can be used to verify random
walk implementations, where the desired behaviour of large numbers of
agents is equivalent to that of a passive tracer, since the particles are as-
sumed to be neutrally-buoyant. Thus, before exploring issues associated
with random walk models in realistic ocean models with large timesteps, the
correct implementation of the dispersion model has to be verified against
existing results from the literature.
Two diffusivity-based random walk mixing schemes have been imple-
mented as part of the Lagrangian Ensemble agent framework:
• The Naive Random Walk (NRW) described by equation B.1 is only
applicable in well-mixed domain with uniform diffusivity.
• The Diffusive Random Walk (DRW) described by equation B.2 in-
cludes a correction term which makes it applicable in regions on non-
uniform diffusivity. However, this mixing scheme is constrained by
the timestep criteria given by equation B.3.
B.1.1. Non-uniform Diffusivity
A naive diffusivity-based random walk scales a random number by the lo-
cally sampled diffusivity K, and may be defined as:
zn+1 = zn +R
[
2K(zn)δt
r
] 1
2
(B.1)
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where R is a random process with mean 〈R〉 = 0 and standard deviation
〈R2〉 = r [3]. This naive scheme has been found to exhibit artificial accu-
mulation of particles in regions of low diffusivity when used in combination
with non-uniform diffusivity profiles. This accumulation is a purely math-
ematical artifact arising from the difference in vertical net displacement of
particles in regions of varying diffusivity. Since this accumulation contra-
dicts the behaviour of a passive tracer it is deemed incorrect [3].
To overcome this effect when using turbulence closures Yamazaki and
Nagai [4] propose to use a random walk with the correction term detailed by
Visser [3] and a prescribed background diffusivity. This correction applies
an advective term K ′(zn)δt, where K ′ = dKdz , to cancel the overall drift
towards the low diffusivity regions, and samples the diffusivity by which to
scale R at an offset of 12K
′(zn)δt. The corrected random walk scheme is
then defined as:
zn+1 = zn +K
′(zn)δt+R
[
2K(zn +
1
2K
′(zn)δt)δt
r
] 1
2
(B.2)
It should be noted that this correction is not a higher order approxima-
tion to equation B.1 and the discrepancy between the naive and corrected
random walk models cannot be fixed by adjusting the timestep size [3].
However, for equation B.2 to be used in a particular scenario it is necessary
that diffusivity K and the gradient K ′ be continuous and differentiable [1].
Moreover, the diffusive random walk described in equation B.2 is ultimately
dependent on the size of the effective timestep δt, which is constrained by
the second derivative of diffusivity. This relationship is discussed further in
section B.3.
B.2. Verification
In order to verify the correctness of both implementations the small-scale
verification tests detailed by Visser [3] have been re-created and the results
compared to the expected behaviour described in the paper. Two key prop-
erties of the random walk mixing schemes are evaluated: the correct mixing
behaviour and realistic particle dispersion.
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B.2.1. Mixing
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(a) Naive Random Walk
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(b) Diffusive Random Walk
Figure B.1.: Particle mixing due to naive and corrected random walk imple-
mentation with vertical resolution of 0.25m and δt = 6s over
6 hours. The diffusivity profile used is computed using the
formulation of Figure 1, Ross and Sharples [1].
The most important criteria for successful particle mixing is the non-
violation of the Well-Mixed Condition (WMC), which states that an initially
well-mixed particle distribution must remain well-mixed under the influence
of a dispersion model. This criteria is violated when using a naive random
walk in combination with a non-uniform diffusivity profile, as shown in Fig-
ure B.1a, where a strong artificial accumulation of particles can be observed
after a short period of time. This accumulation is due to an unrealistic net
transport towards areas of lower diffusivity, described in detail by Visser [3].
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The artificial accumulation violates the WMC and constitutes non-physical
behaviour, since the particles are assumed to be neutrally buoyant, with no
external force causing the observed drift. This discrepancy is well known
in the literature and warranted the need for the correction term added in
equation B.2. Figure B.1b shows the corrected behaviour of the diffusive
random walk implementation under the same conditions. Clearly, no arti-
ficial accumulation is present, with the standard deviation of the vertical
agent distribution never exceeding 13.1 agents m−1, as opposed to the max-
imum standard deviation of 84.1 agents m−1 for the agent distribution in
Figure B.1a. Overall, the results presented are consistent with the findings
presented by Visser [3], and thus verify the implementation of equations B.1
and B.2.
B.2.2. Dispersion
The second criteria for the verification of the implemented random walk
schemes concerns the dispersion of an initial patch of particles, in conjunc-
tion with an associated sinking velocity. Visser [3] gives a detailed anal-
ysis of the problem of the residence time of negatively buoyant particles
in a non-uniform mixed layer. Figure B.2 shows three reproductions of
the experiments from this paper, comparing the dispersion pattern of both
random walk implementations with the diffusion of an equivalent Eulerian
tracer field. A dense particle concentration is hereby initialised between 8m
and 10m depth and diffused by a prescribed diffusivity profile representative
of a wind-driven surface mixed layer with a strong peak near the surface.
The particles are negatively buoyant with an additional sinking velocity of
10−3ms−1.
Figure B.2a shows the dispersion pattern of the particle cloud when using
the naive random walk, highlighting the effect of the drift towards the low
diffusivity region on the mixed layer residence time of the particle cloud.
Although the bulk of the particle concentration has exited the mixed layer
after a similar period of time compared to the corrected random walk shown
in Figure B.2b, the particle concentration in the top 5m drops below 10
much earlier. This result is consistent with Figure 5, Visser [3].
Comparing these results to the behaviour of an equivalent Eulerian tracer
field, as shown in Figure B.2c, shows that the corrected random walk used
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(a) Naive random walk
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(b) Diffusive random walk
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(c) Eulerian advection-diffusion
Figure B.2.: Dispersion pattern of a negatively buoyant particle concentra-
tion using random walk dispersion and Eulerian field diffusion.
The vertical resolution is 0.25m and δt = 10s, with the diffu-
sivity profile detailed by Visser [3]. Note the logarithmic colour
scale.
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in Figure B.2b approximates the theoretical solution closely. Disregarding
the random fluctuations expected from a Lagrangian particle model, both
dispersion patterns agree, verifying the correct implementation of the dif-
fusive random walk, and proving that realistic particle dispersion can be
achieved using the Lagrangian agent framework.
B.3. Timestep Sub-cycling
One of the challenges of using diffusive random walk models in large-scale
ocean models is the size of the effective timestep used for the Lagrangian
integration. As shown in the previous section, a diffusivity-based random
walk can reliably model Lagrangian particle dispersion and mixing when
using a small enough timestep. However, when the primary timestep ∆t of
the enclosing ocean model is too large for the correction term to be effective
sub-cycling has to be employed to ensure that the effective timestep size δt
for a single random walk “jump” is within acceptable limits and no artificial
particle accumulation occurs.
As described in detail by Visser [3], the diffusive random walk described
in equation B.2 is constrained by the second derivative of diffusivity K ′′ as
δt min
(
1
|K ′′|
)
(B.3)
In order to test this condition in practice, we need to quantify the inequality
from equation B.3 by scaling with a factor f , as pointed out by Ross and
Sharples [1]:
δt ≤ f min
(
1
|K ′′|
)
(B.4)
The introduced scale factor f is of great importance for any practical
application of the timestep constraint, since it can be used to correct for
discontinuities in the diffusivity profile. Ross and Sharples [1] discussed the
significance of f and showed that with a small enough f value the error in
the particle density distribution can be kept small enough for the size of the
accumulations to become indistinguishable from statistical variations. This
fact is of crucial importance for particle-based ocean ecology, since it allows
the implementation of a close approximation of perfect Eulerian diffusion
using Lagrangian agents.
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B.3.1. Boundary Layer Treatment
In order to achieve realistic mixing behaviour in the presence of non-uniform
diffusivity gradients, the primary model timestep, ∆t, can be sub-cycled
explicitly to generate an effective timestep size, δt, for the random walk
dispersion model. Such a sub-timestepping scheme, at east in theory, al-
lows the use of diffusivity-driven random walks to model turbulent agent
dispersion in the surface mixed layer. Hereby, particular attention needs
to be paid to the boundary between the mixed layer and the non-turbulent
regions below it, since strong diffusivity gradients can be expected in this
area.
In order to investigate the suitability of such a sub-timestepping scheme
for use in Lagrangian Ensemble models an experiment has been performed,
where the dispersion of a set of 2000 agents is modelled according to equa-
tion B.2 with various sub-timestep sizes. The key criteria for such an ex-
periment is the non-violation of the Well-Mixed Condition (WMC), where
a set of initially evenly distributed agents is still well mixed after being
diffused with a random walk model. That is to say, that after a number
of timesteps the standard deviation of the vertical particle distribution is
within one standard deviation of the random number distribution underly-
ing the random walk model, which is σ = 1/3.
In such an experiment, the vertical profile of diffusivity, K, is of particular
importance here, since both K and K ′ need to be continuous and differen-
tiable when using the corrected random walk described in equation B.2 [3].
In particular, particle reflection at the domain boundaries may incur virtual
discontinuities if the K ′ 6= 0 at the reflecting boundary [1]. For this rea-
son a simple diffusivity profile is employed that transitions from a strongly
mixed region into a low background diffusivity. This profile, shown in Fig-
ure B.3, enforces K ′ = 0 at the reflecting surface boundary, with an open
non-reflecting mixed-layer boundary along which accumulation is expected
if the random walk correction fails. Since no discontinuity is present in the
profile, virtual or explicit, this is the only region where artificial accumu-
lation may occur. The smooth transition between the mixed and stratified
layer is achieved via a translated hyperbolic tangent transition function, so
that
K(z) =
KML
2
(tanh(z −H − pi)) +KBG (B.5)
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Figure B.3.: Diffusivity profile with a smooth transition between a region of
constant strong mixing (KML = 0.01) and weak mixing due to
a background diffusivity KBG = 10
−6. The mixed layer depth
is defined as H = 10m and the vertical mesh resolution is 0.1m.
min 1|K′′| = 0.0379 for this profile
Figure B.4 depicts the vertical distribution of agents with three differ-
ent sub-timesteps, where a large effective timestep of δt = 150s, as demon-
strated in Figure B.4a, clearly violates the Well Mixed Condition by creating
a strong particle accumulation in the transition region. The average stan-
dard deviation of the vertical particle distribution is clearly greater than the
expected standard deviation of 33.3. By decreasing δt to 30s, as shown in
Figure B.4b, we can see that the magnitude of the accumulation decreases
accordingly. The average standard deviation is now within the expected
limit, yet a small accumulation is still visible. Decreasing the timestep size
even further to δt = 20s, as shown in Figure B.4c, now creates a smooth par-
ticle distribution, where any accumulation is exceeded by statistical noise.
Using equation B.4 and considering that the minimum value of K ′′ in the
diffusivity profile depicted in Figure B.3 is 0.0379, the theoretical maximum
timestep size for the diffusive random walk can be calculated as δt = f26.4s.
In combination with the presented experimental results this indicates that
f = 1.0 might be sufficient for the diffusivity profile depicted in Figure B.3.
B.4. Discussion
An accurate model of non-buoyant particle dispersion is an essential in-
gredient for modelling non-motile plankton groups using individual-based
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Figure B.4.: Random walk particle dispersion at mixed layer boundary with
a continuous diffusivity with various effective sub-timestep sizes
The diffusivity profile with a smooth transition forms strong
eddy diffusivity into background diffusivity is shown on the
left.
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methods. The use of a random walk to model Lagrangian transport in
the presence of non-uniform diffusivity fields, which might be derived from
turbulence closure models or other parameterisations, has been explored
extensively [1–4]. However, since this type of agent displacement algorithm
requires direct and frequent non-local access to the enclosing diffusivity field,
it can not be implemented efficiently using the Python interface presented
in section 3.4.1. For this reason, two diffusivity-based random walk mod-
els have been implemented directly in the Fortran core of the presented
Lagrangian Ensemble framework.
In this appendix the correctness of the implemented random walk models
is verified by demonstrating the expected mixing and dispersion rates doc-
umented in the literature. Moreover, the use of explicit sub-timestepping
of the random walk algorithm is demonstrated to show that, in theory, the
diffusive random walk implementation can be used to accurately turbulent
dispersion near the base of a mixed layer, provided the transition from strong
to weak diffusivity is smooth. Nevertheless, the demonstrated sub-timestep
size is still much smaller than the timestep size required by the Lagrangian
Ensemble model demonstrated in this thesis (see section 6.1), preventing
us from using the implemented random walk algorithm during the model
verification process.
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C. Hyperlight
Incident sunlight plays a crucial role in plankton ecology modelling, since
it not only provides the main source of energy to the ecosystem via phy-
toplankton photosynthesis, but also due to its effect on the heat budget of
the upper ocean. VEW-generated Lagrangian Ensemble models in partic-
ular depend strongly on an inherent biofeedback cycle, where chlorophyll
attenuation adjusts the incident irradiance and the resulting solar heating
near the ocean surface, which in turn affects the depth of the convective
mixed layer [19]. The choice of solar irradiance sub-model is therefore of
crucial importance for the LERM plankton ecology model used in this the-
sis, since it strongly depends on the biofeedback mechanism to settle on a
stable attractor [20].
When modelling mixed layer dynamics based on solar heating, it is impor-
tant to consider the multi-spectral nature of sunlight in order to accurately
capture the solar energy distribution among various wavelengths, λ. These
are not constrained to the spectrum of photosynthetically active radiation
(PAR), but may also include infrared (IR) and ultraviolet (UV) radiation,
since this spectrum caries significant amounts of solar energy for heating
layers below the ocean surface. Although Fluidity-ICOM provides an em-
bedded model of solar irradiance, this model only estimates PAR irradiance
based on a single exponential decay function and is therefore insufficient to
model the biofeedback cycle required by LERM.
The model currently used by the VEW, on the other hand, computes
solar irradiance on multiple wavebands, using an exponential decay func-
tion with parameters empirically derived by Morel [16] for each λ. This
simplified model was therefore implemented as part of the emulator model
used to verify the correctness of the presented framework, as described in
section 6.1.3. It is also widely used for ecosystem modelling due to its speed,
although Liu et al. [9] showed that significant errors can occur in comparison
to data from the Biochemical Ocean Flux Study (BOFS).
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An alternative approach for modelling spectral solar irradiance based on
the Radiative Transfer Equation (RTE) was first proposed by Mobley [13].
His commercially available hydro-optics code Hydrolight solves the full set
of RTEs with high accuracy. This model, however, is too computation-
ally expensive to be used in integrated ecosystem models prompting the
development of more efficient models that only approximate the full RTE
solution [9, 15]. One such alternative implementation is the fast and accu-
rate hydro-optics code Hyperlight, developed by Liu [8], which computes the
incident scalar irradiance using multiple lookup tables to achieve an overall
speedup of 1,400 times over the full Hydrolight model, with a maximum
error of only 6%. This, in combination with its standalone nature, makes
Hyperlight an ideal candidate for integration with coupled ocean-ecosystem
models.
In this appendix we therefore document the integration of Hyperlight
with Fluidity-ICOM, with the primary aim of using it to drive photosyn-
thesis in coupled ocean-biochemistry simulations. For this purpose we first
describe Hyperlight’s key strategies to achieve computational efficiency and
the internal structural changes required to be able to couple the model with
a full-scale ocean-ecology simulation. We then validate the model against
multi-spectral in situ measurements obtained from the Bermuda Bio-Optics
Project (BBOP) [7], using Hydrolight as a proxy, as detailed by Liu et al.
[11]. We then proceed to demonstrate Hyperlight in a “realistic” ocean
modelling context, where a simple NPZD model achieves a regular phyto-
plankton bloom when coupled with the RTE-based solar irradiance model,
before discussing the importance of the surface irradiance sub-model and
the need for high-frequency forcing.
C.1. Radiative Transfer Theory
The general form of the Radiative Transfer Equation (RTE) states that
the rate of change of spectral radiance, L(λ), in the direction ξˆ through a
distance r is the combination of loss due to attenuation and gain due to
scattering [9]:
dL(ξˆ;λ)
dr
= −c(ξˆ;λ)L(ξˆ;λ) +
∫
Ξ
L(ξˆ′;λ)β(ξˆ′ → ξˆ;λ)dΩ(ξˆ′) (C.1)
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where c(ξˆ;λ) is the attenuation coefficient. The scattering phase function
β(ξˆ′ → ξˆ) describes the contribution of scattered irradiance of all directions
ξˆ′ in a unit sphere Ξ towards ξˆ.
However, the inherent optical properties (IOP) of the modelled water
column vary with depth z. In order to account for this spatial variability
we note that dr = dz/ cos θ = dz/µ, giving the depth-dependent RTE as:
µ
dL(z; ξˆ;λ)
dz
= −c(z;λ)L(z; ξˆ;λ) +
∫
Ξ
L(z; ξˆ′;λ)β(z; ξˆ′ → ξˆ;λ)dΩ(ξˆ′) (C.2)
C.1.1. Irradiance
Planar irradiance, usually denoted as Eu and Ed for upward and down-
ward planar irradiance respectively, describes the intersection of a colli-
mated beam of photons with a plane surface, as illustrated in Figure C.1a,
and is proportional to the cosine of the angle between the photon direction
and the normal to the collector surface:
Ed(~x; t;λ) =
∫
ξˆΞd
L(~x; t; ξˆ;λ)| cos θ|dΩ(ξˆ) (C.3)
Scalar irradiance, on the other hand, is a measure that is equally sensitive
to photon beams from all directions, as shown in Figure C.1b, and is defined
as:
Eo(~x; t;λ) =
∫
ξˆΞd
L(~x; t; ξˆ;λ)dΩ(ξˆ) (C.4)
(a) Planar irradiance (b) Scalar irradiance
Figure C.1.: Schematic of instruments used to capture planar and scalar
irradiance.
Planar and scalar irradiance are two inherently different quantities, as Fig-
ure C.1 and equations C.3 and C.4 suggest. Hyperlight only computes the
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scalar irradiance Eo, the quantity of concern for plankton ecology, since phy-
toplankton have no directional preference for photosynthetic radiation [10].
However, planar irradiance is easier to measure in situ, posing a challenge
in validating Hyperlight with respect to measured data. Thus, we use Hy-
drolight as a surrogate, as described by Liu et al. [11].
C.1.2. Average cosine
The average cosine µ¯ is a crude but useful one-parameter measure of the
directional structures of the downwelling and upwelling light fields [14]. It
describes the ratio between the net-planar irradiance and the scalar irradi-
ance:
µ¯(z;λ) =
Ed(z;λ)− Eu(z;λ)
Eo(z;λ)
=
E(z;λ)
Eo(z;λ)
(C.5)
The average cosine is strongly influenced by the constituents of the water
and their concentration. Gershun’s equation [3] allows us to calculate the
net attenuation at each point by:
Knet =
a(z;λ)
µ¯(z;λ)
(C.6)
where a(z;λ) is the net absorption at depth z. From this we can define the
profile of E(z;λ) as
E(z;λ) = E(0−;λ)
∫ z
0
exp(−Knet)dz (C.7)
which allows us to compute Eo(z;λ) using equation C.5
One of the key steps to achieving high accuracy and performance in Hy-
perlight is to use pre-computed lookup tables to derive µ¯ using the model
described in [12]. This table provides five parameters from which we can
construct µ¯ by:
1
µ¯(ζ)
= B0 +B1 exp(−Pζ) +B2 exp(−Qζ) (C.8)
where ζ is the optical depth defined as ζ = z × (a(z;λ) + b(z;λ)). The
input parameters to the tables are the backscatter fraction BF = bbb and
the single-scattering albedo ω0 =
b
a+b .
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C.1.3. Backscatter Fraction
The Backscatter Fraction BF = bb/b describes the ratio of backscattering
to total scattering and, according to Fournier and Forand [2] defines the
scattering phase function. In order to be applicable to Case 2 waters Hy-
perlight uses a surrogate particle concept to model the contributions of pure
water, small and large chlorophyll-bearing particles to the BF , since a sin-
gle parameter is required to lookup µ¯(z;λ). The discretisation of individual
BF ratios is fixed in another lookup table, and is explained in more detail
by Liu [8].
C.2. Implementation
Hyperlight calculates the total irradiance Eo(PAR), where PAR is defined
as 350nm− 700nm, as the sum of spectral irradiances Eo(λ) from 36 inde-
pendent 10nm wavebands. Furthermore, the incident sea surface irradiance
is discretised into contributions from 10 zenith angles (θ), which are added
to derive the total spectral irradiance for each waveband. Thus, a total
of 360 individual spectral irradiance profiles, Eo(λ, θ) has to be computed
during each timestep, making performance optimisation a key priority for
using Hyperlight in a realistic ocean modelling context.
Moreover, since the original Hyperlight implementation assumes a con-
stant vertical chlorophyll profile, significant changes have to be made to
Hyperlight’s internal loop structure to enable the model to handle stratified
chlorophyll profiles, such as the ones that a coupled ocean-ecology model
would provide. The key change applied to the original Hyperlight version
is therefore a loop re-structuring, which ensures that the scalar irradiance
is computed for each layer in turn, starting from the ocean surface. This
re-designed code structure allows the piecewise derivation of the required
vertical profile of the average cosine, µ¯, from a stratified chlorophyll profile,
as explained below. Furthermore, by stepping through the vertical layers
from the top it is possible to detect the e-folding depth, the depth at which
the local irradiance has diminished below a certain threshold value, usu-
ally taken to be 1% of the surface irradiance. This allows an important
performance optimisation, since the main loop can now be stopped once
the threshold value is reached, avoiding unnecessary computation below the
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euphotic zone.
The new structure of the Hyperlight code is illustrated in Figure C.2.
As in the original model, the incident sea surface irradiance is first derived
from the multi-spectral atmosphere model described by Gregg and Carder
[4], using the cloud cover correction proposed by Harrison and Coombes
[5] (Sky class in Figure C.2). This model computes the incident irradiance
based on the the sun angles derived from location, date and time, as well
as cloud cover, which is available from the ERA-40 dataset [18]. Having
derived the initial incident irradiance, we can trivially determine whether
to terminate the model early for each particular timestep in order to avoid
computing irradiance at night time (first box in Figure C.2).
A surface correction is then applied to the incident solar irradiance above
the sea surface, which estimates scattering effects due to the wind-roughened
surface according to precomputed values. This requires the local wind speed
as an input parameter, which is again available from the ERA-40 dataset,
and results in the spectral underwater surface irradiance E′(0−), as shown
in the second box in Figure C.2.
Following the derivation of the surface underwater irradiance, the main
loop starts to step through the various layers of the modelled water col-
umn. First, the spectral attenuation coefficients, a for absorption and b
for scatter, are derived according to the inherent optical properties (IOP)
of the water, which is encapsulated in the IOP class in Figure C.2. The
IOPs are derived from the input chlorophyll concentration, as well as cor-
related CDOM (Coloured Dissolved Organic Material) according to Morel
[16], enabling Hyperlight to model irradiance attenuation in coastal as well
as oceanic waters.
Using the spectral attenuation coefficients, the backscatter fraction, BF ,
and the single scattering albedo, ω0, can now be derived for each individual
waveband. These parameters allow a computationally efficient lookup of
the average cosine profile, µ¯, according to equation C.8 [12], which in turn
allows us to derive the net attenuation, Knet, from which the scalar irradi-
ance can be computed for the current depth. From the spectral irradiance
contributions the full scalar irradiance at depth z can then be computed,
before a final check for the e-folding depth enables early loop termination to
avoid redundant computation.
However, the derivation of the average cosine profile strongly depends on
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forall λ :
getSkyIrradiance(λ)
if( irradiance(λ) == 0.0 ) break;
Sky
GCirrad() - direct [4]
HCnrad() - diffuse [5]
forall λ :
lookup surface_correction sc
lookup µ¯(0)
lookup E′o(0−)
E′(0−) = sc× µ¯(0)Eo(0−)
Surface
Correction
θ; vwind;ω0
sc
forall z :
applyIOP(chl(z)):
IOP
∀λ : derive a and b
Chl, CDOM, Mineral
forall λ :
ζ = z × (a(z;λ) + b(z;λ))
BF = bw(λ)b(λ) ×BFw + bp(λ)b(λ) BFp
ω0 =
b(z;λ)
a(z;λ)+b(z;λ)
forall θ :
1
µ¯i(z;λ)
= B0 +B1 exp(−Pζ)
+B2 exp(−Qζ)
µ¯strat(z;λ) = µ¯i(z − 1;λ)
−µ¯i(z;λ) + µ¯i−1(z − 1)
Knet =
a
µ¯(z;λ)
E′(z) = E′(z − 1) exp(−Knet)
Eo(z) ≡ E
′(z)
µ¯ Eo(0
−)
Average
Cosine, µ¯ [12]
θ;BF ;ω0
B0;B1;P ;B2;Q
Eo(z;λ) =
∑
θ Eo(z; θ;λ)
if( Eo(z;λ) < pe−fold × Eo(0;λ) )
break(λ);
Figure C.2.: Loop structure of Hyperlight, showing the usee of multiple
lookup tables and embedded sub-models to efficiently derive
scalar irradiance Eo(z;λ).
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the inherent optical properties (IOP) of the water, indicating that it changes
with depth in a model with vertically varying chlorophyll concentrations.
Thus, rather than looking up the whole µ¯ profile for each IOP concentration,
we only need to derive the local slope of the average cosine at the current
layer µ¯i(z) and translate it with respect to µ¯i−1(z − 1;λ) in order to derive
the stratified profile µ¯strat(λ). This not only enables Hyperlight to handle
stratified chlorophyll profiles, but also prevents redundant and expensive
re-computation of each individual µ¯i(λ) profile, which allows Hyperlight to
gain the required computational efficiency for use in realistic ocean models.
C.3. Validation
Following the structural changes applied to Hyperlight during the integra-
tion process, the correctness of the re-implementation has been verified by
comparison to a multi-spectral irradiance data set obtained by the Bermuda
Bio-Optics Project (BBOP) [7]. This data set not only provides irradiance
data on multiple wavebands over a long period of time, but also the accord-
ing vertical profiles of the chlorophyll concentration gathered at BATS, al-
lowing a detailed validation of the model independent of the coupled ocean-
ecology model.
However, as pointed out in section C.1.1, the key challenge when compar-
ing Hyperlight results with in situ measurements is that Hyperlight models
scalar irradiance Eo, whereas observational irradiance data is usually pro-
vided as planar downward irradiance Ed. To overcome this the full RTE
solver Hydrolight, version 4.2 (H42), was used as a proxy as described by Liu
et al. [11], where the planar irradiance, Ed, is compared between observation
and H42 before comparing the according scalar irradiance Eo between H42
and the Hyperlight result.
136 BBOP data points between 1994 and 1999, each consisting of 6 to
10 spectral irradiance profiles, were processed with according chlorophyll
profiles as model input. Wind speed and cloud cover were taken from BBOP,
if available, or determined by best-fit iteration if not provided. The models
were applied to the top 50m and results were averaged over all available
wavebands. Three different diagnostic metrics based on the root-mean-
square (RMS) error were used:
• Plain RMS deviation divided by the spectral surface irradiance - This
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surface normalisation levels out annual trends and gives a crude esti-
mate of long-term accuracy.
• RMS error in log10 space, as used by Liu et al. [11] - Using log space
avoids skewing due to increasing error with depth.
• RMS error in loge space - Since irradiance profiles are most closely
approximated by e-based exponentials, using the natural logarithm
gives a more reliable diagnostic.
The results of the validation experiment with the three different error
formulations are shown in Figure C.3. Figure C.3a indicates a generally
good agreement between observations and H42, considering the noisy nature
of the observation data. The RMSlog e error (average 10.96%), as well as
the surface normalised plain RMS error (average 12.37%) show a steady
low error profile that rarely exceeds 20%, indicating that optics models
based on an RTE solution are capable of matching observations quite closely.
In contrast to that the RMSlog 10 error behaves quite erratically over the
given time frame and indicates peak errors of up to 60%. However, since
solar irradiance profiles are generally closely approximated by exponential
decay functions with base e (see Morel [16]), the RMSlog e provides a more
appropriate error measurement than RMSlog 10.
Furthermore, Figure C.3b suggests excellent agreement between H42 and
Hyperlight, with average RMSlog e error of 1.8% and average surface nor-
malised plainRMS error of 1.64%. This underlines that using pre-computed
lookup tables is an appropriate way to approximate the full RTE at high
computational efficiency and verifies that the changes described in sec-
tion C.2 have not impacted Hyperlight’s overall accuracy. Moreover, in
conjunction with the results shown in Figure C.3a, this also indicates that
Hyperlight can match observational data well and thus provide the required
accuracy for modelling multi-spectral solar irradiance in a realistic ocean
modelling context.
C.4. Ecosystem Results
The aim of this work was to evaluate the use of an RTE-based hydro-
optics model in “realistic” ocean-ecology simulations. For this purpose,
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a coupled ocean-ecology simulation has been created, where Hyperlight is
coupled with Fluidity-ICOM in order to drive photosynthesis for a Eule-
rian 6-component model, where the classic NPZD components (nutrients,
phytoplankton, zooplankton and detritus) are supplemented with explicit
ammonium and chlorophyll fields [17]. The coupled implementation simu-
lates an ecosystem located at Ocean Weather Station Papa (OWS Papa),
where surface measurements for the nutrient and chlorophyll concentrations
are available. The simulation is run for 5 years, with external forcing data
taken from the ERA-40 dataset [18], and turbulent mixing modelled by the
Generic Length Scale (GLS) turbulence closure model provided by Fluidity-
ICOM [1, 6].
The results of the coupled implementations are presented in Figure C.4,
which shows the surface concentration and the vertical profile of the nutri-
ent (N), phytoplankton (P ) and zooplankton (Z) components of the the
NPZD model over 5 years. Figure C.4a shows the N concentration near
the ocean surface, where, after close agreement in the first year, a steady
increase can be observed in surface N over the entire run. In contrast to
that, the P concentration, shown in Figure C.4b, and the Z population,
shown in Figure C.4c, both exhibit regular reproductive cycles, where the
P bloom is quenched by zooplankton grazing, resulting in a regular Z peak
concentration.
However, the modelled annual surface P profile, represented by the sur-
face chlorophyll concentration, predicts lower chlorophyll concentrations
than suggested by the measurement data. This indicates that the model
under-predicts phytoplankton primary production, which provides a reason-
able explanation for the increase in surface nutrients. This under-prediction
is caused by a decrease in net irradiance available to the P population when
switching from Fluidity-ICOM’s internal irradiance model to Hyperlight,
which is further analysed in section C.4.1.
Nevertheless, despite the steady nutrient drift and low P concentration,
Hyperlight provides a solar irradiance profile sufficient to drive photosyn-
thesis over multiple years in a realistic ocean-ecology model, allowing us to
analyse the performance overhead incurred from using an RTE-based spec-
tral irradiance sub-model. The simulation presented in Figure C.4 used a
three-dimensional regularly extruded mesh with a bottom depth of 300m.
The resolution in the top 200m was 1m per layer, with a layer thickness
180
(a) Nutrients (N)
(b) Phytoplankton (P )
(c) Zooplankton (Z)
Figure C.4.: Results of a 5-year NPZD simulation using Hyperlight as the
solar irradiance sub-model.
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of 5m used below this threshold, while Hyperlight’s e-folding depth (see
section C.2) was defined to be 1% of the incident surface irradiance. The
total runtime of the simulation was 47961.4 seconds (13 hours and 19 min-
utes), with Hyperlight taking up 3030.9 seconds (50 minutes) of that time,
which corresponds to 6.3% of the total runtime. This single measurement,
of course, only provides a crude indication of Hyperlight’s performance in
a general ocean modelling setting, but it confirms that Hyperlight provides
the computational efficiency to use an RTE-based multi-spectral irradiance
sub-model in realistic ocean-ecology simulations at a reasonable computa-
tional cost.
C.4.1. Surface Irradiance
The steady increase in surface nutrients and the low phytoplankton con-
centration observed in Figure C.4 can be explained further by inspecting
the total irradiance available to the ecosystem. Hereby it should be noted
that the parameter set used for the 6-component model had been derived
previously using Fluidity-ICOM’s internal irradiance sub-model, which uses
a non-spectral exponential decay function based on globally fixed attenua-
tion parameters, a and b [1]. The incident surface irradiance used to force
the exponential decay function is obtained directly from ERA-40 data [18],
which has a temporal resolution of 6 hours, and is interpolated linearly in
time throughout the simulation.
In contrast to that, Hyperlight computed the incident surface irradiance
from the zenith angle, based on data and time of day. As described in
section C.2, an additional cloud cover correction and a surface scattering
correction based on the local wind speed are then applied to the incident
irradiance, where the cloud cover and wind speed data is also taken from
the ERA-40 dataset [18].
The resulting surface irradiance and the total irradiance available to the
phytoplankton population as computed by Hyperlight and Fluidity-ICOM’s
internal irradiance model are compared in Figure C.5. Although the inci-
dent surface irradiance profile computed by both models agree fairly closely
during the winter months, Figure C.5a shows a clear under-prediction of
the incident surface irradiance peak during the spring and summer months,
which results in significantly less irradiance in the water column during
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Figure C.6.: Monthly surface irradiance at OWS Papa as predicted by Hy-
perlight and ERA-40 data.
the bloom period (Figure C.5b). This causes reduced primary production,
resulting in the nutrient drift and under-prediction of surface chlorophyll
observed in Figure C.4.
In addition to significant differences in the peak irradiance values, the
temporal resolution of ERA-40 data also affects the overall amount of solar
irradiance available to the ecosystem, as shown in Figure C.6. Since ERA-40
data only provides 6-hourly temporal resolution, Fluidity interpolates the
surface irradiance data linearly, which results in a long period of sunshine
each day, whereas Hyperlight provides a more realistic profile of sunrise and
sunset (Figure C.6a). The effect is particularly obvious during the summer
period, where only one daily data point has a zero value, resulting in virtu-
ally constantly lit surface layers, as shown in Figure C.6b. Thus, Fluidity-
ICOM’s internal irradiance sub-model clearly over-predicts the overall irra-
diance available for photosynthesis, indicating that high-frequency forcing
data is required to accurately model the daily solar irradiance cycle.
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C.5. Discussion
The solar irradiance sub-model employed is of particular importance in cou-
pled ocean ecosystem simulations, since it provides one of the key limiters
of phytoplankton photosynthesis and thus primary production. The use of
RTE-based methods for this purpose has long been desired, but is often im-
practical due to the high computational overhead of this type of model. The
multi-spectral hydro-optics model Hyperlight, developed by Liu [8], provides
a fast and accurate approximation to the full RTE, making it suitable for
use in coupled ocean ecology models.
In this appendix we described the integration of the irradiance model Hy-
perlight with the general-purpose ocean model Fluidity-ICOM, providing a
detailed account of the caveats involved in this process and a standalone val-
idation of the model against in situ measurements, following the approach
of Liu et al. [11]. We then demonstrate the results of a first coupled imple-
mentation of Hyperlight with a Eulerian 6-component ocean ecology model,
developed by Popova et al. [17], where a regular cycle of phytoplankton and
zooplankton reproduction is achieved.
Furthermore, the model under-predicts surface chlorophyll values and ex-
hibits a steady increase in surface nutrients, caused by an overall reduction
in the total amount of solar irradiance available to the ecosystem when
switching from Fluidity-ICOM’s internal solar irradiance model to Hyper-
light. However, we also show that Hyperlight’s implicit surface irradiance
sub-model, which computed the incident irradiance from zenith angles and
environmental correction terms, is able to capture the daily cycle of sun-
light more accurately than interpolated 6-hourly forcing data. This implies
that the parameter set used for the ecosystem model itself, which has been
established using interpolated 6-hourly data, requires a re-adjustment when
a more realistic solar irradiance profile is provided by Hyperlight.
Nevertheless, this first coupled implementation of Hyperlight with a full-
scale ocean-ecology model allows to estimate the overall performance over-
head of the RTE-based solution. In the presented coupled model run the
overhead of the re-implementation of Hyperlight is only 6.3%, indicating
that the strategies proposed by Liu [8], combined with the performance
optimisations proposed in section C.2, enable Hyperlight to be used in a
realistic ocean modelling context with reasonable overheads.
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