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through principal component analysis
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Abstract
This article introduces a new methodology for the detection of structural changes using a statistical data-driven modeling
approach by means of a distributed piezoelectric active sensor network at different actuation phases. The three main
features that characterize the proposed methodology are (a) the nature of the data used in the test since vectors of
principal component analysis projections are used instead of the entire measured response of the structure or the coeffi-
cients of an AutoRegressive model, (b) the number of data used since the test is based on two random samples instead
of some characteristic indicators, and (c) the samples come from a multidimensional variable and therefore a test for the
plausibility of a value for a normal population mean vector is performed. The framework of multivariate statistical infer-
ence is used with the objective of the classification of structures in healthy or damaged. The novel scheme for damage
detection presented in this article —based on multivariate inference over the principal component analysis projections
of the raw data—is applied, validated, and tested on a small aluminum plate. The results show that the presented metho-
dology is able to accurately detect damages, that is, for each actuation phase, a unique and reliable damage detection
indicator is obtained no matter the number of sensors and/or actuators. It is worth noting that a major contribution of
this article is that there exists an entire range of significance levels where the multivariate statistical inference is able to
offer a correct decision although all of the univariate tests make a wrong decision.
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Introduction
Detection and classification of damages are possible by
comparing the in-service dynamic time responses of a
structure with respect to baseline reference responses
recorded in ideal and healthy operating conditions.1,2
These signals—even in stable environmental and opera-
tional conditions—present the main characteristic that
they cannot be repeated exactly due to random mea-
surement errors. Therefore, these signals can be consid-
ered as a random variable. This way, a set of dynamic
responses gathered from several experiments can be
defined as a sample variable and, all possible values of
the dynamic response as the population variable.
Therefore, the process to draw conclusions about the
state of the structure from several experiments using
statistical methods is usually named as statistical infer-
ence for damage diagnosis. In structural health moni-
toring (SHM) field, statistical inference can be
considered as one of the emerging technologies that will
have an impact on the damage prognosis process.3,4
Some works developed in the field of statistical
data-driven are focused on detecting, localizing, and
classifying damages in a wide collection of structures
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by means of different experimental and numerical mea-
surements. All of the approaches are based on multi-
variate statistical analysis.5–13 However, to improve the
accuracy of the expected results, and since these meth-
ods by themselves are unable—in some cases—to cor-
rectly classify different scenarios, the methodologies
had to be enhanced using more complex and computa-
tionally expensive algorithms. Following the same goal
but reducing significantly the computational cost, this
article is focused on the development of a damage
detection indicator—considering dynamic responses as
random variables as in Mujica et al.14—that combines
a data-driven baseline model (reference pattern
obtained from the healthy structure) based on principal
component analysis (PCA) and univariate hypothesis
testing. As said earlier, the use of hypothesis testing is
not new in this field. The contribution of the previous
work14 was based on (a) the nature of the data used in
the test since we are using scores instead of the mea-
sured response of the structure or the coefficients of an
AutoRegressive model,15 (b) the number of data used
since the test is based on two random samples instead
of two characteristic quantities,16 and (c) the samples
come from a unidimensional variable and therefore
univariate statistical hypothesis testing is performed.
Although the overall accuracy of the damage detection
was quite acceptable, the sensitivity of the approach is
dependent on the chosen score and the transducer used
as actuator. Therefore, a more complex tool is
needed—but keeping a low computational cost—to
combine the individual diagnoses to infer a more pre-
cise and general damage detection. With this issue in
mind, the novelty of this article is the detection of
structural changes through multivariate statistical infer-
ence. This way, for each actuation phase, a unique and
more reliable damage detection indicator is obtained.
More precisely, the proposed development starts
obtaining the baseline PCA model and the subsequent
projections using the healthy structure. When the struc-
ture needs to be inspected, new experiments are carried
out and they are projected onto the baseline PCA
model. Each experiment is considered as a random pro-
cess and the projections onto a predetermined number
of principal component is a multivariate random vari-
able. The objective is to analyze whether the distribu-
tion of the multidimensional variable associated with
the current structure is related to the healthy one.
This article is organized as follows. Section ‘‘Data
driven-baseline model based on PCA’’ describes how
the baseline model is built using PCA. In section
‘‘Detection of structural changes based on multivariate
statistical inference,’’ the damage detection based on
multivariate hypothesis testing is developed. Second, a
multivariate hypothesis test is formulated yielding to
the structural damage indicator. Section ‘‘Experimental
results’’ presents the experimental results showing for
the test the level of sensitivity, specificity, and reliabil-
ity. Finally, some conclusions are drawn in section
‘‘Concluding remarks.’’
Data-driven baseline model based on PCA
PCA: theoretical background
Let us initiate the analysis of a physical process by
measuring different variables (sensors) at a finite num-
ber of time instants. In this work, the collected data are
arranged in a n3(N  L) matrix as follows
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Matrix X 2M n3(N L)(R)—where M n3(N L)(R) is the
vector space of n3(N  L) matrices over R—contains
data from N sensors at L discretization instants with
respect to n experimental trials. Consequently, each
row vector X(i, : ) 2 RN L, i= 1, . . . , n, represents, for
a specific experimental trial, the measurements from
all the sensors at every specific time instant.
Equivalently, each column vector X( : , j) 2 Rn,
j= 1, . . . ,N  L, represents measurements from one sen-
sor at one particular time instant in the whole set of
experimental trials.
The main objective of PCA is to distinguish which
dynamics are more relevant in the system, which are
redundant and which can be considered as a noise.8
This objective is essentially accomplished by defining a
new coordinate space to re-express the original one.
This new coordinate space is used to filter noise and
redundancies according to the variance-covariance
matrix of the original data. In other words, the objec-
tive is to find a linear transformation orthogonal matrix
P 2M (N L)3(N L)(R) that will be used to transform the
original data matrix X according to the following
matrix multiplication
T=XP 2M n3(N L)(R) ð2Þ
Matrix P is usually called the principal components
of the data set or loading matrix and matrix T is the
transformed or projected matrix to the principal com-
ponent space, also called score matrix. Using all the
N  L principal components, that is, in the full
2 Structural Health Monitoring
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dimensional case, the orthogonality of P implies
PPT = I, where I is the (N  L)3(N  L) identity matrix.
Therefore, the projection can be inverted to recover the
original data as
X=TPT
Matrix P can be computed by means of the singular
value decomposition (SVD) of the covariance matrix
defined in equation (3). Then, the principal components
are defined by the eigenvectors and eigenvalues of the
covariance matrix as follows
CX =
1
N  L 1X
TX 2M (N L)3(N L)(R) ð3Þ
CXP=PL ð4Þ
where the columns of P are the eigenvectors of CX. The
diagonal terms of matrix L are the eigenvalues
li, i= 1, . . . ,N  L, of CX, whereas the off-diagonal
terms are zero, that is,
Lii = li, i= 1, . . . ,N  L
Lij = 0, i, j= 1, . . . ,N  L, i 6¼ j
The eigenvectors, pj, j= 1, . . . ,N  L, representing
the columns of the transformation matrix P are classi-
fied according to the eigenvalues in descending order
and they are called the principal components of the data
set. The eigenvector with the highest eigenvalue, called
the first principal component, represents the most impor-
tant pattern in the data with the largest quantity of
information.
However, the objective of PCA is, as said before, to
reduce the dimensionality of the data set X by selecting
only a limited number ‘\N  L of principal components,
that is, only the eigenvectors related to the ‘ highest
eigenvalues. Thus, given the reduced matrix
P^= (p1jp2j    jp‘) 2M (N L)3‘(R)
matrix T^ is defined as
T^=XP^ 2M n3‘(R)
Note that opposite to T, T^ is no longer invertible.
Consequently, it is not possible to fully recover X,
although T^ can be projected back onto the original
(N  L)dimensional space to get a data matrix X as
follows
X= T^P^
T 2M n3(N L)(R) ð5Þ
The difference between the original data matrix X
and X is defined as the residual error matrix E as
follows
E=X X^ ð6Þ
or, equivalently
X= X^+E= T^P^
T
+E ð7Þ
The residual error matrix E describes the variability
not represented by the data matrix X^.
Although the real measures obtained from the sen-
sors as a function of time represent physical magni-
tudes, when these measures are projected and the scores
are obtained, these scores no longer represent any phys-
ical magnitude.14 The key point in this approach is that
the scores from different experiments can be compared
with the reference pattern to try to detect a contrasting
behavior.
PCA modeling
For the PCA modeling stage, we carry out a set of
experiments as stated in section ‘‘Experimental set-up.’’
For each different phase (piezoelectric transducer 1
(PZT1) will act as an actuator in phase 1, PZT2 will act
as an actuator in phase 2, and so on) and considering
the signals measured by the sensors, the matrix Xh is
defined and arranged as in equation (1) and scaled as
stated in Mujica et al.8 PCA modeling basically consists
of computing the projection matrix P for each phase as
in equation (2). Matrix P, renamed Pmodel, provides an
improved and dimensionally limited representation of
the original data Xh. Pmodel is considered as the model
of the healthy structure to be used to detect structural
damage. The modeling stage is graphically represented
in Figure 1.
Detection of structural changes based on
multivariate statistical inference
A predetermined number of experiments are performed
in the structure to be diagnosed and a new data matrix
Xc is constructed with the recorded data, as inequation
(1). The number of experiments is not limited a priori.
However, the number of sensors and recorded samples
must correspond with the number of sensors and
recorded samples in the PCA modeling stage; more pre-
cisely, the number of columns of Xc and Xh must agree.
Matrix Xc will be projected onto the PCA model as
specified in section ‘‘Multivariate random variables and
multivariate random samples.’’ The projections onto
the first components—the so-called scores—are used
for the construction of the multivariate random sam-
ples to be compared and consequently to obtain the
structural damage indicator, as illustrated in Figure 2.
Pozo et al. 3
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Multivariate random variables and multivariate
random samples
Let us start this section by specifying what we consider
a random variable and how a multivariate random
variable is built. Assume that for a specific actuator
phase (e.g. PZT i as actuator, i = 1,2,3,4) and using
the signals measured by the sensors in a fully healthy
state the baseline PCA model (identified as Pimodel) is
built as in sections ‘‘PCA: theoretical background’’ and
‘‘PCA modeling.’’ Assume also that an experiment as
detailed in section ‘‘Experimental set-up’’ is further per-
formed. The time responses recorded by the sensors are
first discretized and then arranged in a row vector
ri 2 RN L, where N is the number of sensors, L is the
number of discretization instants, and i refers to the
current actuator phase. The number of sensors and dis-
cretization instants must be equal to those that were
used when defining Pimodel. Besides, the size of each col-
umn is N  L. Selecting the jth principal component
(j= 1, . . . , ‘)
Pimodel( : , j) =: v
i
j 2 RN L
the projection of the recorded data onto this principal
component is the dot product
tij = r
i  vij 2 R ð8Þ
as in equation (2).
Since the dynamic behavior of a structure depends
on some indeterminacy, its dynamic response can be
considered as a stochastic process and the measure-
ments in ri are also stochastic. On the one hand, tij
acquires this stochastic nature and it will be regarded as
a random variable to construct the stochastic approach
in this article. On the other hand, an s-dimensional ran-
dom vector can be defined by considering the projec-
tions onto several principal components as follows
tij1, ..., js = t
i
j1
tij2    tijs
 T 2 Rs,
s 2 N, j1, . . . , js 2 f1, . . . , ‘g, ja 6¼ jb if a 6¼ b
ð9Þ
By reiterating this experiment several times on the
undamaged structure and using equations (8) and (9),
we have a multivariate random sample of the variable
tij1, ..., js that can be viewed as a baseline. When structural
changes on the structure have to be detected, a new set
of experiments should be performed to create the multi-
variate random sample that will be compared with the
multivariate baseline sample. As an example, in
Figure 3, two three-dimensional samples are repre-
sented; one is the three-dimensional baseline sample
(left) and the other is referred to damages 1–3 (right).
This illustrating example refers to actuator phase 1 and
the first, second, and third principal components. More
precisely, Figure 3 (right) depicts the values of the mul-
tivariate random variable t11, 2, 3. The diagnosis sample
Figure 1. A principal component analysis model Pmodel is built
for each actuator phase using the signals Xh recorded by
sensors during the experiments with the undamaged structure.
Figure 2. The structure to be diagnosed is subjected to a
predefined number of experiments and a data matrix Xc is
constructed. This matrix is projected onto the baseline principal
component analysis model Pmodel to obtain the projections onto
the first components Tc.
4 Structural Health Monitoring
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is formed by 20 experiments and the baseline sample is
made by 100 experiments.
Detection phase
In this work, the framework of multivariate statistical
inference is used with the objective of the classification
of structures in healthy or damaged. With this goal, a
test for multivariate normality is first performed. A test
for the plausibility of a value for a normal population
mean vector is then performed.
Testing for multivariate normality. Many statistical tests
and graphical approaches are available to check the
multivariate normality assumption.17 But there is no
single most powerful test and it is recommended to per-
form several tests to assess the multivariate normality.
Let us consider the three most widely used multivariate
normality tests. That is (a) Mardia’s, (b) Henze–Zirkler
(HZ)’s, and (c) Royston’s multivariate normality tests.
We include a brief explanation of these methods for the
sake of completeness.
Mardia’s test
Mardia’s test is based on multivariate extensions of
skewness (g^1, s) and kurtosis (g^2, s) measures:
17,18
g^1, s =
1
n2
Xn
i= 1
Xn
j= 1
m3ij
g^2, s =
1
n
Xn
i= 1
m2ij
where mij = (xi  x)TS1(xj  x), i, j= 1, . . . , n is the
squared Mahalanobis distance, S is the variance-
covariance matrix, s is the number of variables, and v is
the sample size. The test statistic for skewness,
(n=6)g^1, s, is approximately x
2 distributed with s
((s+ 1)(s+ 2))/6 degrees of freedom. Similarly, the test
statistic for kurtosis, g^2, s, is approximately normally
distributed with mean s (s+ 2) and variance 8s (s+ 2)/v.
For multivariate normality, both p values of skewness
and kurtosis statistics should be greater than 0.05.
For small samples, the power and the type I error
could be violated. Therefore, Mardia introduced a cor-
rection term into the skewness test statistic,19 usually
when v\ 20, in order to control type I errors. The cor-
rected skewness statistic for small samples is (nk=6)g^1, s,
where k = ((s+ 1)(n + 1)(n + 3))=(n(n + 1)(s+ 1) 6).
This statistic is also x2 distributed with s ((s+ 1)(s+ 2))/
6 degrees of freedom.
HZ’s test
The HZ’s test is based on a non-negative functional
distance that measures the distance between two distri-
bution functions.18,20 If the data are multivariate nor-
mal distributed, the test statistic HZ in equation (10) is
approximately lognormally distributed. It proceeds to
calculate the mean, variance, and smoothness para-
meter. Then, mean and variance are lognormalized and
Figure 3. Baseline sample (left) and sample from the structure to be diagnosed (right).
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the p value is estimated. The test statistic of HZ’s multi-
variate normality test is
HZ =
1
n
Xn
i= 1
Xn
j= 1
e
b2
2
Dij  2(1+b2)s2
Xn
i= 1
e
 b2
2(1+b2)
Di
+ n(1+b2)
s
2
ð10Þ
where s is the number of variables, b=
(1=
ﬃﬃﬃ
2
p
)((n(2s+ 1)=4))1=(s+ 4), Dij = (xi  xj)TS1(xi  xj),
i, j= 1, . . . , n and Di = (xi  x)TS1(xi  x) =mii,
i= 1, . . . , n.
Di gives the squared Mahalanobis distance of the ith
observation to the centroid and Dij gives the
Mahalanobis distance between the ith and the jth
observations. If data are multivariate normal distribu-
ted, the test statistic (HZ) is approximately lognormally
distributed with mean m and variance s2 as given
below
m= 1 a
(s=2) 1+ sb(2=a) + s(s+ 2)b4
 
2a2
s2 = 2 1+ 4b2
 (s=2)
+
2as 1+ 2sb4
 
a2
+
3s(s + 2)b8
4a4
 4w(s=2)b 1+
3sb4
2wb
+
s(s+ 2)b8
2w2b
 !
where a= 1+ 2b2 and wb = (1+b
2)(a+ 3b2). Hence, the
lognormalized mean and variance of the HZ statistic
can be defined as follows
mlog = ln
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m4
s2 +m2
s !
s2log = ln
s2 +m2
s2
 
Using the lognormal distribution parameters, mlog
and s2log, we can test the significance of multivariate
normality. The Wald test statistic for multivariate nor-
mality is given in the following equation
z=
ln HZð Þ  mlogﬃﬃﬃﬃﬃﬃﬃﬃ
s2log
q ð11Þ
Royston’s test
Royston’s test uses the Shapiro–Wilk/Shapiro–Francia
statistic to test multivariate normality.18 If kurtosis of
the data is greater than 3, then it uses the Shapiro–
Francia test for leptokurtic distributions. Otherwise, it
uses the Shapiro–Wilk test for platykurtic distributions.
The Shapiro–Wilk test statistic is
W =
Pv
i= 1 (ai  x(i))2
 2Pv
i= 1 (xi  m)2
where x(i) is the ith order statistic, that is, the ith-smal-
lest number in the sample, m is the mean,
a= (mTV1)=(
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mTV1V1m
p
), and V is the covariance
matrix of the order statistics of a sample of s standard
normal random variables with expectation vector m.
Let Wj be the Shapiro–Wilk/Shapiro–Francia test sta-
tistic for the jth variable, j = 1,.,s, and Zj be the val-
ues obtained from the normality transformation
proposed by21
if 4< n< 11 then x= n and wj =  ln (g  ln (1Wj))
if 12< n< 2000 then x= ln (n) and wj = ln (1Wj)
Then transformed values of each random variable
can be obtained from the following equation
Zj =
wj  m
s
ð12Þ
where g, m, and s are derived from the polynomial
approximations given in equations21
if 4< n< 11 g =  2:273+ 0:459x
m= 0:544 0:39978x+ 0:025054x2  0:0006714x3
ln (s) = 1:3822 0:77857x + 0:062767x2  0:0020322x3
if 12< n< 2000 m=  1:5861 0:31082x
 0:083751x2 + 0:0038915x3
ln (s) =  0:4803 0:082676x+ 0:0030302x2
The Royston’s test statistic for multivariate normal-
ity is then defined as follows
H =
e
Ps
j = 1
cj
s
;x2e
where e is the equivalent degrees of freedom (edf) and
F(  ) is the cumulative distribution function for stan-
dard normal distribution such that
e=
s
(1+ (s 1)c)
cj = F
1F( Zj)
2
 2
, j= 1, 2, . . . , s
Another extra term c has to be calculated in order to
continue with the statistical significance of Royston’s
test statistic. Let R be the correlation matrix and rij be
the correlation between ith and jth variables. Then, the
extra term can be found using equation
6 Structural Health Monitoring
 by guest on January 28, 2016shm.sagepub.comDownloaded from 
c=
Xs
i= 1
X
j 6¼i
cij
s(s 1) ð13Þ
where
cij = g(rij, n) ð14Þ
with the boundaries of g(  ) as g(0, n) = 0 and
g(1, n) = 1. The function g(  ) is defined as follows
g(r, n) = rl 1 m
j(n)
(1 r)m
 
ð15Þ
The unknown parameters m, l, and j were estimated
from a simulation study conducted by Royston.21 He
found m = 0.715 and l = 5 for sample size 10 < v
< 2000 and j is a cubic function which can be
obtained as follows
j(n) = 0:21364+ 0:015124 ln2 (n) 0:0018034 ln3 (n)
ð16Þ
Quantile–quantile plot
Apart from the multivariate normality tests, some
visual representations can also be used to test for multi-
variate normality. The quantile–quantile (Q-Q) plot is
a widely used graphical approach to evaluate the agree-
ment between two probability distributions.17,18 Each
axis refers to the quantiles of probability distributions
to be compared, where one of the axes indicates theore-
tical quantiles (hypothesized quantiles) and the other
indicates the observed quantiles. If the observed data
fit hypothesized distribution, the points in the Q-Q plot
will approximately lie on the bisectrix y = x. The sam-
ple quantiles for the Q-Q plot are obtained as follows.
First, we rank the observations y1, y2, . . . , yn and
denote the ordered values by y(1), y(2), . . . , y(n); thus
y(1)< y(2)<    < y(n). Then the point y(i) is the i=n
sample quantile. The fraction i=n is often changed to
(i 0:5)=n as a continuity correction. With this con-
vention, y(i) is designated as the (i 0:5)=n sample
quantile. The population quantiles for the Q-Q plot are
similarly defined corresponding to (i 0:5)=n. If we
denote these by q1, q2, . . . , qn, then qi is the value below
which a proportion i 0:5ð Þ=n of the observations in
the population lie; that is, i 0:5ð Þ=n is the probability
of getting an observation less than or equal to qi.
Formally, qi can be found for the standard normal ran-
dom variable Y with distribution N(0, 1) by solving
F(qi) =P(Y\qi) =
i 0:5
n
ð17Þ
which would require numerical integration or tables of
the cumulative standard normal distribution, F(x).
Another benefit of using i 0:5ð Þ=n instead of i=n is
that n=n = 1 would make qn = +‘. The population need
not have the same mean and variance as the sample
since changes in mean and variance merely change the
slope and intercept of the plotted lie in the Q-Q plot.
Therefore, we use the standard normal distribution,
and the qi values can easily be found from a table of
cumulative standard normal probabilities. We then plot
the pairs (qi, y(i)) and examine the resulting Q-Q plot
for linearity.
Contour plot
In addition to Q-Q plots, creating perspective and con-
tour plots can be also useful.17,18 The perspective plot
is an extension of the univariate probability distribu-
tion curve into a three-dimensional probability distri-
bution surface related with bivariate distributions. It
also gives information about where data are gathered
and how two variables are correlated with each other.
It consists of three dimensions where two dimensions
refer to the values of the two variables and the third
dimension, which is likely in univariate cases, is the
value of the multivariate normal probability density
function. Another alternative graph, which is called the
contour plot, involves the projection of the perspective
plot into a two-dimensional space and this can be used
for checking multivariate normality assumption.
Figure 4 shows the contour plot for bivariate normal
distribution with mean ( 0 0 )T 2 R2 and covariance
Figure 4. Contour plot for a bivariate normal distribution. The
ellipses denote places of equal probability for the distribution
and provide confidence regions with different probabilities.
Pozo et al. 7
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matrix
0:250 0:375
0:375 1:000
 
2M 232(R). For bivariate
normally distributed data, we expect to obtain a three-
dimensional bell-shaped graph from the perspective
plot. Similarly, in the contour plot, we can observe a
similar pattern.
Testing a multivariate mean vector. The objective of this
article is to determine whether the distribution of the
multivariate random samples that are obtained from
the structure to be diagnosed (undamaged or not) is
connected to the distribution of the baseline. To this
end, a test for the plausibility of a value for a normal
population mean vector will be performed. Let s 2 N
be the number of principal components that will be
considered jointly. We will also consider that (a) the
baseline projection is a multivariate random sample of
a multivariate random variable following a multivariate
normal distribution with known population mean vec-
tor mh 2 Rs and known variance-covariance matrix
S 2M s3s(R) and (b) the multivariate random sample
of the structure to be diagnosed also follows a multi-
variate normal distribution with unknown multivariate
mean vector mc 2 Rs and known variance-covariance
matrix S 2M s3s(R).
As said previously, the problem that we will consider
is to determine whether a given s-dimensional vector mc
is a plausible value for the mean of a multivariate nor-
mal distribution Ns(mh,S). This statement leads imme-
diately to a test of the hypothesis
H0 : mc =mhversus
H1 : mc 6¼ mh
that is, the null hypothesis is ‘‘the multivariate random
sample of the structure to be diagnosed is distributed
as the baseline projection’’ and the alternative hypoth-
esis is ‘‘the multivariate random sample of the structure
to be diagnosed is not distributed as the baseline pro-
jection.’’ In other words, if the result of the test is that
the null hypothesis is not rejected, the current structure
is categorized as healthy. Otherwise, if the null hypoth-
esis is rejected in favor of the alternative, this would
indicate the presence of some structural changes in the
structure.
The test is based on the statistic T2—also called
Hotelling’s T2—and it is summarized below. When a
multivariate random sample of size n 2 N is taken from
a multivariate normal distribution Ns(mh,
P
), the ran-
dom variable
T2 = n(X mh)TS1(X mh)
is distributed as
T 2 (n  1)s
n  s Fs, ns
where Fs, ns denotes a random variable with an
F-distribution with s and v 2 s degrees of freedom, X
is the sample vector mean as a multivariate random
variable; and (1=n)(S 2M s3s(R)) is the estimated cov-
ariance matrix of X.
At the a level of significance, we reject H0 in favor of
H1 if the observed
t2obs = n(
X mh)TS1(X mh)
is greater than (((n  1)s)=(n  s))Fs, ns(a), where
Fs, ns(a) is the upper (100a)th percentile of the Fs, ns
distribution. In other words, the quantity t2obs is the
damage indicator and the test is summarized as follows
t2obs<
(n  1)s
n  s Fs, ns(a) ) Fail to reject H0 ð18Þ
t2obs.
(n  1)s
n  s Fs, ns(a) ) Reject H0 ð19Þ
where Fs, ns(a) is such that
P(Fs, ns.Fs, ns(a)) =a
where P is a probability measure. More precisely, we
fail to reject the null hypothesis if
t2obs< (((n  1)s)=(n  s))Fs, ns(a), thus indicating that
no structural changes in the structure have been found.
Otherwise, the null hypothesis is rejected in favor of the
alternative hypothesis if t2obs.(((n  1)s)=(n  s))
Fs, ns(a), thus indicating the existence of some struc-
tural changes in the structure.
Experimental results
In this work, a particular experimental set-up based on
the analysis of vibrational changes is used as an exem-
plifying configuration in order to justify, validate, and
test the methodology. The proposed methodology can
also be applied to a more general structure.
Experimental set-up
Some experiments were performed in order to test the
methods presented on this article. In these experiments,
four PZT discs were attached to the surface of a thin
aluminum plate, with dimensions 250 3 250 3 1 mm3.
Those PZTs formed a square with 144 mm per side.
The plate was suspended by two elastic ropes, being
isolated from environmental influences. Figures 5 (left)
and 6 show the plate hanging on the elastic ropes.
As a response to an electrical excitation, a PZT pro-
duces a mechanical vibration, propagating, in this case,
8 Structural Health Monitoring
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across the plate (forming Lamb waves since a thin plate
has been used). PZTs are also able to generate an elec-
trical signal as a response to a mechanical vibration. In
every excitation phase of an experiment, one PZT was
used as actuator and the other three PZTs were used as
sensors, recording the dynamical response of the plate.
In all, 500 experiments were performed over the
healthy structure, and another 500 experiments were per-
formed over the damaged structure with five damage
types (100 experiments per damage type). Figure 5 (right)
shows the position of damages 1–5 (D1–D5). As excita-
tion, a 50 kHz sinusoidal signal modulated by a ham-
ming window was used. Figure 7 shows the excitation
signal and an example of the signal collected by PZT1.
Multivariate normality
As said in section ‘‘Experimental set-up,’’ the experi-
ments are performed in four independent phases: (a)
PZT1 is configured as actuator and the rest of PZTs as
sensors, (b) PZT2 as actuator, (c) PZT3 as actuator,
and (d) PZT4 as actuator. In order to analyze the influ-
ence of each set of projections to the PCA model
(score), the results of scores 1–3 (jointly), scores 1–5
(jointly), and scores 1–10 (jointly) have been consid-
ered. In this way, a total of 12 scenarios were examined.
The multivariate normality tests described in section
‘‘Testing for multivariate normality’’ were performed
for all the data. We summarize in Table 1 the results of
the multivariate normality test when considering the
first three principal components (PC1–PC3) for all the
actuator phases.
Some examples of Q-Q plots for the data we con-
sider in this article are shown in Figure 8. It can be
observed that the points are distributed closely follow-
ing the bisectrix, thus indicating the multivariate nor-
mality of the data as stated in Table 1.
Figure 5. Aluminum plate (left). Dimensions and piezoelectric transducers location (right).
Figure 6. The plate is suspended by two elastic ropes in a
metallic frame.
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Figure 7. Excitation signal (left), and dynamic response recorded by piezoelectric transducer 1 (right).
Table 1. Results of the multivariate normality tests when considering the first three principal components (PC1–PC3) in the four
actuator phases. ‘‘2’’ means that all the tests rejected multivariate normality, ‘‘+ ’’ means that at least one test indicated multivariate
normality while the subindex shows the tests that indicated normality: 1 (Mardia’s test), 2 (Henze–Zirkler’s test), or 3 (Royston’s
test).
PZT1 act. PZT2 act. PZT3 act. PZT4 act.
Undamaged (baseline) 2 + 2 + 2 2
Undamaged (first set to test) 2 + 1,2,3 + 2 2
Undamaged (second set to test) + 1 + 1,2 2 2
Undamaged (third set to test) 2 + 2 2 + 2,3
Undamaged (fourth set to test) 2 2 2 + 1,2,3
Undamaged (fifth set to test) 2 2 + 1 + 1,3
D1 + 1,2,3 + 2 + 1,2 + 3
D2 + 1,2,3 + 1,2,3 + 1 + 1,3
D3 + 1,2,3 + 2 + 1,2 2
D4 + 2 + 2,3 2 + 3
D5 + 1,2,3 2 + 1 2
Figure 8. Q-Q plots corresponding to: (i) fourth set of undamaged data to test, using the first three principal components (PC1–
PC3) in the actuator phase 4 (left) and (ii) damage 2 data, using the first three principal components (PC1–PC3) in the actuator
phase 1 (right). The points of these Q-Q plots are close to the line y = x thus indicating the multivariate normality of the data.
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Moreover, some other examples of contour plots for
the data we consider in this article are given in
Figures 9 and 10. These plots are similar to the contour
plot of the bivariate normal distribution in Figure 4.
Finally, the univariate normality for each principal
component and for each actuator phase is also tested.
The results are presented in Table 2. As it can be
observed, the univariate data are normally distributed
in most of the cases. However, this does not imply mul-
tivariate normality.
Type I and Type II errors
For each scenario, a total of 50 samples of 20 experi-
ments each one (25 for the undamaged structure and 5
for the damaged structure with respect to each of the 5
different types of damages) plus the baseline are used to
test for the plausibility of a value for a normal popula-
tion mean vector, with a level of significance a = 0.60.
Each set of 50 testing samples are categorized as fol-
lows: (i) number of samples from the healthy structure
(undamaged sample) which were classified by the
hypothesis test as ‘‘healthy’’ (fail to reject H0); (ii) unda-
maged sample classified by the test as ‘‘damaged’’
(reject H0); (iii) samples from the damaged structure
(damaged sample) classified as ‘‘healthy’’; and (iv) dam-
aged sample classified as ‘‘damaged.’’ The results for
the 12 different scenarios presented in Table 4 are orga-
nized according to the scheme in Table 3. It can be
stressed from each scenario in Table 4 that the sum of
Figure 9. Contour plot for undamaged case (fourth set to
test), piezoelectric transducer 4 act., principal components (PC1
and PC2). The contour lines are similar to ellipses of normal
bivariate distribution from Figure 4 that means that the
distribution in this case is normal.
Figure 10. Contour plot for case D3, piezoelectric transducer
1 act., and principal components (PC1 and PC2). The contour
lines are similar to ellipses of normal bivariate distribution from
Figure 4 that means that the distribution in this case is normal.
Table 2. Results of univariate normality tests when considering the first five principal components separately in the four actuator
phases. ‘‘2’’ means lack of normality while ‘‘ + ’’ means normality.
PZT1 act. PZT2 act. PZT3 act. PZT4 act.
Undamaged (baseline) 2+2+ + 2+ + + + 2+ + + + 2+ +2+
Undamaged (first set to test) 222+2 2+ + +2 2+ +2+ +2+ + +
Undamaged (second set to test) 2+ + + + 2+ + + + 2+ + + + 2+ +2+
Undamaged (third set to test) 22+ + + 2+ + + + 2+ + + + 2+ + + +
Undamaged (fourth set to test) 2+2+ + 2+ + + + 2+ + +2 2+ +2+
Undamaged (fifth set to test) 2+2+ + 2+ + + + 2+ + + + + + + + +
D1 2+ + + + 2+ +2+ 2+ +22 + + + + +
D2 2+ + + + 2+ + + + 2+ + +2 + + + + +
D3 + + + + + 2+ + + + 2+ + + + + + + + +
D4 2+ + + + + + +2+ 2+ + + + 2+ + + +
D5 + + + +2 2+ + + + 2+2+2 2+ + + +
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the columns is constant: 25 samples in the first column
(undamaged structure) and 25 more samples in the sec-
ond column (damaged structure).
In this table, it is worth noting that two kinds of
misclassification are presented which are denoted as
follows:
1. Type I error (or false positive), when the structure
is healthy but the null hypothesis is rejected and
therefore classified as damaged.
2. Type II error (or false negative), when the structure
is damaged but the null hypothesis is not rejected
and therefore classified as healthy. The probability
of committing a type II error is called b.
It can be observed from Table 4 that Type I errors
(false alarms) appear only when we consider scores 1–3
(jointly) and scores 1–5 (jointly), while in the last case
(scores 1–10), all the decisions are correct.
Sensitivity and specificity
Two more statistical measures can be selected here to
study the performance of the test: the sensitivity and the
specificity. The sensitivity, also called as the power of
the test, is defined, in the context of this work, as the
proportion of samples from the damaged structure
which are correctly identified as such. Thus, the sensi-
tivity can be computed as 1 2 b. The specificity of the
test is defined, also in this context, as the proportion of
samples from the undamaged structure that are cor-
rectly identified and can be expressed as 1 2 a.
The sensitivity and the specificity of the test with
respect to the 50 samples in each scenario have been
included in Table 5. For each scenario in this table, the
results are organized as shown in Table 6.
It is worth noting that type I errors are frequently
considered to be more serious than type II errors.
However, in this application, a type II error is related
to a missing fault, whereas a type I error is related to a
false alarm. In consequence, type II errors should be
minimized. Therefore, a small level of significance of
1%, 5%, or even 10% would lead to a reduced number
of false alarms but to a higher rate of missing faults.
That is the reason of the choice of a level of significance
of 60% in the hypothesis test.
The results show that the sensitivity of the test 1 2 b
is close to 100%, as desired, with an average value of
78%. The sensitivity with respect to scores 1–5 and
scores 1–10 is increased, in mean, to a 100%. The aver-
age value of the specificity is 90%.
Table 3. Scheme for the presentation of the results in Table 4.
Undamaged sample (H0) Damaged sample (H1)
Fail to reject H0 Correct decision Type II error (missing fault)
Reject H0 Type I error (false alarm) Correct decision
Table 4. Categorization of the samples with respect to presence or absence of damage and the result of the test, for each of the
four phases and considering the first score, the second score, scores 1–3 (jointly), scores 1–5 (jointly), and scores 1–10 (jointly).
PZT1 act. PZT2 act. PZT3 act. PZT4 act.
H0 H1 H0 H1 H0 H1 H0 H1
Score 1
Fail to reject H0 22 13 21 7 18 13 22 12
Reject H0 3 12 4 18 7 12 3 13
Score 2
Fail to reject H0 21 2 24 18 18 5 22 14
Reject H0 4 23 1 7 7 20 3 11
Scores 1–3
Fail to reject H0 24 0 24 13 25 9 24 4
Reject H0 1 25 1 12 0 16 1 21
Scores 1–5
Fail to reject H0 21 0 23 0 21 0 20 0
Reject H0 4 25 2 25 4 25 5 25
Scores 1–10
Fail to reject H0 25 0 25 0 25 0 25 0
Reject H0 0 25 0 25 0 25 0 25
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Reliability of the results
The results in Table 7 are computed using the scheme
in Table 8. This table is based on the Bayes’ theorem,22
where P(H1jaccept H0) is the proportion of samples
from the damaged structure that has been incorrectly
classified as healthy (true rate of false negatives) and
P(H0jaccept H1) is the proportion of samples from the
undamaged structure that has been incorrectly classi-
fied as damaged (true rate of false positives).
The receiver operating characteristic (ROC) curves
An additional study has been developed based on the
ROC curves to determine the overall accuracy of the
proposed method. These curves represent the trade-off
Table 5. Sensitivity and specificity of the test for each scenario.
PZT1 act. PZT2 act. PZT3 act. PZT4 act.
H0 H1 H0 H1 H0 H1 H0 H1
Score 1
Fail to reject H0 0.88 0.52 0.84 0.28 0.72 0.52 0.88 0.48
Reject H0 0.12 0.48 0.16 0.72 0.28 0.48 0.12 0.52
Score 2
Fail to reject H0 0.84 0.08 0.96 0.72 0.72 0.20 0.88 0.56
Reject H0 0.16 0.92 0.04 0.28 0.28 0.80 0.12 0.44
Scores 1–3
Fail to reject H0 0.96 0.00 0.96 0.52 1.00 0.36 0.96 0.16
Reject H0 0.04 1.00 0.04 0.48 0.00 0.64 0.04 0.84
Scores 1–5
Fail to reject H0 0.84 0.00 0.92 0.00 0.84 0.00 0.80 0.00
Reject H0 0.16 1.00 0.08 1.00 0.16 1.00 0.20 1.00
Scores 1–10
Fail to reject H0 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Reject H0 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00
Table 6. Relationship between type I and type II errors.
Undamaged sample (H0) Damaged sample (H1)
Fail to reject H0 Specificity (1 2 a) False-negative rate (b)
Reject H0 False-positive rate (a) Sensitivity (1 2 b)
Table 7. True rate of false positives and false negatives.
PZT1 act. PZT2 act. PZT3 act. PZT4 act.
H0 H1 H0 H1 H0 H1 H0 H1
Score 1
Fail to reject H0 0.63 0.37 0.75 0.25 0.58 0.42 0.65 0.35
Reject H0 0.20 0.80 0.18 0.82 0.37 0.63 0.19 0.81
Score 2
Fail to reject H0 0.91 0.09 0.57 0.43 0.78 0.22 0.61 0.39
Reject H0 0.15 0.85 0.13 0.88 0.26 0.74 0.21 0.79
Scores 1–3
Fail to reject H0 1.00 0.00 0.65 0.35 0.74 0.26 0.86 0.14
Reject H0 0.04 0.96 0.08 0.92 0.00 1.00 0.05 0.95
Scores 1–5
Fail to reject H0 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Reject H0 0.14 0.86 0.07 0.93 0.14 0.86 0.17 0.83
Scores 1–10
Fail to reject H0 1.00 0.00 1.00 0.00 1.00 0.00 1.00 0.00
Reject H0 0.00 1.00 0.00 1.00 0.00 1.00 0.00 1.00
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between the false-positive rate and the sensitivity in
Table 6 for different values of the level of significance
that is used in the statistical hypothesis testing. Note
that the false-positive rate is defined as the complemen-
tary of the specificity, and therefore these curves can
also be used to visualize the close relationship between
specificity and sensitivity. It can also be remarked that
the sensitivity is also called true positive rate or prob-
ability of detection.23 More precisely, for each scenario
and for a given level of significance, the pair of
numbers
(false positive rate, sensitivity) 2 ½0, 13½0, 1  R2
ð20Þ
is plotted. We have considered 99 levels of significance
within the range [001, 0.99] and with a difference of
0.01. Therefore, for each scenario 99 connected points
are depicted, as can be seen in Figures 11–13 when we
consider scores 1–3 (jointly), scores 1–5 (jointly), and
scores 1–10 (respectively).
The placement of these points can be interpreted as
follows. Since we are interested in minimizing the
number of false positives while we maximize the num-
ber of true positives, these points must be placed in the
upper-left corner as much as possible. However, this is
not always possible because there is also a relationship
between the level of significance and the false-positive
rate. Therefore, a method can be considered acceptable
if those points lie within the upper-left half-plane.
As said earlier, the ROC curves for the 12 possible
scenarios are depicted in Figures 11–13. The best per-
formance is achieved for the case of scores 1–3 in phase
1 (Figure 11) because all of the points are placed in the
upper-left corner. In phases 2–4, the points lie in the
upper-left half-plain but not in the corner, which repre-
sents a very good behavior of the proposed method.
When we consider the case of scores 1–5 (jointly) in
Figure 12 and the case of scores 1–10 (jointly) in Figure
13, it can be observed that the area under the ROC
curves is close to 1 in all of the actuator phases thus
representing an excellent test.
Finally, we can say that the ROC curves provide a
statistical assessment of the efficacy of a method and
can be used to visualize and compare the performance
of multiple scenarios.
Table 8. Relationship between proportion of false negative and false positives.
Undamaged sample (H0) Damaged sample (H1)
Fail to reject H0 P(H0jaccept H0) True rate of false negatives P(H1jaccept H0)
Reject H0 True rate of false positives P(H0jaccept H1) P(H1jaccept H1)
Figure 11. The receiver operating characteristic curves for the
scores 1–3 (jointly) in the four actuator phases.
Figure 12. The receiver operating characteristic curves for the
scores 1–5 (jointly) in the four actuator phases.
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Analysis and discussion
Multivariate tests allow to get better results in damage
detection than univariate tests. This is perfectly illu-
strated in Figure 14 where correct or wrong detections
are represented as a function of the level of significance
a used in the test. We can clearly characterize four dif-
ferent regions:
 0\ a < 0.13. In this region, all the five univariate
tests and the multivariate statistical inference pass
(correct decision).
 0.13\ a < 0.62. In this region, some of the five
univariate tests fail (wrong decision) while the mul-
tivariate statistical inference pass (correct decision).
 0.62\ a < 0.71. In this region, all the five uni-
variate tests fail (wrong decision) while the multi-
variate statistical inference pass (correct decision).
 0.71\ a\ 1. In this region, all the five univariate
tests and the multivariate statistical inference fail
(wrong decision).
It is worth noting that in the region 0.62\ a
< 0.71, that is, when the level of significance lies
within the range (0.62, 0.71], the multivariate statistical
inference using scores 1–5 (jointly) is able to offer a cor-
rect decision although all of the univariate tests make a
wrong decision.
The scenarios with the best results are those that
considers scores 1–10, because the false-negative rate is
0% and the false-positive rate is 0% for all the actuator
phases. The results for scores 1–5 (jointly) are quite
good, because the false-negative rate is 0% for all
actuators and the false-positive rate is 7%–17%.
Concluding remarks
In this article, a new methodology to detect structural
changes has been introduced. The three main features
that characterize the proposed methodology are (a) the
nature of the data used in the test since we are using
vectors of scores instead of the measured response of
the structure or the coefficients of an AutoRegressive
model, (b) the number of data used since the test is
based on two random samples instead of two
Figure 14. Multivariate tests allow to get better results in damage detection that univariate tests. A correct or wrong detection is
represented as a function of the level of significance where four regions can be identified.
Figure 13. The receiver operating characteristic curves for the
scores 1–10 (jointly) in the four actuator phases.
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characteristic quantities, and (c) the samples come from
a multidimensional variable and therefore a test for the
plausibility of a value for a normal population mean
vector is performed. In this work, the framework of
multivariate statistical inference is used with the objec-
tive of the classification of structures in healthy or
damaged. With this goal, a test for multivariate nor-
mality was first performed.
The proposed methodology has been applied and
validated on a small aluminum plate. The results indi-
cate that the presented methodology is able to accu-
rately detect damages, that is, for each actuation phase,
a unique and reliable damage detection indicator is
obtained.
It is worth noting that there is an entire range of sig-
nificance levels where the multivariate statistical infer-
ence using, for instance, scores 1–5 (jointly) is able to
offer a correct decision although all of the univariate
tests make a wrong decision.
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