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 I. Resumen 
El presente estudio incursiona en las redes bayesianas aplicadas a proyectos de 
agua potable rural realizados en la Región de Los Ríos, Chile. Las redes 
bayesianas se caracterizan por ser grafos acíclicos dirigidos, es decir, relacionan 
variables representadas por nodos y permiten visualizar fácilmente las relaciones 
de dependencia entre ellas. La metodología considera, la identificación de las 
variables o nodos con sus respectivos estados, la configuración de la red piloto y 
a partir de los antecedentes de los proyectos de agua potable rural la 
construcción de las tablas de probabilidad condicional.  
En términos de resultados, se trabajó con dos topologías, las cuales estaban 
conformadas por las ocho variables identificadas en los proyectos de agua 
potable rural. Se encontró que la topología número dos, proporcionaba mejores 
resultados en términos de predicción probabilística además de tener mejores 
estadísticos de evaluación como son pérdida logarítmica, compensación esférica, 
pérdida cuadrática. 
Finalmente la validación y la evaluación de la red en términos de la predicción del 
costo probable de los proyectos del grupo de control. A partir de la metodología 
utilizada se observa una buena aproximación en términos de probabilidades para 
estimación de costos de este tipo de proyectos, aunque, el disponer de mayor 
número de datos incrementará el nivel de precisión. 
II. Abstract 
The present study ventures into Bayesian networks applied to rural drinking water 
projects carried out in the Region of Rivers,Chile. Bayesian networks are 
characterized by being directed acyclic graph, that is, related variables 
represented by nodes and let you easily view the dependency relationships 
between them. The methodology considers the identification of variables or nodes 




history of the rural drinking water project construction of conditional probability 
tables.  
In terms of results, we worked with two typologies which were comprised of the 
eight variables identified in the rural drinking water projects. It was found that 
typology two provided better probabilistic forecasting results, as well as having 
better statistical evaluation capacity in areas such as are logarithmic loss, 
spherical compensation, and quadratic loss. 
Finally validation and evaluation of the network in terms of predicting the likely 
cost of the projects in the control group. From the methodology used a good 
approximation is observed in terms of probabilities to estimate costs of such 
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1. Introducción  
Los proyectos de agua potable son difíciles de abordar desde el punto de vista 
metodológico, puesto que en cada proyecto se presentan particularidades o 
características que suelen requerir consideraciones especiales desde el diseño y 
esto lógicamente incide en el coste final del mismo. Esta dificultad se hace aún 
más patente en los proyectos de agua potable rural, por ejemplo, se pueden 
presentar problemas dada la longitud de la red requerida y que no exista la 
pendiente necesaria para garantizar la presión mínima requerida, problemas de 
tipo topográfico, entre otros. Además, teniendo en cuenta que los proyectos de 
agua potable rural son considerados como sistemas de abastecimiento particular 
por la legislación vigente (Ley General de Servicios Sanitarios Nº382), por lo que 
solo existen recomendaciones generales en cuanto al servicio que deben prestar 
y particularmente, en lo referente a la calidad del agua que deben entregar, por 
lo que en la actualidad el desarrollo y evaluación de este tipo de proyectos se ve 
en forma individual, requiriendo tiempos más largos de análisis de diseño, costo 
y evaluación. Es por este motivo que se propone realizar un análisis de tipo 
probabilístico que permita hacer una pre-evaluación técnico-económica que 
facilite la ponderación de las variables en juego. 
Para llevar a cabo tal análisis probabilístico se considera utilizar las redes 
bayesianas, por constituir una herramienta lo suficientemente flexible, ya que 
permite incorporación de nuevas variables, además de ponderaciones de la 
relación de dependencia entre las variables presentes y un sistema para obtener 
la probabilidad conjunta de las variables involucradas. 
Para definir la red bayesiana óptima es preciso probar una serie de redes 
bayesianas en forma independiente, siendo clave definir los nodos (variables de 
esta red) y su relación con el costo del proyecto, como también la relación de 





La presente investigación busca generar una propuesta de pre evaluación 
probabilística a partir de variables de tipo técnico, es decir, asociará los rangos 
de variación de las variables técnicas al costo probable de un proyecto de agua 
potable rural dada una combinación de estas variables, convirtiéndose así en una 
herramienta de gestión, tanto de las empresas que desarrollan este tipo de 
proyectos como de quienes tienen la misión de evaluar y definir la aprobación e 
implementación de este tipo de proyectos.  
Junto a esto permitirá desarrollar una nueva aplicación de las redes bayesianas 
en el ámbito de la evaluación de proyectos ligados a la ingeniería, dado que 
actualmente las principales áreas de utilización de este tipo de redes tiene 
relación con la medicina, evaluación de riesgos crediticios y comportamiento 
humano, debido a sus ventajas en relación a otro tipo de predictores 
probabilísticos por la flexibilidad que poseen y porque permiten trabajar con 
grandes números de variables independiente o dependientes estableciendo 
correctamente las ponderaciones necesarias.




2. Objetivos del estudio 
2.1. General 
 Determinar el costo más probable de un proyecto de agua potable rural, 
cuantificando la incertidumbre a partir de un modelo probabilístico. 
2.2. Específicos 
 Identificar las variables o nodos de una red bayesiana para proyectos de 
agua potable rural y establecer un grafo que permita apreciar la relación 
de dependencia entre estas variables. 
 Determinar mediante el teorema de Bayes el costo más probable de un 
proyecto de agua potable rural en función de las variables de entrada 
identificadas en el diseño de un proyecto de esta naturaleza. 




3. Marco teórico 
3.1. Antecedentes generales 
 Estado actual de sistemas de agua potable rural en Chile 
En Chile, la preocupación por el saneamiento del agua en zonas rurales ha 
estado presente desde el año 1964, pasando por diferentes etapas de 
financiamiento. En la actualidad, el programa de agua potable rural depende 
jerárquicamente, de la Dirección de Obras Hidráulicas a través de la Subdirección 
de Agua Potable Rural, el cual se divide en el Departamentos de Proyectos y 
Gestión comunitaria (Dirección de Obras Hidráulicas, 2013).  
Respecto al financiamiento de estos proyectos, se realiza a través de Ley General 
de la Nación, gestionados por el Consejo Regional (CORE), Fondos de inversión 
asignados por medio del Ministerio de Obras Públicas y Fondos Provisión de 
Infraestructura Rural de la Subsecretaría de Desarrollo Regional SUBDERE 
(Dirección de Obras Hidráulicas, 2013). 
Se considera que "en el ámbito rural, el déficit existente en cuanto a soluciones 
de agua potable alcanza a un 20 % y en alcantarillado a un 48,1 %, lo que debe 
su origen entre otros, a la inexistencia de sistemas de agua potable o 
alcantarillado de aguas servidas en las proximidades de la población 
objetivo"(Gana, 2011). Sin embargo, es preciso señalar que dada la alta 
cobertura alcanzada en áreas rurales concentradas (de 150 a 3000 habitantes o 
bien más de 15 viviendas por Km lineal de red), el programa se encuentra 
focalizado en la implementación de sistemas de agua potable rural en zonas semi 
concentradas (80 a 150 habitantes o 8-15 viviendas por Km Lineal de red) como 
también en la mantención de sistemas antiguos. 
De acuerdo a la Ley General De Servicios Sanitarios (DFL N°382), los sistemas 
de agua potable rural cumplen parcialmente con dicho decreto, debido a esto en 




la actualidad no existe una metodología de diseño general para los sistemas de 
agua potable rural y la evaluación económica de ellos se estudia caso a caso.  
A partir de lo anterior, cobra importancia el poder generar una metodología que 
permita realizar una pre evaluación rápida de los proyectos de agua potable rural, 
tanto para la empresa involucrada en el desarrollo del proyecto como también 
para la autoridad competente que debe decidir la factibilidad de un proyecto.  
La complejidad de las variables involucradas en los proyectos de agua potable 
rural, hace conveniente la utilización de técnicas probabilísticas para estimar el 
costo del proyecto de agua potable en función de las variables más relevantes 
en cada uno de ellos. En este sentido, las redes Bayesianas representan una 
alternativa válida para estimar la probabilidad de costo en función de las variables 
y probabilidades conjuntas, además que es una técnica flexible puesto que 
permite la incorporación de nuevas variables y/o nuevos conocimientos a medida 
que avanza el desarrollo del tema en estudio. 
 CRITERIOS DE EVALUACIÓN VIGENTES EN PROYECTOS 
AGUA POTABLE RURAL. 
Existen diferentes formas de evaluación de proyectos siendo las más comunes 
aquellas que evalúan costo-beneficio o bien costo- eficiencia.  
 Evaluación por costo beneficio, permite ponderar cuál entre las diferentes 
alternativas proporcionará mayor beneficio neto a la sociedad, para ello 
requiere medir todos los costos asociados al proyecto y cuantificar los 
beneficios, está información permitirá la obtención de indicadores como 
Valor Actual Neto y la Tasa interna de Retorno. (Ministerio de Desarrollo 
Social, 2015).  
 Evaluación por costo eficiencia: este tipo de enfoque busca discriminar 
entre alternativas que entregan el mismo beneficio a la sociedad por lo que 
este no es valorizado explícitamente, es decir, este tipo de evaluación 
permite seleccionar la alternativa que entregue el mismo beneficio pero 




con una menor utilización de recursos. Los indicadores asociados a este 
tipo de evaluación son el Valor Actual de Costos (V.A.C) y el Costo Anual 
Equivalente (C.A.E). (Ministerio de Desarrollo Social, 2015). 
En consideración a lo anterior, los criterios de evaluación que se aplican 
actualmente a los proyectos de A.P.R, se expresan a través de los siguientes 
indicadores:  
 Valor Actual de Costos: corresponde a los costos de inversión, mantención y 
operación entre alternativas de igual vida útil. Se estima mediante la fórmula: 








Io es la inversión inicial requerida. 
n: el es periodo de vida útil del proyecto. 
r: es la tasa social de descuento. 
Ct: son los costos incurridos durante el año t. 
 Costo Anual equivalente: es un indicador utilizado para medir proyectos que 
tienen beneficios iguales en el tiempo y diferente vida útil (Ministerio de 
Desarrollo Social, 2015).De acuerdo a los criterios de evaluación establecidos 
se elegirá aquellas solución que presente un menor CAE, pues es la mejor 
alternativa técnico económica. Se calcula mediante  
Donde  
VAC: es el valor actual de los flujos definidos en (Ec.1). 




r: es la tasa social de descuento. 
n: horizonte de evaluación. 
3.2. Inteligencia artificial 
Se puede resumir la IA como la ciencia que busca la comprensión de la 
inteligencia ya sea mediante la construcción de sistemas inteligentes como 
también la automatización (síntesis) de tareas intelectuales. En este sentido, una 
rama de la IA es el Machine Learning (ML), que aborda el diseño y aplicaciones 
de algoritmos de aprendizaje (Mena, 1999). A partir de este punto, y dado el 
aumento en la capacidad de almacenamiento de datos permitido por los avances 
tecnológicos computacionales, las empresas del mundo moderno buscan la 
utilización inteligente de la información contenida para desarrollar una mejor 
relación con sus clientes, esta búsqueda dio origen a diferentes técnicas de 
análisis de datos, las cuales suelen agruparse bajo la rama de la IA, llamada 
Minería de Datos.  
 Minería de datos 
Durante la última etapa del siglo XX las técnicas estadísticas han tenido un 
desarrollo vertiginoso de la mano de los avances tecnológicos en el mundo de la 
computación, siendo posible procesar gran cantidad de datos en muy corto 
tiempo. Junto a ello, el conocimiento que se ha adquirido a partir de estos 
procesamientos de datos ha permitido la construcción de modelos cada vez más 
precisos, aislando las variables relevantes involucradas en ellos. En este 
contexto, se desarrolla la minería de datos, que es el descubrimiento semi-
automático de patrones, asociaciones, anomalías y estructuras estadísticamente 
significantes y eventos de datos (Grossman, Kasif, Moore, Rocke, & Ullman, 
1998). 
Generalmente, la línea que divide la minería de datos con la estadística no es tan 
clara ya que si bien la minería de datos extrae información desde bases de datos, 




su procesamiento se realiza por medio de algoritmos que muchas veces tienen 
su origen en la estadística clásica. 
Ciertamente, uno de los problemas en la obtención de conocimiento a partir de 
los datos dice relación con el manejo de la incertidumbre, es decir, como tratar la 
información faltante para lo cual se recurre normalmente a la teoría de la 
probabilidad.  
Los campos donde actualmente se aplican técnicas de minería de datos son 
industria, medicina, ingeniería, economía, entre otros. 
De acuerdo a lo planteado por Grossman, Kasif, Moore, Rocke & Ullman (1998) 
la minería de datos se puede subdividir en:  
 Redes neuronales. 
 Regresión lineal. 
 Árboles de decisión. 
 Modelos estadísticos. 
 Agrupamiento y reglas de decisión. 
 Modelos gráficos y representaciones jerárquicas probabilistas.  
Tal como se mencionó previamente, para el procesamiento de los datos 
obtenidos se suele recurrir a técnicas probabilísticas y es por ello que el Teorema 
de Bayes ha recibido un nuevo impulso en los últimos años, ya que mediante él 
es posible calcular la probabilidad condicional conjunta y utilizar conocimientos 
previos de algunos de los parámetros de investigación, permitiendo que el 
modelo probabilístico ajuste o actualice las suposiciones iniciales. (Mesa P., 
Rivera L., D., & Andrés, 2011) 




3.3. Probabilidades e inferencia probabilística 
 Definiciones  
La probabilidad se entiende como la posibilidad de ocurrencia de un suceso cuyo 
resultado es incierto, es decir, para el mismo suceso existen varios resultados 
posibles, donde cada uno de estos resultados tiene la misma posibilidad de 
ocurrencia. El estudio de este tipo de fenómenos, dio origen a la probabilidad 
como una rama de investigación. En general, la estadística y la probabilidad se 
utilizan para estimar e inferir relaciones de tipo causal.  
Para entender el estudio de las probabilidades se requiere previamente de 
algunas definiciones (Depool Rivero & Monasterio, 2013), que se especifican a 
continuación:  
 Sujeto: es el objeto de investigación  
 Población: conjunto de sujetos que posee alguna característica común 
observable. 
 Muestra: conjunto de sujetos de una población 
 Espacio muestral: es el conjunto que contiene todos los posibles resultados 
de un evento  
 Evento o suceso: es cualquier subconjunto del espacio muestral. 
 Evento independiente: es cualquier evento que no excluye la ocurrencia de 
otro. 
 Sucesos mutuamente excluyentes: es aquel cuya ocurrencia elimina la 
posibilidad de ocurrencia de otro suceso del mismo espacio muestral. 
 Sucesos exhaustivos: son aquellos que contemplan todos los posibles 
resultados.  
La probabilidad clásica estipula que si Ω es el espacio muestral, y {A1, A2,…, An} 
son todos los resultados posibles dentro de este espacio muestral, N el número 
total de resultados posibles y n es el número de esos resultados asociados al 




evento Ai, entonces la probabilidad de ocurrencia del suceso Ai quedará definida 






Es decir, la posibilidad que ocurra el suceso A será el resultado posible ni entre 
todos los resultados posibles asociados al evento A. 
 Inferencia  
Dada la información disponible de un problema, sea cual fuere el campo de 
investigación, es primordial el análisis de los datos disponibles y ponderar la 
incertidumbre subyacente a dichos datos, es decir, ¿qué tan fiables son los datos 
recolectados?, ¿hay información que esté siendo omitida y que sea relevante al 
problema en cuestión?. Para poder definir correctamente un modelo y que dicho 
modelo represente de la mejor manera posible la realidad no solo es importante 
el análisis de datos y la modelación del problema, sino también identificar el tipo 
de incertidumbre presente y más aún poder establecer un mecanismo que a partir 
de cierta información y mediante la ilación o inducción permita llegar a una 
conclusión (Torres & Tranchita, 2004), es decir, dada la información se pueda 
inferir una conclusión. 
En la inferencia probabilística, la incertidumbre es modelada mediante la 
probabilidad y el conjunto de distribuciones de probabilidad (función) permite 
establecer relaciones de tipo causa-efecto entre las variables (Castillo & Hadi, 
1996) 
 Probabilidad condicional  
En el estudio para determinar la probabilidad de un suceso, surge la pregunta 
¿cómo determinar la probabilidad de un suceso, a sabiendas que ha ocurrido otro 
suceso previamente?, ¿cómo se relacionan ambos sucesos en términos 




probabilísticos? y ¿es posible a partir de un efecto inferir o deducir la causa?; 
estas interrogantes fueron el punto de partida de lo que hoy conocemos como 
probabilidad condicional. Thomas Bayes, fue un matemático británico del siglo 
XVIII, que se dedicó a estudiar estas interrogantes, lo que se tradujo en el 
Teorema de Bayes, el que entrega la formulación de la respuesta a estas 
interrogantes.  
En términos matemáticos se suele presentar la probabilidad condicional, 
considerando {A, B} sucesos mutuamente excluyentes y exhaustivos tal como se 
muestra en la (Ec. 5), de una forma simplificada. 
Se tiene  












Por lo tanto 
𝑷(𝑨|𝑩) =




Tal ecuación define la probabilidad de ocurrencia de un suceso A, sabiendo que 
se ha producido un evento B, siendo A, B subconjuntos del espacio muestral.  




 Teorema de Bayes  
El teorema de Bayes, proporciona la probabilidad condicional de un conjunto de 
variables, es decir, conocida la probabilidad de diferentes variables, es posible 
vincularlas entre ellas y así obtener la probabilidad total del conjunto de variables 
analizadas, como también su probabilidad inversa, es decir, a partir de los efectos 
de un fenómeno es posible inferir causas probables. 
En términos generales: si {𝐻𝑖}𝑖∈𝐼 es una colección de sucesos disjuntos dos a dos 
y cuya unión es el suceso seguro (U), entonces la probabilidad queda 








Asimismo una red bayesiana, en términos matemáticos se puede definir como 
“un par (D, P), donde D corresponde a grafos dirigidos acíclicos y P es un 
conjunto de n funciones de probabilidad condicionada, ∏i es el conjunto de pares 
de nodos Xi en D. El conjunto P define una función de probabilidad asociada 
mediante la factorización” (Castillo, Gutiérrez y Hadi 2008) (Ec.8) 
𝒑(𝒙) = ∏ 𝒑(𝒙𝒊 
𝒏
𝒊=𝟏 |𝝅𝒊) (EC. 7) 
Es decir, una red bayesiana está formada por un grupo de grafos dirigidos, en el 
cual se señala las relaciones de dependencia de tipo causal entre las variables y 
de las cuales se puede determinar la probabilidad condicionada total. 




Dentro del campo de la minería de datos y particularmente del estudio de redes 
bayesianas, existen variadas formas de abordar los distintos problemas, 
pudiendo clasificar las redes bayesianas de acuerdo a la siguiente topología 
(García, 2007): 
En términos formales el Teorema de Bayes se formula a continuación 
“Sea {Ai} un conjunto de sucesos mutuamente excluyentes y exhaustivos, y tales 
que la probabilidad de cada uno de ellos es distinta de cero (0). Sea B un suceso 
cualquiera del que se conocen las probabilidades condicionales P (B|Ai). 
Entonces, la probabilidad P (Ai|B) viene dada por la expresión” (Bayes, 1763). 
 
𝑷(𝑨𝒊 |𝑩) =





 P(Ai) son las probabilidades a priori. 
 P(B|Ai) es la probabilidad de B en la hipótesis Ai. 
 P(Ai|B) son las probabilidades a posteriori. 
Dicho teorema puede ser escrito en forma equivalente como se muestra en la 
siguiente ecuación:  















𝝀𝑩(𝑨𝒊) = 𝑷(𝑩|𝑨𝒊 ) (EC. 11) 
Siendo 𝛼 la constante de normalización de la red y 𝜆𝐵(𝐴𝑖) el mensaje mediante 
el cual se irá actualizando la red (Diez, 1998).Esta forma de presentar el teorema 
de Bayes resulta útil para la incorporación de nueva información y/o evidencia a 
la red, como se verá más adelante. 
El teorema de Bayes, proporciona la probabilidad condicional de un conjunto de 
variables, es decir, conocida la probabilidad de diferentes variables, es posible 
vincularlas entre ellas y así obtener la probabilidad total del conjunto de variables 
analizadas, como también su probabilidad inversa, es decir, a partir de los efectos 
de un fenómeno es posible inferir causas probables, siendo este último punto el 
valor del teorema, pues permite a partir de observaciones o de nueva evidencia 
entregar explicaciones acerca de las causas del fenómeno en estudio 
 Hipótesis de independencia condicional 
Para poder aplicar el teorema correctamente se ha de considerar que las 
variables que comparten un nodo padre, son independientes condicionalmente, 
esto quiere decir que conocido el efecto (nodo padre), este no depende del 
comportamiento de las variables hijas. Tal hipótesis permite realizar el cálculo de 
probabilidades a posteriori, como se ilustra en el ejemplo más adelante.  
3.4. Redes bayesianas  
Una de las técnicas perteneciente a la rama de minería de datos y que se 
encuentra desarrollándose cada vez más son las redes bayesianas, dada su 
flexibilidad, puesto que permite ponderar variables de tipo cuantitativo y 




cualitativo, además de ir “aprendiendo” en la medida que se actualiza la 
información de la red y una de sus mayores fortalezas radica en su capacidad de 
establecer relaciones causa-efecto como también de efecto-causa a partir de los 
datos procesados. 
Una red bayesiana consiste en un modelo probabilístico basado en el análisis de 
un conjunto de variables y sus probabilidades asociadas individual y 
conjuntamente que las convierten en una herramienta útil en el análisis de 
problemas complejos que cuentan con abundante información (Castro & 
Lizasoain, 2012). Su nombre se debe a que su construcción, se basa en la 
identificación de variables de un problema, estas variables conforman los 
denominadas nodos, los cuales se relacionan entre sí y es posible conectarlas 
mediante relaciones de dependencia utilizando los llamados arcos o caminos, 
que de una forma simple constituyen la red bayesiana. Una vez construida la red, 
y determinando las probabilidades correspondientes a cada variable se trabaja 
con el Teorema de Bayes, obteniendo no solo las probabilidades individuales sino 
también las probabilidades condicionales conjuntas. 
En síntesis, se define como “una red bayesiana es un grafo acíclico dirigido en el 
que cada nodo representa una variable y cada arco una dependencia 
probabilística en la cual se especifica la probabilidad condicional de cada variable 
dados sus padres; la variable a la que apunta el arco es dependiente (causa-
efecto) de la que está en el origen de éste” (Felgaer, 2005). 
La información que se entrega en una red bayesiana tiene relación con las 
probabilidades a priori de aquellos nodos que no tienen padres y las 
probabilidades condicionadas de los nodos en relación a sus padres. (Diez, 
1998), es decir, los valores que se disponen en la red previo a su procesamiento 
deben ser las probabilidades a priori de las variables que no tienen padres, los 
cuales se obtienen desde el análisis de la base de datos y las probabilidades 
condicionadas de aquellas variables que sí tienen nodos padres.  




A continuación se presenta una red bayesiana, donde la variable A es 
independiente, mientras que la variable E es independiente dado B, C y D. Ver 
Figura 1. 
 
Figura 1. Ejemplo Red bayesiana simple. Fuente: Elaboración propia. 
Asimismo una red bayesiana, en términos matemáticos se puede definir como 
“un par (D, P), donde D corresponde a grafos dirigidos acíclicos y P es un 
conjunto de n funciones de probabilidad condicionada, ∏i es el conjunto de pares 
de nodos Xi en D. El conjunto P define una función de probabilidad asociada 
mediante la factorización” (Castillo & Hadi, 1996). 





Es decir, una red bayesiana está formada por un grupo de grafos dirigidos, en el 
cual se señala las relaciones de dependencia de tipo causal entre las variables y 
de las cuales se puede determinar la probabilidad condicionada total. 
A partir de la construcción del conjunto de probabilidades de las variables 
aleatorias del problema en estudio, se establece su distribución conjunta que 
permite ponderar las relaciones de tipo causal entre ellas y así inferir relaciones 
causa-efecto o viceversa (Torres & Tranchita, 2004). 





La topología de la red se entiende como la estructura de dependencia de las 
variables en estudio (Basilio, 2006), que son visualizadas mediante 
representaciones gráficas, en adelante: grafos. Asimismo conviene definir 
algunos conceptos de uso común en el campo de la modelación gráfica, como 
son:  
 Bucle: es un camino cerrado (grafo dirigido) por el cual no se puede llegar 
al punto de origen. 
 Ciclo: es un grafo dirigido que vuelve al punto de partida.  
 Poliárbol: es un grafo que no posee bucles.  
 Árbol: es un grafo dirigido, donde cada nodo posee un solo padre. 
Dentro del campo de la minería de datos y particularmente del estudio de redes 
bayesianas, existen variadas formas de abordar los distintos problemas, 
pudiendo clasificar las redes bayesianas de acuerdo a la siguiente topología 
(García, 2007). 
 Red bayesiana multinomial o discreta 
Este tipo de red es aquella donde todas las variables que intervienen son del tipo 
discreto, es decir, cada una de sus variables puede tomar un grupo finito de 
valores. Ver Figura 2. 
Figura 2. Red Bayesiana Multinomial. Fuente: Elaboración propia. 




 Red bayesiana gaussiana 
En la red Gaussiana las variables que la conforman son de tipo continuo y de 
comportamiento normal (Gauss). En este tipo de redes se debe identificar 
claramente el vector de medias para cada una de las variables, el de covarianza 
y el determinante de la matriz de covarianzas para garantizar el comportamiento 
Gaussiano, vale decir, que la probabilidad conjunta es jerárquica. Ver Figura 3. 
 
Figura 3. Red Bayesiana Gaussiana. Fuente: Elaboración propia. 
 Redes bayesianas mixtas 
Como su nombre lo indica se caracterizan por poseer variables de tipo discreto y 
continuas, por lo que el conjunto de variables será la unión tanto de las variables 
discretas como continuas. Ver Figura 4. 
 
Figura 4. Red Bayesiana Mixta. Fuente: Elaboración propia. 




 Ejemplo de cálculo de probabilidad red bayesiana simple 
Por ejemplo, aplicando el teorema de Bayes para la red conformada por las 
variables A,B,C de la Figura 5 y considerando que A+ indica que la variable 
binaria A está presente, mientras que la variable (A-) indica ausencia, análogo 
para las otras variables. Se quiere encontrar la P(A+/B+, C+) 
 
Figura 5. Red bayesiana con probabilidades a priori. Fuente: Elaboración propia. 
Luego, el cálculo de la probabilidad a priori de B será:  
𝑷(𝑩+) = 𝑷(𝑩+|𝑨+) ∗ 𝑷(𝑨+) + 𝑷(𝑩+|𝑨−) ∗ 𝑷(𝑨−) (EC. 13) 
Esto es:  
𝑷(𝑩+) = 𝒃 ∗ 𝒂 + (𝟏 − 𝒃) ∗ (𝟏 − 𝒂) (EC. 14) 
Siendo  
𝑷(𝑩−) = 𝟏 − {𝒃 ∗ 𝒂 + (𝟏 − 𝒃) ∗ (𝟏 − 𝒂)} (EC. 15) 




Obteniendo los valores de P (B+) y P (B-) la probabilidad a priori de la variable B 
queda definida y es posible encontrar el valor de α. Para la obtención de las 
probabilidades de la variable C, el procedimiento es análogo. 
Ahora si consideramos que el nodo A tiene dos hijos, y lo que se busca es la 
probabilidad de B, cuando sabemos que la variable C está presente y actuando 
en forma simultánea. Esto se traduce en el procedimiento que se muestra a 
continuación: 
Se busca  
𝑷((𝑨|𝑩), 𝑪) =




Utilizando la hipótesis de independencia condicional  
𝑷(𝑩, 𝑪|𝑨) = 𝑷(𝑩|𝑨) ∗ 𝑷(𝑪|𝑨) (EC. 17) 
Y para calcular el valor de P (B, C) se utilizará la constante de normalización α. 






𝝀𝑩(𝑨𝒊) = 𝑷(𝑩|𝑨𝒊 ) (EC. 19) 
Se tiene que se necesita calcular 
𝝀(𝑨+) = 𝝀𝑩(𝑨
+) ∗ 𝝀𝑪(𝑨
+) (EC. 20) 
𝝀(𝑨−) = 𝝀𝑩(𝑨
−) ∗ 𝝀𝑪(𝑨
−) (EC. 21) 
Por lo tanto: 




𝑷∗∗(𝑨+) = 𝜶 ∗ 𝑷(𝑨) ∗ 𝝀(𝑨+) (EC. 22) 
Análogo para P**(A-). 
 Entrenamiento de la red 
La fiabilidad de las redes bayesianas dependerá en gran medida del número de 
datos considerado. Por ejemplo, si los datos son excesivos puede ocurrir un 
sobre ajuste de los parámetros de la red lo que provocará distorsiones; mientras 
que si los datos son escasos la red no se encontrará ajustada completamente 
puesto que aparecerán probabilidades condicionales nulas que indican que 
existen combinaciones de las variables no consideradas. En virtud de lo anterior, 
es relevante encontrar el número óptimo de casos a incluir en el aprendizaje de 
redes bayesianas. (Mediero Orduña, 2007). 
La entropía condicional mide el grado de desorden de la información de la red 
bayesiana y se basa en el análisis estadístico de la probabilidad conjunta de cada 
combinación de valores y la distribución de los valores asignados a cada una de 
las combinaciones posterior al proceso de aprendizaje. (Herskovitz & Cooper, 
1990).En otras palabras, la entropía condicional cuantifica las distribuciones de 
probabilidad de todas las combinaciones posibles de los nodos con sus 
respectivos padres. Matemáticamente, se expresa mediante la siguiente 
ecuación: 






A: es un nodo de la red y “a” corresponde a los posibles valores que puede tomar. 




B: es el conjunto de todos los padres que puede tener el nodo A y b i son los 
posibles estados que pueden tener cada uno de los nodos del conjunto B. 
Por lo tanto, una vez realizado el aprendizaje paramétrico y obtenidos los 
diferentes valores de las probabilidades conjuntas para todos las combinaciones 
y estados, es posible cuantificar la entropía condicional. Estos valores se llevan 
a un gráfico en cuya abscisa se identifica el número de casos considerados y en 
el eje ordenado los valores obtenidos para la entropía condicional en cada uno 
de ellos. Se espera obtener una curva creciente y el número óptimo de casos a 
considerar aquel cuyo valor de entropía condicional se encuentre en torno al 0,5 
(Mediero Orduña, 2007), puesto que valores menores, cercanos a cero indican 
que se trata de una red que posee muy poca incertidumbre; por el contrario, 
valores muy grandes indican que la red posee demasiada incertidumbre, es decir, 
que pudiese haber un gran número de variables no considerada en la red. 
 Selección de la red 
Al trabajar con redes bayesianas en problemas complejos, es decir, con un gran 
número de variables surge la pregunta de cuántas redes es necesario construir, 
vale decir, cuantos grafos se necesitan para la obtención de la probabilidad 
conjunta. Se sabe que el número de redes a probar para un conjunto de n 





Para encontrar la red más probable es recomendable realizar el cálculo del factor 




= 𝒍𝒏𝑷(𝑫|𝑴𝟏) − 𝒍𝒏𝑷(𝑫|𝑴𝟐)  
(EC. 25) 




Donde M1, M2 son redes consideradas. 
D son datos de entrenamiento  
El criterio de aceptación de la red en función del Factor de Bayes, es aceptar 
aquella red M1, en este caso, si el logaritmo neperiano es mayor que cero; 
mientras que, si es menor a cero, se acepta como la red más probable la red M2 
(Roche B., 2002). 
 Validación de redes bayesianas 
El proceso de validación consta del ingreso de datos de los proyectos separados 
del grupo de entrenamiento, en adelante, el grupo de control a las diferentes 
redes, y comparar los parámetros estadísticos para cada una de ellas, es decir, 
pérdida cuadrática, pérdida logarítmica y compensación esférica, que permita 
seleccionar la red en la cual los datos del grupo de control entreguen un buen 
ajuste en relación a la red en estudio. 
3.5. Aprendizaje en redes bayesianas:  
Una de las características más poderosas de las redes bayesianas es que este 
tipo de modelos aprenden de casos. Este aprendizaje se obtiene a través del 
aprendizaje estructural y/o paramétrico. 
 Aprendizaje estructural 
Se entiende por aprendizaje estructural aquél que por medio del estudio (experto) 
de las relaciones de dependencia entre las variables que intervienen en el 
proceso que se busca modelar permite establecer la topología de la red con sus 
nodos y arcos que representen la causalidad entre las variables en estudio.  
 Aprendizaje paramétrico 
Hablar de aprendizaje paramétrico significa que a partir de la topología dada y 
conocidos los diferentes estados posibles para cada nodo, es posible asignar un 




parámetro o probabilidad a partir de los datos observados en el mundo real; este 
valor permitirá procesar la red y conocer las probabilidades condicionadas para 
cada una de las variables. 
3.6. Análisis de frecuencia 
En la inferencia bayesiana, la frecuencia no solo representa la probabilidad 
subjetiva sino también el grado de creencia respecto a una afirmación (Mesa P., 
Rivera L., D., & Andrés, 2011). Es por este motivo que previo a establecer la 
topología se requiere conocer las frecuencias de las variables en relación a la 
muestra considerada.  
Una vez definidas las variables se realiza un análisis de frecuencia, para lo cual 
es necesario hacer un repaso de nociones básicas de la estadística.  
Dado un conjunto de datos, se define el Rango como la diferencia entre el 
máximo valor del conjunto y el mínimo valor del conjunto. 
Sea A= {a1,a2,…, an} 
Donde Max= máx. {A} y Min=min {A} 
Se tiene Rango R=máx. {A} –min {A} 
Número de intervalos necesarios 𝐼 = { √𝑛
1 + 3,33 ∗ log10 𝑛
, donde n es el número de 
datos. 
Dada la posibilidad de aumentar el número de datos, se selecciona la fórmula de 
Sturges, es decir:  
𝐼 = 1 + 3.33 ∗ log10 𝑛 
Redondeando al número superior más cercano. 
  









La construcción de los intervalos de clase será  
Xi-1 Xi 
Min Min+a 




A continuación se realiza un conteo de los datos que hay en cada uno de los 
intervalos, obteniéndose así su frecuencia parcial.  
Para la construcción de las redes bayesianas es necesario utilizar las frecuencias 
parciales como medidas de probabilidad individual. 




4. Marco metodológico 
Al revisar la bibliografía disponible respecto al trabajo con redes bayesianas, se 
adoptó el método propuesto por Bromley (2005). Este método consta de 7 etapas 
principales, las que se detallan a continuación: 
1. Planteamiento del problema: en esta etapa se debe tener claro cuál es la 
pregunta que se buscar responder, delimitando tanto los aspectos físicos 
como los socioeconómicos  
2. Definición de variables: identificar todas las variables involucradas en el 
problema, identificando además sus indicadores clave como también las 
potenciales acciones o escenarios y los datos disponibles. 
3. Definición de la red piloto: consiste en trazar las relaciones de 
dependencia entre las variables “padres” e “hijos” mediante enlaces 
dirigidos, otra parte importante dice relación con la minimización de la red 
que trae como consecuencia reducir las tablas de probabilidades 
condicionales. Una vez trazada esta red piloto se deberá cuidar la 
consistencia, es decir, la lógica que presenta la red en relación al objetivo. 
4. Recopilación de datos: en esta fase se incorporará la información 
disponible para cada una de las variables presentes en la red y que 
permita su utilización en el cálculo de probabilidades. Tal información 
puede provenir de expertos, estudios anteriores, informes técnicos entre 
otros, sin embargo, la información deberá ser veraz y coherente.  
5. Definición de estados de las variables: cada una de las variables 
presentará diferentes estados los que pueden corresponder a intervalos, 
categorías, binarios y que se extraen de los datos recopilados 
previamente. 
6. Construcción las tablas de probabilidad condicional: a partir de la definición 
de estados de cada uno de los nodos se introducen sus respectivas 
probabilidades. 




7. Validación y evaluación de la red: finalmente la red ya contiene toda la 
información para su procesamiento mediante alguna herramienta 
informática, por lo que es necesario evaluar los resultados obtenidos, esto 
se puede hacer de acuerdo con los actores involucrados en el problema 
de estudio, mediante la ayuda de algún software que proporcionan ciertos 
elementos de evaluación y validación para las redes. 
A continuación se presenta el diagrama de flujo que sintetiza el método propuesto 
















Definición de la red piloto
Recopilación de datos
Definición de estados de 
las variables
Construcción las tablas de 
probabilidad condicional
Validación y evaluación 
de la red
Figura 6. Diagrama de flujo para construcción de redes bayesianas. Fuente: Elaboración propia. 




5. Caso de estudio 
5.1. Antecedentes del diseño de investigación  
Para el desarrollo de la presente investigación, se considera una muestra de tipo 
cuantitativo.  
En cuanto al tipo de estudio a realizar, este se considera del tipo exploratorio, 
dado que si bien las redes bayesianas se han desarrollado bastante en los 
últimos 30 años, sus avances han estado ligados preferentemente a la medicina 
y sistema de riesgos bancarios siendo la ingeniería un área a desarrollar y en la 
que actualmente no existen mayores aplicaciones.  
El estudio es no experimental, dado que para su realización se recurrió a 
proyectos de A.P.R. ya ejecutados, en consecuencia no se considera 
experimentar o alterar las variables de interés para el desarrollo de la 
investigación.  
La muestra está conformada por 26 proyectos de agua potable rural que servirán 
de base para obtener la red bayesiana óptima, es decir, aquella que entregue la 
mejor predicción en términos probabilísticos. 
Por otro lado, se contempla una muestra transeccional, esto es, se recopilará la 
información de los proyectos de A.P.R. por una única vez para poder llevar a 
cabo la presente investigación. 
Si bien, el estudio es de carácter exploratorio, se pretende establecer ciertas 
correlaciones de causalidad a través de la selección de la red bayesiana que 
represente de mejor manera a un proyecto agua potable rural.  
5.2. Planteamiento del problema 
De acuerdo a la metodología adoptada para este estudio, y recordando el objetivo 
general de la presente tesis, es decir, estimar el costo probable de un proyecto 
de A.P.R mediante la utilización de redes bayesianas, el problema quedará 




acotado a una muestra de proyectos de agua potable rural realizados en la 
Región de los Ríos. Dicha muestra es de tipo no aleatorio, puesto que son los 
proyectos que se realizaron en el periodo comprendido entre los año 2009 y 2014, 
por cuanto se considera un conjunto intacto de objetos. 
5.3. Identificación de variables significativas 
Las variables involucradas en el análisis son de tipo discreto y las probabilidades 
de cada una de ellas, han sido obtenidas mediante frecuencias calculadas a partir 
de datos reales provenientes de los proyectos disponibles ya realizados en la 
comuna de Valdivia. 
Previo a la construcción de la base de datos, es necesario identificar las variables 
de interés para los proyectos de A.P.R. 
En un principio se consideró un número mayor de variables, sin embargo algunas 
de ellas fueron desestimadas por no ser relevantes en relación al diseño y costo 
de los proyectos. Por lo que finalmente, las variables consideradas son las que 
se presentan en la Tabla 1. 




1 Captación Establece el tipo de captación para el abastecimiento de agua. 












Define la altura de la torre que soporta al estanque en el caso de los que son elevados, 
mientras que si se trata de estanque semienterrado, su altura se considera igual a cero. 
6 N° de arranques 
Es el reflejo de la población a abastecer, dado que se considera un arranque por 
domicilio. 
7 Longitud 
Corresponde a la extensión que posee la red para abastecer a los usuarios considerados 
en el proyecto. Se mide en [m]. 
8 Costo total [UF] 
Es el valor de la inversión total requerida, se expresa en UF y corresponde al costo 
privado. 




5.4. Recopilación de antecedentes  
Los proyectos a partir de los cuales se aplica la metodología de redes 
bayesianas, corresponden a proyectos de A.P.R ya ejecutados y terminados en 
la región de Los Ríos, comprendidos entre los años 2009 y 2014; la información 
de dichos proyectos se recopiló desde las memorias de cálculo de los mismos, 
proporcionados tanto por la Dirección De Obras Hidráulicas como por la empresa 
de ingeniería de Rodrigo Camino y Asociados y otros que se obtuvieron 
directamente desde el portal www.mercadopublico.cl.  
5.5. Construcción de la base de datos  
La primera etapa consistió en la revisión de los proyectos, en particular, desde 
las memorias de cálculo respectivas; dicha información fue sistematizada en una 
tabla Excel con los datos más relevantes de cada proyecto lo que permitió un 
primer acercamiento a la identificación de las variables significativas en proyectos 
de A.P.R. 
Una vez establecidas las variables de interés se construye la base de datos en 
una planilla Excel.  
 Se consideran variables de tipo cuantitativo las que se asocian a unidades 
de medida y de tipo cualitativa, aquellas como el tipo de material de la red, 
las que se definen de acuerdo a categorías, tal como se mostró en la tabla 
precedente. 
 Se considera para algunas variables cuantitativas subdividirlas en 
intervalos a fin de obtener las frecuencias que permitan establecer las 
distribuciones de probabilidad asociadas a ellas. 
A partir de la planilla Excel, se seleccionó el grupo de variables más incidentes 
tanto en el diseño como el costo final de los proyectos. Posteriormente, se realizó 
la construcción de los intervalos de clase para cada una de las variables de 
interés; a continuación, se efectuó un análisis de frecuencias de primer orden 
para cada intervalo definido previamente. Finalmente, se hizo un análisis de 




correlación entre las variables ya codificadas a fin de valorar qué tan significativa 
es la relación entre ellas, esto se hizo como medio de apoyo a la construcción de 
la red bayesiana considerada.  
5.6. Validación y evaluación de la red 
Actualmente, existen diversas herramientas informáticas para el trabajo con 
redes bayesianas, algunas de ellas son HugginExpert 8.2, Programa Elvira; 
JavaBayes, Amos Graphics, Netica 5.18, entre otros. Para la realización de esta 
investigación se escogió el software Netica, que es un programa comercial, 
desarrollado para análisis de redes bayesianas, se utilizará la versión de 
demostración gratuita. 
La selección de este software se debe a que presenta una interfaz amigable, es 
decir, de fácil comprensión, ya que, funciona análogo a lo que hace el programa 
Windows en lo que a íconos y comandos se refiere, por lo que el ingreso de 
variables, modelado de la red e instrucciones al programa facilita el 
entendimiento del problema a resolver.  
Consta de un interfaz gráfica para modelación de redes bayesianas, posee 
algoritmos exactos y aproximados de razonamiento tanto para variables discretas 
como continuas.  
 Procedimiento en netica 5.18 
Con el análisis de frecuencias de primer orden ya realizado, se ingresa al 
programa y se dibuja cada uno de los nodos que representan a las variables 
consideradas. Posteriormente, se definen sus estados, es decir los intervalos de 
clase para las variables cuantitativas y las categorías para aquellas cualitativas, 
luego se trazan los enlaces que establecen las relaciones de dependencias entre 
las variables, con lo que queda definida la red bayesiana en lo que respecta a su 
topología.  




Luego, se ingresan las probabilidades en cada uno de los estados de las 
variables. El programa permite ingresar esta información mediante tablas para 
cada nodo (aprendizaje estructural), los que finalmente son ensamblados en una 
CPT (conditional probabilities table) del problema en cuestión. También, se 
puede obtener la CPT utilizando el aprendizaje paramétrico, es decir, a partir de 
una base de datos que contenga la información tanto de variables como estados 
de cada una de ellas, construye automáticamente la tabla de probabilidad 
condicional (CPT). 
 Interfaz  
Al ingresar al programa, lo primero es dibujar los nodos, definir los estados 
(categorías o intervalos) y sus probabilidades, también se deben definir los 
enlaces (links) que establecen las relaciones de dependencia entre las variables. 
A modo de ejemplo, se presenta una red básica definida en Netica. A 






En el trabajo con redes bayesianas, es importante el ingreso de nueva evidencia, 
que permita la actualización de la red, para realizar la actualización de 
información se recurre a “instanciar la red”, es decir una vez que se conoce un 
nuevo dato, se ajusta en el nodo que corresponda el estado del cual se posee 
nueva información, lo que conduce a la actualización de probabilidades de la red. 
Matemáticamente esto se formaliza mediante la utilización de un modelo 









canónico. El modelo canónico, consiste en cambiar en uno o varios nodos de la 
red la probabilidad de alguno de los estados de las variables a 100 y deja las 
otras en cero para actualizar las probabilidades de la red. Siguiendo con el 
ejemplo anterior, se observa que para el nodo B, se ha actualizado la probabilidad 
para el estado “ausente”=100 y para el nodo C se ha instanciado el estado 
“presente”=100, lo que permite actualizar las probabilidades en la red, 
particularmente en el nodo A, donde la probabilidad del estado “presente” pasó 
de un 23% a un 21,6%, tal como se aprecia en la Figura 8. 
 Learn from cases  
En el programa Netica, una vez construida la red con sus respectivos nodos y 
grafos permite aprender desde los datos, para ello es necesario construir un 
archivo de texto plano, que contenga la mayor información posible para todas las 
variables y estados asociados a cada uno de los proyectos y así obtener las 
probabilidades a priori (o frecuencias de primer orden) para las diferentes 
variables.  
Figura 8. Ejemplo red actualizada con nueva evidencia. Fuente: Elaboración propia. 




 Test with cases  
Una vez obtenida la información de la red, esto es, probabilidades a priori, se 
construye otro archivo de texto plano que contenga la mayor información de los 
datos sobre los cuales se quiere evaluar la red, es decir, el grupo de control, y 
ejecutando el comando “test with cases”, el programa entrega los parámetros 
estadísticos que miden el grado de ajuste de los nuevos datos a la red 
considerada previamente.  
A través del comando “test with cases” es posible comparar la estimación del 
modelo sobre los datos del grupo de control y lo efectivamente observado 
mediante “confusión matrix” o matriz de confusión que contiene tantas variables 
y estados como se requiera y en cuya diagonal principal está la información de 
aquellos proyectos donde el pronóstico fue acertado, mientras que fuera de la 
diagonal principal indica las veces que el modelo falló en la estimación y en qué 
medida, además de proporcionar el error de la predicción “error rate”. 




 Entrenamiento de la red 
Una vez ingresadas las dos redes tipo, se realizó el entrenamiento; esto se hizo 
utilizando el algoritmo de aprendizaje paramétrico, es decir, desde los datos, 
mediante la herramienta del programa Netica 5.18. Para ello se elaboró un 
archivo de texto plano que contenía la información de los nodos a través del 
comando “incorporate case file”. El archivo de texto plano contiene en la primera 
línea el nombre de los nodos de la red; cada fila representa a cada uno de los 
proyectos considerados en el estudio y cada columna corresponde al estado de 
la variable, tal como se aprecia en la Figura 9. 
Figura 9. Archivo de texto plano para entrenamiento de la red. Fuente: Elaboración propia. 
La correspondencia entre los nodos y las variables se sintetiza en la Tabla 2. 
  




Tabla 2.Nombre de los nodos de la red. Fuente: Elaboración propia. 
Id. Var Variable Nombre de nodo 
1 Captación A 
2 Tipo de estanque B 
3 Material del estanque C 
4 Capacidad estanque [m3]. E 
5 Altura estanque [m] F 
6 N° de arranques G 
7 Longitud H 
8 Costo total [UF] J 
Realizado esto, se obtuvo la distribución de probabilidad para cada nodo, en sus 
respectivos estados. 
 Procesamiento de casos 
Netica posee una herramienta para el procesamiento de casos, que permite 
evaluar la probabilidad de ocurrencia del estado de una o varias variables, como 
también realizar el pronóstico para algún estado en particular, mediante un 
archivo de texto plano, en el cual se solicita al software evaluar diversos 
parámetros. Requiere también un archivo para el grupo de control y generar un 
archivo de salida para leer los resultados obtenidos.  
 
Figura 10.Archivo de texto plano para procesamiento de casos. Fuente: Elaboración propia. 
  





Parte importante para el trabajo con redes bayesianas, tiene relación con la 
validación de datos, es decir, evaluar qué tan bien se ajustan los datos nuevos a 
la o las redes configuradas, para ello Netica permite evaluar este grado de ajuste 
mediante el comando “Test with cases”, el cual se aplica sobre un archivo de 
texto plano que contiene la información de los proyectos que conforman el grupo 
de control seleccionado aleatoriamente en una etapa anterior del presente 
trabajo. El algoritmo evalúa el comportamiento de estos datos en la red para cada 
variable, proporcionando una matriz de confusión que posee tantas filas y 
columnas como estados posibles contenga cada nodo; esta matriz contiene, por 
un lado, lo observado en los datos y una columna adicional que contiene la 
predicción hecha por la red, y a partir de allí, evalúa el “error rate”, es decir el 
error en el pronóstico. Además, proporciona tres estadísticos que evalúan el 
comportamiento de los datos del grupo de control en relación a la configuración 
de la red; estos estadísticos son: 
 Pérdida logarítmica: varía entre cero e infinito, siendo cero su mejor 
bondad de ajuste. 
 Compensación esférica: varía entre cero y uno, donde uno representa el 
ajuste perfecto de los nuevos datos. 
 Pérdida cuadrática: varía entre cero y dos, donde dos expresa la mejor 
ejecución.  
Por otro lado, en el caso de variables dicotómicas se efectúa una prueba de 
atributo de habilidad, que se expresa mediante el área de la curva ROC (receiver 
operating characteristic curve), este parámetro evalúa la validez predictiva del 
nodo y su objetivo es colaborar en el proceso de toma de decisiones de acuerdo 
a la Teoría de Detección de Señales (Mason & Graham, 1999) 




 Pronóstico  
El programa Netica permite evaluar el nivel de pronóstico de la red, esto se realiza 
por medio de Confusion Matrix, que es una matriz que posee tantas filas y 
columnas como estados tengan los diferentes nodos que tiene la red y compara 
la predicción que realiza la red con los datos observados del grupo de control. La 
columna “actual” corresponde a lo observado en el grupo de control. Los 
elementos fuera de la diagonal principal son las predicciones o clasificaciones en 
las cuales la red se ha equivocado. A continuación se muestra un ejemplo tomado 
desde Netica. Ver Figura 11. 
 
Figura 11. Ejemplo matriz confusión. Fuente: Netica.  




6. Presentación de resultados 
6.1. Recopilación y sistematización de la información. 
 Definición de variables 
Tal como se planteó en el marco metodológico, las variables consideradas para 
la confección de redes bayesianas aplicadas a proyectos de A.P.R. se aprecian 
en Tabla 3. En dicha tabla, además se definen las clases o estados posibles para 
cada una de las variables. 
Tabla 3.Definición de variables y sus respectivas clases. Fuente: Elaboración propia. 
Id. 
Var Variable Descripción  Estado Rango de valores 
1 Captación  Establece el tipo de captación para el abastecimiento de agua. 
Pozo  1 
Superficial 2 
2 Tipo de estanque  
Define el tipo de estanque considerado en la 
solución adoptada por proyecto. 
Elevado 1 
Semienterrado 2 
3 Material del estanque  
Se refiere a si se trata de estanque de 
hormigón armado o acero.  
Acero  1 





Define el volumen del estanque requerido para 
el proyecto. Se mide en [m3]. 
Baja 9 a 31  
Media 31 a 53  
Alta 53 a 75 
5 Altura estanque [m] 
Define la altura de la torre que soporta al 
estanque cuando éstos son elevados. Si se 
trata de un estanque semienterrado, su altura 
se considera igual a cero. Se mide en [m]. 
Baja 0 a 9  
Media 9 a 18 
Alta 18 a27 
6 N° de arranques  
Se considera un arranque por domicilio, por 
cuanto su valor es reflejo de la población a 
abastecer. 
Baja 36 a 100 
Media 100 a 164 
Alta 164 a 228 
7 Longitud  
Corresponde a la extensión de la red necesaria 
para abastecer a los usuarios considerados en 
el proyecto. Se mide en [m]. 
Baja 2700 a 12054 
Media 12054 a 21408 
Alta 21408 a 30762 
8 Costo total [UF] 
Es el valor de la inversión total requerida, se 
expresa en UF y corresponde al costo privado. 
Baja 5261a 12657 
Media 12657 a 20053 
Alta 20053 a 27449 
Los intervalos de clase se determinaron considerando una distribución 
equilibrada de los datos, de modo que existieran datos en todos los intervalos. 




 Construcción de base de datos  
Para la construcción de la base de datos, se extrajo la información relativa a las 
variables definidas desde los proyectos A.P.R., tal información fue sistematizada 
mediante una tabla en Excel. Ver Tabla 4. 




Tabla 4. Recopilación información de proyectos A.P.R considerados. Fuente Elaboración propia. 
N° 
caso 







Longitud de la red 
proyectada [m] 
Costo neto total proyecto 
privado [uf] 
1 Santa Filomena II Pozo Elevado Acero 25 20 40 7256 8705 
2 Chaunquén  Pozo Elevado Acero 40 15 170 10410 12654 
3 El Salto Pozo Elevado Acero 25 20 153 18331 15976 
4 Mashue Superficial  Semienterrado Hormigón 50 0 147 18892 15807 
5 Nontuelá Alto  Pozo Elevado Acero 10 20 36 7687 5262 
6 Las Gaviotas  Pozo Elevado Acero 75 20 225 5891 10235 
7 Punucapa  Superficial  Semienterrado Hormigón 30 0 56 8915 5324 
8 Pitriuco Pozo Elevado Acero 15 20 226 30761 27448 
9 Huitag  Pozo Semienterrado Hormigón 30 0 117 11844 15686 
10 El Manao  Pozo Elevado Acero 25 20 60 6813 10452 
11 Coz Coz Pozo Elevado Acero 50 25 194 17900 26752 
12 Marriamo  Pozo Semienterrado Acero 20 21 167 7242 10144 
13 El Maitén  Pozo Elevado Acero 25 20 36 7713 8620 
14 El Arenal 2 Pozo Semienterrado Hormigón 50 0 148 8032 14005 
15 Curralhue Chico  Pozo Semienterrado Hormigón 20 0 61 7500 10570 
16 Curiñanco Superficial  Semienterrado Hormigón 40 0 132 10206 18224 
17 Colo Colo  Pozo Elevado Acero 15 15 68 5500 15651 
18 Trumao  Pozo Elevado Acero 10 10 99 17977 18478 
19 Niscón  Pozo Elevado Acero 10 20 44 2700 6935 
20 Los Coligües Pozo Semienterrado Hormigón 25 0 71 5171 8975 
21 Ponhuipa  Pozo Elevado Acero 20 20 65 9558 10821 
22 Pampa Negrón  Pozo Elevado Acero 10 15 69 8244 11465 
23 Tralcao  Pozo Semienterrado Hormigón 50 0 124 12696 19031 
24 Auquinco  Pozo  Elevado  Acero  25 20 118 12850 10871 
25 Ancacomoe  Pozo  Elevado  Acero  25 20 134 12100 16991 
26 Los Coligües  Pozo  Elevado  Acero  25 20 71 5171 8931 
27 Las Rosas  Pozo  Elevado  Acero  50 25 87 5023 16174 
28 Chanquean  Estero Semienterrado  Hormigón  20 0 64 8200 11874 
29 Lumaco  Pozo  Semienterrado  Hormigón  25 0 55 8100 10461 
30 Pancul  Pozo  Elevado  Acero  50 20 167 13200 21531 
31 Pilmaiquen Traiguén  Pozo  Semienterrado  Hormigón  30 0 89 16000 16934 
32 Las Pataguas de Pilmaiquén  Pozo  Elevado  Acero  20 20 83 15000 14883 
33 Pufudi Pozo Elevado Acero  25 20 135 8038 9420 
 




Luego, la información se codificó de acuerdo a los estados definidos para las 
mismas variables, la tabla de todos los proyectos considerados codificados se 
presenta en Tabla 5. 
Tabla 5. Resumen información de proyectos codificados. Fuente: Elaboración propia. 

















1 Santa Filomena Ii 1 1 1 1 3 1 1 1 
2 Chaunquén 1 1 1 2 2 3 1 1 
3 El Salto 1 1 1 1 3 2 2 2 
4 Mashue  2 2 2 3 1 2 2 2 
5 Nontuelá Alto 1 1 1 1 3 1 1 1 
6 Las Gaviotas 1 1 1 2 3 3 1 1 
7 Punucapa 2 2 2 1 1 1 1 1 
8 Pitriuco 1 1 1 1 3 3 3 3 
9 Huitag 1 2 2 1 1 2 1 2 
10 El Manao 1 1 1 1 3 1 1 1 
11 Coz Coz 1 1 1 3 3 3 2 3 
12 Marriamo 1 2 1 1 3 3 1 1 
13 El Maitén 1 1 1 1 3 1 1 1 
14 El Arenal 2  1 2 2 3 1 2 1 2 
15 Curralhue Chico 1 2 2 1 1 1 1 1 
16 Curiñanco 2 2 2 2 1 2 1 2 
17 Colo Colo 1 1 1 1 2 1 1 2 
18 Trumao 1 1 1 1 2 1 2 2 
19 Niscón 1 1 1 1 3 1 1 1 
20 Los coligües 1 2 2 1 1 1 1 1 
21 Ponhuipa 1 1 1 1 3 1 1 1 
22 Pampa Negrón 1 1 1 1 2 1 1 1 
23 Tralcao 1 2 2 2 1 2 2 2 
24 Auquinco 1 1 1 1 3 2 2 1 
25 Ancacomoe 1 1 1 1 3 2 2 2 
26 Los coligües 1 1 1 1 3 1 1 1 
27 Las rosas 1 1 1 2 3 1 1 2 
28 Chanquean 2 2 2 1 1 1 1 1 
29 Lumaco 1 2 2 1 1 1 1 1 
30 Pancul 1 1 1 2 3 3 2 2 
31 Pilmaiquen Traiguén 1 2 2 1 1 1 2 2 
32 
Las Pataguas de 
Pilmaiquén 
1 1 1 1 3 1 2 2 
33 Pufudi 1 1 1 1 3 2 1 1 




 Selección de grupo de control 
De los 33 proyectos de los cuales se tuvo información, una vez codificados, se 
realizó una selección aleatoria mediante la herramienta de Excel para esos 
efectos. Este grupo representa el 20% de la muestra total. 
A este grupo le denominaremos en adelante, el grupo de validación, pues 
permitirá evaluar el grado de ajuste del pronóstico de la red.  
A continuación se muestra el grupo de validación codificado. Ver Tabla 6. 




Proyecto  Captación  
Tipo 
estanque Material  Capacidad Altura Arranque Longitud Costo 
3 El Salto 1 1 1 2 3 3 4 3 
10 El Manao  1 1 1 2 3 1 1 2 
12 Marriamo  1 2 1 1 3 3 1 2 
22 Ponhuipa  1 1 1 1 3 1 2 2 
32 Pancul  1 1 1 4 3 3 3 4 
7 Punucapa  2 2 2 2 1 1 2 1 
6.2. Cálculo de frecuencia de primer orden  
Una vez ordenada y sistematizada la información, se realizó un análisis de 
frecuencia de primer orden, es decir, para los estados posibles de cada variable 
se contó cuántos proyectos clasificaban dentro de cada uno de ellos; luego, 
mediante una proporción simple en relación al total de la muestra se obtiene la 
frecuencia para cada uno de los estados de la variable. 
Los resultados para cada una de las variables se presentan en tablas N°6 a N°18. 
Tabla 7. Frecuencia tipo de captación de proyectos A.P.R. Fuente: Elaboración propia. 
Captación  Frecuencia  
Pozo 23 88% 
Superficial 3 12% 









Tabla 8. Frecuencia tipo estanque en proyectos A.P.R. Fuente: Elaboración propia. 
Tipo Estanque  Frecuencia  
Elevado 18 69% 
Semienterrado 8 31% 
Total 26 100% 
 
Tabla 9. Frecuencia de tipo de material del estanque en proyectos A.P.R. Fuente: Elaboración propia. 
Material Frecuencia  
Acero 18 69% 
Hormigón 8 31% 
Total 26 100% 
 
Tabla 10. Definición de intervalos para variable capacidad de estanque. Fuente: Elaboración propia. 
Capacidad de Estanque [m3]   
N° datos  26 
Max Capacidad [m3] 75 
mínima capacidad [m3] 10 
Rango  65 
intervalo  3 
amplitud  22 




Tabla 11. Análisis de frecuencia para los posibles estados de capacidad de estanque. Fuente: Elaboración 
propia. 
Estado Intervalo  xi-1 xf contador  Frecuencia 
Baja  1 9 31 17 65% 
Media  2 31 53 8 31% 
Alta 3 53 75 1 4% 
   Total 26 100% 
 
Tabla 12. Definición de intervalos para variable altura de estanque. Fuente: Elaboración propia. 
Altura Estanque [m]   
N° datos  26 
Max altura [m] 25 
mínima altura [m] 0 
Rango  25 
intervalo  3 
amplitud  9 









Tabla 13. Análisis de frecuencia para los posibles estados de altura de estanque. Fuente: Elaboración 
propia. 
Estado intervalo  xi-1 xf contador  Frecuencia 
Baja  1 0 9 8 31% 
Media  2 9 18 4 15% 
Alta 3 18 27 14 54% 
   Total 26 100% 
 
Tabla 14. Definición de intervalos para número de arranques. Fuente: Elaboración propia. 
Numero de Arranques   
N° datos  26 
Max N° arranques 226 
Mínimo N° arranques. 36 
Rango  190 
intervalo  3 
amplitud  64 




Tabla 15. Análisis de frecuencia para los posibles estados número de arranques. Fuente: Elaboración 
propia. 
Estado intervalo  xi-1 xf contador  Frecuencia 
Baja  1 36 100 14 54% 
Media  2 100 164 7 27% 
Alta 3 164 228 5 19% 
   Total 26 100% 
 
Tabla 16. Definición de intervalos para la variable longitud de red. Fuente: Elaboración propia. 
Longitud de la red [m]  
N° Datos 26 
Max Altura [M] 30761 













Tabla 17. Análisis de frecuencia para los posibles estados de la longitud de red. Fuente: Elaboración 
propia. 
Estado intervalo xi-1 xf  contador Frecuencia 
Baja 1 2700 12054  16 62% 
Media 2 12054 21408  9 35% 
Alta 3 21408 30762  1 4% 
   Total  26 100% 
 
Tabla 18. Definición de intervalos para variable Costo total del proyecto. Fuente: Elaboración propia. 
Costo social Proyecto [UF]    
N° Datos  26 
Max Costo Proy.[UF/USUARIO] 27447,9187 
Mínima Costo Proy.[Uf/Usuario] 5261,56937 
Rango  22186,3493 
Intervalo  3 
Amplitud  7396 








6.3. Cálculo de correlaciones 
Para realizar el análisis de correlaciones y ponderar cuáles son las variables que 
inciden de manera más significativa en el costo del proyecto, se realizó un análisis 
de correlaciones, para ello, se utilizó el programa SPSS en versión demo.  
En SPSS, lo primero fue definir las variables y sus estados, luego se traspasaron 
los datos de los proyectos de la base codificados y se ejecutó el comando de 
correlaciones, el resultado se presenta a continuación. Ver Tabla 20.
Estado intervalo  xi-1 xf contador  Frecuencia 
Baja  1 5261 12657 12 46% 
Media 2 12657 20053 11 42% 
Alta 3 20053 27449 3 12% 
   Total 26 100% 

















de la red 
Numero de 







1 ,491** ,525** 0,223 -,493** -0,066 -0,078 -0,009 




,491** 1 ,935** 0,16 -,865** -0,052 -0,159 -0,019 





,525** ,935** 1 0,2 -,939** -0,167 -0,119 0,035 





0,223 0,16 0,2 1 -0,183 ,511** 0,143 ,450** 





-,493** -,865** -,939** -0,183 1 0,196 0,151 -0,033 
Sig. (bilateral) 0,004 0 0 0,308  0,275 0,402 0,855 




-0,066 -0,052 -0,167 ,511** 0,196 1 ,390* ,399* 
Sig. (bilateral) 0,717 0,774 0,354 0,002 0,275  0,025 0,022 
Numero de 




-0,078 -0,159 -0,119 0,143 0,151 ,390* 1 ,720** 
Sig. (bilateral) 0,666 0,377 0,51 0,428 0,402 0,025  0 




-0,009 -0,019 0,035 ,450** -0,033 ,399* ,720** 1 
Sig. (bilateral) 0,959 0,917 0,846 0,009 0,855 0,022 0  
La discusión de estos resultados se presenta en el siguiente capítulo. 
  




6.4. Prueba de chi cuadrado 
La prueba de Chi cuadrado, es un test estadístico utilizado con frecuencia en la 
estadística descriptiva, esto se debe a que cuando se trabaja con variables de 
tipo cualitativo o categórico, es difícil obtener información significativa respecto a 
grado de dependencia entre ellas al realizar un análisis de correlaciones (Llopis 
Pérez, 2012). 
En la definición de variables realizada en el apartado 7.1.1 se consideraron 
variables de tipo cualitativo (dicotómicas) mientras que las variables cuantitativas 
se transformaron en cualitativas al establecer categorías (intervalos), por este 
motivo en el capítulo de análisis de resultados se realizará la prueba de chi 
cuadrado para evaluar el grado de dependencia entre ellas y complementar con 
la información obtenida a través del análisis correlacional. 
6.5. Red bayesiana piloto en Netica 
Al ingresar al programa Netica, lo primero es definir los nodos con sus estados, 
luego se ingresan los enlaces que representan la dependencia entre las 
variables.  
La forma de establecer el sentido que tendrá cada enlace se puede obtener 
mediante conocimiento experto. 
A continuación se presenta la red n°1, donde es posible apreciar los nodos y el 
grafo correspondiente (ver Figura 12 ); mientras que en la Figura 13, se presenta 
la Red N°1 con sus respectivos estados.  





Figura 12.Red Bayesiana N° 1. Fuente: Elaboración propia. 
Figura 13. Configuración red N°1 con estado de cada nodo. Fuente: Elaboración propia. 
Se consideró además la Red N° 2, que se presenta en Figura 14. 




Figura 14.Red Bayesiana N°2. Fuente: Elaboración propia. 
Al igual que en el caso anterior, se presenta la Red N°2 con sus respectivos 
estados. Ver Figura 15. 
Figura 15. Configuración red N°2 con estado de cada nodo. Fuente: Elaboración propia.




7. Análisis de resultados y discusión  
7.1. Análisis de frecuencia 
 Tipo de captación: 
Como se observa en el capítulo 5.2, el 88% de las captaciones de los proyectos 
analizados corresponden a pozo. Esto se debe, principalmente, a que los 
proyectos incluidos en la base de datos, contaban con sondajes realizados 
previamente, es decir contaban con el estudio hidrogeológico y habilitación del 
sondaje. Además, en la práctica se prefiere captación de tipo subterránea por 
sobre captaciones superficiales dado que las superficiales suelen requerir 
sistemas de filtros adicionales (turbiedad por ejemplo) para garantizar el 
cumplimiento de la NCH 409 “Calidad del Agua” y, eventualmente, se encuentran 
expuestas a contaminación. Las frecuencias obtenidas se aprecian en la Figura 
16. 
Figura 16. Frecuencias para tipo de captación. Fuente: Elaboración propia. 
 Tipo de estanque: 
En relación al tipo de estanque construido, se observa que el 69% de ellos 
corresponde a estanque elevado en estructura metálica, mientras que el 31% 
corresponde a estanques semienterrados construidos en hormigón armado. Este 
resultado es esperable pues los volúmenes de abastecimiento requeridos en los 










pequeños, lo que convierte al estanque elevado en una buena solución. Además, 
la simpleza de construcción de las estructuras soportantes para las cuales 
existen planos tipo disponibles en línea (Superintendencia de Servicios 
Sanitarios), igualmente el bajo costo en relación a un estanque de hormigón 
armado. (Ver Figura 17). 
Figura 17. Frecuencias para tipo de estanque. Fuente: Elaboración propia. 
 Material del estanque 
De acuerdo al planteamiento de la definición de variables, se consideró la 
materialidad del estanque. De acuerdo a lo observado en la base de datos el 
estanque es de acero (la estructura soportante y el recipiente es de pvc) o, de 
hormigón armado si la alternativa seleccionada requiere de un estanque 
semienterrado. Al realizar el análisis de frecuencia de primer orden se obtuvo que 
la frecuencia para los estanques cuya estructura soportante es el acero es de 
69% mientras que para los de hormigón armado es de 31%, lo cual es 










Figura 18. Frecuencias por tipo de material. Fuente: Elaboración propia. 
 Capacidad del estanque 
De lo observado en el capítulo 5.2, la capacidad del estanque varía entre 10 y 75 
m3, se definieron 3 intervalos, quedando clasificado en alta, media y baja 
capacidad, siendo la clase “baja” la de mayor prevalencia con un 65%, mientras 
que la capacidad “media” se presenta en un 31% de los casos, y la “alta” en un 
4% solamente, tal como se aprecia en la Figura 19. Estos resultados son 
esperables, dado que la capacidad del estanque dependerá de la población a la 
cual se busca abastecer y por tratarse de comunidades rurales pequeñas o 
semiconcentradas, que es el objetivo del programa de A.P.R dependiente de la 
dirección de obras hidráulicas. 








Frecuencias Tipo de Material
Acero
Hormigón




 Altura de estanque 
Análogo al caso de la capacidad de estanque, se obtuvieron las frecuencias para 
los rangos de altura de los estaques de los proyectos considerados. Los 
resultados se aprecian en la Figura 20. Como se observa, la clasificación “alta” 
tiene una frecuencia en el 54% de los proyectos considerados, esto se explica 
porque esta categoría agrupa a aquellos estanque cuya torre de soporte varía 
entre los 18 y 27 metros de altura, mientras que se considera una altura media 
entre los 9 y 18 metros; análogamente, la categoría “baja” altura incluye a los 
estanques semienterrados que se consideran de altura cero, según lo establecido 
en el capítulo 5.3. 
Figura 20. Frecuencias altura de estanques. Fuente: Elaboración propia. 
 Número de arranques 
La variable correspondiente al número de arranques, es el reflejo de la población 
objetivo a la cual abastecerá el proyecto A.P.R. En este caso, la frecuencia “baja” 
es la más frecuente con un 54%( hasta 100 arranques), lo cual es concordante 
con proyectos que se focalizan en pequeñas comunidades rurales, mientras que 
la categoría “media” que equivale a un 27% (hasta 164 arranques), finalmente, 
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Baja Media Alta




Figura 21. Frecuencias número de arranques. Fuente: Elaboración propia. 
 Longitud de red  
En el caso de la longitud de red, las frecuencias obtenidas se muestran en la 
Figura 22. Si bien la categoría “baja” considera proyectos de hasta 12 Km, se 
debe tener presente la densidad de viviendas en el área geográfica considerada. 
Nuevamente, se observa que el valor asociado a la categoría definida como 
“baja” es la que presenta una mayor frecuencia, mientras que la “alta” solo 
representa un 4% del total de los proyectos considerados. (Ver Figura 22). 
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 Costo proyecto 
Tal como se hizo con las otras variables, en el caso del costo, los resultados de 
las frecuencias se observan en la Figura 23, donde el intervalo de “bajo” costo 
considera proyectos cuya variación va desde 5261 a 12657 UF, mientras que 
costo “medio” comprende desde 12657 a 20053 UF y los de “alto” costo son 
proyectos entre 20053 a 27449 UF. Nuevamente, la concentración de proyectos 
considerados de bajo costo es mucho mayor que los de alto costo, lo que tiene 
sentido si se consideran las definiciones y variaciones de las variables 
precedentes y el objetivo de este tipo de proyectos.  
Figura 23. Frecuencias costo de proyecto. Fuente: Elaboración propia. 
7.2. Análisis de correlaciones 
Una vez construida la base de datos, se realizó un análisis de correlaciones, 
cuyos resultados se presentaron en el capítulo 7.3. A continuación, se realiza el 
análisis de estos resultados, los que se encuentran separados en primera 
instancia para las variables dicotómicas (tipo captación-tipo estanque y tipo de 
captación- material estanque). Posteriormente, se analizó el tipo de correlaciones 
y grados de significación de las variables “volumen de estanque”, “altura 
estanque”, “longitud de red”, “costo proyecto” y “número de arranques”. 
Adicionalmente, se realizó prueba de chi cuadrado para las variables “costo 




Costo total proyecto [UF]
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 Tipo captación 
Al realizar el análisis de correlaciones para la variable “tipo de captación”, se 
obtuvo que los valores de correlación de Pearson más elevados se presentan en 
relación a las variables “tipo de estanque”, “material estanque” y “altura de 
estanque”, con valores de 0,491, 0,525 y -0,493 respectivamente. Estos valores 
indican que existe una  relación de directa y moderada entre “tipo de captación” 
y los nodos “tipo estanque” y “material estanque”. Mientras que la relación entre 
“tipo de captación” y “altura de estanque” es inversa, de -0,493, lo que se puede 
explicar porque en los proyectos donde la captación es de pozo profundo, 
generalmente, el estanque necesario para el abastecimiento de la población es 
elevado ((69% de los casos), esto genera que al codificar en la base de datos y 
hacer el análisis de correlaciones el coeficiente de Pearson sea negativo. 
Por otro lado, se realizó la prueba de Chi Cuadrado para evaluar el grado de 
independencia de la variable “Tipo de Captación”. Los resultados obtenidos para 
la prueba de Chi cuadrado se presentan en las tablas a continuación: (Ver Tabla 
21,  
  




Tabla 22, Tabla 23,   




Tabla 24). A partir de ellos, es posible inferir que existe entre las variables “tipo 
de captación”, “tipo de estanque” y “altura de estanque” una relación de 
dependencia significativa. 
 Tipo captación * tipo estanque 





Total elevado semienterrado 
tipo captación Pozo 21 8 29 
Superficial 0 4 4 
Total 21 12 33 
 
  




Tabla 22. Prueba Chi Cuadrado tipo de captación vs tipo de estanque. Fuente: Elaboración propia, SPSS. 
Pruebas de chi-cuadrado 









a 1 ,005   
Corrección de 
continuidad 5,144 1 ,023   
Razón de 
verosimilitud 9,100 1 ,003   
Prueba exacta de 
Fisher    ,012 ,012 
Asociación lineal 
por lineal 7,724 1 ,005   
N de casos 
















Spearman ,491 ,117 3,141 ,004
c 
N de casos válidos 33    
 Tipo captación * material de construcción 





material de construcción 
Total acero hormigón 
tipo captación pozo 22 7 29 
superficial 0 4 4 
Total 22 11 33 
 
  




Tabla 24. Prueba Chi Cuadrado tipo de captación vs material de construcción. Fuente: Elaboración propia, 
SPSS. 
Pruebas de chi-cuadrado 
 Valor gl 
Significación 
asintótica (bilateral) Significación exacta (bilateral) Significación exacta (unilateral) 
Chi-cuadrado de 
Pearson 9,103
a 1 ,003   
Corrección de 
continuidad 6,010 1 ,014   
Razón de 
verosimilitud 9,955 1 ,002   
Prueba exacta de 
Fisher    ,008 ,008 
Asociación lineal 
por lineal 8,828 1 ,003   











R de Pearson ,525 ,121 3,436 ,002c 
Ordinal por ordinal Correlación de 
Spearman ,525 ,121 3,436 ,002
c 
N de casos válidos 33    
 Tipo captación * altura de estanque 
Tabla 25. Recuento datos tipo de captación vs altura de estanque. Fuente: Elaboración propia, SPSS. 
Tabla cruzada tipo captación*altura  estanque 
Recuento   
 
altura  estanque 
Total 0-9 9 a 18 18 a 27 
tipo captación pozo 7 4 18 29 
superficial 4 0 0 4 
Total 11 4 18 33 
 
 
Tabla 26. Prueba Chi Cuadrado tipo de captación vs altura de estanque. Fuente: Elaboración propia, 
SPSS. 
Pruebas de chi-cuadrado 
 Valor gl Significación asintótica (bilateral) 
Chi-cuadrado de Pearson 9,103a 2 ,011 
Razón de verosimilitud 9,955 2 ,007 
Asociación lineal por lineal 7,778 1 ,005 
N de casos válidos 33   
 
  


















Spearman -,480 ,110 -3,045 ,005
c 
N de casos válidos 33    
 Tipo estanque 
Análogo al caso anterior, se tiene que la variable tipo de estanque presenta alta 
correlación con la variable “material de construcción” del orden de 0,935, lo que 
se explica porque en los proyectos de A.P.R se utilizan estanques de tipo elevado 
o bien semienterrados y en consecuencia queda determinado el material con el 
cual se construirá dicho estanque. Por ejemplo: si se trata de un estanque 
semienterrado este deberá ser construido en hormigón armado; mientras que si 
se trata de un estanque elevado se construirá una torre de acero sobre la cual se 
montará un estanque de pvc. 
Asimismo, al realizar la prueba  de Chi cuadrado, esta relación de dependencia 
se aún más evidente, alcanzando un valor de 28,875. 
 Tipo estanque * material de estanque. 
Tabla 27. Recuento datos tipo de estanque vs material de construcción. Fuente: Elaboración propia, 
SPSS. 
Tabla cruzada 
Recuento   
 
material de construcción 
Total acero hormigón 
tipo estanque elevado 21 0 21 
semienterrado 1 11 12 
Total 22 11 33 
 
  




Tabla 28. Prueba Chi Cuadrado tipo de estanque vs material de estanque. Fuente: Elaboración propia, 
SPSS 
Pruebas de chi-cuadrado 
 Valor gl 
Significación 
asintótica 






a 1 ,000   
Corrección de 
continuidad 24,897 1 ,000   
Razón de 
verosimilitud 35,126 1 ,000   
Asociación 
lineal por lineal 28,000 1 ,000   
N de casos 
















Spearman ,935 ,062 14,731 ,000
c 
N de casos válidos 33    
 
 Tipo estanque * altura estanque 
Al examinar el análisis de correlación entre el “tipo de estanque” y la “altura de 
estanque”, se observa una correlación alta e inversa de menos 0,865.Esto se 
explica porque al tratarse de estanques semienterrados, se considera de cota 
cero por estar a nivel de suelo. 
A su vez, el test de Chi cuadrado entrega un valor de 28,919 que ratifica la alta  
relación entre ambas variables. 
Tabla 29. Recuento datos tipo de estanque vs altura de estanque. Fuente: Elaboración propia, SPSS 
Tabla cruzada 
Recuento   
 
altura  estanque 
Total 0-9 9 a 18 18 a 27 
tipo estanque elevado 0 4 17 21 
semienterrado 11 0 1 12 
Total 11 4 18 33 
 
  




Tabla 30. Prueba Chi Cuadrado tipo de estanque vs material de construcción. Fuente: Elaboración propia, 
SPSS. 
Pruebas de chi-cuadrado 
 Valor gl Significación asintótica (bilateral) 
Chi-cuadrado de Pearson 28,919a 2 ,000 
Razón de verosimilitud 35,538 2 ,000 
Asociación lineal por lineal 23,970 1 ,000 












R de Pearson -,865 ,077 -9,619 ,000c 
Ordinal por ordinal Correlación de 
Spearman -,840 ,090 -8,609 ,000
c 
N de casos válidos 33    
 Material de estanque 
El coeficiente de correlación de Pearson más elevado que se observa para la 
variable “material de estanque” es de  -0,939 que corresponde a una relación de 
dependencia directa entre el tipo de estanque y el material. Por ejemplo, si el 
estanque es semienterrado (cota cero), implica que el material será de hormigón 
armado; mientras que si se requiera un estanque de elevado, éste será de acero 
(la estructura soportante). 
Tal como se aprecia en la Tabla 32, la prueba de Chi cuadrado proporciona un 
valor de 33, que indica que existe una relación de alta dependencia entre ambas 
variables. 
 Material de estanque * altura estanque 
Tabla 31. Recuento material de estanque vs altura estanque. Fuente: Elaboración Propia, SPSS 
Tabla cruzada material de estanque *altura  estanque 
Recuento   
 
altura  estanque 
Total 0-9 9 a 18 18 a 27 
material de estanque acero 0 4 18 22 
hormigón 11 0 0 11 
Total 11 4 18 33 




Tabla 32. Prueba Chi Cuadrado material de construcción vs altura estanque. Fuente: Elaboración propia, 
SPSS 
Pruebas de chi-cuadrado 
 Valor gl Significación asintótica (bilateral) 
Chi-cuadrado de Pearson 33,000a 2 ,000 
Razón de verosimilitud 42,010 2 ,000 
Asociación lineal por lineal 28,194 1 ,000 
















Spearman -,914 ,046 -12,502 ,000
c 
N de casos válidos 33    
 Capacidad de estanque 
Para la capacidad volumétrica del estanque, se observó que la correlación 
positiva más significativa se presenta con la variable “longitud de red” y “costo del 
proyecto”, siendo de 0,511 y 0,45 respectivamente. Ver la tabla a continuación.  









arranques de la 
red 
costo total de 
proyecto 
volumen estanque Correlación de 
Pearson 1 -,183 ,511
** ,143 ,450** 
Sig. (bilateral)  ,308 ,002 ,428 ,009 
altura estanque Correlación de 
Pearson -,183 1 ,196 ,151 -,033 
Sig. (bilateral) ,308  ,275 ,402 ,855 
longitud de la red Correlación de 
Pearson ,511
** ,196 1 ,390* ,399* 
Sig. (bilateral) ,002 ,275  ,025 ,022 
numero de 
arranques de la 
red 
Correlación de 
Pearson ,143 ,151 ,390
* 1 ,720** 
Sig. (bilateral) ,428 ,402 ,025  ,000 




** -,033 ,399* ,720** 1 
Sig. (bilateral) ,009 ,855 ,022 ,000  
N 33 33 33 33 33 
 




 Capacidad vs altura de estanque 
Se observa que si bien la correlación entre el volumen del estanque y la altura en 
la cual se encuentra éste es de -0,183, que corresponde no solo a un valor bajo 
sino que además habla de una relación inversa expresada mediante el signo 
negativo, esto se explica por la definición de la variable altura que considera a 
los estanque semienterrados en cota cero y al realizar el estudio de los proyectos 
en cuestión, se identifica claramente que si se requiere de un estanque 
semienterrado éste será de una capacidad mayor que si se trata de uno elevado. 
A su vez, al realizar la prueba de chi cuadrado, se obtuvo un valor de 1, 927 pero 
su valor de significación es de 0,749 lo que refleja que tienen una relación de 
dependencia fuerte entre ambas variables.  
 Altura estanque * volumen estanque 





Total baja media alta 
altura estanque baja 7 2 2 11 
media 3 1 0 4 
alta 14 3 1 18 
Total 24 6 3 33 
 
Tabla 35. Prueba Chi Cuadrado altura estanque y volumen. Fuente: Elaboración propia, SPSS. 
Pruebas de chi-cuadrado 
 Valor gl Significación asintótica (bilateral) 
Chi-cuadrado de Pearson 1,927a 4 ,749 
Razón de verosimilitud 2,098 4 ,718 
Asociación lineal por lineal 1,072 1 ,300 
N de casos válidos 33   
 
  




 Capacidad vs longitud de red 
Al realizar la prueba de Chi cuadrado para el volumen del estanque en relación a 
longitud de la red se obtuvo un valor de 11,535 y una significación de 0,021 por 
lo que se confirma que existe una relación de dependencia entre estas variables.  
 Longitud de la red * volumen estanque 




Total baja media alta 
longitud de la red baja 17 1 0 18 
media 5 2 2 9 
alta 2 3 1 6 
Total 24 6 3 33 
 
Tabla 37. Prueba Chi Cuadrado longitud de red y volumen. Fuente: Elaboración propia, SPSS. 
Pruebas de chi-cuadrado 
 Valor gl Significación asintótica (bilateral) 
Chi-cuadrado de Pearson 11,535a 4 ,021 
Razón de verosimilitud 12,359 4 ,015 
Asociación lineal por lineal 8,360 1 ,004 
N de casos válidos 33   
 Capacidad vs número de arranques 
Por último, el valor de la correlación entre el número de arranques y volumen es 
de 0,143, un valor bajo, sin embargo, al realizar la prueba de Chi cuadrado, se 
ve que existe una relación significativa. 
 Número de arranques de la red * volumen estanque 





Total baja media alta 
numero de arranques de la red bajo 17 4 1 22 
medio 6 2 2 10 
alto 1 0 0 1 
Total 24 6 3 33 




Tabla 39. Prueba Chi Cuadrado número de arranques y volumen. Fuente: Elaboración propia, SPSS. 
Pruebas de chi-cuadrado 
 Valor gl Significación asintótica (bilateral) 
Chi-cuadrado de Pearson 2,488a 4 ,647 
Razón de verosimilitud 2,538 4 ,638 
Asociación lineal por lineal ,652 1 ,419 
N de casos válidos 33   
 
 Capacidad vs costo total proyecto. 
Análogamente a los análisis anteriores, el valor de la correlación entre el volumen 
y costo total del proyecto es de 0,45 que es un valor más bien moderado, sin 
embargo, al realizar la prueba de Chi cuadrado se obtuvo un valor de 9,302 y una 
significación de 0,054 por lo que se confirma que existen una relación de 
dependencia. (Ver tablas a continuación) 
 Costo total de proyecto * volumen estanque 





Total baja media alta 
costo total de proyecto bajo 16 2 0 18 
medio 7 4 2 13 
alto 1 0 1 2 
Total 24 6 3 33 
 
Tabla 41. Prueba Chi Cuadrado costo proyecto y volumen. Fuente: Elaboración propia, SPSS 
Pruebas de chi-cuadrado 
 Valor gl Significación asintótica (bilateral) 
Chi-cuadrado de Pearson 9,302a 4 ,054 
Razón de verosimilitud 9,217 4 ,056 
Asociación lineal por lineal 6,489 1 ,011 
N de casos válidos 33   




7.3. Entrenamiento de la red 
Tal como se mencionó en el capítulo 5.5.1, para realizar el entrenamiento de la 
red, se utilizó la herramienta “incorporate case file” del programa Netica, esta 
herramienta la incorporación de las evidencias de todos los casos considerados, 
es decir los 26 proyectos que configuran la base de entrenamiento de la presente 
investigación para las dos configuraciones de red a estudiar. El resultado de este 
procesamiento se observa en las siguientes figuras, que representan a su vez las 
distribuciones de probabilidad de cada variable. 
Figura 24. Resultados entrenamiento de la Red N°1. Fuente: Elaboración propia. 




Se realizó el mismo procedimiento para la red N°2, obteniendo los resultados 
presentes en la figura a continuación. 
Figura 25. Resultados entrenamiento de la Red N°2. Fuente: Elaboración propia. 
  




7.4. Validación de la red 
Para validar la red se estableció un grupo de control, tal como se explicó en el 
apartado 6.1.3.Luego, con la información detallada de los proyectos de: El Salto, 
El Manao, Marriamo, Ponhuipa, Pancul y Punucapa, se construyó un archivo de 
texto plano con la información de cada una de las variables (Ver Figura 26). 
 
Figura 26. Resumen de estados de variables de los proyectos del grupo de control. Fuente: 
Elaboración propia. 
Posteriormente, se ejecutó el comando “Test with cases” en el programa Netica, 
para ambas redes bayesianas consideradas con el objetivo de evaluar el 
comportamiento de este grupo en relación al entrenamiento realizado 
previamente. Los resultados de validación que se muestran a continuación se 
refieren a la variable “Costo” pues es la variable de interés del presente estudio.  
Los resultados de esta validación para las otras variables se incluyen el Anexo 
N°1.  
En la Figura 27, se muestran los parámetros que permiten evaluar el grado de 
ajuste de los datos nuevos (grupo de control) para la red bayesiana N°1. 
Figura 27. Resultado validación grupo de control para variable costo en Red bayesiana N°1.Fuente: 
Elaboración propia, Netica. 




Se realizó la misma prueba de validación para la red bayesiana N°2, y los 
resultados obtenidos se muestran en la Figura 28. 
Figura 28. Resultado validación grupo de control para variable costo en Red bayesiana N°2.Fuente: 
Elaboración propia, Netica. 
Se presenta una tabla resumen de los valores de los parámetros de validación 
obtenidos para ambas redes, desde donde podemos observar que tanto la 
pérdida logarítmica como la cuadrática hay una leve mejoría en la red bayesiana 
N°2, y al comparar los valores obtenidos en relación al rango de variación de 
dichos parámetros estos son aceptables. Ver Tabla 42. 
Tabla 42. Comparación de parámetros de validación. Fuente: Elaboración propia. 
    Valor observado 
Parámetro Referencia Red N°1 Red N°2 
Pérdida logarítmica 0-infinito 1,069 0,9148 
Pérdida cuadrática 0-2 0,6465 0,5406 
Compensación esférica 0-1 0,5948 0,6846 
7.5. Predicción de la red 
Para evaluar la predicción de la red, el programa Netica somete al conjunto de 
datos nuevos al algoritmo confusión matrix, que posee tantas filas y columnas 
como estados contenga la variable. El error de la predicción se observa en 
aquellos valores que se encuentran fuera de la diagonal principal; todo esto se 
realiza mediante el comando “test with cases”. Los resultados de las predicciones 
para ambas redes bayesianas se observa en la Figura 29 y la Figura 31. 
Adicionalmente, Netica permite realizar un procesamiento de casos mediante la 
ejecución de un archivo de texto plano, en el cual se solicitan los comandos a 




evaluar, requiere además del archivo de grupo de control y por último crear un 
archivo para la salida de la información.  
Figura 29. Predicción realizada para la Red Bayesiana N°1. Fuente: Elaboración propia. 
Se presenta a continuación la comparación realizada entre el pronóstico 
realizado a través de Netica vs lo realmente observado en cuanto a costo para 
los proyectos del grupo de control. (Ver Figura 30). 
Figura 30.Comparación costo real vs pronóstico de la red N°1. Fuente: Elaboración propia. 
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Como se ve en la figura precedente, el pronóstico para el costo probable falla en 
uno de los proyectos del grupo de control, en que Netica estima que el costo 
probable para el grupo de control en la topología de la red N°1, debiera ser de 
costo bajo para 4 proyectos y 1 en costo medio y uno en costo alto, sin embargo, 
en la realidad se observa un costo bajo para 4 proyectos del grupo de control y 
dos proyectos en costo alto. Los proyectos donde falla el pronóstico 
corresponden a “El Salto” y “Pancul”. El error en la estimación de “El Salto” se 
puede deber a que dadas las características del estudio de calidad de agua, se 
requirió un filtro especial para abatimiento de fierro, lo que incide en el costo total 
del proyecto. El otro proyecto con el cual hay discrepancia entre el pronóstico y 
la realidad, es el de Pancul, al revisar la memoria técnica, se halló que este 
proyecto contempló una red de impulsión con cribas de acero de 800 m 
aproximadamente, además, de un filtro de abatimiento de manganeso; estas dos 
características inciden directamente en el aumento del costo del proyecto.  
En ambas redes consideradas, la predicción falla en un solo caso que 
corresponde a un proyecto en que la red predijo que tendría un costo bajo, sin 
embargo lo que observa en los datos del grupo de control es que posee un costo 
en el intervalo medio.  
Figura 31. Predicción realizada para la Red Bayesiana N°2. Fuente: Elaboración propia. 
  




Análogo al caso anterior se presenta un gráfico comparativo entre el pronóstico 
y los valores de costo real del grupo de control de la red N°2. (Ver Figura 32). 
Figura 32.Comparación costo real vs pronóstico de la red N°2.Fuente: Elaboración propia. 
Al comparar el pronóstico entregado por la red N°2 para los proyectos del grupo 
de control con los valores reales de esos proyectos, se observa que el proyecto 
N°5, correspondiente a “Pancul” posee un costo alto en la realidad, sin embargo, 
el pronóstico de la red N°2 indica que su costo probable es bajo. Este error en la 
predicción se puede originar en que dicho proyecto contempla un filtro adicional 
para el agua potable, lo que incide en el costo final del proyecto. 
 
bajo medio alto
costo real 4 0 2



























8. Conclusiones  
A continuación se presentan las conclusiones del estudio. 
 Se determinó el costo más probable de un proyecto de agua potable rural, 
cuantificando la incertidumbre a partir de un modelo probabilístico. 
 Identificación variables 
Al realizar el estudio de costos asociados a proyectos de agua potable rural 
ejecutados en la Región de los Ríos, se identificó un total de 8 variables comunes 
a todos los proyectos y que son el reflejo del trabajo de diseño aplicado a este 
tipo de soluciones de abastecimiento de agua en localidades rurales. Estas 
variables son: tipo captación, materialidad de la estructura del estanque, tipo de 
estanque, volumen, altura de emplazamiento, número de arranques, longitud de 
la red y costo total proyecto. Estas variables fueron analizadas mediantes 
correlaciones y pruebas de chi cuadrado, encontrándose que si bien en el estudio 
de correlaciones los factores obtenidos eran moderados o bien bajos para 
establecer a priori una relación de dependencia significativa. Esta apreciación 
cambiaba al someterlas a pruebas de chi cuadrado, que entrega mejor 
información respecto a las relaciones de dependencia para variables cualitativas 
y que se observó era concordante con la realidad de los proyectos estudiados.  
El estudio de dependencias entre variables permitió establecer los arcos entre 
variables y que hacen posible construir el grafo de las redes bayesianas en 
estudio. 
 Costo probable de proyectos a partir de redes bayesianas 
La utilización de redes bayesianas para la estimación del costo probable de 
proyectos de agua potable rural, se realizó a través de los proyectos del grupo 
de control, puesto que se conocían todos los estados de entrada para cada una 
de las variables, lo que permitía comparar el pronóstico con lo observado en el 
costo real del proyecto. A su vez, es necesario señalar que carece de sentido 
crear nuevos casos ficticios pues no se podría comparar el resultado de la 




estimación con el valor real del nuevo caso. No obstante, el software utilizado 
contiene la opción de simulación de casos.  
Respecto a las dos configuraciones de redes bayesianas consideradas, se 
observó al momento de evaluar el error en la predicción (confusión matrix) ambas 
presentan el mismo valor, es decir, Error Rate de 0,167, sin embargo, al revisar 
los valores de los parámetros de validación de las redes se tiene que la red 
bayesiana N°2 presenta una mejoría en los estadísticos pérdida cuadrática y 
compensación esférica, por lo que la red bayesiana N°2 modela mejor el 
comportamiento de los datos. Además, al utilizar la herramienta procesamiento 
de casos se puede visualizar más claramente lo que ocurre con cada uno de los 
proyectos, haciendo posible identificar cuál es el proyecto en el cual falla la 
predicción. A partir de la comparación entre el pronóstico y la realidad en lo 
referente a los costos es posible inferir que el error del pronóstico de la red se 
puede deber a la presencia de variables latentes u ocultas como son la existencia 
de impulsiones o de filtros adicionales en el tratamiento del agua, elementos que 
aumentan el costo total de los proyectos de agua potable rural. 
 Funcionalidad de redes bayesianas para estudio de este tipo de proyectos 
El potencial de las redes bayesianas para el manejo de información disponible 
en este tipo de proyectos es enorme, puesto que a medida que se incrementen 
los datos disponibles será posible incluso que aparezcan nuevas variables las 
que al ser incorporadas a la red permitan que ésta continúe su aprendizaje, lo 
que redundará en una mejor estimación del costo. No se debe olvidar que la 
potencialidad de las redes bayesianas radica en su capacidad de aprendizaje 
desde los datos y que permite trabajar con variables de tipo cuantitativo y/o 
cualitativo. 
 Comentarios generales  
Dentro de las dificultades encontradas en el desarrollo de la presente 
investigación se puede señalar la escasa bibliografía de redes bayesianas 




aplicadas a sistemas de abastecimiento de agua, por lo que se debió revisar 
documentos de redes bayesianas aplicadas en otros campos de la ciencia como 
son la medicina, psicología o estudios bancarios que permitieron formar una idea 
general para estructurar el presente trabajo. 
Otra de las dificultades, fue contar con un número de datos relativamente 
pequeño, 33 proyectos en total, sin embargo de acuerdo al catastro de 
infraestructura rural que proporciona el Ministerio de Obras Públicas, la Región 
de Los Ríos cuenta con 74 servicios de abastecimiento de agua y se proyecta la 
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