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maximal dimension of a real vector space V ⊂ X ∪ {0}. The results
are obtained, via K-theory, by studying a bundle map induced by
the adjunction of matrices.
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1. Introduction: real subspaces of matrices
Let n > 0 be a positive integer and denote byCn×n the space of n × n complexmatrices. Let H and
R be respectively the real subspaces of Cn×n of hermitian and real matrices:
H = {A ∈ Cn×n| A = AT }, R = {A ∈ Cn×n| A = A},
dimH = dim R = n2.

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Deﬁnition 1.1. For any vector subspace V ⊂ Cn×n, theminimal rank of V is the positive integer
mV = min
A∈V\{0} rank A.
Let nowHm andRm be respectively the sets of linear subspaces of H and R having minimal rankm.
Deﬁnition 1.2. Fixed integers n > 0 and 0 < m n, set
hn,m = max
V∈Hm
dim V and rn,m = max
V∈Rm
dim V .
Note that hn,n  hn,n−1  · · · hn,1 = n2 and similarly for rn,m.
We consider the following:
Problem 1. Compute or give an estimate of hn,m and rn,m.
For n ∈ N, factorise n = 2a+4b(2k + 1)with a, b, k ∈ N, 0 a 3, and deﬁne the real and complex
Radon–Hurwitz numbers as ρ(n) = 2a + 8b, ρC(n) = 2(a + 4b) + 2. In [1,2] Adams and coauthors
show, by determining themaximal number of everywhere independent vector ﬁelds on a sphere, that
rn,n = ρ(n) and hn,n = ρC(n/2) + 1. In this paper we prove:
Theorem 1. If n > 0 is an even integer, then
hn,n−1  ρC(n) and rn,n−1  ρC(n)
and, if 8 divides n, then rn,n−1 = ρC(n) = ρ(n).
Our interest in dealing with spaces of hermitian matrices of rank bounded from below primarily
arised by studying the kernel of the cup-product map Λ2H1(X,C) → H2(X,C) of a compact Kähler
variety X without Albanese ﬁbrations (see the author and Pirola in [7]).
The problemposed in this paper is, however, a particular formulation of the followingmore general
question: given a set X of (real or complex) matrices verifying some algebraic conditions such as
e.g. symmetry or boundedness of rank, what is the maximal dimension of a linear subspace V ⊂
X ∪ {0}?
This question has an interest on its own since it naturally arises in many different settings. In its
original formulation (concerning real invertible matrices) it is equivalent to the problem of ﬁnding
everywhere independent vector ﬁelds on a sphere and has been solved, as said before, by Adams and
others in [1,2]. For symmetric invertiblematrices it is related to spectral problems and PDE’s (see [11]).
In the case of real rectangular matrices of maximal rank it is related to the existence of bilinear non-
singular maps Rk × Rn → Rm generalizing the multiplication map of the classical division algebras
overR (see [12,5,14]). In the case of constant rank matrices it is related to the geometric dimension of
vector bundles over the projective space, hence to immersion problems (see [3,4,6,15–17,20]).
The proof of our theorem is based on the following considerations: ifA ∈ Cn×n is a real or hermitian
matrix of rank  n − 1, then its adjoint matrix A∗ is not zero and ψ(A) = A + i(A∗)T is invert-
ible. When n is even, ψ(−A) = −ψ(A) and, if V is any real linear space of such matrices, the map
ψ : V \ {0} → GLn(C) induces an isomorphism between the trivial vector bundle Cn and n times
the complex tautological bundle over P(V). Reading this isomorphism in the ring of reduced K-
theory of P(V), one obtains an algebraic relation between n and dim V which implies the stated
estimate.
The paper is therefore organized in two sections: in the ﬁrst one we recall the principal results
about the structure of the K-theory ring for the projective space and we give a method for relating
linear spaces of matrices to bundle maps. In the second part we prove our statements about adjoint
matrices and conclude the proof of the theorem.
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2. Preliminary statements
For the main cited results about K-theory refer to [1] or to [13]; for the deﬁnition and properties of
odd maps in this setting, the main references are [11,9].
2.1. K-theory and Radon–Hurwitz numbers
LetRPd−1 be the real projective space of dimension d − 1, ξ its tautological vector bundle andRk ,
Ck the real and complex trivial bundles of rank k. Denote ξ ⊗ C (the complexiﬁcation of ξ ) by ξC and
remark that ξC = ξ ⊕ ξ and ξ ⊗ ξ = R.
Recall that the ring of reduced complex K-theory K˜C(RP
d−1) is the ring of formal differences
[E] − [Ck] of (isomorphism classes of) complex vector bundles over RPd−1 such that E has rank k.
Proposition 2.1. The ring K˜C(RP
d−1) is isomorphic to the polynomial ring Z[μ] with the following
relations
μ2 = −2μ, (1)
μg(d)+1 = 0, g(d) = integer part of d − 1
2
. (2)
The isomorphism is given by the identiﬁcation μ = [ξC] − [C].
Using the above identiﬁcation of rings, we can show the following property relating the ring
structure to the complex Radon–Hurwitz numbers:
Proposition 2.2. For any positive integer n,
nμ = 0 in K˜C(RPd−1) ⇐⇒ d ρC(n).
Proof. First of all, remark that relation (2) can be equivalently written (using relation 1) as 2g(d)μ = 0
so that nμ = 0 if and only if n is an integermultiple of 2g(d). Write now n = 2a(2k + 1)with a, k ∈ N,
then
d ρC(n) = 2a + 2 ⇔ a d − 1
2
− 1
2
⇔ a g(d),
where the last equivalence is given by the fact that a is an integer and g(d) is either (d − 1)/2 or
(d − 1)/2 − 1/2 according to the parity of d. In conclusion,
nμ = 0 ⇔ 2a(2k + 1)μ = 0 ⇔ a g(d) ⇔ d ρC(n). 
2.2. Odd maps
Deﬁnition 2.3. Any map ψ : Sd−1 → Cn×n verifying the relation ψ(−x) = −ψ(x) is called an odd
map.
Proposition 2.4. Any odd map ψ induces a morphism of vector bundles over RPd−1 :
Ψ : Cn → nξC deﬁned locally as Ψ ([x], v) = ([x],ψ(x)v).
Moreover, if ψ(x) has rank r for any x, then K = kerΨ and C = cokerΨ are well-deﬁned vector bundles
and the following isomorphism holds:
K ⊕ nξC = Cn ⊕ C. (3)
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Proof. Consider the map
Ψ ′ : Sd−1 × Cn → Sd−1 × Cn, Ψ ′(x, v) = (x,ψ(x)v).
Since ψ is odd, Ψ ′ is equivariant with respect to the actions of R∗ on Sd−1 × Cn given by
fλ(x, v) =
(
λ
|λ|x, v
)
, gλ(x, v) =
(
λ
|λ|x, λv
)
, λ ∈ R∗.
The map induced by Ψ ′ by passing to the quotients is exactly Ψ , indeed:
Sd−1 × Cn
fλ
= RPd−1 × Cn and S
d−1 × Cn
gλ
= n(ξ ⊕ ξ) = nξC.
Isomorphism (3) is a consequence of the fact that any exact sequence of vector bundles splits. 
With this setting, we can prove the main theorem of Adams, Lax and Phillips in [2]:
Theorem 2.5. If V is a real vector space such that V \ {0} ⊂ GLn(C), then dim V  ρC(n).
Proof. Apply Proposition 2.4 to the following setting: d = dim V , Sd−1 the unit sphere of V andψ the
induced inclusion (which trivially is an odd map)
Sd−1 ⊂ V \ {0} ⊂ GLn(C) ⊂ Cn×n.
In this caseψ(x) is always an invertible matrix, then isomorphism (3) becomes nξC = Cn. In the ring
K˜C(RP
d−1) this means that n times the generatorμ is zero, hence, by Proposition 2.2, d ρC(n). 
3. Adjoint matrices
For a squarematrix A ∈ Cn×n, let Ah,k be the submatrix obtained from A by deleting its hth row and
kth column and denote by Ac the transpose of the adjoint of A, that is:
(Ac)h,k = (−1)h+k det Ah,k.
Observe that A(Ac)T = det(A)I.
We deﬁne a map
ψ : Cn×n → Cn×n by setting ψ(A) = A + iAc,
thebardenotingcomplexconjugationand i2 = −1. It is clear fromthedeﬁnitionofAc that if rank A n −
2, then ψ(A) = A. Now set:
Z = {A ∈ Cn×n| rank A n − 1, det A /= ir, r < 0}
and remark that both the spaces H and R (of hermitian and real n × nmatrices) are subsets of Z .
Proposition 3.1. For ψ as above, ψ(Z) ⊂ GLn(C)
Proof. By contradiction, take A ∈ Z and v ∈ Cn, v /= 0 such that
ψ(A)v = Av + iAcv = 0. (4)
Multiplying this equation on the left by A
T
gives
A
T
Av + i det(A)v = 0 (5)
Then, since v /= 0, Eq. (5) says that −i det(A) is an eigenvalue of the hermitian matrix ATA and is a
fortiori real and not negative. This means that det(A) = ir with r  0 and, since A ∈ Z , the equality
det(A) = 0 = det(A) holds. Eq. (5) becomes ATAv = 0 and, after left multiplication by v¯T ,
v¯TA
T
Av = ‖Av‖ = 0.
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As a consequence, Eq. (4) reads
Av = Acv = 0. (6)
Fromthe fundamental property of the adjointmatrixA(Ac)T = det(A)I = 0 it follows that the columns
of (Ac)T belong to the null space of Awhich is, by Eq. (6), spanned by v. Then, Acv = 0 implies
Ac(Ac)T = 0,
that isAc = 0but this is impossible since rank A n − 1 forces at least one element ofAc to be different
from zero. 
Remark 3.2. Set X = {A ∈ Cn×n| rank A n − 2}. It is interesting to observe that the family of maps
ψs : Cn×n → Cn×n, ψs(A) = A + s iAc, s ∈ R
realizes, for 0 s 1 a homotopy from the identity id(A) = A to ψ = ψ1, ﬁxing the algebraic variety
X pointwise. Moreover, for any s > 0, ψs(Z) ⊂ GLn(C).
Multilinearity of the determinant implies:
Proposition 3.3. If n is even, then ψ(−A) = −ψ(A).
Proof. It is adirect consequenceof the fact that thesubmatricesAh,k haveoddorderhencedet(−Ah,k) =− det(Ah,k) and consequently (−A)c = −Ac. 
We can now prove:
Proposition 3.4. If V is a real vector space such that V \ {0} ⊂ Z and n is even, then
dim V  ρC(n).
Proof. The restriction of ψ to the unit sphere of V is an odd map
ψ : Sd−1 → GLn(C), d = dim V;
by Proposition 2.4, ψ induces an isomorphism of vector bundles over RPd−1:
Cn = nξC.
In the ring of reduced complex K-theory K˜C(RP
d−1) this isomorphism means that n times the
generator μ is zero, hence Proposition 2.2 implies d ρC(n). 
As a corollary it follows:
Theorem 3.5. If n is even, then
hn,n−1  ρC(n) and rn,n−1  ρC(n).
Proof. This is due to the remark that both H and R are subsets of Z. 
3.1. Some remarks on the estimates
Theorem 3.5 provides a very sharp estimate on the numbers hn,n−1 and rn,n−1. This is particularly
clear when we compare our result with the values of hn,n and rn,n given in [2]. Indeed, for hermitian
matrices, if we write as customary n = 2a(2k + 1) with a, k ∈ N, we get
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hn,n = ρC(n/2) + 1 = 2a + 1  hn,n−1  2a + 2 = ρC(n) (n even).
For real matrices, on the other hand, we similarly have
rn,n = ρ(n)  rn,n−1  ρC(n) (n even).
It is interesting to compare the values of ρ(n) to those of ρC(n): writing n = 2a+4b(2k + 1), with
a, b, k ∈ N and 0 a 3, we get the following
a ρ(n) ρC(n)
0 1 + 8b 2 + 8b
1 2 + 8b 4 + 8b
2 4 + 8b 6 + 8b
3 8 + 8b 8 + 8b
thus, in particular,
Proposition 3.6. If 8 divides n then rn,n−1 = ρ(n).
This proposition gives a negative answer to a question posed in [9] asking whether the inequalities
in the sequence
rn,n  rn,n−1  · · · rn,2  rn,1
were always sharp or not.
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