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Abstract
We give a pedagogical review of the computation of Gromov–Witten invariants via localiza-
tion in 2D gauged linear sigma models. We explain the relationship between the two-sphere
partition function of the theory and the Ka¨hler potential on the conformal manifold. We
show how the Ka¨hler potential can be assembled from classical, perturbative, and non-
perturbative contributions, and explain how the non-perturbative contributions are related
to the Gromov-Witten invariants of the corresponding Calabi–Yau manifold. We then ex-
plain how localization enables efficient calculation of the two-sphere partition function and,
ultimately, the Gromov–Witten invariants themselves.
This is a contribution to the review volume “Localization techniques in quantum field
theories” (eds. V. Pestun and M. Zabzine) which contains 17 Chapters available at [1]
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1 Introduction
Many of the early studies of conformal field theories in two dimensions were motivated by the
connection of these theories to perturbative string theory. When the string theory is being
compactified on a compact manifold X (typically a Calabi–Yau manifold), the resulting
conformal field theory can be described in terms of the nonlinear sigma model with target
space X . One of the interesting features of these theories is the phenomenon of mirror
symmetry [2–4]: two different Calabi–Yau manifolds X and Y can lead to conformal field
theories which are identical save for a relabeling of the action of the superconformal algebra.
The celebrated paper of Candelas, de la Ossa, Green, and Parkes [5] exploited mirror
symmetry to provide a new way to calculate instanton contributions to the sigma model (now
known as “Gromov–Witten invariants” [6,7]), appealing to the fact that instanton-corrected
correlation functions in one theory corresponded to correlation functions in the other theory
which receive no quantum corrections. This powerful method, eventually formalized as
a mathematical “Mirror Theorem” [8, 9], only works when the mirror partner of a given
Calabi–Yau manifold is known. Subsequent developments in mathematics (cf. [10]) suggest
that it should be possible to determine the Gromov–Witten invariants without recourse to
the mirror, and that has now been achieved in a physics context as well [11]. This new
physical method for finding Gromov–Witten invariants is the subject of the present review.
The method is a by-product of a recent theme in the study of supersymmetric quantum
field theories, which formulates a given theory on a sphere or product of spheres, and evalu-
ates physical quantities such as the partition function by means of localization. This theme
was pioneered in four dimensions by Pestun [12], and has subsequently been extended to a
number of different dimensions and contexts, many of which are covered in the collection of
reviews [1].
For theories in dimension two with N = (2, 2) supersymmetry, the formulation on the
two-sphere and the corresponding localization computations were carried out in [13,14]. The
authors of [11] then recognized that there was a connection between the partition function
on the two-sphere and the Zamolodchikov metric on the conformal manifold of the theory,
formulating this as a precise conjecture. They also showed how the conjecture would enable
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the calculation of Gromov–Witten invariants from the data of the partition function, without
needing a mirror Calabi–Yau manifold.
Compelling arguments in favor of the conjecture were soon given in [15, 16]. We present
here instead a more recent argument [17] which explains the result as arising from an anomaly
of the conformal field theory. We review that argument in Section 2.
In Section 3 we then discuss two kinds of sigma models: the nonlinear sigma model with
Calabi–Yau target space (including the classical Ka¨hler potential on the conformal manifold),
and the “gauged linear sigma model” of [18], which is where we shall carry out our localization
computations. Quantum corrections to the Ka¨hler potential, including the non-perturbative
corrections associated to Gromov–Witten invariants, are discussed in Section 4.
The determination of the two-sphere partition function via localization, and the corre-
sponding method for calculating Gromov–Witten invariants, is reviewed in Section 5. Finally,
in Section 6 we discuss the evaluation of the partition function via residues and show how
to obtain Gromov–Witten invariants explicitly. We have collected supplementary material
in an Appendix (Section 7).
We have drawn heavily upon [19, 20], [11], [21, 22], [17] in preparing this review.
2 Ka¨hler potentials and 2-sphere partition functions
Let us consider the exactly marginal operators for a two-dimensional conformal field theory.
These are operators OI having the property that, if added to the action with coupling
constants λI
δS =
1
π
∑
I
∫
d2xλIOI(x) , (2.1)
they leave the theory conformally invariant. The coupling constants λI parameterize the
conformal manifold M of the theory, and the two-point functions
〈OI(x)OJ (y)〉 = gIJ(λ
K)
(x− y)4 (2.2)
determine the Zamolodchikov metric gIJ on M [23].
In momentum space the two-point functions (2.2) take the form
〈OI(p)OJ(−p)〉 ∼ p4 log
(
Λ2
p2
)
. (2.3)
Having a logarithmic behavior with cutoff Λ does not violate scale invariance since any
rescaling of Λ can be compensated with a contact term. However, although they do not spoil
conformal invariance, these logarithms lead to the non-conservation of the dilatation charge
in the presence of non-vanishing background fields (the original “conformal anomaly”). This
can be detected by promoting the couplings λI to fields [24]. Then the anomaly induces a
term in the energy-momentum trace of the rough form
T µµ = gIJλ
I
λJ + · · · . (2.4)
3
In this section, we shall discuss a further conformal anomaly under variation of the 2D
metric, following [17]. This anomaly was first observed in [25], and is again consistent with
scale invariance due to the possibility of contact terms in the two-point function.
We assume as in [17] that the given conformal field theory can be regulated in a diffeo-
morphism-invariant way, including a metric γµν on the 2D spacetime as well as spacetime-
dependent couplings λI . The partition function of the theory on this spacetime then depends
on the metric and couplings, taking the form Z[γµν ;λ
I ].
We consider an infinitesimal Weyl transformation
δσγµν = 2γµν δσ (2.5)
(where the infinitesimal δσ has compact support) and ask for the corresponding variation
δσ logZ of the partition function. A precise form of the infinitesimal Weyl variation of logZ
is derived in [25] and takes the form
δσ logZ =
c
24π
∫
d2x δσ
√
γ R− 1
4π
∫
d2x δσ
√
γ gIJ γ
µν∂µλ
I∂νλ
J , (2.6)
where R is the Ricci scalar. The first term is a universal contribution due to the central
charge c of the theory. It is argued in [17] that no anomalies other than (2.6) are possible.
The “conformal anomaly” functional (2.6) describes a sigma model with target space
M, and is not the Weyl variation of any local counterterm. It is therefore cohomologically
nontrivial.
There is an allowed local counterterm of the form∫
d2x
√
γ RF (λI) (2.7)
whose Weyl variation is
δσ
∫
d2x
√
γ RF (λI) = −2
∫
d2x
√
γ (δσ)F (λI) . (2.8)
Thus, (2.6) can be shifted by terms of the form (2.8).
In the case of an N = (2, 2) theory,1 exactly marginal operators can either be chiral or
twisted chiral:
δS =
1
π
∫
d2x
(∑
I
λI
∫
d2θOI(x, θ) +
∑
A
λ˜A
∫
d2θ O˜A(x, θ) + c.c.
)
, (2.9)
where OI is chiral and O˜A is twisted chiral. The analysis in [17] assumes that the parameters
λI and λ˜A can be promoted to background chiral and twisted chiral superfields respectively,
and we make the same assumption.
1We establish some notation and properties for these theories in an Appendix (Section 7).
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We wish to supersymmetrize the conformal anomaly (2.6) and the counterterm (2.7). In
order to do so, we place the theory in curved superspace [26]. The possibilities for doing
so with N = (2, 2) supersymmetry were analyzed in [27, 28], and amount to a coupling to
supergravity.
There are two distinct supergravities to which we could couple, known as U(1)V and
U(1)A [29]; the label indicates whether the U(1) symmetry preserved in the Poincare´ su-
pergravity theory is vector or axial. From the point of view of the N = (2, 2) SCFT, the
theory has an R-symmetry of the form U(1)V × U(1)A, and we can couple either factor
(but not both) to a background gauge field. As in [17], we assume2 that the theory can
regularized so as to preserve diffeomorphism invariance, supersymmetry, and either U(1)V
or U(1)A; once this is done, the other R-symmetry cannot be preserved by the regularization
scheme. In particular, our assumptions imply that there are no gravitational anomalies and
that cL = cR.
Since every two-dimensional metric is conformally flat, the conformal factor σ may be
used to specify the metric. When we supersymmetrize, the conformal factor becomes part of
a superfield. In the case of U(1)A supergravity, it is the scalar in a chiral superfield Σ while
in the case of U(1)V supergravity it is the scalar in a twisted chiral superfield Σ˜.
3 We will
focus on the case of U(1)V in this discussion, although a similar discussion holds for U(1)A
(and was carried out in [17]).
The supersymmetrization of the conformal anomaly (2.6) is straightforward. In the
regularization which preserves U(1)V it takes the form
δΣ˜ logZV =
c
24π
∫
d2x d4θ (δΣ˜ + δΣ˜)(Σ˜ + Σ˜)− 1
4π
∫
d2x d4θ
(
δΣ˜K(λ, λ, λ˜, λ˜) + c.c.
)
,
(2.10)
using superconformal gauge. In fact, the classification of anomalies allows one to conclude
[17] that K is real and
K = Kc(λ, λ)−Ktc(λ˜, λ˜) , (2.11)
so that M = Mc × Mtc is metrically a product.4 The Ka¨hler potential on Mc is Kc
which depends only on the chiral parameters and the Ka¨hler potential on Mtc is Ktc which
depends only on the twisted chiral parameters. We conclude that the conformal anomaly
can be written in the form
δΣ˜ logZV =
c
24π
∫
d2x d4θ (δΣ˜ + δΣ˜)(Σ˜ + Σ˜)
− 1
4π
∫
d2x d4θ (δΣ˜ + δΣ˜) (Kc(λ, λ)−Ktc(λ˜, λ˜)) .
(2.12)
2This issue is discussed in detail in [27] building on the general framework of [26] (see also [30]).
3If there is any danger of confusion, we shall indicate the R-symmetry in our notation and refer to these
superfields as ΣR or Σ˜R.
4This product structure holds at smooth points; at certain singular points we may need to take the
quotient of the product by a finite group [31, 32].
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We also need a supersymmetric version of the allowed local counterterm. In the U(1)V
case this takes the form [16]
SV =
1
4π
∫
d2x d2θ R˜F (λ˜) + c.c. = 1
4π
∫
d2x d4θ Σ˜F (λ˜) + c.c. (2.13)
where R˜ = D2Σ˜ is the twisted chiral curvature superfield in superconformal gauge. The
counterterm (2.13) depends only on the twisted chiral parameters λ˜ and the dependence is
holomorphic. Under a super-Weyl transformation,
δΣ˜SV =
1
4π
∫
d2x d4θ
(
δΣ˜F (λ˜) + δΣ˜F (λ˜)
)
. (2.14)
The effect of adding a local counterterm of the form (2.13) is to shift the twisted chiral
Ka¨hler potential
Ktc → Ktc + F (λ˜) + F (λ˜) . (2.15)
The chiral Ka¨hler potential Kc is unchanged by the addition of counterterms.
The conformal anomaly will affect the partition function whenever the theory is placed
on a curved manifold with non-trivial topology. In particular, for compactification on a
two-sphere, both the dependence on the radius (via the central charge) and the radius-
independent part of the anomaly will be visible in the partition function. If we compactify
so as to preserve the U(1)A symmetry, the partition function will detect Kc(λ, λ) and be
independent of λ˜; on the other hand, if we compactify so as to preserve the U(1)V symmetry
(as we will do here), the partition function takes the form
ZS2 =
(
r
r0
)c/3
e−Ktc(λ˜,λ˜) (2.16)
(where r0 is a fixed scale), as conjectured in [11].
5 This quantity is independent of scale and
can be calculated in the ultraviolet, for example on a gauged linear sigma model, or directly
in the infrared.
3 Metrics on conformal manifolds
We now introduce two classes of N = (2, 2) theories which give rise to conformal theories in
the infrared.
3.1 Nonlinear sigma models
A nonlinear sigma model whose target is a Calabi–Yau manifold X of complex dimension n
is a 2D quantum field theory with N = (2, 2) supersymmetry which is expected to flow to
5The radial dependence was suppressed in [11].
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a conformal theory of central charge c = 3n in the infrared. In fact, the β-function of such
a theory vanishes at one-loop, although there are in general higher loop corrections [33].6
We choose the action of the N = (2, 2) algebra on the nonlinear sigma model in such a way
that the chiral marginal operators correspond to the harmonic (n − 1, 1)-forms on X , and
the twisted chiral marginal operators correspond to the harmonic (1, 1)-forms. Thus, the
chiral conformal manifold Mc corresponds to the “moduli space of X” studied in algebraic
geometry which specifies the possible complex structures on X . The twisted chiral conformal
manifold Mtc, however, has no straightforward identification in mathematics. Near the
“large radius limit” boundary point it is parameterized by the choice of complexified Ka¨hler
form on X , which is a complex combination of the Ka¨hler form ω and the Kalb–Ramond
two-form field B (which is only well-defined up to shifts by an integral two-form). For
this reason, Mtc is sometimes referred to as the “complexified Ka¨hler moduli space,” with
coordinate t = iω +B.
The Zamolodchikov metric on the chiral conformal manifold Mc can be identified [35]
with the Weil–Petersson metric which was described by Tian [36] and Todorov [37]. For
this description, we consider the family of complex manifolds X π→Mc corresponding to the
variation of complex structure, and let Ω be a nonvanishing relative holomorphic n-form on
π−1(U) over an open set U ⊂Mc. Then the function
Kc := − log
(
in
2
∫
X
Ω ∧ Ω
)
, (3.1)
which is a real-valued function on U , is a Ka¨hler potential for the Zamolodchikov metric
restricted to U . Any other choice of Ω takes the form e−FΩ for a nonvanishing holomorphic
function e−F on U . If we make such a change, then
− log
(
in
2
∫
X
Ω ∧ Ω
)
7→ − log
(
in
2
∫
X
e−F−FΩ ∧ Ω
)
= − log
(
in
2
∫
X
Ω ∧ Ω
)
+ F + F ,
(3.2)
as expected for a Ka¨hler potential. Due to some powerful non-renormalization theorems
[24, 38], this formula for the Ka¨hler potential on Mc is not subject to quantum corrections.
On the other hand, the twisted chiral conformal manifoldMtc has a classical approxima-
tion in terms of the Ka¨hler cone KX of X , complexified to H2(X,R) + iKX by the inclusion
of the Kalb–Ramond field. In the simplest case,7 there are line bundles Lj whose first Chern
classes c1(Lj) form a basis for H2(X,Z) and also generate the Ka¨hler cone:
KX = R>0 c1(L1) + · · ·+ R>0 c1(Ls). (3.3)
If t1, . . . , ts are the corresponding complex coordinates on H
2(X,R) + iKX , then e2πit1 ,
. . . , e2πits are local coordinates on the twisted chiral conformal manifold. With respect to
6In spite of these perturbative corrections, one still expects a CFT in the infrared [34].
7Other cases can be handled by expressing KX as a union of such “integer basis” cones up to automor-
phism; see [39].
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these coordinates, the Ka¨hler potential for the Zamolodchikov metric onMtc has a classical
expression
Ktc = − log
(
1
(2π)n
exp
(∑
tjFj
)
∧ exp
(∑
tjFj
))
+ · · · , (3.4)
where Fj is the curvature of a connection on the bundle Lj, expressed as a 2-form (with
indices suppressed), and the exponential is computed as a power series in which differential
forms of even degree are multiplied using the wedge product.
Using the fact that Lj := c1(Lj) is an integral cohomology class represented by the
differential form i
2π
Fj, (3.4) can be rewritten in terms of integral cohomology (evaluated on
the fundamental homology class [X ]) as
e−Ktc =
(
exp
(∑
2 Im(tj)Lj
))
[X ] + · · · (3.5)
where in this formula, the multiplication in the power series expansion is represented by cup
product. Only the term in the exponential of degree n contributes to this classical expression,
which can be written as
e−Ktc =
1
n!
(∑
2 Im(tj)Lj
)n
[X ] + · · · (3.6)
and depends on the intersection pairings among the integral divisors Lj, which are specified
by the cohomology ring of X .
In either form, this classical expression is subject to both perturbative and non-perturbative
corrections, to be discussed in the next section.
3.2 Gauged linear sigma models
Another approach to conformal field theories on Calabi–Yau manifolds is to start with a
Lagrangian theory in the UV known as a gauged linear sigma model [18].
A gauged linear sigma model (GLSM) is formulated in N = (2, 2) superspace, and
involves a compact gauge group G as well as N chiral matter multiplets transforming in
a representation Ψ : G → U(N). We denote the corresponding representation of the Lie
algebra g of G by ψ : g→ u(N), so that8
Ψ(e2πiY ) = e2πiψ(Y ) (3.7)
for Y ∈ g. To streamline our later analysis, we fix a Cartan subgroup H ⊂ G (i.e., a
maximal connected abelian subgroup) with corresponding Cartan subalgebra h ⊂ g, and
choose coordinates φJ on the complex vector space CN such that each φJ is a simultaneous
eigenvector for Ψ|H . The eigenvalues of ΨH can be specified by means of the weight lattice
8We follow the usual physics convention of putting an i in the exponential map so that the Lie algebra
consists of Hermitian operators. We also put a factor of 2pi to clarify the integral structure.
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Λwt ⊂ h∗ of G, which gives the eigenvalues for the corresponding representation of h. That
is, for each φJ there is a weight vector wJ ∈ Λwt ⊂ h∗ such that for h = e2πiY ∈ H ,
Ψ(h)(φJ) = e
2πiwJ ·Y φJ , (3.8)
using a dot to denote the pairing between h∗ and h.
One of the interaction terms in the Lagrangian is specified by means of a G-invariant
“superpotential” polynomialW (φ1, . . . , φN). We will also construct a term in the Lagrangian
from Lie algebra characters ξ : g→ u(1) which arise from one-dimensional representations Ξ :
G→ U(1). It is convenient to choose a basis ξ1, . . . , ξk for the lattice of such characters. All
of these characters are trivial on the commutator [g, g] and so factor through the projection
to the abelianization a = g/[g, g].
To construct the GLSM, we begin with N chiral superfields ΦJ (i.e., satisfying D+ΦJ =
D−ΦJ = 0) interacting via the holomorphic superpotential W (Φ1, . . . ,ΦN). The model is
invariant under the action ofG (via Ψ) on CN and we gauge this action, preservingN = (2, 2)
supersymmetry, by introducing a g-valued vector multiplet V with invariant field strength
Σ = 1√
2
D+D−V . This last field is twisted chiral, which means that D+Σ = D−Σ = 0. We
include a topological theta angle ϑ and a Fayet–Iliopoulos D-term with coefficient ζ , each
taking values in9 a∗ = Ann([g, g]) ⊂ g∗. These terms are naturally written in terms of the
complex combination10 τ = iζ + 1
2π
ϑ or its exponential z = e2πiτ = e−2πζ+iϑ. We introduce
a pairing between a∗ and g defined by
〈τ,Σ〉 :=
∑
τa trξa(Σ), (3.9)
which is independent of the choice of basis. The resulting Lagrangian density is
L =
∫
d4θ
(
‖eψ(V )Φ‖2 − 1
4e2
‖Σ‖2
)
+
(∫
dθ+dθ−W (Φ1, . . . ,ΦN ) + c.c.
)
(3.10)
+
(
i√
2
∫
dθ+dθ¯−〈τ,Σ〉+ c.c.
)
,
where for simplicity of notation, we have set all gauge couplings of irreducible factors of G
to a single value e. The marginal couplings of these theories are the coefficients11 of the
superpotential (for Mc) and the choice of D-term coefficient and θ-angle (for Mtc).
We will assume that these theories admit both a vector-like symmetry U(1)V and an
axial-like symmetry U(1)A. In flat space, a given action of U(1)V × U(1)A may be modified
9Globally, as discussed in [40–42], we should identify e−2piζ+iϑ with an element of Hom(pi1(G),C∗)G0 ,
where G0 is the connected component of G.
10Both τ and z are local coordinates on the twisted chiral conformal manifold. To avoid cluttering our
formulas, we suppress the “tilde” on these variables which should be present for consistency with the notation
of Section 2.
11More precisely, the coefficients account for the marginal chiral couplings with some redundancy; see [43]
or [20] for an account of this.
9
by a global symmetry but on S2, changing the charges of the fields (other than by adding
gauge charges) produces a distinct theory [13, 14]. For this reason, we shall regard the
specification of these charges as part of the data of the theory. We design our choice with
the expectation that, should the theory flow to a superconformal theory in the IR, the
specified U(1)V × U(1)A will become the R-symmetry which is part of the superconformal
algebra. In general we allow these R-charges to be rational numbers, although for many
purposes it is best if they are integers up to gauge transformation. We will study this theory
on S2 preserving the U(1)V symmetry, in order to analyze the metric on the twisted chiral
conformal manifold.
Having specified an R-charge q ∈ Q for a given superfield, the general form of the vector-
like symmetry is
eiαFV : F(xµ, θ±, θ¯±) 7→ eiαqF(xµ, e−iαθ±, eiαθ¯±) (3.11)
while the general form of the axial-like symmetry is
eiβFA : F(xµ, θ±, θ¯±) 7→ eiβqF(xµ, e∓iβθ±, e±iβ θ¯±) . (3.12)
Note that the superpotential, if nonzero, must have R-charge 2.
In flat space, such a symmetry can have an anomaly in the presence of gauge fields. A
quick computation [18,19] shows that the anomaly is given by a function on the Lie algebra
proportional to V 7→ tr(ψ(V )); we require that this vanish identically so that the symmetries
are not anomalous. Since the action of the continuous part of G on the monomial Φ1 · · ·ΦN
is via exp(tr(ψ(V ))), this is the same as requiring that Φ1 · · ·ΦN be invariant under the
continuous part of the gauge group G. In addition, in order to ensure integral R-charges
up to gauge transformation, we require that Φ1 · · ·ΦN be invariant under the entire group
G [44]. In other words, we must require that
Ψ(G) ⊂ SU(N), (3.13)
and we will impose that requirement henceforth.
Finally, using the R-symmetry and calculating as in [45], one finds that the central charge
c of the fixed-point CFT is determined by
c
3
= d−
N∑
J=1
qJ , (3.14)
where the sum extends over all of the chiral superfields, and where d is the difference between
the number of chiral fields and the number of gauge fields.
3.3 Phases of an abelian GLSM
As explained in detail in [18], a GLSM with an abelian gauge group and an anomaly-free
R-symmetry (i.e.,
∑
wJ = 0) can be described very explicitly at low energy and in many
cases coincides with a nonlinear sigma model with target a Calabi–Yau manifold. In such
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cases, the correspondence only holds when the FI-parameters are in a certain range of values,
and the typical GLSM has other phases with different low-energy descriptions in addition to
the geometric phase(s).
The low-energy analysis begins by mapping out the space of classical vacua of the theory.
The algebraic equations of motion for the auxiliary fields Da in the vector multiplets and FJ
in the chiral multiplets can be solved:
Da = −e2
(
N∑
J=1
(wJ)a|φJ |2 − ζa
)
(3.15)
FJ = −∂W
∂φJ
. (3.16)
The potential energy for the bosonic zero modes is then
U =
1
2e2
h∑
a=1
D2a +
N∑
J=1
|FJ |2 +
∑
a,b
σ¯aσb
N∑
J=1
(wJ)a(wJ)b|φJ |2 , (3.17)
where φJ , σa are the lowest components of ΦJ , Σa respectively. The space of classical vacua
is the quotient by G of the set of zeros of U .
Suppressing any solutions with σ 6= 0 (which are absent for generic values of the param-
eters), the space of solutions is
(D−1(0) ∩ Crit(W ))/G ⊂ D−1(0)/G. (3.18)
Since G is abelian, this quotient has a description as a toric variety of dimension N − h, as
we now review. The group G has a natural complexification GC in which each U(1) factor
is promoted to the complex group C∗; the action of G on V extends to an action of GC. For
any choice of FI-parameters, the space D−1(0)/G has a description as a GIT quotient
CN // GC = (C
N − Zζ)/GC, (3.19)
where Zζ is the union of all GC-orbits which do not meet meet D
−1(0). (The dependence on
the FI-parameters ζ comes from their inclusion in the D-term equation (3.15)).
The nature of the quotient space changes as ζ varies, and can be systematically described
by a construction known as the “secondary fan” [46–49]. Let J ⊂ {1, . . . , N} be a collection
of h indices such that the weight vectors {wJ , J ∈ J } are linearly independent; we wish to
know if D−1(0) contains entries in which
φJ = 0 for all J 6∈ J . (3.20)
(If so, then the corresponding orbit OJ lies in the quotient space.12) To answer this, note
that if we impose (3.20) then the D-term equations become
ζ =
∑
J∈J
|φJ |2wJ . (3.21)
12A bit more concretely, for each GJ containing ζ, the complementary set of indicies {1, . . . , N}−J labels
the coordinates for one of the toric cooridnate charts of D−1(0)/G.
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ζ1
13 14 15
16 26
(1,−2)
ζ2
23 24 25
(1, 0)
01 02
06
36 46 56
16 26
(−1, 0)
I
II
IV
III
(0, 1)
Figure 1: Secondary fan data for the example.
In other words, since all coefficients on the right side of (3.21) are nonnegative, ζ must lie in
the cone CJ in FI-parameter-space a∗ which is generated by the weight vectors {wJ , J ∈ J }.
Thus, for a given ζ ∈ a∗, to determine which orbits OJ lie in D−1(0)/G we simply
determine which cones CJ contain ζ . This decomposition into cones describes the secondary
fan, and the regions it defines in a∗ are called the phases of the GLSM.
To illustrate this construction, we work it out in a particular example13 which we will
follow throughout the paper. We use an example which has been studied extensively in the
literature [50–52], [19], [53–55].
Consider an anti-canonical hypersurface in the toric variety obtained from the weighted
projective fourfold P(1,1,2,2,2) by blowing up its singular locus. This can be described by a
GLSM as follows. Let (γ1, γ2) ∈ G = U(1)× U(1) act on the vector space C7 via
(φ0, φ1, . . . , φ6) 7→ (γ−41 φ0, γ2 φ1, γ2 φ2, γ1 φ3, γ1 φ4, γ1 φ5, γ1γ−22 φ6) . (3.22)
We specify R-charges of these fields in terms of two arbitrary rational parameters q1 and q2
to be determined later, as
field φ0 φ1, φ2 φ3, φ4, φ5 φ6
R-charge 2− 4q1 q2 q1 q1 − 2q2 (3.23)
For the superpotential, which is a G-invariant polynomial of R-charge two, we choose
W (φ0, φ1, . . . , φ6) = φ0 F(4,0)(φ1, . . . , φ6), (3.24)
13The example we use is an abelian GLSM, which does not exhibit the full power of the localization method
to compute Gromov–Witten invariants, since those invariants can also be computed by mirror symmetry for
abelian GLSMs with a geometric phase. However, we avoid some of the complications of nonabelian GLSMs
by working with this particular example.
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where F(4,0) is a generic homogeneous polynomial of bi-degree (4, 0) with respect to the gauge
group G = U(1)× U(1).
The D-term equations are
ζ1 = −4|φ0|2 + |φ3|2 + |φ4|2 + |φ5|2 + |φ6|2 , (3.25)
ζ2 = |φ1|2 + |φ2|2 − 2|φ6|2 . (3.26)
We then find the secondary fan data which is illustrated in Figure 1: for each pair {J, J ′} we
have indicated the region(s) which are included in the cone generated by wJ and wJ ′. This
leads to four phases, labeled by Roman numerals in the Figure.
Note that the cones CJ are not necessarily phase regions in and of themselves; in the
example, C16 is the union of phases I and II.
The geometry of the various quotients is best described by determining the sets Zζ which
are excluded from the quotient. If we label those sets according to phase region, then by
examining which variables are allowed to vanish together, we find that
ZI = {φ1 = φ2 = 0} ∪ {φ3 = φ4 = φ5 = φ6 = 0} (3.27)
ZII = {φ1 = φ2 = φ3 = φ4 = φ5 = 0} ∪ {φ6 = 0} (3.28)
ZIII = {φ0 = 0} ∪ {φ6 = 0} (3.29)
ZIV = {φ0 = 0} ∪ {φ1 = φ2 = 0} (3.30)
Each phase has a geometric description [19]: in phase I, we get a line bundle over the blowup
of P(1,1,2,2,2) along its singular locus, in phase II, we get a line bundle over P(1,1,2,2,2) itself, in
phase III we get C5/Z8, and in phase IV we get(
C3 ×OP1(2)
)
/Z4. (3.31)
The phase of relevance for comparison to the nonlinear sigma model is the geometric phase,
phase I.
We still must impose the F-term equations, and in doing so, we can be more specific
concerning our “generic” assumptions about the superpotential (3.24). We assume that
F(4,0)(φ1, φ2, φ3, φ4, φ5, 1) is a transverse homogeneous polynomial in 5 variables (which means
that the origin is the only common zero of the partial derivatives), and that F(4,0)(φ1, φ2, φ3, φ4, φ5, 0),
which is independent of φ1 and φ2, is a transverse homogeneous polynomial of 3 variables.
The F-term equations are
∂W
∂φJ
= 0, J = 0, . . . , 6. (3.32)
To solve the F-term equations, we note that ∂W/∂φ0 = F , and that φ0 divides ∂W/∂φJ
for J 6= 0. Thus, one solution is
φ0 = F = 0. (3.33)
If φ0 6= 0 but φ6 = 0, then (∂F/∂φj)|φ6=0 = 0 for J = 3, 4, 5, which implies (by transversality)
that
φ3 = φ4 = φ5 = φ6 = 0. (3.34)
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Moreover, there is no monomial appearing in F which involves only the variables φ1 and φ2,
so F vanishes on the locus (3.34) and we see that (3.34) provides a second solution to the F-
term equations. Finally, if φ0 6= 0 and φ6 6= 0, then the transversality of F (φ1, φ2, φ3, φ4, φ5, 1)
implies that
φ1 = φ2 = φ3 = φ4 = φ5 = 0 (3.35)
is also a solution (because there is no power of φ6 is a monomial).
In phase I, we see that that only possible solution is {φ0 = F = 0}. This defines a
hypersurface F = 0 inside the zero-section {φ0 = 0} of the line bundle. In other words,
we get a hypersurface in the blowup of P(1,1,2,2,2) along its singular locus. The requirement
(3.13) (guaranteeing anomaly-free R-symmetry and integral R-charges up to gauge transfor-
mation) is precisely the condition for the hypersurface to be Calabi–Yau. This is a general
phenomenon for toric hypersurfaces [56].
The other solutions to the F-term equations are relevant in other phases: in phase II, we
again get (3.33); in phase III, we get (3.35); and in phase IV, we get (3.34).
4 Quantum corrections to the Ka¨hler potential
In this section, we discuss quantum effects in theN = (2, 2) supersymmetric two-dimensional
nonlinear σ-model on a Calabi–Yau manifold X of arbitrary dimension. As noted above, the
Ka¨hler potential Kc on the chiral conformal manifold is not subject to corrections. However,
the Ka¨hler potential Ktc on the twisted chiral conformal manifold is subject to perturbative
corrections which have been determined in detail in [22], as well as non-perturbative instanton
corrections described in terms of Gromov–Witten invariants. We describe the perturbative
corrections both in terms of expressions in the Riemannian curvature (integrated over X)
and in terms of cohomology classes (evaluated on the fundamental homology class of X).
4.1 Nonlinear σ-model action and the effective action
Under the renormalization group an N = (2, 2) supersymmetric, two-dimensional, nonlinear
σ-model with Ka¨hler target space X (of complex dimension n), flows in the infrared to a
conformal fixed point characterized by vanishing β-functions. In this section, the β-function
of the target space Ka¨hler form is of particular interest, which vanishes at tree level but is
nonzero at one-loop:
1
α′
βi¯ = Ri¯ +∆ωi¯(α
′) = Ri¯ + α
′3 ζ(3)
48
Ti¯ +O(α
′5) . (4.1)
Here α′ is the coupling constant in the nonlinear σ-model. At leading one-loop order, the
Ricci tensor Ri¯ appears; ∆ωi¯ then comprises all higher loop corrections, which are exact
in cohomology, i.e., ∆ω = dρ with some global one form ρ on X [34, 57]. The tensor Ti¯
is the first non-vanishing subleading correction at four loops [58], which has been explicitly
calculated in [59]. (The five-loop correction at order O(α′4) has been shown to vanish [60].)
Thus, at leading order the vanishing β-function βi¯ = 0 requires a Ricci-flat Ka¨hler metric
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and hence a Calabi–Yau target space. However, this Ricci-flat Calabi–Yau target space
metric gets further corrected at higher loops.
To analyze these corrections, it is useful to adopt an effective action point of view for
the target space geometry. Namely, we interpret the condition for the vanishing β-function
as the Euler–Lagrange equation for the metric gi¯ arising from an action functional [58, 61].
The relevant effective action Seff [g] takes the form
Seff [g] =
∫ √
g [R(g) + ∆S(α′, g)] , (4.2)
with the corrections ∆S(α′, R). The leading correction arises at fourth loop order α′3 and
enjoys the expansion
∆S(α′, g) = α′3S(4)(g) + α′5S(6)(g) + . . . . (4.3)
Here the n-th loop correction S(n)(g) is a scalar functional of the metric tensor and the
Riemann tensor. A proposal for the structure of these terms was put forward in [62].
Since the effective action Seff [g] gets corrected beyond the leading contribution, we expect
the classical metric on Mtc to receive further corrections from higher loop orders. Using
mirror symmetry, the tree level term and four-loop correction in the case of Calabi–Yau
threefolds were determined to be [5]
e−Ktc =
1
3!
(
s∑
j=1
2 Im tj Lj
)3
[X ] + α′3
− 1
4π3
ζ(3)c3(X) ∪
(
s∑
j=1
4π Im tj Lj
)0 [X ] +O(e2πit) ,
(4.4)
expressed in terms of the Chern class c3(X) and a special value of the Riemann ζ-function.
The appearance of the ζ-value ζ(3) (of transcendental weight three) indicates its origin as a
four-loop counterterm of the N = (2, 2) supersymmetric nonlinear σ-model [59].
In general, further corrections in α′ appear for Calabi–Yau target spaces of higher dimen-
sion n > 3. They take the following form in which α′ is indicated explicitly (although it is
set equal to 1 elsewhere in this review):
e−Ktc =
(
exp
(
s∑
j=1
2 Im tj Lj
)
+
1
(2π)n
n∑
k=0
α′kχk
)
[X ] +O(e2πit) , (4.5)
where the characteristic class χk arises from the perturbative loop corrections at loop order
k + 1. (Thanks to [60] we expect χ4 to vanish.) Due to the appearance of higher curvature
tensors in the corrections ∆ωi¯ of the β-function (4.1), we can expect that integrating such
curvature tensors can be expressed in terms of the Chern classes of the tangent bundle of
the target space X . Furthermore, the loop corrections appearing in ∆ωi¯ at a given loop
order k+1, i.e., at order α′k, give rise to corrections with transcendentality degree k, which
is a general property of loop corrections of supersymmetric two-dimensional σ-models [63].
As a result, the cohomology classes χk are homogeneous elements of transcendental degree
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k in the graded polynomial ring over all products of multiple ζ-values up to transcendental
weight k
χk ∈ H2k(X,Q)[ζ(m)2≤m≤k, ζ(m1, m2)2≤m1+m2≤k, . . . , ζ(1, . . . , 1)]k . (4.6)
The transcendental weight of a multiple ζ-value ζ(m1, . . . , ma) is given by the sum m1 +
. . .+ma, and the multiple zeta functions ζ(m1, . . . , ma) generalize the Riemann zeta function
according to [64]
ζ(m1, . . . , ma) =
∑
n1>n2>...>na
1
nm11 · · ·nmaa
. (4.7)
Note that there are many non-trivial relations over Q among such multiple ζ-values; see for
instance [65].
4.2 Perturbative corrections to the Ka¨hler potential
Perturbative corrections to e−Ktc were found in [22], assuming that all corrections take the
universal form (4.5), by using mirror symmetry and period computations to determine the
values of χk. The answers can be expressed in terms of a characteristic class known as
the “gamma class” [66–70], [55], but we will take a more direct approach and present the
corrections explicitly both in terms of Riemannian curvature and in terms of Chern classes.
The corrections to the Ka¨hler potential involve the Riemann curvature tensor, which we
denote by R (suppressing indices) and regard as a differential-form-valued endomorphism
of the tangent bundle of M . If we take the trace over tangent bundle indices, we obtain a
2-form tr(R) which is just the familiar Ricci tensor Rij with indices suppressed. We will also
consider traces of higher powers (i.e., composing the endomorphism with itself a number of
times): tr(Rℓ) defines a 2ℓ-form.
We can now state the perturbative corrections to the classical metric (3.4) which were
derived in [22], in the case of c1(X) = 0:
Ktc = − log 1
(2π)n
∫
X
exp
(
2Re
(∑
tjFj
)
− 2
∞∑
k=1
ζ(2k + 1)
2k + 1
tr
(
(iR/2π)2k+1))
+O(e2πit) .
(4.8)
To write this in terms of integer cohomology classes, we need to use Newton’s identities
which express
∑n
j=1 x
ℓ
j in terms of the elementary symmetric functions σ1, σ2, . . . , σn of
{x1, x2, . . . , xn}. If we write
n∑
j=1
xℓj = Pℓ(σ1, σ2, . . . , σℓ) , (4.9)
then by Chern–Weil theory,∫
X
tr
(
(iR/2π)ℓ) = Pℓ(c1, c2, . . . , cℓ) . (4.10)
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Thus, we can express the perturbative corrections to (3.5) in the form
e−Ktc = exp
(∑
2 Im(tj)Lj − 2
(2π)n
∞∑
k=1
ζ(2k + 1)
2k + 1
P2k+1(c1, c2, . . . , c2k+1)
)
[X ]
+O(e2πit) ,
(4.11)
where c1 = 0, c2, c3, . . . are the Chern classes of X .
For Calabi–Yau threefolds, the perturbative correction (4.4) found in [5] gives the com-
plete answer. However, in order to evaluate these expressions for Calabi–Yau manifolds of
higher dimension, it is convenient to have the first several (odd) Newton’s identities at our
disposal, which we give with σ1 set to 0:
P1|σ1=0 = 0
P3|σ1=0 = 3σ3
P5|σ1=0 = −5σ2σ3 + 5σ5
P7|σ1=0 = 7 σ22σ3 − 7 σ2σ5 − 7 σ3σ4 + 7 σ7
(4.12)
Setting c1 = 0 and expanding the exponential in (4.11), we find the first few perturbative
corrections
χ3 = −2ζ(3)c3
χ4 = 0
χ5 = 2ζ(5) (c2c3 − c5)
χ6 = 2ζ(3)
2c23
χ7 = −2ζ(7)
(
c22c3 − c3c4 − c2c5 + c7
)
(4.13)
in terms of the Chern classes ck of the Calabi–Yau n-fold X . The contributions χ3 and χ4
are exactly what appear in [5, 71].
4.3 Nonperturbative corrections and Gromov–Witten invariants
The nonperturbative corrections to a two-dimensional nonlinear sigma model are due to
instantons, i.e., action-minimizing maps from a Euclidean spacetime to the target manifold,
and the relevant corrections to the metric on Mtc are given by instantons of genus zero.
In order to describe the instanton corrections to the Zamolodchikov metric, we must
first describe instanton corrections to certain other quantities in the theory. The twisted
chiral operators in the theory have a natural ring structure determined by the two-point and
three-point genus zero correlation functions in terms of a “Frobenius algebra” structure [72].
This determination goes as follows: given a ring R with a nondegenerate bilinear form
(–, –) : R× R→ C, (4.14)
there is a natural trilinear map
〈ABC〉 := (A ⋆ B,C), (4.15)
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where ⋆ denotes the product in the ring. (When evaluated on a basis of R, this gives the
structure constants for the ring.) Conversely, whenever we are given a bilinear form (4.14)
and a trilinear form (4.15), we get a product on R.
These two-point and three-point correlation functions can be computed equally well in the
closely related “topological sigma model” [7], in which the spins of the fields are modified
and a suitable projection is performed.14 The twisted chiral operators in the topological
theory can be identified with harmonic forms (or their cohomology classes) on the target
manifold X , and the ring structure in the classical theory is simply the cup product pairing
in cohomology. However, this ring structure is deformed by instanton contributions [7,74,75]
in the quantum theory, giving rise to the “quantum cohomology ring” of X (which is known
to be associative [76–78]).
To describe the instanton contributions, we represent cohomology classes A, B, and C
by algebraic cycles on X ; the correlation function is calculated by integrating over the space
of maps π from the genus one spacetime with three points p, q, r specified such that π(p) lies
in A, π(q) lies in B, and π(r) lies in C; a standard localization procedure reduces the com-
putation to determining the space of volume-minimizing maps. The classical contribution
to the correlation function comes from constant maps, and simply counts common points of
intersection of A, B, and C. Since the two-point function can also be expressed in terms
of intersections, the Frobenius algebra construction reproduces the familiar cup product on
cohomology (which counts intersections of the corresponding algebraic cycles), as mentioned
above.
For nonconstant maps, it turns out that the image of π has a deformation space whose
dimension is expected to be dimX − 3 (since the spacetime has genus zero).15 Imposing
the conditions on π(p), π(q), and π(r) then cuts down the dimension to zero, and the
corresponding maps can be counted. If we fix the homology class η of the image, then the
Gromov–Witten invariant GWX,η0,3 (A,B,C), which has a precise mathematical definition, is
intended to count the number of maps.
Each instanton contribution is weighted by the instanton action e
∫
η
S = e2πiτ ·η, which we
often denote by qη. The quantum product can be written as
A ⋆ B := A ∪ B +
∑
η
(A ⋆ B)η q
η (4.16)
where (A ⋆ B)η is the unique class satisfying
((A ⋆ B)η ∪ C) [X ] = GWX,η0,3 (A,B,C) (4.17)
for all C. We can restrict the sum (4.16) to only range over those classes η in H2(X,Z)
whose intersection with each Ka¨hler class is nonnegative.
Due to orbifold singularities in the deformation spaces, the mathematical definition of
Gromov–Witten invariants only guarantees that they are rational numbers, not integers. The
14We are considering here the “A-model” of [73].
15When the deformation space fails to have the expected dimension, there is a natural way to integrate
over the excess deformations to still produce a “count” of maps satisfying the three conditions [79–81].
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physical reason for this is understood, and stems from a “multiple covering” phenomenon.
If the map π factors through a multiple covering S2 → S2 of degree m, then the homology
class of the image takes the form η = mϕ but, as argued in [82] in dimension three and [83]
in arbitrary dimension (see also [84]), the count of maps is the same.
We can take this into account by defining a modified Gromov–Witten invariant G˜W
X,ϕ
0,3 (A,B,C)
which should only count the maps of degree one. If we collect terms according to degree one
maps, we find a total instanton contribution of∑
ϕ∈H2(X,Z)
G˜W
X,ϕ
0,3 (A,B,C)
qϕ
1− qϕ =
∑
ϕ∈H2(X,Z)
G˜W
X,ϕ
0,3 (A,B,C)
∞∑
m=1
qmϕ . (4.18)
Extracting the coefficient of qη, we obtain a formula
GWX,η0,3 (A,B,C) =
∑
η=mϕ
G˜W
X,ϕ
0,3 (A,B,C) (4.19)
which can be used to define the modified Gromov–Witten invariants. They are expected to
be integers.
For Calabi–Yau threefolds, there is one further modification which can be made to the
definitions. The expected dimension of the deformation spaces in that case is zero, so we
expect only a finite number of possibilities (in a fixed homology class) for the image of π.
For each rational curve of class ϕ, there are (A · ϕ) choices for the location of π(p), (B · ϕ)
choices for the location of π(q), and (C ·ϕ) choices for the location of π(r). It is then natural
to define the “Gromov–Witten instanton number” of genus 0 and class ϕ to be
Nϕ =
G˜W
X,ϕ
0,3 (A,B,C)
(A · ϕ)(B · ϕ)(C · ϕ) (4.20)
which is expected to be an integer, independent of A, B, C, that counts the number of
rational curves in class ϕ.
Having spelled out in detail how instantons determine the quantum cohomology ring,
we can now explain the nonperturbative corrections to the Zamoldchikov metric. If we
substitute
2 Im(tj) = i(t¯j − tj) (4.21)
into the perturbative expression for the metric (4.11), we obtain an expression involving
cup products between twisted chiral operators (labeled by tj) and their complex conjugates
(labeled by t¯j). For the former, we can make computations in the quantum cohomology ring
instead, replacing ∪ by ⋆. For the latter, we should use the complex-conjugated cohomology
ring, with instanton actions q¯η rather than qη. That is, we can do those computations in
complex-conjugated quantum cohomology, replacing ∪ by ⋆¯.
In other words, the prescription for nonperturbative corrections to the perturbative for-
mula (4.11) is: perform the multiplications among holomorphic terms using ⋆ and among
anti-holomorphic terms using ⋆¯; then multiply the pieces together using cup product.16
16This prescription matches the formulas in [11] in dimension three and [71] in dimension four, as well as
considerations from mirror symmetry.
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Let us spell this out explicitly for Calabi–Yau threefolds. The perturbative expression
can be written as
i
6
(
∑
tjLj)
3 − i
2
(
∑
tjLj)
2(
∑
t¯jLj) +
i
2
(
∑
tjLj)(
∑
t¯jLj)
2 − i
6
(
∑
t¯jLj)
3 − ζ(3)
4π3
c3(X).
(4.22)
When nonperturbative corrections are included, this becomes
i
6
(∑
tjtktℓ
(
(Lj∪Lk∪Lℓ)[X ] +
∑
η
GWX,η0,3 (Lj , Lk, Lℓ)q
η
))
− i
2
(∑
tjtk t¯ℓ
(
(Lj∪Lk∪Lℓ)[X ] +
∑
η
GWX,η0,3 (Lj , Lk, Lℓ)q
η
))
+
i
2
(∑
tj t¯k t¯ℓ
(
(Lj∪Lk∪Lℓ)[X ] +
∑
η
GWX,η0,3 (Lj , Lk, Lℓ)q¯
η
))
− i
6
(∑
t¯j t¯k t¯ℓ
(
(Lj∪Lk∪Lℓ)[X ] +
∑
η
GWX,η0,3 (Lj , Lk, Lℓ)q¯
η
))
− ζ(3)
4π3
c3(X).
(4.23)
5 The two-sphere partition function and Gromov–Witten
invariants
5.1 The S2 partition function for a GLSM
Consider an N = (2, 2) GLSM with gauge group G, chiral fields ΦJ of R-charge qJ on
which G acts by the representation Ψ : S → SU(N), superpotential W , and complexified
FI-parameters ϑ
2π
+ iζ ∈ Ann([g, g])C ⊂ g∗C. As in Section 3.2, we fix a Cartan subgroup H
of G and weights wJ ∈ Λwt ⊂ h∗ describing the eigenvalues of Ψ|H .17
The possible fluxes of the gauge theory through the 2-sphere are GNO quantized [85],
which means that they are integer-valued functions on the weight lattice, i.e., elements m of
the coweight lattice Λ∨wt ⊂ h. The combinations iσ ± m2 are what appear in the formulas.
In [13, 14], a computation of ZS2 for a 2-sphere of radius r is made by expanding on the
Coulomb branch and using localization, after modifying the Lagrangian appropriately to put
the theory on S2. The original papers include twisted masses related to flavor symmetries of
the theory but we shall not include those as they are not relevant for our application. Since
we are only studying the theories which are conformal in the infrared, the only dependence
on the radius is through a multiplicative factor. Some additional notation: |W| denotes the
17Note that we are organizing things slightly differently from the way the matter representation is described
in [13,14]. With our conventions, each φJ spans a one-dimensional space which is preserved by the action of
H and thus is identified with a weight of the representation Ψ. In [13,14], the representation was decomposed
into irreducible representations of G (labeled by φJ , each of which had additional indices in those papers),
and then each of those irreducible representations was decomposed into weight spaces.
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order of the Weyl group of G, ∆+ denotes the set of positive roots of G (a subset of the
weight lattice), and ρ = 1
2
(∑
α∈∆+ α
)
is the Weyl vector. Here is the final formula, which
assumes that all R-charges have been chosen in the range 0 < q < 2:
ZS2(z, z¯)
(r/r0)c/3
=
1
|W|
∑
m∈Λ∨wt
∫
h
rank(G)∏
µ=1
dσµ
2π
Zclass(σ,m) Zgauge(σ,m) Zmatter(σ,m) , (5.1)
where
Zclass = exp〈log z, iσ + m
2
〉 exp〈log z¯, iσ − m
2
〉 = e−4π〈ζ,iσ〉+〈iϑ,m〉
Zgauge = (−1)2ρ·m
∏
α∈∆+
(
(α · σ)2 + 1
4
(α ·m)2
)
,
Zmatter =
∏
J
Γ
(
qJ
2
− wJ · iσ − 12wJ ·m
)
Γ
(
1− qJ
2
+ wJ · iσ − 12wJ ·m
) .
(5.2)
We have included an overall sign in Zgauge, missing in [13, 14], whose necessity was pointed
out in [55, 86].
5.2 The hemisphere partition function and the tt∗ equations
As discussed above, the partition function of a GLSM has been evaluated on a 2-sphere
[13,14]. The partition function has also been evaluated on a hemisphere, that is, a half-sphere
D2 equipped with the spherical metric [55,86,87], as well as on real projective 2-space [88]. A
full discussion of these results is beyond the scope of this review, but we will briefly present
the result for the hemisphere, following [55].
We need to specify BPS boundary conditions for the GLSM along the boundary of the
hemisphere, and the natural type of boundary conditions to use are “B-branes” [89,90]. The
spectrum of B-branes is locally constant over Mtc, and the data needed to specify B-branes
in a GLSM was thoroughly analyzed in [54].
Having specified some B-brane data B, the partition function ZD2,B on a hemisphere
of radius r is evaluated explicitly in [55]. The dependence on the radius is via an overall
factor (which is the square root of the corresponding factor in ZS2). The dependence of the
hemisphere partition function on the choice B of B-brane comes through a factor fB(σ) in
the integrand described in [55], to which we refer for further details (see also [42]).
In order to evaluate the partition function, an appropriate integration contour γ ⊂ hC
must be chosen. With this understood, the result of [55] is:
ZD2,B(z, z¯)
(r/r0)c/6
=
1
|W|
∫
γ
rank(G)∏
µ=1
dσµ
2π
e−4πi〈ζ,σ〉
∏
α∈∆+
α · σ sinh(πα · σ)
∏
J
Γ
(qJ
2
− wJ · iσ
)
fB(σ) ,
(5.3)
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where ζ = − 1
2π
Re log z. The authors of [55] interpret this formula as specifying a BPS
charge for each choice of boundary condition, and they verify that it agrees with the BPS
charge in circumstances under which both can be computed.
It is natural to expect that the hemisphere partition function will play an important role
in some yet-to-be-established holomorphic factorization property for two-sphere partition
functions. Indeed, for the analogous three-dimensional gauge theories with N = 2 super-
symmetry, the partition function computed in [91, 92] displays such a factorization. (This
fact was noted in [93], and further explored in [94].) The authors of [55] have taken an
important step in this direction in the 2D case by analyzing the GLSM partition function
on an annulus and studying how it can be used to glue together the results on the two hemi-
spheres to reproduce the result on the sphere. Their calculation is not completely general,
but for theories with a geometric phases they verify that such a factorization result does
indeed hold.
An alternate approach to such a factorization result might proceed by means of the “tt∗
equations” of [95], as suggested in [11, 15]. The tt∗ equations describe the Zamolodchikov
metric in terms of topological twists of the GLSM: it is equal to the overlap of ground
states in the A-twisted GLSM on one hemisphere, and an A¯-twisted GLSM on the other
hemisphere. The authors of [15] carry out a computation of such an overlap by means of a
calculation on the squashed two-sphere, which has different limiting interpretations as the
squashing parameter is varied. We refer to [15] for further details.
5.3 Extracting Gromov–Witten invariants from the partition func-
tion
We now explain how, with the Euler characteristic χ(X) = c3(X) as additional input, the
relationship between the Ka¨hler potential and the two-sphere partition function can be used
to extract the Gromov–Witten invariants from the partition function ZS2 in the case of a
Calabi–Yau threefold X . The form of the partition function which we have determined
for a nonlinear sigma model depends on a choice of coordinates, so our task is to use the
asymptotic behavior of ZS2 to determine the appropriate coordinates. For ease of exposition,
in this section we will assume that we have chosen FI coordinates so that a neighborhood of
{za = 0 for all a} describes a geometric phase of the GLSM.
To bring the partition function ZS2(z, z¯) into an appropriate normal form and to extract
the Gromov–Witten invariants, we use the following algorithm:
1. Evaluate ZS2(z, z¯) = e
−Ktc by contour integration as an expansion around large volume.
(We will discuss this step in more detail in the next section.) The result can be
expressed in terms of logarithmic coordinates τj =
1
2πi
log zj , and the goal is to find a
change of coordinates from τj to tj .
2. Isolate the perturbative ζ(3) term and perform a Ka¨hler transformation K = K ′ +
X0(z) +X0(z) in order to reproduce the constant term − ζ(3)
4π3
χ(X) in (4.4) and (4.23);
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(The initial ζ(3) term might have a non-constant coefficient, which gives rise to a
nontrivial Ka¨hler transformation.)
3. Read off the holomorphic part of the coefficient of τ¯j τ¯k =
1
(2πi)2
log z¯j log z¯k, which
should then be identified with
− i
2
∑
ℓ
(Lj∪Lk∪Lℓ)[X ] tℓ . (5.4)
Use this to extract the NLSM coordinates tℓ, which must have the form
tℓ =
log zℓ
2πi
+ fℓ(z) , (5.5)
where fℓ(z) is a holomorphic function. This determines the NLSM coordinates up to
the undetermined constants fℓ(0).
4. Invert the GLSM/NLSM map18 (5.5) to obtain the zℓ as a function of tℓ,
zℓ = e
−2πifℓ(0) (qℓ +O(q2)) , (5.6)
where qℓ := e
2πitℓ ;
5. Fix the constant terms fℓ(0) by demanding the lowest order terms in the instanton
expansion be positive; and, finally,
6. Read off the (rational) Gromov–Witten invariants GWX,η0,3 (A,B,C) from the coeffi-
cients in the q-expansion. The (integral) Gromov–Witten instanton numbers Nη of
genus zero (roughly, the “number of rational curves”) can then be obtained from the
multi-covering formulas (4.19) and (4.20).
6 Evaluating the partition function
The low-energy effective theory describing the dynamics of the GLSM depends on the value
of the FI-parameters [18]. The space of FI-parameters can be divided into phase regions
depending on the character of the low-energy dynamics as explained in Section 3.3. In this
section we show how this phase structure is closely related to structure of the integrand
of the two-sphere partition function, and how this observation can be used to determine
Gromov–Witten invariants explicitly.
The idea is stated rather simply: when ZS2 is evaluated by the method of residues,
the contour prescription depends on the value of the FI-parameters, which in turn affects
the set of poles that contribute to the integral. At certain codimension-one walls in FI-
parameter space the structure of poles contributing to the ZS2 integral can change, signaling
18This is the analogue of the much-studied “mirror map” relating chiral and twisted chiral conformal
manifolds of a mirror pair [43].
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the presence of a GLSM phase transition along that wall. In particular, for abelian GLSMs
we show that this phase structure is precisely the same secondary fan which governs the
low-energy physics. Furthermore, we also describe how phases of non-abelian GLSMs can
be understood in terms of phases of an associated “Cartan” theory.
6.1 Analytic structure of the partition function
When the integrand in equation (5.1) is analytically continued to complex values of σ ∈ hC,
it becomes a meromorphic function of the integration variables. In order to evaluate this
integral by means of residues, we need to identify the location of all poles in that integrand.
We observe that the gauge factor Zgauge never contributes poles and the integrand has the
same analytic structure if this term is omitted. In fact, if we retain the same matter content
but restrict the gauge group to a Cartan subgroup H , then up to a constant, we simply omit
the previous Zgauge factor while retaining the Zclassical and Zmatter factors. For the purposes of
analyzing the analytic structure of the integrand, we may thus restrict ourselves to abelian
gauge theories without loss of generality. See [96] for a further discussion of this point.
The partition function for an abelian GLSM with G = H = U(1)h is
ZS2(z, z¯)
(r/r0)c/3
=
∑
m∈Zh
∫
h
(
h∏
µ=1
dσµ
2π
)
e−4π〈ζ,iσ〉+〈iϑ,m〉
∏
J
Γ
(
qJ
2
− wJ · iσ − 12wJ ·m
)
Γ
(
1− qJ
2
+ wJ · iσ − 12wJ ·m
) , (6.1)
assuming as in (5.1) that 0 < qJ < 2. Recall that Γ(z) is a meromorphic function in the
complex plane with simple poles at z = −n, n ∈ Z≥0, with residue Resz=−n Γ(z) = (−1)nn!
and an essential singularity at z = ∞. Taking into account cancellations between zeros
and poles, the J th factor in the final product of the integrand in (6.1) has poles along the
hyperplanes
H
(k)
J :
qJ
2
− wJ · iσ − 1
2
wJ ·m = −k , k ∈ Z≥0, k ≥ wJ ·m . (6.2)
The partition function integrand can be regarded as a meromorphic function on the space
Crank(g) with poles along the hyperplanes H(k)i , which we refer to as polar divisors. Note
that the collection of hyperplanes H
(k)
J is contained in the half space Re(wJ · iσ) ≥ 0, and
also satisfies Im(wJ · iσ) = 0. The analytic structure of the integrand will be relevant in
what follows, as we will evaluate the integral in (6.1) through the method of residues after
choosing an appropriate way to close the integration contour in hC.
6.2 Residues and phases
We use the multi-dimensional residue method [97,98] to evaluate the h-dimensional integral
in (6.1) for an abelian GLSM in terms of “Grothendieck residues.” The integration contour
h = Rh must be replaced by a closed contour γ which meets none of the polar divisors. This
is done using a multi-dimensional analogue of the familiar Jordan lemma which replaces
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an improper integral over the real axis by a contour integral enclosing poles in the lower
half-plane; the latter can be evaluated using residues. This can be done provided that the
integrand in the lower half-plane dies off at infinity in a suitable way.
Here, we do the same thing for each complex variable in hC. The resulting integral is of
a meromorphic h-form over an h-dimensional compact cycle γ which does not intersect the
poles of the integrand. By Stokes’ theorem, if we vary the integration cycle without crossing
any of the polar divisors, the value of the integral does not change. In particular, since a
change of basis of h can be described by a path between the two bases leading to a one-
parameter family of contours γt; as long as none of the intermediate contours γt intersect any
of the polar divisors, the integral does not change. For our primary integral (6.1), the growth
rate is controlled by the exponential factor and so it is the sign of Re〈ζ, iσ〉 which matters;
if that sign remains positive then the contours γt will not encounter the polar divisors.
Each possible transverse intersection of h polar divisors is associated to an h-element
subset J ⊂ {1, · · · , N} such that the h vectors {wJ , J ∈ J } are linearly independent; as in
Section 3.3, we let J denote the set of all such subsets J . The corresponding polar divisors
H
(k)
J for all J ∈ J and k ∈ Z≥0 (defined in (6.2)), intersect in an infinite discrete point set
that we denote by PJ . The residue of the integrand at any point p ∈ PJ is well defined and
can be evaluated.
To determine whether the residues at the points of PJ contribute to the integrand, we
consider the basis {wJ , J ∈ J } of h∗, and express the FI-parameters as ζ =
∑
J∈J ζJwJ ,
(which is possible since {wJ | J ∈ J } is linearly independent). If ζJ > 0 for all J ∈ J , then
with respect to the dual coordinates σmu of h, the contours all close in the lower half-plane
and the residues at the points of PJ are to be included in the integrand. If one of more ζJ
is negative, then at least one of the contours closes in the upper half-plane rather than the
lower half-plane, and the residue is excluded.
Thus, the cones CJ which determine the phase structure of the theory (as explained in
Section 3.3) also determine which residues to include in an evaluation of the two-sphere
partition function (6.1).
Let C denote the (non-empty) intersection of all cones CJ that contain ζ . The partition
function, for ζ = − 1
2π
z ∈ C, can be evaluated as
ZS2(z, z¯)
(r/r0)c/3
=
∑
J ∈ J,
ζ ∈ CJ
∑
p∈PJ
Resσ=σp
(∑
m∈Zs
e−4π〈ζ,iσ〉+〈iϑ,m〉
N∏
J=1
Γ( qJ
2
− wJ · (iσ + m2 ))
Γ(1− qJ
2
+ wJ · (iσ − m2 ))
)
,
(6.3)
where σp denotes the coordinates of the point p ∈ PJ . The above expression is an infinite
series, whose convergence is controlled by the exponential factor e−4π〈ζ,iσ〉+〈iϑ,m〉, up to a finite
shift of iζ+ 1
2π
ϑ due to the exponential asymptotics of the remainder of the integrand. When
ζ is sufficiently deep inside the cone C all summations are convergent.
We thus see that the expression (6.1) for ZS2 is an integral of Mellin–Barnes type, which
allows comparison of the behavior in different regions of the FI-parameter space. The Mellin–
Barnes technique had been used earlier to study GLSMs [99–101] but here it arises as a
25
property of the two-sphere partition function integrand, rather than being introduced as a
mathematical tool to aid in understanding the theory.
6.3 Gromov–Witten invariants of an example19
We consider again the example arising from the resolution of the degree eight hypersurface
in the weighted projective space P(1,1,2,2,2), using the GLSM description introduced in Sec-
tion 3.3. The R-charges on the vector space C7 are specified by the (rational) charge vector
(2− 4q1, q2, q2, q1, q1, q1, q1− 2q2) as a function of the two rational parameters q1 and q2. The
requirement of all R-charges being positive gives the inequalities
0 < q2 <
q1
2
<
1
4
, (6.4)
and then it turns out that all R-charges are less than 2 as well. Deep in the geometric
phyase (phase I), we can simplify the expression for the partition function (5.1) by evaluating
the σ-integration of the partition function with the help of residue calculus. Since all the
Ka¨hler parameters ζℓ are positive, we close the σ-integrations in the lower half-planes of the
complexified σ-planes. The residues which contribute to the integral correspond to the cones
CJ illustrated in the first quadrant of Figure 1. Computing the residues and bearing in mind
the charge condition (6.4), a straightforward but somewhat tedious algebraic manipulation
yields the partition function
ZS2(z, z¯) = |z1|q1|z2|q2 Res~ǫ=0
[
π5 sin 4πǫ1
sin3 πǫ1 · sin2 πǫ2 · sin π(ǫ1 − 2ǫ2)
×
(
+∞∑
k1,k2=0
Γ(4(k1 − ǫ1) + 1) zk1−ǫ11 zk2−ǫ22
Γ((k1 − ǫ1) + 1)3 Γ(k2 − ǫ2 + 1)2 Γ(k1 − ǫ1 − 2(k2 − ǫ2) + 1)
)
×
(
+∞∑
k1,k2=0
Γ(4(k1 − ǫ1) + 1) z¯k1−ǫ11 z¯k2−ǫ22
Γ((k1 − ǫ1) + 1)3 Γ(k2 − ǫ2 + 1)2 Γ(k1 − ǫ1 − 2(k2 − ǫ2) + 1)
)]
.
(6.5)
We identify the partition function with the exponentiated Ka¨hler potential, and we follow
the algorithm in Section 5.3 to arrive at the Ka¨hler potential in flat coordinates. Using the
Euler characteristic χ = −168 as an overall normalization for the ζ(3) term, we obtain the
transformed Ka¨hler potential K ′(z, z¯)
e−K
′(z,z¯) = − 1
8π3|z1|q1|z2|q2
ZS2(z, z¯)
|X0(z)|2 , X
0(z) =
∞∑
k1,k2=0
(4k1)!
(k1!)3 (k2!)2 (k1 − 2k2)!z
k1
1 z
k2
2 . (6.6)
We observe that the relevant Ka¨hler transformation involves the “fundamental period”X0(z)
familiar from the toric mirror symmetry program [56,102]. (This is a common feature of all
19I am grateful to my collaborators Jim Halverson, Hans Jockers, Vijay Kumar, Joshua Lapan, and
Mauricio Romo for their assistance with this example.
26
Nd1,d2 d1=0 1 2 3 4 5 6
d2=0 − 640 10 032 288 384 10 979 984 495 269 504 24 945 542 832
1 4 640 72 224 7 539 200 757 561 520 74 132 328 704 7 117 563 990 784
2 0 0 10 032 7 539 200 2 346 819 520 520 834 042 880 95 728 361 673 920
3 0 0 0 288 384 757 561 520 520 834 042 880 212 132 862 927 264
4 0 0 0 0 10 979 984 74 132 328 704 95 728 361 673 920
5 0 0 0 0 0 495 269 504 7 117 563 990 784
6 0 0 0 0 0 0 24 945 542 832
7 0 0 0 0 0 0 0
Table 1: Gromov–Witten instanton numbers of the blown up degree eight Calabi–Yau hy-
persurface in ˜P(1,1,2,2,2) (genus zero).
of the examples which have been computed explicitly [11].) From the (log zk log zℓ) terms,
k, ℓ = 1, 2, we extract the NLSM coordinates, which have the expansions
2πi t1 = log z1 + 104 z1 − z2 + 9 780 z21 + 48 z1z2 − 32 z22 + . . . ,
2πi t2 = log z2 + 48 z1 + 2 z2 + 6 408 z
2
1 − 96 z1z2 + 3 z22 + . . . .
(6.7)
Inverting these maps, from the Ka¨hler potential we find the triple intersection numbers of
the Calabi–Yau hypersurface
L31 = 8 , L
2
1L2 = 0 , L1L
2
2 = 4 , L
3
2 = 0 , (6.8)
where L1 and L2 are the divisors associated to the Ka¨hler coordinates t1 and t2, and the
genus zero Gromov–Witten instanton numbers Nd1,d2 of degree (d1, d2) listed in Table 1.
These same numbers had earlier been calculated by means of mirror symmetry [50] but the
present calculation is direct.
Our example Calabi–Yau threefold X exhibits an extremal transition to a different
Calabi–Yau threefold X̂ [50]. Such extremal transitions have been studied in detail in
[103–107], and a transition arises for the given example as follows. As the curves in the
homology class dual to the divisor L2 in X are blown down, X develops (generically) four
nodal singularities. The resulting singular threefold Xsing is a degree eight hypersurface in
P(1,1,2,2,2) with the nodal points induced from the singularities of the weighted projective
space. Alternatively, we may embed Xsing into P5 as the complete intersection of the degree
two polynomial F̂2(η1, . . . , η6) = η1η2 − η23 and a degree four polynomial F̂4(η1, . . . , η6) with
the homogeneous coordinates η1, . . . , η6 of P5. Xsing embedded in P(1,1,2,2,2) is associated
to the degree eight polynomial F8(φ1, . . . , φ5) = F̂4(φ
2
1, φ
2
2, φ1φ2, φ3, φ4, φ5) in terms of the
weighted homogeneous coordinates φ1, . . . , φ5 of P(1,1,2,2,2). Perturbing the polynomial F̂2,
we obtain the smooth and deformed Calabi–Yau threefold X̂ as the complete intersection of
degree (2, 4) in P5.
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Due to this extremal transition, the genus zero Gromov–Witten instanton numbers of X̂
appear as the sum [108]
Nδ(X̂) =
+∞∑
d=0
Nδ,d(X) . (6.9)
From Table 1, we extract the invariants
Nδ(X̂) = 1 280 , 92 288 , 15 655 168 , 3 883 902 528 , 1 190 923 282 176 , . . . , (6.10)
which are in agreement with the genus zero Gromov–Witten instanton numbers of P5[2, 4]
calculated (again using mirror symmetry) in [109].
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7 Appendix. N = (2, 2) supersymmetry in two dimen-
sions
We study two-dimensional theories with N = (2, 2) supersymmetry. There are two basic
types of supermultiplet, the notation for which is obtained by dimensional reduction from
that of [110]. A chiral supermultiplet has components (φ, ψ, F ) while a vector supermultiplet
has components (v, σ, λ,D).
In Euclidean signature, we use a complex coordinate z on spacetime, and consider
√
dz
and
√
dz¯ as bases for the two spinor bundles S+ and S− of opposite chirality. In components,
we can write
ψ = ψ−
√
dz + ψ+
√
dz¯. (7.1)
In Minkowski signature, with time coordinate x0 and spatial coordinate x1, the metric
has components η00 = −1, η11 = 1, η01 = 0. The fermionic coordinates θ± and θ¯± are
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complex, related by complex conjugation (i.e., (θ±)∗ = θ¯±). The ± indices denote chirality.
In particular, [
cosh γ sinh γ
sinh γ cosh γ
]
∈ SO(1, 1) (7.2)
acts by e±γ/2 on θ± and also by e±γ/2 on θ¯±.
A superfield is a function Φ of these variables, and can be expanded into the thetas. Φ
is bosonic if [θα,Φ] = 0 and fermionic if {θα,Φ} = 0.
We introduce the combinations x± := x0±x1 and the corresponding differential operators
∂± =
∂
∂x±
:=
1
2
(
∂
∂x0
± ∂
∂x1
)
. (7.3)
There are two natural sets of differential operators on superspace:
Q± = ∂
∂θ±
+ iθ¯±∂± (7.4)
Q± =− ∂
∂θ¯±
− iθ±∂± (7.5)
which satisfy {Q±,Q±} = −2i∂±, and
D± =
∂
∂θ±
− iθ¯±∂± (7.6)
D
±
=− ∂
∂θ¯±
+ iθ±∂± (7.7)
which anti-commute with the first set, and satisfy {D±, D±} = 2i∂±.
A chiral superfield Φ satisfies D±Φ = 0. Its component description is:
Φ(xµ, θ±, θ¯±) = φ(y±) + θαψα(y
±) + θ+θ−F (y±) (7.8)
where y± = x± − iθ±θ¯± and F (y±) is a non-propagating “auxiliary” field in the multiplet..
A twisted chiral superfield U satisfies D+U = D−U = 0.
A vector multiplet is a real superfield V = V (xµ, θ±, θ¯±) which under a gauge transfor-
mation Φ 7→ eiAΦ transforms as V 7→ V + i(A−A), so that the Lagrangian∫
d4θΦ¯eVΦ
is invariant under gauge transformations.
There is a gauge transformation putting the gauge field into Wess-Zumino gauge, where
it takes the form
V = θ−θ¯−(v0 − v1) + θ+θ¯+(v0 + v1)− θ−θ¯+σ − θ+θ¯−σ¯ + iθ−θ+(θ¯−λ¯− + θ¯+λ¯+)
+ iθ¯+θ¯−(θ−λ− + θ+λ+) + θ−θ+θ¯+θ¯−D (7.9)
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where σ is a complex scalar field, λ± and λ¯± define a Dirac fermion, and D is an auxiliary
real scalar field. The components vµ define the covariant derivatives Dµ = ∂µ + ivµ.
The field strength of V is
Σ := D+D−V (7.10)
and it has a component expansion
Σ = σ(y˜) + iθ+λ¯+(y˜)− iθ¯−λ−(y˜) + θ+θ¯−[D(y˜)− iv01(y˜)], (7.11)
where y˜± := x± ∓ iθ±θ¯± and v01 = ∂0v1 − ∂1v0 is the curvature of the connection.
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