Introduction
Scripting languages, such as Perl and Python, enable scientists, often with limited backgrounds in computer programming, to quickly develop impressive applications, combining several pre-existing programs and databases [9] .
Toolkits such as Bioperl [35] and Biopython [8] provide off-the-shelf software components that can quickly be combined and used in user-defined scripts.
This has, undoubtedly, greatly contributed to the surge in Bioinformatics research, and the recent advances of the Bioinformatics industry, by enabling scientists to be directly involved in the development of software that searches complex databases for particular patterns, or patterns with particular characteristics.
But software, even software that may seem quite short and simple, is far more complex than we might expect [6, 15, 37] , and continues to lag behind hardware in terms of advances in reliability, performance, and cost of ownership [36] . The advantages brought about by advances in software tools (flexibility, speed of implementation, etc.) simultaneously brings significant disadvantages, namely a lack of quality assurance: patches and additions to public codebases may be widely available, but the accuracy, correctness, and quality of such open source code may be suspect.
Software Quality and Assurance Issues 2.1 Background
Software quality remains a major issue for the software engineering community. Best practice holds that we apply various proven techniques to ensure that software is safe, reliable, maintainable, and well-documented.
Notwithstanding, there have been a number of highprofile software failures. Examples include:
• The Mars Polar Lander, where failure to initialize a variable resulted in the craft crash landing on the Martian surface, instead of reverse thrusting and landing softly [4] .
• Ariane 5, where it was assumed that the same launch software used in the prior version (Ariane 4) could be reused. The result was the loss of the rocket within seconds of launch [26] .
• In the medical domain, in the mid-1980s, the Therac-25 computerized radiation therapy machine caused death and serious injuries by administering lethal doses of radiation to patients in what has been described as the worst series of radiation accidents in the history of medical accelerators [30] .
The Therac-25 incidents
The Therac-25 incidents are an interesting and relevant example of, arguably, the most significant failure of software assurance in the medical/biological field.
Therac-25 was a dual-mode linear accelerator that could deliver either photons at 25 MeV or electrons at various energy levels. It was based on Therac-20, which in turn was based on the single-mode Therac-6. While Therac-20 included hardware interlocks for safety, in Therac-25 these were software-based. Despite several Therac-25 machines operating, reportedly correctly, for up to four years at various installations in the US, six incidents occurred where the device gave massive (and lethal) doses of radiation to patients.
Subsequent investigations discovered that "creative" setting of parameters by students at a radiology school regularly resulted in Therac-20 machines shutting down due to blown fuses and breakers. In fact, it transpired that Therac-20 incorporated the same software error as Therac-25, but what was merely a nuisance in Therac-20 (due to mechanical interlocks) was a fatal problem with Therac-25 [25] . The problem was "inherited" and exacerbated in Therac-25.
Bioinformatics and software quality
In 2002, the National Institute of Standards & Technology (NIST) estimated that economic losses due to poor software quality amounted to more than US$60 billion. The FDA [37] estimates that, between 1992 and 1998, 7.7% of medical device recalls were due to software failures.
Factors that non-specialist developers of software often fail to consider include [37] :
• Even very short programs can be complex and difficult to understand, due to branching.
• Software does not deteriorate with age. In fact, it may be improved over time by the discovery and correction of latent errors. However, new defects may be introduced during changes to software.
• Seemingly insignificant changes in software can result in significant and unexpected problems in other (seemingly unrelated) parts of the code.
• While some hardware can give forewarnings of failure, this is not the case with software. Many latent errors in software may not be visible until long after the software has been deployed.
• A characteristic of software is the speed and ease with which it can be changed. This may give the incorrect impression that software errors can easily be found and corrected.
• Testing must be augmented with other verification techniques, and a structured and well-documented development approach must be combined to ensure a comprehensive validation approach.
The FDA concludes [37] : "Because of its complexity, the development process for software should be even more tightly controlled than for hardware, in order to prevent problems that cannot be easily detected later in the development process", and that "time is needed to fully define and develop reusable software code and to fully understand the behavior of off-the-shelf components."
Clearly this is not the current trend in the Bioinformatics industry, where scientists are developing scripts that are not validated, and reusing open source components that may or may not have been tested and verified. A "significant amount of software for life-critical systems comes from small firms, especially in the medical device industry; firms that fit the profile of those resistant to or uninformed of the principles of either system safety or software engineering." [18] . 1 We cannot assume that scripts and seemingly simple software is correct, without the application of state-of-theart techniques for software safety. In fact, the European Union's Machine Safety Directive 98/37/EC requires developers to demonstrate the use of such techniques, or suffer criminal liability [5] .
The application of software validation techniques to Bioperl [38] is attempting to provide an ongoing, systematic testing of Bioperl, with patches and validated new code being added to the public codebase. The goal is to establish user confidence that software components will work as described.
Automatic Generation of Scripts and Procedures
Automatic code generation from requirements has been the ultimate objective of software engineering almost since the advent of high-level programming languages [28] . The intent is that automating the generation of code can reduce development lead-times and costs, significantly reduce common programming errors, or bugs, and facilitate the speedy and cost-effective generation of multiple software implementations for different platforms.
While automatic programming has been maligned in the past [6] , the need for "requirements-based programming", or RBP, whereby requirements can be transformed into an implementation in a manner that supports the entire lifecycle of the development process, cannot be exaggerated [11] . The Bioinformatics industry can similarly exploit the benefits of such an approach in the automatic generation of complex scripts and procedures.
Scripts and/or procedures in the Bioinformatics domain are developed based on a set of requirements. These are likely to be expressed as statements in natural language (such as English). Rather than writing scripts from scratch, requirements-based programming techniques [13, 29] may be used to automatically generate and validate these scripts. In [28] , we describe how the approach may be used to generate and validate complex procedures (for the robotics domain); a similar approach may be applied in the biological domain for the validation of complex laboratory procedures. In the remainder of this paper, we will concentrate on the generation and validation of scripts.
RBP vs. Automatic Programming
Automatic Programming requires the developer to represent the system to be implemented as a formal model that can be proven to be correct. Through the use of currently available tools, the model can then be automatically transformed into code with minimal, or no, human intervention and with a correspondingly minimized chance of introducing errors. Being able to automatically produce the formal model from customer requirements further reduces the chance of introduction of errors by developers and results in highly dependable complex systems. This is the goal of requirements-based programming.
We will not critique currently available system development tools and methods that are based on formal models here; but, to the best of our knowledge, they provide neither automated generation of the models from requirements nor automated proof of correctness of the models. Therefore, currently there is no automated means of producing a system-or script, or complex procedure-that is a provably correct implementation of the customer's requirements. Further, requirements engineering as a discipline has yet to produce an automated, mathematics-based process for requirements validation.
Several tools and products exist in the marketplace to automate code generation from a given model expressed in a particular notation. However, typically the code they generate includes portions that either are never executed or cannot be justified from either the requirements or the model. Moreover, existing tools do not and cannot overcome the fundamental inadequacy of all currently available automated development approaches, which is that they include no means to establish a provable equivalence between the requirements stated at the outset and either the model or the code they generate.
Traditional approaches to automatic code generation presuppose the existence of an explicit (formal) model of reality that can be used as the basis for subsequent code generation. While such an approach is reasonable, the advantages and disadvantages of the various modeling approaches used in computing are well known and certain models can serve well to highlight certain issues while suppressing other less relevant details [27] . It is clear that the converse is also true. Certain models of reality, while successfully detailing many of the issues of interest to developers, can fail to capture some important issues, or perhaps even the most important issues.
Our Approach
Without a formal specification of the system under consideration, there is no possibility of determining any level of confidence in the correctness of an implementation of a complex system. The formal specification must fully, completely, and consistently capture the requirements set out. Clearly, we cannot expect requirements to be perfect, complete, and consistent from the outset, which is why it is even more important to have a formal specification, through which errors, omissions, and conflicts can be identified. The formal specification must also reflect changes and updates from system maintenance as well as changes and compromises in requirements, so that it remains an accurate representation of the system throughout the lifecycle.
The Requirements-to-Design-to-Code (R2D2C) method described in this paper is unique in that it allows for full formal development from the outset, and maintains mathematical soundness through all phases of the development process, from requirements through to automatic code generation. In this approach, engineers (or others) may express system requirements as scenarios in constrained (domainspecific) natural language, or in a range of other notations (including Unified Modeling Language (UML) use cases). These will be used to derive a formal model that is guaranteed to be equivalent to the requirements stated at the outset, and that will subsequently be used as a basis for code generation. The formal model can be expressed using a variety of formal methods. Currently we are using CSP, Hoare's language of Communicating Sequential Processes [16, 17] , which is suitable for various types of analysis and investigation, and as the basis for fully formal implementations as well as automated test-case generation, etc.
The approach may be used to reverse engineer systems (that is, to retrieve models and formal specifications from existing code), and to "paraphrase" (in natural language, etc.) formal descriptions of existing systems. Not limited to generating high-level code, it may also be used to generate business processes and procedures, and we are currently experimenting with using it to generate scripts for Bioinformatics tools (see Section 5).
Requirements to Design to Code

R2D2C Method
The R2D2C approach involves a number of phases, which are reflected in the system architecture shown in Figure 1 . The following describes each of these phases.
D1
Scenarios Capture: End users, and others, write scenarios describing intended system operation. The input scenarios may be represented in a constrained natural language using a syntax-directed editor, or may be represented in other textual or graphical forms.
D2
Traces Generator: Traces and sequences of atomic events are derived from the scenarios defined in D1.
D3
Model Inference: A formal model, or formal specification expressed in CSP is inferred by an automatic theorem prover-in this case, ACL2 [20] -using the traces derived in D2. A deep 2 embedding of the laws of concurrency [12] in the theorem prover gives it sufficient knowledge of concurrency and of CSP to perform the inference. The embedding will be the topic of a future paper.
D4 Analysis: Based on the formal model, various analyses can be performed using currently available commercial or public domain tools and specialized tools that are planned for development. Because of the nature of CSP, the model may be analyzed at different levels of abstraction using a variety of possible implementation environments. This will be the subject of a future paper.
D5
Code Generator: The techniques of automatic code generation from a suitable model are reasonably well understood. The present modeling approach is suitable for the application of existing code generation techniques, whether using a tool specifically developed for the purpose, or existing tools such as FDR [3] , or converting to other notations suitable for code generation (e.g., converting CSP to B [7] ) and then using the code generating capabilities of the B Toolkit.
It should be re-emphasized that the "code" that is generated may be code in a high-level programming language, scripts in a language such as Perl or Python, lowlevel instructions for (electro-) mechanical devices, naturallanguage business procedures and instructions, or the like.
Paraphrasing, whereby more understandable descriptions (above and beyond existing documentation) of existing systems or scripts are extracted, is likely to have useful application in future system maintenance where the original design documents have been lost or modified so much that the original design and requirements documents do not reflect the current system. In particular, it may prove useful in determining the actual functionality of scripts, which typically have very little documentation.
It is intended that the approach not only can be used to generate new scripts, but also (in "reverse engineering mode") can be used to provide verification and validation of existing scripts. Moreover, it can be used to combine existing scripts, which have been reverse-engineered to a formal model, combined with other formal models (and checked for consistency and compatibility), and then efficiently regenerated as a new script.
R2D2C Implementation
The current R2D2C implementation translates the CSP model into Java code [10] ; the derived design is transformed into an equivalent software representation. The Java programming language was selected both for tool implementation and for the target platform for the following reasons.
• Java is a general-purpose concurrent class-based object-oriented programming language, with very few implementation and hardware dependencies.
• An off-the-shelf implementation (library) of CSP for Java [2] is available. While it does not provide direct CSP-to-Java mapping, it conforms to the CSP model of communicating systems for Java multi-threaded applications [23] . There is also support for distributed JCSP components using JCSP.net [40] .
• Java Swing [39] , in combination with some Java IDEs, greatly simplifies user interface development. • Availability of many Java-based translator development tools.
The translators are implemented using the ANTLR [1] tool, which provides a framework for constructing recognizers, compilers, and translators from grammatical descriptions. A discussion of ANTLR and some related tools can be found in [34] .
A planned front-end tool, a scenario editor, will support this process. An additional planned tool will enable an automated translation of constraints and restrictions into a propositional form that can be subjected to formal proof based on the CSP model. Appropriate algorithms will be developed to analyze properties of distributed systems that use a CSP-like communication infrastructure [19] . CSP models for a specific programming language or scripting language implementation further increase modeling capabilities (e.g., for Java [41] ).
Bioinformatics Related Example: Bioperl
Background
Finding patterns in biological sequences has a goal of identifying parts that have a biological meaning [21, 22, 24] . There are several approaches to this problem. One such approach is based on the use of grammar and parsing. Ideally, one would use a grammar defining a gene or expressing protein folds. However, it is questionable as to whether such grammars are feasible. Some generic grammars describing the syntax of genes can be defined using certain grammar rules and patterns. Such grammars are usually very ambiguous and, while describing a gene structure, cannot be used to construct a sequence parser. Instead, there are many tools and programs that provide ready-made functionality for sequence manipulation, database access, invocation of molecular biology programs (e.g. Blast, clustalw, TCoffee, genscan, ESTscan, HMMER), and processing of the results.
Bioperl [35] provides a collection of perl modules used for the development of perl scripts for use in Bioinformatics applications. It also allows the development of scripts to analyze large quantities of sequence data. The user of Bioperl needs to have a basic understanding of the Perl programming language concepts. Very often these concepts are not well-known to an average user, who then needs to learn basic programming constructs quickly in order to write simple Perl scripts to perform tasks such as:
• Accessing sequence data from local and remote databases.
• Transforming database/file record formats.
• Manipulating sequences.
• Searching for similar sequences.
• Manipulating sequence alignments.
• Searching for genes and other structures on genomic DNA.
• Developing machine readable sequence annotations.
• Manipulating clusters of sequences.
• Representing non-sequence data.
• Graphically representing sequences;
• Using sequence alphabets.
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Start sends enabled.
GeneOne receives enabled then sends gone.
ProteinOne receives gone then sends cone.
GeneTwo sends gtwo.
ProteinTwo receives gtwo then sends ctwo.
GeneOne receives ctwo then sends enabled. 
From scenarios to CSP
Let us consider an example from [9] (pp. 146-147). The problem is described in the form of a scenario. The scenario states [9] :
• Gene GeneOne produces protein P roteinOne in t 1 units of time; P roteinOne dissipates in time u 1 and triggers condition cone.
• Gene GeneT wo produces protein P roteinT wo in t 2 units of time; P roteinT wo dissipates in time u 2 and triggers condition ctwo.
• Once produced, P roteinT wo positions itself in GeneOne for u 2 units of time preventing P roteinOne from being produced.
The scenario represents a process that is expressed and implemented using a Perl script. However, it is also possible to express this scenario using a formal model based on CSP [16, 17] . GeneOne, P roteinOne, GeneT wo, P roteinT wo can be considered as separate processes with timing constraints implicitly included. (Timing constraints may be explicitly handled by using Timed CSP, a timed variant of CSP which extends the semantics of CSP with time [31, 32, 33] .) The implicit pre-condition that GeneOne must be enabled is handled by the Start process. The events and conditions describing protein production are represented as messages gone, cone, gtwo, ctwo, and enabled. The resulting R2D2C input scenario is shown in Figure 2 .
Constraints currently incorporated into the prototype R2D2C tool are at this stage minimal in number, but serve to demonstrate the potential of the R2D2C method for Bioinformatics scripts. blocked waiting for input) or a livelock (an endless looping) that should then be used to revise the requirements before developing the Bioperl code.
A frequent mistake in implementing these requirements is omission of constraints, either due to their "implicit" presence in the requirements, or due to errors in code development [9] . For example, consider the following revised version of the R2D2C input entry created by omitting Start sends enabled. (Figure 6 ).
In this case, nothing prevents GeneOne from constantly generating P roteinOne and ignoring P roteinT wo inhibition.
The application of the prototype R2D2C tool to the example described above shows the potential benefit of an automated, mathematically-sound method for verifying Bioinformatics scripts. If the input requirements are not consistent or have problems (e.g., the corresponding CSP model has occurrences of deadlock or livelock), the corresponding GeneOne sends gone.
GeneOne receives ctwo then sends enabled. Bioperl scripts are likely to have the same problems (unless the error is detected by the person coding the scripts).
From CSP to Perl
Converting from CSP to Perl can be implemented using threads. In the Perl interpreter thread model (ithreads), introduced in Perl 5.6.0, each thread runs in its own Perl interpreter. Any data sharing between threads is explicit using queues, special thread-safe objects.
A CSP channel is implemented as a queue (Figure 7 ) while CSP process channel communication is implemented by enqueueing and dequeueing the corresponding channel queues (Figure 8 ).
While the generated code is rather lengthy, it does guarantee the correct implementation of the requirements. 
Conclusions and Future Work
R2D2C is a unique approach to the automatic derivation of complex systems. It is unique in that it supports fully (mathematically) tractable development from requirements elicitation through to automatic code generation (and back again). While other approaches have supported various subsets of the development lifecycle, there has been heretofore a "jump" in deriving from the requirements the formal model that is a prerequisite for sound automatic code generation. Yet, R2D2C is a simple approach, combining techniques and notations that are well understood, well tried and tested, and trusted.
We have previously experimented with applying the approach in the automated development and postimplementation verification and validation of wireless sensor networks [14] and complex procedures for robotics [28] . The results have been extremely encouraging. Currently we are investigating applying the approach to the verification of expert systems, and complex scripts for spacecraft operation.
It is our contention that R2D2C, and other approaches that similarly provide mathematical soundness throughout the development lifecycle will be of benefit in the generation and verification of scripts. It will:
• dramatically increase quality assurance of scripts, • ensure that scripts are true to the requirements,
• ensure that automatically-coded scripts are bug-free, and
• decrease costs and schedule impacts in the Bioinformatics domain.
