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1. INTRODUCTION 
The Livtc moments problem as formulated by Gil de Lamadrid [6] is 
presented in terms of a given vector space F of complex functions, called 
test functions, defined on R = (-00, + co) and a given pseudo-inner product 
(nonnegative sesquilinear form) on F. The problem is to find a positive 
measure p on R which gives an integral representation of the pseudo-inner 
product. This problem includes the classical Hamburger moments problem 
and the Bochner theorem on positive definite functions on R. Livgic [IO] 
and other Russian authors [l, 81 have limited their discussion of this problem 
to the existence of a solution. On the other hand, even for the Hamburger 
problem, the solution is not in general unique. This has led to the classical 
determinacy theory for the Hamburger problem [l, 17, 181. This theory is 
concerned with the classification of solutions, the study of the structure of 
the set of solutions, the characterization of those problems which are deter- 
minate (have a unique solution), and the study of the supports of solutions. 
Recently, Gil de Lamadrid [6] initiated the study of the determinacy 
theory for the LivSic problem. His method, as that of LivZic, was based on 
Naimark’s theory of transcendental extensions (extensions to larger spaces) 
of a symmetric operator [12, 13, 14, 151. U 1 aimark proved the existence of 
transcendental extensions of a symmetric operator and analyzed the set of 
all such extensions. He pointed to the application of his theory to the moments 
problem by establishing a one-to-one correspondence between the set of 
solutions of the Hamburger problem and the set of equivalence classes of 
minimal self-adjoint extensions of the operator of multiplication by the 
independent variable which appears naturally in the problem. Later, LivEic 
used Naimark’s existence theorem to establish the existence of a solution of a 
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generalized moments problem. Gil de Lamadrid extended to the Livgic 
problem the theorem on the correspondence between solutions of the 
moments problem and self-adjoint extensions of a symmetric operator. This 
enabled him to extend to the Livlic problem other concepts and results 
which are classical for the Hamburger problem. 
Our contribution to the moments problem is twofold. First, motivated 
by our search for examples, we have generalized the problem slightly. By 
assuming that the test functions are defined only on a closed (not necessarily 
bounded) interval, rather than on all of R, we are able to include the classical 
Hausdorff and Stieltjes moments problems in the general Livlic problem. 
This results in new proofs of the existence of solutions of the Hausdorff and 
Stieltjes problems, and, more importantly, it opens the way for the develop- 
ment of the determinacy theory for the Stieltjes problem. We have also made 
certain technical changes which complicate the existence theorem but 
simplify its application to the moments problems associated with positive 
definite functions and exponentially convex functions. 
Our second contribution is the development of the determinacy theory. We 
first observe that Gil de Lamadrid’s principal theorem [6, Theorem 3.3, 
p. 4391, identifying solutions of the moments problem with self-adjoint 
extensions of a symmetric operator, can be extended to the problem under 
consideration in the present paper, and we discuss the extent to which the 
rest of his determinacy theory can be extended. One consequence is what 
appears to be a new criterion for determinacy for a positive definite function 
defined on a finite interval. We then continue Gil de Lamadrid’s program of 
extending to the Li&c problem results which are known for the Hamburger 
problem. These results include a criterion for determinacy and the characteri- 
zation of a dense subset of the set of all solutions. We also go beyond the 
known results for the Hamburger problem to show that the set of solutions 
of the LivSic problem is a weak-star compact set of measures and to obtain 
certain results concerning the supports of solutions in the indeterminate 
case. 
One of the features of the correspondence between solutions of the moments 
problem and self-adjoint extensions of a symmetric operator is that the 
support of a solution is precisely the spectrum of the corresponding equiva- 
lence class of extensions. Stone showed [18, Theorem 10.41, p. 5851 that for 
an indeterminate Hamburger problem, certain self-adjoint extensions of the 
corresponding symmetric operator have pure point spectrum. In order to 
learn the extent to which this result extends to the Livgic problem and to a 
wider class of self-adjoint extensions. we were led to study the spectra of 
self-adjoint extensions of a symmetric operator. This problem is well studied 
for ordinary extensions [2, 7, 111, and, as is well known, the principal tool 
is the Cayley transform. An important feature of the present work is that, by 
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observing that the correspondence between symmetric operators and their 
Cayley transforms extends in a natural way to the spectra of these o’perators, 
we are able to reduce the problem of spectra of self-adjoint extensions to 
the problem of spectra of unitary extensions. Thus we begin with a systematic 
study of minimal (transcendental) unitary equivalence classes of extensions 
of a closed isometric operator, then study the spectra of such extensions, and 
finally use the Cayley transform to obtain the corresponding results for 
self-adjoint extensions of a symmetric operator. The application to the 
moments problem is then relatively simple. This systematic exploitation of 
the Cayley transform greatly simplifies the study of spectra of self-adjoint 
extensions and enables us to obtain for transcendental extensions many 
results similar to those known for ordinary extensions. At the same time it 
yields a theory of unitary extensions which may be of independent interest. 
2. UNITARY EXTENSIONS OF A CLOSED ISOMETRIC OPERATOR 
We begin with a brief outline of the Naimark theory of extensions and 
refer the reader to [6] for a more detailed account. We follow the terminology 
in [6] except that we use the term “operator” in the usual sense. 
Let T be an operator in Hilbert space H. That is, T is a linear transforma- 
tion from a vector subspace 9(T) of H into H. We shall denote the range 
(image) of T by B(T). By an extension of T we mean an operator Tl in a 
Hilbert space HI , together with an isometry V, mapping H into HI , such 
that V,ZV,* is the restriction of Tl to V,H. The isometry V, is said to 
implement the extension. If HI = H and VI is the identity, the extension is 
said to be within H. Two extensions (HI, Tl , VI) and (H, , T, , V,) of T 
are said to be equivalent extensions if there is a unitary transformation W from 
HI onto H, such that WVIH = V,H and WT,W* = T, . The unitary trans- 
formation W is said to implement the equivalence. In the study of the moments 
problem it is the equivalence classes of extensions, rather than individual 
extensions, that are of interest. An individual extension is called a realization 
of its class. An extension is called ordinary if it is equivalent to an extension 
within Hand transcendental otherwise. If (HI , Tl , V,) is an extension of T, 
then the dimension of HI 0 VIH is called the dimension of the extension. A 
finite dimensional extension is simply called$nite. An extension (HI , Tl , VI) 
is minimal if no nonzero closed subspace of HI @ V,H reduces Tl . Of 
crucial importance in our work is the fact that the concepts ordinary, trans- 
cendental, finite, and minimal, as well as the usual unitary invariants, can be 
applied to equivalence classes of extensions. 
An extension (HI , T, , V,) is said to be implemented by inclusion if HI 
contains Has a subspace and if V, is the identity on H. Our work is simplified 
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by the fact that every equivalence class of extensions has a realization that is 
implemented by inclusion. Two extensions, each implemented by inclusion, 
are equivalent if and only if they are unitarily equivalent operators and the 
unitary transformation implementing their equivalence leaves each vector 
of H fixed. 
Throughout this paper we use the term hermitian to describe an operator 
that satisfies the hermitian relation, (Th, K) = (h, 2%) for all h, h E 9(T). 
We reserve the term symmetric for a densely defined, closed, hermitian 
operator. 
Let T be a closed hermitian operator (not necessarily densely defined) in H. 
The Cay@ transform of T is the operator U defined on g(U) = B(T + iI) 
by U = (T - iI) (T + iI)-l. It follows from the work of Naimark [12] that 
the Cayley transform establishes a one-to-one correspondence between the 
set of equivalence classes of closed hermitian operators T and the set of 
equivalence classes of closed isometric operators U with the property that 
U - I is one-to-one. T can be recovered from U by means of the formula 
T = -i( U + 1) (U - 1)-l. This correspondence preserves extensions, 
equivalence of extensions, and minimality of extensions [6]. 
What enables us to use the Cayley transform to study the spectra of self- 
adjoint extensions, and what earlier authors have apparently not observed, is 
that the Cayley transform preserves the resolvent set and the various parts 
of the spectrum. We shall denote the resolvent set of an operator T by p(T) 
and the spectrum by u(T). Recall further that a point X E u(T) is said to be in 
the point spectrum u,(T), the continuous spectrum u,.. T), or the residual spectrum 
u,(T) according as (T - hl)-l fails to exist, is densely defined and unbounded, 
or is not densely defined. A related, but less familiar, class of points is the 
domain of regularity r(T). A point h is in r(T) if and only if (T - AI-l exists 
and is bounded (but not necessarily everywhere defined). Such a point is 
called a point of regular type for T [2]. Now we can state our theorem. 
THEOREM 2.1. Let T be a closed hermitian operator in H, and let U be 
its Cayley transform. Let h be any complex number except -i, and let 
0 = (A - i)/(h + i). Then a( T - AI) = W( U - OI), and h is in the resolvent 
set, domain of regularity, point spectrum, continuous spectrum, or residual 
spectrum of T if and only if 8 is in the corresponding set for U. 
Proof. This follows from the fact that s(U) is the set of all vectors of the 
form f = (T + iI)g, g E 9(T), and that for suchf andg, (X + i) (U - OI)f = 
2i( T - AI) g. 
This result seems to be related to the operational calculus theorem 
u(#(T)) = #(u(T)), where # is analytic on u(T) [4, Theorem VII.9.5, p. 6021, 
but it is not a special case of that theorem since the function 4(z) = 
409/56/3-7 
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(x - ;)/(s + i) is not analytic on a(T). Of course, the conclusion that the 
various parts of the spectrum are preserved is also much stronger than the 
conclusion of the theorem quoted above. 
We begin our systematic exploitation of the Cayley transform by adopting 
Stone’s definition of deficiency indices for a symmetric operator [lg. p. 3381. 
The deficiency spaces of a closed isometric operator U are the orthogonal 
complements of its domain and range, denoted N+ and N- respectively. The 
numbers (m, n), where m = dim N+ and n = dim N-, are called the dejkiency 
indices of U. The dejkiency spaces and de$ciency indices of a closed hermitian 
operator are then defined to be those of its Cayley transform. 
Now we can begin our construction of unitary extensions. If H is a Hilbert 
space containing another Hilbert space HI , we shall write H = HI @ Hz . 
The idea of our construction is that if U, is a closed isometric operator in HI 
and if U is a unitary extension of U, in H, then U can be split naturally in the 
form U = U, @ U,, @ U, , where U, is the maximal restriction of U which 
gives an isometric operator in H, and U,, takes care of what U, and U, leave 
undone. This construction resembles some of Naimark’s work [12] but is 
much simpler. We adopt the convention that if Uj is a closed isometric 
operator in Hj , then the deficiency spaces and deficiency indices of Uj are 
denoted by Nj+ and Ni- and by (mj , ni). 
THEOREM 2.2. Let U, be a closed isometric operator in HI . Then the set of 
unitary extensions of U, in H = HI @ H, coincides with the set of all operators 
of the form 
lJ = u, 0 u,, 0 rr, 9 (2.1) 
where U, is a closed isometric operator in H, such that m, +- m2 = n, f n2 
and U,, is a unitary transformation from Nl+ @ N,+ onto Nl- @ N,-. Further- 
more, 9(U,) = H, n U*H, if and only if 
hENZ+ and Ul,h E ff2 imply that h =O. (24 
Proof. We first prove sufficiency. Let U,, and U, be as described, and 
define U by (2.1). Then H = 9(U,) @ [Nl+ @ Nz+] @ 9( U,), so the 
typical element of H is h = h, + K + h, , where h, E 9(Uj) and 
K E Nr+ @ N,+. An elementary computation shows that I] Uh (1 = I/ h !/ . The 
fact that U is onto follows from the fact that 
H = 9?( U,) 0 [Nl- @ N,-] @ a( U,). 
To prove necessity, suppose that U is a unitary extension of VI in H. Let 
U, be the restriction of U to a closed subspace of H, n U*H, . Then U, is 
closed and isometric, and an elementary computation shows that its range is 
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contained in H, . Therefore U, @ Us is a closed isometric operator in H, with 
domain B(U,) @ 5@( Us), and U is a unitary extension of Ur @ U, . It 
follows that U must map N,+ @ N,+ isometrically onto Nr- @ Nz- and 
that m, + m2 = n, + n2 . Then (2.1) h o s i we let U,, be the restriction of Id f 
U to N,+ ON,+. 
Now let U = U, @ U,, @ U, be a unitary extension of U, . Suppose that 
58(lJ,) = Hz n U*H, and that h E Nz+ and U,,h E Nz-. Then h L L7*LTh = 
U* U,,h E U*H, . Therefore h is in both a( U,) and N,+ and must be the zero 
vector. On the other hand, 9(U,) C H, n U*H, , and if the inclusion is 
proper there is a nonzero vector h E H, n U*H, which is perpendicular to 
9(U,). Then h = U*k f or some nonzero k E H, , and U,,h = Ul:,,(U*k) = 
k f 0. Therefore (2.2) does not hold. This completes the proof. 
We shall refer to Eq. (2.1) as the standard form for a unitary extension of 
Ur . Whenever we write (2.1) we shall assume that (2.2) holds also, for if it 
does not hold we may alter Uz and U,, slightly without changing U. Note that 
Theorem 2.2 includes the case of extensions within HI if we allow Hz = (0). 
Now we turn to the problem of equivalence of extensions, Our approach is 
straightforward. In view of the fact that each equivalence class of extensions 
has a realization that is implemented by inclusion, we can apply the definition 
of equivalence of extensions to Eq. (2.1) and compute the consequences. 
THEOREM 2.3. Let U = Ul @ U,, @ r/, and V = U, @ VI2 @ F-Z be 
unitary extensions of U, in H = HI @ H, and K = HI @ K, respectively. 
Then U and V are equivalent extensions of U, if and only if there exists a unitary 
transformation W from H onto K which leaves each vector of HI fixed and such 
that (a) WU,W* = V, and (b) WU,,W* = VI, . 
The proof is straightforward and is omitted. 
Our next theorem gives us a means of obtaining a lower bound on the 
number of equivalence classes of certain types of extensions. 
THEOREM 2.4. Let U and V be equivalent unitary extensions of LFl , with 
notation as in Theorem 2.3, and let PI and Q1 denote respectively the projections 
of H and K on HI . Then 
Plu,, IN,+ = QIV,, IN,+. (2.3) 
Proof. A simple computation shows that WP, = QzW, where P, and Qz 
are the projections of H on H, and K on K, respectively. Then if h E Nl+, 
PIU,,h = PI Uh = PI W*VWh = PI W*Vh = PI W*(Q,Vh f Q,Vh) 
= QIVh + P,PzWVh = QIVl,h. 
This completes the proof. 
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Since, in our applications of this theorem, we shall be concerned only with 
minimal extensions we close this section by giving a method for identifying 
minimal extensions. Naimark [13, p. 3181 has given a similar criterion for 
minimal self-adjoint extensions using resolutions of the identity, but our 
theorem has the advantage that it is stated in terms of the isometric operators 
themselves rather than their resolutions of the identity. 
THEOREM 2.5. Let .?I = UI @ U,, @ LT, be a unitary extension of LY1 in 
H = HI @ H, , and let V be a maximal isometric extension of U, within Hz . 
If 9( V) = H, , let K be the closed subspace of Hz spanned by the vectors V+lK, 
where k E Nz+ and n is an integer. If B( V) = Hz and B(V) # H, , let Kr be the 
closed subspace spanned by the vectors (V*)“k, where k E N,- and n is an integer. 
Then, in either case, H,, = HI @K reduces U, and the restriction of U to H, 
is a minimal unitary extension of CT1 .
Proof. Suppose that 9(V) = H, . We show that H,, reduces U by showing 
that Hz 0 K reduces U. Since Na+ C K, it follows that H, 0 KC 9( U,). 
It then follows, by a routine computation, that U(H, 0 K) C Hz 0 K. Hence 
Hz 0 K reduces U. 
It follows from the first part of the proof that the restriction U,, of U to H, 
is a unitary extension of U, . To show that U,, is a minimal extension of r:i 
we must show that no nonzero closed vector subspace of K reduces CO . 
We prove this by showing that any closed vector subspace of Hz which 
reduces G must be perpendicular to K. Let N be any closed vector subspace 
of H, which reduces U. Let k E N. Then k = k, + k, , where k, E Na+ and 
k, E 9( t,‘?), and U,,k, + Uzk, = Uk E N. Therefore UIT,,k, = Uk - 
U,k, E H, , which implies, by (2.2), that k, = 0. Hence k = k, E 9( C-,). 
Since k is an arbitrary element of N, we have N C 9( U,). Therefore VN = 
U,N :: C’N C N, and V/“N C N for every integer n. Finally, it follows that 
N is perpendicular to K, since if k EN, h E Na+, and n is any integer, then 
(k, V”h) :m= (VI-= “k, h) = 0. 
If 9( 1’) + H, but 9?(V) = H, , the argument above can be applied to the 
adjoints (inverses) of all the operators to give the same result for U*. The 
theorem then follows by observing that U is a minimal extension of U, if and 
only if C:* is a minimal extension of U;‘. 
3. SPECTRA OF UNITARY AND SELF-ADJOINT EXTENSIONS 
We now consider the following questions. Given a symmetric operator T 
and a real number X, is there a minimal self-adjoint extension of T for which X 
is an eigenvalue? Are there self-adjoint extensions for which h is not an 
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eigenvalue ? How many equivalence classes of each type of extension are 
there? Following our program of exploiting the Cayley transform, we 
concentrate first on the corresponding theory for unitary extensions of an 
isometric operator. 
Our general motivation comes from the moments problem where the 
support of each solution is identified with the spectrum of a corresponding 
self-adjoint operator in such a way that the solution assigns positive measure 
to eigenvalues of the operator. Our immediate motivation is the known 
theory for ordinary self-adjoint extensions [7 and 2, v. II, p. 1081. Hartman [7] 
proved that h is an eigenvalue of an ordinary self-adjoint extension of a 
symmetric operator T if and only if X is an eigenvalue of T*. The latter 
condition is equivalent to the condition that B?(T - AI) is not dense in H. 
In view of the relation between the spectrum of T and that of its Cayley 
transform (Theorem 2.1), this is equivalent to the condition that W( CT - 01) 
is not dense in H, where U is the Cayley transform of T and 
6’ = (A - i)/(h + i). Th is condition makes sense for an arbitrary closed 
isometric operator, and it turns out to be relevant for transcendental, as well 
as ordinary, extensions. We begin with a technical reformulation of our 
condition. 
LEMMA 3.1. Let U be a closed isometric operator in H and let 0 be a complex 
number with j 6’ 1 = 1 which is not an ezgenvalue of U. Then W( U - tlI) is not 
dense in H if and only if there exist vectors h E B(U), h+ EN+, and h- EN-, 
with h+ # 0, such that 
(U--I)h-eh++h-=O. (3.1) 
Furthermore, Ij h+ I/ = 11 h- // , and h+ determines h and h- uniquely in (3.1). 
Proof. Suppose that vectors h, h+, h- satisfy (3.1). Then h + hf # 0, 
and a computation shows that for all k E B( U), ((U - 81) k, h + h+) = 
B(Uk, h-) = 0. Therefore, 9( U - 0I) is not dense in H. 
Conversely, if h, # 0 is orthogonal to 9( U - @I), then h, = h + hf for 
some h E 9(U) and h+ E N+. Let h- = oh+ - (U - 01) h. Then h, h+, and 
h- satisfy (3. I), and by reversing the computation in the first part of the proof 
it can be shown that h-e N-. Equation (3.1) can be rewritten Uh + h- = 
B(h + h+), from which it follows easily that II h+ ]j = Ij h- jl . Thus, if hf = 0, 
then h- = 0, and h = h, # 0. Then (3.1) becomes (U - 01) h = 0, a 
contradiction. Therefore h+ # 0. This argument can also be used to prove 
the last part of the lemma. 
Throughout the rest of this section U, will denote a closed isometric 
operator in HI and 0 a complex number with j 0 1 = 1 which is not an 
eigenvalue of U, . We whall be concerned with unitary extensions of U, in a 
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Hilbert space H = H1 8 Hz . We treat ordinary and transcendental exten- 
sions simultaneously by allowing the possibility that Hz == {O} unless other- 
wise noted. 
THEOREM 3.1. Let U == U1 8 U,, @ I,;, be a minimal unitary extension of 
U, in II = H1 @ H, . If 0 is an eigenvalue of U, then 9( U, -- 6I) is not dense 
in H1 , and there exist hj E B( U,), hj+ E Nj~jf, and Ii,-- E N, satisfying Eq. (3.1) 
for U, ( j : = 1, 2) and such that h,’ =/ 0, 
U,,(h,+ + h,f) = h,- + h,-, (3.2) 
and (I,; - 0I) (h, + h,+ jm h,- + h,) -= 0. 
Proof. Suppose h E H, h # 0, and c’lz = 0h. There exist hj E a’( Cj) and 
hi+ E l”I’,~- ( j = 1, 2) such that h = h 1 $- h,t +- h,‘~ $- h, . Then the equation 
(Ii’ - BI) h := 0, becomes 
[( Cl1 - OI) h, - oh,+ -t PIU1,(h,’ + h2+)] 
+ [(Cl, - OI) h, - Bh,-i A P,U,,(h,‘- -. hz4 )] = 0, 
where l’, denotes the projection of H on Hj . Let hj- = P,U,,(h,-r -i- h,+) 
(j = 1, 2). Then (3.1) holds for U, and U, , and U,, satisfies (3.2). It remains 
to show h,’ # 0. 
S uppose lx,-+ = 0. Then h,p == 0 by Lemma 3.1. Therefore 
(U, - 191) Iz, = 0, and, since 8 is not an eigenvalue of Ui , we have h, = 0. 
From the fact that PIU,,(h,+ + h,i-) = P,U,,h,-- = 0, we also have that 
U,,h,mi E Ht , from which it follows by (2.2) that h,’ = 0. Applying Lemma 
3.1 again, we get h,p = 0. Therefore h, = h :i/; 0, and (U - 01) h, = 0 
which contradicts the minimality of U. Therefore h,+ f 0. This completes 
the proof. 
In order to prove a partial converse of Theorem 3.1 we must exhibit 
transformations Ua and Ura with the required properties. By symmetry in 
Theorem 3.1 we see that one of the properties is that .9( U, - BI) must not 
be dense in H, . Our construction of a proper U, is valid only in a separable 
Hilbert space. For the application to the moments problem this is no restric- 
tion, since all Hilbert spaces associated with the moments problem turn 
out to be separable. 
LEMhr.4 3.2. Let H be a separable Hilbert space, and let 6 be a complex 
number with / 0 / = 1. Then there exists a closed isometric operator U with 
dejkiency indices (1, 1) in H such that (i) 9( U - 0I) is not dense in H and (ii) 
no proper closed vector subspace of C.B( U) is left invariant by U. 
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Proof. Let {hn} b e an orthonormal basis in H. Let (e,} be a sequence of 
complex numbers satisfying: (a) Bi # 8, if j # k; (b) 1 0n 1 = 1; (c) 0, = 0; 
(d) (0,) contains its only limit point, say ej, , and j’ # 1. Let V be the unitary 
operator defined by Vh, = eRhR for all la. Let (an} be a sequence of nonzero 
complex numbers such that Cj”=, 1 olj I2 = 1. Define hf = xi”=, CXJQ and 
h- = V/J+. Finally, let U be the restriction of V to g(U) = H 0 {h+}. 
Then U has the required properties. 
From now on we shall assume that U, has equal deficiency indices (m, m) 
in H1 . For this special case, which is of interest from the point of view of the 
moments problem, we can prove the converse of Theorem 3.1. 
THEOREM 3.2. Let U, be a closed isometric operator with deJiciency indices 
(m, 4 in 4 , and let 0 be a complex number with 1 0 j = 1 which is not an 
eigenvalue of U, . Let Hz be a separable Hilbert space. If S%‘( U, - 0I) is not 
dense in HI, then there exists a minimal unitary extension U of U, in 
H = H1 @ H, such that B is an eigenvalue of U. 
Proof. Let U, be the closed isometric operator constructed in the proof 
of Lemma 3.2. Let hi E 9(U,), hj+ E Nj+, and hj- E Nj- be vectors satisfying 
Eq. (3.1) for Ui (j = 1, 2). Let w be a complex number, and let U,, be a 
unitary transformation from N,+ @ Nz+ onto Nr- ON,- such that 
U1,(h,+ + wh,+) = h,- + whz-, and such that if h E N2+ and U,,h E H2 , 
then h = 0. Then it follows from the theory of Section 2 that U = U, @ 
U,, @ U, has the required properties. 
Now we further restrict our attention to the case in which N,(B) = 
HI @?q U, - eq is one dimensional. Again, we are anticipating the applica- 
tion to the moments problem. 
THEOREM 3.3. If dim N,(0) = 1, and if U is a minimal unitary extension 
of U1 in H = H1 @ H, for which 0 is an eigenvalue, then 0 is an eigenvalue of 
multiplicity one for U. 
Proof. Suppose Uh = Blr and Uk = Bk. Then P,h and P,k are in N,(B), 
since for all h, E SB(U,) we have ((U, - @I) h, , h) = ((U - @I) h, , h) = 
(h, , (U” - 01) h) = (h, , 0) = 0 and similarly for k. Since dim N,(B) = 1, 
h + wk E H, for some complex number W. It follows that h + wk = 0, since 
U is a minimal extension and (U - 8I)(h + wk) = 0. This completes the proof. 
Now we turn to the problem of counting the number of minimal unitary 
equivalence classes of extensions of U, for which a given 0 is an eigenvalue. 
It suffices to consider only extensions implemented by inclusion since each 
equivalence class of extensions has such a realization. We shall consider only 
the special case, dim N,(B) = 1, and we shall treat ordinary and transcendental 
extensions separately. 
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THEOREM 3.4. Let UI be a closed isometric operator with defkiency indices 
(m, m) in HI, and let 0 be a complex number with 1 0 1 = 1 such that 
dim N,(9) = 1 and 0 is not an eigenvalue of U, . Then the number of ordinary 
unitary equivalence classes of extensions of CT, for which 0 is an eigenvalue is 
equal to one or to the power of the continuum according as m = 1 or m > 1. 
The number of ordinary unitary equivalence classes of extensions for which 19 
is not an eigenvalue is equal to the power of the continuum. 
Proof. Fix vectors h, E 9( U,), h,+ E Nif, and h,- EN,-, with h,+ i: 0, 
satisfying Eq. (3.1) for U, . If U is a unitary extension of U, within HI , 
then it follows from Theorems 3.1 and 3.2 that 0 is an eigenvalue of T_i if and 
only if Uh,+ = h,-. If m = 1, the equation Uh,+ = whI- determines a one-to- 
one correspondence between unitary extensions U of U, within HI and com- 
plex numbers w of absolute value 1. Thus 0 is an eigenvalue of U if and only if 
w = 1. In this case the number of unitary extensions within HI for which 0 is 
not an eigenvalue is clearly equal to the power of the continuum. 
If m > 1, then the number of unitary transformations from N,+ 0 {h,+} 
onto N1- @{h,-} is equal to the power of the continuum. Each of these 
transformations defines an isometric extension of U, to which the results for 
deficiency indices (1, 1) apply. This completes the proof. 
THEOREM 3.5. Let U, and 0 be as in Theorem 3.4. If n is any cardinal 
number such that 1 < n < 8,) then the number of n-dimensional minimal 
unitary equivalence classes of extensions of U, for which 8 is an esgenvalue and 
the number of such extensions for which 8 is not an eigenvalue are each equal to 
the power of the continuum. 
Proof. Since each equivalence class in question is determined by a pair 
of bounded operators and since the totality of bounded operators in a separa- 
ble Hilbert space has the power of the continuum, the number of each type of 
equivalence class in question is at most equal to the power of the continuum. 
Let Hz be an n-dimensional Hilbert space, and let H = HI @ Hz. Let 
U, be a closed isometric operator with deficiency indices (1, 1) in H, and 
satisfying the conditions of Lemma 3.2. Let hj E 9(U,), hj+ E Nj+, and 
hj- E Nj- be vectors satisfying Eq. (3.1) for Uj ( j = 1, 2), and assume 
hj+ # 0. We may assume that I/ hj+ // = 11 hj- 11 = 1. Let w be a complex 
number such that j w 1 = 1 and w f 1. Finally, let U,, be a unitary trans- 
formation from N,+ @ N,+ onto N1- @ Nz- such that 
U,,h,+ = + h,- + w h,-, 
U,,h,+ = + h,- + F h,-. 
(3.3) 
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Then U,,(h,+ + ha+) = h,- + ha-, and, since w # 1, U&a+ $ H,. Therefore 
U = 7Jr @ U,, @ U, is a minimal unitary extension of U, in H, and 0 is an 
eigenvalue of U. Recall from Theorem 2.3 that PIUI, 1 N,+ is a unitary 
invariant. In the present case we see from (3.3) that (1 - w)/2 is a unitary 
invariant. Thus distinct values of w in (3.3) yield nonequivalent extensions. 
Therefore the number of nonequivalent n-dimensional unitary extensions 
for which 19 is an eigenvalue is equal to the power of the continuum. 
U’= U,@(-U,,)@U, 1 a so defines a minimal unitary extension of 
71, in H. Since (-U,,) (hi+ + h,+) = -(h,- + ha-), it follows from Theo- 
rem 3.1 that 0 is not an eigenvalue of U’. Again, distinct values of w determine 
nonequivalent extensions. This completes the proof. 
Next we consider more closely the case in which 0 is not an eigenvalue. 
Here, the concept of point of regular type comes into play. Our result is 
related to a result of McKelvey [ll, Lemma 4.2, p. 10131 on quasi-self- 
adjoint extensions of a symmetric operator. The idea is that if a finite- 
dimensional space is added to the domain of a bounded operator then any 
extension in the larger domain is also bounded. 
THEOREM 3.6. Let U, be a closed isometric operator with finite equal 
deficiency indices (m, m) in HI , and let H, be aJinite-dimensional Hilbert space. 
Let U be a unitary extension of U, in H = HI @ H, . If 8 is a point of regular 
type for U, then either 0 is an eigenvalue of U or a resolvent point for U. 
Proof. Since 0 is a point of regular type for U, , (U, - 07)-l exists and is 
bounded (but not necessarily everywhere defined). It follows from abstract 
Banach space considerations that .?Z( U, - 01) is closed. Since the deficiency 
indices are (m, m), dim N,(8) = m. Thus N,(B) @ H, is finite dimensional, 
and 
q(u - eq-1) c ap, - er) 0 [N,(e) 0 HJ, 
from which it follows that (U - 81)-l is bounded on its domain. If 0 is not 
an eigenvalue of U then 8 must be a resolvent point, since a unitary operator 
has no residual spectrum. 
Finally, we translate our results on unitary extensions into the theorems on 
self-adjoint extensions which we need for the moments problem. Recall that 
if U, is the Cayley transform of a symmetric operator T, then the minimal 
unitary equivalence classes of extensions of U, are precisely the Cayley 
transforms of the minimal self-adjoint equivalence classes of extensions of T. 
Recall also, from Theorem 2.1, that if h and 0 are complex numbers satisfying 
0 = (A - i)/(h + i), then the ranges of U, - 771 and T - h1 coincide. Note 
also, that if T is a symmetric operator and h a complex number, then the 
null space of T* - XI coincides with the orthogonal complement of 
W(T - hT). The following theorems are immediate consequences of these 
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considerations and our results on unitary extensions. Our first theorem is the 
generalization to transcendental extensions of a result of Hartman [7, Corol- 
lary, p. 2301 on ordinary extensions. 
THEOREM 3.7. Let T be a symmetric operator with equal defkiency indices 
in HI , and let H = HI @ H2 , where H2 is separable. Then a real number A 
is an eigenvalue of some minimal self-adjoint extension of T in H if and only if A 
is an eigenvalue of T*. 
THEOREM 3.8. Let T be a symmetric operator with equal deficiency indices 
(m, m) in HI . Let h be a real number which is an eigenvalue of multiplicity one for 
T* but not an eigenvalue of T. Then the number of ordinary self-adjoint equiva- 
lence classes of extensions of T for which h is an eigenvalue is equal to one or to the 
power of the continuum according as m -= 1 or m > 1. The number of ordinary 
self-adjoint equivalence classes of extensions for which h is not an eigenvalue is 
equal to the power of the continuum. For any cardinal number n such that 
1 <n<XO, the number of n-dimensional minimal self-adjoint equivalence 
classes of extensions for which A is an eigenvalue and the number of such equiva- 
lence classes for which h is not an eigenvalue are each equal to the power of the 
continuum. If h is an eigenvalue of a minimal self-adjoint extension of T then it 
is a simple eigenvalue (multiplicity one). 
THEOREM 3.9. If 1‘ is a symmetric operator with Jinite equal deficiency 
indices, and if X is a point of regular type for T, then for any minimal$nite self- 
adjoint extension of T, either X is an eigenvalue or a resolvent point. 
4. THE MOMENTS PROBLE%I 
We begin by describing a slightly more general problem than that con- 
sidered by the previous authors [l, 6, lo]. Let S denote either (-co, +a), 
(-co, /3], [a, +co), or [01, /3]. Let 7 be a vector space of complex valued 
functions defined on S, and let (f, g) be a pseudo-inner product on Y. The 
problem is to find a positive Bore1 measure p on S such that Y CL&), and 
(f, g) = j-,fR 4 (4.1) 
for all f, g E Y. Such a measure p is called a solution of the moments problem. 
The earlier authors have considered only the case S = (-co, + co). 
For fE9 we write llfil =(f,f) l12. By identifying test functions for 
which /If-g 11 = 0, we form an inner product space, which we also call Y. 
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Then we complete F in the usual manner to obtain a Hilbert space H. Next, 
let p be the operator of multiplication by the independent variable with 
domain 9(T) consisting of allf l F such that tf(t) also represents a function 
in 9. Now we can state our existence theorem. 
THEOREM 4.1. The moments problem has a solution ;f there exist subspaces 
TO of 9 and P of 9(F) satisfying the following conditions: (a) Each f E TO 
satisfies a Lipschitx condition at each point of S. (b) The constant function 1 
is in FO . (c)For each f E .F there exists a sequence {f%} in TO which converges to f 
pointwise on S and in norm. (d) 9 is dense in F, and T is hermitian on 9. 
(e) For each f E TO and h E S there exists fA E 9 such that f(t) = 
(t - A) fn(t) + f(h). (f) P 2 cy [resp. F < B] if SC [a, +co) [resp, SC 
(-a? PII. 
When we use the term moments problem (or Livlic moments problem) in 
the rest of this paper, it will be assumed that Conditions (a) through (f) 
are satisfied. Some comments on these hypotheses are in order. The sub- 
spaces ~9, and 23 do not appear in the earlier works. We have introduced them 
because they appear naturally in the moments problems associated with 
positive definite and exponentially convex functions. Condition (a) is the 
subject of some confusion in [l] and [lo]. Its omission in [IO] results in a 
gap in LivSic’s proof. Akhiezer [l] formulates the moments problem with 
continuous test functions but then tacitly assumes them to be continuously 
differentiable in his proof of the existence of a solution. Gil de Lamadrid [6] 
clarifies the situation by explicitly requiring the test functions to be continu- 
ously differentiable. However, in [l], the continuity of the derivative is used 
only to obtain an inequality /f(s) -f (t)i < 142 1 s - t 1 , where M is a 
bound for ) f’ ! . Thus the Lipschitz condition is sufficient. We hasten 
to add that in all our examples, the functions in F0 are all continuously 
differentiable. Condition (e) is the ordinary euclidean algorithm if the test 
functions are polynomials as in the classical Hamburger problem. Thus we 
shall refer to (e) as the euclidean algorithm. Hypothesis (f) is an abstract 
formulation of Shohat and Tamarkin’s hypothesis that the linear functional 
defined by a sequence of moments should be positive on polynomials that 
are positive on S [17, Th eorem 1, p. 11. It allows us to subsume the Hausdorff 
and Stieltjes moments problems in the general theory. In [6] it is also assumed 
that F is closed under complex conjugation, but this is needed only for the 
determinacy theory. 
To prove Theorem 4.1, one first uses the Schwarz inequality to show that 
F is well defined as an operator in H. Then the closure of p ]a , which we 
shall call T, is a symmetric operator (closed, densely defined, hermitian), 
and T 2 (y. or T < p (or both) if T satisfies the corresponding inequality. 
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If S = [01, /3] then T is self-adjoint. If S is a half-line, then by Friedrich’s 
theorem [16, p. 3301 T has an ordinary self-adjoint extension satisfying the 
same inequality as T. If S = R, then T has a self-adjoint (possibly trans- 
cendental) extension according to the Naimark theory [12, Theorem 11, 
p. 991. Let A denote the appropriate self-adjoint extension of T as indicated, 
and let p(B) = (E,(B) 1, l), where EA is the resolution of the identity for iz 
and B denotes an arbitrary Bore1 set of S. By use of LivSic’s argument [lo] 
(see also [1, pp. 153-1591) with R replaced by S in the obvious places, it can 
be shown that F0 is isometrically embedded in L&). Then one can pass to 
arbitrary test functions by use of Condition (c) and the fact that a sequence 
that is convergent in L,(y) has a subsequence that is pointwise convergent 
almost everywhere with respect to CL. 
A moments problem does not, in general, have a unique solution. If the 
solution is unique the problem is said to be determinate. Otherwise it is said to 
be indeterminate. Before studying questions arising from this lack of unique- 
ness, let us consider some examples of moments problems. 
Hamburger problem. As is well known, the sequence of moments c,, , c, , 
ca ,... for a Hamburger moments problem defines a pseudo-inner product on 
the space F of complex polynomials over R by (p, q) = XT,,=, a&~~+~ , 
where p and 4 are polynomials with coefficients ai and bj respectively. Then 
we can take &@ = g(p) = F,, = 9, and Theorem 4.1 yields the existence of a 
solution of the Hamburger problem. The classical determinacy theory for the 
Hamburger problem serves as our model for the development of the deter- 
minacy theory for the LivGc moments problem, but, as we shall show below, 
the abstract method also yields some new results even for the Hamburger 
problem. 
Stieltjesproblem. Here we take for the test functions, the space of complex 
polynomials over S = [0, + co) and use the sequence of moments to define a 
pseudo-inner product just as for the Hamburger problem. What apparently 
has not been observed before, and what enables us to treat the Stieltjes prob- 
lem as a LivGc problem, is that the classical condition Crk50 c&c~+~~+~ > 0 
on the sequence of moments is precisely the statement that T is a positive 
operator. Thus Theorem 4.1 yields a new proof of the existence of a solution 
for the classical Stieltjes moments problem and, more importantly, points the 
way for the development of the determinacy theory for the problem. 
Hausdorff problem. The sequence of moments defines a pseudo-inner 
product on the space of polynomials over S = [0, l] in the usual way. It 
follows from the work of Shohat and Tamarkin [17, p. 81 that the usual 
condition for the existence of a solution is equivalent to 0 < T < 1. Thus 
Theorem 4.1 also yields a new proof of the existence of a solution for the 
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classical Hausdorff moments problem. The uniqueness of the solution also 
follows from operator theoretic considerations as we shall show below. 
Positive dejkite functions. According to the well-known Bochner theorem, 
the set of positive definite continuous functions on R coincides with the set of 
Fourier-Stieltjes transforms of finite positive measures on R. Krein [9] used 
this result to prove that a function that is continuous and positive definite 
on an arbitrary symmetric interval of R is also the Fourier-Stieltjes transform 
of a finite positive measure, although the measure is not unique in general. 
These two theorems can be proved simultaneously by construction the follow- 
ing moments problem. Let F be continuous and positive definite on (-c, +c), 
where 0 < c < +co; i.e., CF,=, F(xj - 3~~) ci& > 0 for all finite sets , 
x1 ,..., X, E (-c/2, +c/2) and 0~~ ,..., cy, EC (complex numbers). Let Y be 
the space of Fourier-Stieltjes transforms of positive measures with compact 
support contained in (-c/2, $-c/2), and let Y,, be the subspace spanned by 
the transforms of Dirac measures. The pseudo-inner product is 
(6,;) = jb(x - y) d+) My) 
for all 6, + E Y. Let 9 be the subspace spanned by transforms of functions 
that are continuously differentiable on some [y, S] C (-c/2, +c/2) and zero 
outside [y, 61. Then it can be shown by elementary, but tedious, computa- 
tions that the hypotheses of Theorem 4.1 are satisfied. If p is a solution of this 
problem, then for each X E (-c, +c), exp(iht/2) and exp( -iht/2) are in 9, and 
F(X) = (exp(iht/2), exp(-iAt/2)) = J-T exp(iht) dp(t). (4.2) 
Krein [9] calls a positive definite function determinate if it is the transform 
of a unique measure and indeterminate otherwise. From the discussion above 
we see that this is consistent with the use of these terms in connection with the 
moments problem. The moments problem approach to the study of positive 
definite functions is valuable mainly for the determinacy theory results that it 
yields rather than for the existence proof outlined above. In particular, we 
shall show later that this approach yields what appears to be a new criterion 
for determinacy for positive definite functions. 
Exponentially convex functions. A function F defined on an interval (c, d), 
possibly all of R, containing the origin, is said to be exponentially convex if it is 
continuous and if 
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for all finite sets .q ,..., -xv, E (c/2, d/2) and 01~ ,..., clll E C. Bernstein (see [l, 
Theorem 5.5.4, p. 2111) proved that the set of exponentially convex functions 
coincides with the set of Laplace-Stieltjes transforms of finite positive 
measures on R. A new proof of this theorem can be given by replacing the 
positive definite function in the discussion of the Bochner theorem above by 
an exponentially convex function and by using Laplace-Stieltjes transforms 
in place of Fourier-Stieltjes transforms. Since this problem is always deter- 
minate [I, p. 2121 the moments problem approach does not seem to yield any 
new information. 
As an example of his moments problem, Livgic [lo] stated a theorem in 
which he claimed to subsume the Bochner, Krein, and Bernstein theorems. 
The example was concerned with the integral representation of a type of 
positive definite function defined on a convex set in the complex plane. 
Devinatz [3] has shown that LivXs claim is false. The difficulty is that it is 
necessary to assume that the positive definite function is analytic in order 
to show that the multiplication operator is hermitian, and this assumption 
eliminates the interesting special cases. Akhiezer [1] does not mention the 
Livgic example but does suggest a moments problem approach to the Bochner 
theorem which appears to be based on the LivGc example. However, 
Akhiezer’s claims seem to be faulty in certain respects. In fact, it was the 
difficulty in trying to work out the details of Akhiezer’s argument that led us 
to introduce the subspaces Y0 and 9. 
5. SELF-ADJOINT EXTENSIONS AND THE MOMENTS PROBLEM 
We shall now describe precisely the connection between the moments 
problem and the theory of self-adjoint extensions of a symmetric operator. 
Let us denote by & the set of all solutions of the moments problem. Note that 
J? is a convex set of measures and that, since 1 E 9, all the measures in J@ 
have the same (finite) total variation. From now on we shall assume that the 
moments problem has been normalized so that p(S) = 1 for all p E A. 
Naimark [15] introduced a convex structure on the set of all minimal self- 
adjoint extensions of a symmetric operator T on a Hilbert space H in such a 
way that if A, and A, are two such extensions with resolutions of the identity 
El and E, respectively, then the convex combination BA, (- (1 - 0) A, is 
the self-adjoint extension of T whose resolution of the identity E has the 
property (assuming that the extensions are implemented by inclusion) 
VW), h, 4 = WW) 4 k) + (1 - 0) (E,(B) h, k) 
for all h, k E H and all Bore1 sets B c R. If the symmetric operator T satisfies 
T 2 01 or T < ,8 or both, then the set of minimal self-adjoint extensions 
LIVgIC MOMENTS PROBLEM 603 
satisfying the same inequality has a similar convex structure. It follows easily 
from the definition of equivalence that this convex structure is consistent with 
equivalence of extensions, and therefore defines a convex structure on the set 
of minimal self-adjoint equivalence classes of extensions of a symmetric 
operator. This convex structure extends to the case that T is bounded below 
(above) and all the extensions have the same lower (upper) bound. Note that 
the convex combination &4, + (1 - 0) A, has no immediate concrete 
interpretation. It is defined abstractly in terms of the resolutions of the 
identity. 
Now let T be the symmetric operator associated with the moments prob- 
lem. That is, T is the closure of F /g . Recall that if the domain of the test 
functions, S, is bounded below (above) then T is bounded below (above). Let 
(5” denote the convex set of all minimal self-adjoint equivalence classes of 
extensions of T having the same lower (upper) bound as T. Now we can 
extend to our moments problem the theorem [6, Theorem 3.3, p. 4391 which 
establishes the relationship between A! and 8’. 
THEOREM 5.1. The equation 
p(B) = (EA(B) 1, l>, (5.2) 
where EA denotes the resolution of the identity for the self-adjoint operator A and 
B is a Bore1 set of S, establishes a one-to-one correspondence between Jr’ and d 
which preserves the convex structure of the two sets. Each equivalence class in d 
has a realization which is multiplication by the independent variable on L&) 
for the corresponding solution CL. 
To prove this theorem one first shows, using the argument in [6], that if 
p E A‘ then the operator A, , multiplication by the independent variable on 
L,(u), is a minimal self-adjoint extension of T. Then the fact that A, has the 
same lower (upper) bound as T follows immediately from the fact that p is 
supported in S. On the other hand, we know from the discussion of Theorem 
4.1 that Eq. (5.2) determines a solution p for any minimal self-adjoint 
extension A with the same lower (upper) bound as T. One then shows, again 
as in [6], that A is equivalent to the operator of multiplication by the inde- 
pendent variable on L&). 
We have introduced the restricted domain 5V for the operator F because of 
difficulty in proving that T is hermitian for the moments problems associated 
with positive definite and exponentially convex functions. However, after 
the moments problem has been solved, the fact that I?; is hermitian on its 
natural domain B(T) follows immediately from the integral representation 
of the inner product (Eq. (4.1)). Thus T, with domain g(F), has a closure T’ 
which is a symmetric extension of T. In fact, T may be replaced by T’ in 
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Theorem 5.1 since it follows from that theorem and the integral representa- 
tion of the inner product that the relevant sets of self-adjoint extensions are 
the same for both operators. 
Theorem 5.1 reduces the moments problem to a problem of finding the 
minimal self-adjoint equivalence classes of extensions of the symmetric 
operator T having the same bound(s), if any, as T. Since every such class has a 
realization which is multiplication by the independent variable on some 
L&L), all Hilbert spaces associated with the moments problem are separable. 
Another immediate consequence of the theorem is that if S is compact, then 
the moments problem is determinate since in this case 01 < p < /3 which 
implies that T is bounded, hence self-adjoint. In particular, this gives a 
simple proof of the fact that the Hausdorff moments problem is always 
determinate. 
We can also draw some information from Theorem 5.1 concerning the 
supports of solutions. 
THEOREM 5.2. Let p E J&? and let A be a realization of the corresponding 
equivalence class in 8. Then the spectrum of A coincides with the support of p, 
and p({X}) > 0 ;f and only if h is an eigenvalue of A. 
Proof. We may assume that A is multiplication by the independent 
variable on L,(p). If B is any Bore1 set of p(A), then p(B) = (E,(B) 1, 1) = 
(0, 1) = 0. Therefore supp p C a(A). 
On the other hand, if h $ supp CL, then, since the support of a measure is 
closed, there is an open interval containing X which does not intersect supp CL. 
A standard computation [2, v. II, pp. 466471 then shows that h E p(A). 
If p({X}) > 0, then E,({h}) # 0, from which it follows that h is an eigen- 
value of A. On the other hand, if h is an eigenvalue of A, then E,({h)) # 0. 
It follows from the fact that A is a minimal self-adjoint extension of T that for 
some test function f, ITA( f # 0. S ince A is multiplication by the inde- 
pendent variable, EA is multiplication by characteristic functions. Therefore 
Hence /~({h}) > 0. This completes the proof. 
Since the moments problem is determinate if S is compact, we shall be 
mainly concerned from now on with the cases S = R, S = [ar, +a), and 
S = (-co, /3]. The latter two cases can be reduced, without loss of generality, 
to the single case S = [0, +a) by the usual device of replacing a semi- 
bounded operator T 3 01 [T < /3] by the positive operator T - aI [/31- Tj. 
Thus, from now on S will denote either R or [0, +oo). 
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A solution of the moments problem is called N-extremaZ[6] if La(p) = H, 
i.e., if p is determined by an ordinary self-adjoint extension of T. N-extremal 
solutions are extreme points of A, but the converse is false [6, p. 4401. If 
S = [0, +co), T is positive, and the positive self-adjoint extension obtained 
by use of the Friedrich’s construction is ordinary. Thus the moments problem 
has an N-extremal solution if S = [0, +co). If S = R, the hypotheses of 
Theorem 4.1 do not guarantee the existence of ordinary self-adjoint extensions 
of T. However, all our examples satisfy an additional hypothesis: Y is closed 
under conjugation. If Y is closed under conjugation, then it follows immedi- 
ately from the integral representation of the inner product that conjugation 
is isometric. Since p is multiplication by a real variable, T commutes with 
conjugation. Therefore T has equal deficiency indices [18, Theorem 9.14, 
p. 3611. It follows then that T has an ordinary self-adjoint extension, and the 
moments problem has an N-extremal solution. 
Gil de Lamadrid [6, Theorem 3.4, p. 4401 has used the relationship 
between self-adjoint extensions and the moments problem to show that for 
the moments problem he considered (S = R), the number of N-extremal 
solutions, the number of extreme solutions that are not N-extremal, and the 
number of nonextreme solutions are each equal to the power of the continuum. 
His method was to sort out the various equivalence classes of extensions of T 
and make use of the fact that finite extensions determine extreme points of d 
[15, Theorem 3, p. 81. His results hold for the present problem if it is 
assumed that Y is closed under conjugation and that S = R. For the case 
S = [0, +a), Th eorem 5.1 reduces the moments problem to the problem of 
constructing positive self-adjoint equivalence classes of extensions of a positive 
operator. The known methods for constructing such extensions [18, Theo- 
rem 9.21, p. 387; 16, pp. 329-3401 yield only ordinary extensions. The 
difficulty of counting positive self-adjoint extensions is illustrated indirectly 
by certain examples of Stieltjes moments problems. On one hand, there are 
indeterminate Stieltjes problems [l, p. 881. Since such a problem has non- 
extreme solutions, the positive symmetric operator associated with the 
problem must have transcendental positive self-adjoint extensions. On the 
other hand, it is known that the sequence of moments for a determinate 
Stieltjes problem may be the sequence of moments for an indeterminate 
Hamburger problem [17, p. 751. In such a case the corresponding symmetric 
operator is positive, not self-adjoint, and has a unique minimal positive 
self-adjoint extension. 
For the problem under consideration in the present work, the methods of 
Gil de Lamadrid [6] yield the following theorem on numbers of solutions. 
THEOREM 5.3. The moments problem is determinate or indeterminate 
according as d contains one equivalence class of extensions or more than one. 
409/56/3-8 
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In the indeterminate case the number of nonextreme solutions is equal to the 
power of the continuum. If 9 is closed under conjugation and if S = R, the 
number of N-extremal solutions and the number of extreme solutions that are not 
N-extremal are each equal to the power of the continuum. 
We close this section by noting that for the present problem just as in 
[6, Theorem 3.5, p. 4411, a solution p is extreme if and only if the space 
spanned by products fg, f, g E Y, is dense in L&L). The proof in [6] goes 
through verbatim with S in place of R. 
6. SOME CRITERIA FOR DETERMINACY 
We have just seen that the moments problem is determinate if and only if 
the corresponding symmetric operator T has a unique minimal self-adjoint 
equivalence class of extensions with the same bound(s), if any, as T. Other 
criteria for determinacy are just conditions which insure that there is only 
one such class. One condition, that S be compact, has already been discussed. 
For S = R, the primary condition for determinacy is that T be self-adjoint. 
As we have noted, the case 5’ = [0, +a) is more complicated. 
In all our examples, Y is closed under conjugation so that T has equal 
deficiency indices. If T has a real point of regular type, the euclidean algo- 
rithm allows us to say even more about the deficiency indices. If h is any 
complex number, let NA denote the orthogonal complement of W(T - Al) in 
H. The following lemma, about the dimension of Nh , can be stated without 
reference to the moments problem, but such a statement is awkward and 
clarifies nothing. 
LEMMA 6.1. Let A E C, and suppose that there exists a test function g, with 
the property: for each f E Y0 there exist a test function g E 9 and a complex 
number 0 such that 
f(t) = (t - 4&) + kit (6.1) 
Then dim N,, < 1. 
Proof. Suppose that h and k are orthogonal elements in N,, . Since & 
is dense in H, and since (6.1) holds, there exist sequences (gR) G 9 and 
{e,} C C such that (T - hl) g, + B,g, converges to h. Then 0 = (h, k) = 
lim B,(g, , K), and an elementary argument shows that either h = 0 or 
k = 0. 
Recall that X is a point of regular type for T if and only if (T - M-1 
exists and is bounded (but not necessarily everywhere defined). It is known 
that if a symmetric operator T has a real point of regular type, X, then T has 
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equal deficiency indices (m, m), where m = dim NA [2, v. II, p. 931. In 
particular, if a symmetric operator has a real resolvent point then the operator 
must be self-adjoint. For the moments problem the euclidean algorithm 
yields dim NA < 1 for real A, and we have a sharper result. 
THEOREM 6.1. If the operator T of the moments problem has a real point 
of regular type, then T has deficiency indices (0,O) OY (1, 1). If T has a real 
resolvent point then the moments problem is determinate. 
Proof. This follows immediately from the euclidean algorithm (Condition 
(e)), Lemma 6.1, and the general considerations noted above. 
COROLLARY 6.1. If S = [0, +a), then T has dejiciency indices (0, 0) or 
(1, 1). 
The Hamburger problem with nth moment c, = s’z t” exp(-t2) dt 
illustrates that the condition for determinacy given in Theorem 6.1 is not a 
necessary condition. This problem is determinate [17, p. 221, and the support 
of the solution is clearly all of R. Hence T is self-adjoint and its spectrum is 
all of R. 
Stone [18, p. 6111 showed that a Hamburger moments problem is deter- 
minate if its sequence of moments {cn} satisfies 
(6.2) 
for some finite sequence of complex numbers 01~ ,..., ollz not all zero. He used 
the fact that the test functions are polynomials to reduce the problem to a 
system of linear equations. This method is not available in general, but the 
observation that (6.2) is equivalent to the condition that (p, p) = 0, where p 
is the polynomial with coefficients ~4; , leads to the following criterion for 
determinacy for the Liviic problem. 
THEOREM 6.2. If I/f 11 = 0 for some test function f which is continuous and 
not identically zero, then the moments problem is determinate. 
Proof. The condition 11 f I/ = 0 implies that the support of every solution 
is contained in the set Z of zeros off. Since f is continuous and not identically 
zero, the complement of 2 contains some open interval J. Since the support 
of a solution is the spectrum of a minimal self-adjoint extension of T, J is 
contained in the resolvent set of some minimal self-adjoint extension of T. 
Thus, if X E J, it follows that (T - AI)- 1 exists and is bounded. That is, h is a 
point of regular type for T. If T is not self-adjoint, then h is an eigenvalue 
608 ROBERT W. LANCER 
of some ordinary self-adjoint extension of 2’ [2. v. II, p. 1081. If p is the 
corresponding solution, then p(J) 3 &{A}) > 0 by Theorem 5.2. This 
contradicts the fact that p must be supported in 2. Therefore T must be 
self-adjoint and the moments problem determinate. 
The example given after Theorem 6.1 also shows that the condition given 
in Theorem 6.2 is not necessary for determinacy. Note also that the condition 
that f be continuous is automatically satisfied in all the examples given in 
Section 4, since in all these examples all test functions are continuous. 
In [6] it was proved that if %‘(F - XI) is a hyperplane of Y for some nonreal 
A, then the moments problem is determinate if and only if the corresponding 
linear functional is unbounded. For the Hamburger and Stieltjes problems the 
condition that 9P(p - X1) . 1s a hyperplane of 9 is just the ordinary euclidean 
algorithm, but it is not clear that the moments problem determined by a 
positive definite function satisfies this condition. However, it is easy to verify 
the following weaker hypothesis which, in this example, yields the same result. 
HYPOTHESIS (g). There exists a nonreal number h and a test function g, , 
not identically zero, such that for each f~ Yb there exist gf E 9 and 0, E C 
such thatf(t) = (t - A)gr(t) + BfgA(t) for all t E S. 
It follows from Lemma 4.1 that (g) implies that dim NA < 1. 
The mappingf- 0, defines a linear functional a0 on fO. If a,, is bounded 
in the inner product norm, then it can be extended to a bounded linear 
functional @ on all of H. 
THEOREM 6.3. If ~7 is closed under conjugation and if the moments problem 
also satisfies (g), then (i) T has deficiency indices (0, 0) OT (1, 1); (ii) if @a is 
unbounded the problem is determinate; (iii) if bi, is bounded and if (p - XI) 9 C 
@-l(O) then T has dejiciency indices (I, 1). 
Proof. Since Y is closed under conjugation, T has equal deficiency 
indices, and (i) follows immediately from Lemma 6.1. If @a is unbounded, 
then its kernel @,l(O), is dense in J “0 , hence in H. Clearly @;l(O) C 9?( T - XI). 
Thus 9?(T - XI) is dense in H, and it follows that T has deficiency indices 
(0, 0). This proves (ii). 
We know that dim N,, < 1. Since T is the closure of F Ia , it follows that 
(T - AI) 9 is dense in B(T - AI). Therefore, from (p - xl) 9 Z @-l(O), 
it follows that W(T - A1) C @-l(O). Thus dim N, > dim[H 0 @-r(O)] = 1 
from which it follows that T has deficiency indices (1, 1). This proves (iii). 
Note that (g) does not say that (T - hl) ~9 is a hyperplane of Y0 . In fact, 
it is not clear that (7 - Al) 9 is even contained in Y0 or that the members of 
9 used in (g) are sufficient to determine the operator T. This is the reason for 
the extra assumption (T - Al) B C @-l(O) in (iii). 
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For the Hamburger and Stieltjes problems @ and Q0 coincide and are 
evaluation at A. For the Hamburger problem, Theorem 6.3 reduces to the 
necessary and sufficient condition for determinacy given in [6, p. 4431. For 
the Stieltjes problem, the condition has the same form as for the Hamburger 
problem, but it is only a sufficient condition since there are determinate 
Stieltjes problems for which T is not self-adjoint. The advantage of Theorem 
6.3 is that it extends to problems other than Hamburger a determinacy 
criterion that was not previously available. 
Let F be a continuous positive definite function on (-c, +c). Since the 
test functions for the corresponding moments problem are Fourier-Stieltjes 
transforms of measures with compact support, the domain of the test functions 
can be extended naturally to include the whole complex plane. Then an 
argument like that used to establish the euclidean algorithm (Condition (e)) 
shows that (g) is satisfied with h = i and g, = 1. The functional @, turns 
out to be evaluation at i, and it can be proved that if @,, is bounded then @ 
is also evaluation at i. Now we can establish our criterion for determinacy 
for a positive definite function. 
THEOREM 6.4. A continuous positive dejinite function F on (-c, +c) is 
the Fourier-Stieltjes transform of a unique measure if and only if 
CL1 044 exp(--xj - 4 = +ac, 
sup -&, a,G,F(xj - x,) (6.3) 
where the supremum is taken over all jinite sets x1 ,..., x, E (-c/2, +c/2) and 
a1 ,...) all E c. 
Proof. The quotient in (6.3) is 1(6, @0)12/1~ 6 II2 for the typical element 
6 E &. Thus if (6.3) holds, 63, is unbounded and the moments problem 
determinate. If the supremum in (6.3) is finite, then Q0 is bounded and Q, 
exists and is evaluation at i. Thus (p - iI) 9 C @-l(O) is also satisfied. 
Therefore the moments problem is indeterminate, by Theorem 6.3(iii). 
This theorem yields a simple proof of uniqueness in the case of the classical 
Bochner theorem. If F is continuous and positive definite on all of R, then the 
supremum in (6.3) is not less than the supremum of 1 exp( -x)l”/l f (0)Iz over 
all real x, and this quotient is clearly unbounded. 
7. THE STRUCTURE OF THE SET OF SOLUTIONS OF THE MOMENTS PROBLEM 
The set .A? of all solutions of the moments problem is a convex subset of 
the closed unit ball of M(S), the space of finite complex Bore1 measures on S. 
(Recall that we have normalized the problem so that p(S) = 1 for all p E A.) 
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We shall prove two further results concerning the structure of A. Throughout 
this section we shall assume that Y is closed under conjugation and that all 
the test functions are continuous. All our examples satisfy these conditions. 
Recall that if X is locally compact, then M(X), the space of finite complex 
Bore1 measures on X, is the dual of the space of continuous functions vanish- 
ing at infinity on X. As such M(X) h as a weak-* topology. This is the weak-* 
topology we use below. 
Our first result, that &’ is weak-* compact, is motivated by Akhiezer’s 
proof of the existence of a solution of the Hamburger problem [l, pp. 30-321. 
Although Akhiezer does not mention the fact, his proof shows that the set of 
solutions of the Hamburger problem is weak-* closed. The argument can be 
generalized to give the same result for the LivGc problem. First, we need the 
following lemma which is based on a theorem of A. D. Alexandroff [4,p. 3161. 
LEMMA 7.1. Let X be a locally compact Hausdorff space and suppose that 
{pL,) is a weak-* convergent sequence of measures in M(X), with limit p. If K 
is any compact subset of X such that p(aX) = 0, then SE: f dp, converges to 
SK f d/L ,for every function f that is continuous on K. 
THEortEnf 7.1. If Jr is closed under conjugation and if all the test functions 
are continuous, then .A is a weak-* compact subset of M(S). 
Proof. It follows from general Banach space considerations that we need 
only show that M is sequentially closed. Let {Pi} be a sequence in M which 
converges in the weak-* topology of M(S) to p E M(S). Clearly p > 0. Let 
f E 9. It follows from Lemma 7.1 that 
Jf(%dp--limj f Klflz bn G ilfil" 
for any compact interval KC S such that p(aK) = 0. Letting K 
thatfEL&) and, if 11 IIU denotes the norm in L,(p), 
We must show that equality holds in (7.1). 
S we get 
(7.1) 
Now fix f E 9(T) and 17 > 0. Let K be a compact interval in S such that 
K I S n (-1 /q, + l/y) and p(aK) = 0. For each E > 0 there exists, by 
Lemma 7. I, a positive integer N such that for n > N 
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Let K’ denote the complement of K in S. Then 
Then for n 3 N, 
Since E is an arbitrary positive number, we have 
Since 7 is also arbitrary, it follows that lifil” = ss 1 f I2 dp. 
If f is an arbitrary test function, then there exists a sequence {fk} C 9(T) 
such that i\fk -f I] + 0. Applying (7.1) to the test functions fk -f, we get 
that Ilfk -fll, + 0. Then, since the norms agree on B(F), we have 
Ilfli, = lim\lfJ, = limllf,[j = llfll . Finally, it follows from the polar 
identities that (f, g) = ssfg dp f or all f, g E 7. This completes the proof. 
Since J~X is compact and convex, it is the closed convex hull of its extreme 
points according to the Krein-Milman Theorem. Unfortunately, this fact 
is not particularly useful since the only known characterization of the extreme 
points of ~2’ (end of Section 5) is not given in terms of self-adjoint extensions 
of T. However, for the case S = R, we can prove a stronger result. 
As we have noted in Section 5, finite self-adjoint equivalence classes of 
extensions of T determine extreme points of 4. Akhiezer [l, p. 1311 stated 
without proof that, for the indeterminate Hamburger problem, the solutions 
corresponding to finite extensions of Tform a dense subset of 4. The method 
of proof suggested by Akhiezer is based on certain entire functions which are 
not available for the Livgic problem. However, a simpler proof, and one 
which is valid for the Livgic problem, is based on a theorem of R. C. Gilbert 
[5] on generalized resolvents of a symmetric operator. 
THEOREM 7.2. If S = R and F is closed under conjugation, and if the 
deficiency indices of T are $nite, then the solutions determined by finite selj- 
adjoint equivalence classes of extensions of T are dense in &I in the weak-* 
topology of M(R). 
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Proof. Let p E &?‘, and let A be a realization of the corresponding equiva- 
lence class of extensions of T. It follows from a theorem of Gilbert [5, Theo- 
rem 3, p. 6901 that there exists a sequence {A,} of minimal finite self-adjoint 
extensions of T such that (R,(h) h, k) converges to (R(X) h, R) for all h, k E H 
and nonreal h, where R and R, denote the resolvents of A and A, . Then for 
nonreal h 
lim +m dCL,(t) s __ = lim .r +m&%(t) 1, 1) -cc t--X --m t--h 
= lim(R,(X) 1, 1) 




Since the functions f,,(t) = (t - X)-l, f or nonreal h, span a dense subset of 
C,(R), the space of continuous functions vanishing at infinity, and since 
the sequence (Pi} is uniformly bounded, it follows that p is the weak-* limit 
of {pn}. This completes the proof. 
Note that this result is much stronger than the conclusion of the Krein- 
Milman Theorem. It says that a, possibly proper, subset of the set of extreme 
points of JZ not only spans a dense subset of A, but is actually dense in -4. 
If we try to extend this theorem to the case S = [0, + co) we are again con- 
fronted with the difficulty of constructing positive self-adjoint extensions. 
Even if T and A are positive, we do not know that the sequence {A,}, 
guaranteed by Gilbert’s theorem, consists of positive operators. 
8. THE SPECTRA OF SELF-ADJOINT EXTENSIONS OF T 
Stone [18, Theorem 4.41, p. 5841 proved that for an indeterminate Ham- 
burger problem the support of each N-extremal solution is countable and 
that each real number is in the support of exactly one iV-extremal solution. 
Akhiezer [I, p. 1311 suggests that solutions corresponding to finite extensions 
also have countable supports. The analytic methods used in connection with 
the Hamburger problem are not available for the Livgic problem, but by 
abstract methods we are able to obtain some results for the case S = R of 
the Livgic problem and simplify some of the theory for the Hamburger 
problem. We also go beyond Stone and Akhiezer in that we consider all 
solutions, not just those corresponding to ordinary and finite extensions. 
The key to our method is the relationship, established in Theorem 5.2, 
between the support of a solution of the moments problem and the spectrum 
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of the corresponding equivalence class of self-adjoint extensions. This 
reduces the study of supports of solutions to the study of the spectra of self- 
adjoint extensions of T, and we can apply the general theory of Section 3. 
Under the additional hypotheses satisfied by the operator of the moments 
problem we can obtain sharper results than are available in general. Our 
results are arranged according to special cases, some of which do not appear 
in our examples but which we cannot eliminate a priori. We shall assume 
throughout this section that Y is closed under conjugation so that T has 
equal deficiency indices. 
In our first theorem we show that if there is a moments problem for which 
the deficiency indices of T are greater than 1, then the situation is very 
different from that of the indeterminate Hamburger problem. 
THEOREM 8.1. If T has de$ciency indices (m, m), where m > 1, then the 
spectrum of every minimal self-adjoint extension of T is all of R. 
Proof. Let A be a minimal self-adjoint extension of T and suppose that 
X E p(A) n R. Then since (A - Al)-1 is bounded, (T - AI)-l must also be 
bounded, though perhaps not everywhere defined. Hence h must be a point 
of regular type for T. It follows from Theorem 6.1 that T has deficiency 
indices (0, 0) or (1, 1). 
Stone also proved [18, Theorem 10.27, p. 5451 that for an indeterminate 
Hamburger problem each complex number is an eigenvalue of T*. Since 
every Stieltjes problem is also a Hamburger problem, the same result holds 
for an indeterminate Stieltjes problem. Thus, for these problems, 9?( p --hl) 
cannot be dense in Y for any complex A. Our next theorem, then does not 
apply to indeterminate Hamburger or Stieltjes problems. 
THEOREM 8.2. Let h E S. If B(p - hl) is dense in F, and if the moments 
problem is indeterminate, then X is in the continuous spectrum of every minimal 
self-adjoint extension of T. 
Proof. The hypothesis insures that h is not an eigenvalue of T*. Hence X 
is not an eigenvalue of any minimal self-adjoint extension A. Therefore either 
h E p(A) or h E a,(A). If h E p(A), then (T - AZ-l is bounded. SinceB(p - Al) 
is dense in Y-, it follows that X E p(T), and the problem is determinate by 
Theorem 6.1. Therefore X E a,(A). 
Now we turn to the case that 9?( T - Al) is not dense in Y. We apply the 
results of Section 3 to count the number of equivalence classes of extensions 
for which h is an eigenvalue. First we consider the case that X is a point of 
regular type for T. It should be noted that if S # R, not all of the self-adjoint 
extensions counted in the following two theorems correspond to solutions of 
the moments problem. However, if S = R these theorems can be translated 
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directly into theorems on the supports of the corresponding solutions of the 
moments problem. 
THEOREM 8.3. Let /\ E S, and suppose that R(T - hI) is not dense in F-, 
that X is a point of regular type for T, and that T f T*. 
(i) For any finite minimal self-adjoint extension A of T either X is a 
simple eigenvalue of A or h E p(A), 
(ii) X is an etgenvalue of exactly one ordinary equivalence class of selj- 
adjoint extensions of T. 
(iii) For any cardinal number n such that 1 < n < N, , the number of 
n-dimensional minimal self-adjoint equivalence classes of extensions of T for 
which X is an eigenvalue and the number of such extensions for which X is not an 
eigenvalue are each equal to the power of the continuum. 
Proof. (i) Let A be a finite minimal self-adjoint extension of T. Since 
h E r(T), it follows from Theorem 3.9 that either A E a,(A) or X E p(A). Since 
the euclidean algorithm holds for X, it follows that dim N, = 1. Therefore h 
is an eigenvalue of multiplicity one for T *. It follows from Theorem 3.3 that h 
is an eigenvalue of multiplicity one for A. 
(ii) As we have noted, X is an eigenvalue of multiplicity one for T*. Then 
(ii) follows immediately from Theorem 3.8. 
Part (iii) also follows immediately from Theorem 3.8. 
For an indeterminate Hamburger problem, Stone’s result that each real 
number is in the support of only one N-extremal solution implies that each 
real number is a point of regular type for T. Thus Theorem 8.3 applies to an 
indeterminate Hamburger problem. If we could verify directly that each real 
number is a point of regular type for T, then we would have a simple proof of 
Stone’s result for N-extremal solutions and a generalization to the solutions 
corresponding to finite extensions of T. Unfortunately, we have been unable 
to verify directly that a real number is a point of regular type. Thus, all we 
can say is that our abstract methods together with Stone’s work yield easily 
the corresponding results for finite extensions. 
Now let us return to the LivGc problem. It remains to consider the case 
that X is not a point of regular type for T. First note that if X is an eigenvalue of 
T then it is an eigenvalue of every self-adjoint extension of T. 
THEOREM 8.4. Let X E S, and suppose that W( T - hI) is not dense in Y, X 
is not an eigenvalue of T, and h is not a point of regular type for T. 
(i) For every minimal self-adjoint extension A of T either h is a simple 
eigenvalue of A or in the continuous spectrum of A. 
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(ii) The number of ordinary self-adjoint equivalence classes of extensions 
of T for which h is an eigenvalue is equal to one or to the power of the continuum 
according as the dejkiency indices of T are (1, 1) or (m, m) where m > 1. In 
either case the number of ordinary self-adjoint equivalence classes of extensions 
for which h is in the continuous spectrum is equal to the power of the continuum. 
(iii) For any cardinal number n such that 1 < n < N, , the number of 
n-dimensional minimal self-adjoint equivalence classes of extensions of T for 
which h is an eigenvalue and the number of such equivalence classes for which h 
is in the continuous spectrum are each equal to the power of the continuum. 
Proof. (ii) and (iii) follow immediately from (i) and Theorem 3.8. To 
prove (i) note that since h is neither a point of regular type nor an eigenvalue, 
(T - AZ)-l exists and is unbounded. Therefore, for any self-adjoint extension 
A, h must either be in a,(A) or o,(A). If h is an eigenvalue of A, then it has 
multiplicity one according to Theorem 3.3. This completes the proof. 
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