One of the fundamental goals of neuroscience is to understand how perception arises from the activity of neurons in the brain [1] . Stereopsis is a type of three-dimensional (3D) perception that relies on two slightly different projections of the world onto the retinas of the two eyes, i.e., binocular disparity. Neurons selective for curved surfaces defined by binocular disparity may contribute to the perception of an object's 3D structure. Such neurons have been observed in both the anterior lower bank of the superior temporal sulcus (TEs, part of the inferior temporal cortex [IT]) and the anterior intraparietal area (AIP; [2] [3] [4] ). However, the specific contributions of IT and AIP to depth perception remain unknown. We simultaneously recorded multiunit activity in IT and AIP while monkeys discriminated between concave and convex 3D shapes. We observed a correlation between the neural activity and behavioral choice that arose early and during perceptual decision formation in IT but later and after perceptual decision formation in AIP. These results suggest a role for IT, but not AIP, in 3D shape discrimination. Furthermore, the results demonstrate that similar neuronal stimulus selectivities in two areas do not imply a similar function.
One of the fundamental goals of neuroscience is to understand how perception arises from the activity of neurons in the brain [1] . Stereopsis is a type of three-dimensional (3D) perception that relies on two slightly different projections of the world onto the retinas of the two eyes, i.e., binocular disparity. Neurons selective for curved surfaces defined by binocular disparity may contribute to the perception of an object's 3D structure. Such neurons have been observed in both the anterior lower bank of the superior temporal sulcus (TEs, part of the inferior temporal cortex [IT] ) and the anterior intraparietal area (AIP; [2] [3] [4] ). However, the specific contributions of IT and AIP to depth perception remain unknown. We simultaneously recorded multiunit activity in IT and AIP while monkeys discriminated between concave and convex 3D shapes. We observed a correlation between the neural activity and behavioral choice that arose early and during perceptual decision formation in IT but later and after perceptual decision formation in AIP. These results suggest a role for IT, but not AIP, in 3D shape discrimination. Furthermore, the results demonstrate that similar neuronal stimulus selectivities in two areas do not imply a similar function.
Results and Discussion
Monkeys were trained to discriminate between concave and convex 3D shapes with, as operant, a saccade to one of two response targets that appeared immediately after stimulus presentation ( Figure 1A ). In each trial, a static random-dot stereogram portraying either a concave or a convex surface was presented at one of three positions in depth, i.e., in front of, behind, or at the fixation plane. This procedure enforces the use of perceptual strategies that are based on disparity variations within the stimulus (i.e., disparity gradients or curvature) rather than strategies relying on position-in-depth information (i.e., near or far decisions; see Supplemental Results available online). Task difficulty was manipulated by varying the signal strength of the stimulus, i.e., the percentage of dots defining the 3D surface (see Experimental Procedures). Average performance for the 100% signal strength stimuli ranged from 97% to 99% correct and decreased as a function of the signal strength of the stimulus (see Figure S1 for the performance at different positions in depth).
Although the stimulus duration was fixed in our 3D shape discrimination task and the animals were allowed to respond only after stimulus offset, we were able to estimate the monkey's average decision time by virtue of small but consistent deviations of the average eye position relative to baseline fixation during stimulus presentation. The time at which the mean horizontal eye traces, sorted according to the two pending choice directions (i.e., left or right saccade), started to diverge indicates a commitment toward a perceptual decision and can therefore be used as an estimate of the monkey's average ''decision time'' (Figures 2A and 2D) . We used receiver operating characteristic (ROC) analysis to estimate this decision time. The ROC analysis indicates how well an ideal observer would predict the upcoming response (i.e., convex versus concave choice) with the eye position averaged in 20 ms long bins of a single trial. The decision time is estimated as the time at which the ROC value is significantly larger than 0.5 (see Experimental Procedures). For 0% signal strength, the average decision time was 270 ms and 415 ms for monkeys B1 and B2, respectively (green arrow in Figure 2 ). As expected, for the 100% signal strength condition, the decision time was shorter: 210 ms and 400 ms for monkeys B1 and B2, respectively (black arrow in Figure 2 ). We examined the validity of these decision time estimates by testing both monkeys with a stimulus duration of 270 ms (n = 5 sessions). For this short stimulus duration, the behavioral performance at 100% signal strength was similar to the performance obtained for the standard 800 ms duration ( Figures 2C-2F ). At lower signal strengths, performance was reduced, especially in monkey B2, as might be expected from his longer decision time with the standard stimulus duration. Note that the decision time estimates represent an upper bound on the true decision time (see Figure S2 for further validation).
To assess trial-to-trial correlations between the neural activity in inferior temporal cortex (IT) and anterior intraparietal area (AIP) and the behavioral response of the animal, we calculated choice probabilities (CP; [5] [6] [7] [8] ; see Experimental Procedures). For each 3D-shape selective site (41 in IT; 51 in AIP; see Experimental Procedures), CPs were calculated for each combination of signal strength, 3D shape, and position in depth, with at least seven responses to each choice target. The multiunit activity (MUA) displayed similar selectivity for concave versus convex 3D shapes in both areas (AIP versus IT selectivity: p > 0.05, based on 100% signal strength stimuli; see Experimental Procedures; see also Figure S3 ), although the latency of this selectivity was shorter in AIP (monkey B1: 110 ms; monkey B2: 100 ms) compared to IT (monkey B1: 120 ms; monkey B2: 120 ms). Because the average CPs were virtually identical across signal strengths and 3D shapes (p > 0.05 in all monkeys and both areas; permutation t test; see Supplemental Results), we combined the data of different stimulus conditions to obtain a single grand CP for each 3D-shape selective site (see Experimental Procedures).
The time courses of the average CPs differed conspicuously in the two areas ( Figure 3 ): significant CPs arose earlier in IT than in AIP, despite the earlier 3D shape selectivity in AIP. The IT-CPs were already present at 100-140 ms after stimulus onset. However, the average CP in AIP increased at a point much later in time: for both monkeys, the average AIP-CP increased after the average IT-CP had reached its peak. Importantly, the average IT-CP was significantly elevated before each monkey overtly displayed its choice, whereas the average AIP-CP started to increase only after the animal had indicated its choice. In the stimulus period before the estimated decision time of each monkey, we observed a significant average IT-CP in both animals (monkey B1: average IT-CP = 0.55 in [100 ms, 270 ms]; n = 28 MUA sites; above 0.5, p < 0.001; monkey B2: average IT-CP = 0.54 in [100 ms, 415 ms]; n = 13 MUA sites; above 0.5, p < 0.001; bootstrap t test). Importantly, no significant average AIP-CP was observed in the predecision time period (monkey B1: average AIP-CP = 0.51; monkey B2: average AIP-CP = 0.51; not above 0.5, p > 0.05; bootstrap t test). After the estimated decision time, however, we did observe a significant average AIP-CP in both monkeys. For monkey B1, the AIP-CP started to increase around 270 ms after stimulus onset and resulted in a significant average AIP-CP of 0.64 in the [270 ms, 800 ms] interval (n = 37 MUA sites; above 0.5, p < 0.001; bootstrap t test). For monkey B2, the average AIP-CP started to increase just before stimulus offset, i. In principle, the fast 3D-shape selective responses of AIP neurons could be used to form perceptual decisions about disparity-defined 3D shapes [4] . So what, then, might explain the observed differences between the CPs in these two areas? First, the CPs of IT and AIP were measured in the same hemisphere of each subject and in the same recording sessions for each subject. This design excludes task strategy, lateralization, and learning effects as possible explanations for the observed CP difference between both areas [9, 10] . Second, the use of MUA for the calculation of CPs is appropriate in the context of our ''coarse'' stereopsis task [11] [12] [13] , but MUA-CPs are sensitive to the amount of clustering shown by selective cells in an area. However, the degree of MUA selectivity was similar in both areas. Moreover, in agreement with previous studies [4, 14] , we observed similar degrees of single-unit 3D shape selectivity in both areas (measured during a fixation task; p > 0.05 for a difference in 3D shape selectivity; 67 AIP cells, 59 IT cells; Supplemental Results). Hence, the similar MUA selectivity of both areas was not caused by weak clustering of highly selective single units in one area and strong clustering of weakly selective single units in the other area. Therefore, no differences in clustering of 3D-shape selective cells were found between both areas. Third, a difference in the noise correlation between two populations involved in perceptual decisions has been suggested as an important factor in determining the magnitude of the CPs [15, 16] . Hence, a lower noise correlation in AIP could have resulted in a lower CP because CPs calculated on the MUA most likely reflect such correlations [11] . However, we did observe significant CPs in AIP, but only after the subject had formed its decision. Because it seems unlikely that the AIP-CPs resulted from variability in the eye movements of the monkeys (Supplemental Results), they seem to have arisen from top-down influences. Such late, presumably top-downdriven CPs have been reported in several visual areas [17] [18] [19] .
Although the interpretation of CPs can be a thorny issue [18] , the observed time course of the IT-CP is at least compatible with IT participating in the perception of disparity-defined curved surfaces. Indeed, lesions to IT degrade performance on a global stereopsis task in both monkeys [20] and human subjects [21] . In contrast, evidence for posterior parietal cortex playing any causal role in stereo perception is scarce [21] . One study reported a variable deficit in the discrimination of the 3D orientation of large planar surfaces after muscimol injection in area CIP [22] . To our knowledge, however, no study has investigated the role of posterior parietal cortex in a global stereopsis task with shape as the discriminandum. Because reversible inactivation of AIP results in grasping deficits [23] and stereoinformation is important for proper grasping [24] [25] [26] , it is highly likely that the stereoinformation in AIP is used for grasping purposes rather than for perception [24, 25] .
In summary, we observed a significant covariation between the neural activity of area TEs, which is part of IT, and the behavioral response of the subject during 3D shape discrimination. Several independent observations suggest that the CP in TEs occurred during the formation of perceptual decisions regarding 3D shapes. First, the CP emerged about 100-140 ms after stimulus onset and declined toward the end of the stimulus presentation. Second, analysis of eye movements during stimulus fixation indicated that the animals became overtly committed to a particular choice after the onset of the CP in IT. Hence, the formation of perceptual on a side) followed by 800 ms stimulus presentation. If the monkey maintained his gaze within the fixation window throughout the whole stimulus presentation, two response targets appeared on the left and right side of the fixation dot at 6 eccentricity. The subject was required to make a saccade to one of these targets depending on whether he perceived a convex (to the right or left for monkeys B2 and B1, respectively) or concave (to the left or right for monkeys B2 and B1, respectively) shape. Correct answers were followed by a liquid reward. The monkeys were rewarded randomly on the 0% signal strength trials with a probability of 0. decisions regarding 3D shapes was initiated shortly after stimulus onset, i.e., during the time that IT-CPs occurred. In contrast, the AIP-CP occurred much later and after perceptual decisions about 3D shapes were already formed. These results suggest a role for IT, but not AIP, in 3D shape discrimination. Hence, our findings are consistent with the view that the dorsal stream is important for using visual information to effect actions, whereas the ventral visual stream underlies perception and object recognition [27, 28] . More generally, our results clearly demonstrate that similar neuronal stimulus selectivities in two areas do not imply a similar function.
Experimental Procedures
Subjects and Surgery Two monkeys (Macaca mulatta) served as subjects. Under isoflurane anesthesia and aseptic conditions, a recording cylinder (Thomas Recording) was implanted above the intraparietal sulcus and anterior IT (left and right hemispheres for monkeys B1 and B2). All surgical procedures and animal care were approved by the K.U. Leuven Ethical Committee and were in accordance with the European Communities Council Directive 86/609/EEC.
Stimuli
The stimulus set consisted of static random-dot stereograms with eight different circumference shapes (e.g., circle, ellipse, square, etc.; size = w5
). We first selected the optimal circumference shape via a fixation task in which only 100% signal strength stimuli were presented. The preferred circumference shape, as determined in one of the two regions (varied daily), was subsequently used during the discrimination task. Stimuli were centered foveally on a gray background. The depth structure was defined solely by horizontal disparity as a two-dimensional radial basis Gaussian surface that could be either convex or concave (see Figure 1B for an example stimulus; maximal disparity amplitude = 0. 15 ). The dots consisted of Gaussian luminance profiles (width = 7 pixels; height = 1 pixel; standard deviation = 0.7 pixels; 1 pixel z 0.02 ). For each dot, the mean of the Gaussian luminance profile could be positioned along a continuous axis resulting in perceptually smooth stereograms with subpixel resolution [29] . Stimuli were presented at three positions in depth, i.e., in front of, behind, or at the fixation plane (60.23 depth variation). Task difficulty was manipulated by varying the percentage of dots defining the surface, i.e., the signal strength (or stereocoherence). Dots that were not designated as defining the surface were assigned a disparity that was randomly drawn from a uniform distribution (support = [20.50 , 0.50 ]). During recording, we used three different signal strengths (0%, 20%, and 100% for monkey B1; 0%, 10%, and 100% for monkey B2). For each experiment we used 20 different random dot patterns per signal strength (see Supplemental Experimental Procedures for additional information).
Data Analysis
To estimate the monkeys' average decision time, we analyzed the deviations from baseline fixation in the average horizontal eye traces. For each trial, the eye movement traces were normalized by subtraction of the average fixation position of the baseline period. We used only the eye movement data from trials for which CPs were calculated. For each site, the left and right eye traces were sorted according to the two pending choice (C and F) Percentage of convex choices as a function of the signal strength for the stimuli with normal (i.e., 800 ms; black) and short (i.e., 270 ms; gray) stimulus durations for monkey B1 (C) and monkey B2 (F). The behavioral performance of monkey B1 dropped with 6% at 20% signal strength (64% correct versus 58% correct; d'-difference between short and long stimulus duration at 20% signal strength = 0.27). In contrast, the behavioral performance of monkey B1 dropped with 13% at 10% signal strength (70% correct versus 57% correct; d'-difference = 0.67). Vertical lines indicate 61 SEM. Solid line shows the fitted psychometric function. Psychometric functions were fitted to the monkeys' average performance at different signal strengths with a cumulative Weibull function via maximum likelihood estimation [31] . directions (i.e., left or right saccade) and averaged per choice direction. Next, we calculated, for each site and each choice direction, the average of these mean left and right eye traces (Figures 2A and 2D ). Single-trial horizontal eye positions were used to calculate a time course of ROC values (i.e., the area under the ROC curve; auROC). ROC values were calculated for the horizontal eye position averaged within 20 ms bins. The ROC time courses were subsequently averaged across sites. The ''decision time'' was estimated as the first of three consecutive 20 ms bins for which the ROC value differed significantly from chance (bootstrap test, a = 0.05).
3D shape selectivity was examined for trials with stimuli at 100% signal strength via a two-way analysis of variance with ''3D shape'' and ''position in depth'' as factors based on the 700 ms interval starting 100 ms after stimulus onset. 3D shape selectivity was defined as a significant main effect of 3D shape (a = 0.05). The ''preferred 3D shape'' of a 3D-shape selective site was defined as the depth profile (i.e., convex or concave) with the highest average response in the 700 ms interval. We compared the degree of 3D shape selectivity in AIP and IT by calculating ROC values on the MUA (averaged within different time intervals, i.e., pre-or postdecision; Figure S3 ) for the preferred and the nonpreferred 100% signal strength stimuli. We did this for each site that was used to calculate CPs. We used a permutation test to compare the ROC values of each region. We calculated the selectivity latency for each region as follows. First, for each site, a peristimulus-time histogram (PSTH) (10 ms bins) was calculated for the preferred and the nonpreferred 100% signal strength stimulus. Second, the PSTHs were normalized with the maximum bin value of any PSTH at a given site and were averaged across sites. Third, the selectivity latency was defined as the first of two consecutive bins, for which we observed a significant difference between the preferred and the nonpreferred stimulus (paired permutation t test over sites; a = 0.05). Choice probabilities were calculated for each combination of signal strength, 3D shape, and position in depth [30] . For each 3D-shape selective site, the CP was tested for a significant deviation from 0.5 via a permutation test (a = 0.05). Grand CPs were obtained for each 3D-shape selective site by first Z-scoring the neural data within each condition (with R7 trials per choice target; no 100% signal strength conditions) and subsequently combining the Z-scored data of different conditions to calculate the grand CP.
Supplemental Information
Supplemental Information includes Supplemental Results, Supplemental Experimental Procedures, three figures, and two tables and can be found with this article online at doi:10.1016/j.cub.2010.03.058. We examined the time course of the grand choice probability (CP) via a sliding window analysis in which the grand CP was calculated for the neural data contained in a 100 ms time window (centered at 50 ms) that was advanced in time in steps of 10 ms. This procedure was repeated for each 3D-shape selective site, and all time courses were then averaged for each region separately. Black vertical lines indicate stimulus onset and offset. Top: average IT grand CPs. Bottom: average AIP grand CPs. Left: monkey B1. Right: monkey B2. Insets display the distributions of the grand CPs for all 3D selective sites for each monkey and each area separately, based on the time interval as shown by the black line at the bottom of each plot. This time interval is the predecision time interval for IT and the postdecision time interval for AIP (see Results and Discussion). Red bars indicate the sites with a CP that is significantly different from chance. Horizontal dashed lines indicate chance level. SEM (6) at each time point is indicated by shading over the lines.
