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RESUME 
I'intelligence artificielle implantee sur les robots mobiles explorateurs de planete (rovers) a une incidence directe sur la distance que peuvent parcourir ces robots. 
J Dans un futur proche, les rovers devront parcourir de plus longues distances 
qu'ils ne le font actuellement. Pour cela, une partie de la solution consiste a changer 
les systemes de vision stereo passifs actuels par un systeme laser (LIDAR) permet-
tant ainsi aux robots de voir plus loin et plus precisement. Cette modification amene 
en contrepartie une quantite enorme de donnees topographiques a traiter. Comme les 
ordinateurs embarques sur les robots spatiaux sont generalement limites en capacity 
de calcul et en memoire, les donnees obtenues du capteur doivent etre compressees. 
Cette compression peut conduire a une representation irreguliere de 1'environnement 
qui implique a son tour de nombreuses complications au niveau des algorithmes de ge-
neration de chemin. Comme les robots auront une fa^on differente de comprendre leur 
environnement, ils devront utiliser une nouvelle approche pour naviguer et planifier 
des chemins. 
Ce projet de recherche vise developper une methode de planification de chemin ca-
pable d'operer dans une representation irreguliere de 1'environnement. L'algorithme 
developpe doit generer des chemins qui atteignent les destinations fixees par un algo-
rithme de navigation de plus haut niveau. Ce chemin doit etre : securitaire, continu, 
lisse, court, prendre en compte les contraintes mecaniques du robot et engendrer une 
faible consommation energetique. L'algorithme quant a lui doit etre rapide, robuste et 
ne doit pas surcontraindre ce probleme d'optimisation. Pour atteindre ces objectifs, le 
candidat propose l'utilisation d'une approche elegante basee sur une analogie a la me-
canique des fluides. 
L'idee generale est d'utiliser 1'environnement du robot comme un bassin de fluide sans 
viscosite. Dans ce bassin, il entre une quantite constante de fluide a la position initiale 
du robot et ce meme debit ressort a la destination a atteindre. La resolution de l'ecou-
lement stabilise permet de tracer des lignes de courant qui s'averent de bons chemins 
candidats. Enfin, c'est au moyen de certains criteres d'optimisation que le meilleur che-
min parmi l'ensemble des lignes de courant est selectionne. Afin de confronter cette 
methode a l'etat de l'art, une rigoureuse comparaison a ete effectuee avec l'approche 
de recherche de graphe A*. Cette derniere est largement utilisee depuis des decennies 
par l'industrie et certaines agences spatiales. Cette comparaison a permis de mettre en 
lumiere les avantages et inconvenients des deux methodes et a conduit a la fusion des 
deux afin d'obtenir une approche hybride. Celle-ci permet de faire ressortir les avan-
tages des deux methodes individuelles et d'attenuer les inconvenients. 
i 
ii 
Afin de valider la performance des methodes et de confirmer l'atteinte des objectifs, les 
algorithmes ont ete mis a l'epreuve sur une vaste banque de donnees de terrains reels 
mesures. Sur ces centaines de terrains, les algorithmes ont planifie des chemins gene-
rant ainsi de nombreux resultats experimentaux. Une analyse des resultats a permis de 
conclure a l'atteinte de l'ensemble des objectifs du projet. Les methodes proposees ont 
de plus ete implantees avec succes sur un banc d'essai robotise de l'Agence spatiale 
canadienne. 
Le resultat ultime du projet est une demonstration d'envergure de l'autonomie du robot 
et done par le fait meme de la fonctionnalite de l'algorithme de generation de chemin. 
Dans cette demonstration appelee Avatar Explore, les positions a atteindre par le robot 
proviennent d'un signal de la Station spatiale internationale. L'experience a eu lieu au 
courant de l'ete et de l'automne 2009 avec aux commandes l'astronaute canadien Robert 
Thirsk. Celui-ci a envoye de nombreuses consignes a un robot qui utilisait le fruit de ce 
projet de recherche. 
iii 
Mots-cles : robotique mobile, planification de chemins, exploration spatiale, equation 
de Poisson, methode des elements finis, mecanique des fluides, ecoulement po-
tentiel 
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CHAPITRE 1 
INTRODUCTION 
PAR l'entremise de l'Agence spatiale canadienne (ASC), le Canada a investi au cours des vingt-cinq dernieres annees plus de 1.5 milliard de dollars dans le secteur de la robotique spatiale [Lange et al, 2004], Au-dela de la formation 
d'une equipe d'astronautes qualifies, l'agence federate a fourni de remarquables contri-
butions au programme de la Station spatiale internationale (ISS). La principale contri-
bution canadienne est l'implantation du programme Mobile Servicing System (MSS) 
dont les trois grands projets visent a assurer la maintenance de la station en orbite. 
Le premier de ces projets, le Space Station Remote Manipulator System (SSRMS), a 
donne naissance aux fameux bras robotises canadiens (Canadarm II). Le second projet 
s'intitule le Special Purpose Dextrous Manipulator (SPDM) et concerne un robot qui 
vient s'arrimer a l'extremite du SSRMS. Enfin, le dernier des projets constituant le pro-
gramme est le Mobile Base System (MBS). Son but est de permettre l'ancrage mobile 
qui assure l'alimentation et la communication au SSRMS et au SPDM [Sallaberger et 
Force, 1997]. Ces projets d'envergure temoignent de la grande expertise canadienne en 
robotique spatiale. 
A l'heure actuelle, le savoir-faire spatial canadien s'oriente certainement vers l'explora-
tion planetaire [Beland et al, 2000]. L'interet que porte le Canada pour ce type d'explo-
ration s'est concretise en mai 2008 alors que la sonde d'exploration Phoenix posee en 
sol martien a manoeuvre de l'instrumentation scientifique congue et fabriquee au Ca-
nada [Daly et al, 2004]. Depuis, l'envoi d'une sonde robotisee entierement developpee 
par le Canada demeure une vision fort attrayante partagee par plusieurs. C'est dans cet 
esprit que le groupe de recherche et de developpement en robotique de l'ASC poursuit 
le developpement de technologies de navigation autonome vouees a des robots mobiles 
explorateurs de planetes [Dupuis et al., 2004; Rekleitis et al, 2009,2008b]. 
La derniere decennie a ete l'hotesse de brillants succes d'exploration de Mars au moyen 
de vehicules mobiles robotises (rovers). En 1997, la mission Pathfinder a depose en sol 
martien le robot Sojourner qui a parcouru environ 100 m en 83 sols1. Puis, en 2003 et 
2004, la mission Mars Exploration Rovers (MER) prend la releve et depose les rovers 
Spirit et Opportunity. Toujours en operation, ces robots parcourent une distance jour-
'Le sol est tine journee martienne qui dure 24h 37m 23s en terme d'heure terrestre. 
1 
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naliere moyenne d'une dizaine de metres. Les faibles distances parcourues sont dues a 
l'intervention de la base terrestre dans les prises de decision, car les capacites d'auto-
nomie de ces robots sont limitees. 
Une importante contrainte associee a une mission sur Mars provient de la faiblesse du 
lien de communication qu'il est possible d'etablir entre Mars et la Terre au moyen du 
reseau d'antennes Deep Space Network (DSN) de la National Aeronautics and Space 
Administration (NASA) [M.S., Gatti, 2003]. Les delais de communication peuvent at-
teindre jusqu'a 26 minutes et la largeur de bande passante est restreinte. Cette limitation 
exclut done la possibility d'une teleoperation efficace et securitaire d'un robot sur Mars 
a partir de la Terre [Carsten et al.r 2007]. 
Pour que les retombees scientifiques de l'exploration en justifient l'investissement, les 
futurs robots explorateurs planetaires devront etre munis de capacites d'autonomie qui 
requierent une intervention minimale de la Terre. Une part importante de l'autonomie 
est supportee par la capacite du robot a planifier lui-meme sa trajectoire entre une posi-
tion initiale et une destination. La responsabilite revient maintenant au robot de generer 
des chemins securitaires et optimaux. Pour accomplir line telle tache, il doit observer 
son environnement, reperer les obstacles et comprendre ce qui l'entoure. Pour ce faire, 
le robot est equipe d'un systeme de vision dedie a la navigation. C'est au moyen de 
l'information issue de ses capteurs qu'il peut construire une representation de son en-
vironnement. 
Presentement, la technologie qui gouverne les robots est l'imagerie stereo passive. Cette 
technologie dont la precision est limitee s'avere en plus peu fiable a 1'analyse des cra-
teres et des pentes descendantes [Henriksen et Krotkov, 1997]. Aussi, ce capteur n'a 
generalement qu'une portee de quelques metres. Dans le but d'accroitre l'autonomie, 
les prochains rovers pourraient etre equipes de systeme de vision actif de type LIDAR. 
Contrairement a l'imagerie passive, les cameras qui le constituent ne sont pas sujettes a 
l'influence de la luminosite et ont une portee beaucoup plus importante [Rekleitis et ah, 
2009]. Toutefois, la quantite de donnees retournees par le capteur actif est si importante 
qu'une compression est necessaire. Cette compression peut amener une representation 
du terrain irreguliere, complexifiant consequemment la generation de chemins. A ce 
propos, le candidat propose d'investiguer la question de recherche suivante : «Com-
ment un robot peut-il, de faqon autonome, generer un chemin securitaire et optimaf 
2Le qualificatif «optimal» n'est pas utilise ici au sens d'une solution mathematiquement optimale. La 
section 3 explique le terme «chemin optimal» qui provient d'un processus approximatif d'optimisation. 
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entre une position initiale et une destination cormue dans une representation irregu-
liere de son environnement ?» 
Le present document etale en premier lieu une revue de litterature sur les methodes 
de planification de chemin adaptees aux robots mobiles afin de comprendre l'etat de 
la question. Ensuite, la definition formelle du projet de meme que les objectifs de re-
cherche sont presentes. Le chapitre 4 expose en detail la strategic permettant d'obtenir 
une modelisation de terrain a partir de donnees brutes LIDAR. Puis, le chapitre 5 at-
taque le coeur du projet en exposant la methode de planification de chemin mise en 
oeuvre. Ensuite, plusieurs validations experimentales sur banc d'essai sont presentees 
au chapitre 6. Finalement, une conclusion termine l'ouvrage. 
CHAPITRE 1. INTRODUCTION 
CHAPITRE 2 
ETAT DE L'ART 
2.1 Definition de termes 
2.1.1 L'espace des configurations de Latombe 
Le present document reprend la notation et les termes presentes dans le livre Robot 
motion planning [Latombe, 1991], ouvrage de reference dans le domaine. L'uniformi-
sation des termes techniques presentes ici s'etend aujourd'hui a la plupart des textes 
traitant de planification de mouvement de robot. Des livres recents tels que Autono-
mous Mobile Robots : Sensing, Control, Decision-making, and Applications [Ge, S.S. et 
Lewis, F.L., 2006] ainsi que Planning algorithms [LaValle, 2006] et bien d'autres se sont 
plies a cette notation. C'est dans cet esprit d'homogeneite que l'auteur de ce memoire 
presente les termes qui suivent. 
Configuration d'un robot (robot configuration) La configuration q est un ensemble de 
variables qui, a eux seuls caracterisent completement la position et l'orientation de tous 
les points composant le robot. Par exemple, Ge et Lewis [Ge, S.S. et Lewis, F.L., 2006] 
expriment la configuration d'un robot manipulateur par la liste des angles de chacune 
de ses articulations. 
Espace des configurations (configuration space) Supposons qu'un robot possede d va-
riables caracterisant sa configuration. A partir de la, le robot peut etre considere comme 
un point dans un espace C de dimension d appele espace des configurations. 
Espace libre (free space) Une configuration q est dite libre si le robot place a q n'entre 
pas en collision avec un obstacle (ou avec lui-meme dans le cas d'un bras manipula-
teur). L'espace libre Cfree est done l'ensemble de toutes les configurations libres de C. 
5 
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Espace des obstacles (obstacles space) L'espace des obstacles C0bs est un sous-espace 
de C qui comprend l'ensemble des configurations menant sur un obstacle. Done l'es-
pace des configurations s'exprime ainsi: 
C — Cfree U ^obs 
Chemin (path) Un chemin entre la configuration initiale qinit vers une configuration 
souhaitee qgoai est une fonction continue r telle que : 
r : [0,1] - C, 
avec r(0) = qinit et r( 1) = qgoai. 
Trajectoire (trajectory) Lorsque r est exprime comme une fonction du temps, il s'agit 
alors d'une trajectoire. 
Holonomie (holonomy) Un systeme robotise est dit holonome si et seulement si son 
mouvement est contraint par un systeme d'equations algebriques uniquement fonction 
des degres de liberte du robot et du temps [Nakamura et Mukherjee, 1991]. 
Contrainte non holonome (nonholonomic constraint) Une contrainte est dite non ho-
lonome s'il est impossible de l'ecrire comme une contrainte algebrique dans l'espace 
des configurations [Murray et Sastry, 1993]. L'exemple typique d'un systeme posse-
dant une contrainte non holonome est une automobile. A l'heure actuelle, ce vehicule 
est mecaniquement incapable d'effectuer line rotation sans changer sa position. 
2.1.2 Representation de 1'environnement d'un robot 
Maillage triangulaire (triangular mesh) Selon 1'article Delaunay Triangulation and 
Meshing: Application to Finite Elements [George et Borouchaki, 1998], le maillage tri-
angulaire d'un nuage de points dans (avec d > 2) fait correspondre l'enveloppe 
convexe de ces points avec un ensemble de cellules assemblies qui, en general, sim-
plifie la realite. Generalement pour d = 2, les cellules sont des triangles et pour d = 3 
des tetraedres. Sur chacune des cellules des proprietes sont satisfaites. Par exemple, la 
continuity du domaine ou la continuity d'une fonction derivee d'une cellule a l'autre. 
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Cellule (cell) Toujours selon Latombe, l'element unitaire d'un maillage de C/ree s'ap-
pelle cellule. 
2.5D (two-and-a-half-dimensional) Le terme 2.5D ou pseudo-3D refere, dans le cas de 
la representation de l'environnement d'un robot explorateur de planete, a un terrain 
pouvant etre decrit par une fonction mathematique de la forme z = f(x,y). Pour 
chaque coordonnee (x, y), il ne peut exister qu'une altitude z a cette representation. 
Par exemple, la representation d'une grotte par un maillage triangulaire possedant a la 
fois le plancher et le plafond de la grotte n'est pas 2.5D. 
2.1.3 Algorithme 
Completude (completeness) Selon Ge et Lewis [Ge, S.S. et Lewis, F.L., 2006], dans le 
contexte d'une recherche de chemin, un algorithme est dit complet, s'il retourne soit un 
chemin quand la solution existe, soit un message d'inexistence. 
Complexite (complexity) La definition qui suit est tiree du livre Mastering algorithms 
with C [Loudon, 2000]. La complexite d'un algorithme est la courbe de croissance des 
ressources qu'il requiert par rapport au volume de donnees qu'il traite. La notation O 
est celle qui est le plus communement utilisee pour exprimer formellement les perfor-
mances d'un algorithme. Elles sont exprimees sous la forme d'une fonction de la taille 
des donnees. Cela signifie que, pour une taille n , la performance est decrite a l'aide 
d'une fonction /(n). Cependant, s'il est possible de determiner exactement /, il n'est 
habituellement pas necessaire d'etre aussi precis : on ne se preoccupe uniquement de 
la courbe de croissance de /, qui decrit la rapidite avec laquelle les performances d'un 
algorithme se degradent a mesure que la taille des donnees traitees augmente. 
2.2 Methodes de planification de chemin 
La recherche de chemin pour robot dans tin environnement statique a ete etudiee 
intensivement a travers les dernieres quatre decennies. De nombreuses methodes ont 
vu le jour. Certaines dediees aux bras manipulateurs, d'autres aux robots mobiles et 
certaines compatibles avec tous systemes robotises. Ultimement, toutes les methodes 
tentent de resoudre un probleme unique. En reprenant la nomenclature de Latombe, 
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cette problematique de recherche de chemin peut se resumer ainsi: 
La recherche d'un chemin r dans l'espace Cfree qui relie les configurations 
Qinit a Qgoai s'appelle planification de chemin. 
Figure 2.1 Schema du probleme de base de la planification de chemin d'un 
robot en reprenant la terminologie de Latombe. Les secteurs ombrages re-
presented l'espace des obstacles et en blanc est illustre l'espace libre. 
La figure 2.1 permet d'imager la simplicity d'une representation par configuration. 
Cette approche permet de ramener le probleme a la recherche d'un chemin pour un 
point mobile dans C/ree. Cette formulation ne change en rien la complexity du pro-
bleme, mais il est plus simple conceptuellement de bouger un point que de deplacer 
un robot reel pourvu de dimensions et de contraintes physiques. Dans le meme ordre 
d'idee, Lozano-Perez, pere de la formulation en espace des configurations1, a propose 
dans plusieurs articles [Lozano-Perez, 1983; Lozano-Perez et Wesley, 1979] de grossir 
les obstacles afin d'omettre les dimensions du robot dans l'analyse. D'autres auteurs 
tels que Spenko, Iagnemma et Dubowsky [Spenko et ah, 2004] ont developpe des my-
thodes ou les dimensions du robot et les contraintes mecaniques sont prises en compte. 
La section 2.2 presente les families de methodes de planification de chemin. Pour cha-
cune d'elle, des exemples concrets d'algorithmes et d'applications reelles sont exposes 
ce qui permet d'appuyer les explications. D'abord, quelques methodes Bug-like ins-
pirees du comportement des insectes sont presentees. Ensuite viennent les approches 
roadmap et de decomposition cellulaire. Enfin, la methode du champ de potentiel est 
exposee au moyen de comparaisons avec le comportement des charges electriques et 
de la mecanique des ecoulements de fluide. 
1Historiquement, Thomas Lozano-Perez fut le premier a presenter le probleme sous Tangle de l'es-
pace des configurations. Jean-Claude Latombe est celui qui a uniformise l'approche. 
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2.2.1 Algorithmes Bug-like 
La premiere categorie d'algorithme presentee s'apparente davantage a une strategie 
d'evitement d'obstacle que de generation de chemin. L'algorithme dirige le robot en 
ligne droite vers la cible. Si au passage, celui-ci rencontre un obstacle, il l'evite en sui-
vant son contour. Ce comportement, relativement limite d'un point de vue intelligence 
artificielle, rappelle le mouvement de certains insectes. La figure 2.2 illustre tin exemple 
de generation de chemin base sur l'algorithme Bug2. 
L'article de Lumelsky et Stepanov [Lumelsky et Stepanov, 1987] explique en detail les 
methodes Bugl et Bug2. II montre aussi comment un robot pilote par ces algorithmes 
peut s'echapper d'un labyrinthe. De nombreuses variantes de ces methodes ont vu le 
jour. Mentionnons ici l'algorithme Wedgebug [Laubach et Burdick, 1999] dont l'effica-
cite a ete demontree en terrain reel sur un rover au centre de recherche de la NASA Jet 
Propulsion Laboratory (JPL). 
Ces approches relativement simples a implanter s'averent toutefois limitees en perfor-
mance. C'est le caractere local de la recherche de chemin qui rend la methode vulne-
rable. Effectivement, les methodes locales peuvent retourner des chemins peu efficaces, 
car elles ne considerent pas la totalite du domaine navigable. Elles ne peuvent pas an-
ticiper les obstacles, elles ne font que reagir. 
2.2.2 Methode roadmap 
Selon le livre The CRC Robotics Handbook of Mechanical Engineering [Kreith et Gos-
wami, 1999], les methodes roadmap sont parmi les approches les plus anciennes de 
planification de chemin. Les auteurs Ge et Lewis definissent le roadmap comme une 
simplification de l'espace libre de l'environnement du robot au moyen d'un reseau de 
courbes a une dimension [Ge, S.S. et Lewis, F.L., 2006]. 
Qgoal 
Figure 2.2 Exemple d'un chemin genere par l'algorithme Bug2 
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Une fois le reseau construit, le robot est contraint a se deplacer uniquement suivant 
ces courbes. La difficulty de cette methode reside dans la construction d'un reseau 
de courbes qui permet au robot de se deplacer en tout point de l'espace libre, tout 
en limitant le nombre de courbes. Les algorithmes appartenant a cette famille de me-
thodes sont generalement complets2. Les methodes du graphique de visibility et du 
diagramme de Voronoi qui suivent sont des exemples de methode roadmap. 
Graphique de visibility La methode par graphique de visibility a ete introduite par 
Nilsson dans son article A Mobile Automaton : An Application of Artificial Intelligence 
Techniques [Nilsson, 1969]. Le livre Introduction to Autonomous Mobile Robots [Sieg-
wart et Nourbakhsh, 2004] explique que ce graphique est forme des lignes droites qui 
joignent l'ensemble des sommets des obstacles dans une representation polygonale de 
l'espace des configurations. Tous les sommets qui sont visibles des autres sommets sont 
relies entre eux. Une fois le graphique de visibility forme, le planificateur de chemin 
choisi le chemin le plus court entre la position initiale et la cible dans le roadmap. La 
figure 2.3 montre un exemple de chemin genere au moyen de cette methode. 
nguui 
Figure 2.3 Exemple d'un chemin genere au moyen de la methode de gra-
phique de visibility 
Les courbes pointillees represented l'ensemble du roadmap et la courbe en gras est le 
chemin selectionne par l'algorithme. Les solutions retenues par cette methode tendent 
toujours a se deplacer le plus pres possible des obstacles ce qui resulte en des che-
mins courts, mais potentiellement dangereux pour le robot. Selon le livre Computatio-
nal Geometry : Algorithms and Applications [De Berg et ah, 2008], la charge de calcul 
2Voir section 2.1 pour connaitre la definition de la completude d'un algorithme. 
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d'un graphique de visibility est d'ordre ()(n2 log n) ou n est le nombre total de som-
mets d'obstacle. C'est done dire que pour un environnement ou la densite d'obstacle 
est elevee, le graphique peut s'averer long a calculer. Des methodes derivees existent 
de complexite semblable, applicable sur des obstacles qui ne sont pas necessairement 
polygonaux. C'est le cas de la methode Visibility complex presentee dans l'article The 
visibility complex [Pocchiola et Vegter, 1993]. 
Diagramme de Voronoi Contrairement a l'approche du graphique de visibility, 
l'usage du diagramme de Voronoi est une methode roadmap qui maximise la distance 
entre le robot et les obstacles. L'espace des configurations est decompose en reseau de 
courbes forme par le diagramme de Voronoi. Les details de la construction d'un tel 
diagramme sont expliques dans l'article Voronoi diagrams-a survey of a fundamental 
geometric data structure [Aurenhammer, 1991]. La figure 2.4 montre un exemple de 
cette methode. 
Figure 2.4 Exemple d'un chemin genere au moyen de la methode du dia-
gramme de Voronoi 
Selon l'article A retroaction method for planning the motion of a disc [O'Dunlaing et 
Yap, 1985], cette approche est de complexity 0(n log n). Elle requiert done moins de 
ressource informatique que la methode du graphique de visibility. Aussi, elle genere 
des chemins plus securitaires, mais moins optimaux que dans le cas de cette derniere 
methode. Des chercheurs de l'universite Carnegie Mellon (CMU) ont presenty dans 
l'article Incremental Reconstruction of Generalized Voronoi Diagrams on Grids [Kalra 
et al., 2006], un vehicule agricole robotise dont le coeur de son generateur de chemin 
utilise une approche par diagramme de Voronoi. 
Qinit 
Qgoal 
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L'article The visibility-Voronoi complex and its applications [Wein et al.r 2007] pro-
pose une approche hybride. Cet algorithme genere des courbes en prenant le contour 
des obstacles grossis. Ensuite, il trace les droites de visibilite et ajoute ce que l'auteur 
appelle des Voronoi chain points. Ces derniers permettent de tracer des droites de vi-
sibilite supplementaires. En sortie, le chemin obtenu est plus court que dans le cas de 
la methode du diagramme de Voronoi et plus securitaire que pour l'approche par gra-
phique de visibilite. 
2.2.3 Approche par decomposition cellulaire 
L'approche par decomposition cellulaire est probablement la methode de planification 
de chemin la plus etudiee [Latombe, 1991]. Elle consiste en la decomposition de l'espace 
libre du robot en regions simples appelees cellules et generalement en une recherche 
dans le graphe reliant chaque cellule entres elles. Dans ce graphe, il est possible d'as-
socier un cout pour passer d'une cellule a l'autre. Ce cout peut etre base sur plusieurs 
criteres relies a la topologie du terrain, aux capacites du robot, a la distance de la des-
tination, etc. Typiquement, il existe deux methodes pour batir une decomposition de 
1'environnement du robot: 
- La decomposition cellulaire exacte decompose l'espace libre en cellules qui une fois 
unies forment exactement l'espace libre du robot; 
- La decomposition cellulaire approximative utilise des cellules de forme predefinie (p. 
ex., triangles ou rectangles) qui une fois unies forment un sous-ensemble de l'espace 
libre. 
La figure 2.5 montre un exemple de chemin obtenu par la methode de decomposition 
cellulaire exacte. 
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Figure 2.5 Exemple d'un chemin genere au moyen de la methode de de-
composition cellulaire exacte et graphe de connectivity entre les cellules 
Dans un premier temps, l'espace libre est decompose en un assemblage de cellules (nu-
merates de 1 a 10 a la figure 2.5). Ensuite, le graphe de connectivity est genere et enfin, 
le chemin r est obtenu au moyen d'une recherche de graphe. La methode approxima-
tive, quant a elle, est une des techniques de planification de chemin les plus utilisees 
vue la popularity d'une representation approximative en «grille» de l'espace des confi-
gurations des robots [Siegwart et Nourbakhsh, 2004]. La figure 2.6 montre un exemple 
d'une decomposition en grille et d'un chemin planifie. 
Imu 
j llgoai I j 
Figure 2.6 Exemple d'un chemin genere au moyen de la mythode de de-
composition cellulaire approximative 
Recherche de graphe Tel qu'explique precedemment, dans une representation cellu-
laire de l'espace, il est possible de relier les cellules entre elles par des liens ponderes, 
c'est-a-dire qu'il est possible d'associer un cout pour se deplacer d'une cellule a l'autre. 
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S'il y existe une cellule jugee dangereuse, un cout infini peut lui etre assigne afin de 
s'assurer que le robot ne visite pas cette cellule. Un chemin peut etre obtenu au moyen 
d'une recherche dans le graphe de connectivity. Les mathematiques combinatoires pro-
posent quelques algorithmes de recherche dans des graphes. L'algorithme de Dijkstra 
[Dijkstra, 1959] a jete les bases de la recherche optimale dans des graphes. Cette me-
thode permet d'obtenir le chemin le moins «couteux» dans des graphes a ponderation 
positive (dont les poids sont positifs). Cette optimalite a un prix, selon le livre Algo-
rithmes de graphes [Lacomme et ah, 2003], la complexity de calcul de la recherche peut 
•atteindre 0(n2). 
L'algorithme de recherche A* est un cas particulier de l'algorithme de Dijkstra qui 
cherche a reduire l'ampleur de la recherche en incluant une heuristique a la fonction 
cout [LaValle, 2006]. Par exemple, il est possible d'ajouter a chaque cellule un cout qui 
est fonction de la distance par rapport a la destination. Cela a pour effet de penaliser 
les cellules qui s'eloignent de la position de la cible. II existe aussi d'autres variantes 
de la methode de Dijkstra telle que l'algorithme B* qui guide lui aussi la recherche au 
moyen d'une heuristique [Berliner, 1979]. 
Methode grassfire La methode grassfire est une methode de planification de chemin 
par decomposition cellulaire efficace et simple a mettre en oeuvre [Siegwart et Nour-
bakhsh, 2004]. L'algorithme envoie une «onde de feu» qui demarre de la position de 
la cible et qui se propage vers l'ensemble des cellules. Au passage de l'onde, chaque 
cellule est marquee de la distance entre elle et la cible. L'expansion de l'onde cesse lors-
qu'elle atteint la position initiale du robot. Ensuite, le planificateur de chemin trace un 
chemin entre la position initiale et la cible en passant par les cases decroissant le plus 
rapidement. Comme chacune des cellules n'est visitee qu'une seule fois, la complexity 
de l'algorithme est de 0(n). La figure 2.7 montre un exemple de la methode grassfire. 
Cette derniere methode permet d'obtenir un chemin dont l'optimalite n'est basee que 
sur la distance. En aucun cas elle ne permet de prendre en compte les contraintes phy-
siques du robot et ne permet pas non plus de minimiser l'energie consommee, contrai-
rement aux approches par recherche de graphe qui utilisent une fonction cout qui peut 
inclure des considerations autres qu'uniquement la distance. 
En somme, les methodes de dycomposition cellulaire permettent de calculer un chemin 
pour un robot au moyen d'algorithmes de complexity relativement faible. Neanmoins, 
dans bien des cas, ce type d'approche induit des contraintes au probleme qui degrade 
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Figure 2.7 Exemple d'un chemin genere au moyen de la methode grassfire 
la qualite des chemins. Par exemple, il est coutume de faire passer le robot par le centre 
des cellules (voir figure 2.5, 2.6 et 2.7) ce qui, dans bien des situations, genere des che-
mins rugueux (en «dent de scie») et peu intuitifs. Dans le cas d'une decomposition 
irreguliere de l'environnement, il peut arriver que pour atteindre sa destination, le ro-
bot doive zigzaguer, car il est force a passer par le centre des cellules alors que la ligne 
droite est peut-etre le veritable chemin optimal. L'article [Rekleitis et al, 2009] discute 
de cette problematique et suggere l'utilisation d'un corridor de securite dans lequel le 
chemin rugueux peut etre filtre afin d'obtenir un chemin plus lisse. 
2.2.4 Methode du champ de potentiel artificiel 
Analogie des charges electriques L'idee de guider tin robot au moyen de forces vir-
tuelles a ete introduite dans l'article Real-time obstacle avoidance for manipulators and 
mobile robots [Khatib, 1985]. L'auteur suggere d'associer le robot a une charge elec-
trique qui est a la fois attiree par la cible et repoussee par les obstacles. En tout point 
de l'espace libre, il est possible d'associer un potentiel electrique scalaire proportionnel 
a la distance au carre de la cible et des obstacles (ou selon d'autres lois). Ce potentiel 
peut s'ecrire ainsi en reprenant la notation de Khatib : 
Uart(x) = UXd(x) + U0(x), 
ou UXi(x) est le potentiel attractif de la cible et ou UQ{X) est le potentiel repulsif des 
obstacles tous deux fonctions de la position. Le potentiel de la cible s'ecrit ainsi: 
UXd(x) = \k(x - x d f , 
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ou x est la position actuelle du robot sur l'espace libre et xd est la position de la cible. 
La constante k est un gain qui peut etre ajuste. En tout temps la direction a prendre est 
donnee par la resultante des forces electrostatiques : 
Fres = -Vf/art(x). 
L'article Potential field methods and their inherent limitations for mobile robot navi-
gation [Koren et Borenstein, 1991] a mis en lumiere les limitations de la methode du 
potentiel presentee par Khatib. Les principaux problemes sont les suivants : 
- presence de minimums locaux qui coincent le robot; 
- comportement oscillatoire a proximite des obstacles et dans les corridors etroits. 
Ces memes auteurs proposent une methode de potentiel couplee a une methode de de-
composition cellulaire qu'ils appellent Virtual force field. Cette approche developpee 
pour les robots rapides decompose l'espace en grille cartesienne dans laquelle est asso-
ciee une valeur de certitude de presence d'un obstacle dans la case. Ces valeurs peuvent 
etre mises a jour a mesure que le robot decouvre son environnement. Les forces vir-
tuelles de repulsion deviennent proportionnelles aux valeurs contenues dans la grille. 
Certains auteurs dont Volpe et Khosla [Volpe et Khosla, 1990] suggerent l'utilisation de 
formes geometriques continues standards (rectangle, triangle, courbe gaussienne, etc.) 
afin d'encercler un obstacle. L'avantage d'une telle technique reside dans la simplicity 
du calcul du gradient qui s'obtient analytiquement. 
Analogie de la mecanique des fluides L'article Path planning using Laplace's equa-
tion [Connolly et ah, 1990] propose d'utiliser une solution a l'equation de Laplace 
comme fonction de potentiel. Les auteurs rappellent l'absence de minimum local d'une 
telle fonction harmonique. Cette propriety vient ameliorer les fonctions de potentiel 
classiques qui presented des minimums locaux. 
L'auteur de Robot path planning using fluid model [Li et Bui, 1998] reprend l'idee d'uti-
liser une solution de l'equation de Laplace comme generateur de potentiel et il y voit 
une analogie avec les ecoulements de fluide. II place a la position initiale du robot une 
source de fluide (debit positif) et a la cible, un puits (debit negatif). Les frontieres du 
domaine sont etanches et done aucun fluide ne peut les traverser. Mathematiquement, 
cela revient a imposer des conditions de Neumann (derivees normales) nulles. L'evite-
ment d'obstacle est done implemente au moyen des conditions de frontiere. Les auteurs 
montrent que la solution de cette equation de Poisson ne peut admettre de minimum 
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local qu'a la position du puits. Par la suite, l'equation du milieu continu est resolue nu-
meriquement et l'on obtient l'ecoulement permanent sous forme d'un potentiel vitesse. 
Finalement, le chemin est obtenu de la meme fagon que pour la methode du potentiel 
classique, c'est-a-dire en suivant la direction du gradient negatif du potentiel entre la 
position initiale et la destination. L'approche se resume en trois etapes : 
1. Discretisation de l'espace libre en cellules (maillage triangulaire ou autre). 
2. Resolution de l'equation de Laplace sur tout le domaine : —V2<j)(x,y) = q, avec 
q = 5 (distribution Dirac) a la position initiale du robot, q — -6 a la position cible 
et q = 0 ailleurs. Aux frontieres, les conditions de Neumann y) = 0 sont 
imposees afin de garantir l'etancheite des parois. 
3. Le chemin du robot s'obtient en suivant une courbe toujours tangente a la direc-
tion du gradient — V0(x, y) entre la source et le puits. 
Certaines methodes derivees ont vu le jour. Par exemple, les auteurs de l'article The 
fluid dynamics applied to mobile robot motion : the stream field method [Keymeulen 
et Decuyper, 1994] utilisent aussi une approche inspiree des ecoulements incompres-
sibles de fluide afin de trouver des chemins lisses par la resolution de l'equation de La-
place. Cependant, dans leur cas, le chemin n'est pas obtenu forcement du gradient de 
la fonction de potentiel. Aussi, l'article Vehicle motion planning using stream functions 
[Waydo et Murray, 2003] propose une fonction complexe de la forme lo = tfi + ipi pour 
resoudre l'equation de Laplace. Selon les auteurs, cette derniere methode est mieux 
adaptee aux environnements dynamiques. 
Conclusion sur la methode du potentiel L'inconvenient le plus frequemment cite ve-
nant d'une methode de potentiel est la presence possible de minimums locaux. II existe 
des methodes reactives pour tenter de s'echapper de ces zones. Le livre Computational 
Principles of Mobile Robotics [Dudek et Jenkin, 2000] presente toute une serie de solu-
tions pour sortir de ces «trous»de potentiel. D'autres articles tel que Real-time obstacle 
avoidance using harmonic potential functions [Kim et Khosla, 1992] voit l'usage d'une 
fonction de potentiel harmonique comme une methode preventive d'echappement des 
minimums locaux. C'est done dire qu'a l'heure actuelle, le probleme des minimums 
locaux est resolu. Enfin, la generation de chemin par la methode du potentiel artificiel 
offre l'avantage de s'appuyer sur des phenomenes physiques. Ce constat rend intuitifs 
les chemins obtenus, car dans la nature les corps en mouvement sont guides par des 
lois similaires. Toutes ces lois physiques qui gouvernent les mouvements minimisent 
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l'energie impliquee. Par consequent, un robot utilisant la methode du potentiel mini-
mise lui aussi, d'une certaine fagon, l'energie qu'il consomme. 
2.3 Exemples concrets de missions dans l'espace 
Cette section presente un survol des methodes de planification de chemin qui ont ete 
implantees avec succes sur les rovers ayant explore Mars et la Lune. La presentation des 
methodes s'effectue aux moyens de tableaux qui resument pour chacune des sondes 
quelques details de la mission, le systeme de vision dedie a la navigation ainsi que 
la strategie de navigation et d'evitement d'obstacle. Le tableau 2.1 presente les rovers 
Lunokhod 1 et 2. 
Tableau 2.1 Sommaire de la methode de navigation de Lunokhod 1 et 2 
Lunokhod 1 et 2 (Union sovietique) 
Annee de lancement 
Duree d'operation 
(mois) 
Distance parcourue (m) 
Vitesse moyenne (cm/s) 
Capacite de calcul 
(MIPS) 
1970 et 1973 
14 et 3 
47000 et 36100 
27 ou 54 
Systeme de vision pour 
navigation 
1 camera television 
Strategie de navigation 
et d'evitement 
d'obstacle 
Les robots sont teleoperes a partir d'une base terrestre par 5 
operateurs [Kring, 2006]. C'est la proximite de la Lune par rap-
port a la Terre qui permet l'operation en quasi-temps reel (en-
viron 2 s de decalage). Les distances et durees d'operation sont 
tirees de l'article Soviet rover systems [Carrier, 1992], 
Image tiree de [NASA, 2008a] 
Les rovers Lunokhods ne sont pas d'un grand interet dans l'analyse de l'etat de l'art des 
algorithmes de generation de chemin, car ces robots ne possedent aucune autonomie. 
2.3. EXEMPLES CONCRETS DE MISSIONS DANS L'ESPACE 19 
lis sont presentes ici, car historiquement ce projet est le premier a avoir utilise des robots 
en sol extraterrestre. Le prochain robot presente est le premier a avoir reussi a explorer 
le terrain martien. II s'agit de Sojourner, rover du programme Pathfinder. 
Tableau 2.2 Sommaire de la methode de navigation de Sojourner, rover du 
programme Pathfinder 
Sojourner (NASA) 
Annee de lancement 
Duree d'operation (sol) 
Distance parcourue (m) 
Vitesse moyenne (cm/s) 
Capacite de calcul 
(MIPS) 
1996 
83 
100 
0.3 
0.25 [Muirhead, 2004] 
Systeme de vision pour 
navigation 
Passif. Camera stereo monochrome 
Strategie de navigation 
et evitement d'obstacle 
Une fois par jour la base terrestre envoie une serie d'emplace-
ments a atteindre ainsi qu'un temps maximal de calcul permis. 
Ensuite, le robot observe son environnement par son systeme 
Imager for pathfinder (IMP) [Matijevic et Shirley, 1997] et re-
cherche les obstacles devant lui au moyen d'algorithmes de 
traitement d'image. Pour aider cette recherche, il marque le 
sol de lignes horizontales a l'aide d'un projecteur laser. C'est 
l'analyse des photos prises avec et sans les lasers qui permet 
de deceler les obstacles (roche, trou, etc.). Si la voie est libre, le 
rover avance en ligne droite sinon, il tourne pour eviter l'obs-
tacle. L'analyse visuelle du terrain est refaite environ a tous les 
7 cm de deplacement. C'est ainsi qu'il converge vers ses coor-
donnees cibles [Mishkin et al., 1998]. 
nilfe'jpaSjyaaljSaKEBBgjfet 
Image tiree de [NASA, 2008b] 
De par sa detection et son evitement des obstacles, ce rover a fait preuve d'autonomie. 
Une autonomie qui est toutefois grandement limitee par l'intervention soutenue de 
l'humain dans le processus de navigation et par les limites de son systeme de vision qui 
ne permettait pas au robot de comprendre son environnement sur de grandes distances. 
C'est pourquoi le rover n'aura parcouru que 100 metres en 83 journees martiennes. 
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Les prochains rovers presentes sont un exemple de reussite. En effet, les robots du 
programme Mars exploration rovers (MER) sont depuis 2003, toujours en operation 
sur la planete Mars. 
L'algorithme GESTALT est une approche de type roadmap de planification de chemin, 
alors que Field D* est plutot une methode de decomposition cellulaire basee sur une 
recherche de graphe. Le couplage de deux methodes de generation de chemin diffe-
rentes est utile dans le cas de l'echec d'une des methodes. Cela s'est d'ailleurs produit 
lors du sol 108, GESTALT a ete incapable de trouver un chemin securitaire a la suite 
des 105 minutes de calcul allouees. C'est la methode globale Field D* qui a permis de 
debloquer le robot [Carsten et al, 2007]. L'annee 2012 sera l'hotesse d'un nouveau rover 
americain deploye a la surface de Mars. II s'agit du Mars Science Laboratory (MSL). 
Bien que physiquement beaucoup plus imposant que ses predecesseurs, MSL ne semble 
pas promettre de grandes innovations en matiere de planification de chemin. Essentiel-
lement, ce robot reprend les grandes lignes des algorithmes implantes sur les rovers du 
projet MER. 
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Tableau 2.3 Sommaire de la methode de navigation du programme MER 
Spirit/Opportunity (NASA) 
Annee de lancement 
Duree d'operation (sol) 
Distance parcourue (m) 
Vitesse moyenne (cm/s) 
Capacite de calcul 
(MIPS) 
2003 
Plus de 2000 (Opportunity est toujours en activite) 
7730 (Spirit), 21860 (Opportunity) 
5 
20 
Systeme de vision pour 
navigation 
NavCam : Passif. Camera stereo monochrome 
Strategie de navigation 
et d'evitement 
d'obstacle 
Chaque jour, une serie de coordonnees a atteindre sont tele-
chargees dans le rover a partir de la Terre. Lorsque le robot est 
en mode Autonomous navigation with hazard avoidance (Au-
toNav) [Maimone, 2007], il progresse lentement avec precau-
tion afin d'atteindre ses cibles par un chemin securitaire. Avant 
d'amorcer tout mouvement, il prend des images de son en-
vironnement immediat. L'analyse numerique des images per-
met de batir une carte de traversabilite [Howard et Tunstel, 
2006]. Celle-ci est une vue de haut du terrain quadrille ou 
chaque cellule est qualifiee en terme de facilite a la traverser. 
Ensuite, un generateur de chemin appele Grid-based Estima-
tion of Surface Traversability Applied to Local Terrain (GES-
TALT) [Goldberg et al, 2002] genere sur la carte plusieurs che-
mins potentiels en arc de cercle. L'algorithme evalue chacun 
des chemins selon les criteres suivants : 
- evitement des obstacles; 
- minimisation du temps de rotation des roues; 
- longueur du chemin; 
- atteinte de l'objectif. 
Dans le cas ou GESTALT ne parvient pas a trouver une solu-
tion, c'est le planificateur de trajet global qui prend le relais. 
Ce dernier utilise l'algorithme Field D* sur la carte globale 
(assemblage filtre de carte de traversabilite locale). Contraire-
ment aux algorithmes classiques, Field D* permet de generer 
un chemin qui ne passe pas forcement par le centre ou les som-
mets des cellules [Carsten et al, 2007]. 
b ^JUK '.I 
Image tiree de [NASA, 2008b] 
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Tableau 2.4 Sommaire de la methode de navigation de MSL 
Mars Science Laboratory (NASA) 
Annee de lancement 
Duree d'operation prevue (sol) 
Distance a parcourir (m) 
Vitesse moyenne (cm/s) 
Capacite de calcul (MIPS) 
2011 
670 
20000 
5-10 
Plus de 200 
Systeme de vision pour 
navigation 
NavCam (meme que MER) [Forgave et al, 2006] 
Strategie de navigation et 
d'evitement d'obstacle 
En date de redaction de ce memoire, JPL prevoit mettre 
en oeuvre une strategie de navigation et d'evitement 
d'obstacle similaire a Spirit/Opportunity tel que l'al-
gorithme GESTALT sur lequel on aurait ameliore les 
capacites en terrain rugueux [Goldberg et al, 2002]. La 
correlation d'image stereo pour generer la carte de tra-
versabilite serait a nouveau implantee dans le systeme 
d'autonomie. [Krasner, 2002]. 
H H i m f .-V -. T 
Image tiree de [NASA, 2008b] 
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2.4 Sommaire de I'etat de I'art actuel 
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Depuis les quatre dernieres decennies, l'homme a imagine toutes sortes de methodes 
ayant pour but de tracer les chemins des robots mobiles. Une des plus anciennes est 
la methode roadmap qui permet, au moyen d'un reseau de courbes, de reduire l'am-
pleur de la recherche de chemin. C'est cette meme methode qui a ete implantee avec 
succes sur les rovers du programme Mars Exploration Rovers. La difficulty de cette me-
thode reside en la construction d'un reseau de courbes qui permet au robot d'acceder a 
l'ensemble de l'espace libre. II existe beaucoup d'approches, certaines deterministes et 
d'autres probabilistes, qui permettent la construction du roadmap. Une fois le roadmap 
obtenu, l'algorithme selectionne un chemin considere acceptable parmi l'ensemble du 
reseau de courbes. 
La methode de decomposition cellulaire a ete, elle aussi, etudiee de fagon intensive. 
Celle-ci decompose l'espace libre du robot en un nombre fini de cellules reliees par 
un lien de connectivity auquel il est possible d'associer un cout. Chaque cellule peut 
aussi etre marquee d'une valeur indiquant la certitude d'y trouver un obstacle ou bien 
l'altitude moyenne de la cellule. Puis, un algorithme recherche dans l'assemblage des 
cellules, le maillage, un chemin qui rencontre certains criteres d'optimalite. La faiblesse 
de cette methode vient des contraintes qu'elle impose a la solution. En effet, generale-
ment ce type de methode force le chemin a passer par le centre ou bien les sommets 
des cellules. Ces contraintes limitent la quantity de solutions envisageables. II peut ar-
river qu'un robot, «cloue» a son maillage, doive effectuer de nombreux changements 
de direction pour atteindre sa destination alors que la ligne droite est libre d'obstacle. 
Aussi, cette surcontrainte rend la solution sensible aux maillages places en entree. Deux 
maillages presque identiques peuvent engendrer deux chemins completement diffe-
rents. Un avantage de l'approche reside dans sa faible complexity qui, sous certaines 
conditions, peut atteindre 0(n log n) ou meme 0(n). 
D'autres chercheurs ont vu dans la physique gouvernant le mouvement des corps, une 
fa^on a la fois simple et elegante de guider un robot vers sa cible. Pour ce faire, il est 
possible d'elever en potentiel la position initiale du robot et d'associer un potentiel 
minimal a la destination a atteindre. Les obstacles peuvent etre potentiellement eleves 
ou retires du domaine. Le chemin s'obtient par la recherche d'une courbe qui decroit 
en potentiel et qui atteint le minimum global, la cible. Cette situation est homologue a 
une charge electrique (le robot) qui se laisse guider jusqu'a une position d'equilibre (la 
cible) par l'ensemble des forces electriques qui agissent dessus. Cette fagon d'aborder 
24 CHAPITRE 2. ETAT DE L'ART 
le probleme apporte de nombreux avantages. D'abord, la solution est generalement 
independante de la qualite et de la regularity du maillage. Aussi, les chemins obtenus 
sont souvent lisses, continus et intuitifs. Cependant, l'inconvenient le plus souvent cite 
est la presence de minimums locaux dans la fonction potentiel ce qui peut amener le 
robot a une solution qui n'atteint pas la cible. II existe des methodes reactives qui, 
une fois le robot coince, permettent de sortir des minimums locaux. Une autre solution 
au probleme est qualiHee de preventive, car c'est dans la construction de la fonction 
potentiel que les minimums locaux sont evites. Pour ce faire, il suffit d'utiliser une 
fonction harmonique et on obtient la certitude mathematique qu'une telle fonction ne 
presente pas de minimum local. Neanmoins, cette prevention amene une complexity 
de calcul elevee. 
II existe aussi une categorie de methodes dite intelligentes qui n'a pas ete presentee 
dans cette revue de litterature. Les methodes intelligentes telles que les algorithmes 
neuronaux et la logique floue ont ete exclues des le debut de la definition du projet. Le 
caractere imprevisible de ces methodes les rendent peu utiles a une application spatiale 
ou la stability est un requis de la plus haute importance. 
CHAPITRE 3 
DEFINITION ET OBJECTIFS DU PROJET 
L'analyse de l'etat de l'art a montre qu'actuellement les rovers explorateurs de planete 
utilisent generalement une structure de donnees reguliere pour modeliser le terrain et 
pour planifier des chemins. II est probable que les prochaines generations de systeme 
de vision embarque (LIDAR) retourneront un nuage de points 3D qui, une fois traite, 
formera une representation irreguliere de 1'environnement des robots. Tel qu'explique 
a la section 2.4, les methodes typiques de planification de chemins basees sur la decom-
position cellulaire sont fort sensibles au conditionnement des maillages rendant ainsi 
ces methodes presque qu'inutilisables sur des modeles de terrain irreguliers. Quant aux 
approches de champ de potentiel, pour etre depourvue de minimums locaux, la fonc-
tion de potentiel doit etre harmonique. Pour former celle-ci, le calcul est couteux. De 
plus, la litterature ne semble pas proposer d'applications des fonctions harmoniques 
a la generation de chemins sur des maillages irreguliers. L'ensemble des applications 
relevees calcule la fonction de potentiel harmonique sur une grille cartesienne reguliere 
au moyen de la methode des differences finies, ce qui n'est pas applicable aux modeles 
de terrain irreguliers. 
Les methodes actuelles retournent des chemins formes par une liste de points 2D ou 3D 
formant une ligne. Toutefois, aucun robot n'est apte a suivre parfaitement une ligne vu 
la possibility de glissement des roues. II est done utile de fournir en plus d'un chemin, 
un corridor de securite. Le corridor permet de quantifier dans quelle mesure le robot 
peut sortir de son chemin sans compromettre sa securite. Pour mieux comprendre le 
concept du corridor de securite, la figure 3.1 est presentee. 
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— Chemin 
Pi Corridor de securite 
Figure 3.1 Schema du maillage d'un terrain accompagne d'un chemin et 
d'un corridor de securite (les symboles utilises reprennent les variables pre-
sentees au chapitre 2) 
3.1 Objectif principal 
L'objectif principal de recherche est maintenant presente de fagon formelle : 
Uobjectif de recherche du projet est de developper et de valider un «al-
gorithme efficace» de generation de «chemins optimaux» entre une position 
initiale et une destination dans un maillage irregulier. 
La section 3.2 presentera les criteres de performance a atteindre qui permettent de de-
finir les termes «algorithme ejficace» et «chemins optimaux». La figure 3.2 indique les in-
trants et extrants de l'algorithme a developper. 
Maillage d'un terrain • 
Position et orientation initiales > 
Destination • 
Contrainte mecanique • 
>• Chemin 
>• Corridor de securite 
Figure 3.2 Schema des entrees et sorties de l'algorithme a developper 
L'algorithme regoit en entree un maillage du terrain, la position et l'orientation initiales 
du robot de meme que la destination a atteindre. II considere aussi une liste de para-
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metres qui permettent de cerner les contraintes mecaniques du rover. Enfin, il retourne 
le chemin ainsi qu'un corridor de securite. 
3.2 Criteres de performance a atteindre 
L'etalement des criteres de performance a atteindre permet de mieux comprendre ce 
que le candidat appelle «algorithme efficace» et «chemin optimal». Ces deux concepts sont 
au coeur de l'objectif du projet. Un «chemin optimal» doit rencontrer l'ensemble des cri-
teres presentes au tableau 3.1. Les criteres sont accompagnes d'une ponderation basee 
sur le jugement du candidat qui quantifie l'importance sur une echelle de 0 a 10 (10 
etant un critere de haute importance). 
Tableau 3.1 Criteres de performance d'un «chemin optimal» 
Critere Description et explication Ponderation 
Atteinte de la cible Si la destination appartient a l'espace libre, le 
robot doit atteindre cette cible. 
10 
Longueur Le chemin doit minimiser la distance a par-
courir. 
7 
Energie Le chemin doit considerer la minimisation de 
l'energie consommee par le robot lors du de-
placement. 
9 
Securite Le robot doit suivre un chemin depourvu 
d'obstacle (roche, cratere, etc.). 
10 
Rugosite Le chemin doit etre lisse et depourvu de 
changement vif de direction. 
6 
Contrainte holonome Le chemin doit respecter les limites meca-
niques du robot. 
9 
Les criteres juges de plus hautes importances pour un «chemin optimah sont l'atteinte 
de la cible ainsi que la securite du robot. L'optimalite du chemin au sens mathematique 
vient surtout des criteres de longueur de chemin et d'energie consommee. Enfin, l'as-
pect rugosite permet de minimiser l'accumulation d'erreur odometrique, car chaque 
fois que le robot change brusquement d'orientation, il glisse et accumule des erreurs de 
positionnement. Le tableau suivant expose les criteres qui permettent de considerer un 
algorithme comme «ejficace». 
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Tableau 3.2 Criteres de performance d'un mlgorithme efficace» 
Critere Description et explication Ponderation 
Complexite1 La complexity d'un algorithme 
influence directement le temps 
de calcul. Ce critere doit etre mi-
nimise. 11 peut etre estime au 
moyen du temps de calcul. 
7 
Robustesse Un algorithme doit etre capable 
de gerer la presque totality des 
situations sans retourner d'er-
reur a 1'execution. 
10 
Contrainte d'optimisation Tout probleme d'optimisation 
impose des contraintes qui 
limitent la dimension de la 
recherche de solution. L'algo-
rithme doit imposer le minimum 
de contrainte dans sa recherche. 
8 
Completude1 Un algorithme complet retourne 
une solution lorsqu'elle existe 
et retourne un message d'erreur 
dans le cas contraire. 
9 
Capable d'utiliser un maillage 3D L'algorithme doit etre en me-
sure d'utiliser un maillage 3D, 
autrement un traitement est re-
quis pour abaisser la dimension 
a 2.5D1. 
7 
Insensibilite au maillage Le conditionnement et la qualite 
du maillage doivent influencer 
minimalement la solution. 
8 
Flexibility de la solution L'algorithme doit pouvoir adap-
ter la solution au besoin de l'uti-
lisateur (p. ex., favoriser un che-
min sur un parcours ensoleille). 
7 
1 Les definitions sont presentees a la section 2.1 
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La robustesse et la completude sont les criteres les plus importants d'un algorithme. 
Ceci est d'autant plus vrai dans le contexte d'une application spatiale ou un algorithme 
qui echoue constamment est proscrit. La complexite minimale est importante vu la fai-
blesse des capacites de calcul des processeurs spatiaux. Neanmoins, un robot immobile 
dans un environnement statique peut prendre son temps a planifier un «chemin opti-
mal». Dans cette situation precise, la qualite du chemin est de plus haute importance 
que le temps de calcul. Mieux vaut que l'algorithme requiert quelques secondes de plus 
que d'aventurer le robot sur un chemin incertain ou trop energivore. Aussi, il est prefe-
rable que l'algorithme n'impose pas de contrainte non essentielle a la solution telle que 
de forcer le chemin a passer par le centre des cellules d'un maillage. 
3.3 Objectifs secondaires 
Les objectifs secondaires sont les suivants : 
- developper une methode permettant d'obtenir un modele de terrain a partir de don-
nees brutes LIDAR; 
- generaliser l'algorithme de planification de chemin afin de permettre son implan-
tation sur n'importe quel robot mobile utilisant un modele de terrain en maillage 
triangulaire; 
- determiner quantitativement la performance de l'algorithme en regard des criteres 
presentes aux tableaux 3.1 et 3.2; 
- comparer les resultats de l'algorithme developpe avec les resultats obtenus d'une 
methode de decomposition cellulaire utilise par l'ASC; 
- implanter l'algorithme sur tin banc d'essai robotise appartenant a l'ASC. 
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CHAPITRE 4 
MODELISATION DU TERRAIN 
Ce chapitre presente la strategie retenue pour l'obtention d'un modele de terrain a par-
tir de donnees mesurees par un systeme de vision LIDAR. Ce modele, qui est, a partir 
de maintenant, appele maillage, doit etre construit en tenant compte qu'il sert d'entree 
a l'algorithme de generation de chemin. La revue de litterature a montre que suivant la 
taille du maillage (p. ex., le nombre de triangles) la duree d'un calcul de planification 
de chemin augmente. L'algorithme de modelisation de terrain doit done considerer 
certaines contraintes en ressource de calcul. Ce dernier doit chercher un compromis 
entre la precision du modele et la quantite d'information a conserver. D'autres aspects 
a considerer sont les capacites physiques du robot. Par exemple, dans le cas d'un robot 
capable de surmonter des roches de dimension importante, celui-ci peut accepter sans 
risque un maillage ay ant perdu l'information des rugosites fines. 
La section 3.2 a mis l'emphase sur la securite du robot dans les criteres de recherche de 
chemin. Cette maximisation de la securite peut debuter au niveau de la modelisation 
du terrain. En rejetant les cellules jugees non securitaires ou impossibles a atteindre 
par le robot, ce dernier se tient ainsi a distance des obstacles. II est aussi possible de 
grossir les obstacles par retrait de cellules afin que le robot s'eloigne encore davantage 
des dangers. 
Les prochaines sections exposent en detail tout le processus de modelisation du ter-
rain. Chaque etape est appuyee par un exemple concret provenant de donnees reelles 
obtenues du banc d'essai de l'ASC. 
4.1 Mesure au moyen d'un capteur LIDAR 
Tel qu'explique anterieurement, ce travail de recherche considere l'usage d'un capteur 
actif de type LIDAR pour l'observation du terrain. II existe plusieurs technologies de 
LIDAR pouvant servir a la mesure de 1'environnement d'un robot. La methode la plus 
courante consiste a emettre un faisceau laser dans une direction connue et a capter le 
retour du laser. Le temps de vol indique la distance parcourue par le laser car sa vitesse 
est connue (vitesse de la lumiere). En langant une grande quantite de faisceaux dans 
toutes les directions, il devient possible d'obtenir un nuage de points representant le 
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terrain. La figure 4.1 montre un exemple de contexte de mesure ainsi qu'un nuage de 
points resultant. 
(a) Contexte de mesure (b) Nuage de points resultant 
Figure 4.1 Mesure d'un terrain au moyen d'un LIDAR 
Le schema de la figure 4.1 illustre une situation 2D. Dans le contexte d'une exploration 
planetaire le terrain a mesurer est 3D. La figure 4.2 montre un exemple de donnees 3D 
reelles mesurees sur le banc d'essai de l'ASC. 
Hutnain 
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Figure 4.2 Exemple d'un nuage de points 3D obtenu sur le banc d'essai de 
l'ASC 
La figure 4.2 presente un nuage contenant 150 000 points 3D. La scene contient tine 
falaise, une grotte, des roches et un observateur humain. Le robot est present sur la 
figure uniquement pour bien saisir le contexte de mesure. La scene contient aussi des 
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secteurs sans donnees appeles ombres ou zones d'occlusion. Ce sont les endroits ou 
a partir du point du vue du capteur, aucun faisceau laser ne peut se rendre car un 
object solide (p. ex., une roche, le robot lui-meme) bloque la ligne de vision. La figure 
4.3 presente un exemple d'une situation de mesure menant a une discontinuity des 
donnees (ombre). 
Figure 4.3 Exemple d'une situation de mesure menant a une ombre 
Le LIDAR ne peut lancer qu'un faisceau laser a la fois dans vine direction dortnee. Afin 
de balayer tout 1'environnement du robot, le capteur effectue un balayage de 360° dans 
le plan horizontal (angle d'azimut) et de 180° dans le plan vertical (angle d'elevation) 
avec un increment angulaire constant. Chaque mesure de distance resulte en un point 
dans le nuage. La figure 4.4 illustre les angles balayes lors d'une mesure complete du 
terrain. 
Elevation 
Figure 4.4 Repere du capteur et angles balayes lors d'une mesure complete 
Les donnees brutes retournees par le capteur sont referencees dans le repere local du 
LIDAR en coordonnees spheriques. 
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4.2 Rejet des donnees aberrantes 
Comme tout capteur operant dans un environnement de test reel, le LIDAR retourne 
parfois des mesures bruitees. II existe un bruit venant de l'incertitude de mesure liee 
a la precision du capteur, mais aussi une forme plus genante de bruit qui positionne 
quelques points loin du reste du nuage. Ces points disperses de la moyenne sont qua-
lifies d'aberrants. La figure 4.5 montre un exemple reel d'un nuage de points contenant 
ce type de donnee. 
Donnees 
alu'i i. lilted 
/ / '• I 'A 
I K - ' « r 
Figure 4.5 Exemple d'un nuage de points contenant des donnees aber-
rantes (la couleur est fonction de l'altitude des points) 
4.2.1 Filtrage adaptatif median 
Dans le domaine du traitement d'image numerique, ce type de bruit impulsif est com-
mun. II s'agit d'un bruit de sel et poivre. Beaucoup de travaux ont ete menes sur la 
reconstruction d'images corrompues par les bruits impulsifs. Le lecteur interesse peut 
consulter l'ouvrage [Astola et Kuosmanen, 1997] qui explique les differentes methodes 
de filtrage adaptees a ce probleme. Le filtre median est une approche largement utilisee 
pour corriger les pixels aberrants d'une image, car elle est efficace et requiert peu de 
ressource de calcul [Huang et al., 1979]. Afin d'utiliser cette technique de filtrage sur les 
donnees brutes du LIDAR, il faut que ces donnees soient transformees en une forme 
d'image numerique. 
Une image numerique en nuance de gris s'exprime mathematiquement comme une 
matrice 2D ou chaque terme supporte le niveau de gris d'un pixel. La dimension de la 
matrice est liee a la resolution de l'image. Par convention, un pixel completement noir 
possede une valeur de 0, un pixel blanc 1 et le gris est compris entre 0 et 1 exclusive-
ment. A titre d'exemple, la figure 4.6 montre une image en nuance de gris s'accompa-
gnant des valeurs numeriques d'une portion de celle-ci. 
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0.9 0.8 
0.9 0.4 0.0 0.7 
0.7 0.0 0.1 0.3 0.5 0.8 
0.7 0.0 0.2 0.2 0.1 0.2 0.6 0.9 
Figure 4.6 Exemple d'une image en nuance de gris s'accompagnant de va-
leurs numeriques 
Dans le cas du LIDAR, il est possible de placer les mesures de distance normalisees 
entre 0 et 1 dans une matrice. Des lors, le nuage de points retourne par le capteur de-
vient une image en nuance de gris et un filtre median peut y etre applique. L'equation 
4.1 montre comment les donnees brutes sont positionnees dans une matrice de format 
n x m : 
M* — brute ~ 
r*(62,<t>{) ... r*{6m,(j>x) 
r*(01?02) r*(02,02) 
r*(9ucf>n) r*(02,0„) . . . r*(0m,0n) 
(4.1) 
ou 0 est la coordonnee azimut, <f> est la coordonnee elevation et r* est la distance nor-
malisee entre 0 et 1. La normalisation de la distance mesuree n se fait ainsi: 
r, = max(r); 
(4.2) 
avec max(r) la valeur maximale des distances mesurees. Une fois les donnees en place, 
celles-ci peuvent etre filtrees. Pour bien comprendre la methode de filtrage median, un 
exemple impliquant des donnees ID est presente. Les donnees suivantes doivent etre 
filtre: 
Xhrute 1 70 5 4 
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Les donnees brutes sont normalisees suivant l'equation 4.2 : 
V* brute 0.01 1.00 0.07 0.06 
Ensuite, le filtrage peut s'effectuer au moyen d'une fenetre de dimension 1x3 qui balaye 
toute la matrice et qui remplace au passage le pixel du centre par la valeur mediane de 
la fenetre. Pour calculer cette valeur mediane, les points contenus dans la fenetre sont 
ordonnes en ordre croissant et la valeur centrale est conservee. 
X*filtre(l) = mediane(0.01, 0.01,1.00) = 0.01 
X*filtre{2) = mediane(0.01,1.00, 0.07) = 0.07 
X*filtre(3) = mediane(1.00, 0.07, 0.06) = 0.07 
X*filtre(A) = mediane(0.07, 0.06,0.06) = 0.06. 
Lorsque le centre de la fenetre est au premier ou au dernier terme de la matrice, la 
valeur en bordure de la matrice est dupliquee tel que montre ci-haut. Le pixel bruite, 
dont la valeur normalisee est a 1.00, est bien rejete par le filtre. Enfin, les donnees filtrees 
et normalisees sont transformees dans le domaine initial en multipliant par la valeur 
maximale (70): 
filtre 1 5 5 4 
C'est cette methode de filtrage qui est appliquee aux donnees brutes du LIDAR. Une 
fenetre de dimension 4 x 1 donne de bons resultats comme en temoigne le nuage de 
points suivant de la figure 4.5 chez qui les donnees aberrantes ont ete eliminees. 
Figure 4.7 Exemple d'un nuage de points filtre 
4.3 Generation du maillage 
Cette section presente une methode qui permet l'obtention d'un maillage a partir d'un 
nuage de points obtenu en coordonnees spheriques. II existe plusieurs types de maillage 
pouvant soutenir un ensemble de points discrets. Par exemple, les maillages carres ou 
triangulaires. Ce projet de recherche a opte pour un modele triangulaire du terrain. 
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Ce choix s'explique par la capacite de ce type de maillage a bien epouser les formes 
complexes. 
4.3.1 Triangulation 
II existe quelques algorithmes de triangulation comme la triangulation de Pitteway [Pit-
teway, 1973]. Celle-ci permet d'obtenir un maillage triangulaire, cependant elle ne ga-
rantit pas l'existence d'une triangulation pour tout ensemble de points [Gold, 1978]. 
La triangulation de Delaunay publiee initialement en 1934 [Delaunay, 1934], forme au-
jourd'hui la reference dans la construction d'un maillage triangulaire. Pour s'appeler 
triangulation de Delaunay, un maillage ne doit posseder aucun sommet de triangle a 
l'interieur des cercles circonscrits passant par les sommets de chaque triangle. Cette 
condition porte le nom du critere du cercle vide. Pour comprendre ce critere, la figure 
4.8 est presentee. 
(a) Triangulation de Delaunay (b) Triangulation non Delaunay 
Figure 4.8 Comparaison entre deux types de triangulation 
La figure 4.8a montre une triangulation qui respecte le critere du cercle vide. En effet, 
les cercles en gris passant par les sommets d'un triangle n'englobent pas de sommets 
appartenant a d'autres triangles. Au contraire de la triangulation de la figure 4.8b chez 
qui deux cercles (en rouge) violent le critere. Ce dernier maillage a ete forme a partir de 
la triangulation de Delaunay a laquelle une arete (en bleu) a ete deplacee. 
L'algorithme, dans sa forme generique, est capable de batir une triangulation d'un 
nuage de points exprime en tout systeme de coordonnee de dimension n. En pratique, 
il est courant de trianguler tin ensemble de points cartesiens de dimension 2 ou 3. Dans 
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le cas 2D, le maillage forme une surface alors que dans le cas 3D, il remplit un volume 
au moyen de tetraedres. La figure 4.9 illustre cette distinction. 
(a) Nuage de points 2D (b) Maillage triangulaire 
\ 
(c) Nuage de points 3D (d) Maillage tetraedrique 
Figure 4.9 Comparaison entre une triangulation 2D et 3D 
Le robot a l'etude navigue sur la surface d'un terrain. C'est done l'algorithme de Delau-
nay 2D qui permet d'obtenir le maillage triangulaire du terrain navigable. Tel qu'expli-
que a la section 4.1, le nuage de points retourne par le LIDAR est exprime en coordon-
nees spheriques. C'est done dans ce repere que le calcul de la triangulation s'effectue. 
Dans ce cas, l'algorithme de Delaunay 2D prend en entree les coordonnees indepen-
dantes azimut et elevation et fournit en sortie les triangles. La figure 4.10 montre le 
maillage 2D du nuage de points presente a la figure 4.2 exprime dans le repere sphe-
rique. 
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azimut 
Figure 4.10 Exemple d'un maillage Delaunay 2D spherique possedant 292 
000 triangles ainsi qu'un agrandissement du haut du corps de l'observateur 
humain present au moment de la prise de mesure 
La comprehension d'un maillage dont les sommets sont exprimes dans un repere sphe-
rique n'est pas triviale comme en temoigne la figure 4.10. Neanmoins, dans certain cas, 
il est possible de reconnaitre certaines formes. Par exemple a la figure 4.10, il est possible 
de distinguer l'observateur humain qui etait present au moment de la mesure du ter-
rain. A droite de celui-ci, l'entree de la grotte est aussi decelable. C'est en transformant 
les sommets des triangles vers un repere cartesien que le maillage devient davantage 
comprehensible et utilisable. La figure 4.11 montre la triangulation exprime dans un 
repere cartesien. 
Ce dernier maillage represente bien le terrain reel expose a la figure 4.2, cependant 
il possede certains triangles indesirables. Ceux-ci proviennent de l'algorithme de De-
launay qui retourne une surface continue meme en l'absence de donnees en certains 
endroits (p. ex., ombre). 
4.3.2 Rejet des cellules indesirables 
II existe deux categories de triangles indesirables, les cellules ombrees et les cellules de 
frontiere. La figure 4.12 montre un maillage possedant des cellules ombrees. 
Les triangles ombres ont rempli l'ombre a l'arriere de la roche. Dans le cas des cel-
lules de frontiere, ceux-ci proviennent d'un nuage de points concave dans le repere du 
maillage. Lorsque cette situation se produit, l'algorithme de Delaunay remplit la por-
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Figure 4.11 Exemple d'un maillage triangule en coordonnee spherique et 
dont les sommets ont ete transformes ensuite vers un repere cartesien 
(a) Nuage de points possedant une ombre (b) Maillage possedant des cellules ombrees 
Figure 4.12 Exemple d'un nuage de points avec une discontinuity de don-
nee et le maillage resultant 
tion concave afin de produire une enveloppe convexe de triangles. Les figures 4.12 et 
4.13 illustrent cette situation. 
Lorsque le maillage est transforme dans le repere cartesien, il arrive que les triangles de 
frontiere (en blanc a la figure 4.13) deviennent de forte dimension. Les grandes cellules 
indesirables de la figure 4.11 sont des triangles de frontiere. Les deux types de triangle 
indesirable doivent etre retires du maillage, car ils ne represented pas le terrain reel ou 
bien le LIDAR n'a pas recueilli de mesure a ces endroits. II est possible de detecter les 
triangles d'ombre et de frontiere en observant le perimetre des cellules et la direction 
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azimut 
Figure 4.13 Exemple d'un maillage possedant des cellules de frontiere (tri-
angles blancs) 
des vecteurs normaux aux cellules. Si la valeur du perimetre d'un triangle depasse 
un niveau, il est probable que celui-ci soit fautif. De meme si le vecteur normal a une 
cellule ne possede pas une composante pointant vers le capteur, il est possible que ce 
triangle soit ombre. En retirant ces triangles indesirables, le maillage semble plus fidele 
au terrain tel qu'en temoigne la figure 4.14. 
Figure 4.14 Exemple d'un maillage dont la plupart des cellules indesirables 
ont ete retirees 
4.4 Extraction du domaine navigable 
Dependemment des capacites mecaniques du robot mobile, il est possible que certaines 
cellules d'un maillage soient impossibles a atteindre voire dangeureuses pour le robot. 
En d'autres mots, l'espace libre associe a un terrain et un robot n'englobepas l'ensemble 
de l'espace des configurations1. L'espace des obstacles est non vide et cette situation 
1 Voir la section 2.1 pour connaitre les definitions des espaces. 
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arrive frequemment. Dans le but de favoriser la securite du robot et de simplifier la 
planification de chemin, cette etape s'attarde a l'extraction du domaine navigable d'un 
maillage. 
4.4.1 Rejet des murs et des plafonds 
Dans le cas d'un robot n'etant que supporte (et non retenu) par la surface d'un terrain, 
les murs et les plafonds ne sont pas atteignables. Avant de rejeter les cellules formant les 
murs et plafonds, il faut d'abord les detecter. C'est l'analyse des vecteurs normaux aux 
surfaces qui renseigne sur l'orientation des differentes cellules du maillage. La figure 
4.15 illustre des vecteurs normaux associes a un mur, un plafond et un plancher. 
eravite 
I 
x - > 
n. 
n plafond 
YL plancher A 
Figure 4.15 Exemple d'un plancher, d'un mur, d'un plafond et des vecteurs 
normaux associes aux surfaces 
Dans le cas de la situation illustree a la figure 4.15, la composante des vecteurs normaux 
alignee avec la gravite (z) permet de detecter les surfaces trop pentues. Effectivement, 
le plafond possede une composante z normalisee de -1, le plancher 1 et le mur possede 
une composante z nulle. Dans le cas d'un maillage triangulaire, le calcul des vecteurs 
normaux s'effectue au moyen du produit vectoriel illustre a la figure 4.16. 
Figure 4.16 Calcul du vecteur normal a un triangle 
Mathematiquement, le calcul du vecteur normal s'exprime ainsi: 
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n = 
e2 x ex 
|e2 x e J 
(4.3) 
Afin que l'ensemble des vecteurs normaux soit consistant sur tout le terrain, la struc-
ture de donnees qui supporte les triangles doit numeroter les sommets des triangles 
dans le meme ordre. Par exemple, les sommets du triangle de la figure 4.16 sont pre-
sentes en ordre croissant: 1, 2 ,3 dans la structure de donnees. La numerotation 2,1, 3 
n'est pas consistante, car les sommets ne sont pas presentes dans un ordre defini. Dans 
le cas d'un seul triangle cela a peu de consequence. Toutefois, dans le cas d'un assem-
blage de triangles (maillage), il est necessaire de respecter l'ordre de numerotation pour 
l'ensemble des cellules. Dans le cas contraire, il peut se produire la situation d'un tri-
angle considere comme un plancher qui est voisin immediat d'un triangle plafond, ce 
qui n'est pas consistant. Habituellement, les algorithmes de Delaunay retournent une 
triangulation correctement numerotee. 
La figure 4.17 montre un exemple d'un terrain modelise dont la composante 2 des vec-
teurs normaux est illustree au moyen de couleurs. 
Plafond erotte 
Figure 4.17 Visualisation de l'inclinaison des surfaces d'un terrain. La cou-
leur est fonction de la composante z des vecteurs normaux aux cellules 
A la figure 4.17, les triangles du plafond de la grotte possedent une composante z s'ap-
prochant de -1 et ils sont representes en rouge. Le domaine navigable (plancher en bleu 
fonce) possede quant a lui des composantes z pres de 1. Le reste des cellules ayant 
des valeurs intermediaries sont illustrees au moyen des autres couleurs presentes sur 
le terrain de la figure 4.17. L'etape subsequente est le rejet des cellules trop pentues. 
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Pour ce faire, les triangles possedant une composante z en dega d'un seuil sont elimi-
nes. La figure 4.18, montre le terrain de la figure 4.17 auquel les cellules possedant une 
composante z inferieure a 0.5 ont ete eliminees. 
Figure 4.18 Exemple d'un maillage auquel les cellules ay ant une compo-
sante z des vecteurs normaux inferieure a 0.5 ont ete retirees. Chaque groupe 
de cellules est associe a une couleur. 
Le plafond de la grotte a correctement ete retire. Toutefois, en enlevant les triangles trop 
inclines, cela a cree des groupes de cellules deconnectes des uns aux autres. La figure 
4.18 montre les differents groupes au moyen de couleurs. Ces groupes de cellules isoles, 
n'ayant pas de connectivity avec les triangles suppportant le robot, sont consideres 
inatteignables et sont rejetes. La figure 4.19 montre le maillage ne conservant que les 
triangles connectes aux cellules sous le robot. 
Figure 4.19 Exemple d'un maillage auquel les groupes deconnectes ont ete 
retires 
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La figure 4.19 montre un modele de terrain ou les murs, les plafonds, les roches de 
dimensions importantes ainsi que les secteurs inatteignables ont ete rejetes pour ne 
conserver que le domaine navigable. 
La section 4.1 a mis en lumiere le fonctionnement general du LIDAR en expliquant 
notamment que le capteur balaye les angles d'un repere spherique par increment an-
gulaire constant. Cette procedure de mesure conduit a un maillage dont la resolution 
(distance entre 2 noeuds consecutifs) est constante dans le repere spherique. Cepen-
dant, lorsque que les donnees spheriques sont converties dans le repere cartesien, la 
resolution devient varie en fonction de la distance par rapport au LIDAR. La figure 
4.20 illustre cette situation. 
Figure 4.20 Nuage de points dont la densite est inversement proportion-
nelle a la distance du capteur 
La figure 4.20 montre bien qu'une incrementation constante de Tangle elevation conduit, 
dans le cas d'un terrain plat, a un nuage de points dont la resolution diminue en s'eloi-
gnant du capteur. Pour une mesure complete sur 360° en azimut, le maillage resultant 
contient une forte densite de cellules pres du robot et moins de cellules plus loin. A titre 
d'exemple, la figure 4.21 est presentee. Celle-ci montre le maillage d'un terrain plat ou 
la variation de densite de cellule est observable. 
4.5 Reechantillonnage du maillage 
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Figure 4.21 Exemple d'un maillage dont la densite diminue suivant la dis-
tance par rapport au capteur (centre du maillage). Le cercle pointille blanc 
delimine un secteur contenant 80 % des triangles du maillage. 
La forte densite de triangles a proximite du robot amene une precision excessive du 
modele de terrain. En effet, une resolution trop elevee par rapport aux capacites du 
robot est inutile et alourdit les etapes subsequentes de calcul. Pour corriger cette varia-
tion de resolution, le maillage est reechantillonne afin d'obtenir une densite uniforme 
de cellules. 
La premiere etape est la construction d'une grille 2D cartesienne a resolution constante 
qui couvre tout le domaine x et y du maillage (voir figure 4.23a). Cette grille de points 
s'appelle grille d'interpolation. Ensuite, l'altitude (coordonnee z) de chaque point de 
la grille est determinee par interpolation lineaire sur le maillage. Pour ce faire, il faut 
rechercher quel triangle du maillage supporte chacun des points de la grille (noeuds) et 
en deduire son altitude par interpolation (voir figure 4.23b). La figure 4.22 schematise 
ce calcul d'interpolation. 
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Lorsque le triangle supportant le noeud d'interpolation est connu, le calcul de l'altitude 
peut s'effectuer. D'abord, il faut calculer l'equation du plan qui engendre ce triangle. 
L'equation typique d'un plan est la suivante : 
z = ax + by + c, (4.4) 
avec a, bete des coefficients constants sur tout le plan. Ces coefficients s'obtiennent par 
la resolution du systeme d'equation ci-bas : 
zSl — axSl + bySl + c, 
zS2 = axS2 + byS2 + c, (4.5) 
= axS3 + bys 3 + c. 
ou xSi, ySi et zSi sont les coordonnees cartesiennes des sommets si, s2 et s3 du triangle. 
Une fois que le systeme d'equations est resolu, les coefficients a, bete sont connus pour 
ce triangle et il est possible de connaitre l'altitude de tous points (x, y) projetes sur le 
plan. Enfin, l'altitude zni du noeud d'interpolation se calcule ainsi: 
zni = axni + byni + c. (4.6) 
Si pour un noeud, il n'existe pas de triangle pouvant le supporter, ce noeud est re-
jete. Une fois l'altitude de tous les noeuds d'interpolation obtenue, la triangulation de 
Delaunay de ces points est effectuee (voir figure 4.23c). Tel qu'explique precedemment, 
l'algorithme de Delaunay remplit de triangles l'enveloppe convexe du nuage de points. 
C'est done dire que les secteurs ombres (ou il n'y a pas de donnees) sont remplis. Toute-
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fois, ces triangles indesirables sont facilement detectables, car ils possedent plus d'une 
arete dont la longueur depasse la resolution de la grille fixee. La derniere etape menant 
au reechantillonnage du maillage est done le rejet des cellules indesirables. La figure 
4.23 presente un exemple du reechantillonnage d'un maillage. 
(a) Grille d'interpolation (resolution 30 cm) (b) Altitude de la grille 
(c) Triangulation de Delaunay de la grille (d) Maillage dont les cellules ombrees ont ete re-
jetees 
Figure 4.23 Processus sequentiel de reechantillonnage d'un maillage (la 
couleur est fonction de l'altitude) 
4.6. AGRANDISSEMENT DES FRONTIERES 
4.6 Agrandissement des frontieres 
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L'algorithme de planification de chemin doit ultimement generer un chemin qui main-
tient le robot a l'interieur du maillage. Le chemin doit demeurer certes sur le modele de 
terrain, mais ne doit pas s'approcher trop pres des frontieres. Un chemin frolant les li-
mites d'un maillage amene le robot a sortir en partie des frontieres, car celui-ci possede 
une dimension non nulle. La figure 4.24 montre comment un chemin demeurant sur le 
modele de terrain peut quand meme faire sortir le robot du maillage. 
Figure 4.24 Exemple d'un chemin faisant sortir le robot du maillage 
Afin d'eviter la situation presentee a la figure 4.24, l'algorithme de generation de che-
min peut prendre en compte les dimensions du robot dans sa recherche. Cependant, 
cela ajoute des contraintes a la recherche de chemin et par le fait meme complexifie 
l'algoiithme. Une fagon simple d'eviter la sortie du robot du maillage est de grossir 
suffisamment les frontieres. Des lors, le robot peut etre considere comme un point dans 
la recherche d'un chemin. Cette idee a ete amenee par Thomas Lozano-Perez [Lozano-
Perez et Wesley, 1979] qui proposait de grossir les obstacles afin de negliger les dimen-
50 CHAPITRE 4. MODELISATION DU TERRAIN 
sions d'un robot dans le recherche d'un chemin libre d'obstacle. La figure 4.25 montre 
l'effet de l'agrandissement des frontieres sur la planification de chemin. 
Figure 4.25 Exemple d'un chemin conservant le robot sur le maillage (deli-
mite par le secteur ombre) malgre la proximite du chemin avec les frontieres 
du maillage servant a la planification de chemin (secteur colore) 
La figure 4.25 illustre une situation dans laquelle le planificateur de chemin utilise le 
maillage dont les frontieres ont ete grossies. L'algorithme peut des lors negliger les 
dimensions du robot. II a retourne un chemin qui frole les frontieres de son maillage 
de travail mais qui conserve le robot a l'interieur du domaine mesure par le capteur 
LIDAR (secteur ombre a la figure 4.25). 
4.7 Conditionnement du maillage 
Les exemples des sections 4.6 et 4.5 montrent des maillages dont la resolution est gros-
siere (30 cm) afin de bien montrer les triangles. Toutefois, ceux-ci ont une precision 
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insuffisante pour une application de guidage d'un robot mobile tel que celui considere 
dans ce present projet. Dans le cas du banc d'essai de l'ASC, le robot est capable de 
franchir une rugosite de l'ordre de 5 cm. C'est cette valeur qui permet de fixer l'ordre 
de grandeur de la resolution des maillages. Maintenant, avec une resolution de 5 cm 
et un rayon limite de 6 m, un tel maillage peut contenir environ 100 000 cellules, ce 
qui est beaucoup pour les algorithmes qui utilisent ce modele de terrain. Tel qu'expli-
que precedemment, la complexite des methodes de generation de chemin est fonction 
du nombre de cellules. Ainsi, plus il y a de triangles dans un maillage, plus l'etape de 
planification de chemin est lente. 
4.7.1 Reduction du nombre de cellules 
La litterature relate plusieurs methodes qui peuvent etre utilisees afin de reduire le 
nombre de triangles que contient un maillage sans perdre l'information utile. L'article 
de Cignoni [Cignoni et al., 1998] propose une comparaison assez exhaustive des ap-
proches de simplification de maillage. L'algorithme retenu fait parti de la famille de me-
thode vertex clustering qui regroupe de fagon iterative plusieurs noeuds d'un maillage 
en un nouveau noeud representatif (appele en anglais un cluster). Galand et Heckbert 
ont propose l'algorithme QSlim [Garland et Heckbert, 1997] capable de simplifier un 
maillage de fagon efficace en terme de charge de calcul [Cignoni et al., 1998]. La figure 
4.26 montre un maillage auquel le filtre QSlim a reduit de 90 % le nombre de triangles. 
(a) Maillage initial dont la resolution est constante (b) Maillage simplifie dont le nombre de triangles 
(5 cm) a ete reduit de 90 % 
Figure 4.26 Exemple de l'application d'un filtre de simplification sur un 
maillage 
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Le filtre QSlim est capable de reduire de fagon importante la quantite de cellules d'un 
maillage tout en preservant le relief, comme en temoigne la figure 4.26. 
4.7.2 Adoucissement laplacien 
La derniere etape de ce traitement est un filtrage ayant pour but de reduire le bruit alea-
toire de mesure et d'augmenter la qualite du maillage. Pour ce faire, un filtre laplacien 
est utilise. Celui-ci deplace les noeuds d'un maillage de fagon iterative dans la direction 
suivie par un processus de diffusion obeissant a l'equation : 
ou X represente les coordonnees des noeuds, V2 est l'operateur laplacien et A est un 
parametre regissant la vitesse de diffusion. Cette methode est largement utilisee et est 
une des plus rapides [Belyaev et Ohtake, 2003]. Elle permet en quelques iterations de 
reduire le niveau de bruit en agissant comme un filtre passe-bas. En plus, elle permet 
generalement d'augmenter la qualite d'un maillage en favorisant l'atteinte de cellules 
dont la forme s'approche d'un triangle equilateral. Ce filtre ne modifie pas la connecti-
vity d'un maillage et ne change pas le nombre de noeuds. II ne fait que deplacer lege-
rement la position des sommets des triangles. 
Les donnees brutes re<;ues du capteur LIDAR sont d'abord traitees par un filtre me-
dian qui rejette les donnees aberrantes. L'usage de cette methode de filtrage adaptatif 
requiert une transformation des donnees brutes spheriques en line forme equivalente 
d'image en teintes de gris. 
Puis, la triangulation 2D de Delaunay est construite a partir des coordonnees angu-
laires du nuage de points spheriques. Les coordonnees des sommets des triangles sont 
ensuite transformees vers un repere de travail cartesien. Comme l'algorithme de Delau-
nay retourne une triangulation continue, les discontinuity dans le nuage de points ont 
ete remplies de cellules. Ces triangles indesirables sont ensuite detectes puis elimines. 
Ultimement, le maillage alimente une application de guidage qui recherche un chemin 
securitaire a l'interieur du modele de terrain. C'est dans l'esprit de promouvoir la se-
curite du rover que les cellules trop pentues sont rejetees de la triangulation. C'est au 
d (4.7) 
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moyen de l'analyse des vecteurs normaux aux cellules que les triangles fautifs sont de-
celes. Toutefois, le rejet des cellules inclinees peut conduire a une quantite importante 
de regroupement de triangles deconnectes les uns des autres. L'etape subsequente est 
l'extraction du groupe de cellules connectees a celles qui supportent le robot pour ne 
conserver que le domaine navigable. 
Ce domaine navigable est supporte par une triangulation dont la densite de cellules 
n'est pas constante. Effectivement, a proximite du LIDAR, la resolution est elevee et 
decroit suivant la distance du capteur. Pour corriger cette inconstance dans la distribu-
tion des cellules, le maillage est reechantillonne par interpolation lineaire sur une grille 
cartesienne a resolution constante. 
Comme le robot possede des dimensions physiques non nulles, il est possible qu'un 
generateur de chemin propose un chemin demeurant sur le maillage mais qui fait sortir 
une partie du robot. Cette situation n'etant pas securitaire, les cellules a proximite des 
frontieres sont retirees. Des lors, l'algorithme de generation de chemin peut negliger 
les dimensions du robot mobile dans sa recherche. 
La derniere etape consiste en un conditionnement du maillage. D'abord le nombre de 
cellules du maillage est reduit au moyen d'un algorithme de simplification. Enfin, le 
modele de terrain est filtre au moyen d'un filtre laplacien qui deplace legerement les 
noeuds afin de reduire le bruit et d'augmenter la qualite du maillage. 
La figure 4.27 propose un schema synthetisant l'approche de modelisation de terrain 
explique precedemment. 
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Figure 4.27 Diagramme de flux de la modelisation de terrain 
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La figure 4.28 presente un nuage de points brut superposes au modele de terrain genere 
par l'approche de modelisation precedemment expliquee. 
Figure 4.28 Comparaison entre un nuage de points brut et la modelisation 
de terrain associee 
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CHAPITRE 5 
PLANIFICATION DE CHEMIN 
Ce chapitre presente la strategie retenue pour la planification de chemin exposee a la 
section 3.1. La premiere section expose et justifie les hypotheses de travail permettant 
la simplification du probleme. Par la suite, une approche connue et largement utilisee 
est presentee. Celle-ci permet d'evaluer de fagon comparative la performance de la me-
thode developpee. Puis, ralgorithme principal de ce projet de recherche est presente. 
Les algorithmes sont ensuite appliques a des situations concretes permettant de de-
montrer les forces et faiblesses de ceux-ci. Enfin, la derniere section montre comment 
un croisement entre la methode de reference et la methode developpee permet d'at-
teindre des performances superieures. 
5.1 Simplification du probleme 
Un rover reel est une machine complexe et 1'environnement du robot l'est tout au-
tant. II est important de definir des le debut jusqu'a quel niveau de detail l'algorithme 
doit travailler. Est-ce qu'il est pertinent de considerer le robot dans ses moindres de-
tails (dynamique, rigidite, interaction entre les roues et le sol, etc.) ? Est-ce acceptable 
de considerer le robot uniquement comme un point ? Qu'est-ce qu'un obstacle ? Cette 
section expose les hypotheses permettant de repondre a ces questions. 
5.1.1 Hypotheses liees au modele de terrain 
Tel qu'explique a la section 4.1, le modele de terrain a ete bati uniquement au moyen 
d'un nuage de points obtenu d'un LIDAR. Aucune information permettant l'analyse de 
la composition ou de la nature du sol n'est disponible. Le modele de terrain suppose 
done une homogeneite dans la composition de 1'environnement. Les roches, le sable, 
les trous et tout autre objet presents au moment de la prise de mesure sont consideres 
uniformes et de meme nature. De plus, tout 1'environnement est suppose statique et 
indeformable. Une modelisation de terrain ne contenant que des donnees 3D contient 
generalement jusqu'a trois types d'obstacles : 
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1. Rugosite : les roches, les trous ou tout autre changement excessif d'altitude du sol 
forment ce type d'obstacle; 
2. Pente : les secteurs du terrain ou la pente moyenne est trop elevee pour les ca-
pacites du robot. Cela comprend les pentes abruptes infranchissables et aussi les 
pentes transversales qui peuvent engendrer un culbutage du robot; 
3. Meconnaissance : les secteurs du maillage depourvus d'iriformation (p. ex., les 
ombres) sont consideres comme des obstacles. 
Le traitement de maillage presente a la section 4.4 retire de la triangulation les cellules 
trop pentues. Les obstacles de pente peuvent ainsi etre negliges dans l'algorithme de 
generation de chemin. 
5.1.2 Modelisation du robot 
La geometrie d'un robot peut etre complexe. Par exemple, elle peut contenir des pattes, 
des antennes, des cameras, etc. Une approche conservatrice de modelisation consiste en 
l'approximation de la geometrie complexe par une forme simple qui englobe la totalite 
du robot. La figure 5.1 montre un schema du robot de l'ASC ainsi que son approxima-
tion geometrique. 
Figure 5.1 Approximation geometrique du robot 
C'est done au moyen d'un cercle que le robot est modelise. Les dimensions du cercle ne 
changent pas, car le robot est suppose rigide. 
L'algorithme a developper doit fournir un chemin et non une trajectoire faisant inter-
venir le temps1. Les proprietes dynamiques du robot peuvent done etre negligees dans 
la recherche d'un chemin. La tache de convertir le chemin en trajectoire revient au sys-
teme de commande. C'est celui-ci qui doit prendre en compte la dynamique du robot 
dans l'emission des consignes de positionnement dans le temps. 
1Voir section 2.1 pour la definition de trajectoire 
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La methode de generation de chemin basee sur une recherche de graphe est une des 
approches les plus largement utilisees en robotique. La NASA a implements un tel 
algorithme au sein du planificateur global de chemin des robots MER [Carsten et al, 
2007], La compagnie conceptrice des bras canadiens robotises MacDonald, Dettwiler 
and Associates (MDA) utilise aussi ce type d'approche [Liu et al, 2008] de meme que 
l'ASC [Rekleitis et al, 2009]. Cette section presente un algorithme de recherche de che-
min developpe par l'ASC qui utilise la recherche de graphe. C'est cette methode qui 
permet d'obtenir les resultats d'etalonnage servant de referentiel comparatif. 
5.2.1 Details de la methode 
L'essentiel des explications qui suit est tire de l'article Path Planning for Planetary Ex-
ploration [Rekleitis et al, 2008a]. L'algorithme prend en entree le maillage triangulaire 
du terrain, la position initiale du robot, la destination ainsi qu'une serie de parametres 
lies a la modelisation du robot. Le resultat est tin chemin qui s'exprime comme une liste 
de points 3D a atteindre. 
Graphe de connectivite 
L'algorithme construit d'abord un graphe de connectivite a partir du maillage. Les cel-
lules du maillage forment les noeuds du graphe et les aretes communes entres les 
cellules deviennent le lien de connectivite entre les noeuds. La figure 5.2 illustre ce 
concept. 
Figure 5.2 Exemple d'un graphe de connectivite associe a un maillage de 
terrain (les carrees rouges sont les noeuds du graphe et les lignes pointillees 
sont les aretes de connectivite) 
60 
Fonction Cout 
CHAPITRE 5. PLANIFICATION DE CHEMIN 
Une fois le graphe construit, il est ensuite possible d'associer un cout a chacune des 
aretes de connectivity. Ce cout permet de quantifier la facilite avec laquelle le robot 
peut se deplacer d'une cellule a l'autre. Dans le cas d'un lien entre deux triangles plats, 
un faible cout peut y etre assigne. Le cout pour passer d'une cellule a l'autre peut aussi 
devenir infini si physiquement il est impossible pour le robot de suivre cette connec-
tivity. Le probleme a resoudre comporte plusieurs contraintes telles que la distance, la 
pente, la rugosite, etc. Pour chacunes des contraintes d'optimisation, il est possible de 
batir une fonction cout. Une premiere fonction cout peut etre basee uniquement sur 
la distance entre deux cellules. De cette fagon, l'algorithme de recherche favorise les 
chemins courts. Le cout Qd associe a une arete de connectivity arbitraire s'exprime ma-
thematiquement ainsi: 
avec Xi et X3 les vecteurs positions du centre des cellules i et j. Cette fonction cout per-
met tine certaine minimisation de l'energie, mais ne prend pas en compte les contraintes 
physiques du robot. Une seconde fonction peut etre basee a la fois sur la distance et sur 
les pentes du terrain. Le calcul s'effectue ainsi: 
ou a et (3 sont des coefficients penalisant la pente moyenne du terrain suivant 1'arete 
de connectivity. Le detail du calcul de ces coefficients est detaille dans l'article de Rek-
leitis [Rekleitis et ah, 2008a]. Celui-ci considere de fagon separee les angles de roulis 
et tangage qu'implique le terrain sur le robot et il associe une valeur infinie aux co-
efficients aussitot que les pentes depassent les contraintes physiques du robot. Cette 
fonction cout est incomplete, car elle ne considere pas la rugosite du sol qui peut entrer 
en interference avec le robot. Tel qu'explique a la section 5.1.2, le robot est represente 
par un cercle. La prochaine fonction cout Qe mise a l'etude a l'ASC prend en compte la 
rugosite du terrain a l'interieur de ce cercle et est formulee ainsi: 
Qd — II Xi — Xj (5.1) 
Qd&p = a{3\\Xi- X j 3 II ' (5.2) 
Qe^aPWXi-XjW-ye (5.3) 
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avec 7 un parametre qui depend de la rugosite, /l, et Aj l'aire des cellules i et j. Le terme 
exponentiel permet de favoriser un chemin passant par des cellules larges au lieu de 
zigzaguer a travers les petits triangles. Le coefficient 7 vaut 1 si la rugosite n'est pas 
excessive et vaut l'infini dans le cas contraire. Des essais physiques sur le banc d'essai 
de l'ASC ont montre que c'est la fonction cout Qe qui permet d'obtenir les meilleurs 
resultats. C'est done celle-ci que ce projet de recherche utilise pour la suite des calculs. 
Recherche dans le graphe 
Maintenant que la fonction cout est determinee pour l'ensemble du graphe, il reste a 
utiliser un algorithme de recherche de graphe permettant d'obtenir le chemin le moins 
couteux. Un des algorithmes les plus utilises pour ce type de recherche est l'algorithme 
de Dijkstra publie dans l'article A note on two problems in connexion with graphs 
[Dijkstra, 1959]. Cette methode de recherche explore le graphe et retourne le chemin 
minimisant la fonction cout. C'est une solution dite optimale qui est obtenue par la 
methode de Dijkstra. 
II a ete demontre que cette approche de resolution est relativement lente. Tel qu'expli-
que a la section 2.2.3, sous certaines conditions, cet algorithme possede une complexite 
de 0(n2) (n est le nombre de noeuds du graphe). II est possible de reduire le nombre 
d'operations execute en ajoutant une heuristique a la recherche. L'idee est de guider la 
recherche dans une direction qui rapproche de la destination. Pour ce faire, la fonction 
cout est modifiee ainsi: 
QA* — Qe + Qh• (5.4) 
Le terme heuristique Qh se calcule de cette fagon : 
Qh = II Xj — Xf (5.5) 
ou Xf est le vecteur position de la cellule qui supporte la destination a atteindre. Cette 
methode de recherche de graphe guidee s'appelle A*. Elle permet une recherche acce-
leree qui n'est toutefois plus optimale au sens mathematique. 
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5.2.2 Exemples d'utilisation 
La section 5.2.2 presente quelques exemples d'utilisation de l'algorithme de recherche 
A* sur des donnees obtenues du banc de test de l'ASC. Dans chacun des exemples, 
le maillage est genere au moyen de l'approche exposee au chapitre 4. Le premier cas 
prend naissance en terrain plat et depourvu d'obstacle. Le robot est initialement posi-
tionne au centre du maillage et cherche a atteindre une destination devant lui. La figure 
5.3 presente le resultat de ce premier exemple. 
Figure 5.3 Planification de chemin au moyen de l'algorithme de A* sur un 
terrain plat sans obstacle (le maillage brut du terrain est en couleur et pos-
sede un rayon de 3 m, les aretes du maillage ayant servi au calcul de chemin 
sont en blanc, le chemin obtenu est en noir et la destination est au point 
rouge) 
Le chemin propose atteint la destination et semble acceptable. II passe par le centre 
de chacune des cellules croisant son passage tel qu'impose par la methode. Le second 
exemple expose utilise un maillage plus grand comportant de nombreux obstacles. La 
figure 5.4 montre le resultat. 
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Figure 5.4 Planification de chemin au moyen de l'algorithme de A* sur un 
terrain plat avec obstacles (le maillage brut du terrain est en couleur et pos-
sede un rayon de 6 m, les aretes du maillage ayant servi au calcul de chemin 
sont en blanc, le chemin obtenu est en noir et la destination est au point 
rouge) 
5.2.3 Conclusion sur la methode de recherche de graphe 
Les deux chemins presentes en exemple suivent des directions relativement accep-
tables, toutefois le detail du trace rend ces chemins inutilisables directement par un 
robot mobile. De tels chemins en zigzag peuvent occasionner des problemes notam-
ment au niveau de la localisation du robot. En effet, chaque fois que le robot change 
d'orientation, celui-ci glisse et le systeme d'odometrie accumule davantage d'erreurs. 
Un chemin efficace limite les courbures d'un chemin et, idealement, proscrit les chan-
gements vifs de direction. Certains utilisateurs des methodes de graphe voient dans 
le lissage (p. ex. B-spline, interpolation cubique, etc.) la solution au probleme de zig-
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zag. Le probleme est que rien ne garantit que le lissage d'un chemin securitaire permet 
d'obtenir a nouveau un trace securitaire. 
Le fond du probleme de la methode de graphe vient de l'imposition de contraintes arti-
ficielles dans le calcul d'optimisation. Une recherche limitee au graphe de connectivite 
limite certes la dimension de recherche et par le fait meme le temps de calcul, mais 
amene une dependance de la solution au conditionnement du maillage. Un maillage 
bien conditionne avec des triangles de dimensions similaires conduit generalement a 
une solution acceptable retournee par A*. Dans le cas contraire, c'est-a-dire avec un 
maillage mal conditionne possedant des cellules deformees, le chemin obtenu est inuti-
lisable directement. 
La methode offre toutefois une souplesse interessante quant a la nature des chemins 
recherches. Par exemple, il est possible pour le robot de demeurer en haute altitude afin 
de conserver un lien de communication. Dans ce cas, il suffit d'adapter la fonction cout 
en recompensant les cellules a haute altitude. II est aussi possible de forcer le robot a se 
deplacer en territoire expose au soleil si l'information d'ensoleillement est disponible. 
La methode de recherche de graphe offre des avantages certains, c'est ce qui explique 
sa grande popularity. La section suivante presente une methode qui permet de generer 
des chemins sans l'imposition de contrainte artificielle reliee au maillage. 
5.3 Approche par mecanique des fluides 
La presente section expose le coeur des travaux de ce projet de recherche qui consiste 
en l'amelioration des techniques de planification de chemins pour un robot mobile ex-
plorateur de planete. Une methode capable de retourner une solution independante du 
conditionnement du maillage est a privilegier. Celle-ci doit aussi generer des chemins 
lisses, continus et depourvus de changements vifs de direction en plus de respecter la 
totalite des criteres presentes au tableau 3.1. L'atteinte de ces criteres est possible no-
tamment au moyen d'une analogie a la mecanique des fluides. 
L'approche associe au modele de terrain un bassin dans lequel entre tin debit de fluide 
a la position du robot et ou ce meme debit quitte le bassin a la destination a atteindre. 
Les lignes d'ecoulement du fluide de la source jusqu'a la sortie representent une fa-
mille de chemins candidats que le robot peut suivre pour atteindre la destination. Les 
prochaines sections detaillent cette approche innovatrice, une des principales contribu-
tions de ce projet de recherche. 
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5.3.1 Theorie sur les ecoulements potentiels 
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La vitesse en tout point d'un ecoulement est la variable d'etat a calculer. L'ecoulement 
est suppose stationnaire et incompressible. La viscosite du fluide est de plus negligee. 
Ce type d'ecoulement est completement caracterise au moyen d'une equation de Pois-
son: 
L'annexe A demontre, a partir de la premiere loi de la thermodynamique et de quelques 
hypotheses, comment l'equation 5.6 permet de resoudre l'ecoulement non visqueux de 
tout fluide incompressible. La resolution d'une telle equation requiert l'imposition de 
conditions aux frontieres. Ce sont des conditions de Neumann homogenes qui sont 
appliquees. Ce type de condition permet de garantir l'etancheite des parois et done au-
cune particule ne peut s'echapper du bassin. En langage mathematique ces conditions 
de frontiere s'expriment ainsi: 
ou T represente les frontieres et n est une direction normale aux frontieres. Le potentiel 
4> etant l'unique variable a calculer, il est necessaire d'imposer des valeurs sur q(x, y) 
en tout point du domaine. Cette fonction scalaire permet de prendre en compte les 
sources externes de fluide. Par convention, q prend la valeur d'une distribution de Dirac 
positive S dans le cas d'un ajout constant de fluide (source) et une valeur negative 
—8 pour une sortie de fluide (puits). Ailleurs sur le domaine, q est nul. La figure 5.5 
presente une schematisation du probleme d'ecoulement potentiel a resoudre. 
- V2</> = q(x,y). (5.6) 
Figure 5.5 Schema du probleme d'ecoulement de fluide a resoudre (le bas-
sin est en bleu, la source est symbolisee par eg) et le puits par ©) 
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La resolution du probleme illustre a la figure 5.5 peut s'accomplir au moyen de plu-
sieurs methodes. Dans le cas d'une geometrie simple, il est possible d'utiliser des ap-
proches analytiques. Le livre de Kreyszig [Kreyszig, 1993] montre comment resoudre 
une fonction de potentiel sur un domaine rectangulaire au moyen des series de Fou-
rier. Cependant, cette methode n'est pas utilisable dans le cas des domaines complexes 
tels que ceux rencontres par les robots mobiles en terrain exterieur. Les approches nu-
meriques telles que les elements de frontieres ainsi que les elements finis se pretent 
da vantage a un domaine discret tel qu'un maillage triangulaire. 
Tel qu'explique a 1'Annexe A, une fois le potentiel calcule sur tout le domaine, le champ 
de vitesse V s'obtient du gradient negatif du potentiel: 
V = -Vcf>. (5.8) 
5.3.2 Resolution numerique du potentiel 
La methode des elements de frontieres est une approche numerique de resolution 
d'equations aux derivees partielles qui utilise le theoreme de Green afin de reduire 
la dimension d'un probleme. Par exemple, l'analyse d'un volume peut etre reduite a 
l'analyse d'une surface et un probleme de surface peut se ramener a une ligne. Se-
lon l'auteur du livre The finite element method for engineers [Huebner, 2001], cette 
methode a connu un certain succes dans le domaine de l'acoustique. Toutefois, elle de-
meure peu utilisee par l'industrie, car d'autres methodes concurrentes s'averent plus 
efficaces. 
La methode des elements finis (MEF) est une technique d'analyse numerique permet-
tant d'obtenir une solution approximative a une vaste gamme de problemes d'inge-
nierie. Initialement developpee pour l'etude des structures complexes d'aeronautique, 
la methode a depuis ete etendue a la plupart des domaines lies aux milieux continus. 
Depuis les annees 1960, des milliers d'articles ont ete publies sur le sujet. Zienkiewicz 
propose un sommaire exhaustif de l'etat de l'art de la methode des elements finis dans 
l'article The generalized finite element method - state of the art and future directions 
[Zienkiewicz, 1983]. C'est cette approche qui est utilisee pour resoudre l'equation 5.6 
sur un maillage triangulaire. 
Un milieu continu de toute dimension possede un champ de variable (potentiel, vi-
tesse, pression, etc.) s'exprimant en un nombre infini de valeurs. En consequence, le 
probleme a un nombre infini de variables a resoudre. La discretisation d'un domaine 
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en elements finis permet de reduire le nombre d'inconnues a un nombre fini qui de-
pend du nombre de noeuds d'un maillage, du nombre de degres de liberte de chaque 
noeud et de l'ordre de precision du schema de resolution. L'equation de Poisson est un 
des problemes les plus courants en analyse numerique. II existe une grande quantite 
d'algorithmes disponibles pour la resolution d'une fonction de potentiel par elements 
finis. Le livre The finite element method - Fluid dynamics [Zienkiewicz et Taylor, 2000] 
propose un code ecrit en language Fortran capable de resoudre ce type d'ecoulement. 
Ce projet a toutefois utilise un code fourni gracieusement par le professeur Guy Payre2. 
L'algorithme regu fut initialement ecrit en Fortran et a ete par la suite traduit en langage 
C compatible avec le logiciel Matlab™. 
A titre d'exemple d'utilisation, la figure 5.6 montre un maillage de terrain auquel une 
source et un puits sont appliques sur un noeud. C'est sur ce domaine que la methode 
des elements finis resoud la fonction de potentiel. La solution est presentee a la figure 
5.7. 
Figure 5.6 Exemple d'un probleme de potentiel a resoudre par la MEF sur 
un maillage triangulaire (le bassin est en bleu, la source est symbolisee par 
® et le puits par 0 ) 
La figure 5.7 montre une solution ne possedant qu'un seul minimum situe au noeud 
supportant le puits. L'absence de minimum local est une propriete des fonctions har-
moniques. L'auteur de l'article Robot path planning using fluid model [Li et Bui, 1998] 
rappelle cette propriete qui permet d'eviter de coincer le robot dans un minimum. La 
section 2.2.4 detaille l'importance d'utiliser une fonction de potentiel depourvue d'ex-
tremum locaux. 
2Guy Payre, professeur en mathematique a la Faculte de genie de l'Universite de Sherbrooke 
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(a) Vue de haut (b) Vue isometrique 
Figure 5.7 Resultat du potentiel calcule aux noeuds par la MEF (les lignes 
blanches sont des courbes de niveau) 
5.3.3 Calcul du champ de vitesse 
Tel qu'explique anterieurement, le but de tous ces calculs est d'obtenir un champ vec-
toriel permettant de guider le robot entre sa position initiale est sa destination. C'est le 
champ de vitesse associe a l'ecoulement potentiel qui sert de guide au robot. L'equation 
5.8 permet d'obtenir ce champ de vitesse a partir de la fonction de potentiel. II suffit de 
calculer le gradient negatif du potentiel pour calculer le vecteur vitesse du fluide en un 
point du domaine. Le livre The finite element method in engineering [Rao, 2005] pro-
pose une methode pour calculer le gradient d'une fonction sur un element triangulaire. 
Une fonction d'interpolation permet d'estimer la valeur du potentiel en tout point de 
l'element. La methode d'interpolation de Lagrange se prete bien a ce type de calcul et 
s'exprime ainsi pour un element lineaire possedant les sommets i, j et k : 
<t>e{x,y) = hNZfay) + <f>jNJ(x,y) + <f>kNek(x,y), (5.9) 
ou 4>e(x. y) est la valeur continue du potentiel sur l'element e, fa est la valeur discrete du 
potentiel au noeud i et Nf(x, y) est la fonction de base valide sur l'element e associee 
noeud i. Sur chaque element, il existe une fonction de base par noeud. Ces fonctions 
valent 1 sur le noeud associe, valent 0 sur les autres noeuds et s'exprime lineairement 
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sur le reste de l'element . Pour l'element e, la fonction de base associee au sommet i 
s'ecrit ainsi: 
N?{x, y) = aiX + biy + a. (5.10) 
Pour calculer les coefficients air bi et cir il faut resoudre le systeme suivant: 
ciiXi -I- b^ + Ci — 1, 
ciiXj + biyj + Ci = 0, (5.11) 
tiiXk + Wyk + a = 0. 
Une fois les 3 fonctions de base associees a l'element e calculees, le gradient du potentiel 
peut maintenant s'exprimer de cette fagon: 
V<f>e(x,y) = —(j)e(x,y)j. (5.12) 
Le developpement algebrique de l'equation 5.8 est lourd. II a ete effectue au moyen du 
logiciel de calcul symbolique Maple™. Le detail du calcul est presente a 1'Annexe B. Sur 
la feuille de calcul Maple™, il est interessant de constater que le gradient du potentiel 
est constant sur l'element. Cette observation s'avere juste puisque le calcul du gradient 
derive le potentiel interpole a l'ordre un et la derivation d'une fonction lineaire ramene 
bien a une constante. 
Le calcul du gradient du potentiel sur l'ensemble des cellules conduit au champ de 
vitesse de l'ecoulement. La figure 5.8 montre le champ de vitesse associe au potentiel 
presente anterieurement a la figure 5.7. 
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potentiel sont presentees par les traits en couleur) 
Ce champ de vitesse s'apparente a un champ magnetique emanant d'un dipole elec-
trique puisque l'equation d'un potentiel magnetique est aussi une equation de Poisson 
5.8. 
Tel qu'explique precedemment, le champ de vitesse suggere plusieurs directions a 
suivre qui permettent d'atteindre la destination. La sous-section suivante montre com-
ment, a partir du champ, tracer les lignes de courant qui servent ensuite de chemin 
candidat. 
5.3.4 Calcul des lignes de courant 
En mecanique des fluides, une ligne de courant est une courbe tracee dans l'espace de-
crivant le mouvement d'un fluide. En chacun des points ou s'ecoule un fluide, l'ecou-
lement possede une orientation qui est decrite par le champ de vitesse. Les lignes de 
courants sont formees par l'ensemble des courbes qui sont toujours tangentes aux vec-
teurs vitesse. Dans le cas d'un ecoulement potentiel stabilise, une ligne de courant peut 
se tracer simplement en partant dans une direction pres de la source et en suivant la 
direction des vitesses rencontrees jusqu'au voisinage du puits. Pour tracer plusieurs 
lignes de courant, il suffit de repeter plusieurs fois l'exercice, mais en partant dans une 
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direction differente a la source. L'implementation proposee utilise un cercle de faible 
rayon (10 a 20 cm) centre a la source de fluide sur lesquels les points de depart des 
lignes de courant sont echantillonnes. En pratique, une vingtaine de lignes de courant 
donnent de bons resultats. La figure 5.9 montre des lignes de courant associees a l'ecou-
lement presente a la figure 5.8. 
Figure 5.9 Lignes de courant decrivant un ecoulement potentiel (les lignes 
de courant sont noires et les courbes contours de potentiel sont blanches) 
Si l'ecoulement est correctement calcule, les lignes de courant coupent perpendiculai-
rement les courbes contours de potentiel, ce qui semble etre en grande partie le cas a la 
figure 5.9. 
5.3.5 Construction du roadmap 
La section 2.2.2 a presente la notion en robotique du roadmap qui est globalement 
un ensemble de chemins candidats entre une position initiale et une destination. Le 
roadmap peut se former en projetant dans l'espace 3D du terrain les lignes de courant 
2D. Pour ce faire, il suffit de calculer l'altitude sur le maillage du terrain de chaque 
point formant tine ligne de courant en appliquant la methode d'interpolation presente 
a la figure 4.22 et au moyen de l'equation 4.6. 
Une fois toutes les lignes de courant projetees sur le terrain 3D, il faut verifier la faisa-
bilite de chacun des chemins candidats afin de s'assurer que le robot est en mesure de 
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suivre securitairement le chemin qui sera choisi. Pour ce faire, chaque point formant 
les chemins est teste en fonction de deux criteres definissant un obstacle presente a la 
section 5.1.1, soit: la rugosite maximale et la sortie du robot du maillage. Comme les 
triangles trop pentus ont ete retires du modele de terrain, les obstacles de pente sont 
maintenant ignores. Dans le cas d'un maillage dont les frontieres ont ete grossies tel que 
presente a la section 4.6, l'obstacle de meconnaissance peut aussi etre omis dans l'ana-
lyse. La caracterisation d'un point d'un chemin peut se faire au moyen d'une empreinte 
discrete geometrique du robot. La figure 5.1 montre la geometrie du robot (cercle). Cette 
forme est discretisee sur grille reguliere telle qu'exposee a la figure 5.10. 
Figure 5.10 Empreinte discrete du robot 
Pour chaque point des chemins candidats, l'empreinte est projetee au sol de la meme 
fagon que pour les lignes de courant. En d'autres termes, l'altitude de chacun des points 
de l'empreinte est calculee par interpolation lineaire. Par la suite, la pente moyenne lo-
cale est obtenue au moyen de la methode intelligent surface mean plane discutee par 
Jean de Lafontaine dans l'article Autonomous planetary landing using a lidar sensor: 
The navigation function [de Lafontaine et Gueye, 2004]. La methode calcule d'abord ion 
plan moyen au sens des moindres carrees qui passe par les points 3D de l'empreinte. 
Ensuite, elle calcule la distance point-surface entre le plan et chacun des points de 
l'empreinte de meme que l'ecart type. La relation permettant le calcul de la distance 
point-plan est presentee a l'equation 5.21. Les points eloignes de la moyenne forment 
possiblement des roches et faussent le calcul de pente. Ainsi, les points a l'exterieur de 
quelques ecarts-types (2 ou 3) sont rejetes et le calcul de plan moyen est refait sur les 
points restants. La figure 5.11 schematise cette demarche au moyen d'un exemple ID. 
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(a) Projection de l'empreinte au (b) Calcul du plan moyen (c) Rejet des points eloignes de 
sol (ligne bleue) et des distances la moyenne et recalcul du plan 
point-plan (lignes noires) moyen (ligne bleue) 
Figure 5.11 Schematisation de la methode Intelligent surface mean plane 
L'exemple de la figure 5.11 montre bien comment la methode calcule le plan moyen 
de la surface sous les obstacles. Le calcul de plan par moindre carre est relativement 
simple et peut se faire au moyen de l'algebre lineaire. L'equation 5.13 rappelle l'equa-
tion generale d'un plan anterieurement presentee a la section 4.5 : 
z — ax + by + c. (5.13) 
Si l'empreinte possede n points, il est possible de batir le systeme d'equations matri-
cielles suivant a partir de l'equation 5.13 : 
Zi Xi yi 
Z2 
= a 
X2 + b V'2 
J^n- Vn. 
qui peut se reecrire ainsi: 
Zl X\ VI 1 a 
Z2 X2 V2 1 (5.15) . b 
c 
Vn 1 
ou de fagon plus compacte : 
Z = (5.16) 
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Le systeme d'equations 5.16 possede n equations pour 3 inconnues (a, b et c), il est done 
surdetermine. Le livre Numerical methods for least squares problems [Bjorck, 1996] 
propose une solution au systeme au sens des moindres carres : 
Les coefficients a, bete minimisant l'erreur entre l'empreinte 3D et le plan moyen etant 
connus, l'orientation de cette surface peut ensuite etre calculee. II faut d'abord determi-
ner le vecteur normal au plan moyen. Une fagon simple est de changer l'expression du 
plan vers une formulation normale. Ainsi, l'equation normale d'un plan s'exprime par 
l'equation 5.18: 
avec nx/ ny et nz les composantes du vecteur normal au plan et d est la distance entre 
le plan et l'origine. En comparant l'equation 5.18 avec l'equation 5.13, il est possible 
d'exprimer les composantes normales en fonction des coefficients a, bete: 
II est possible d'utiliser le vecteur normal au plan pour calculer Tangle moyen de 
l'empreinte par rapport a la l'horizontale. Pour aider la comprehension, la figure 5.12 
illustre dans l'espace un vecteur normal reference par rapport a un repere aligne avec 
la gravite. 
7 = inv &Z. (5.17) 
nxx + nyy + nzz + d = 0, (5.18) 
(5.19) 
gravite 2 4. 
Figure 5.12 Representation dans l'espace d'un vecteur normal 
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L'angle recherche entre la normale et la verticale est Tangle 0Z. Par trigonometrie, il est 
possible de deduire Tangle 0Z ainsi: 
Le critere a verifier quant a la faisabilite du chemin analyse est la rugosite au niveau 
de l'empreinte. La rugosite s'obtient du calcul de la distance 3D entre chaque point de 
l'empreinte au sol et le plan moyen. Le livre Geometric Tools for Computer Graphics 
[Schneider et Eberly, 2003] propose l'equation suivante pour le calcul de la distance 
point-plan: 
ou n est le vecteur normal unitaire du plan, P est un vecteur position d'un point 3D 
de l'empreinte et d est encore la distance entre le plan et l'origine. Pour chacun des 
points formant l'empreinte au sol, la distance r est calculee. Si la valeur maximale de 
r rencontree depasse la limite operationnelle du robot en rugosite, le chemin candidat 
est rejete. 
II est possible que le robot possede des contraintes nonholonomes3 limitant ainsi sa 
capacite a changer son orientation et sa translation. Afin de s'assurer que le chemin 
respecte cette contrainte, l'algorithme verifie que Tangle entre 2 segments de droite 
consecutifs liant les points formant le chemin ne depasse pas un angle maximal defini 
par les capacites du robot. La figure 5.13 schematise Tangle a verifier a . 
Figure 5.13 Representation de Tangle entre deux segments d'un chemin 
La figure 5.13 montre un chemin compose uniquement de trois points (Pi, P2 et P3) 
qui forment deux segments de droite pouvant etre decrits par les vecteurs P12 et P23. 
3La section 2.1 presente la definition de contrainte nonholonome 
(5.20) 
r = h • P + d, (5.21) 
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L'angle a peut se calcule au moyen de la definition geometrique du produit scalaire 
entre 2 vecteurs 2D : 
a = arccos (A 2 • As) , (5.22) 
avec Pi2 et P23 les vecteurs unitaires qui engendrent les segments de droite. Les angles a 
associes a tous les points des chemins sont verifies. Un chemin est rejete aussitot qu'un 
angle a depasse la limite de courbure fixee. Une fois que tous les points formant tous 
les chemins candidats sont analyses au moyen de l'empreinte au sol et de Tangle a, il 
ne reste a la fin que les chemins faisables et securitaires formant le roadmap. L'etape 
subsequente est le choix du chemin optimal dans le roadmap. 
5.3.6 Selection du meilleur chemin 
Le tableau 3.1 a presente les criteres permettant l'analyse d'optimalite des chemins au 
moyen de criteres et de ponderations. Les chemins contenus dans le roadmap satisfont 
tous les criteres suivants, car ils ont ete verifies lors de la construction du roadmap : 
- Atteinte de la destination; 
- Securite; 
- Respect des limites nonholonomes. 
La selection du chemin peut se faire a l'aide des criteres du tableau 3.1 restant: 
- Longueur; 
- Energie. 
Pour chacun des chemins du roadmap, l'algorithme de selection associe deux valeurs, 
une fonction de la longueur du trace et une fonction de l'energie consommee a suivre le 
chemin. La longueur I d'un chemin s'obtient simplement par la somme des longueurs 
3D des segments dont la projection discretise la ligne de courant, ou mathematique-
ment: 
n 
l = Y2 l l ^ - ^ - i l l ' (5-23) 
i=2 
ou Pi est la coordonne 3D de la position du point i exprime dans le repere du maillage. 
La variable n est le nombre de points formant le chemin. Pour l'analyse de l'energie, 
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seule l'energie potentielle gravitationnelle associee a une elevation d'altitude est consi-
deree. Ainsi pour chaque chemin, le gain en altitude lz+ est calcule au moyen de l'equa-
tion suivante : 
n 
k = (5-24) 
i=2 
avec Si defini ainsi: 
(Piz - Pi_lt), si (Piz - Pi-! J > 0, sinon 
Si = { (5.25) 
0. 
Le terme Piz est la composante z du vecteur position du point i appartenant a un che-
min. Une fois tous les chemins du roadmap analyses par les criteres exprimes aux equa-
tions 5.23 et 5.24, un cout peut leur etre associe. II faut d'abord normaliser a l'unite les 
valeurs de longueur et d'energie. Pour ce faire, chacune des longueurs I et lz+ calcu-
lees est divisee par les valeurs maximales rencontrees dans l'ensemble du roadmap. De 
cette fagon, les longueurs des chemins et les valeurs d'energie sont toutes comprises 
entre 0 et 1 et sont notees I et lz+. Puis, un cout peut etre associe a chacun des traces au 
moyen de la relation 5.26 : 
C = 0ii + /3lx+L, (5.26) 
ou fa et (3iz+ sont les ponderations associees aux criteres. Les valeurs numeriques sont 
presentees au tableau 3.1. Finalement, le chemin qui ressort de l'algorithme de planifi-
cation de chemin est celui possedant le cout le plus faible. 
5.3.7 Exemples d'utilisation 
Un premier exemple d'utilisation reprend le scenario anterieurement presente a la fi-
gure 5.4. Dans l'exemple presente a la figure 5.14, le robot est positionne au centre du 
maillage et souhaite atteindre la destination illustree par un point rouge. 
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Figure 5.14 Planification de chemin au moyen de l'approche par meca-
nique des fluides sur un terrain plat avec obstacles (le maillage brut du ter-
rain est en couleur et possede un rayon de 6 m, les aretes du maillage ayant 
servi au calcul de chemin sont en blanc, le chemin obtenu est en noir et la 
destination est au point rouge) 
L'exemple de la figure 5.14 montre le chemin calcule par l'algorithme de planification 
de chemin. Celui-ci atteint bien la cible, il semble securitaire et tout a fait acceptable 
du point de vue de l'optimisation. En effet, il passe par un chemin relativement direct 
sans detour inutile. De plus, il est lisse et il demeure loin des frontieres. La figure 5.15 
presente un second exemple d'application de la methode sur un maillage reel obtenu 
aussi de donnees experimentales. 
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Figure 5.15 Second exemple de planification de chemin au moyen de l'ap-
proche par mecanique des fluides sur un terrain plat avec obstacles 
Ce dernier exemple est une situation plus complexe pour l'algorithme, car pour at-
teindre la destination, le robot doit contourner davantage d'obstacles. Une fois encore, 
l'algorithme retourne une solution qui semble efficace. 
5.3.8 Synthese de la methode 
La methode de planification inspiree de la mecanique des fluides qui alimente ce pro-
jet de recherche se resume en quelques etapes entre la reception des donnees brutes 
LIDAR jusqu'a l'obtention du chemin a suivre par le robot. L'etape preliminaire est la 
generation du module de terrain base sur un maillage triangulaire. La synthese de cette 
etape a ete presentee a la section 4.8. Une fois le maillage construit, l'algorithme de 
planification de chemin peut s'executer. Dans tin premier temps, il resout le potentiel 
de vitesse (equation de Poisson 5.6) sur le maillage du terrain en associant une source 
positive de fluide a la position du robot et un puits a la destination a atteindre. Ensuite, 
il calcule le champ de vitesse sur chaque triangle au moyen du gradient negatif du po-
tentiel. L'etape suivante est le calcul des lignes de courant qui suivent la direction du 
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champ de vitesse. Les lignes de courant 2D sont par la suite projetees sur le terrain 3D. 
Les traces infaisables ou dangereux sont exclus et un ensemble de chemins candidats 
est forme (roadmap). Finalement, le meilleur chemin satisfaisant les criteres d'optimi-
sation du tableau 3.1 est selectionne. Le schema presente a la figure 5.16 resume ces 
etapes. 
Donnee spherique brute LIDAR Parametres 
Chemin optimal 
Figure 5.16 Diagramme de flux du calcul de planification de chemin au 
moyen de l'approche de mecanique de fluide 
5.3.9 Conclusion sur l'approche par mecanique des fluides 
La section 5.3 a presente en detail l'algorithme de planification de chemin qui anime ce 
projet de recherche. Cette approche elegante basee sur les lois physiques regissant les 
ecoulements potentiels de fluide permet d'obtenir des chemins qualifies d'optimaux. 
Ceux-ci sont lisses et continus tout comme les lignes de courant d'un fluide s'ecoulant 
de fagon laminaire entre une source et un puits. Les changements d'orientation etant 
limites, le robot suit un chemin qui engendre un minimum d'erreur odometrique. Un 
autre a vantage de la methode est l'independance de la solution au conditionnement du 
maillage. En effet, contrairement aux approches de recherche de graphe, les chemins 
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generes par la methode de fluide n'imposent pas de contrainte artificielle forgant le 
robot a suivre les cellules du modele de terrain. Si la ligne droite est libre et s'avere le 
meilleur choix, 1'algorithme est capable de retourner cette solution. 
Par contre, la methode possede quelques lacunes non negligeables. Le temps de calcul 
de la fonction potentielle par la methode des Elements finis est de complexity 0(n3). 
C'est done dire que pour un maillage possedant beaucoup de noeuds, le calcul peut 
etre long. Aussi, la methode telle que presentee a la section 5.3, ne permet que l'usage 
d'un maillage 2.5D decrivant une fonction au sens mathematique du terme. En d'autres 
mots, pour chaque coordonnee (./;, y) du modele de terrain ne peut exister qu'un seul 
z. C'est pourquoi l'etape de traitement du maillage presente a la section 4.4.1 extrait le 
domaine navigable du terrain et rejette les plafonds. Une autre faiblesse de l'approche 
vient de l'imposition des lois physiques qui force le robot a se deplacer comme un 
fluide. II est possible que le veritable chemin optimal ne ressemble en rien a une ligne 
de courant. 
La section suivante presente le calcul du corridor de securite faisant partie des objectifs 
presentes a la section 3.1. Par la suite, une methode hybride de planification utilisant 
une recherche de graphe, un corridor de securite et un calcul fluidique est presentee. 
5.4 Corridor de securite 
Tel qu'explique a la section 3.1, les objectifs du projet comprennent la construction d'un 
corridor de securite autour du chemin. La figure 3.1 illustre ce concept. Celui-ci permet 
d'associer au chemin une certaine incertitude quant a la precision du positionnement 
du robot requise. Sans ce corridor, le chemin possede une epaisseur nulle et aucun robot 
n'est capable de suivre une ligne si mince en pratique. La construction d'un tel corridor 
est relativement simple. La largeur du corridor etant fixee, les cellules dont le centre est 
a l'interieur de l'enveloppe convexe formee par le chemin elargi de la demi-largeur sont 
conservees. Il suffit ensuite de retirer les cellules jugees non securitaires en fonction des 
criteres anterieurement definis a la section 5.3.5. Toutefois, revaluation systematique de 
tous les triangles peut s'averer longue. II est possible d'accelerer l'analyse des triangles 
au moyen d'une recherche structuree. 
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5.4.1 Construction du kdTree 
II existe de nombreuses fagons de rechercher des cellules en fonction de la position de 
leur centre. La methode triviale est une recherche de force brute qui analyse systema-
tiquement toutes les cellules. Cette approche de complexite 0(n) peut s'averer longue 
dans le cas d'un maillage contenant beaucoup de triangles. Pour accelerer la recherche, 
il est possible d'utiliser une structure de donnees ayant prealablement ordonne la co-
ordonnee du centre de chaque cellule en fonction de leur position. Une des methodes 
basees sur ce principe est la structure quadTree. Dans celle-ci, l'ensemble d'un maillage 
2D est sous-divise en boites de dimensions egales et chaque centre de cellule est classe 
dans la boite le supportant. Ensuite, lorsque la cellule dont le centre est le plus proche 
d'un point est recherchee, la recherche s'effectue uniquement dans la boite contenant le 
point. Si cette boite contient bien le centre du triangle recherche, la recherche est termi-
nee. Autrement, la recherche est poursuivie dans les boites voisines. Dans le meilleur 
des cas, la complexite d'une telle recherche est de 0(n/p), ou p est le nombre de boites. 
Le livre Computer graphics : principles and practice [Foley, 1995] presente la methode 
de construction et d'utilisation des quadTrees et des ocTrees dans le cas d'un maillage 
volumique 3D. 
Plus recemment la structure kdTree est apparue. Celle-ci organise les cellules dans un 
ensemble de boites dont les dimensions sont variables. L'algorithme de recherche kd-
Tree a ete ecrit avec une telle generality qu'il s'utilise en toute dimension. L'article Mul-
tidimensional divide-and-conquer [Bentley, 1980] examine en detail la performance de 
cette methode qui possede tine complexite de recherche de 0(log(n)). 
La premiere etape conduisant a l'obtention du corridor est la construction du kdTree. 
Pour ce faire, de nombreux codes libres de droit sont disponibles et plusieurs versions 
sont ecrites pour Matlab™. Une fois la structure construite, l'etape subsequente est la 
recherche des cellules a proximite du chemin. 
5.4.2 Selection des cellules a proximite du chemin 
Cette etape de calcul prend en entree tin maillage du terrain et un chemin et retourne 
uniquement les triangles a proximite du chemin sans se soucier de leur faisabilite pour 
le robot. Tel qu'explique precedemment, tin chemin est forme d'une liste de points 
3D appartenant au domaine maille. Pour rechercher les cellules pres du chemin, une 
strategie simple consiste a se placer successivement sur chacun des points du chemin 
et de rechercher et de conserver les triangles situes dans un rayon d'une demi largeur 
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du corridor. La recherche de triangles kdTree est bien adaptee a ce type de recherche 
(en anglais range search). La figure 5.17 montre un schema de cette approche. 
(a) Recherche de cellules daris un rayon (b) Conservation des cellules a l'interieur des 
cercles 
Figure 5.17 Schematisation de la demarche de recherche des cellules a 
proximite d'un chemin (ligne rouge) 
Plus l'echantillonnage du chemin est fin (points rapproches), plus le corridor est bien 
decoupe. La figure 5.17 montre un schema de la methode, en pratique l'algorithme doit 
verifier l'echantillonnage du chemin par rapport a la largeur du corridor et reechan-
tillonner au besoin. 
5.4.3 Rejet des cellules non securitaires 
L'etape finalisant la construction du corridor de securite est le rejet des cellules non 
securitaires a proximite du chemin. Pour ce faire, le centre de chaque triangle est ana-
lyse au moyen des criteres presentes a la section 5.3.5. En chaque point devaluation, 
l'empreinte discrete du robot est projetee sur le corridor et la rugosite ainsi que la pente 
locale peuvent etre calculees. Si au moins une des contraintes operationnelles du ro-
bot est depassee, la cellule est eliminee. Si les frontieres du maillage initial n'ont pas 
ete prealablement agrandies, il est necessaire de verifier qu'aucun des points de l'em-
preinte ne sort du corridor. Dans le cas contraire, la cellule fautive doit etre rejetee. 
5.4.4 Exemple d'utilisation de I'extracteur de corridor 
La figure 5.18 presente un exemple d'utilisation de l'algorithme d'extraction d'un corri-
dor de securite. Le maillage place en entree est un maillage genere a partir de donnees 
reelles mesure sur le banc d'essai de l'ASC. Le chemin utilise vient de la methode de 
recherche de graphe. 
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Figure 5.18 Exemple d'un corridor (surface verte) genere a partir d'un che-
min obtenu de la methode de recherche de graphe (ligne noire) 
L'exemple de la figure 5.18 montre un corridor ou les cellules a proximite des roches et 
des frontieres ont ete retirees. 
5.4.5 Synthese de la methode 
L'extracteur de corridor de securite prend en entree un maillage de terrain et conserve 
les cellules a proximite d'un chemin. Afin d'accelerer la recherche de triangles, l'algo-
rithme a prealablement construit une structure kdTree. Une fois le corridor decoupe, 
les cellules non securitaires sont rejetees au moyen de l'approche expliquee a la section 
5.3.5. Le resultat est finalement un corridor sous forme d'un maillage triangulaire ou 
chaque cellule est securitaire pour le robot. Pour que cette securite soit valable, il faut 
que la dimension des cellules soit faible par rapport au rayon de l'empreinte du robot, 
car uniquement le centre des cellules est verifie. La figure 5.19 presente un diagramme 
synthese de la methode. 
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Figure 5.19 Schema du calcul menant a l'extraction du corridor de securite 
5.5 Methode hybride 
Les sections 5.2 et 5.3 ont presente en detail les deux approches de planification de 
chemin animant ce projet de recherche. II en est ressorti que la methode basee sur une 
recherche de graphe A* possede des avantages certains. Sa faible complexity de calcul 
permet d'obtenir une solution en peu de temps. De plus, l'usage d'une fonction cout 
apporte une flexibility utile (p. ex., favoriser les chemins passant par les zones enso-
leillees). Toutefois, les chemins resultants sont fort sensibles a la forme et au condition-
nement du modele de terrain. Aussi, le detail du trace est irregulier et zigzague trop 
pour etre envoye directement a un controleur de position. Le lissage de la courbe n'est 
pas une solution simple a ce probleme, car rien de garantit que le nouveau chemin lisse 
est securitaire. La methode inspiree des ecoulements de fluide, quant a elle, genere des 
chemins lisses, continus et dont l'orientation change minimalement. Par contre, la me-
thode offre peu de flexibility et sa complexity de calcul est elevee. De plus, l'approche 
presentee fait abstraction de la topographie du terrain pour le calcul des lignes de cou-
rant. Ces dernieres sont projettees sur le terrains 3D pour ensuite etre analysees. Rien 
ne garantit que cette methode va toujours fonctionner. Par exemple, les lignes de cou-
rant calculees sur un maillage contenant une densite importante d'obstacles pourraient 
etre toutes infaisables par le rover. 
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La methode inspiree par la mecanique des fluides est fort differente de l'approche de re-
ference A*, mais pas necessairement meilleure. L'algorithme A* est largement utilise en 
pratique, car il possede des avantages. Ce qu'il manque a l'approche de graphe est une 
etape de postcalcul qui lisse le chemin resultant, mais d'une faqon securitaire. C'est ici 
que la methode d'ecoulement fluidique peut s'averer utile. Pour etre utilisees comme 
fonction de lissage, il faut que les lignes de courant produites se concentrent autour du 
chemin obtenu de A* et ainsi le chemin en dents-de-scie peut etre remplace par une 
ligne de courant. Afin de s'assurer que l'ecoulement suit bien le chemin de A*, le calcul 
de fluide s'effectue sur le corridor de securite qui a ete decoupe autour du chemin. Le 
corridor possedant beaucoup moins de cellules que le modele de terrain complet, la re-
solution par elements finis est rapide tout comme le reste des calculs de mecanique des 
fluides. Puis, les lignes de courant etant contraintes a rester sur le corridor de securite, 
les chemins obtenus en sortie sont securitaires pour le robot. 
La complexite de calcul de l'approche hybride s'obtient par l'analyse de la complexity 
de la recherche de graphe (0(n2), ou n est le nombre de noeuds du modele de terrain), 
de la construction du corridor (recherche kdTree 0(log(n))) et du calcul de potentiel sur 
le corridor (0(m3), ou m est le nombre de noeuds du corridor). La complexity de la re-
cherche kdTree etant faible par rapport a celle de la recherche de graphe, la complexity 
de l'approche hybride devient done : max (0(m3), 0(n2)). 
II s'agit done ici d'utiliser la methode A* afin d'obtenir vine estimation initiale de la 
solution et l'approche fluidique comme methode complementaire permettant de raffi-
ner et d'ameliorer la solution initiale. En combinant les deux methodes, il emerge une 
approche hybride qui permet de concilier les avantages des deux sans toutefois les in-
convenients. Effectivement, la flexibility de la recherche de graphe est conservee tout 
comme la rapidite de calcul. Le resultat en sortie amene aussi tous les avantages pour 
un robot a suivre une ligne de courant. La figure suivante presente un diagramme syn-
these de la methode. 
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Figure 5.20 Diagramme synthese de la methode de planification de chemin 
hybride 
5.5.1 Exemples d'utilisation 
Les figures 5.21, 5.22, 5.23 et 5.24 presentent des exemples d'application de l'approche 
hybride sur des maillages obtenus du banc d'essai de l'ASC. 
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Figure 5.21 Exemple d'une planification de chemin au moyen de la me-
thode hybride sur un terrain plat et non accidente (le maillage ayant servi au 
calcul de chemin A* est en blanc, le corridor de securite est en vert, le che-
min obtenu d'A* est en noir et le chemin lisse par l'approche fluidique est en 
bleu) 
Figure 5.22 Exemple d'une planification de chemin au moyen de la me-
thode hybride sur un terrain plat possedant beaucoup d'obstacles 
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Figure 5.23 Exemple d'une seconde planification de chemin au moyen de 
la methode hybride sur un terrain plat possedant beaucoup d'obstacles 
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Figure 5.24 Exemple d'une troisieme planification de chemin au moyen de 
la methode hybride sur un terrain plat possedant beaucoup d'obstacles 
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Les quatre exemples precedents montrent bien comment deux methodes differentes 
peuvent etre unies pour former une meilleure methode. En effet, les chemins obtenus 
de l'approche hybride (ligne bleue) semblent tout a fait acceptables pour un robot mo-
bile, car ils sont lisses, continus, securitaires et optimaux. Aussi, lorsque le chemin ob-
tenu d'A* fait fausse route (p. ex., zigzag en terrain plat), la methode fluidique corrige 
la situation. Par exemple, l'agrandissement a la figure 5.24 montre un chemin A* qui 
zigzague inutilement et ou la ligne de courant resultante n'a pas ete influencee par ce 
mauvais trace. 
Aussi, l'approche hybride fournit de meilleurs chemins que A*, elle est plus rapide que 
la methode purement fluidique et, de surcroit, fournit aussi un corridor de securite. Ce 
dernier peut s'averer utile pour d'autres applications (p. ex., determiner la precision du 
positionnement requise en fonction de la largeur du corridor). 
CHAPITRE 6 
VALIDATION EXPERIMENTALE 
Ce chapitre a pour but de confirmer experimentalement l'atteinte des objectifs de projet 
presentes au chapitre 3. 
6.1 Validation hors-ligne 
Afin de valider l'ensemble des criteres de performance a atteindre presentes a la section 
3.2, les algorithmes sont mis a l'epreuve sur un grand nombre de situations reelles de 
planification de chemins. Pour ce faire, cette experimentation utilise une banque de 
donnees contenant 284 nuages de points LIDAR mesures sur le banc d'essai de l'ASC 
lors des campagnes de tests des annees 2007,2008 et 2009. 
6.1.1 Protocole et implantation 
Les operations suivantes sont effectuees sequentiellement sur l'ensemble de la banque 
de donnees: 
1. charger un nuage de points LIDAR de la banque de donnees; 
2. generer le maillage triangulaire du terrain au moyen de la methode presentee au 
chapitre 4 ; 
3. generer une destination aleatoire a proximite de la limite du maillage; 
4. confirmer la faisabilite de la destination et selectionner une autre destination au 
besoin; 
5. planifier un chemin au moyen des 3 approches presentees au chapitre 5; 
6. sauvegarder les resultats; 
7. recommencer a 1. jusqu'a ce que tous les nuages de points soient utilises. 
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Cette experience sauvegarde les resultats suivants : 
- nombre de points dans le nuage de points LIDAR; 
- temps de calcul associe a la generation du maillage et a la planification de che-
min; 
- longueur de chaque chemin; 
- changement de courbure moyen de chaque chemin; 
- changement positif d'altitude des chemins (energie potentielle). 
De plus, l'experience s'assure que le chemin atteint bien la cible et fait le suivi des 
echecs. Une image illustrant les resultats est aussi sauvegardee pour chacun des cas afin 
de permettre une inspection visuelle des resultats. L'experience s'effectue sur un ordi-
nateur portable Latitude de Dell™ possedant un processeur Intel Core™ 2, de 2.0 GB 
de memoire RAM et d'un systeme d'exploitation Linux. Les parametres numeriques 
utilises pour les calculs sont presentes au tableau 6.3. 
6.1.2 Resultats 
Le tableau 6.1 presente les resultats obtenus hors-ligne. 
Tableau 6.1 Resultats de l'experience hors-ligne (les ecarts-type sont entre 
parentheses) 
Modelisation de terrain 
Nb. moyen de points LIDAR 
Temps de calcul moyen (s) 
Echec (%) 
96k (25k) 
17.7 (2.9) 
0.0 
Planification de chemin 
Graphe Fluide Hybride 
Temps de calcul moyen (s) 
Echec(%) 
Longueur moyenne des chemins (m) 
Changement de courbure moyen des chemins ( ° ) 
Changement positif d'altitude des chemins (m) 
9.1 (1.9) 14.1 (2.3) 10.3 (2.4) 
3.1 2.8 4.4 
10.0 (1.1) 7.1 (0.8) 6.9 (0.9) 
56.4 (5.1) 4.1 (0.7) 4.8 (0.7) 
0.33 (0.1) 0.51 (0.1) 0.30 (0.1) 
Le tableau 6.1 montre que la recherche de graphe s'avere la plus rapide et l'approche 
fluidique la plus lente. Le temps total de calcul de la methode hybride s'apparente a 
celle de la recherche de graphe. C'est done dire que la complexity de calcul de ces deux 
methodes doit etre similaire. Lors de l'execution des 284 experiences, il est survenu 
quelques echecs de l'ordre de 3 a 4 % des cas. L'analyse visuelle des resultats sauvegar-
des en image a revele que dans la majorite des cas, l'echec provient du fait qu'aucun 
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chemin securitaire n'existe entre la position initiale et la destination. Par exemple, il 
n'existe aucun chemin possible entre deux secteurs deconnectes d'un maillage. La me-
thode hybride, presentant un nombre plus eleve d'echecs, semble moins robuste que 
les deux autres approches. Cela s'explique par le fait que l'approche hybride effectue 
davantage d'operations augmentant ainsi le risque d'echec et c'est ce qui s'est produit 
experimentalement. Toutefois, le nombre de cas reellement en echec demeure faible 
permettant quand meme de considerer les trois approches comme robustes. L'analyse 
des chemins montre que les chemins suivant une ligne de courant sont plus courts et 
plus lisses. Cela s'explique par le fait que la recherche de graphe genere habituellement 
des chemins en zigzag. Le chemin obtenu par l'approche purement fluidique minimise 
moins l'energie consommee par le robot, car le calcul des lignes de courant ne suppose 
a priori aucune connaissance de la topographie du terrain. 
6.2 Evaluation des methodes 
La presente section expose une comparaison entre les trois methodes de planification 
de chemin traitees, soit: la recherche de graphe, l'approche par mecanique des fluides 
et la methode hybride. Cette comparaison est effectuee en s'appuyant sur les criteres 
de performance a atteindre presentes a la section 3.2. Dans un premier temps, les me-
thodes sont evaluees sur l'atteinte des criteres lies aux chemins resultants (criteres du 
tableau 3.1). Ensuite, c'est l'approche algorithmique qui est evaluee au moyen des cri-
teres anterieurement presentes permettant de qualifier un algorithme d'«efficace» (cri-
teres du tableau 3.2). Le tableau 6.2 presente la comparaison qualitative des approches 
de planification de chemin. 
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Tableau 6.2 Synthese de l'atteinte des objectifs de projets des trois me-
thodes a 1'etude (les criteres non atteints sont en gras et la definition des 
criteres a ete presentee a la section 3.2) 
Criteres sur le resultat 
Methode de planification de chemin 
Graphe Fluide Hybride 
Atteinte de la destination oui oui oui 
Longueur minimisee non oui oui 
Energie minimisee oui moyen oui 
Securite oui oui oui 
Rugosite minimisee du trace non oui oui 
Respect des contraintes holonomes non oui oui 
Criteres sur l'algorithme 
Complexite minimisee oui non oui 
Robustesse oui oui oui 
Contrainte artificielle minimisee non oui oui 
Completude oui oui oui 
Capable d'utiliser un maillage 3D oui non oui 
Insensibilite de la solution au maillage non oui oui 
Flexibility de la solution oui non oui 
La decision d'atteinte ou d'echec des criteres exposes au tableau 6.2 vient des resultats 
experimentaux et aussi de l'analyse theorique des methodes. Toutes les approches ont 
experimentalement atteint les destinations choisies lorsqu'elles etaient atteignables. A 
cause des frequents changements de direction, A* ne permet pas de minimiser la lon-
gueur des chemins. Les trois methodes semblent minimiser l'energie. Toutefois, l'ap-
proche fluidique a montre experimentalement des chemins plus energivores que les 
deux autres. Theoriquement, les trois approches prennentbien en compte les contraintes 
physiques du robot afin de generer des chemins securitaires. Les methodes fluidique 
et hybride minimisent bien la rugosite des traces et par le fait meme, respectent mieux 
les contraintes holonomes du robot que la recherche de graphe. Le calcul par elements 
finis sur la totality du maillage rend l'approche par mecanique des fluides plus couteux 
en ressource de calcul que les deux autres. Toutes les methodes ont montre experimen-
talement une bonne robustesse. Contrairement aux approches fluidique et hybride qui 
utilisent un champ de potentiel, la recherche de graphe impose comme contrainte ar-
tificielle d'optimisation de passer par le centre des cellules. Tous les algorithmes ont 
experimentalement trouve des chemins lorsqu'il en existe et retourne un message d'er-
reur dans le cas contraire, ce qui permet de confirmer l'atteinte de la completude. Bien 
que l'approche fluidique telle que developpee dans le projet soit incapable d'utiliser 
un maillage 3D (p. ex., une grotte avec un plafond et un plancher), l'approche hybride 
l'est, car le corridor de securite est decoupe de telle sorte qu'il est toujours 2.5D (p. ex., 
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plancher uniquement). La methode de graphe s'avere fort sensible au conditionnement 
des maillages a cause des contraintes a passer par le centre des cellules. Un maillage de-
forme amenera done par la recherche de graphe un chemin deforme. Enfin, la methode 
fluidique ne permet pas une grande flexibility, car elle n'utilise pas une fonction cout 
aussi flexible que la recherche de graphe. La methode hybride est consideree flexible, 
car elle suit le trace d'A* qui lui peut utiliser beaucoup de criteres d'optimisation. 
Le tableau 6.2 montre bien qu'une recherche de graphe ou un calcul de mecanique 
des fluides ne permettent pas a eux seuls d'atteindre les objectifs de ce projet de re-
cherche. Chacun d'eux possede des avantages et des faiblesses. L'utilisation d'une ap-
proche hybride permet de faire ressortir uniquement les avantages des deux premieres 
methodes. Toutefois, la methode hybride, etant plus compliquee, peut s'averer moins 
robuste. C'est done la methode hybride qui s'avere un algorithme «efficace» capable de 
generer des chemins «optimaux» pour un robot mobile explorateur de planete utilisant 
un systeme de vision LIDAR. 
6.3 Implantation sur banc d'essai 
Tel qu'explique a la section 3.3, ce projet de recherche vise une implantation des algo-
rithmes developpes sur un banc d'essai de l'ASC. Cette etape a pour but de confirmer la 
possibility d'utilisation des algorithmes dans un contexte experimental. Le banc d'essai 
est compose d'un robot mobile se deplagant sur terrain exterieur simulant tin sol mar-
tien. Les sections 6.3.1 et 6.3.2 presentent en detail le banc d'essai. Enfin, la section 6.3.3 
presente quelques experiences realisees en-ligne a l'ASC. 
6.3.1 Plate-forme robotisee 
Le robot utilise est un Pioneer P2-AT de marque ActivMedia™. Celui-ci utilise des en-
codeurs optiques au niveau des moteurs afin d'estimer le deplacement dans le plan 
horizontal. Une centrale inertielle IMU 300CC-100 de Crossbow™ permet de connaitre 
l'acceleration du vehicule de meme que la vitesse angulaire. Afin d'obtenir une odome-
trie complete du robot (6 degres de liberte), tin observateur d'etats utilise l'information 
des capteurs et retourne la position et l'orientation 3D filtrees. Le systeme de vision est 
un capteur LIDAR LMS200 de SICK™ installe sur une unite rotative permettant une 
mesure 3D de l'environnement du robot. 
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Sur le plan informatique, le rover possede un ordinateur portable Toughbook de Pa-
nasonic™ equipe d'un processeur Intel Core™ 2, de 3.0 GB de memoire RAM et d'un 
systeme d'exploitation Linux. Une machine a etats finis implantee dans 1'environne-
ment de programmation Eclipse prend les decisions de haut niveau. Ces algorithmes 
sont programmes en langage JAVA™. 
Les algorithmes proposes par ce projet sont developpes dans 1'environnement Mat-
lab™ et deployes vers Eclipse au moyen de l'outil Builder-Ja de Mathworks™. Cet outil 
convertit un code Matlab™ en une archive JAVA™ (JAR-file) directement integrable a 
Eclipse. La figure 6.1 montre la plate-forme robotisee sur le terrain d'apparence mar-
tienne. 
Figure 6.1 P2-AT modifie de l'ASC (photo prise en septembre 2009) 
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6.3.2 Environnement de test 
L'environnement dans lequel le rover est utilise reproduit un sol martien. Ce dernier 
est situe a l'exterieur du siege social de l'ASC a St-Hubert. II occupe un espace de 30 m 
par 60 m et affiche des variations d'altitude de l'ordre de 3 m. La figure 6.2 montre la 
carte d'elevation du terrain de Mars. 
Figure 6.2 Carte d'elevation du terrain de Mars (les lignes representent les 
courbes de niveau) 
La figure 6.3 montre des photographies du terrain. On y voit des roches de differentes 
dimensions, un cratere, une montagne, une falaise, une plaine et vine colline. 
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(a) Crateres et colline 
(b) Roches et falaise 
(c) Plaine et colline 
Figure 6.3 Reproduction d'un terrain martien a l'ASC (photos prises en 2005, 
courtoisie de l'ASC) 
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6.3.3 Experience en-ligne 
Cette section presente trois experiences realisees sur le banc d'essai decrit precedem-
ment. Le but de cette section est de demontrer la possibility d'implantation des algo-
rithmes sur un robot mobile. 
Presentation de l'experience 
Les parametres numeriques utilises lors de ces experiences sont presentes au tableau 
6.3. 
Tableau 6.3 Parametres utilises en-ligne 
Parametres lies a la modelisation de terrain 
Rayon maximal du maillage 7.0 m 
Resolution du reechantillonnage 7.5 cm 
Limite composante Z vecteurs normaux 0.35 
Nombre de triangles cibles 8000 
Parametres lies a la modelisation du robot 
Rayon du rover 35.0 cm 
Resolution de l'empreinte 2.0 cm 
Limite operationnelle de pente 15.0° 
Limite operationnelle de rugosite 6.0 cm 
Pour plus d'information sur la nature des parametres du tableau 6.3, le lecteur interesse 
peut consulter le chapitre 4 pour les parametres lies au modele de terrain et le chapitre 
5 pour les parametres relies a la modelisation du robot. Les experiences presentees a la 
section 6.3.3 suivent toutes le meme protocole : 
1. placer le robot a une position et une orientation connues sur le terrain; 
2. entrer cette configuration initiale dans l'interface humain/machine (GUI); 
3. selectionner une destination a atteindre dans le GUI; 
4. envoyer la commande. 
Initialement, la position a atteindre est trop loin pour etre directement vue par le LI-
DAK Le robot doit executer de fagon autonome une serie d'actions le menant a sa des-
tination. Cela comprend d'abord une planification de chemin global entre la position 
initiale et la destination. Pour ce faire, le robot utilise une recherche de graphe sur un 
maillage triangulaire a basse resolution (1 m) du terrain. Cette carte, enregistree prea-
lablement dans le robot, peut provenir de missions anterieures, de donnees obtenues 
au moyen d'un satellite ou de donnees recueillies lors de l'atterrissage du robot. Puis, 
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le robot mesure son environnement au moyen de son LIDAR et genere un maillage du 
terrain conformement a l'approche presentee au chapitre 4. Vient ensuite la recherche 
d'une destination securitaire a l'interieur du maillage (destination locale). Pour ce faire, 
le rover debute sa recherche de destination locale au niveau de l'intersection entre le 
chemin global et la frontiere du maillage. Par la suite la planification de chemin local 
(approche fluidique ou hybride selon l'experience) est effectuee. Le robot execute en-
suite le chemin en boucle ouverte (sans verifier en cours de route sa position) et une fois 
arrive a sa destination locale, il se localise visuellement. Si la destination globale est at-
teinte, l'experience est terminee, sinon le robot reprend les operations locales. Pour bien 
comprendre le processus, la figure 6.4 montre le diagramme de flux de l'experience. 
A la figure 6.4, les etapes developpees au sein de ce projet sont representees en gras. 
Resultats 
Cette sous-section expose trois experiences realisees sur le banc d'essai de l'ASC. Dans 
la premiere, le robot debute a la position (9.0 m, 1.0 m)1 et cherche a atteindre (2.0 
m, 28.0 m). Le planificateur de chemins utilise pour ce cas est l'approche purement 
fluidique. La figure 6.5 montre les resultats obtenus sur le terrain. 
A la figure 6.5, les maillages locaux sont representes en beige, les chemins locaux flui-
diques sont en bleu et le chemin global est en rouge. Le chemin global etant calcule 
au moyen d'une recherche de graphe affiche une allure en dents-de-scie. La position 
initiale est illustree par un point rouge et la destination globale par un point jaune. Les 
discontinuites entre chaque chemin local viennent des erreurs odometriques qui, une 
fois corrigees par l'etape de localisation, engendrent un saut de position. Sur ce sol sa-
blonneux, les roues du robot glissent et l'observateur d'etats accumule des erreurs de 
positionnement. Le processus de localisation permet a chaque etape de reduire cette 
erreur, mais generalement pas de l'eliminer. 
Les deux experiences qui suivent utilisent le generateur de chemin base sur l'approche 
hybride. La figure 6.6 presente les resultats d'une ascension autonome de la montagne. 
L'experience 2 montre bien l'interet d'utiliser le planificateur de chemin global. Celui-ci 
amene le robot sur un chemin globalement plus long, mais ou la pente est minimisee. 
Sans ce planificateur, le robot aurait possiblement attaque de front la montagne. Une 
fois rendu au pied, il ferait face a une pente trop elevee et chercherait une alternative 
d'echappement (p. ex., rebrousser chemin, zigzaguer pour monter, etc.). Une prise de 
1 Voir figure 6.2 pour connaitre le repere utilise. 
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Destination globale 
a atteindre 
I'l.inification de chemin global 
Mesure du terrain avec LIDAR 
r 
Generation du modele du terrain 
< 
Recherche d'une destination locale 
< 
Planification locale de chemin 
Execution de la trajectoire 
Localisation 
Figure 6.4 Diagramme de flux d'une experience de navigation autonome 
decision a l'echelle globale permet d'eviter les culs-de-sac, ce que ne permet pas une 
planification exclusivement locale. La figure 6.7 presente les resultats de l'experience 3. 
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Figure 6.5 
fluidique 
Resultats de l'experience 1 obtenus au moyen de la methode 
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Figure 6.6 Resultats de la montee autonome de la montagne. Les chemins 
locaux calcules au moyen d'A* sont en noir, les corridors de securite sont 
en vert, les maillages locaux sont representes en beige, les chemins locaux 
fluidiques sont en bleu et le chemin global est en rouge. 
M 
X TJ 
ITS 
3 
Figure 6.7 Resultats de la traversee autonome du terrain martien. Les chemins locaux calcules au moyen d'A* ^ 
sont en noir, les corridors de securite sont en vert, les maillages locaux sont representes en beige, les chemins tH 
locaux fluidiques sont en bleu et le chemin global est en rouge. r1 
w 
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La figure 6.7 montre tine traversee complete du terrain martien. Le robot a debute a (1.0 
m, 1.0 m) et avait pour destination (59.0 m, 29.0 m). II a atteint sa destination en evitant 
la montagne. Le tableau 6.4 presente des resultats quantitatifs obtenus pour l'ensemble 
des experiences. 
Tableau 6.4 Resultats quantitatifs des experiences sur banc d'essai 
Exp. Algorithme Distance parcourue (m) Err. de positionnement finale (%) 
1 Fluide 32.9 1.8 
2 Hybride 50.4 non mesuree 
3 Hybride 83.0 1.5 
L'objectif d'implantation des algorithmes sur un vrai robot explorateur est done atteint 
tout comme l'ensemble des objectifs de projet. 
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CONCLUSION 
EN somme, ce projet de recherche a etudie la question de recherche suivante : « Comment un robot peut-il, de fagon autonome, generer un chemin securitaire et optimal entre une position initiale et une destination connue dans une repre-
sentation irreguliere de son environnement » ? L'algorithme congu prend en entree un 
maillage, une position initiale et finale, ainsi que les contraintes mecaniques d'un ro-
bot et retourne un chemin ainsi qu'un corridor de securite. Le corridor sert a quantifier 
dans quelle mesure le robot peut deriver de son chemin sans compromettre sa securite. 
L'interet de developper un tel algorithme vient du fait que dans un proche avenir, les 
robots mobiles explorateurs de planete delaisseront possiblement leur systeme de vi-
sion passif pour des systemes actifs de plus longue portee (LIDAR). Ce type de capteur 
retourne une quantite importante de donnees qui doivent etre generalement compres-
sees. Bien souvent, cette compression amene une representation irreguliere de l'envi-
ronnement du robot. A l'heure actuelle, il ne semble pas exister d'algorithme ayant 
veritablement demontre son efficacite sur un maillage irregulier. C'est done dire que 
pour repondre aux besoins de l'exploration spatiale future, ce projet de recherche est 
d'une grande pertinence. En plus, les algorithmes de planification de mouvement ont 
aussi leurs applications sur Terre, en robotique certes, mais aussi dans les domaines 
des jeux video, de l'animation numerique, de la conception assistee par ordinateur et 
meme en chimie computationnelle. 
L'etude de la litterature scientifique a revele que les approches de generation de che-
min basees sur une recherche de graphe sont largement utilisees. Une etude exhaus-
tive de cette methode presentee a la section 5.2, a demontre que ce type de methode, 
bien que peu couteuse en ressource de calcul, n'est pas adapte a une planification sur 
un maillage irregulier. L'imposition de contraintes artificielles, tel que de passer par 
le centre des cellules, amene une forte sensibilite du resultat au conditionnement du 
maillage. Parallelement a cette analyse, le candidat a developpe une approche de gene-
ration de chemin basee sur un calcul d'ecoulement de fluide non visqueux. L'interet de 
cette methode vient de l'intuitivite, l'insensibilite au maillage et l'optimalite de la so-
lution retournee. Toutefois, la phase de validation experimentale presentee a la section 
6.1 a demontre que cette methode fluidique ne permet pas d'atteindre tous les criteres 
de performance fixes au chapitre 3. 
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L'innovation de ce projet reside dans le developpement d'une approche hybride. Celle-
ci utilise une estimation initiale de chemin obtenue au moyen d'une recherche de graphe 
(A*) et du corridor de securite pour generer un chemin formant une ligne de courant 
s'ecoulant sur le corridor. C'est au moyen de cette methode que les objectifs de projet 
peuvent etre atteints. En effet, le calcul d'ecoulement qui est lent sur le maillage complet 
du terrain devient rapide sur le corridor de securite. Le manque de flexibility quant aux 
solutions possibles d'un calcul de fluidique disparait lorsque le chemin d'A* est utilise 
comme solution initiale. Enfin, bien que l'approche fluidique telle que developpee dans 
le projet soit incapable d'utiliser directement un maillage 3D (p. ex., une grotte avec un 
plafond et un plancher), l'approche hybride l'est, car le corridor de securite est decoupe 
de telle sorte qu'il est toujours 2.5D (p. ex., plancher uniquement). 
Finalement, les extrants de l'algorithme developpe (chemin et corridor) pourraient ul-
terieurement deborder le cadre d'une application de guidage et etre aussi utiles au 
controle de position des rovers. En effet, les algorithmes de controle pourraient utiliser 
le corridor de securite pour moduler la vitesse du robot. Par exemple, si a une posi-
tion du chemin le corridor est plus etroit, le controleur pourrait abaisser l'amplitude 
de la vitesse, car des obstacles sont possiblement a proximite et inversement lorsque le 
corridor est pleine largeur. 
Un autre aspect interessant qui pourrait etre etudie est le calcul d'ecoulement de fluide 
directement en coordonnees spheriques qui forment le repere du nuage de points brut. 
L'approche developpee dans ce projet transforme plutot le maillage brut dans un repere 
cartesien et calcule la fonction de potentiel au moyen de la methode des elements finis. 
En travaillant directement sur le nuage de points spherique, la lourde etape de maillage 
est eliminee. De plus, les nuages de points retournes par un LIDAR sont toujours 2.5D 
et generalement a resolution fixe ouvrant ainsi la porte a un calcul d'ecoulement plus 
simple a implanter et moins couteux qui pourrait etre basee sur la methode des diffe-
rences finies generalisee. 
ANNEXE A 
Mise en equation des ecoulements potentiels 
Les explications qui suivent sont tirees du livre Fluid mechanics [White, 2004]. La vi-
tesse en tout point d'un ecoulement est la variable d'etat a calculer. L'ecoulement est 
suppose stationnaire et incompressible. La viscosite du fluide est de plus negligee. Ces 
simplifications permettent de garantir l'absence de tourbillon. Des lors, l'ecoulement 
est dit irrotationnel ce qui mathematiquement s'exprime ainsi: 
V xV = 0. (A.l) 
Cet etat de vorticite nulle permet de qualifier le champ de vitesse de conservatif. Tout 
champ vectoriel conservatif peut s'ecrire comme le gradient d'une fonction scalaire : 
V = — V0, (A.2) 
ou cp est une fonction scalaire qui s'appelle le potentiel vitesse. En 2D, les composantes 
de vitesse peuvent done s'ecrire ainsi: 
= -£< ( A - 3 ) 
dy' Vy = (A.4) 
La relation permettant de relier entres elles les composantes de vitesse est la premiere 
loi de la thermodynamique qui stipule que la masse se conserve dans un systeme. Dans 
le cas de la mecanique des fluides, cette relation est generalement presente ainsi: 
! + V . ( p t > ) = 0 , (A.5) 
avec p la densite du fluide. Comme le fluide est suppose incompressible, p est constant. 
L'equation A.5 se reduit done a : 
V • V = 0, (A.6) 
ou plus simplement en developpant le terme de divergence : 
— V + — 
dx x dy  Vx + V^v = 0- (A .7) 
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Ensuite, il est possible de remplacer les equations A.3 et A.4 dans l'equation precedente 
A.7 pour obtenir la formulation suivante : 
? ! + = o. (AJO oxz ay 
ou de fagon plus compacte : 
V2<t> = 0. (A.9) 
L'equation A.9 est bien connue en mathematique et porte le nom d'equation de La-
place. Cette equation est a la base de la theorie des potentiels et des livres entiers y 
sont dedies (voir [J.L., Doob, 1984]). Toute fonction qui verifie l'equation de Laplace est 
dite harmonique. L'auteur du livre Elements of partial differential equations [Drabek 
et Holubova, 2007] explique qu'en ajoutant une fonction scalaire q(x, y) au cote droit de 
l'equation A.9, celle-ci permet de prendre en compte les apports externes de fluide tels 
que les sources et les puits. Cette nouvelle equation elliptique non homogene s'appelle 
equation de Poisson et s'exprime ainsi: 
- V20 = q{x,y). (A.10) 
ANNEXE B 
Calcul du gradient du potentiel a I'aide du logi-
ciel Maple™ 
L'equation du potentiel par interpolation de Lagrange (eq. 5.9) 
> p h i _ e : = S u m ( p h i [ i ] * N [ i ] , i = l . .3 ) ; 
3 
phi_e := ^ 4>i Ni 
i=1 
Definition des fonctions de base (eq. 5.11) 
> N [ 1 ] : = a l * x + b l * y + c l : 
> N [ 2 ] : = a2 *x+b2 *y+c2: 
> N[3] := a3 *x+b3*y+c3: 
Assignation des valeurs nodales de potentiel dans le tableau phi[] 
> p h i [ 1 ] : = p h i l : 
> p h i [ 2 ] : = p h i 2 : 
> p h i [ 3 ] : = p h i 3 : 
Systeme d'equations a resoudre pour le noeud 1 
> e q ' l l : = a l * x l + b l * y l + c l = 1 : 
> eq21 := a l * x 2 + b l * y 2 + c l = 0: 
> eq31 := a l * x 3 + b l * y 3 + c l = 0: 
Systeme d'equations a resoudre pour le noeud 2 
> e q l 2 : = a 2 * x l + b 2 * y l + c 2 = 0 : 
> eq2 2 :=a2*x2+b2*y2+c2=l : 
> eq32:=a2 *x3+b2 *y3+c2=0: 
Systeme d'equations a resoudre pour le noeud 3 
> e q l 3 : = a 3 * x l + b 3 * y l + c 3 = 0 : 
> eq23:=a3*x2+b3*y2+c3=0: 
> eq33 :=a3*x3+b3*y3+c3=l : 
Resolution des systemes d'equations 
> s o i l : = s o l v e ( { e q l l , e q 2 1 , e q 3 1 } , [ a l , b l , c l ] ) : 
> a s s i g n ( s o i l ) ; 
> s o l 2 : = s o l v e ( { e q l 2 , e q 2 2 , e q 3 2 } , [ a 2 , b 2 , c 2 ] ) : 
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a s s i gn(s o12) ; 
> s o l 3 : = s o l v e ( { e q l 3 , e q 2 3 , e q 3 3 } , [ a 3 , b 3 , c 3 ] ) : 
> a s s i g n ( s o l 3 ) ; 
Evaluation de la somme 
> p h i _ e : = v a l u e ( p h i _ e ) : 
Calcul du gradient de phi_e (eq. 5.8) 
> G r a d _ p h i _ e : = s i m p l i f y ( G r a d i e n t ( p h i _ e , [ x , y ] ) ) ; 
_ , . . ~(}>ly3 + d>\y2 - 02 yl + cf>2y3 + 03 yl - 03 y2 
Gma phi e := : ex— 
~ x3 yl - x3 y2 - x2 yl - xl y3 + xl y2 + x2 y3 
- 0 1 x3 + 01 x2 + 02 x3 - 02 xl + 03 xl - 03 x2 
x3 yl - x3 y2 - x2 yl - xl y3 + xl y2 + x2 y3 &V 
Les coordonnees des sommets 1 a 3 sont (xi, yi, zi) et les potentiels nodaux associes 
sont 4>b avec i = 1 a 3. Dans 1'environnement de Maple, la base vectorielle engendrant 
le domaine cartesien 2D est ex et ey. 
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