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Abstract
In 1978, Murty and Simon asked the following question: when can the rank function of a
polymatroid be decomposed as the sum of rank functions of matroids? Another natural question
to ask is the following: when is this decomposition unique? In this paper, we shall address the
second question.
c© 2002 Elsevier B.V. All rights reserved.
1. Introduction
A decomposition of a 2-polymatroid P is a collection of matroids the sum of whose
rank functions is equal to the rank function of P. Murty and Simon [5] gave an example
of a 2-polymatroid without a decomposition. Moreover, they proposed the following
problem: decide when a 2-polymatroid has a decomposition. We can view this problem
as a particular instance of a more general one: given a 2-polymatroid P, determine
the number nP of its decompositions. Thus, when nP =0, the 2-polymatroid P has a
decomposition. That is, we can solve Murty and Simon problem for the 2-polymatroid
P provided we know nP . In this paper, we shall discuss a more general problem, and
we present an algorithm that completely determines all the decompositions of P and
so nP , provided we know a decomposition of P. In [3], we shall present an algorithm
to =nd such a decomposition. Thus, we completely solve the problem of determining
nP . An interesting feature of nP is that, when it is not zero, it is always a power of
two.
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To calculate nP for a 2-polymatroid P, we need to consider when two decomposi-
tions of P are equivalent: this happens when we obtain one decomposition from the
other by a sequence of the following operations or their inverses: (a) removal of a
matroid having rank equal to zero; and (b) replacement of two matroids having dis-
joint ground sets by their direct sum. Observe that for each decomposition, there is
a unique decomposition that is equivalent to it such that (c) all the matroids in it
have the same ground set which is the ground set of P and (d) every matroid in it
has just one connected component having rank diHerent from zero. A decomposition
of P satisfying these conditions is said to be a canonical decomposition of P. Thus,
we de=ne nP to be equal to the number of canonical decompositions of P. Observe
that we need to calculate nP only for connected 2-polymatroids because nP=nP1nP2 ,
when P is a 2-polymatroid which is the direct sum of the 2-polymatroids P1 and P2.
If the reader feels now that some mathematical formalization is needed, then it can
be found in the next section, where these and the following concepts are formally
developed.
This problem is closely related to the following conjecture of Cunningham: a con-
nected matroid is reconstructible from its connectivity function, up to duality. Seymour
[11] proved this conjecture restricted to the class of binary matroids giving a counter-
example in general. Lemos [1,2] proved it for a matroid whose rank is not equal
to its corank and for a matroid that is binary. When M is a connected matroid that
is a counter-example for Cunningham’s conjecture and so M is not reconstructible
from its connectivity function, then there is a matroid N having the same connectivity
function as M such that {M;M∗} ={N; N ∗}. In particular, {M;M∗} and {N; N ∗} are
non-equivalent decompositions of the same 2-polymatroid. The main step in Seymour’s
proof is that the number of times in which a set is a circuit in {M;M∗} is the same as
the number of times the set is a circuit in {N; N ∗} [11]. Consider now a 2-polymatroid
P that has two non-equivalent decompositions. Motivated by Seymour’s main step, we
say that this pair of decompositions of P is preserving when the number of times that
a set having at least two elements is a circuit of a matroid in one decomposition is
the same as in the other.
Most of the paper is devoted to the construction of the 2-polymatroids that have two
non-equivalent decompositions that form a non-preserving pair. These 2-Polymatroids
are presented in Theorem 1, whose proof is concluded in Section 5. The decomposi-
tions are obtained from two non-equivalent decompositions of a 2-polymatroid having
ground set with three elements by making appropriate 2-sums with three matroids,
one for each element. Moreover, these are the only decompositions of this 2-poly-
matroid.
When a 2-polymatroid has two non-equivalent decompositions that form a preserving
pair, we prove, in Theorem 2, that each one of these decompositions is equivalent to
a decomposition with just two matroids in it. Thus, it is possible to use an algorithm
of Lemos and Mota [4] to construct all the decompositions of this 2-polymatroid.
We also use theorems of [1,2,4] to obtain results that guarantee the uniqueness of the
decomposition of a 2-polymatroid, when it exists. This happens, for example, when the
2-polymatroid has an element whose rank is equal to one. These results are presented
in Corollaries 1–4.
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2. Setting the notation
In this paper, we assume familiarity with matroid theory. The notation and termi-
nology used in this article follow Oxley [6]. For polymatroids, we use the notation set
in some recent papers [7,8,9,13]. In particular, a polymatroid P=(E; ) is connected
when (X ) + (E\X )¿(E), for every non-empty proper subset X of E. We shall
denote the multiset {X1; X2; : : : ; Xm} of matroids X1; X2; : : : ; Xm by {X }m.
2.1. Decompositions
We restrict our attention to decompositions having all the matroids with the same
ground set, since we can complete the ground set of a matroid in it by making the
direct sum of it with a rank-zero matroid. We say that a multiset of matroids {M}m
is a decomposition of a 2-polymatroid P, when M1; M2; : : : ; Mm are matroids de=ned
over the same ground set, which is denoted by E({M}m), and
rM1 ({e}) + rM2 ({e}) + · · ·+ rMm({e})62
for every e∈E({M}m), and the sum of the rank functions of all the matroids belonging
to {M}m is equal to the rank function of P. A 2-polymatroid is said to be matroidal
when it has a decomposition.
2.2. Decomposition pairs
We say that ({M}m; {N}n) is a decomposition pair, when {M}m and {N}n are de-
compositions of the same 2-polymatroid. A decomposition pair ({M}m; {N}n) is said to
be connected when, for every partition {X; Y} of E({M}m) such that min{|X |; |Y |}¿1
rMi(X ) + rMi(Y )− r(Mi)¿1
for some i∈{1; 2; : : : ; k}. That is, the matroids belonging to {M}m do not have a com-
mon 1-separation. In this case, {M}m is a decomposition of a connected 2-polymatroid.
2.3. Canonical decompositions
When M is a matroid and N is a connected component of M , we denote by LN
the matroid such that E( LN )=E(M); LN |E(N )=N and r( LN\E(N ))=0, that is, LN is
a matroid having the same ground set as M and only N as a connected component
whose rank may be diHerent from zero. We de=ne
A(M)={ LN : N is a connected component of M and r(N ) =0}:
Observe that
rM (X )=
∑
H∈A(M)
rH (X )
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for every X ⊆E(M), when r(M) =0. For a decomposition {M}m of P, consider the
following multiset:
A({M}m)=
m⋃
i=1
A(Mi):
Observe that ({M}m;A({M}m)) is a decomposition pair. We say that A({M}m) is a
canonical decomposition of P.
2.4. Equivalent decompositions
Two decompositions {M}m and {N}n of 2-polymatroids are said to be equivalent,
when
A({M}m)=A({N}n):
We say that a decomposition pair ({M}m; {N}n) is trivial, when {M}m is equiva-
lent to {N}n. When ({M}m; {N}n) is a trivial decomposition pair, we can get {N}n
from {M}m by moving around connected components and creating or ignoring some
loops. Thus, we shall not consider {M}m and {N}n diHerent decompositions for the
2-polymatroid de=ned by {M}m.
2.5. Size of a 2-polymatroid
The size of a decomposition {M}m of a 2-polymatroid P is de=ned as the cardinality
of the multiset A({M}m). It is denoted by size({M}m). We de=ne the size of P as
size(P)= max{size({M}m): {M}m is a decomposition of P}:
2.6. Preserving decomposition pairs
We shall use an idea originated in Seymour [11] to divide our problem in two natural
cases by de=ning the concept of a preserving decomposition pair. For a matroid M ,
we set
C¿2(M)={C∈C(M): |C|¿2};
that is, C¿2(M) is the set of circuits of M that are not loops. For a multiset of matroids
{M}m, we de=ne the following multiset:
C¿2({M}m)=
⋃
i=1
C¿2(Mi):
We say that a decomposition pair ({M}m; {N}n) is preserving when
C¿2({M}m)=C¿2({N}n):
(This equality is between multisets.)
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3. Description of the main results
In section =ve, we shall study the non-preserving connected decomposition pairs
and conclude that they are few. Essentially, there is just one of them, since all the
others can be obtained from it by making 2-sums of appropriate matroids, as de-
scribed in the next theorem. To avoid a more cumbersome statement for it, we need
to extend the 2-sum operation to matroids having two elements. When N and M
are matroids such that E(N )∩E(M)={e}; E(N )\E(M)={f}; e is not a loop of
M and N is connected, the 2-sum of N with M is the matroid obtained from M
by renaming e by f. Remember that every set belonging to a partition of a set is
non-empty.
Theorem 1. A connected decomposition pair ({M}m; {N}n) is non-preserving if and
only if there is a partition {Ea; Eb; Ec} of E({M}m), where {a; b; c} is a 3-set disjoint
from E({M}m), and connected matroids Pa; Pb and Pc such that E(Px)=Ex∪{x}, for
every x∈{a; b; c}, and
(i) {M}m or {N}n is equivalent to
{H1 ⊕2 Pa ⊕2 Pb ⊕2 Pc; H2 ⊕2 Pa ⊕2 Pb ⊕2 Pc};
where H1 and H2 are matroids over {a; b; c} such that H1  U2;3 and H2  U1;3;
and
(ii) the other admissible multiset of matroids in this decomposition pair is equivalent
to
{La ⊕ (Ka ⊕2 Pb ⊕2 Pc); Lb ⊕ (Kb ⊕2 Pa ⊕2 Pc); Lc ⊕ (Kc ⊕2 Pa ⊕2 Pb)};
where Lx is a matroid over Ex such that r(Lx)=0 and Kx is a matroid over
{a; b; c}\{x} such that Kx  U1;2 for every x∈{a; b; c}.
As the non-preserving decomposition pairs are rare and well described, the rest of
the paper will be dedicated to proving results about preserving decomposition pairs. In
Section 6, we shall prove the following theorem:
Theorem 2. If ({M}m; {N}n) is a non-trivial preserving connected decomposition pair,
then there is a decomposition pair ({M ′}2; {N ′}2) such that {M}m is equivalent to
{M ′}2 and {N}n is equivalent to {N ′}2.
Thus, when a connected 2-polymatroid has non-equivalent decompositions, we can
reorganize the matroids in these decompositions moving around connected components
and creating or ignoring loops, in such way that at the end we get only two matroids in
each decomposition, unless these decompositions form a non-preserving decomposition
pair.
Now, one example to show that Theorem 2 is quite surprising: for each vertex v of
the complete graph Kn, let Mv be a matroid such that E(Mv)=E(Kn); Mv|st(v) is a con-
nected component of M and rMv(E(Kn)\st(v))=0. When n¿2, then {Mv: v∈V (Kn)}
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is an admissible multiset of matroids which is not equivalent to one having less that
n matroids.
A vector M=(M1; M2; M3; M4) with four matroids de=ned on the same ground set
E is called a quad when these matroids satisfy
rM1 (X ) + rM2 (X )=rM3 (X ) + rM4 (X )
for every X ⊆E: M is said to be non-trivial, when {M1; M2} ={M3; M4}. M is said to
be connected, when {M1; M2} is a decomposition of a connected 2-polymatroid. So,
Theorems 1 and 2 reduce the problem of uniqueness of decomposition of a connected
2-polymatroid to the study of non-trivial connected quads. In [2], Lemos proved that a
non-trivial connected quad has at most one of its four matroids non-connected. More-
over, when this happens, this matroid has exactly two connected components. Applying
this result to the quad ({M ′}2; {N ′}2), we conclude in Theorem 2 that m=2 or n=2,
say m=2, and that n=2 or n=3.
In [4], Lemos and Mota presented an algorithm to decide when a vector with two
matroids (M1; M2) can begin a non-trivial quad. Moreover, this algorithm gives all the
possibilities for the other two matroids that complete that quad. Thus, the algorithm,
Theorems 1 and 2 solve the uniqueness problem of decomposition of the rank function
of a 2-polymatroid as the sum of rank functions of matroids.
We have the following corollaries of theses theorems, which guarantee uniqueness
in many cases:
Corollary 1. If P is a connected matroidal 2-polymatroid such that size(P)¿4, then
the decomposition of P is unique.
Corollary 2. Suppose that P=(E; ) is a connected matroidal 2-polymatroid such
that (E) is odd. If the decomposition of P is not unique, then P has only two
non-equivalent decompositions that form a non-preserving decomposition pair.
Corollary 3. Suppose that P=(E; ) is a connected matroidal 2-polymatroid. If
(e)=1, for some e∈E, then the decomposition of P is unique.
We say that a 2-polymatroid is binary when it has a decomposition {M}m such that
Mi is binary, for every i∈{1; 2; : : : ; m}.
Corollary 4. If P is a connected binary 2-polymatroid, then it has at most two non-
equivalent decompositions.
Now, we give an example to show that a connected 2-polymatroid can have arbitrary
many non-equivalent decompositions: let H be a family of subsets of a set E such that
|H |=r and |H ∪H ′|¿r + 2, for every H;H ′∈H such that H =H ′. For Z⊆H, let
M (Z) be the matroid having E as ground set and every subset of E with r elements
not belonging to Z as a basis. When {X;Y} ={H; ∅} is a partition of H, then
({M (H); M (∅)}; {M (X); M (Y)}) is a non-trivial decomposition pair.
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4. Tutte’s geometry
In this section, we shall present some results from Tutte’s geometry. We shall use
Tutte’s geometry, since it is natural to work with it when one is dealing with circuits.
We say that L is a Tutte-line of a matroid M , when L is the union of circuits of M
and r∗(M |L)=2. P is said to be a Tutte-plane of M , when P is the union of circuits
of M and r∗(M |P)=3. Every Tutte-line has a partition {L1; L2; : : : ; Lk}, which is called
canonical, such that C is a circuit of M contained in L if and only if C=L\Li, for some
i∈{1; 2; : : : ; k}. We say that a Tutte-line L or a Tutte-plane P is connected, when M |L
or M |P is connected, respectively. When a line L is connected, its canonical partition
has at least three sets. Now, we shall present some results of Tutte’s geometry.
(4.1) ([12, 4.26]) Suppose that P is a connected Tutte-plane of a matroid M . If C is
a circuit of M contained in P, then there are at least two connected Tutte-lines of M
contained in P that contain C.
(4.2) ([12, 4.171]) Suppose that P is a Tutte-plane of a matroid M . If L and L′ are
diHerent Tutte-lines of M contained in P, then L∩L′ contains exactly one circuit of M .
(4.3) ([12, 4.35]) Suppose that M is a connected matroid. If C and D are diHerent
circuits of M , then there is a sequence
C=C0; C1; C2; : : : ; Cn=D
of circuits of M such that Ci−1∪Ci is a connected Tutte-line of M , for every i∈
{1; 2; : : : ; n}.
Now, we shall present a result of Lehman. Before the introduction of its statement,
we remember that the set of all circuits of a matroid M which contains an element e
is denoted by Ce(M).
(4.4) ([6, 4.3.2]) Suppose that M and N are connected matroids de=ned on the same
ground set. If Ce(M)=Ce(N ) for some element e, then N=M .
5. The non-preserving case
Throughout this section, we shall suppose that ({M}m; {N}n) is a decomposition
pair. When X and Y are disjoint subsets of E({M}m), then
{M\X=Y}m denotes the multiset {M1\X=Y;M2\X=Y; : : : ; Mm\X=Y}:
We shall de=ne a minor of ({M}m; {N}n) as
({M}m; {N}n)\X=Y =({M\X=Y}m; {N\X=Y}n):
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We denote ({M}m; {N}n)\(E({M}m)\X ) and {M\(E({M}m)\X )}m by ({M}m; {N}n)
|X and {M |X }m, respectively. We shall use the next result throughout this paper with-
out referring to it.
(5.1) ({M}m; {N}n)\X=Y is a decomposition pair.
Proof. When Z ⊆E({M}m)\(X ∪Y ), we have that
m∑
i=1
rMi\X=Y (Z) =
m∑
i=1
[rMi(Z∪Y )− rMi(Y )]
=
m∑
i=1
rMi(Z∪Y )−
m∑
i=1
rMi(Y )
=
n∑
i=1
rNi(Z∪Y )−
n∑
i=1
rNi(Y )
=
n∑
i=1
[rNi(Z∪Y )− rNi(Y )]=
n∑
i=1
rNi\X=Y (Z):
(5.2) If Mi|X is loopless, for some i∈{1; 2; : : : ; m}, then {M |X }k is equivalent to
{Mi|X; K}, for some matroid K .
Proof. As rMi({e})=1, for every e∈X , it follows that
rM1 ({e}) + · · ·+ rMi−1 ({e}) + rMi+1({e}) + · · ·+ rMm({e})61:
Thus, there is a matroid K such that every connected component N of Mj satisfying
r(N ) =0, for j = i, is also a connected component of K .
Observe that every chain of elements of C¿2({M}m) has size one or two, otherwise
there are three elements C1; C2 and C3 of C¿2({M}m) such that C1⊂C2⊂C3. Thus,
rM1 ({e}) + rM2 ({e}) + · · ·+ rMm({e})¿3
for every element e∈C1, since e cannot be a loop in Mi, when Cj∈C(Mi). Moreover,
an element of C¿2({M}m) can have multiplicity at most two. When this happens, it
does not contain or it is not contained in another element of C¿2({M}m). We denote by
Cmin({M}m) the multiset of minimal elements of C¿2({M}m). Note that an element has
multiplicity two in Cmin({M}m) if and only if it has multiplicity two in C¿2({M}m).
For a matroid K , we shall de=ne
#(K)=r(K)−
∑
e∈E(K)
rK ({e}):
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The following observation is fundamental in the proof of the next lemma:
(5.3) For a matroid K; #(K)60. Moreover, #(K)=0 if and only if C¿2(K)=∅ and
#(K)= − 1 if and only if |C¿2(K)|=1.
(5.4) Cmin({M}m)=Cmin({N}n).
Proof. By symmetry, we need only to prove that Cmin({M}m)⊆Cmin({N}n). Let C
be an element of Cmin({M}m). For X ⊆C, observe that
m∑
i=1
#(Mi|X ) =
m∑
i=i
(
rMi(X )−
∑
x∈X
rMi({x})
)
=
m∑
i=1
rMi(X )−
m∑
i=1
∑
x∈X
rMi({x})
=
m∑
i=1
rMi(X )−
∑
x∈X
m∑
i=1
rMi({x})
=
n∑
i=1
rNi(X )−
∑
x∈X
n∑
i=1
rNi({x})
=
n∑
i=1
(
rNi(X )−
∑
x∈X
rNi({x})
)
=
n∑
i=1
#(Ni|X ):
Now, we shall prove that:
Step 1. C¿2({N |X }n)=∅, for every X ⊂C.
When X ⊂C; C¿2(Mi|X )=∅, for every i∈{1; 2; : : : ; m}, since C∈Cmin({M}m). By
(5.3), we have that
0=
m∑
i=1
#(Mi|X )=
n∑
i=1
#(Ni|X ):
Thus, by (5.3), #Ni(X )=0 and C¿2(Ni|X )=∅, for every i∈{1; 2; : : : ; n}.
So, for every i∈{1; 2; : : : ; m} and j∈{1; 2; : : : ; n}; C¿2(Mi|C)∈{∅; {C}} and
C¿2(Nj|C)∈{∅; {C}}. Thus, the result follows when we stablish:
Step 2. |C¿2({M |C}m)|= |C¿2({N |C}n)|.
From (5.3) and Step 1, we have that
−|C¿2({M |C}m)|=
m∑
i=1
#(Mi|X )=
n∑
i=1
#(Ni|X ) = −|C¿2({N |C}n)|
and the result follows.
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We de=ne the following multiset:
Cuni({M}m)=C¿2({M}m)\C¿2({N}n):
(This de=nition depends on the decomposition pair that contains {M}m. This decom-
position pair will be clear when we apply this de=nition.) Observe that each circuit
belonging to this multiset has multiplicity one, by the comments made after the proof
of (5.2). We de=ne Cuni({N}n) similarly. In (3.7), we shall describe the nice behav-
ior of the elements of Cuni({M}m). To do this, we need to prove some preliminary
lemmas.
(5.5) If C∈Cuni({M}m) and C′∈Cuni({N}n), then C*C′ and C′*C.
Proof. We shall argue by contradiction and we assume that the result fails. Without
loss of generality, we may suppose that C ⊆C′. By de=nition of these multisets, we
have that C ⊂C′. By (5.2), there are matroids K and K ′ such that {M |C}m and {N |C}n
are equivalent to {Mi|C; K} and {Nj|C; K ′}, respectively, where C is a circuit of Mi
and C′ is a circuit of Nj. If C′′∈C¿2({M}m) is contained in C and C′′′∈C¿2({N}n)
is contained in C′, then C′′∈Cmin({M}m) and C′′′∈Cmin({N}n). So, by (5.4), C′′ and
C′′′ belong to C¿2({M}m)∩C¿2({N}n). Thus, K and K ′ have the same circuits and
K=K ′. We arrive at a contradiction, since Mi|C =Mj|C, and the result follows.
The next two lemmas describes the structure of the circuits belonging to Cuni({M}m)
∪Cuni({N}n). When this family is non-empty, it prevents the decomposition pair (Cuni
({M}m);Cuni({N}n)) from being preserving.
(5.6) For i∈{1; 2; : : : ; m}, if L is a Tutte-line of Mi having canonical partition
{L1; L2; L3} such that Cj=L\Lj is a circuit of Nj, for every j∈{1; 2; 3}, then
L∈Cuni({M}m).
Proof. By (5.2), there is a matroid K such that E(K)=L and {M |L}m is equiva-
lent to {Mi|L; K}. For j∈{1; 2; 3}, observe that r(Nj|Lj)=0 because rNk ({e})=1, for
every e∈Lj and k∈{1; 2; 3}\{j}. Thus, C¿2(Ni|L)={Ci}. Hence C¿2({N |L}n)=
{C1; C2; C3}. Observe that
rK (L)=

 3∑
j=1
rNj (L)

− rMi(L)=

 3∑
j=1
(|L\Lj| − 1)

− (|L| − 2)= |L| − 1:
Thus, K has only one circuit, say C. Hence C¿2({N |L}n)C¿2({Mi|L; K})⊆{C},
with equality when |C|¿2. So, C∈Cuni({M}m) provided |C|¿2. When L=C, then
the result follows. We may suppose that there is e∈L\C. In this case, we arrive at
a contradiction, since rH (L\{e})=rH (L), for every H ∈{Mi; N1; N2; N3} and rK (L)=
rK (L\{e}) + 1.
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(5.7) If C∈Cuni({M}m), then C is a Tutte-line of Mi containing exactly three circuits
of Mi, for some i∈{1; 2; : : : ; m}, and these circuits are circuits of diHerent Nj.
Proof. We do not loose generality when we suppose that C is a circuit of M1. By
(5.2), {M |C}m is equivalent to {M1|C; K}, for some matroid K such that E(K)=C.
By (5.4), C is not a circuit of K . By (5.5), we have that
C¿2({M1|C; K})C¿2({N |C}n)={C}: (1)
Thus,
C¿2(K)=C¿2({N}n): (2)
We have to deal with two cases.
Suppose that every connected component of K having non-zero rank is also a con-
nected component of Ni|C, for some i∈{1; 2; : : : ; n}. We shall prove that
A({N |C}n)\A(K)={He: e∈C}; (3)
where, for e∈C; He is a matroid such that E(He)=C; r(He)=1 and e is a coloop of
He. Suppose that e∈C is a loop of K . Hence e is not a loop of Ni|C for exactly one
value of i, say i=1. By (2), e is a coloop of N1|C. Suppose that e∈C is not a loop
in K . Hence e is not a loop of Ni|C for exactly two values of i, say i=1 and i=2.
We may suppose that the connected components of K and N2|C that contain e are the
same. Thus, e is a coloop of N1|C. So, we have (3). Hence, by (3)
A({K ′; K})=A({N |C}n);
where K ′ is a matroid such that E(K ′)=C and r(K ′)= |C|. So, {K ′; K} and {M1|C; K}
are decompositions of the same 2-polymatroid. We have a contradiction.
Thus, we may suppose that K has a connected component H such that r(H)¿0
and H is not a connected component of Ni|C, for every i∈{1; 2 : : : ; n}. Next, we shall
prove that H has circuits C′ and C′′ such that
{C′; C′′}*C(Ni); for every i∈{1; 2; : : : ; n}: (4)
If (4) does not occur, then C(H)⊆C(Ni), for some i∈{1; 2; : : : ; n}, since every element
of C¿2({N}n) has multiplicity one, by (2). So, Ni has a connected component H ′
such that C(H)⊆C(H ′). By (2), C(H ′)⊆C(K). Hence C(H ′)=C(H) and H=H ′.
We arrive at a contradiction and (4) follows. Now, we shall prove that:
Step 1. There are circuits C1 and C2 of H such that C1∪C2 is a connected Tutte-line
of H; C1 is a circuit of Ni and C2 is a circuit of Nj, for j = i, say i=1 and j=2.
By (4), there are circuits C′ and C′′ of H such that, for every i∈{1; 2; : : : ; n};
{C; C′′}*C(Ni). So, by (4.3), there is a sequence of circuits of H
C′=D0; D1; D2; : : : ; Dk=C′′
such that Di−1∪Di is a connected Tutte-line of H , for every i∈{1; 2; : : : ; k}. Thus, for
some i∈{1; 2; : : : ; k}; {Di−1; Di}*C(Nj), for every j∈{1; 2; : : : ; n}. Take C1=Di−1
and C2=Di.
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Let {L1; L2; : : : ; Lk} be the canonical partition of L=C1∪C2 in H . We may suppose
that C1=L\L1 and C2=L\L2. As L is connected, it follows that k¿3. By (1), we
have that
C¿2({M |L}m)\{C}=C¿2({N |L}n)=C(H |L)={L\L1; L\L2; : : : ; L\Lk}:
Step 2. For every i∈{1; 2; : : : ; n}; |C(H |L)∩C(Ni|L)|61.
Suppose that Step 2 is not true. So, there is an i∈{1; 2; : : : ; n} such that |C(H |L)∩C
(Ni|L)|¿2, say i=2. Let C3 be a circuit of N2|L diHerent from C2. Observe that
(C2∪C3)\{e}, for e∈L1, does not contains a circuit of N2|L, otherwise this circuit
would be C1. We arrive at a contradiction and the result follows.
Without loss of generality, we may suppose that Ci=L\Li is a circuit of Ni, for
i∈{1; 2; : : : ; k}. As an element e of E({M}m) cannot be a loop in at most two Ni’s, it
follows that k=3. By (5.6), L∈Cuni({M}m). Thus, L=C, by (5.4).
(5.8) Suppose that L is a connected Tutte-line of M2 and r([M1|L]∗)61. If m=2 and
Cuni({M |L}m)=∅, then L is a Tutte-line of Ni having the same canonical partition as
in M2, for some i∈{1; 2; : : : ; n}.
Proof. Observe that {M |L}m is equivalent to {M2|L; K}, for some matroid K such that
E(K)=L, by (5.2). By (5.7), C¿2({N |L}n)⊆C¿2({M |L}m). Hence, by hypothesis,
C¿2({N |L}n)=C¿2({M |L}m). Again, by hypothesis, M1|L contains at most one circuit
C′. Thus,
(C¿2({M |L}m))\C(M2|L)=(C¿2({N |L}n))\C(M2|L)⊆{C′} (5)
with equality when C′ exists and |C′|¿2. Suppose that {L1; L2; : : : ; Lk} is the canonical
partition of L in M2. Consider the set X ={i∈{1; 2; : : : ; n}: C(Ni)∩C(M2|L) =∅}.
In this paragraph, we shall prove that |X |62. Suppose that |X |¿3. For i∈{1; 2; : : : ;
k}, let Ci=L\Li. Without loss of generality, we may suppose that Ci∈C(Ni), for every
i∈{1; 2; 3}. If k¿4, then∑
i∈X
rNi({e})¿3
for every e∈C1∩C2∩C3=L4∪ · · · ∪Lk . We arrive at a contradiction. Thus, k=3 and
we arrive at a contradiction by (5.6). So, |X |62.
If |X |=1, then the result follows. Thus, we may suppose that |X |=2. We can
order the sets on the canonical partition of L in M2 and the matroids in {N}n such
that C1; : : : ; Ct are circuits of N1 and Ct+1; : : : ; Ck are circuits of N2. Without loss of
generality, we may suppose that t¿2. Hence L is a Tutte-line of N1 having canonical
partition {L1; : : : ; Lt ; L\(L1∪ · · · ∪Lt)}, by (5). If t=k − 1, then C′=Ck and the result
follows. So, we may suppose that t6k − 2. Observe that C′=L1∪ · · · ∪Lt . Similarly,
we have that C′=Lt+1∪ · · · ∪Lk and we arrive at a contradiction.
If K is a matroid and Z ⊆E(K), a Z-arc of K is a minimal non-empty subset
A⊆E(K)\Z such that there is a circuit C of K with C\Z=A and C∩Z =∅. A fun-
damental for A is a circuit C such that C\Z=A, where A is a Z-arc. We denote by
M. Lemos /Discrete Mathematics 269 (2003) 161–179 173
arcK (Z) the set of all Z-arcs of K . When A∈arcK (Z) and P⊆Z , we say that A→P
in K if there is a Z-fundamental for A included in A∪P. For its negation, we write
A9 P.
(5.9) Suppose that L∈Cuni({M}m). If L is a circuit of M1; L is a Tutte-line of
M2 and A is a L-arc of M2 which does not contain properly a L-arc of M1, then
Cuni({M}m)∩C(M1|(L∪A)) ={L}.
Proof. Suppose that Cuni({M}m)∩C(M1|(L∪A))={L}. Without loss of generality, we
may suppose that E({M}m)=L∪A. Choose a∈A. By (5.2), there is a matroid K
such that {M=(A\{a})}m is equivalent to {M2=(A\{a}); K}. Observe that L∪{a} is a
connected Tutte-plane of M2=(A\{a}), since A is a L-arc of M2. As A does not contain
properly a L-arc of M1, it follows that L is a circuit of K and r(K∗)62. Moreover, a
is a coloop of K or L∪{a} is a Tutte-line of K .
By (5.7), we may suppose that C(M2|L)={C1; C2; C3} and that Ci is a circuit
of Ni, for every i∈{1; 2; 3}. By (4.1), it follows that there is a connected Tutte-
line L′i of M2=(A\{a}) such that Ci⊂L′i ⊂L∪{a} and L′i =L. Hence |C(K |L′i)|61,
since L′i ⊂L∪{a}. Thus, applying (5.8) to the decomposition pair ({K;M2=(A\{a})};
{N=(A\{a})}n)|L′i , we have that L′i is a connected line of Ni=(A\{a}). We arrive at a
contradiction because a∈L′i , for every i∈{1; 2; 3}, and hence rN1 ({a}) + rN2 ({a}) +
rN3 ({a})=3.
The next proposition together with a theorem of Seymour presented later are the
core of the proof of Theorem 1.
(5.10) Suppose that L is a circuit of M1; L is a Tutte-line of M2 having canonical
partition {L1; L2; L3} and Ci=L\Li is a circuit of Ni, for every i∈{1; 2; 3}. Then,
arcM1 (L)=arcM2 (L). Moreover, there is a partition {A1;A2;A3} of arcM1 (L) such
that
(i) arcNi(L)=arcM1 (L)\Ai, for every i∈{1; 2; 3};
(ii) for every i∈{1; 2; 3} and {i; j; k}={1; 2; 3}, if A∈Ai, then A→Li in K , for every
K∈{M1; M2; Nj; Nk}.
Proof. Observe that Li is a set of loops of Ni, for every i∈{1; 2; 3}, and that L∈Cuni
({M}m). When A∈arcMi(L), for some i∈{1; 2}, then Mi|(L∪A) is connected. By (5.2),
{M |(L∪A)}m is equivalent to {Mi|(L∪A); KA}, for some matroid KA de=ned on L∪A.
Step 1. C¿2({N |(L∪A)}n)⊆C¿2({M |(L∪A)}m), when A∈arcM1 (L)∪arcM2 (L).
As A is a L-arc of Mi, for some i∈{1; 2}, by (5.7) applied to the decomposi-
tion pair ({N |(L∪A)}n; {Mi|(L∪A); KA}), it follows that Cuni({N |(L∪A)}n)=∅ because
|{Mi|(L∪A); KA}|=2. Hence
C¿2({N |(L∪A)}n)⊆C¿2({Mi|(L∪A); KA})=C¿2({M |(L∪A)}m)
and the step follows.
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Step 2. If A is a minimal set belonging to arcM1 (L)∪arcM2 (L), then A belongs to
arcM1 (L)∩arcM2 (L).
Suppose that this step fails. Choose a minimal set A of arcM1 (L)∪arcM2 (L) which
does not belong to arcM1 (L)∩arcM2 (L). We have two cases to deal with: (a) A∈arcM1 (L)
\arcM2 (L); or (b) A∈arcM2 (L)\arcM1 (L). In both cases, for i∈{1; 2}; {a} is a L-arc of
Mi|(L∪A)=(A\{a}) if and only if A is a L-arc in Mi. Now, we shall prove that
C¿2({M |(L∪A)=(A\{a})}m)C¿2({N |(L∪A)=(A\{a})}n)={L}: (6)
By Step 1, we need only to prove that Cuni({M |(L∪A)=(A\{a})}m)={L}. In both
cases, a is a loop or coloop of KA=(A\{a}). By (5.7), if C∈Cuni({M |(L∪A)=
(A\{a})}m), then a ∈C. So, C=L and we have (6).
Suppose that (a) occurs. Let L=D0; D1; D2; : : : ; Ds be the circuits of M1|(L∪A)=
(A\{a}) (observe that the ground set of this matroid is a Tutte-line of it). As Dj∪Dk
contains L, when j =k, and Li is a set of loops of Ni, it follows that each Ni|(L∪A)=
(A\{a}) has at most one Dj as a circuit. Thus, by (6), we may suppose that s=2
and Di is a circuit of Ni|(L∪A)=(A\{a}). Hence, by (6), Ci∩Di=∅, otherwise Ci∪Di
contains another circuit of M1|(L∪A)=(A\{a}) or of KA=(A\{a}) and so of M1|(L∪A)=
(A\{a}) because a is a loop or coloop of KA=(A\{a}). So, (D1∪D2)∩L3=∅ and we
arrive at a contradiction. When (b) happens, we arrive at a contradiction by (5.9)
and (6). Thus, Step 2 follows.
Observe that arcM1 (L)=arcM2 (L) follows from the previous step.
Step 3. If A∈arcM1 (L), then, there is an i∈{1; 2; 3}, such that A∈arcK (L) and A→Li
in K , for every K∈{M1; M2; Nj; Nk}, where {i; j; k}={1; 2; 3}. Moreover, A9 Lj and
A9 Lk in M1.
By Step 2, for every A∈arcM1 (L); P=A∪L is a Tutte-line of M1 and P is a Tutte-
plane of M2. By (5.9), there is L′∈Cuni({M}m)∩C(M1|P) such that L =L′. By (5.7),
L′ is a Tutte-line of P. Thus, the circuit of M2 contained in L∩L′, which exists by
(4.2), must be equal to Ci, for some i∈{1; 2; 3}, say i=1.
First, we shall determine the structure of the Tutte-plane P of M2 using the Tutte-
lines L and L′ of M2. By (5.7), we may suppose that the other circuits contained in
L′ are C′2 and C
′
3, with C
′
i being a circuit of Ni, for i∈{2; 3}, say. Thus, A is a set
of loops of N1 because every circuit of L′ diHerent of C1 contains A. By (4.1), there
is a connected Tutte-line L′i contained in P such that C
′
i ⊂L′i and L′i =L′. The circuit
of M2 contained in L′i∩L is C2 or C3. Observe that L′i does not contains a circuit of
N1, since A is a set of loops of N1 and every circuit of M2|L′i diHerent of Cj contains
A. By (5.7), Cuni({M}m)∩C(M1|L′i)=∅. Hence, by (5.8) applied to the decomposition
pair ({M1|P;M2|P}; {N |P}n); L′i is a Tutte-line of N2 or N3 having the same canonical
partition as in M2. Thus, L′i=Ci∪C′i , for i∈{2; 3}.
Let C be the circuit of M2 contained in L′2∩L′3, which exists by (4.2). So, C is
a circuit of both N2 and N3. Hence C is a circuit of both M1 and M2. Moreover,
C∩(L2∪L3)=∅. Hence A→L1 in H , for H ∈{M1; M2; N2; N3} because C is a circuit
of all these matroids and A⊂C ⊆A∪L1. To stablish Step 3, we need to prove only
that A9 L2 and A9 L3 in M1. This assertion also follows because L∪A is a Tutte-line
of M1 and L2∪L2⊆ (L∪A)\C. So, every circuit in it other than C contains L2∪L3.
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Thus, we get the partition {A1;A2;A3} of arcM1 (L) setting:
Ai={A∈arcM1 (L) : A→Li}
for i∈{1; 2; 3}, and the result follows, from Steps 1–3.
As we have said before, for the proof of Theorem 1, we need also a result of
Seymour which is stated now.
(5.11) ([10, 3.8]) Let K be a matroid, let Z ⊆E(K), and let {P1; P2} be a partition
of Z . Then either there is a Z-arc A such that A9 P1; A9 P2, or there is a partition
{X1; X2} of E(K) such that Xi∩Z=Pi(i=1; 2) and
r(X1) + r(X2)− r(K)=r(P1) + r(P2)− r(Z):
We shall apply Seymour’s result only in the case that Z =∅. Looking in the proof
of this result, one concludes that Xi is chosen such that
Xi=
⋃
{Pi∪A: A∈arcZ(K) and A→Pi in K}:
So, when we refer to this result, we are supposing that the partitions are taken as
described above.
Proof of Theorem 1. As ({M}m; {N}n) is non-preserving, it follows that Cuni({M}m)
=∅ or Cuni({N}n) =∅, say Cuni({M}m) =∅. Chose C∈Cuni({M}m). Without loss of
generality, we may suppose that C is a circuit of M1. By (5.7), C is a Tutte-line of
Mi, for some i¿2, say i=2. Moreover, we may suppose that the canonical partition
of C in M2 is {L1; L2; L3} and Ci=L\Li is a circuit of Ni, for i∈{1; 2; 3}, say. Now,
we shall de=ne
Xi=
⋃
{A∪Li : A∈arcM1 (C) and A→Li in M1}:
By (5.10), we have that the union of {X1; X2; X3} is equal to E({M}m), otherwise
{E({M}m)\(X1∪X2∪X3); X1∪X2∪X3} is a 1-separation of Mi, for every i∈
{1; 2; : : : ; m}. We do not loose generality by supposing that r(Mi) =0 and r(Nj) =0, for
every i∈{1; 2; : : : ; m} and j∈{1; 2; : : : ; n}. Thus, m=2 and n=3. By (5.11), we have
that {X1; X2; X3} is a partition of E({M}m) and that, when |Xi|¿1, {Xi; E({M}m)\Xi}
is an exact 2-separation of M1; M2 and Nj, for j = i.
Thus, we can decompose M2 as the 2-sum of matroids Pa and Ha such that E(Pa)=
X1∪{a}; E(Ha)=X2∪X3∪{a} and a ∈E(M2). We get Ha from M2|(L1∪X2∪X3)=(L1\
{%}), where %∈L1, by relabeling % by a. Observe that {a}∪L2∪L3 is a Tutte-line
of Ha having canonical partition {{a}; L2; L3}. Now, we can decompose Ha as the
2-sum of matroids Pb and Hab such that E(Pb)=X2∪{b}; E(Hab)={a; b}∪X3 and
b ∈E(M2)∪{a}. Similarly, we have that {a; b}∪X3 is a Tutte-line of Hab having canoni-
cal partition {{a}; {b}; X3}. At the end, we can decompose Hab as the 2-sum of matroids
H2 and Pc such that E(H2)={a; b; c}; E(Pc)=X3∪{c} and c ∈E(M2)∪{a; b}. As we
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have done before, we must have that E(H2) is a Tutte-line of H2 having canonical
partition {{a}; {b}; {c}}. Thus, H2  U1;3.
With a similar construction, we can decompose M1 as the 2-sum of matroids P′a; P
′
b;
P′c and H1 such that E(P
′
a)=X1∪{a}; E(P′b)=X2∪{b}; E(P′c)=X3∪{c} and E(H1)=
{a; b; c}. When we decompose these matroids one by one as we did for M2, we ob-
tain that H1  U2;3. In the next paragraph, we shall prove that Px=P′x, for every
x∈{a; b; c}.
For each x∈{a; b; c}, let Dx∪{x} be a circuit of Px, where x ∈Dx. Hence Da∪Db∪
Dc is a Tutte-line of M2 having canonical partition {Da; Db; Dc}. As Xi=loop(Ni), for
every i∈{1; 2; 3}, it follows that Db∪Dc is a circuit of N1; Da∪Dc is a circuit of N2
and Da∪Db is a circuit of N3. By (5.6), Da∪Db∪Dc is a circuit of M1. So, Dx∪{x} is
a circuit of P′x, for each x∈{a; b; c}. Hence Cx(Px)⊆Cx(P′x), for every x∈{a; b; c}. If
Cx(Px)=Cx(P′x), then Px=P
′
x, by (4.4). Suppose this is not the case, for x=a say, and
let D′a∪{a}, for a ∈D′a, be a circuit of P′a which is not a circuit of Pa. So, D′a∪Db∪Dc
is a circuit of M1. But D′a∪Db∪Dc cannot be a circuit of N1; N2 and N3 because D′a is
a set of loops of N1; Db of N2 and Dc of N3. So, D′a∪Db∪Dc∈Cuni({M}m). Hence,
by (5.7), D′a∪Db∪Dc is a Tutte-line of M2 having three sets in its canonical partition.
As Da∪Dc is a circuit of M2, it follows that D′a is a set in the canonical partition
in M2 of this Tutte-line. Hence D′a∪{a} is a circuit of Pa. We have a contradiction.
Thus, Px=P′x, for every x∈{a; b; c}.
Now, we shall analyze the decomposition of the matroid Ni, say i=1. We can decom-
pose N1 as the 2-sum of matroids P′′b ; P
′′
c and P1 where E(P
′′
b )=X2∪{b}; E(P′′c )=X3∪
{c} and P1 is the direct sum of a matroid with ground set {b; c} isomorphic to U1;2
and a rank-zero matroid having X1 as ground set. As Db∪Dc is a circuit of N1, it
follows that Dx∪{x} is a circuit of P′′x , for each x∈{b; c}. So, Cx(Px)⊆Cx(P′′x ), for
every x∈{b; c}. If Cx(Px)=Cx(P′′x ), then Px=P′′x , by (4.4). Suppose this is not the
case and let D′x∪{x}, for x ∈D′x, be a circuit of P′′x which is not a circuit of Px, say
x=b. So, D′′b ∪Dc is a circuit of N1. As m=2, it follows that Cuni({N}n)=∅ by (5.7).
Hence D′′b ∪Dc is a circuit of M1 or M2. So, D′′b ∪{b} is a circuit of Pb. We arrive
at a contradiction. Thus, P′′b =Pb and P
′′
c =Pc. With this we conclude the proof of
Theorem 1.
6. The preserving case
Throughout this section, we shall suppose that ({M}m; {N}n) is a non-trivial preserv-
ing decomposition pair. We shall denote E({M}m) by E. Let  be the rank function
of the 2-polymatroid P de=ned by this decomposition pair.
(6.1) If (e)=1, for some e∈E, then A({M}m)∩A({N}n) =∅.
Proof. Let Mi and Nj be matroids such that rMi({e})=rNj ({e})=1. Let M ′ and N ′
be the connected component of Mi and Nj that contains e, respectively. As e is a
loop of Mk and Nl, for every k = i and l =j, it follows that M ′ and N ′ have the same
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circuits containing the element e, since ({M}m; {N}n) is preserving. Thus, M ′=N ′,
by (4.4).
(6.2) If P is connected, then A({M}m)∩A({N}n)=∅.
Proof. Suppose that A=A({M}m)∩A({N}n). Observe that (A({M}m)\A;A
({N}n)\A) is a non-trivial preserving decomposition pair which de=nes a 2-polyma-
troid P′ having rank function ′. By (6.1), ′({e}) =1, for every e∈E. So, X ={e∈E:
′({e})=0} and Y ={e∈E: ′({e})=2} is a partition of E. As X is a set of loops, for
every matroid in (A({M}m)∪A({N}n))\A, and Y a set of loops, for every matroid
in A, it follows that {X; Y} is a 1-separation for the 2-polymatroid P, when X =∅ and
Y =∅. So, X =∅ or Y =∅. Thus, X =∅, otherwise ({M}m; {N}n) is trivial.
For the proof of Theorem 2, we need the following result of Lemos:
(6.3) ([2, 2.12]) If (M1; M2; M3; M4) is a non-trivial connected quad, then there is at
most one i∈{1; 2; 3; 4} such that Mi is not a connected matroid. Moreover, when Mi
is not connected, it has exactly two connected components.
Proof of Theorem 2. For a matroid H , we denote by loop(H) the set of its loops.
Now, we shall consider a maximal member S of
S={E\loop(H): H ∈A({M}m)∪A({N}n)}:
Without loss of generality, we may suppose that M1|S is connected. By (5.2), there is
a matroid K such that {M |S}m is equivalent to {M1|S; K}.
In this paragraph, we shall prove that {N |S}n is also equivalent to a decomposition
having two matroids. Suppose that this is not the case, and let {K}p be a decomposi-
tion equivalent to {N |S}n having p minimum. Thus, p¿3. For each i∈{1; 2; : : : ; p},
set Li=E\loop(Ki). So, for {i; j}⊂{1; 2; : : : ; p}; Li∩Lj =∅, otherwise we could re-
place Ki and Kj by Ki|Li ⊕ Kj|Lj ⊕ Ki|(loop(Ki)∩ loop(Kj)) in the admissible mul-
tiset {K}p arriving at a contradiction by the choice of p. Choose an element aij
belonging to Li∩Lj. Observe that aij∈ loop(Kl), for l ∈{i; j}. Let L be a connected
Tutte-line of M1|S containing {e12; e13; e23}. So, |C(Ni)∩C(M1|L)|61, for every i∈
{1; 2; : : : ; n}, and L contains only three circuits of M1. We arrive at a contradiction,
by (5.6).
Let ({M ′}2; {N ′}2) be a decomposition pair such that {M |S}m and {N |S}n are
equivalent to {M ′}2 and {N ′}2, respectively. So, (M ′1; M ′2; N ′1; N ′2) is a quad. It must be
non-trivial, otherwise M ′1=N
′
1, say, and by the choice of S; M
′
1 and N
′
1 are connected
components of some matroid in {M}m and {N}n, respectively. But this is contrary to
(6.2). By (6.3), M ′1 and M
′
2 are connected or N
′
1 and N
′
2 are connected, say M
′
1 and M
′
2
are connected. Thus, by the choice of S, for i∈{1; 2}; M ′i is a connected component
of Mi. So, S is a separator for both M1 and M2. Hence {S; E\S} is a 1-separation for
P, unless S=E. The result follows.
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7. The proofs of the corollaries
Throughout this section, we suppose that ({M}m; {N}n) is a non-trivial decomposi-
tion pair of decompositions of a connected 2-polymatroid P. We denote E({M}m) by
E. Let  be the rank function of P. First, we shall state a result of Lemos [1]:
(7.1) ([1, Theorem 2]) If (M1; M2; M3; M4) is a non-trivial connected quad, then
r(M1)=r(M2)=r(M3)=r(M4):
(7.2) If ({M}m; {N}n) is non-preserving, then it is the unique decomposition pair
de=ning P.
Proof. By Theorem 1, we may suppose that m=2 and n=3. Let ({M ′}m; {N ′}n)
be another non-trivial decomposition pair that de=nes P. When ({M ′}m′ ; {N ′}n′) is
non-preserving, we may suppose that m′=2 and n′=3, again by Theorem 1. So,
(M1; M2; M ′1; M
′
2) is a non-trivial connected quad. We arrive at a contradiction, by
(7.1), because r(M1) =r(M2). Thus, ({M ′}m′ ; {N ′}n′) is preserving. By Theorem 2,
we may suppose that m′=n′=2. In this case, we also arrive at the same contradiction,
by (7.1), since (M1; M2; M ′1; M
′
2) is a non-trivial connected quad.
All the corollaries are immediate consequences of (7.2) and Theorem 1 in the case
that ({M}m; {N}n) is non-preserving. Thus, we may suppose that every decomposition
pair of decompositions of P is preserving. By Theorem 2, we do not loose generality,
if we suppose that m=n=2. So, (M1; M2; N1; N2) is a non-trivial quad.
(7.3) ([2, 2.2]) If (M1; M2; M3; M4) is a non-trivial connected quad, then Mi is loopless,
for every i∈{1; 2; 3; 4}.
Corollary 1 follows (6.3), Corollary 2 from (7.1), Corollary 3 from (4.2), and Corol-
lary 4 from (4.2) of Lemos [1]. We shall not state the last result of Lemos here, since
it involves some technical de=nitions. The interested reader should consult the original
paper. Moreover, the binary connected 2-polymatroid with two non-equivalent decom-
positions are completely described by Lemos’s result.
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