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Abstract
This paper is devoted to the Hamiltonian analysis of bimetric gravity in
vierbein formulation. We identify all constraints and determine their nature.
We also show an existence of additional constraint so that the scalar mode
can be eliminated.
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1 Introduction
Bimetric theories of gravity are based on the idea to join the two tensors gˆµν and fˆµν
in a symmetric way when each tensor has its own Einstein-Hilbert action and then
couple these actions through a non-derivative mass term. The presence of this term
reduces the separate coordinate invariances to a single one [1, 2] 2. If we set one
metric as the background metric without any dynamics we find that the bimetric
theory is reduced to a single metric massive gravity theory with the mass term that
at the linear limit leads to the Fierz-Pauli free theory [3]. However it was shown
soon that this theory propagates ghost modes at non-linear level [4, 5]. On the other
hand new form of the massive term was proposed recently in [6, 7, 10, 11] that was
shown to be ghost free even at the non-linear level [12, 9], see also [13, 40, 41].
This form of the massive gravity was further generalized in [14] where the dy-
namical gravity was coupled to the general reference metric. Then it was the small
step to the generalization of given construction to the bimetric gravity when the
fixed reference metric becomes dynamical with its own Einstein-Hilbert action [15].
It was also argued there and in [12] that this theory is ghost free. However this
analysis was discussed in [34] where it was argued that the analysis performed in
[12] does not show an existence of the additional constraint in case of the bimetric
gravity 3.
The non-linear massive gravity and bimetric gravity that are claimed that are
ghost free are based on the specific form of the potential that contains the square
root of gˆµν fˆνρ. This is rather awkward structure which makes very difficult to find
an extra constraint that could eliminate the Boulware-Deser ghost. However as was
shown in beautiful paper [8] the square root structure suggests that the vierbein
variables E Aµ could be the appropriate one for the formulation of consistent bimet-
ric theories. In more details, completely new multimetric interacting spin-2 theories
were proposed in [8] using the powerful vierbein formulation of the general relativity
and corresponding mass terms. It was argued there that due to the specific form of
the interaction terms the action is linear in lapses and shifts which implies an ex-
istence of additional constraints that could eliminate non-physical modes. However
we mean that the Hamiltonian analysis presented in given paper was not complete.
In particular, the constraints corresponding to the diagonal diffeomorphism were
not identified and it was not shown that they are the first class constraints.
The goal of this paper is to fill this gap and perform the Hamiltonian analysis of
the bimetric gravity in vierbein formulation with the simplest form of the potential
between two vierbeins EµA and F
A
µ . We explicitly show that it is crucial to analyze
the time developments of the constraints corresponding broken spatial rotation. It
is also important to stress that when we use the parametrization of the vierbein as in
[8] we should interpret pa-that will be defined below-as a dynamical variable with no
time dependence in the action. As a result the conjugate momentum vanishes and
is the primary constraint of the theory. Then the requirement of the preservation
2Bimetric theories of gravity were studied intensively in the past, see for example [44, 45, 46].
3The Hamiltonian analysis of bimetric gravity was also performed in [35, 36, 37, 38].
1
of given constraint leads to another secondary constraint that was not consider in
the literature so far.
Very important point is to identify the constraints that are generators of diagonal
diffeomorphism. To do this we follow [33] when we introduce new variables that are
functions of N,N i andM,M i which are lapses and shifts in gˆµν and fˆµν respectively.
Then we determine eight new secondary constraints where four of them should cor-
respond to the generators of diagonal diffeomorphism on condition that the Poisson
brackets between new Hamiltonian constraint R¯ closes on the constraints surface.
The similar analysis was performed previously in case of bimetric gravity formu-
lated with metric variables in [35, 36]. It turns out that in case of bimetric theory
in vierbein formulation the situation is more complicated and we have to take into
account the presence of the new secondary constraints. Then we are able to show
that the Poisson bracket between Hamiltonian constraints vanish on the constraint
surface. On the other hand one can ask the question why we use the variables in-
troduced in [33] in case of bimetric gravity formulated with metric variables in case
of the bimetric gravity formulated using vierbein formalism. The answer is that we
mean that they are the only variable where it is possible to identify generators of
diagonal diffeomorphism that is difficult to identify with the help of another choose
of variables. Further, using this formalism we can easily see an analogy between
bimetric theory formulated using either metric of vierbein variables.
With the help of this result we proceed to the analysis of the consistency of all
constraints during the time development of the system. Now due to the very re-
markable structure of the vierbein formulation of bi-gravity we find an existence of
additional constraint which leads to the elimination of the scalar mode in the same
way as in case of non-linear massive gravity [9, 12]. This result confirms the results
derived in [47]. More precisely, in [47] canonical analysis of bimetric gravity formu-
lated in vierbein formalism where the spin connection is treated as an independent
field was performed with elegant formulations of the secondary constraints that are
responsible for the elimination of the ghosts. On the contrary our analysis is more
closely related to the formulation introduced in [8] where the spin connection is
not considered as an independent field however the constraints responsible for the
elimination of ghost are much more complicated.
This paper is organized as follows. In the next section (2) we introduce the bi-
metric gravity in vierbein formalism and find its Hamiltonian, identify all constraints
and determine their constraint structure. In Conclusion (3) we outline our results.
Finally in Appendix we review the Hamiltonian formulation of general relativity
action formulated in the vierbein formalism.
2
2 Vierbein Formulation of Bimetric Gravity
General vierbein can by written in the upper triangular form and we denote this
vierbein with hat
Eˆ Aµ =
(
N N ie ai
0 e ai
)
, Eˆ
µ
A =
(
1
N
0
−N i
N
eia
)
(1)
where N and N i are the 4 time-like components. The spatial vielbeins e ai contain
9 components that are related to the spatial part of the metric by
gij = e
a
i e
b
j δab . (2)
Now by writing out the metric of this vierbein we find
gˆµν = E
A
µ E
B
ν ηAB =
( −N2 +N iNi Ni
Nj gij
)
, ηAB = diag(−1, 1, 1, 1) (3)
that means that N and N i are the usual lapse and shifts that appear in the ADM
decomposition of the metric [25, 26, 27]. Note that the inverse metric has the form
gˆµν = EˆµAEˆ
ν
Bη
AB .
(4)
Then by definition 4
Eˆ Aµ Eˆ
ν
A = δ
ν
µ , Eˆ
A
µ Eˆ
µ
B = δ
A
B ,
e ai e
j
a = δ
j
i , e
a
i e
i
b = δ
a
b .
(5)
The upper triangular form does not fix the local Lorentz invariance since it leaves
a residual spatial rotation. There are 4 components in N,N i and 9 in the spatial
vielbein. The remaining 3 components of the vielbein have been fixed by using the
upper triangular gauge choice. It is possible to formulate an arbitrary vierbein as the
action of same boost on the upper triangular vierbein. Note that for 3−dimensional
vector pa we define a standard Lorentz boost as
Λ(p)AB =
(
γ pb
pa δab +
1
γ+1
papb
)
, γ =
√
1 + papa , (6)
where pa = δabpb and where by definition
ηABΛ
A
CΛ
B
D = ηCD (7)
so that
(
Λ−1
)A
B
=
(
γ −pb
−pa δ ba + pap
b
γ+1
)
. (8)
4For review of vierbein formalism, see [32].
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The boost takes the 4−dimensional vector (1, 0, 0, 0) into the unit normalized 4−vector
ΛAB
(
1
0
)
=
(
γ
pa
)
. (9)
Then we write the general vierbein as the standard boost of the upper triangular
vierbein
E Aµ = Λ(p)
A
BEˆ
B
µ =
(
N +N ie ai pa Np
b +N ie ai (δ
b
a +
1
γ+1
pap
b)
e ai pa e
a
i (δ
b
a +
1
γ+1
pap
b)
)
.
(10)
We see that 16 components of the general vierbein are now parameterized by the
4 components of N and N i together with 9 components of the spatial vielbein e ai
and 3 components of pa.
It is important that the Einstein-Hilbert action is invariant under local Lorentz
transformation. As a result it is possible to partially fix the gauge and express the
Einstein-Hilbert action using the upper triangular form. This fact greatly simplifies
the Hamiltonian formalism of general relativity in vierbein formalism. The detailed
analysis is performed in the Appendix A.
Now we are ready to proceed to the vierbein formulation of the bimetric gravity
when we consider bigravity with two metrics
gˆµν = E
A
µ E
B
ν ηAB , fˆµν = F
A
µ F
B
ν ηAB (11)
with Einstein-Hilbert actions for both of these metrics. Then without the interaction
term the action is invariant under two separate local Lorentz transformations
E ′ Aµ (x) = Λ
A
(g)B(x)E
B
µ (x) , F
′ A
µ (x) = Λ
A
(f)B(x)F
B
µ (x) . (12)
The action is also invariant under two diffeomorphisms
E ′ Aµ (x
′)dfµ(1) = E
A
ν (x)dx
ν , F ′ Aµ (x
′)dfµ(2) = F
A
ν (x)dx
ν . (13)
Then we consider the action in the form [8]
S =
M2g
2
∫
d4x(detE)R[E] +
M2f
2
∫
d4x(detF )R[F ]−
− µ2
∫
d4x
4∑
n=0
βn(detE)Sn(E
−1F ) ,
(14)
where µ2 = 1
8
m2M2fg and where Sn are symmetric polynomials whose explicit defi-
nitions can be found in [8]. It was shown here that they can be written in terms of
4
traces of the matrix M as
S0(M) = 1 ,
S1(M) = [M]
S2(M) =
1
2!
([M]2 − [M2]) ,
S3(M) =
1
3!
([M]3 − 3[M][M2] + 2[M3]) ,
S4(M) =
1
4!
([M]4 − 6[M2][M]2 + 8[M][M3] + 3[M2]2 − 6[M4]) ,
(15)
where [M] means the trace of the matrix M. In what follows we restrict ourselves
to the simplest non-trivial case corresponding to β0 = β2 = β3 = β4 = 0 , β1 = 1
which however captures the main property of given theory.
Now we proceed to the Hamiltonian analysis of the bimetric theory in the vier-
bein formulation. We use the parametrization of the general vierbein introduced in
(10). Explicitly
E Aµ = Λ(p)
A
BEˆ
B
µ , F
A
µ = Λ(l)
A
BFˆ
B
µ ,
(16)
where
Eˆ Aµ =
(
N N ie ai
0 e ai
)
, Fˆ Aµ =
(
M M if ai
0 f ai
)
,
Eˆ
µ
A =
(
1
N
0
−N i
N
eia
)
, Fˆ
µ
A =
(
1
M
0
−M i
M
f ia
)
,
(17)
where gij = e
a
i e
b
j δab , fij = f
a
i f
b
j δab.
To proceed further we use the fact that bi-gravity is invariant under diagonal
local Lorentz transformation which implies that we can partially gauge fix this gauge
by imposing la = 0 [8]. Note also that since Einstein-Hilbert actions are invariant
under local transformations the action depends on pa through the potential term
only. Explicitly we find
S1(E
−1F ) = Tr(E−1Fˆ ) =
=
M
N
γ +
1
N
(M if bi pb −N if bi pb) + eiaf ai +
1
γ + 1
(ejap
a)(f bj pb) .
(18)
Using the Hamiltonian analysis performed in Appendix we find following Hamilto-
nian
H =
∫
d3x(NR(g)0 +MR(f)0 +N iR(g)i +M iR(f)i + µ2NeV +
+ Λab(g)L
(g)
ab + Λ
ab
(f)L
(f)
ab ) , (19)
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where
R(g)0 =
1
M2g
√
g
piijGijklpikl −M2g
√
gR(g) , R(f)0 =
1
M2f
√
f
ρijG˜ijklρkl −M2f
√
fR(f) ,
R(g)i = −2gij∇kpikj , L(g)ab = eiapiib − eibpiia ,
R(f)i = −2fij∇˜kρkj , L(f)ab = fiaρib − fibρia ,
V = M
N
γ +
1
N
(M if bi pb −N if bi pb) + eiaf ai +
1
γ + 1
(ejap
a)(f bj pb)
(20)
and where piij and ρij are momenta conjugate to gij and fij respectively. Further
∇i and ∇˜i are covariant derivatives evaluated using the metric components gij and
fij respectively. Finally note that Gijkl and G˜ijkl are de Witt metrics defined as
Gijkl = 1
2
(gikgjl + gilgjk)− gijgkl , G˜ijkl = 1
2
(f ikf jl + f ilf jk)− f ijfkl (21)
with inverse
Gijkl = 1
2
(gikgjl + gilgjk)− 1
2
gijgkl , G˜ijkl = 1
2
(fikfjl + filfjk)− 1
2
fijfkl (22)
that obey the relation
GijklGklmn = 1
2
(δmi δ
n
j + δ
n
i δ
m
j ) , G˜ijklG˜klmn =
1
2
(δmi δ
n
j + δ
n
i δ
m
j ) . (23)
Also note that e ≡ det e. We have also included the primary constraints L(g)ab ≈
0 , L
(f)
ab ≈ 0 into definition of the Hamiltonian.
An important point is to identify four constraints that are generators of the
diagonal diffeomorphism5. In order to do this we proceed as in [33] and introduce
following variables
N¯ =
√
NM , n =
√
N
M
, N¯ i =
1
2
(N i +M i) , ni =
N i −M i√
NM
,
N = N¯n , M =
N¯
n
, M i = N¯ i − 1
2
niN¯ , N i = N¯ i +
1
2
niN¯ .
(24)
5Now due to the specific form of the interaction term we have the action that is linear in N and
M and hence the first guess would be that given constraints arise as the linear combinations of
R(g)0 ,R(f)0 and R(g)i and R(f)i . We checked this possibility however we found that it does not work
due to the presence of the constraint ka ≈ 0 defined below. The requirement of the preservation
of the constraints ka ≈ 0 led to the secondary constraints that were functions of N and M .
Then it was very difficult to identify four first class constraints that are generators of diagonal
diffeomorphism. It turned out that these generators can be identified very easily using the ansatz
introduced in [33] even if it was proposed for the case of bimetric gravity formulated using metric
variables.
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Note that their conjugate momenta are the primary constraints of the theory
P¯ ≈ 0 , p ≈ 0 , Pi ≈ 0 , pi ≈ 0 (25)
with following non-zero Poisson brackets{
N¯(x), P¯ (y)
}
= δ(x− y) , {n(x), p(y)} = δ(x− y) ,{
N¯ i(x), Pj(y)
}
= δijδ(x− y) ,
{
ni(x), pj(y)
}
= δijδ(x− y) .
(26)
It is also important to stress that the absence of the time derivative of pa in the
action implies following primary constraint
ka ≈ 0 , (27)
where ka is momentum conjugate to pa with non-zero Poisson bracket{
pa(x), k
b(y)
}
= δbaδ(x− y) . (28)
We also have to identify the constraints that are generators of the diagonal spatial
rotations of vielbeins e ai , f
a
i . These constraints are given as the linear combinations
of L
(g)
ab , L
(f)
ab and k
a. Explicitly, we introduce following set of the constraints
L
diag
ab ≈ 0 , Lbrab ≈ 0 , ka ≈ 0 , (29)
where
L
diag
ab = eiapi
i
b − eibpiia + fiaρi b − fibρia + pakb − pbka ,
Lbrab = eiapi
i
b − eibpiia − fiaρi b + fibρia − pakb + pbka ,
(30)
where piia, ρ
i
a are momenta conjugate to e
a
i , f
a
i respectively. Collecting all these
terms together we find following form of the Hamiltonian
H =
∫
d3x(N¯R¯+ N¯ iR¯i + ΛabdiagLab +
+ ΛabbrL
br
ab + vak
a + vnp+ v
ipi + VN¯ P¯ + V
iPi) ,
(31)
where
R¯ = nR(g)0 +
1
n
R(f)0 +
1
2
niR(g)i −
1
2
niR(f)i +
+ µ2eV˜ , R¯i = R(g)i +R(f)i ,
(32)
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where
V˜ = γ
n
− nif ai pa + neiaf ai +
n
γ + 1
(eiap
a)(f bi pb) .
(33)
Now we proceed to the analysis of time development of the primary constraints (25)
and (27)
∂tP¯ =
{
P¯ , H
}
= −R¯ ≈ 0 ,
∂tPi = {Pi, H} = −R¯i ≈ 0 ,
∂tp = {p,H} = −R(g)0 +
1
n2
R(f)0 − µ2e
δV˜
δn
≡ Gn ≈ 0 ,
∂tpi = {pi, H} = −1
2
(R(g)i −R(f)i )− µ2e
δV˜
δni
≡ Si ≈ 0 ,
∂tk
a = {ka, H} = −µ2e δV˜
δpa
≡ Ka ≈ 0 .
(34)
Finally we have to the check the preservation of the constraints Ldiagab ≈ 0 , Lbrab ≈ 0.
Firstly due to the fact that R(g)0 ,R(f)0 ,R(g)i ,R(f)i have vanishing Poisson brackets
with L
(g)
ab , L
(f)
ab according to (116) we find that they have also vanishing Poisson
brackets with both Ldiagab and L
br
ab. Then the non-zero contribution could follow from
the Poisson bracket between Ldiagab , L
br
ab and V˜. Now with the help of the following
Poisson brackets{
L
diag
ab (x), e
c
i (y)
}
= (eibδ
c
a − eiaδcb)(x)δ(x− y) ,{
L
diag
ab (x), e
i
c(y)
}
= (δace
i
b − δbceia)(x)δ(x− y) ,{
L
diag
ab (x), f
c
i (y)
}
= (fibδ
c
a − fiaδcb)(x)δ(x− y) ,{
L
diag
ab (x), f
i
c(y)
}
= (δacf
i
b − δbcf ia)(x)δ(x− y) ,{
L
diag
ab (x), pc(y)
}
= −(paδbc − pbδac)(x)δ(x− y) ,{
L
diag
ab (x), pcp
c(y)
}
= 0
(35)
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and also {
Lbrab(x), e
c
i (y)
}
= (eibδ
c
a − eiaδcb)(x)δ(x− y) ,{
Lbrab(x), e
i
c(y)
}
= (δace
i
b − δbceia)(x)δ(x− y) ,{
Lbrab(x), f
c
i (y)
}
= −(fibδca − fiaδcb)(x)δ(x− y) ,{
Lbrab(x), f
i
c(y)
}
= −(δacf ib − δbcf ia)(x)δ(x− y) ,{
Lbrab(x), pc(y)
}
= (paδbc − pbδac)(x)δ(x− y) ,{
Lbrab(x), pcp
c(y)
}
= 0
(36)
we find that the constraint Ldiagab ≈ 0 is preserved during the time evolution of the
system while the requirement of the preservation of the constraint Lbrab implies
∂tL
br
ab(x) =
{
Lbrab(x), H
}
=
= 2µ2N¯en[(ejbfja − ejafjb) +
1
γ + 1
[(pae
j
b − pbeja)f dj pd] ≡ 2µ2eN¯nTab ≈ 0 ,
(37)
where we introduced new secondary constraints Tab = −Tba
Tab = ejbfja − ejafjb +
1
γ + 1
(pae
j
b − pbeja)f dj pd . (38)
As we will see below the existence of these constraints will be crucial for the consis-
tency of the theory.
2.1 Calculation of the Poisson brackets between R¯, R¯i
Before we proceed to the analysis of the stability of all constraints we would like
to show that the Poisson brackets between the constraints R¯ and R¯i vanish on
the constraint surface spanned by all constraints. To begin with we introduce the
smeared form of the constraint R¯
T(N) =
∫
d3xNR¯ .
(39)
Then using the Poisson brackets given in (116) and following similar analysis as in
case of metric formulations of bigravity we obtain [35, 36]
{TT (N),TT (M)} = 1
2
TS((N∂iM −M∂iN)n2gij) + 1
2
TS((N∂iM −M∂iN) 1
n2
f ij) +
+
1
4
TS((N∂iM −M∂iN)ninj)−
− GS((N∂iM −M∂iN)n2gij) +GS((N∂iM −M∂iN) 1
n2
f ij)−
− 1
2
GT ((N∂iM −M∂iN)nin) +
∫
d3x(N∂iM −M∂iN)Σi ,
(40)
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where
GT (N) =
∫
d3xNGn , GS(N i) =
∫
d3xN iSi , (41)
and where
Σi[V˜ ] = γn
i
n
− neiaf aj nj −
n
γ + 1
ei bp
bnjf aj pa + n
2gijf aj pa −
1
n2
f iap
a .
(42)
Note also that we used the extended version of the constraint R¯i given in (47) and
we omitted terms proportional to L
(g)
ab , L
(f)
ab given in (116).
Our goal is to show that Σi[V] vanishes on the constraint surface. To do this we
use the fact that ni can be expressed from the constraint Ka
ni = f ia
(
1
γn
pa − n(ejbpb)(f cj pc)
1
(1 + γ)2γ
pa +
1
1 + γ
(f aj e
j
bp
b + f bj pbe
ja) +HaKa
)
,
(43)
where Ha are functions that depend on the phase space variables whose explicit form
is not important for us. To proceed further we use the fact that from the constraint
Tab we derive
f iaf
b
j pbe
ja =
1
γ
(
eibpb +
1
1 + γ
f iapa(f
d
k pd)(e
k
bp
b)
)
− f
i
a
2γ
√
e
√
f
Gabpb . (44)
Inserting this expression into (43) we find
ni =
1
γn
f iap
a +
n
γ
eibpb (45)
up to terms proportional to Tab and Ka. Finally inserting this result into (42) and
after some calculations we find the desired result
Σi[V˜] = FaKa +GabTab ≈ 0 . (46)
Then collecting (40) together with (46) we find that the Poisson bracket between
R¯ is proportional to the constraints R¯i,Gn,Si,Ka, Tab which means that it vanishes
on the constraint surface. This is very important result. Note also an importance
of the constraints Ka, Tab for the closure of the Poisson brackets between R¯.
As the next step we calculate the Poisson brackets with the constraints R¯i.
However it turns out that it is more convenient to consider its following extension
R¯i = ∂inp+ ∂injpj + ∂j(njpi) + ∂ipaka +
+R(e)i +
1
2
ωa bi (e)L
(e)
ab +R(f)i +
1
2
ωa bi (f)L
(f)
ab .
(47)
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Let us define its smeared form
TS(N
i) =
∫
d3xN iR¯i . (48)
Then we find following Poisson brackets{
TS(N
i), e ci
}
= −∂iN je cj −N j∂je ci ,{
TS(N
i), ei c
}
= ∂jN
iejc −N j∂jei c ,{
TS(N
i), f ic
}
= ∂jN
if jc −N j∂jf ic ,{
TS(N
i), f ci
}
= −∂iN jf cj −N j∂jf ci ,{
TS(N
i), ni
}
= −N j∂jni + ∂jN inj ,{
TS(N
i), pa
}
= −N i∂ipa ,{
TS(N
i), n
}
= −N i∂in
(49)
which shows that TS(N
i) is the generator of the diagonal spatial diffeomorphism.
Now we are ready to proceed to the calculation of the Poisson bracket between
TS(N
i) defined in (48) and TT (N). In fact, using (49) we easily find{
TS(N
i), eV˜
}
= −Nk∂k[eV˜]− ∂kNkeV˜ .
(50)
Finally we should calculate the Poisson bracket between TS(N
i) and R(f)i ,R(g)i and
R(g)0 ,R(f)0 . This is really easy task using the results given in (116) so that we find{
TS(N
i),TT (N)
}
= TT (N
i∂iM) (51)
up to the terms proportional to the primary constraints L
(g)
ab ≈ 0 , L(f)ab ≈ 0. In the
same way we can find that{
TS(N
i),TS(M
j)
}
= TS((N
i∂iM
j −M j∂iN j)) . (52)
Using these results we are ready to proceed to the analysis of the stability of con-
straints.
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2.2 Analysis of stability of constraints
In this section we perform the analysis of the stability of all constraints. Note that
for the potential V˜ given in (33) the constraints Gn,Si,Ka have the form
Gn = −R(g)0 +
1
n2
R(f)0 + µ2e
(
γ
n2
− eiaf ai −
1
1 + γ
(eiap
a)(f bi pb)
)
,
Si = −1
2
(R(g)i −R(f)i ) + µ2ef ai pa,
Ka = µ2e
(
pa
γn
− nif ai − n(ejcpc)(f bj pb)
pa
(1 + γ)2γ
+
n
1 + γ
(f aj e
j
bp
b + f bj pbe
ja)
)
,
Tab = (ejbfja − ejafjb) +
1
1 + γ
(pae
j
b − pbeja)f dj pd .
(53)
It turns out that these constraints could be simplified considerably. First of all we
have following relation
R¯+ niSi + nGn = 2
n
(R(f)0 + µ2eγ) (54)
so that we see that we can consider as an independent constraint following one
G ′n = R(f)0 + µ2eγ . (55)
In previous section we also found the relation
ni =
1
γn
f iap
a +
n
γ
eibpb +HaKa +GabTab (56)
so that it is possible to define new independent constraint K˜i
K˜i = ni − 1
γn
f iap
a − n
γ
eibpb . (57)
Then we have following set of independent secondary constraints G ′n, K˜i,Si, Tab so
that the total Hamiltonian has the form
HT =
∫
d3x(N¯R¯+ N¯ iR¯i + ΛabdiagLab + VN¯ P¯ + V iPi +
+ ΓnG ′n + ΩiK˜i + ΓiSi + ΓabTab + vnp+ vipi + vaka + vabLbrab) .
(58)
Now we are ready to proceed to the analysis of the stability of all constraints. We
begin with the constraints pi ≈ 0
∂tpi = {pi, HT} ≈ −µ2eΩi = 0
(59)
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that has the solution Ωi = 0, where Ωi is Lagrange multiplier corresponding the
constraint K˜i. In case of p we find
∂tp = {p,HT} ≈ 0 . (60)
Further, the requirement of the preservation of Lbrab takes the form
∂tL
br
ab =
{
Lbrab, HT
}
= Γcd△Lbr
ab
,Gcd
= 0 , (61)
where
{
Lbrab(x),Gcd(y)
}
= △Lbr
ab
,Gcd
(x)δ(x − y) and where we used the fact that
Ωi = 0 together with {
Lbrab(x),G ′n(y)
}
=
{
Lbrab(x),Si(y)
}
= 0 . (62)
Then it can be explicitly checked that the matrix △Lbr
ab
,Gcd
is non-singular and hence
the solution of (61) is Γcd = 0.
Using these results it is easy to analyze the requirement of the preservation of
the constraints ka ≈ 0
∂tk
a = {ka, HT} ≈ −µ2ep
a
γ
− Γiµ2ef ai = 0 (63)
so that we obtain
Γi = −p
a
γ
f iaΓn . (64)
This result however suggests to consider as an independent constraint following one
G˜n = R(f)0 + µ2eγ −
1
γ
Sif iapa (65)
and following total Hamiltonian
HT =
∫
d3x(N¯R¯+ N¯ iR¯i + ΛabdiagLab + VN¯ P¯ + V iPi +
+ ΓiSi + ΩiK˜i + ΓnG˜n + vnp+ vipi + vaka + vabLbrab + ΓabTab) .
(66)
Repeating the analysis as above we find that p is trivially preserved and also Ωi =
Γab = 0. Further, the time evolution of the constraint ka ≈ 0 is given by equation
∂tk
a = {ka, HT} ≈ −Γiµ2ef ai = 0
(67)
that due to the fact that f ai is non-singular implies that Γ
i = 0. Finally it is also
clear that P¯ , Pi are trivially preserved.
Now we proceed to the analysis of the time evolution of the constraint G˜n,Si, K˜i
together with R¯ and R¯i. First of all it is easy to see that that the secondary
constraints G˜n,Si, K˜i, G˜ab are invariant under diagonal spatial diffeomorphism. Then
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with the help of (51) and (52) we find that R¯i are preserved during the time evolution
of the system.
More interesting situation occurs in case of the time evolution of the constraints
G˜n and R¯ which is mainly determined by following Poisson bracket{
TT (N),
∫
d3xM G˜n
}
≈
∫
d3xN(x)M(x)G˜IIn (x) , (68)
where
G˜IIn = ∇˜i(f ijR(f)j ) +
1
2
niµ2∂iγe+ . . . , (69)
and where . . . means other terms that depend on phase space variables. Note that
the explicit form of G˜IIn , which is very complicated, is not important for us. However
it is crucial and non-trivial fact that the Poisson bracket (68) does not contain terms
proportional to M∂iN or M∂iN . Then the local form (68) has the form{
R¯(x), G˜n(y)
}
≈ G˜IIn (x)δ(x− y) (70)
so that there are no derivative of the delta function on the right side of the previous
equation. This fact is very important for the consistency of given theory.
Now we are ready to proceed to the analysis of the consistency of the secondary
constraints. In case of G˜n we obtain
∂tG˜n(x) =
{
G˜n(x), HT
}
≈ −N¯(x)G˜IIn (x) (71)
using the fact that the Poisson bracket
{
G˜n(x), G˜n(y)
}
is weakly zero as follows
from {∫
d3xN G˜n(x),
∫
d3yM G˜n(y)
}
=
=
1
2
TS((N∂iM −M∂iN)f ij) + 1
4
TS
(
1
γ2
f iap
af
j
bp
b(∂iNM −M∂iN)
)
+
+
∫
d3x(N∂iM −M∂iN)f ijSj −
− 1
2
∫
d3x(N∂iM −M∂iN)f
i
ap
2
γ
G ′n ≈ 0 .
(72)
On the other hand the time evolution of the constraint R¯ is equal to
∂tR¯(x) =
{R¯(x), HT} ≈ ΓnG˜IIn (x) = 0
(73)
using (40),(46) and (51) together with the fact that Γi = Γab = Ωi = 0. Now it is
crucial to find non-trivial solution of (73). In case when G˜IIn were constant on the
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whole phase space we would find that the only possible solution is Γn = 0. Then
from (71) we would also find N = 0 and hence we should interpret R¯ together with
G˜n as the second class constraints. However this is very unsatisfactory result since
it would imply the lack of the Hamiltonian constraint while the theory is manifestly
invariant under diagonal diffeomorphism. Fortunately G˜IIn depends on the phase
space variables so that it is more natural to obey (73) when we say that G˜IIn is an
additional constraint imposed on the system.
Now with this interpretation we find that (71) vanishes on the constraint surface
when Γn = 0. As the next step we will analyze the requirement of the preservation
of the constraints Si, Tab, K˜i which however simplifies considerably due to the fact
that Γn = Γ
i = Γab = Ωi = 0. We start with the constraint Si
∂tSi = {Si, HT} ≈
∫
d3xN¯(x)
{Si, R¯(x)} + f ai va = 0 ,
(74)
using also the fact that
{Si(x), Lbrab(y)} = 0. Now due to the fact that the matrix
f ai is non-singular we find that this equation can be solved for va.
In case of the constraints Tab we find
∂tTab = {Tab, HT} ≈
∫
d3xN¯(x)
{Tab, R¯(x)}+△Tab,kcvc +△Tab,Lbrcdvcd = 0 ,
(75)
where the matrix △Tab,kc is defined as
{Tab(x), kc(y)} ≡ △Tab,kc(x)δ(x− y) .
(76)
Now using the fact that the matrix △Tab,Lbrcd is non-singular and that va were deter-
mined by (74) we find that the equation (75) can be explicitly solved for vab.
Finally we proceed to the analysis of the equation of motion of the constraint K˜i
∂tK˜i =
{
K˜i, HT
}
≈
∫
d3xN¯(x)
{
K˜i, R¯(x)
}
+ vn△K˜i,p +
+ vab△K˜i,Lbr
ab
+ vi + vc△K˜i,kc = 0 ,
(77)
where we defined{
K˜i(x), p(y)
}
=
[
− 1
γn2
f iap
a +
1
γ
eibpb
]
δ(x− y) ≡ △K˜i,p(x)δ(x− y) ,{
K˜i(x), Lbrab(y)
}
=
2n
γ
(eiapb − eibpa)(x)δ(x− y) ≡ △K˜i,Lbr
ab
δ(x− y) ,{
K˜i(x), kc(y)
}
=
1
γ2
pc(K˜i − ni)δ(x− y)− 1
γ
(
1
n
f ic + ne
i
c)δ(x− y) ≈
≈ −
(
1
γ2
pcni +
1
γ
1
n
f ic +
n
γ
ei c
)
δ(x− y) ≡ △K˜i,kc(x)δ(x− y) .
(78)
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We see that (77) can be solved for vi knowing the Lagrange multipliers vab, vc, vn.
Note that vn is still undetermined which is the reflection of the fact that p ≈ 0 is
the first class constraint.
Finally we should check the stability of all constraints with the constraint G˜IIn ≈ 0
included. However it turns out that there is non-zero Poisson bracket between G˜IIn ≈
0 and G˜n ≈ 0 and these are the second class constraints. Then the analysis of the
stability of all constraints is the same as above and we will not repeat here 6. Let us
outline our results and determine the physical degrees of freedom of given theory. We
have Nf.c.c. = 12 first class constraints R¯, R¯i, P¯ , Pi, Ldiagab , p. Then we have Ns.c.c. =
20 second class constraints pi, k
a, Lbrab, G˜n, G˜IIn ,Si, K˜i, Tab. We also have Nph.s.d.f. = 58
phase space degrees of freedom N¯, P¯ , N¯ i, Pi, n, p, n
i, pi, pa, k
a, e ai , pi
i
a, f
a
i , ρ
i
a. Then
the number of physical degrees of freedom Np.d.f. is [39]
Np.d.f. = Nph.s.d.f. − 2Nf.c.c. −Ns.c.c. = 14 (79)
that could be interpreted as 4 physical degrees of freedom of the massless graviton,
10 physical degrees of freedom corresponding to the massive graviton. In other
words we have shown that the bi-gravity in the vierbein formulation is ghost free.
3 Conclusion
This paper was devoted to the Hamiltonian analysis of the bimetric theory of gravity
in the form introduced in [8]. We found corresponding Hamiltonian and determined
the primary constraints of the theory. Then we analyzed the requirement of the
preservation of these constraints and we determined corresponding secondary con-
straints. Finally we determined conditions when these constraints are preserved and
we found that there is an additional constraint. As a result the constraint structure
of given theory suggests that this theory is free of ghosts.
However it is still important to stress that even if the non-linear massive gravity
is ghost free this does not mean that given theory is consistent. In fact, it was shown
6It is necessary to stress one important point. From the form of the constraint G˜IIn we find
that
{GIIn , R¯} 6= 0 and hence we could say that R¯ is second class constraint. Clearly this is rather
unsatisfactory result since we would have three second class constraints while we should expect two
second class constraints and one first class constraint. In order to see how to resolve this puzzle
let us consider the case where the constraints R¯, G˜n, G˜IIn do not depend on spatial coordinates
keeping in mind that extension of this analysis to the more general case is straightforward. Note
that we can use this approximation since we know that
{
G˜n(x), G˜n(y)
}
≈ 0 as follows from (72).
Then the requirement of the stability of the constraints R¯, G˜n, G˜IIn implies following equations
∂tR¯ ≈
{
R¯, G˜IIn
}
λIIn = 0 that has solution λ
II
n = 0. Then we also find that the constraint G˜n is
preserved. Finally the requirement of the stability of the constraint G˜IIn implies following equation
∂tG˜II ≈
{
G˜II , R¯
}
N + λIn
{
G˜IIn , G˜In
}
= 0 that can be schematically solved as λI = −{G˜
II
n
,R¯}
{GII
n
,GI
n
}N .
Then it is natural to define new Hamiltonian constraint R¯′ = R¯ − {G˜
II
n
,R¯}
{G˜IIn ,G˜In} G˜
I
n. Now it ie easy to
see that
{
G˜n, R¯′
}
=
{
G˜IIn , R¯′
}
= 0 and hence we find one first class constraint R¯′ and two second
class constraints G˜n, G˜IIn as expected.
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that non-linear massive gravity suffers from the superluminality in its decoupling
limit [16, 17, 18]. It was also shown that generally contain the tachyonic modes [19,
20]. Further, the analysis of cosmological properties of non-linear massive gravity
showed that it exhibits the ghost instabilities about its homogeneous solutions [21,
22, 23], see also [42, 43] 7. On the other hand it was shown very recently in [48]
that non-linear bimetric theory of gravity could lead to viable cosmology under some
conditions. In fact, the bimetric theory of gravity has one important advantage with
respect to non-linear massive gravity when the second metric is not fixed by hand
but it is dynamical as well. Clearly bimetric theory of gravity is very promising
generalization of gravity that deserves to be studied further.
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A Appendix: Hamiltonian Formalism of General
Relativity in Vierbein Formulaton
In this Appendix we perform the Hamiltonian formalism of the general relativity in
vierbein formulation. We mostly follow [28, 29, 30, 31].
Let us consider the general relativity Lagrangian density written in the form
L =M2p detE(Ω ABA Ω CCB −
1
2
ΩCABΩCBA − 1
4
ΩBACΩBAC) , (80)
where
ΩCAB = EµCEνA∂[µE
B
ν] , E
µA = EµBη
BA , (81)
and where µ, ν, · · · = 0, 1, 2, 3 and where A,B, · · · = 0, 1, 2, 3. Note that by defi-
nition we have two covariant derivatives Dˆµ and ∇ˆµ. Dˆµ is covariant with respect
to both general coordinate transformations in spacetime as well as local Lorentz
transformations on the flat index while ∇ˆµ is covariant under general coordinate
transformations. We have
DˆµλνA = ∂µλνA + ΓˆνµγλγA + ωˆ Aµ BλνB ,
∇ˆµλνA = ∂µλνA + ΓˆναγλγA .
(82)
We require that these covariant derivatives are compatible with the vierbein and
7However quiet recently the improved version of non-linear massive gravity was proposed in [24]
that is claimed to be unitary with all degrees of freedom propagating on a homogeneous, isotropic
and self-accelerating de Sitter background.
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the metric
DˆµE Aν = 0 ,
∇ˆµgˆνσ = Dˆµgˆνσ = 0 .
(83)
where gˆµν = E
A
µ E
B
ν ηAB. Note that from (83) we obtain
∇ˆµEνA = −ωˆ BµA EνB . (84)
From (83) and requiring Γˆρ[µν] = 0 it is possible to uniquely determine Γˆ
ρ
µν and ωˆ
A
µ B
as functions of vierbein E Aµ . Explicitly, the first equation in (83) can be solved as
ωˆ ABµ =
1
2
eµC(Ω
CAB + ΩBCA − ΩABC) . (85)
Let us now consider following 3 + 1 decomposition of tetrad
E A0 = NN
A +NaV Aa , E
A
i = V
A
i , N
BηABV
B
i = 0 , N
AηABN
B = −1 , (86)
where i, j, k, · · · = 1, 2, 3 and a, b, c, · · · = 1, 2, 3. The inverse vielbein obeys
E
µ
BE
C
µ = δ
C
B , E
µ
AE
A
ν = δ
µ
ν . (87)
Using this decomposition it is rather straightforward perform the Legendre trans-
form using this decomposition. However it is more convenient to partly break the
manifest Lorentz invariance in such a way that the vierbein takes the upper trian-
gular form (1). In this case we identify V ai with e
a
i where e
a
i defines the three
dimensional metric gij = e
a
i e
b
j δab.
Now using (86) and also the partial gauge fixing we obtain following decompo-
sition of ΩABC
Ω0 ba =
1
N
eia(∂0e
b
i −N j∂je bi − eiae bj ∂iN j) ,
Ω0 0a =
1
N
eia∂iN ,
Ωa 0b = 0 ,
Ω cab = e
i
ae
j
b(∂ie
c
j − ∂je ci ) .
(88)
The general relativity Lagrangian now takes the form
L = M2PNe
(
−1
2
Ω0(ab)Ω0ab + Ω
0 a
a Ω
b
0b + 2Ω
a 0
0 Ω
b
ab −
−1
4
ΩabcΩabc − 1
2
ΩabcΩacb + Ω
ac
c Ω
b
ba
)
(89)
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where e = det e ai and where we have following convention
X(ab) = Xab +Xba , X(ab)X(ab) = 2X
(ab)Xba .
(90)
Note that we can write
Ne(3)R = Ne(Ω abb Ω
c
ca −
1
4
ΩabcΩabc − 1
2
ΩabcΩacb) +
+∇[i(Neeja∇j]eia)− 2eeia∂[ie aj] gjk∂kN ,
(91)
where ∇i is covariant derivative compatible with gij so that ∇igjk = 0. Then
neglecting the surface term we find that (89) has the form that is suitable for the
Hamiltonian formulation
L =M2gNe
(
−1
2
Ω0abΩ0(ab) + Ω
0 a
a Ω
b
0b +
(3)R
)
, (92)
where
Ω0ab = δacΩ0 bc , Ω0ab = −Ω0 db δdc , Ω b0b = −Ω0 bb .
(93)
Note that (90) implies
Ω0(ab)Ω0ab =
1
2
Ω0(ab)Ω0(ab) . (94)
Then from (92) we find the momenta piia conjugate to e
a
i
piia =
δL
δ∂0e
a
i
= M2P e(e
i
cΩ
0(cd)δda − 2Ω0 bb eia) (95)
so that
Ω0 aa = −
1
4e
e ai pi
i
a . (96)
Then it is easy to express Ω0(ab) as function of piia and e
a
i
Ω0(ab) =
1
e
(e ai pi
i
cδ
cb − 1
2
δabe ci pi
i
c) . (97)
Using this result we easily find the Hamiltonian from (92) and hence corresponding
Hamiltonian
H = NR+N iRi ,
(98)
where
R = 1
4M2g e
(e ai pi
i
cδ
cgδaee
e
j pi
j
g −
1
2
(e ai pi
i
a)
2)−M2g e(3)R ,
Ri = −e bi Djpijb ,
(99)
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where Di is covariant derivative compatible with e ai
Die aj = 0 . (100)
Note also that we neglected the total derivative terms in the Hamiltonian (98). It
is also important to stress that (95) implies following primary constraints
Lab = eiapi
i
b − eibpiia ≈ 0 (101)
By definition Lab are antisymmetric so that there are three constraints Lab in three
dimensions.
To proceed further we need an explicit form of Dipija. Since piia is the density of
weight one we have 8
Dipija = ∂ipija + Γjikpika − Γmmipija − ω bi apijb
(103)
so that
Dipiia = ∂ipiia + ω bi apiib (104)
It is also convenient to introduce the notation
piij =
1
4
(piiae
ja + eiapija) (105)
that it is similar as the notation used in [30]. Then it is easy to see that the
Hamiltonian constraint R takes the familiar form
R = 1√
gM2g
Gijklpiijpikl −M2g
√
g(3)R , (106)
where
Gijkl = 1
2
(gikgjl + gilgjk − gijgkl) , Gijkl = 1
2
(gikgjl + gilgjk)− gijgkl , (107)
that obey the relation
GijklGklmn = 1
2
(δmi δ
n
j + δ
n
i δ
m
j ) . (108)
Note also that in the same way we can write
Ri = −e ai Djpijb = −2∇ipiij (109)
8 Note that the spin connection has following prescription when it acts on object with upper
and lower Lorentz indices
DiXab = ∂iXab + ω ai cXcb − ω ci bXac (102)
.
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using the fact that
− 2∇ipiij ≈ −∇ipiiae aj − piia∇ie aj =
= −∇ipiiaa aj + piiaω ai be bj = −e ai Djpijb
(110)
using also the fact that
piij = pi
ikgkj =
1
2
piiae
a
j + Lade
iae dj .
(111)
By definition the canonical variables are e ai and pi
j
b with following canonical Poisson
brackets {
e ai (x), pi
j
b(y)
}
= δji δ
a
b δ(x− y) (112)
so that we obtain
{
gij(x), pi
kl(y)
}
=
1
2
(δki δ
l
j + δ
l
iδ
k
j )δ(x− y)
(113)
On the other hand from (105) and from (112) we find
{
piij(x), pikl(y)
}
=
1
16
(gilLkj + gjlLki + gjkLli + gikLlj)δ(x− y) =
= µijklδ(x− y) .
(114)
This result implies that there are additional terms when we calculate the Poisson
brackets between the constraints as was nice shown in [30]. More precisely, let us
introduce the smeared form of the constraints R,Ri and Lab
TT (N) =
∫
d3xNR , TS(N i) =
∫
d3xN iRi , L(Nab) =
∫
d3xNabLab . (115)
Then, following [30] we find
{TT (N),TT (M)} = TS((N∂iM −M∂iN)gij) ,{
TS(N
i),TT (M)
}
= TT (N
i∂iM) +
∫
d3x∇jN iλ ji M ,{
TS(N
i),TS(M
j)
}
= TS((N
i∂iM
j −M j∂iN j)) +
∫
d3x∇kN iµ k li j ∇lM j ,{
TT (N),L(N
ab)
}
= 0 ,
{
TS(N
i),L(Nab)
}
= 0 ,
{Lab(x), Lcd(y)} = (ηadLbc + ηbcLad − ηbdLac − ηacLbd)δ(x− y) ,
(116)
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where
λij = −4µijklKkl = −1
2
(KjkL
ik −KikLjk) ,
Kij =
1√
g
(
1
2
pimngnmgij − piij) .
(117)
We see that there are additional terms on the right side of the Poisson brackets
between constraints that are proportional to the primary constraints Lab. These
terms also vanish on the constraints surface. For that reason we will not write the
explicit form of these terms in the calculations performed in the main body of the
paper.
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