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Abstract
The main result is that the commutators on 1 are the operators not of the form λI + K with λ = 0
and K compact. We generalize Apostol’s technique [C. Apostol, Rev. Roumaine Math. Appl. 17 (1972)
1513–1534] to obtain this result and use this generalization to obtain partial results about the commutators
on spaces X which can be represented as X  (⊕∞i=0X )p for some 1  p < ∞ or p = 0. In particular,
it is shown that every compact operator on L1 is a commutator. A characterization of the commutators on
p1 ⊕ p2 ⊕ · · · ⊕ pn is given. We also show that strictly singular operators on ∞ are commutators.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
The commutator of two elements A and B in a Banach algebra is given by
[A,B] = AB −BA.
A natural problem that arises in the study of derivations on a Banach algebra is to classify the
commutators in the algebra. The first major contribution was due to Wintner [14], who proved
that the identity in a unital Banach algebra is not a commutator. This immediately implies that
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D.T. Dosev / Journal of Functional Analysis 256 (2009) 3490–3509 3491no non-zero multiple of the identity is a commutator and with no effort one can also obtain that
no operator of the form λI + K , where K is a compact operator and λ = 0, is a commutator in
the Banach algebra L(X ) of all bounded linear operators on the Banach space X . The latter fact
can be easily seen just by observing that the quotient algebra L(X )/K(X ) (K(X ) is the space of
compact operators on X ) also satisfies the conditions of the Wintner’s theorem. Let us note also
that instead of considering the ideal of compact operators one can consider any closed proper
ideal in L(X ). The observations we made are valid in this case as well.
For a Banach space X for which there is a unique maximal proper ideal in L(X ) (which is
the case for the spaces Lp and p for 1  p ∞ and c0) one can hope to obtain a complete
classification of the commutators on the space. The natural conjecture is that the only operators
on X that are not commutators are the ones of the form λI +K , where K belongs to the unique
maximal ideal in L(X ) and λ = 0. In 1965 Brown and Pearcy [4] made a breakthrough in this
direction by proving that this is in fact a classification of the commutators on a Hilbert space.
Note that if X = p (1 p < ∞) or X = c0, the ideal of compact operators K(X ) is the largest
proper ideal in L(X ) [13, Theorem 6.2]. Whitley’s proof actually shows that the ideal of strictly
singular operators is the largest ideal in the aforementioned spaces, but as he points out, a result
of Feldman, Gohberg and Markus [6] shows that the compact operators are in fact the only closed
proper ideal in L(X ) for X = p (1 p < ∞) or X = c0. In 1972, Apostol [1] proved that every
non-commutator on the space p for 1 < p < ∞ is of the form λI + K , where K is compact
and λ = 0. One year later he proved that the same classification holds in the case of X = c0
[3]. While Apostol’s approach in [1] gave some information about the commutators in L(1), he
was unable to give a complete characterization. His proof uses the fact that the unit vector basis
in p for 1 < p < ∞ is shrinking and this does not hold for 1. We overcome this obstacle by
using the structure of the infinite dimensional subspaces of 1 rather than just the properties of
the basis.














(for p = 0, the norm is defined by ‖f ‖ = sup0i<∞ ‖fi‖ with the additional assumption that
limj→∞ ‖fj‖ = 0), and we generally assume that L(X ) has a largest proper ideal. The notion
of a decomposition of X will be introduced and it will be shown how it can be used to obtain
results about commutators on these spaces. In Section 3 we show that the compact operators
on X , where X admits the decomposition X  (⊕∞i=0 X )p (in the case p = 1 we will assume
that X = L1 or X = 1), are commutators and as a corollary we will get that an operator that
has a compact restriction to a sufficiently large subspace of X is also a commutator. Section 3
contains our main result—Theorem 18—which shows that the only operators on 1 that are not
commutators are the ones of the form λI + K , where K is a compact operator and λ = 0. In
the last section we give a characterization of the commutators on p1 ⊕ p2 ⊕ · · · ⊕ pn , where
1 pn < pn−1 < · · · < p1 < ∞ and we also show that the strictly singular operators on ∞ are
commutators.
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We say that two Banach spaces X and Y are isomorphic, and denote it by X  Y , if there
exists an onto, bounded, invertible operator T : X → Y . If in addition ‖T ‖ = ‖T −1‖ = 1, we
say that X and Y are isometric and denote it by X ≡ Y . We will follow the ideas in Apostol’s
paper [1], which in turn extend those of Brown and Pearcy [4] and earlier work referenced in [4],
to develop a base for investigating the commutators on 1 and Lp (1 p < ∞).
Definition 1. We say that D = {Xi} is a decomposition of X for some 1  p < ∞ or p = 0 if
the following three conditions are satisfied:
(1) X  (⊕∞i=0 Xi)p , where Xi , i = 0,1, . . . , are complemented subspaces of X which are also
isomorphic to X .
(2) There exists a collection of isomorphisms {ψi}∞i=1, ψi : Xi → X such that ‖ψ−1i ‖ = 1 for
i ∈ N and λ = supi∈N ‖ψi‖ < ∞.
(3) If Pi is a projection from X onto Xi for i = 0,1, . . . then for 1  p < ∞ we have
‖∑nj=1 Pij x‖p =∑nj=1 ‖Pij x‖p for every n > 0 and i1, i2, . . . , in > 0 such that il = ik for
l = k. For p = 0 we have the corresponding condition ‖∑nj=1 Pij x‖ = max1jn ‖Pij x‖
for every n > 0 and i1, i2, . . . , in > 0 such that il = ik for l = k.
Let us also have a collection of uniformly bounded isomorphisms {ϕi}∞1 as shown below
X0
ϕ0−→ X1 ϕ1−→ X2 ϕ2−→ X3 ϕ3−→ · · ·







for every i ∈ N. Clearly ϕi = ψ−1i+1 ◦ψi and ‖ϕi‖ ‖ψi‖ λ, ‖ϕ−1i ‖ λ. Note also, that using
condition (3) in the definition of a decomposition we have ‖Pi‖ ‖I − P0‖  ‖P0‖ + 1 = C1
which will turn out to be useful in computations.








The operators LD and RD are, respectively, the left and the right shift associated with the de-
composition D. As one may observe, the operators LD and RD move the components of x one
position to the left/right, respectively, via the isomorphisms ϕi . Throughout the paper we will
simply use the letters L and R for the shifts when the decomposition D associated with the shifts
is clear from the context. Our first proposition shows some basic properties of the left and the
right shift as well as the fact that all the powers of L and R are uniformly bounded, which will
play an important role in the sequel.
D.T. Dosev / Journal of Functional Analysis 256 (2009) 3490–3509 3493Proposition 2. Let D be a decomposition of X . Then we have∥∥Ln∥∥ 2λC1, ∥∥Rn∥∥ 2λC1 for every n = 1,2, . . . , (1)
LR = I, RL = I − P0, RPi = Pi+1R, PiL = LPi+1 for i  0, (2)
lim
n→∞
∥∥Ln(x)∥∥= 0 for all 1 p < ∞ and p = 0. (3)
Proof. The relations LR = I , RL = I −P0 are clear from the definition of the left and the right












= ϕ−1i (xi+1) = LPi+1(x).
Now using the fact that
ϕk+n ◦ ϕk+n−1 ◦ · · · ◦ ϕk = ψ−1k+n+1 ◦ψk,





































= λp‖P0x‖p + λp































= 2pλp∥∥(I − P0)x∥∥p  2pλp(‖P0‖ + 1)p‖x‖p.
Note that ‖Lm(x)‖p  2pλp‖∑∞i=0 Pi+mx‖p → 0 shows (3) for p  1.















∥∥ψ−10 ◦ψn+1(xn+1)∥∥+ max1i<∞∥∥ψ−1i ◦ψi+n+1(xi+n+1)∥∥
 2 max
0i<∞
∥∥ψ−1i ◦ψi+n+1∥∥‖xi+n+1‖ 2λ max0i<∞‖xi+n+1‖
 2λC1‖x‖.
In this case ‖Lm(x)‖ 2λmax0i<∞ ‖xi+m‖ → 0 proves (3) for p = 0. 
Denote by DS the inner derivation determined by S in L(X ) i.e.
DST = ST − T S.
In the notation introduced above, an operator T ∈ L(X ) is a commutator if and only if there




T ∈ L(X ):
∞∑
n=0
RnT Ln is strongly convergent
}
. (4)





Our next lemma shows that each operator T ∈ A(D) is a commutator and also gives an explicit
expression for T as the commutator of two operators.
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T = DL(RTD) = −DR(TDL). (5)
Proof. We will show one of the equalities via direct computation. The proof of the other is
similar.









RnT Ln = T .
In the computation above we used the convention L0 = R0 = I . 
Lemma 4. For a decomposition D = {Xi} of X we have the following relations
A(D) = DR
(L(X )RL)= DL(RLL(X )).
Proof. We will show the first of the relations. The proof of the second, as one may expect, is
similar.
If T ∈ A(D), then TDL = TDLRL = (TDL)RL ∈ L(X )RL. Then using T = −DR(TDL)
from (5) we have T ∈ DR(L(X )RL).
Now, to prove the other direction, assume that T ∈ L(X )RL. Then T = SRL for some oper-




























= Rm+1SRLm+1 − SR = Rm+1T Lm − T R.
Since limm→∞ ‖Lm(x)‖ = 0 for any x ∈ X from (3) and ‖Rm‖ < 2λC1 for every m> 0, we have
limm→∞
∑m
n=0 Rn(DRT )Ln = −T R. From the last equation we conclude that DRT ∈ A(D)
and (DRT )D = −T R. Moreover, from T R = SR we have (DRT )D = −SR and multiplying
both sides by L we obtain (DRT )DL = −T . 
We proved that for a given decomposition D all operators T ∈ A(D) are commutators, but in
general the condition in (4) is hard to check for a given operator T . We want to have a condition
on T which is easy to check and which ensures the containment T ∈ A(D). To be more precise,
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sition D for which T ∈ A(D). Our next lemma gives us such a condition (as will become clear
later) and it will be our main tool for constructing decompositions in the sequel.
Lemma 5. Let T ∈ L(X ) and D = {Xi} be a decomposition of X . Fix ε > 0 and denote P˜n =∑n
i=0 Pi , where Pi is the projection onto Xi . Let us also assume that
lim
n→∞
∥∥(I − P˜n)T ∥∥= lim
n→∞
∥∥T (I − P˜n)∥∥= 0. (6)
Then there exists an increasing sequence of integers {mj }∞i=0 such that
∞∑
j=0
∥∥(I − P˜mj )T ∥∥+ ∞∑
j=0
∥∥T (I − P˜mj )∥∥+ ∞∑
i,j=0
∥∥(I − P˜mi )T (I − P˜mj )∥∥< ε.
Proof. Note first that ‖I − P˜i‖  ‖I − P0‖  ‖P0‖ + 1 = C1 for every i ∈ N. This estimate
follows directly from condition (3) in the definition of a decomposition. Let {nj }∞j=0 be an in-
creasing sequence of integers such that
∞∑
j=0
∥∥T (I − P˜nj )∥∥< ε3C1 ,
∞∑
j=0
∥∥(I − P˜nj )T ∥∥< ε3C1 .
Now we can use the inequality
∞∑
j=0
∥∥(I − P˜i)T (I − P˜nj )∥∥ m∑
j=0
∥∥(I − P˜i)T (I − P˜nj )∥∥+C1 ∞∑
j=m+1






∥∥(I − P˜i)T (I − P˜nj )∥∥= 0.






∥∥(I − P˜mi )T (I − P˜nj )∥∥< ε3C1 .
Now it is easy to deduce that the sequence {mj }∞j=0 satisfies the condition of the lemma. In fact∥∥T (I − P˜mj )∥∥= ∥∥T (I − P˜nj )(I − P˜mj )∥∥ C1∥∥T (I − P˜nj )∥∥,∥∥(I − P˜mj )T ∥∥= ∥∥(I − P˜mj )(I − P˜nj )T ∥∥ C1∥∥(I − P˜nj )T ∥∥,∥∥(I − P˜mi )T (I − P˜mj )∥∥= ∥∥(I − P˜mi )T (I − P˜nj )(I − P˜mj )∥∥ C1∥∥(I − P˜mi )T (I − P˜nj )∥∥.
This finishes the proof. 
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PiT Pj ∈ A(D),
∥∥(PiT Pj )D∥∥ C‖PiT Pj‖
where C depends on D only.
Proof. Let us consider the case p  1 first. Note first that ‖Ln‖ 2λC1 and ‖Rn‖ 2λC1. For
























 (2λC1)2pCp1 ‖PiT Pj‖p‖x‖p.
Since
∑∞
n=m ‖Pj+nx‖p → 0 as m → ∞ we have that
∑∞
n=0 RnPiT PjLn is strongly convergent
and PiT Pj ∈ A(D). The inequality in the theorem in this case follows from the inequality above
with C = 4λ2C31 .
















 4λ2C21‖PiT Pj‖ max
mnm+r
‖Pj+nx‖.
Since maxmnm+r ‖Pj+nx‖ → 0 as m → ∞ we apply the same argument as in the case p  1
to obtain the conclusion of the theorem. 
Corollary 7. Let T ∈ L(X ) and D = {Xi} be a decomposition of X . Then we have
T P0 = DR
(




(−P0T R +R(P0T P0)D).
Proof. We will prove the first equation. Note that from Lemma 3 we have −DR((P0T P0)DL) =
P0T P0 and DL(R(P0T P0)D) = P0T P0. Now
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(
LT P0 − (P0T P0)DL
)= RLT P0 −LT P0R + P0T P0
= (I − P0)T P0 + P0T P0 = T P0,
DL
(−P0T R +R(P0T P0)D)= −LP0T R + P0T RL+ P0T P0
= P0T (I − P0)+ P0T P0 = P0T .
Above we used the equality P0R = 0 = LP0, which is clear from the definitions of R and L. 
The following theorem shows the importance of the decompositions in determining whether
an operator is a commutator.
Theorem 8. Under the hypotheses of Lemma 5, there is a decomposition D of X for which
T ∈ A(D), ‖TD‖ C‖T ‖ + ε
where C depends on D only. In particular, using Lemma 3 we conclude that T is a commutator.
Proof. Using the sequence {mj } from Lemma 5, define a decomposition {X˜i}, where X˜0 =⊕m0
k=0 Xk , and X˜i =
⊕mi
k=mi−1+1 Xk for i > 0. Note that the new decomposition also satisfies
the conditions in Definition 1 for being a decomposition. Conditions (1) and (3) are clearly
satisfied since we are taking only finite direct sums. Hence we will only check condition (2).
Let X C (⊕∞i=0 X )p and let Xi λ X for i = 0,1, . . . (for two Banach spaces X and Y we say
that X
λ Y if there exist an onto isomorphism T : X → Y such that ‖T ‖‖T −1‖ λ). Then for
1  r < s we have
⊕s
k=r Xk
λ (⊕sk=r X )p C (⊕sk=r (⊕∞i=0 X )p)p ≡ (⊕∞i=0 X )p C X , so all
the terms of the decomposition after the first one are C2λ isomorphic to X . The first term in the
new decomposition is also isomorphic to X thus we showed (2) for the new decomposition. For
simplicity of notation we will denote the new decomposition by {Xi} and the projections onto
Xi by Pi . In the new notation the conclusion from Lemma 5 can be written as
∞∑
j=0
∥∥(I − P˜j )T ∥∥+ ∞∑
j=0
∥∥T (I − P˜j )∥∥+ ∞∑
i,j=0
∥∥(I − P˜i)T (I − P˜j )∥∥< ε.
Now using Pi(I − P˜i−1) = (I − P˜i−1)Pi = Pi we have
∞∑
i,j=0










 ‖P0T P0‖ +C1
∞∑
i=1
∥∥Pi(I − P˜i−1)T ∥∥
+C1
∞∑∥∥T (I − P˜j−1)Pj∥∥
j=1
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∞∑
i,j=1
∥∥Pi(I − P˜i−1)T (I − P˜j−1)Pj∥∥
 ‖P0T P0‖ +C21
∞∑
i=1
∥∥(I − P˜i−1)T ∥∥+C21 ∞∑
j=1




∥∥(I − P˜i−1)T (I − P˜j−1)∥∥
 ‖P0T P0‖ +C21ε.
Since the series
∑∞
i=0 Pi is strongly convergent to I , we have T =
∑∞
i,j=0 PiT Pj in the norm





is well defined and using Lemma 3 for each term in the sum of the definition of S we have that
T = DR(−SL) ∈ A(D). Now DR(TDL− SL) = 0 and by the proof of Lemma 4 we have
0 = −(DR(TDL− SL))DL = (TD − S)L.
From the equation above we conclude that TD = S and ‖TD‖ C‖T ‖ + ε. 
3. Compactness and commutators on p and Lp (1 p < ∞)
In order to prove the conjecture about the structure of the commutators on a given space we
have to show that all the elements in the largest proper ideal are commutators. We prove a lemma
that takes care of this in the case X = 1 and also shows that the ideal of compact operators
consists of commutators only, provided the space X has some additional structure. Before that
we will show a lemma about the operators T on X which do not preserve a copy of X in the
cases of X = 1 and X = L1, which we will use and which is interesting on its own.
Lemma 9. Let X = L1 or X = 1 and suppose that T ∈ L(X ) does not preserve a copy of X .
Then, for every δ > 0 and for every X˜ ⊂ X , X˜ ≡ X , there exists Y ⊂ X˜, such that Y is (1 + δ)
isomorphic to X , (1 + δ) complemented in X , and ‖T|Y ‖ < δ.
Proof. Consider the case X = L1 first. By assumption T does not preserve a copy of L1 which
implies that T is not an E-operator (actually this can be taken as an equivalent definition for
an operator not to be an E-operator [5, Theorem 4.1]) and hence it is not sign-preserving either
[11, Theorem 1.5]. Now [11, Lemma 3.1] gives us a subspace Z ⊂ X˜ such that Z  X˜ and
‖T|Z‖ < δ. Using [11, Theorem 1.1] we find Y ⊂ Z, which is (1 + δ) isomorphic to X˜ ≡ L1,
(1 + δ) complemented in X˜ and Y clearly satisfies ‖T|Y ‖ < δ. If Q is the norm one projection
onto X˜, and R : X˜ → Y is a projection of norm less than 1 + δ, then P := RQ is a projection
from L1 onto Y and ‖P ‖ < 1 + δ.
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λiei , with σj ∩ σk = ∅ for j = k,
where {ei}∞i=1 is the standard unit vector basis of 1. This follows trivially from the obser-
vation that Uei and Uej must have disjoint supports if U : X˜ → 1 is an into isometry
(cf. [8, Proposition 2.f.14]). Note also that since every infinite dimensional subspace of 1 con-
tains an isomorphic copy of 1 [8, Proposition 2.a.2], then the operator T is automatically strictly
singular and hence compact [6]. Then, {T ψi}∞i=0 is relatively compact in 1 and hence there exist
y ∈ 1 and a subsequence {ψij } such that T ψij → y. Without loss of generality we may assume
that T ψi → y. Finally, define ϕi = ψ2i−ψ2i+12 for i = 0,1, . . . . Clearly {ϕi}∞i=0 is a normalized
block basis of X˜ such that ‖T ϕi‖1 → 0. Assume without loss of generality that ‖T ϕi‖1 < ε
(this can be easily achieved by passing to a subsequence). Then for Y = span{ϕi : i = 0,1, . . .}
we have ‖T|Y ‖ < ε. Note also that Y ⊂ X˜ is 1-complemented in X˜ as it is the closed span of a
normalized block basis and clearly is isometric to X˜ [9, Lemma 1]. Finally, let R : X˜ → Y be the
norm one projection onto Y and Q : 1 → X˜ be the norm one projection onto X˜. Then clearly
P := RQ is a norm one projection onto Y . 
Lemma 10. Let X be a Banach space for which X  (⊕∞i=0 X )p for some 1  p < ∞ or
p = 0. In the case p = 1 we will assume that X = L1 or X = 1. Let T ∈ L(X ) be a compact
operator and ε > 0. Then there exists a decomposition D of X such that T ∈ A(D) and ‖TD‖
C‖T ‖ + ε for some constant C depending on D only. Consequently T is a commutator and
T = −DR(TDL).
Proof. The result is known in the case of X = Lp and X = p for 1 <p < ∞ (cf. [12] and [1]),
and for X = c0 and X = C(K) [3]. The proof presented here in these cases follows Apostol’s
ideas from [1] and our generalized context gives a shorter proof in the case of Lp for 1 <p < ∞.
Partial results were known in the case X = 1 [1, Theorem 2.6].
Case I. p > 1 or p = 0. In this case we proceed as in Theorem 2.4 in [1], but instead of consid-
ering a particular type of decomposition as in [1], we consider an arbitrary decomposition D of
X and denote P˜n =∑ni=0 Pi . Now we have
lim
n→∞
∥∥(I − P˜n)T ∥∥= lim
n→∞
∥∥T (I − P˜n)∥∥= 0.
Choose ϕi,ψi ∈ X such that
∥∥(I − P˜n)T ϕn∥∥X > ∥∥(I − P˜n)T ∥∥− 1n+ 1 , ‖ϕn‖ = 1,∥∥T (I − P˜n)ψn∥∥X > ∥∥T (I − P˜n)∥∥− 1n+ 1 , ‖ψn‖ = 1, (I − P˜n)ψn = ψn.
Since the set {T ϕi}∞i=0 is relatively compact in X and the sequence {(I − P˜i)}∞i=0 converges
strongly to 0 we have limn→∞ ‖(I − P˜n)T ‖ = 0. On the other hand, the sequence {ψi}∞ isi=0
D.T. Dosev / Journal of Functional Analysis 256 (2009) 3490–3509 3501weakly convergent to 0. Now using the fact that T is compact, it follows that the sequence
{T ψi}∞i=0 converges to 0 in norm and hence limn→∞ ‖T (I − P˜n)‖ = 0. Now Theorem 8 gives
the result.
Case II. p = 1. Fix ε > 0 and let D = {Xi} be the fixed decomposition of X defined by Xi =
L1[ 12i+1 , 12i ) in the case of X = L1 and by Xi = PNi 1 (where N =
⋃∞
i=0 Ni such that cardNi =
cardN for all i ∈ N and Nj ∩Nj = ∅ for i = j ) in the case of X = 1. Using Lemma 9 for each
Xi with δ = ε2i will give us 1 + ε complemented subspaces {Yi} of X which are isomorphic to
X and ‖T|Yi‖ < ε2i . Set Y0 = (I −
∑∞
i=1 Pi)X . Note that D = {Yi} is a decomposition for X
since all the spaces are complemented and isomorphic to X . This is clear for Yi for i = 1,2, . . .,
and it also holds for Y0, since X0 ⊂ Y0 is complemented in X , isomorphic to X , and using [5,
Corollary 5.3] in the case X = L1, and [9, Proposition 4] in the case X = 1, it follows that Y0 is
isomorphic to X as well. Now, if P˜n =∑ni=0 Pi , then clearly we have limn→∞ ‖T (I − P˜n)‖ = 0.
Since T is compact operator, then we have limn→∞ ‖(I − P˜n)T ‖ = 0 as well (the argument
provided in Case I above works in this case as well), so using Theorem 8 we conclude that T is
a commutator. 
Remark 11. Using the previous lemma we immediately conclude that [12, Theorem 4.3] holds
for p = 1. Namely, a multiplication operator Mφ on L1 is a commutator if and only if the spec-
trum of Mφ contains more than one limit point or contains zero as the unique limit point.
Corollary 12. Let X be a Banach space for which X  (⊕∞i=0 X )p for some 1  p < ∞ or
p = 0. In the case p = 1 we will assume that X = L1 or X = 1. Let T ∈ L(X ) and suppose that
P is a projection on X such that P X  X  (I − P)X and that either T P or PT is a compact
operator. Then T is a commutator.
Proof. First we treat the case when T P is compact operator. Let D = {Xi}∞i=0 be a decomposi-
tion for which T P ∈ A(D) and ‖(T P )D‖X  C‖T P ‖X + ε2 for a fixed ε > 0 (by Lemma 10).
We also want D to be such that (I − P)X = X0 hence we may assume (I − P) = P0, where P0
is the projection onto X0. This can obviously be done for 1 < p < ∞ (since the decomposition
used in the proof was arbitrary). In the case of L1 we consider the operator T˜ = GTG−1 where
G : P X ⊕ (I − P)X → (I − P0)X ⊕ X0 is an isomorphism such that GP X = (I − P0)X ,
G(I − P)X = X0. In this case T˜ GPG−1 is compact and clearly we can choose the decompo-
sition as in Lemma 10 and apply the same argument. Now without loss of generality we will
assume that T˜ = T . In the case of 1 we can make a similarity as in the previous case and reduce
to the case where T PM is a compact operator for some infinite M ⊂ N. Define
S = LT (I − P)− (P0T (I − P)P0)DL− (T P )DL.





)= T P, (7)
−DR
((
P0T (I − P)P0
)
L
)= P0T (I − P)P0 = P0T (I − P). (8)D
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(
LT (I − P))= RLT (I − P)−LT (I − P)R = (I − P0)T (I − P) (9)
since (I − P)R = 0. Combining (7)–(9) we conclude that DRS = T . If PT is compact we
consider S = −(I − P)T R + R(P0(I − P)T P0)D + R(PT )D and a similar calculation shows
that T = DL(S). 
4. Commutators on 1
We already saw in the previous section that the compact operators on 1 are commutators and
in order to prove the conjecture in the case of X = 1 we have to show that all operators not of
the form λI + K , where K is compact and λ = 0, are commutators. To do that we are going to
show that if T is not of the form λI + K , then there exist complemented subspaces X and Y of
X which are isomorphic to X , such that X ∩ Y = {0} and T|X : X → Y is an onto isomorphism.
As we will see, this last property of T will be enough to show that T is a commutator on any
space X for which X  (⊕∞i=0 X )p .
Definition 13. The left essential spectrum of T ∈ L(X ) is the set [2, Definition 1.1]
σl.e.(T ) =
{
λ ∈ C: inf
x∈SY
∥∥(λ− T )x∥∥= 0 for all Y ⊂ X s.t. codim(Y ) < ∞},
where SY = {y ∈ Y : ‖y‖ = 1}.
For any T ∈ L(X ), σl.e.(T ) is a closed non-void set [2, Theorem 1.4]. The following lemma
is an analog of Lemma 4.1 from [1] and the proof follows the steps in the proof there.
Lemma 14. Let X = 1 and let T ∈ L(X ), 0 ∈ σl.e.(T ). If T is not compact, then it is similar
to an operator T ′ ∈ L(X ) for which there exists a projection PM such that M ⊂ N, cardM =
card(N −M), and PN−MT ′PM is not a compact operator.
Proof. For simplicity of notation we will denote PM simply by P . By Lemma 3.2 in [1] and
using a similarity we can obtain a subset M of N so that
∑
n∈N−M ‖T P{n}‖ < ∞, where P{n} is
the projection onto the nth coordinate. From this inequality we have that T (I − P) is compact.
If (I −P)T P is not compact we are done, thus we may suppose that (I −P)T P is compact.
The equality
T = T (I − P)+ (I − P)T P + PT P
gives us that PT P is not compact. Using X ≡ P X ⊕1 (I − P)X , let ϕ : P X → (I − P)X be
an isometry and define the operators V and V ′ in the following way
V (x) = ϕ(Px), V ′x = ϕ−1((I − P)x).
It is easy to see that PV =V (I −P)=V ′P = (I −P)V ′ =V 2 = (V ′)2 =0 and VV ′ + V ′V = I .
Define
√
2S = P − (I − P)+ V + V ′.
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2S2 = (P − (I − P)+ V + V ′)(P − (I − P)+ V + V ′)
= P + PV ′ + (I − P)− (I − P)V + VP + VV ′ − V ′(I − P)+ V ′V
= 2I + PV ′ − (I − P)V + VP − V ′(I − P)
= 2I + PV ′ − V + VP − V ′ = 2I,
hence S = S−1. Now consider the operator 2(I −P)S−1T SP . Again a simple calculation shows
that
2(I − P)S−1T SP = (−(I − P)+ (I − P)V )T (P + VP )
= (−(I − P)+ V )T (P + VP )
= −(I − P)T P − (I − P)T V P + V T P + V T VP
= −(I − P)T P − (I − P)T (I − P)V P
+ VPT P + V T (I − P)V P = VPT P +K
where K = −(I −P)T P −(I −P)T (I −P)V P +V T (I −P)V P is a compact operator because
T (I − P) and (I − P)T P are compact operators (the first one by construction, the second by
assumption). Since V|P X is an isometry, we conclude that VPT P is not compact and hence
(I − P)S−1T SP is not compact either. Taking T ′ = S−1T S we finish the proof. 
Proposition 15. Let X = 1 and T ∈ L(X ) be such that there exists a projection P such that
P X  X , (I − P)X  X and the operator (I − P)T P is not compact. Then there exists a
complemented subspace Y ⊂ P X such that Y  X , (I − P)T P|Y is an isomorphism into and
(I − P)T P (Y ) is complemented in X .
Proof. Clearly (I − P)T P is not a strictly singular operator since in L(X ) the ideal of com-
pact operators and strictly singular operators coincide [6]. In particular, this implies that there
exists an infinite dimensional subspace Z ⊂ P X such that (I − P)T P is an isomorphism on Z.
Consider the infinite dimensional subspace (I −P)T PZ. Using [9, Lemma 2] (cf. also [8, Propo-
sition 2.a.2]) we conclude that there exists U ⊂ (I − P)T PZ which is complemented in X and
isomorphic to X . Clearly (I − P)T P is an isomorphism on ((I − P)T P )−1U and since U is
complemented in X , we also have that ((I − P)T P )−1U is complemented in X as well. 
Theorem 16. Let X  (⊕∞i=0 X )p , 1  p < ∞ or p = 0, and let T ∈ L(X ) be an operator
for which there exists a projection P such that P X  X , (I − P)X  X and there exists a
complemented subspace Y ⊆ P X such that Y  X , (I − P)T P|Y is an isomorphism into and
X = (I − P)T P (Y ) is also complemented in X . Then there exists a decomposition D such that
T is similar to a matrix operator (∗ L
∗ ∗
)
on X ⊕ X , where L is the left shift associated with D.
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(I −PX)X . The previous observation shows that the operator PXT (I −PX)|Y is an isomorphism
from Y onto X. Also, X = PXX  X by the assumption of the theorem, and (I − PX)X con-
tains Y—a complemented copy of X and hence (I − PX)X  X (using a result of Pelczynski
[9, Proposition 4]). The observations we made imply that without loss of generality we may
assume PX = I − P . Consider two decompositions D1 = {Xi}, D2 = {Yi} of X such that
X = Y0 = X1 ⊕X2 ⊕ · · · , X0 = Y1 ⊕ Y2 ⊕ · · · and Y1 = Y . Define a map S
Sϕ = LD1ϕ ⊕LD2ϕ, ϕ ∈ X ,
from X to X ⊕ X . Clearly, S is an isomorphism due to fact that LD1RD2 = LD2RD1 = 0 which
follows from our choice of the decompositions D1 and D2. It is also easy to see that the inverse
of S is given by S−1(a, b) = RD1a + RD2b. Just using the definition of S and the formula for
S−1 we have that
ST S−1(a, b) = ST (RD1a +RD2b) = S(T RD1a + T RD2b)
= (LD1T RD1a +LD1T RD2b)⊕ (LD2T RD1a +LD2T RD2b),
hence
ST S−1 =




A = PY0T RD2 = (I − P)T RD2 (10)
and note that A|PY0 X ≡ A|(I−P)X : (I − P)X → (I − P)X is onto and invertible since RD2 is
an isomorphism on PY0 X and RD2(PY0 X ) = Y1 = Y . Here we used the fact that PY0T is an iso-
morphism on Y (PY = Y ). Denote by T0 the inverse of A|PY0 X (note that T0 is an automorphism
on (I − P)X ) and consider
G = I + T0(I − P)− T0A.
We will show that G−1 = A+ P . In fact, from the definitions of A and T0 it is clear that
AT0(I − P) = T0A(I − P) = I − P, PT0 = PA = 0, (I − P)A = A, (11)
and since A maps onto (I − P)X and AT0|(I−P)X = I|(I−P)X we also have
A−AT0A = 0. (12)
Now using (11) and (12) it is easy to see that
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= A+AT0(I − P)−AT0A+ P = I − P + P = I,
G(A+ P) = (I + T0(I − P)− T0A)(A+ P)
= A+ P + T0(I − P)A+ T0(I − P)P − T0AA− T0AP
= A+ P + T0A− T0AA− T0AP
= P + (I − T0A)A+ T0A(I − P)
= P + (I − T0A)(I − P)A+ (I − P)
= I + ((I − P)− T0A(I − P))A
= I + (I − P − (I − P))A = I.
Using a similarity we obtain(
I 0
0 G−1






(∗ LD1T RD2G∗ ∗
)
.
It is clear that we will be done if we show that LD1 = LD1T RD2G. In order to do this, consider
the equation (A + P)G = I ⇔ AG + PG = I . Multiplying both sides of the last equation on
the left by LD1 gives us LD1AG + LD1PG = LD1 . Using LD1P ≡ LD1PX0 = 0 we obtain
LD1AG = LD1 . Finally, substituting A from (10) in the last equation yields
LD1 = LD1AG = LD1PY0T RD2G = LD1(I − PX0)T RD2G = LD1T RD2G
which finishes the proof. 
The following theorem was proved in [1] for X = p , 1 < p < ∞, but inessential modifica-
tions give the result in the general case.
Theorem 17. Let D be a decomposition of X and let L be the left shift associated with it. Then




acting on X ⊕ X is a commutator.
Proof. Let D = {Xi} be the given decomposition. Consider a decomposition D1 = {Yi} such
that Y0 =⊕∞i=1 Xi and X0 =⊕∞i=1 Yi . Now there exists an operator G such that DLDG =
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Using again Corollary 7 we deduce that T1 +T3 −LG+GL is a commutator. Thus by replacing
T by T˜ we can assume that T1 +T3 is a commutator, say T1 +T3 = AB −BA and ‖A‖ < 12 (this
can be done by scaling). Denote by MT left multiplication by the operator T . Then ‖MRDA‖ < 1
where R is the right shift associated with D. The operator T0 = (MI −MRDA)−1MR(T3B −T2)





















In order to verify the computation above, after multiplying and subtracting the corresponding
matrices, we have to check that T3B + (A − L)T0 − T0A = T2. This is easy to see using the
definition of T0 in the form (MI − MRDA)T0 = MR(T3B − T2) and multiplying both sides of
the last equation with L on the left. Then using the fact that LR = I we are done. This finishes
the proof. 
Theorem 18. Let X = 1. An operator T ∈ L(X ) is a commutator if and only if T − λ is not
compact for any λ = 0.
Proof. Note first that if T is a commutator, from the remarks we made in the introduction it
follows that T − λ cannot be compact for any λ = 0. For proving the other direction we have to
consider two cases:
Case I. If T is compact operator (λ = 0), the statement of the theorem follows from Lemma 10.
Case II. If T − λ is not compact for any λ, then we consider σl.e.(T ). Since σl.e.(T ) is a non-
empty set, there exists λ ∈ σl.e.(T ) such that T − λ is not compact and we are in a position to
apply Lemma 14 for the operator T −λ. Note that the conclusion of Lemma 14 for T −λ implies
that the same claim is true for T as well. Now we are in position to apply Theorem 16 (which
we can because of Proposition 15) and obtain that T is similar to an operator of the form ( ∗ L∗ ∗).
Finally, we apply Theorem 17 to complete the proof. 
5. Commutators on p1 ⊕ p2 ⊕ ···⊕ pn and ∞
Lemma 19. Let X and Y be Banach spaces and T = (A B
C D
)
an operator from X⊕Y into X⊕Y .
If A and D are commutators on the corresponding spaces then T is a commutator on X ⊕ Y .
Proof. Let A = [A1,A2] and D = [D1,D2]. Assume without loss of generality that


















or equivalently, we have to solve the equations
B = E1D2 − (A2 + I )E1, (13)
C = E2(A2 + I )−D2E2 (14)
D.T. Dosev / Journal of Functional Analysis 256 (2009) 3490–3509 3507for E1 and E2. Let G : L(X,Y ) → L(X,Y ) be defined by G(S) = −SA2 +D2S. It is clear that
‖G‖ < 1 by our choice of A2 and D2, hence I − G is invertible. Now it is enough to observe
that (14) is equivalent to C = (I − G)(E2) which will give us E2 = (I − G)−1C. Analogously
we define F : L(Y,X) → L(Y,X) by F(S) = −A2S + SD2 and then (13) will be equivalent to
−B = (I − F)(E1). Applying the same argument as above we get that I − F is invertible and
hence E1 = (I − F)−1(−B). 
Theorem 20. Let X = p ⊕ q where 1  q < p < ∞ and T ∈ L(X ). Let Pp and Pq be the
natural projections from X onto p and q respectively. Then T is a commutator if and only if
PpT Pp and Pq T Pq are commutators as operators acting on p and q respectively.
Proof. Throughout the proof we will work with the matrix representation of T as an operator
acting on X . Let T = (A B
C D
)
where A : p → p , D : q → q , B : q → p , C : p → q . The
well-known fact that the operator C is compact [8, Proposition 2.c.3] will play an important role




for i = 1,2. A simple computation shows that
T =
( [A1,A2] +B1C2 −B2C1 A1B2 +B1D2 −A2B1 −B2D1
C1A2 +D1C2 −C2A1 −D2C1 [D1,D2] +C1B2 −C2B1
)
.
From the classification of the commutators on p for 1  p < ∞ and the fact that the Ci ’s are
compact we immediately deduce that the diagonal entries in the last representation of T are
commutators. For the other direction we apply Lemma 19 which concludes the proof. 
The classification given in the theorem can be immediately generalized to a space which is
finite sum of p spaces, namely, we have the following
Corollary 21. Let X = p1 ⊕ p2 ⊕ · · · ⊕ pn where 1  pn < pn−1 < · · · < p1 < ∞ and T ∈
L(X ). Let Ppi be the natural projections from X onto pi for i = 1,2, . . . , n. Then T is a
commutator if and only if for each 1 i  n, Ppi T Ppi is a commutator as an operator acting
on pi .
Proof. We will proceed by induction on n and clearly Theorem 20 gives us the result for n = 2.
If the statement is true for some n, then to show it for n+ 1, denote Y = p2 ⊕ p3 ⊕ · · · ⊕ pn .
Now X = p1 ⊕ Y and using the same argument as in Theorem 20 we can see that if T is a
commutator, then both Pp1 T Pp1 and PYT PY are commutators on p1 and Y respectively. Here
we use the induction step to show that compact perturbation of a commutator on Y is still a
commutator. The other direction is exactly as in Theorem 20. It is worthwhile noticing that for
this direction we do not need any assumption on the spaces in the sum. 
Our last result shows that every strictly singular operator in L(∞) is a commutator. Clearly,
this is an essential step in proving the natural conjecture about the classification of the commu-
tators on ∞, namely, that an operator T ∈ L(∞) is not a commutator if and only if T = λI + S
for some strictly singular operator S and some λ = 0, but because of the structure of ∞ we
cannot apply the method developed in this paper. Note also that the ideal of the strictly singular
operators is the largest ideal in L(∞) (follows from [13, Theorem 1.2] and [10, Corollary 1.4]),
the proof of which we include for completeness. In order to develop (if at all possible) a similar
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analog of the left essential spectrum (Definition 13). Also, a couple of times in this paper we
have used the fact that every infinite dimensional subspace of p (1 p < ∞) contains a further
subspace isomorphic to p and complemented in p , which does not hold for ∞. This additional
obstacle should be overcome as well. First we will prove
Lemma 22. The ideal of strictly singular operators is the largest ideal in L(∞).
Proof. Assume that T is not a strictly singular operator. Our goal will be to prove that any ideal
that contains T must coincide with L(∞). Note first that on ∞ the ideals of the weakly compact
and the strictly singular operators coincide [13, Theorem 1.2]. Then we use the fact that any non-
weakly compact operator is an isomorphism on some subspace Y of ∞ isomorphic to ∞ [10,
Corollary 1.4]. The subspaces Y and T Y will be automatically complemented in ∞ because ∞
is an injective space. This automatically yields that I∞ factors through T and hence any ideal
containing T coincides with L(∞). 
Theorem 23. Let T ∈ L(∞) be a strictly singular operator. Then T is a commutator.
Proof. Since T is a strictly singular operator, T is weakly compact [10, Corollary 1.4]. Thus
it follows that T ∞ is separable (since any weakly compact subset of the dual to any separable
space is metrizable) and let Y = T ∞. The space ∞/Y must be non-reflexive since assuming
otherwise gives us that Y has a subspace isomorphic to ∞ [7, Theorem 4]. Now consider the
quotient map Q : ∞ → ∞/Y . Q is not weakly compact and hence (using again [10, Corol-
lary 1.4 ]) there exists X  ∞,X ⊂ ∞ such that Q|X is an isomorphism. Let P ′ be a projection
onto QX and set P = (Q|X)−1P ′Q. P is a projection in ∞, PY = {0} and by the construction,
P∞ is isomorphic to ∞. Thus it follows that PT = 0 and we obtain that T is similar to an op-
erator T ′ for which there exists an infinite M ⊂ N such that PMT ′ = 0. Using [1, Theorem 2.9]
we conclude that T ′ is a commutator and hence T is a commutator. 
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