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Abstract.
We present a measurement of the absolute frequency of the 5s2 1S0 to 5s5p
3P0 transition in 87Sr, which is a secondary representation of the SI second.
We describe the optical lattice clock apparatus used for the measurement, and
we focus in detail on how its systematic frequency shifts are evaluated with
a total fractional uncertainty of 1× 10−17. Traceability to the International
System of Units is provided via comparison to International Atomic Time (TAI).
Gathering data over 5- and 15-day periods, with the lattice clock operating
on average 74% of the time, we measure the frequency of the transition to
be 429 228 004 229 873.1(5) Hz, which corresponds to a fractional uncertainty
of 1 × 10−15. We describe in detail how this uncertainty arises from the
intermediate steps linking the optical frequency standard, through our local time
scale UTC(NPL), to an ensemble of primary and secondary frequency standards
which steer TAI. The calculated absolute frequency of the transition is in good
agreement with recent measurements carried out in other laboratories around the
world.
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1. Introduction
The precision of optical atomic clocks based on trapped
ions [1, 2] and neutral atoms [3–5] is making rapid
progress, with estimated systematic uncertainties now
routinely lower than those of the most accurate Cs
fountains [6–8]. As well as potentially supporting
time scales [9–12] and a future redefinition of the
SI second [13, 14], optical clocks are also promising
tools for geodesy [15, 16] and for carrying out tests of
fundamental physics including violations of relativity
[17–19], signatures of dark matter [20, 21], or time
variation of fundamental constants [22,23].
One of the most successful approaches to atomic
clock-making has been to use an optical lattice clock
(OLC) configuration, in which a highly forbidden 1S0
to 3P0 transition is probed in an ensemble of laser-
cooled neutral atoms trapped in a magic-wavelength
optical lattice [24]. OLCs are being pursued based
on a wide range of alkaline earth-like atomic species,
including Yb [25–28], Hg [29,30], Cd [31], and Mg [32].
In this report we present results from an OLC based on
87Sr, contributing a new data point to a rich history of
absolute [33–47] and relative [4,15,29,48,49] frequency
measurements with the same atom.
This report is organized as follows. In section 2 we
outline the optical lattice clock apparatus. In section 3
we describe how the systematic frequency shifts and
their uncertainties are evaluated. Finally, in section 4
we describe the absolute frequency measurement of the
optical lattice clock against International Atomic Time
(TAI).
2. Experimental apparatus
A detailed overview of NPL’s 87Sr optical lattice clock
hardware has been given in previous work [50, 51].
Only some key parts of the experimental apparatus
are recapitulated here.
The Sr atomic source consists of an oven heated to
approximately 800 K, followed by a 30 cm transverse-
field permanent-magnet Zeeman slower, details of
which have previously been presented in [52]. The
atomic beam then enters the science chamber, a steel
spherical octagon with radius 112 mm, in which the
atoms are captured and then cooled in a two-stage
magneto-optical trap (MOT). The first ‘blue’ MOT
operates for between 100 ms and 300 ms on the 5s2 1S0
to 5s5p 1P1 transition at 461 nm. The large scatter
rate of 2pi × 30 MHz on this blue transition enables
the efficient capture of atoms from the slowed atomic
beam, but limits the MOT temperature to around
2 mK. In order to prevent atoms from being shelved
from the blue MOT into the 5s5p 3P0,2 states, repump
lasers are applied at 497 nm and 679 nm, enhancing
the blue MOT lifetime from around 18 ms to 2 s.
For efficient repumping of 87Sr, transitions out of all
five hyperfine 3P2 states are addressed by tuning the
497 nm laser to the F = 11/2 to F ′ = 11/2 transition
and modulating at 710 MHz to a depth of around
1.7 rad using a waveguide electro-optic modulator
(EOM). Further explanation of the repumping scheme
used here, including a term diagram for 87Sr, can be
found in Ref. [53].
After the blue MOT, a ‘red’ MOT is operated for
a total of 230 ms on the 5s2 1S0 to 5s5p
3P1 transition
at 689 nm. The low scatter rate of 2pi× 7.5 kHz on the
red transition facilitates cooling to the low µK range
in a two-stage sequence [54, 55]. An initial broadband
red MOT stage lasting 80 ms, where the cooling laser
is frequency modulated to cover a 2 MHz spectrum,
captures hot atoms from the blue MOT. Next, a
single-frequency red MOT lasting 160 ms further cools
the atoms to 2µK and compresses the cloud to a
diameter of around 200 µm, at which point the atoms
automatically load into the co-located optical lattice
trap. Throughout the red MOT, two separate laser
frequencies are applied so that the F = 9/2 to F ′ = 9/2
and the F = 9/2 to F ′ = 11/2 transitions are both
driven simultaneously—this ‘stirring’ technique [56]
significantly improves the red MOT lifetime, enabling
much more efficient loading of atoms into the lattice.
The 813 nm optical lattice beam is oriented
vertically and focused to a waist of 65 µm at the atoms
before being collimated and retro-reflected to form a
1D standing wave. We use a Ti:Sapphire laser as
the 813 nm source, which is frequency stabilized to a
transfer cavity whose length is itself stabilized to the
698 nm clock laser to ensure long-term stability. Before
the beam is delivered to the atoms, it propagates
through a volume holographic grating optical bandpass
filter with 12 GHz full width half maximum, which
strongly suppresses any spectral impurities arising
from laser-amplified spontaneous emission or any
other sources. The system can supply up to 1 W
at the atoms, generating lattice trap depths up to
U0 = 200Er, where Er = h × 3.4 kHz is the lattice
photon recoil energy.
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Before commencing clock spectroscopy, three
further stages of state preparation are implemented
on the lattice-trapped atoms. First, the atoms are
optically pumped into either the 5s2 1S0 MF = 9/2
or the 5s2 1S0 MF = −9/2 state using a pulse of
σ+ or σ− polarized light at 689 nm addressing the
5s2 1S0 F = 9/2 to 5s5p
3P1 F
′ = 9/2 transition. The
optical pumping typically achieves a spin-polarization
efficiency of 75 %. Second, a ‘spilling’ stage is used
to select a colder atomic sample at around 2µK: the
lattice depth is linearly ramped down to 26Er in 20 ms,
held for 20 ms to let the hot atoms escape, and then
ramped back up to the operating depth of 52Er for
clock spectroscopy. Third, a 22 ms Rabi pi pulse is
implemented at 698 nm in a quantization field of 72µT,
resonant with the 5s2 1S0 MF = ±9/2 to 5s5p 3P0
M ′F = ±9/2 transition and therefore not resonant with
transitions from other Zeeman sublevels. The atoms
remaining in the ground state are then pushed out
of the lattice using a pulse of 461 nm light, leaving
a sample of cold atoms of high purity in the excited
M ′F = 9/2 or M
′
F = −9/2 state.
To realize the frequency standard, the clock
transition is interrogated with a 200 ms Rabi pi pulse
using a 698 nm clock laser, and the resulting excitation
fraction is used to steer the laser toward the atomic
resonance. The clock laser consists of a home-built
extended-cavity diode laser (ECDL) which is pre-
stabilized with 1.5 MHz bandwidth to a replica of the
‘football’ cavity in Ref [57]. This 698 nm laser is
then phase-locked through an acousto-optic modulator
to another, more stable laser operating either at
934 nm or 1064 nm. In either case the flicker-noise
fractional frequency instability transferred to 698 nm
is around 5× 10−16. The laser phases are compared
over a self-referenced optical frequency comb in a
similar arrangement as in Ref [58], exploiting a transfer
oscillator scheme [59] to cancel noise in the comb
repetition rate.
3. Systematic frequency shifts
There are several systematic frequency shifts influenc-
ing optical lattice clocks, all of which must be charac-
terized and corrected for in order to realize an accurate
frequency standard. Here we describe how these shifts
are characterized in our lattice clock system, reaching
a total systematic uncertainty of 1.0× 10−17. The in-
dividual contributions to the uncertainty budget are
outlined in table 1.
†The BBR correction and uncertainty change with time—see
text
‡The servo error is below 2× 10−18 for datasets longer than
1 hour—see text
Table 1. Uncertainty budget for the NPL Sr lattice clock.
Reported uncertainties correspond to 68% confidence intervals.
All values are in units of 1× 10−18.
Systematic effect Correction Uncertainty
BBR chamber† 4875.1 7.0
BBR oven 0.5 0.5
Quadratic Zeeman 287.0 3.0
Lattice 0.5 4.4
Collisions 0.9 3.8
Background gas 2.0 2.0
DC Stark 0.016 0.016
Probe Stark 1.0 0.4
Servo Error‡ 0 2
Total Correction 5167 10
3.1. Blackbody radiation shift
The largest systematic shift in the Sr optical lattice
clock is from the blackbody radiation (BBR) emitted
by the room-temperature vacuum chamber. Following
Ref [60], the BBR-induced fractional frequency shift
can be split into static and dynamic components:
yBBR = βst
(
T
T0
)4 [
1 + η1
(
T
T0
)2
+ η2
(
T
T0
)4
+ η3
(
T
T0
)6 ]
(1)
where we have chosen an arbitrary reference temper-
ature T0 = 300 K. Higher-order dynamic corrections
are below 1× 10−18, while magnetic dipole and elec-
tric quadrupole interactions with the BBR field con-
tribute only at the 6× 10−20 level and can therefore
be neglected [61].
The static coefficient in Equation 1 can be
calculated from the DC polarizability measurement
in Ref [62] as βst = −4962.93(14) × 10−18. The
dynamic corrections can be calculated from various line
strength data, with the largest contribution being from
the 2.6 µm 5s5p 3P0 to 5s4d 3D1 transition measured
in Ref [63], giving βstη1 = −300.7(14) × 10−18,
βstη2 = −37.6(2) × 10−18 and βstη3 = −7.97(3) ×
10−18. (Note that the uncertainties in these dynamic
coefficients are strongly correlated, so we calculate
a total uncertainty by summing linearly rather than
in quadrature). At our operating temperature of
294 K, the total systematic uncertainty introduced due
to imperfect knowledge of the BBR coefficients is
1.4× 10−18.
However, the main limitation in our lattice clock
system is not from theory, but rather from the
experimental uncertainty in the BBR temperature
T/T0. To measure this temperature, eleven Pt100
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sensors are affixed to the outside of the vacuum
chamber in a range of positions. Each sensor is
calibrated with an uncertainty of 10 mK in accordance
with the principles outlined in reference [64]. We
choose to locate seven of the sensors directly on the
viewports and only four on the steel chamber because
the emissivity of fused silica is much greater than
that of polished steel. The dominant source of BBR
uncertainty is not from the sensor calibration, but
instead from temperature differences between different
parts of the chamber.
To account for the range of temperature readings
we follow the same approach as in Ref [40],
which models the representative BBR temperature
as a rectangular probability distribution between the
highest sensor reading Tmax and the lowest Tmin.
This is in accordance with BIPMs GUM: Guide to
the Expression of Uncertainty in Measurement which
recommends adopting such a distribution when only
the bounds on a quantity are known [65]. This yields
an estimated temperature of (Tmax + Tmin)/2 with an
uncertainty of (Tmax − Tmin)/
√
12.
In a typical experimental run the temperature
of the chamber slowly drifts over time, mostly due
to fluctuations in the temperature of the water used
to cool the MOT coils mounted to the side of the
chamber. Therefore, to minimize the uncertainty, we
continuously monitor and log the temperature sensor
readings on a one-second grid and calculate time-
dependent corrections as shown in figure 1. The peak-
to-peak temperature gradient across the chamber is
usually around 350 mK, yielding a BBR uncertainty
of around 7× 10−18.
As a consistency check we also developed an
alternative model for the total BBR field using a solid-
angle- and emissivity-weighted sum of contributions
from the various components of the science chamber,
similar to the approach presented in Ref [66]. In a
typical experimental run the two models agree with
each other to within much less than their uncertainties.
However, we conservatively base our final estimate on
the rectangular distribution model since it returns a
larger uncertainty and doesn’t rely on assumptions
regarding material properties and geometries unlike the
emissivity-weighted, solid-angle approach.
Finally we must consider the contribution to the
BBR environment from the Sr oven source, which
is heated to around 800 K and has a direct line of
sight to the atoms. We model this effect using a
similar approach as for the leakage into the cryogenic
BBR enclosure in Ref [67], but in our system we
find a negligible oven contribution on the order of
2× 10−19—the BBR leakage into the main chamber
is strongly suppressed by the presence of two 1 mm-
diameter apertures along the atomic beam, both placed
Figure 1. The lower plot shows the fractional frequency BBR
correction over the first 10 days of the campaign along with the
corresponding estimate of the equivalent operating temperature.
The blue shaded region represents the 1-sigma uncertainty which
is also plotted in the upper plot for clarity. This uncertainty is
primarily set by the maximum gradient across the chamber.
before the Zeeman slower at a distance of around 0.5 m
from the atoms with a separation of 0.1 m.
3.2. Zeeman shift
The clock transition is interrogated in a bias field of
72 µT in order to ensure that the different Zeeman
transitions are well resolved from each other. With
the bias field applied, the MF = 9/2 to M
′
F = 9/2
transition has a linear sensitivity to fluctuations in
the magnetic field strength of 1.139(5) × 10−14 µT−1
in fractional frequency units [68,69].
In order to provide immunity from the linear
Zeeman shift, two clock servos are combined with spin-
polarized samples of atoms in the MF = +9/2 and
MF = −9/2 stretched states respectively [70]. The
clock servo software then logs the average frequency
νavg =
(
ν+9/2 + ν−9/2
)
/2, for which the linear Zeeman
shift cancels out. In theory, this cancellation could
be compromised by drift in the bias magnetic field
between consecutive servo cycles; however, we observe
a sufficiently small magnetic field drift of 20 nT over
105 s to imply a negligible effect from drifts in the linear
Zeeman shift.
By contrast, the quadratic Zeeman shift is not
cancelled by averaging the two stretched transitions.
To characterize the quadratic shift, the frequency
splitting ν+9/2 − ν−9/2 is continuously logged and
the shift coefficient of −5.75(4) × 10−16 kHz−2 [63] is
applied. For the splitting of 706 Hz used during the
measurement in this report, we calculate a systematic
shift of −2.87(3)× 10−16.
A strontium optical lattice clock with 1× 10−17 uncertainty and measurement of its absolute frequency 5
3.3. Lattice Stark shift
The optical lattice trap is operated close to the magic
wavelength where the shifts of the excited and ground
states should be the same [24]. Nonetheless, there are
several systematic shifts caused by the lattice trapping
field, for example: residual electric dipole (E1) shifts
due to deviations from the magic wavelength; magnetic
dipole (M1) and electric quadrupole (E2) interactions;
and fourth-order perturbations from the electric dipole
interaction (also known as hyperpolarizability). Since
the different interaction terms have different spatial
profiles in the 1D lattice, a complete treatment must
take into account details of the atomic motion within
the lattice potential [71].
In this report we apply a simplified model of
the lattice shift, neglecting some of the higher-order
motional corrections which only contribute below the
2× 10−18 level in our operating conditions. In the
simplified model, the total fractional frequency shift
can be written:
yL = ∆α
′
E1
(
Ueff
Er
)
+ β′
(
Ueff
Er
)2
+ ∆α′E2M1
(
nz +
1
2
)(
U0
Er
) 1
2
(2)
where nz is the axial motional state, and we define
an effective trap depth Ueff = U0 − kTr to take
into account that the finite radial temperature Tr
reduces the mean lattice intensity seen by the atoms—
in a classical approximation, using the equipartition
theorem, the atoms possess a potential energy of kTr/2
along each of the two radial degrees of freedom. The
axial temperature Tz ≈ 1.5 µK is not included when
calculating the effective trap depth since along the
lattice axis the atoms are in the non-classical regime
〈nz〉 ≈ 0.25 1.
To evaluate Equation 2, we apply the E2M1 co-
efficient ∆α′E2M1 = 0.0(72) × 10−19 and hyperpolariz-
ability coefficient β′ = 1.07(42) × 10−21, as measured
in Ref. [72]. The residual E1 coefficient ∆α′E1, which
depends strongly on local operating conditions such as
the lattice wavelength, is extracted by fitting to fre-
quency shift data between interleaved servos at differ-
ent lattice depths ranging between 52Er and 156Er.
The frequency instability of one of these interleaved
datasets is shown in figure 2. The fitting script is run
multiple times in a Monte Carlo simulation using ran-
domly generated E2M1 and hyperpolarizability coeffi-
cients, so the uncertainties in these higher-order shifts
are propagated appropriately. Motional sideband scans
are implemented at each operating depth in order to
evaluate U0, Tz and Tr [73], and the lattice wavelength
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Figure 2. Overlapping Allan deviation of the frequency
difference between two interleaved atomic servos operating at
different lattice depths over a continuous 14 h period. By
measuring the offsets between the servos we can estimate the
lattice induced Stark shift under normal operating conditions.
For our system the interleaved instability, shown in red, is
1.6 × 10−15/√τ . Inset shows the line shape for a 300 ms Rabi
pulse which has a Fourier limited linewidth of 2.7 Hz.
and lattice polarization (parallel with the magnetic
field) are both kept constant throughout all measure-
ments. Combining several days of interleaved lattice
shift data, we reach a total shift of −0.5(44) × 10−18
at the operating depth of 52Er.
As noted in Ref [63], the lattice shift measurement
can be distorted by parasitic collisional effects: a
deeper lattice will compress the atoms into a smaller
volume, causing a differential collisional shift that
could be mistaken as a lattice shift. Furthermore,
loading atoms into a deeper trap or ramping the
trap depth after loading can change the atomic
temperature—in turn changing the collisional shift
[71]. To estimate how this affects the measured
lattice shift, we run the Monte Carlo simulation using
two different models for the scaling of atom density
ρ(U) with trap depth: ρ ∝ U3/20 , which assumes
Tz and Tr are constant with trap depth, and ρ ∝
U
3/4
0 , which assumes the mean thermal occupancy
number is constant. The latter closely resembles our
experimental conditions, since we load atoms into
the lattice at a fixed trap depth before adiabatically
ramping to the final set point used during spectroscopy.
Based on data from our independent collisional shift
evaluation in section 3.4, and by operating with a
reduced atom number at higher lattice set points,
we estimate that the uncertain relationship between
the collisional shift and the trap depth introduces an
uncertainty in the estimated lattice shift of 1× 10−18.
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3.4. Other systematic shifts
Collisions: The cooling sequence described in section
2 prepares high purity samples of atoms in an identical
internal state, implying that s-wave collisions should be
strongly suppressed by the Fermi exclusion principle.
Nonetheless we search for any small residual s-wave
or p-wave collisional shifts by measuring the frequency
difference between interleaved servos containing atom
numbers N0 and 4.2N0 respectively. The observed
frequency difference of −3(12) × 10−18 between these
servos implies a systematic shift at our operating atom
number N0 of −0.9(38)× 10−18.
Background gas collisions: In our science chamber
the vacuum-limited lifetime both for magnetically-
trapped 5s5p 3P2 atoms and for lattice-trapped 5s
2 1S0
atoms is observed to be 8 s. Applying the model
in Ref. [74], and assuming a background dominated
by hydrogen (or by other gases with similar C6
coefficients [75]), the associated collisional frequency
shift is estimated as −2 × 10−18. Since this model of
the background gas shift is yet to be experimentally
verified, the uncertainty in the shift is also taken to be
2× 10−18.
DC Stark shift: We evaluate the background
electric field using spectroscopy on a Rydberg
transition to 5s75d 1D2, as previously described in
[76]. The large steel chamber with comparatively small
viewports proves to be quite an effective shield against
background electric fields, yielding a systematic shift
of −1.6(16)× 10−20.
Probe Stark shift: We estimate the probe beam
intensity required to drive the 200 ms Rabi pi pulse on
the clock transition using the experimentally measured
natural lifetime of the 5s5p 3P0 state of 330(140) s [77].
We also include the Clebsch-Gordan coefficient 0.9045
and the Lamb-Dicke parameter 1 − η2z = 0.90, both
of which slightly increase the required intensity. This
estimated intensity, when multiplied by the theoretical
differential polarisability at 698 nm between the two
clock states [78], results in an estimated probe-induced
Stark shift of −1.0(4)× 10−18.
Doppler shifts: To a good approximation, the
position of each atom is defined by the position of the
lattice site in which it is trapped. Since the lattice
wavelength is well controlled, the motion of the lattice
sites is mostly set by the motion of the lattice retro-
reflecting mirror. To avoid first-order Doppler shifts,
it is therefore important to make sure that the clock
probe beam phase is as stable as possible relative to
the lattice retro-reflector. In our system, we actively
phase-stabilize the delivered clock probe light [79] at
a reference sampler placed close to the lattice retro-
reflector, leaving only a short uncompensated path
of 20 cm in free space. The beat signal used in
this phase stabilization loop is logged on a frequency
counter throughout any measurement so that any cycle
slips can be detected and the corresponding data
points discarded (though normally no such glitches
are detected). The second-order Doppler shift from
thermal motion at the atomic temperature of 2 µK is
below 10−20 and is therefore also omitted from table 1.
AOM phase chirp: In order to suppress the
heating-induced phase chirp from the final ‘switching’
acousto-optic modulator (AOM), the reference sampler
for phase stabilization is placed after the AOM, retro-
reflecting the 0th-order beam. The idea behind this
arrangement is that the 0th-order beam traverses a
very similar path through the AOM as the 1st-order
beam which probes the atoms. The effectiveness of this
compensation technique has been verified by turning
off the phase stabilization servo and measuring the
phase chirp during the probe pulse at high RF drive
power against a separately delivered phase-stabilized
beam. With the servo re-engaged, we observe that
the phase stabilization loop suppresses the AOM phase
chirp by at least a factor of 5 (with this factor
limited by statistics in the measurement). Combined
with the reduced RF drive power used during clock
operation, which results in an experimentally verified
proportionate reduction in the phase chirp, we estimate
a systematic shift from AOM phase chirp of less than
3× 10−22.
Line pulling: The nearest pi-polarized transition
is MF = 7/2 to M
′
F = 7/2, which is split from the
main clock transition by 67 Hz. When scanning the
clock laser over the expected MF = 7/2 transition we
observe no excitation at the 3% level, while on the
main clock transition a contrast of 95% is observed
with a Fourier-limited line-width of 4 Hz. Combining
these observations we calculate a maximum line-pulling
effect of 5× 10−20. If the probe beam were not
perfectly pi-polarized, then it would also be possible
to observe line-pulling effects from the MF = 9/2
to MF = 7/2 transition. However, since we observe
no excitation of this transition at the 3% level when
scanning over it, and since it should be detuned
by 210 Hz from the main clock transition [69], the
expected line pulling effect is well below 10−20.
Servo Error: The clock servo acts to ensure
that the local oscillator is steered exactly to atomic
resonance, but lock offsets can remain due to finite
servo gain which allow the local oscillator to sag
above or below the clock transition frequency. To
characterize the error due to finite servo gain, the
atomic excitation is recorded and post-processed to
recalculate the error signal and therefore the mean
frequency offset. We observe that on average the servo
error scales as the inverse of the measurement time,
and for datasets longer than 1 h the servo offset is
consistently below 2× 10−18.
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4. Absolute frequency measurement
Determination of the absolute frequency of the
strontium optical lattice clock requires measurement
against a realization of the SI second. This
can be achieved either via direct comparison to a
local caesium primary standard, or indirectly by
measuring the frequency versus International Atomic
Time (TAI), which also provides traceability to the
SI second. Historically, the majority of absolute
frequency measurements have followed the direct
approach, but more recently several groups reported
values which were derived via comparison to TAI
[27,80–82], in some cases attaining uncertainties below
5× 10−16 [44, 83] or even surpassing the best direct
measurements using local primary frequency standards
[84]. For the measurement in this report we adopted
the latter approach, accessing the SI second through
comparison against TAI.
The absolute frequency measurement is performed
in several stages. First, the optical frequency must be
compared to the scale interval of our local time scale
UTC(NPL). Secondly, the local time scale is compared
against TAI. This latter comparison is complicated
by the fact that TAI is a virtual time scale that is
computed on a monthly basis by the International
Bureau of Weights and Measures (BIPM), as an
intermediate step in the computation of Coordinated
Universal Time (UTC). The time offset of UTC(NPL)
from UTC is published at 5-day intervals in section 1 of
BIPM’s monthly Circular T bulletin. This means that
it is only possible to calculate the frequency offset of the
local time scale from TAI averaged over 5-day intervals.
(Note that the scale interval of UTC is identical to
that of TAI, since the two differ only by an integer
number of leap seconds.) Finally, a correction must
be applied to account for the deviation d of the scale
interval of TAI from the SI second, published only as
a monthly average in section 3 of Circular T. If the
period of an optical frequency measurement does not
coincide with these monthly reporting periods, it is
also possible to request a custom computation of d
for specific periods corresponding to one or more 5-
day Circular T reporting intervals [85]. The procedure
linking the local optical frequency reference to the SI
second can be summarized by the following expression:
fSr
fSI
=
fSr
fUTC(NPL)
× fUTC(NPL)
fTAI
× fTAI
fSI
(3)
where f(SI) = 1 Hz by definition. In practice,
the combination of optical clock downtime and the
frequency instability of the local time scale complicates
the measurement. This downtime can give rise to
measurement error as the mean frequency of the local
time scale during the time period when the optical
clock was operational (TUP) may differ from its average
over the total measurement period (TALL). To account
for this effect, we modify equation 3 as follows:
fSr
fSI
=
fSr
fUTC(NPL);TUP
× fUTC(NPL);TUP
fUTC(NPL);TALL
×
fUTC(NPL);TALL
fTAI;TALL
× fTAI;TALL
fSI
.
(4)
Using equation 4, we determine the absolute frequency
of the 5s2 1S0 to 5s5p
3P0 transition in
87Sr over
two separate periods during the month of June 2017
(MJD 57904-57918 and MJD 57929-57933) as shown
in figure 3. Below we describe how a value for each
ratio in the above expression is determined for these
two measurement intervals.
4.1. Local frequency ratio: fSr/fUTC(NPL);TUP
The local frequency ratio fSr/fUTC(NPL);TUP is deter-
mined by using a femtosecond optical frequency comb
referenced to a 10 MHz signal produced by a hydrogen
maser. The same maser is used to generate a one pulse-
per-second signal from its 10 MHz output which serves
as the basis of UTC(NPL), hereby providing a direct
link between the optical frequency and the local time
scale. The frequency comb has been verified to intro-
duce negligible uncertainty in such optical-microwave
frequency comparisons. The RF beat signals are pi-
counted, with a one second gate time, using K+K FXE
frequency counters.
The main source of uncertainty in this measure-
ment comes from the distribution of the 10 MHz maser
signal to the frequency comb laboratory, and the sub-
sequent synthesis in that laboratory of an 8 GHz sig-
nal against which the repetition rate of the frequency
comb is measured. Potential time-varying phase shifts
are monitored by dividing the 8 GHz signal by 800
and comparing the resulting 10 MHz signal with the
original signal from the hydrogen maser using a phase
comparator. Based on this round-trip data, we esti-
mate the RF distribution and synthesis to contribute
an uncertainty of 1× 10−16 to the frequency ratio mea-
surement.
We also account for uncertainty introduced by the
frequency instability of the optical frequency standard.
Extrapolating the estimated white frequency noise as
2× 10−15 τ−1/2, a conservative upper bound based on
measurements against another OLC over an optical
fibre network [17], for the total measurement uptime,
we estimate the statistical uncertainty arising from
frequency instability of the OLC to be 2× 10−18 and
3.5× 10−18 for the two measurement periods.
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Figure 3. Figure (a) shows the ratio between the frequency of the optical clock transition in Sr and the frequency of the hydrogen
maser as measured over the two campaign periods. The red curve represents a moving average over a 100 second window. Figure (b)
shows the fractional frequency instability of the ratio between the OLC and the hydrogen maser averaged over the entire campaign
as measured by the overlapping Allan deviation. The red Allan deviation points are based only on continuous datasets while green
points are based on quasi-continuous datasets which can have downtime periods of less than 2500 seconds (see text for more details).
From this instability data, we generate the stochastic noise model (blue curve) used in the Monte Carlo modelling of the uncertainty
arising from downtime in the measurement. (c) Distribution of all continuous periods of uptime and downtime exceeding 10 minutes
in length. The majority of downtime results from the unlocking of one of the lasers needed for cooling and trapping the Sr atoms.
For most of these lasers, we have automatic recovery systems that can reacquire lock quickly without human intervention. As a
result of this automation, the median downtime period over the entire campaign is 20 seconds.
4.2. Downtime correction:
fUTC(NPL);TUP/fUTC(NPL);TALL
To estimate the correction and uncertainty associated
with the ratio of fUTC(NPL);TUP to fUTC(NPL);TALL
arising from measurement downtime, we follow a
similar approach to [83, 86, 87]. The frequency
instability of the maser can be split into deterministic
(e.g. linear drift) and stochastic (e.g. white and pink
frequency noise) parts. Given the predictable nature
of the deterministic part, the resulting offset can be
directly computed. For example, for the linear drift
exhibited by the hydrogen maser, the frequency offset
is the drift rate multiplied by the difference in time
between the centre of the measurement window and
the average time of the periods in which the clock was
operational. Following this procedure, we estimate the
deterministic downtime correction based on the drift
rate of the hydrogen maser as inferred by the ratio
between the OLC and the hydrogen maser during each
measurement period.
To estimate the uncertainty associated with
stochastic fluctuations of the maser, we adopt a
Monte-Carlo approach based on simulating month-
long hydrogen maser time series using a model of
its frequency noise. For each time series, the offset
between the mean frequency during the uptime period
TUP and the entire time series TALL is calculated. The
standard deviation of these simulated offsets provides
an uncertainty estimate for possible frequency errors
arising from the stochastic noise and downtime.
The noise model for the hydrogen maser is based
on comparisons against the OLC and is shown in figure
3b. It is important to have several extended periods
of measurement to properly capture the behaviour of
the maser over long periods of measurement downtime.
For this campaign, the OLC was operational for 74%
of the time with several continuous stretches exceeding
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Figure 4. Left: Summary of all absolute frequency
measurements of the 5s2 1S0 to 5s5p 3P0 clock transition in
87Sr since the CIPM first recommended its value in 2006.
Measurements were recorded at JILA ( ) [33, 34], University
of Tokyo ( ) [35], SYRTE ( ) [36–38], PTB ( ) [16, 39, 40, 49],
NICT [41–44] ( ), NMIJ [45,46] ( ), NIM [47] ( ), and NPL ( ).
Also shown is the updated value for the transition frequency as
recommended by the CIPM in 2017 (blue-shaded region) [14].
Right: Contribution from the systematic uncertainty of the
strontium clocks – neglecting gravitational redshift – to the total
uncertainty of each absolute frequency measurement.
24 hours. To reveal the flicker floor of the maser at long
time scales we relaxed our uptime criteria to overlook
downtime periods of up to 2500 seconds, which yielded
several quasi-continuous periods extending over several
days. We found that a noise model comprised of white
phase noise averaging down as 4×10−13 τ−1, combined
with white frequency noise averaging down as 12 ×
10−14 τ−1/2 and flicker noise at the 8 × 10−16 level,
closely approximated the measured maser instability
for all observed time scales. Using this model, we
simulated one hundred time series extending over
both measurement periods using Allantools—an open
source software package developed for python [88].
Following this procedure, we estimate the uncertainty
contributed by the combination of stochastic maser
noise and measurement downtime to be 1.4× 10−16
and 2.5× 10−16 for the two measurement periods.
4.3. Local time scale to TAI: fUTC(NPL);Tall/fTAI;Tall
The time offset between UTC(NPL) and UTC is
computed by the BIPM at 5-day intervals and
published in the monthly Circular T bulletin. As
our measurement period aligns with these 5-day
intervals, the accumulated time offset can be used
to compute the mean frequency difference between
our local time scale and TAI over the measurement
period. The fractional uncertainty associated with this
offset is calculated based on the type-A link timing
uncertainty as specified in Circular T, which for this
campaign month was 1 ns. To account for correlations
between measurements, we do not directly divide the
uncertainty by the total measurement duration T, but
instead extrapolate the error as [89]:
u
[
f(UTC(NPL))
f(TAI)
− 1
]
=
√
2× 1 ns
86400 s× 5
(
5
T
)0.9
. (5)
4.4. TAI to the SI second: fTAI;Tall/fSI
To complete the evaluation of the secondary frequency
standard against the SI second, the average deviation
d over the measurement period of the scale interval
of TAI from the SI second was calculated. The
computation of the d values for the two measurement
periods was carried out by the BIPM using the same
algorithm and data that produces the d values reported
in Circular T for each one-month interval of TAI. For
the first and second measurement intervals the d values
were 2.0(37)×10−16 and −0.9(71)×10−16, respectively.
We also account for general-relativistic effects
by transforming from the proper time of the clock
to TAI. The relativistic rate shift is computed with
respect to the conventionally adopted equipotential
W0 = 62 636 856.0 m
2 s−2 of the Earths gravity
potential. As previously reported in [90], this
correction was determined to be −12.14(4) × 10−16
following the procedure outlined in [91] as part of the
EMRP project international timescales with optical
clocks (ITOC) [92]. The final absolute frequency
measurements for both intervals are summarized
in table 2 which also outlines the correction and
associated uncertainty contributed by each frequency
ratio in equation 4. Combining the results of the two
measurements, we estimate the absolute frequency of
the OLC to be 429 228 004 229 873.1(5) Hz. This is
in good agreement with the 2017 CIPM recommended
frequency value of 429 228 004 229 873.0 Hz, which has
a fractional uncertainty of 4× 10−16 [14], as well
as with measurements at other institutes, as shown
in figure 4. Figure 4 also shows the systematic
uncertainties of the OLCs at the time that their
absolute frequencies were reported. Note that the
JILA [3] and Tokyo [48] groups have since improved
their clocks and both now have predicted uncertainties
at the low 10−18 range.
5. Conclusion
We have realised a strontium optical lattice clock
with an estimated systematic uncertainty of 1× 10−17,
and determined its absolute frequency by comparison
against TAI to be 429 228 004 229 873.1(5) Hz. Future
work will focus on direct comparison against other
optical clocks with a precision at or below the
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Table 2. Summary of each of the ratios r specified in equation 4 which are combined to compute the absolute frequency of
the transition. For each ratio, the fractional deviation from its nominal value r0 and corresponding uncertainty (68% confidence
interval) is reported. Fractional values are in units of 1 × 10−18. The value R = 429 228 004 229 873.0 is based on the 2017 CIPM
recommended frequency value for the 5s2 1S0 to 5s5p 3P0 clock transition in 87Sr.
Ratio Contribution r0 Period 1 Period 1 Period 2 Period 2
r/r0 − 1 u[r/r0 − 1] r/r0 − 1 u[r/r0 − 1]
fSr/fUTC(NPL);TUP Ratio at comb R -3917 100 -4437 100
Sr statistical – 2 – 3.5
Sr systematics 5146 10 5185 10
Gravity -1214 4 -1214 4
fUTC(NPL);TUP/fUTC(NPL);TALL Deterministic 1 216 50 119 30
Stochastic – 140 – 250
fUTC(NPL);TALL/fTAI;TALL Local time scale to TAI 1 154 1200 463 3200
fTAI;TALL/fSI TAI to SI second 1 -200 370 90 710
fSr/fSI Total R 185 1300 206 3300
1× 10−17 level. As part of an optical fibre network
linking us to other optical clocks around Europe, we
will take part in long-distance comparisons to verify
clock accuracy and test relativistic physics [15,17]. To
prepare for such measurements, several improvements
to the clock performance are underway: an improved
48.5 cm ULE cavity, similar to the design in [93],
is expected to significantly improve our frequency
instability, while the uncertainty in BBR and lattice
shifts will be reduced by introducing an air gap between
the MOT coils and the chamber, and by applying a
more complete model of the lattice potential [71, 94].
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