introduction
============

In the previous paper we reported effects of extracellular cations on the peak open probability (*P* ~open~)^1^ of cardiac Na^+^ currents ([@B50]). Low concentrations of permeant cations were associated with a reduction of *P* ~open~ at depolarized voltages with little effect on the kinetics of activation. The process of fast inactivation is also relatively insensitive to extracellular Na^+^ concentration ([@B2]; [@B34]; [@B12]; [@B32]; [@B8]; [@B48]). Fast inactivation is believed to involve a cytoplasmically-located gate ([@B40]; [@B47]; [@B30]; [@B38]; [@B55]). Another type of inactivation with much slower kinetics (seconds versus milliseconds) co-exists with fast inactivation in all Na^+^ channels ([@B1]; [@B45]; [@B46]; [@B41]). Slow inactivation differs from fast inactivation in that it is relatively insensitive to cytoplasmic manipulations that have profound effects on fast inactivation. For example, fast inactivation is readily abolished by intracellular enzymatic treatment ([@B40]; [@B39]) and by mutations in the cytoplasmic loop linking the third and fourth domains of the Na^+^ channel protein ([@B47]; [@B38]; [@B55]). These treatments do not disrupt slow inactivation ([@B42]; [@B39]; [@B51]; [@B14]). The molecular nature of slow inactivation and the location of its gate are unknown.

We show here that both permeant and impermeant alkali metal cations in the extracellular solution affect the kinetics and steady-state levels of slow inactivation when compared with four different organic cations. These effects of alkali metal cations can be explained by their influence on two rate constants, one for entry into and one for recovery from a slow-inactivated state.

methods
=======

The techniques used in this paper generally follow those described in the preceding paper ([@B50]) with the following modifications.

Solutions
---------

For whole cell recordings the solutions bathing the cells were exchanged with a large bore macropipet. For single channel recordings the bath Na^+^ concentration was changed by perfusing the entire recording chamber with the solution of interest. To avoid effects on the junction potential at the silver wire due to changes in Cl^−^ concentration, we used a 3 M KCl agar bridge in the bath.

Data Analysis
-------------

Whole-cell and single-channel data were analyzed with a combination of pCLAMP programs, Microsoft Excel, Origin (Microcal, Northampton, MA), and our own Fortran and Basic programs. Unless otherwise specified, data are expressed as mean±SEM.

Steady-state inactivation curves were fit by the Boltzmann distribution: $$\documentclass[10pt]{article}
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\begin{equation*}{\mathit{I}}\;/{\mathit{I}}_{max}\;=\;\{({\mathit{I}}_{1}\;-\;{\mathit{I}}_{2})/(1\;+\;exp({\mathit{V}}\;-\;{\mathit{V}}_{1/2})/{\mathit{k}}_{v}\}\;+\;{\mathit{I}}_{2},\end{equation*}\end{document}$$

where *I* is the peak current for a test pulse to +60 mV, *I* ~max~ is the peak current at +60 mV measured from the most negative prepulse potential (−140 mV), *I* ~1~ and *I* ~2~ are the maximum and minimum values in the fit, *V* ~1/2~ is the midpoint of the curve, and *k* ~v~ is the slope factor.

Single-channel currents were idealized with TRANSIT ([@B52]) and further analyzed with our own software, including a program for estimating rate constants by maximum likelihood ([@B22]; [@B23]). For the latter analytical method, asymptotic standard errors of the estimated rate constants were calculated from the inverse of the observed information matrix. The ability of the maximum likelihood program to invert the information matrix in all estimates is a good indication that the fits are unique and that the problem is identifiable. Because these are iterative fits, however, it is not possible to guarantee that any particular solution is the global maximum of the likelihood function, but different starting guesses always converged to the same answers in the cases we tested. The number of channels in a patch was assumed to be the maximum number simultaneously open at a depolarized voltage ([@B21]). Most of the data were analyzed for patches with only one channel. For two-channel patches the first latency distributions were corrected for the number of channels ([@B37]). We also corrected the estimates for mean number of openings in a depolarization in two-channel patches, as described previously ([@B10]). Because of considerable patch-to-patch variability, and variability between repeated samples from the same patch under the same conditions but at different times, the various estimated parameters were examined across patches and across external Na^+^ concentration (\[Na^+^\]~o~) using a two-way analysis of variance (ANOVA). The ANOVA model is an extension of a generalized linear model that accounts for both fixed effects (\[Na^+^\]~o~) and random effects (the individual patches) and involves the use of the MIXED algorithm from the SAS library (SAS Institute, Cary, NC).

Successive depolarizations (90 ms, presented every 2 s) in single channel patches tended to show a clustering of records with openings and those without (i.e., nulls). These data were analyzed by "runs analysis" as described previously ([@B24]). A run is defined as a sequence of depolarizations that results in either all nulls or records all with openings. The distribution of the number of runs can be approximated by an asymptotic distribution, forming a standardized random variable, *Z*, with a mean of zero and a variance of 1 ([@B53]). In the present case: $$\documentclass[10pt]{article}
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\begin{equation*}Z=-\;\frac{R-2np(1-p)}{2\sqrt{n}p(1-p)},\end{equation*}\end{document}$$

where *R* is the observed number of runs, *n* is the number of depolarizations, and *p* the probability that a channel will open at least once during a depolarization ([@B24]). The expected number of runs is 2*np(*1 − *p)*, so that *Z* = 0 for a random ordering of null records, *Z* \> 2 (*P* \< 0.05) if the null records are significantly clustered, and *Z* \< −2 (*P* \< 0.05) for a tendency to alternate between null records and those with openings.

To test the effect of \[Na^+^\]~o~ on the number of blank records in a run, we derived a likelihood ratio test based on the geometric distribution, as follows. Let *X* and *Y* be independent random variables representing the number of blanks in a run in either high or low \[Na^+^\]~o~, each variable having a geometric distribution with joint distribution: $$\documentclass[10pt]{article}
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\begin{equation*}f_{{\mathit{X,Y}}}( \left {\mathit{x,y}} \right{\mid} {\theta}_{1},{\theta}_{2})=(1-{\theta}_{1})^{x-1}(1-{\theta}_{2})^{y-1}{\theta}_{1}{\theta}_{2},\end{equation*}\end{document}$$ $$\documentclass[10pt]{article}
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If there are *m* runs of *X* and *n* runs of *Y*, the maximum likelihood estimates of θ~i~ (*i* = 1, 2) are $$\documentclass[10pt]{article}
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\begin{equation*}{\theta}{{\theta}}_{1}=\frac{m}{{ \,\substack{  \\ {\sum} \\  }\, }\hspace{.167em}_{i=1}\hspace{.167em}^{m}x_{i}},\end{equation*}\end{document}$$ $$\documentclass[10pt]{article}
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\begin{equation*}{\theta}{{\theta}}_{2}=\frac{n}{{ \,\substack{  \\ {\sum} \\  }\, }\hspace{.167em}_{i=1}\hspace{.167em}^{n}y_{i}}.\end{equation*}\end{document}$$

The null hypothesis (*H* ~0~) is that θ~1~ = θ~2~, and the alternative hypothesis (*H* ~1~) is that θ~1~ ≠ θ~2~, with estimates of θ~i~ as defined above. The maximum likelihood estimate of θ~i~ under *H* ~0~ is $$\documentclass[10pt]{article}
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The natural logarithm of the maximum likelihood of hypothesis *H* ~j~ (j = 0,1) can be written as $$\documentclass[10pt]{article}
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\begin{equation*}L*(H_{j})=ln\{L( \left {\mathit{x,y}} \right{\mid} {\theta}_{1},{\theta}_{2},H_{j})\}=ln(1-{\theta}_{1})\{{ \,\substack{ ^{m} \\ {\sum} \\ _{i=1} }\, }x_{i}-m\}+ln(1-{\theta}_{2})\{{ \,\substack{ ^{n} \\ {\sum} \\ _{i=1} }\, }y_{i}-n\}+mln{\theta}{{\theta}}_{1}+nln{\theta}_{2},\;\end{equation*}\end{document}$$

and 2{*L*\*(*H* ~1~) − L\*(*H* ~0~)} has an asymptotic χ*^2^* distribution with 1 degree of freedom. We tested this hypothesis for 8 patches by adding the χ*^2^* statistics of each patch. The resultant sum has an asymptotic χ*^2^* distribution with 8 degrees of freedom.

results
=======

\[Na^+^\]~o~ Effects on Slow Inactivation of Macroscopic Currents of F1485Q Channels
------------------------------------------------------------------------------------

To test whether slow inactivation of Na^+^ channels is influenced by \[Na^+^\]~o~, we examined the effects of \[Na^+^\]~o~ on the kinetics of macroscopic Na^+^ current during prolonged depolarizations, using the mutant F1485Q of the human heart Na^+^ channel hH1a ([@B50]). Whole-cell currents (Figs. [1](#F1){ref-type="fig"}--[4](#F4){ref-type="fig"}) were obtained from transiently transfected tsA201 cells, and single channel currents (Figs. [5](#F5){ref-type="fig"}--[7](#F7){ref-type="fig"}) were from outside-out patches of cRNA-injected *Xenopus* oocytes.

Fig. [1](#F1){ref-type="fig"} *A* shows normalized whole-cell Na^+^ currents through F1485Q channels obtained during 1-s depolarizations to +60 mV from a transfected cell sequentially exposed to 150, 10, and 150 mM \[Na^+^\]~o~, using *N*-methyl- [d]{.smallcaps}-glucamine^+^ (NMG^+^) as a Na^+^ replacement. In both high and low \[Na^+^\]~o~, activation of Na^+^ current is very fast and is followed by a short phase (∼20--30 ms) of rapid inactivation. Thereafter the whole-cell Na^+^ currents continue to decay; however this rate of decay is clearly more rapid at the lower \[Na^+^\]~o~. The kinetics of the inactivation are complicated, requiring at least 2 exponentially decaying components. By contrast if extracellular Na^+^ is completely replaced by another impermeant cation, Rb^+^, there is no effect on the decay kinetics (Fig. [1](#F1){ref-type="fig"} *B*).

Fig. [2](#F2){ref-type="fig"} shows a similar experiment in which extracellular Na^+^ is replaced by K^+^, Cs^+^, Li^+^, or by the organic cations choline, tetramethylammonium, and Tris, all in the same cell. The decay kinetics for 1-s depolarizations to +60 mV are faster for the organic cations than for the alkali metal cations, consistent with the data in Fig. [1](#F1){ref-type="fig"}. These data suggest that external alkali metal cations can modulate a slow gating process, entry into a slow-inactivated state. To determine whether this is an effect on slow inactivation, rather than the residual fast inactivation of the F1485Q mutant, we also examined currents of the mutant IFM/QQQ in oocyte macropatches. This triple mutation more severely disrupts fast inactivation ([@B19]). The differential effect of Na^+^ and Cs^+^, by comparison with NMG^+^, was also observed for IFM/QQQ during 1-s depolarizations (data not shown). By contrast with the modulation of *P* ~open~ we reported in the previous paper, permeant and impermeant alkali metal cations are indistinguishable in terms of their effects on this slower kinetic process. We also tested the effect of substituting the permeant cation hydrazinium for extracellular Na^+^. In 11 out of 20 cells the current decay in response to a 1-s depolarization was reversibly slowed in hydrazinium. In the other 9 cells there was either no effect or the effects of hydrazinium were irreversible. We have no explanation for this variability, but it is possible that neutral hydrazine, a highly reactive compound, enters the cell and affects slow inactivation. Consistent with this idea is the fact that reversibility was improved for shorter exposures to hydrazinium. In the following experiments we used NMG^+^ as a substitute for extracellular Na^+^.

Entry into slow inactivation and recovery from slow inactivation were examined over longer periods of time by sequentially holding F1485Q-transfected cells at −70, −140, +40, and −140 mV for 5 min at each voltage (*inset* to Fig. [3](#F3){ref-type="fig"} *A*). Brief pulses to +60 mV were given every 15 s to measure the fraction of noninactivated channels from the amplitudes of outward whole cell currents. To study slow inactivation in isolation from fast inactivation, the cells were hyperpolarized for a short time before the test pulse to allow recovery from fast inactivation. Recovery from fast inactivation is quite rapid for F1485Q channels expressed in tsA201 cells and is unaffected by changes in \[Na^+^\]~o~ (data not shown). These channels recover from 90-ms prepulses to +60 mV with time constants of 2.4 ± 0.2 ms and 2.8 ± 0.4 ms in 150 and 10 mM Na^+^, respectively (−120 mV holding potential, *n* = 3). Thus, to ensure that channels fully recovered from fast inactivation, a 20-ms pulse to −140 mV was given to the cells immediately before the +60-mV test pulse. To avoid contamination by time-dependent shifts in the voltage dependence of inactivation in whole cell recordings ([@B54]), the effects of high and low \[Na^+^\]~o~ were examined in different cells. Fig. [3](#F3){ref-type="fig"} *A* shows peak currents at +60 mV for two cells bathed in either 10 or 150 mM Na^+^. At −70 mV the Na^+^ currents first decay quickly and then reach a steady-state level after about 2.5 min. This decay phase is voltage dependent as it is faster at +40 mV than at −70 mV (Fig. [3](#F3){ref-type="fig"}, *A* and *C*). In addition, the extent of the inactivation is greater at +40 mV (∼88% versus ∼75% at −70 mV for 10 mM Na^+^ ~o~; Fig. [3](#F3){ref-type="fig"}, *A* and *B*). Recovery from slow inactivation at −140 mV after 5 min at either −70 or +40 mV is complete within 2 min and is moderately faster in 150 mM than in 10 mM Na^+^ ~o~ (Fig. [3](#F3){ref-type="fig"}, *A* and *D*). These results suggest that, in addition to modulating entry into a slow-inactivated state at depolarized voltages, external Na^+^ ions can also alter the rate at which channels leave that state at hyperpolarized voltages.

The experimental protocols used in Fig. [3](#F3){ref-type="fig"} could be used to measure the steady-state slow inactivation over a wide voltage range. However the duration of these experiments would be very long, compared to the slow shift of voltage-dependent gating seen with whole cell recording ([@B54]). Therefore we used a cumulative inactivation protocol in which channels were not allowed to recover from slow inactivation between inactivating prepulses ([@B14]). Cells were held at voltages ranging from −140 to +30 mV in 10- or 20-mV increments. After 2 min at each voltage, a 20-ms recovery pulse to −140 mV was given followed by a 9-ms test pulse to +60 mV. Even this protocol lasted 20 min; therefore different cells were used for high and low \[Na^+^\]~o~. For each cell the peak current was largest for the most hyperpolarized holding potential, and data for more depolarized holding potentials are scaled to this value in Fig. [4](#F4){ref-type="fig"}. Fig. [4](#F4){ref-type="fig"} *A* shows the cumulative slow inactivation (S~Θ~) curves obtained for 10 and 150 mM Na^+^ ~o~. Consistent with the observed faster entry into slow inactivation and slower recovery from slow inactivation in 10 mM Na^+^ ~o~ (Fig. [3](#F3){ref-type="fig"}), the S~Θ~ curve is significantly shifted (6.9 mV) in the hyperpolarizing direction in 10 mM Na^+^ ~o~ (*P* \< 0.02, two-tailed *t* test). We also plot the S~Θ~ curve expected for 10 mM \[Na^+^\]~o~ (*dashed line* in Fig. [4](#F4){ref-type="fig"} *A*) after consideration of the average reduction in *P* ~open~ caused by the decreased \[Na^+^\]~o~ ([@B50]). By contrast, steady-state fast inactivation induced by 50-ms conditioning pulses is not affected by \[Na^+^\]~o~ (Fig. [4](#F4){ref-type="fig"} *C*). Fig. [4](#F4){ref-type="fig"} *C* also shows the corrected relationship for fast inactivation in 10 mM \[Na^+^\]~o~ (*dashed line*) after consideration of the expected reduction in *P* ~open~, as above. These experiments are consistent with external Na^+^ ions modulating channel gating by preventing F1485Q channels from entering a slow-inactivated state and speeding recovery from this state.

A \[Na^+^\]~o~-dependent shift of the cumulative S~Θ~ curve is also observed for WT hH1a channels (Fig. [4](#F4){ref-type="fig"} *B*). For these experiments we also used a 20-ms recovery pulse to −140 mV before each test pulse. The recovery time constants from fast inactivation for WT channels at −140 mV were 5.9 ± 0.8 ms (150 mM Na^+^; *n* = 4) and 6.7 ± 0.6 ms (0 mM Na^+^; *n* = 4). The −19.8-mV shift of the midpoint was statistically significant (*P* \< 0.01, two-tailed *t* test). As for F1485Q channels, the steady-state fast inactivation of WT channels induced by 50-ms conditioning pulses is not affected by \[Na^+^\]~o~ (Fig. [4](#F4){ref-type="fig"} *D*). These data show that the effects of \[Na^+^\]~o~ on slow inactivation are not unique to the F1485Q mutant. Furthermore, slow inactivation is more complete for the mutant, in support of the idea that fast-inactivated and slow-inactivated states are negatively coupled (see [discussion]{.smallcaps}).

Modulation of Single-channel Gating by \[Na^+^\]~o~
---------------------------------------------------

The reduced whole-cell currents and faster rate of slow inactivation observed in low \[Na^+^\]~o~ should be manifested at the single-channel level as selective effects of \[Na^+^\]~o~ on the probability of a channel opening and on the dwell time of a slow-inactivated state. To test this we conducted a detailed analysis of single-channel recordings obtained from outside-out oocyte patches exposed to high and low \[Na^+^\]~o~.

\[Na^+^\]~o~ affects the probability of a channel opening after a depolarization. In 10 mM Na^+^ ~o~, ∼45% of the depolarizations to +60 mV fail to activate single F1485Q channels in outside-out patches (45.3 ± 4.4%, *n* = 15 patches, −140 mV holding potential, 90-ms depolarizations presented at 0.5 Hz). By contrast, with 150 mM Na^+^ in the bath solution the proportion of blank (i.e., null) records is significantly lower (30.4 ± 5.2%, *n* = 10 patches, *P* \< 0.05). This effect of \[Na^+^\]~o~ on the percent of blank records was observed for all test potentials we examined, from +20 to +80 mV. Some of this effect is due to the influence of \[Na^+^\]~o~ on *P* ~open~. However, this phenomenon has rapid kinetics ([@B50]). An effect on slow inactivation should, by contrast, be reflected by a clustering of records with and without openings ([@B24]). In fact, null records occur in clusters rather than at random in these single-channel experiments. This was especially clear in several patches bathed in 10 mM Na^+^ where as many as 30 records in a row were blanks. To evaluate the randomness of the occurrence of these null records, runs analysis was performed. A run is defined as a sequence of like events so that if null records are clustered, the number of runs will be smaller than expected for a random occurrence of a null record (see [methods]{.smallcaps}). Such analysis, when applied to F1485Q single-channel data, reveals that null records are significantly clustered regardless of \[Na^+^\]~o~, with *Z* = 5.64 ± 1.00 (150 Na^+^ ~o~, *n* = 9) and 7.66 ± 0.6 (10 Na^+^ ~o~, *n* = 15). The higher value of the *Z* statistic in low \[Na^+^\]~o~ indicates an increased clustering of consecutive null records. Clustering is also observed for WT hH1a channels with *Z* = 2.2 ± 1.1 (*n* = 3) and 3.53 ± 1.61 (*n* = 3) for 150 and 10 mM Na^+^ ~o~, respectively. This clustering pattern is indicative of channels slowly cycling in and out of a long-lived inactivated state. In most F1485Q single-channel patches studied, raising \[Na^+^\]~o~ reduced the degree of clustering. Therefore external Na^+^ ions may modulate the number of activatable channels by changing the rates at which channels cycle in and out of a slow-inactivated state.

Fig. [5](#F5){ref-type="fig"} *A* shows the normalized, ensemble-averaged open probability at +60 mV obtained from a two-channel outside-out patch sequentially bathed in 150, 10, and 150 mM Na^+^. In both high and low \[Na^+^\]~o~ the activation of the channels is very fast and followed by a fast decay phase (\<10 ms) to about 40--50% of the maximum current. Then, in 10 mM \[Na^+^\]~o~ the open probability continues to decay slowly to about 10% of the maximum current while it remains relatively constant in 150 mM Na^+^ ~o~ (Fig. [5](#F5){ref-type="fig"} *A*). The slower decay rate in high \[Na^+^\]~o~ of the open probability after 10--20 ms shows that, in addition to decreasing the number of null records, high \[Na^+^\]~o~ also affects channel gating during a depolarizing voltage pulse. High \[Na^+^\]~o~ could sustain the open probability during a pulse by either increasing the amount of time a channel spends in the open state or by shortening the duration of channel closings or both. Fig. [5](#F5){ref-type="fig"} *B* shows the open time distributions obtained from the same patch sequentially bathed in 150, 10, and 150 mM \[Na^+^\]~o~. The mean open times were moderately increased in high \[Na^+^\]~o~ in this patch: 1.12 ± 0.03 ms, 0.63 ± 0.01 ms, and 0.93 ± 0.03 ms for 150, 10, and 150 mM Na^+^, respectively. However, across 13 patches channel open time was not significantly affected by Na^+^ ~o~, with mean open times of 1.31 ± 0.12 for 150 mM \[Na^+^\]~o~and 1.23 ± 0.14 ms for 10 mM \[Na^+^\]~o~ (*P* \> 0.5, ANOVA). Similarly, closed times did not vary with \[Na^+^\]~o~, with mean closed times of 5.09 ± 0.80 and 4.83 ± 0.65 ms for 150 and 10 mM \[Na^+^\]~o~, respectively (P \> 0.3, ANOVA).

If open and closed times are unaffected by \[Na^+^\]~o~, then the number of openings per 90-ms depolarization must vary with \[Na^+^\]~o~. The mean number of openings per depolarization (excluding blanks) was 10.1 ± 1.4 openings per depolarization in 10 mM Na^+^ (*n* = 11 patches); this number increased by 17% when \[Na^+^\]~o~ was raised to 150 mM. Longer-duration "bursts" in high \[Na^+^\]~o~ may result from either faster activation, inhibition of entry into a long-duration closed state, or both. To discriminate these possibilities, we examined the effect of \[Na^+^\]~o~ on the distribution of first latencies and on the distribution of the duration of the last event of a 90-ms depolarization, if that event was a closing. As shown in Fig. [5](#F5){ref-type="fig"} *C* for one patch, first latency distributions were not affected by \[Na^+^\]~o~(*P* \> 0.1, Kolmogorov-Smirnov test). Median first latencies were 0.65 ± 0.19 and 0.53 ± 0.07 ms in 150 and 10 mM external Na^+^, respectively (*P* \> 0.8, ANOVA; *n* = 13 patches). These data suggest that activation at +60 mV is not significantly altered by \[Na^+^\]~o~.

Because the number of openings in a depolarization increases in high \[Na^+^\]~o~, the duration of the last closing (if it terminates the 90-ms depolarization) must be decreased by high \[Na^+^\]~o~. This duration is not classified as a normal closed time, however, because it is truncated by the repolarization of the membrane. This truncated closed time was examined as a function of \[Na^+^\]~o~. Analysis of the cumulative distribution of the duration of the truncated closed time indeed reveals a significant difference between 10 and 150 mM Na^+^ ~o~, with shorter durations in high \[Na^+^\]~o~(*P* \< 0.05, Kolmogorov-Smirnov test, *n* = 6 out of 9 patches). Fig. [5](#F5){ref-type="fig"} *D* shows an example of such a distribution where the duration of the truncated closing is reversibly and significantly shortened upon exposure to 150 mM Na^+^ ~o~. The median durations of the truncated closing obtained for 12 patches were 33.1 ± 4.3 ms in 10 mM Na^+^ ~o~ and 25.3 ± 4.3 ms in 150 mM Na^+^ ~o~ (*P* \< 0.02, ANOVA).

These results are consistent with high \[Na^+^\]~o~ inhibiting the channels from entering a slow-inactivated state from which they cannot reopen during a 90-ms depolarization. The longer truncated closed intervals could, therefore, correspond to the entry into a slow-inactivated state that is responsible for runs of blank records. To test this we examined the duration of the truncated closed time conditional on whether the following record contained openings. If blank records reflect occupancy of a slow-inactivated state, longer truncated closed times should precede blank records. Fig. [5](#F5){ref-type="fig"}, *E* and *F*, show that longer closings indeed precede null records for both high and low \[Na^+^\]~o~. In 10 mM Na^+^ ~o~, the median duration of the truncated closed time was 23.8 ± 3.3 ms if the following record had openings versus 54.5 ± 4.5 ms if it was a blank record (*n* = 10 patches). Similarly, the median duration of the truncated closed time was 19.0 ± 3.5 ms when preceding a record with openings and 45.3 ± 4.3 ms when preceding a blank one in 150 mM Na^+^ ~o~ (*n* = 10 patches).

These results provide evidence that a run of null records represents the residence of the channel in a slow-inactivated state accessed during a preceding depolarization. Consequently, the number of blank records in a row should give an estimate of the dwell time in the slow-inactivated state at the −140 mV holding potential.^2^ In 10 mM Na^+^ ~o~, runs of blank records were on average 50% longer than in 150 mM Na^+^ ~o~ (4.80 ± 0.47 versus 3.15 ± 0.43, *n* = 8 patches). With a 2-s interval at −140 mV between 90-ms depolarizing pulses, these correspond to dwell times of roughly 9.6 s in 10 mM Na^+^ ~o~ versus 6.3 s in 150 mM Na^+^ ~o~. Likelihood ratio analysis (see [methods]{.smallcaps}) of the distribution of the number of blanks in a run revealed a significant difference between 10 and 150 mM Na^+^ ~o~ (χ~8~ ^2^ = 26; *P* \< 0.01, *n* = 8 patches). Shorter runs of blank records in high \[Na^+^\]~o~ therefore result from faster recovery from slow inactivation at −140 mV than occurs with low \[Na^+^\]~o~. This is in agreement with our whole-cell data (Fig. [3](#F3){ref-type="fig"}).

To further characterize the gating modifications associated with changes in \[Na^+^\]~o~, burst analysis of single-channel data was performed. We included in a burst all the events of a 90-ms record at +60 mV, beginning with the first opening. For a 2-channel patch the burst was defined as beginning the first time in a record that 2 channels were simultaneously open. This is justified because the kinetic model used to fit the data has one open state: $$\documentclass[10pt]{article}
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\begin{equation*}O_{0}\;{\longleftrightarrow}\;\;I_{1}\;{\longleftrightarrow}\;\;I_{2}\;{\rightarrow}\;\;I_{3}\end{equation*}\end{document}$$

This model includes an open state, O~0~, and 3 inactivated states, I~1~, I~2~ and I~3~. Because the data were collected at +60 mV, the channels were maximally activated and transitions to or from a closed state in the activation pathway are extremely unlikely. Transitions between open and inactivated states are included because, for F1485Q channels, the repeated transitions between open and closed levels observed during a depolarization to large positive voltages are thought to arise from recurrent entry and recovery from fast-inactivated states destabilized by the mutation ([@B19]; [@B26]). To account for the long inactivated state from which channels cannot reopen (blank records), an absorbing inactivated state (I~3~) is included. I~3~ is identified with the slow-inactivated state in this model. Although this model is sequential, in that fast inactivation must precede slow inactivation, a nonsequential model produced equivalent results (see [discussion]{.smallcaps}). We estimated the rate constants for the above sequential model from the gating transitions of idealized single-channel data ([@B22]). Fig. [6](#F6){ref-type="fig"} shows these estimates for 13 single-channel patches in which \[Na^+^\]~o~ was changed. The model describes the data quite well, as shown by the open probability calculated from the estimated rate constants (Fig. [7](#F7){ref-type="fig"} *A*). Fig. [7](#F7){ref-type="fig"} represents analysis of the same patch shown in Fig. [5](#F5){ref-type="fig"} during sequential exposure to 150, 10, and 150 mM Na^+^.

Only one rate constant, *k* ~23~, is significantly altered by \[Na^+^\]~o~at +60 mV (*P* \< 0.005, ANOVA). This rate constant, which corresponds to the rate of entry into the absorbing inactivated state I~3~, is about 35% larger in 10 mM Na^+^ ~o~ than in 150 mM Na^+^ ~o~ (13.11 ± 1.66 versus 9.74 ± 1.2 s^−1^). This change is consistent with the experiments described above which suggested that \[Na^+^\]~o~ modulates entry into a slow-inactivated state. Moreover, this analysis suggests that \[Na^+^\]~o~ is fairly selective in its effects, as a single rate constant is significantly altered by \[Na^+^\]~o~ at a depolarized voltage. Fig. [7](#F7){ref-type="fig"} *B* shows the probability of a channel being in the slow-inactivated state (P~I3~) as a function of time, as determined with the rate constants obtained for one patch. This shows that, in low \[Na^+^\]~o~, F1485Q channels are about twice more likely to enter this state at any time during a 90-ms depolarization than in high \[Na^+^\]~o~, and that this effect is reversible. Analysis of the average number of blanks in a run (see above) shows that the exit rate from this state at −140 mV is affected by \[Na^+^\]~o~. Because the exit rate is very slow, even at −140 mV (6 to 10 min^−1^), a channel is highly unlikely to recover from slow inactivation during a 90-ms depolarization (*P* \< 0.02), and thus this rate is not included in our model.

discussion
==========

Slow inactivation is a physiologically important ([@B9]) but poorly understood process that is common to all Na^+^ channels. Defects in slow inactivation are thought to underlie certain hereditary muscle diseases, such as periodic paralyses ([@B43]; [@B14]). Slow inactivation is generally believed to be distinct from the fast inactivation that plays a key role in the termination of the action potential. For example, cytoplasmic application of proteolytic enzymes abolishes fast inactivation without disrupting slow inactivation ([@B42]; [@B39]; [@B51]). This effect of cytoplasmic enzymes may be due to the fact that fast inactivation depends critically on the integrity of the cytoplasmic linker between domains 3 and 4 ([@B47]; [@B38]; [@B55]). The location of the "gate" for slow inactivation is not known. However, mutations in cytoplasmic ([@B14]), extracellular ([@B4]; [@B49]), and transmembrane ([@B17]) regions affect slow inactivation.

Our results reveal another difference between slow and fast inactivation in that the kinetics and steady-state levels of slow inactivation are influenced by the concentration of extracellular alkali metal cations. Fast inactivation, by contrast, is rather insensitive to changes of \[Na^+^\]~o~ ([@B2]; [@B34]; [@B12]; [@B32]; [@B8]; [@B48]). Raising alkali metal cation concentration inhibits slow inactivation. Our single channel data indicate that at a depolarized voltage a single rate constant for entry into a slow-inactivated state is reduced at high \[Na^+^\]~o~, whereas the rate of leaving this state is increased at hyperpolarized voltages. Impermeant organic cations cannot substitute for the effects observed with both permeant and impermeant alkali metal cations; however, preliminary data with the permeant cation hydrazinium suggests that it also inhibits slow inactivation, perhaps more than the alkali metal cations (see [results]{.smallcaps}).

We have primarily studied the effects of \[Na^+^\]~o~ on channels having the F1485Q mutation in the D3-D4 linker; this mutation strongly suppresses fast inactivation. Our results therefore raise the question of the relationship between slow and fast inactivation. Although channels may undergo slow inactivation from either closed, open, or fast-inactivated states ([@B44]), the rate of slow inactivation may be dependent on the conformation of either activation or fast inactivation gates. Our results show that steady-state slow inactivation is more complete in the F1485Q mutant than in WT channels (Fig. [4](#F4){ref-type="fig"}); however, a dependence on extracellular cations is observed for both mutant and WT channels. Published results are inconclusive on the coupling between fast and slow inactivation, suggesting either that a channel capable of fast inactivation is more resistant ([@B42]; [@B24]; [@B51]; [@B16]; [@B26]; [@B31]; [@B20]), less resistant ([@B4]; [@B13]), or oblivious ([@B7]; [@B14]) to slow inactivation. Without strong evidence for a particular gating scheme we chose to analyze our data with a kinetic model in which slow inactivation is strictly linked to a fast inactivated state (Fig. [6](#F6){ref-type="fig"}). However an independent model is statistically indistinguishable (data not shown), indicating that the exact details of the model (i.e., the connectivity of the states) has little consequence on the conclusion that a single rate constant is affected by \[Na^+^\]~o~ at a depolarized voltage. This may be due to the fact that the rate of slow inactivation is much smaller than other rates in these two gating models.

Blank records were not seen in a previous study of the F1485Q mutant of hH1a expressed in oocytes when the holding potential was as negative as we used (−140 mV) ([@B19]). There are, however, three notable differences between these two sets of experiments. Whereas we used excised patches, high internal \[Na^+^\], and depolarizations to +60 mV, the earlier study used cell-attached patches, the low intracellular \[Na^+^\] within the oocytes, and depolarizations to either −20 or 0 mV. We have, however, also observed blanks when pulsing to 0 mV in our experiments (data not shown). Therefore the appearance of blanks is a consequence of either internal \[Na^+^\] or the patch configuration. It is possible, for example, that the removal of cytoplasm from the inner surface of a patch by excision enhances slow inactivation, causing the appearance of blank records.

Mutation of residues contributing to the Na^+^ channel pore can have large effects on slow inactivation ([@B4]; [@B49]), suggesting a close relationship between the permeation pathway and the slow inactivation gate. Our results suggest that an alkali metal cation, perhaps bound in the external mouth of the channel, has two consequences for slow inactivation. It both reduces the entry rate into a slow-inactivated state at depolarized voltages, and increases the rate of leaving this state at hyperpolarized voltages. A similar dual effect of \[K^+^\]~o~has been observed for C-type inactivation in *Shaker* type K^+^ channels ([@B36]; [@B29]; [@B5]; [@B27]).

The effects of external cations on *P* ~open~ and slow inactivation have very different selectivities. The former effect has the selectivity of permeation, suggesting a binding site near the selectivity filter deep within the pore. This possibility is supported by the rather steep voltage dependence of *P* ~open~ in the absence of external permeant ions ([@B50]). The lower selectivity of external cation effects on slow inactivation suggests a more superficial site in the external mouth of the channel. The relationship between these putative sites remains an open question.

In the *Shaker* subfamily of K^+^ channels, an inactivation mechanism called C-type inactivation seems to involve a cooperative movement of each channel subunit to constrict the outer mouth of the ion-conducting pore ([@B35]; [@B33]; [@B28]), a conformational change that is apparently inhibited by the binding of a K^+^ ion in the pore. Moreover, C-type inactivation is inhibited by external, and enhanced by intracellular, pore blockers ([@B18]; [@B11]; [@B6]). In many *Shaker* K^+^ channels C-type inactivation coexists with the typically faster N-type inactivation, which is caused by the occlusion of the inner mouth of the pore by a tethered inactivation particle ([@B25]; [@B56]; [@B15]). An equivalent mechanism has been proposed for fast inactivation in Na^+^ channels ([@B3]; [@B55]). Our data suggest the possibility that the molecular mechanism of slow inactivation in Na^+^ channels has some similarity with that of C-type inactivation in K^+^ channels. This similarity is testable by mutagenesis of pore residues that affect selectivity, and possibly Na^+^ binding, and by examining the effects on slow inactivation of both intracellular and extracellular pore blockers.
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The rate of exit from this state may, however, be decreased by the 90-ms depolarizations every 2 s.

![Effects of \[Na^+^\]~o~on macroscopic F1485Q current inactivation. Na^+^ currents elicited by 1-s depolarizations to +60 mV (holding potential = −140 mV) obtained from cells sequentially bathed in either (*A*) 150, 10, and 150 mM \[Na^+^\]~o~, with NMG^+^ as a substitute for Na^+^, or (*B*) 150 Na^+^ ~o~, 150 Rb^+^ ~o~, and 150 mM Na^+^ ~o~. Peak currents normalized to unity.](JGP.7511f1){#F1}

![Effects of external cations on the slow decay of F1485Q Na^+^ channels currents. Whole-cell currents were evoked as described in the legend of Fig. [1](#F1){ref-type="fig"}. Recordings from one cell sequentially bathed in 150 mM of the indicated monovalent cations. Normalized peak currents.](JGP.7511f2){#F2}

![Slow inactivation of F1485Q channels in 10 and 150 mM \[Na^+^\]~o~. (*A*) Changes in peak current in response to changes in holding potential for two F1485Q-transfected cells bathed in either 150 (*closed squares*) or 10 mM Na^+^ (*open circles*). The cells were held at −140 mV for at least 10 min before the holding potential was sequentially changed every 5 min to −70, −140, +40, and −140 mV. Every 15 s during the entire protocol, a 20-ms recovery pulse to −140 mV was applied followed by a 20-ms test pulse to +60 mV (*inset*). The normalized peak current at +60 mV is plotted. (*B*) Current levels after 5 min at either −70 or +40 mV expressed as percent of the maximal current at a −140 mV holding potential. (*C*) 10--90% decay times for entry into slow inactivation at −70 and +40 mV. The 10--90% time corresponds to the time it takes for the current to decay from 10 to 90% of the maximal decay measured after 5 min at either −70 or +40 mV. (*D*) 10--90% times for recovery at −140 mV after 5 min of inactivation at either −70 mV or +40 mV. Numbers in parentheses are number of cells.](JGP.7511f3){#F3}

![Steady-state slow and fast inactivation in high and low \[Na^+^\]~o~. Steady-state slow inactivation (*S~Θ~*) curves for F1485Q (*A*) and WT hH1a (*B*). Transfected cells were held at holding potentials ranging from −160 to −30 mV in 10- or 20-mV increments. After 2 min at each holding potential, a 20-ms recovery pulse to −140 mV and a 9-ms test pulse to +60 mV were given (*insets*). The peak current measured at +60 mV is plotted as a fraction of the maximal current. (*A*) F1485Q S~Θ~ curves. The data points are fit to the Boltzmann equation (*solid lines*) with midpoints at −79.0 ± 1.1 and −85.9 ± 1.7 mV and slope factors of 6.9 ± 0.4 and 6.0 ± 0.6 mV for 150 and 10 mM external Na^+^, respectively (*n* = 4 cells for 150 mM Na^+^ and *n* = 5 cells for 10 mM Na^+^). (*B*) WT S~Θ~ curves. Best-fits to the Boltzmann equation have midpoints at −82.2 ± 2.8 and −102.0 ± 0.5 mV and slope factors of 25.4 ± 2.5 and 15.3 ± 0.6 for 150 and 0 mM Na^+^ ~o~, respectively (*n* = 3 cells for each \[Na^+^\]~o~). (*C* and *D*) Steady-state fast inactivation (*h~Θ~*) induced by a 50-ms prepulse to the indicated voltage from a holding potential of −160 mV (see *insets*). Test pulse, +60 mV. The peak current at +60 mV is plotted as a fraction of the maximal current. (*C*) F1485Q h~Θ~ curves. Data shown are from 3 cells sequentially bathed in 150, 10, and 150 mM Na^+^. The best-fit Boltzmann curves have midpoints at −73.8 ± 2.4, −78.0 ± 2.6, and −75.6 ± 3.0 mV and slope factors of 3.27 ± 0.16, 3.47 ± 0.35, and 3.53 ± 0.36 mV for 150, 10, and 150 mM Na^+^ ~o~, respectively. (*D*) WT h~Θ~ curves. Data from 3 cells transfected with WT hH1a and successively bathed in 150, 0, and 150 mM Na^+^. Inactivation curves are fitted to the Boltzmann equation with midpoints at −100.3 ± 0.9, −103.4 ± 0.6, and −103.5 ± 0.4 mV and slope factors of 8.0 ± 0.2, 8.8 ± 0.3, and 7.8 ± 0.2 for 150, 0, and 150 mM Na^+^ ~o~, respectively. In each panel, the dashed lines are the Boltzmann curves for 10 (*F1485Q*) or 0 mM Na^+^ ~o~ (*WT*) multiplied by 0.67 (*F1485Q*) or 0.84 (*WT*), giving the expected reduction in *P* ~open~ for the decrease in \[Na^+^\]~o~ ([@B50]).](JGP.7511f4){#F4}

![Single-channel data analysis. (*A*) Ensemble averages obtained from a two-channel outside-out patch successively bathed in 150, 10, and 150 mM Na^+^. Currents were activated by 90-ms pulses to +60 mV from a holding potential of −140 mV with a frequency of 0.5 Hz (*n* = 200 depolarizations for each bath solution). (*B*) Effects of \[Na^+^\]~o~ on open time distributions. The normalized square root of the number of events per bin (*n* ^1/2^) is plotted versus the logarithm of the open duration. The lines represent fits to single exponential distributions. Mean open times were 1.12 ± 0.03, 0.63 ± 0.01, and 0.93 ± 0.03 ms for 150, 10, and 150 mM Na^+^, respectively. Data from the two-channel patch shown in *A*. (*C*) Normalized first latency distributions, corrected for the number of channels, obtained for the same patch. (*D*) Cumulative distributions of the duration of the last (truncated) closing in a 90-ms depolarization for the same patch. (*E* and *F*) Cumulative distributions of the truncated closed time conditional on whether the following record contains openings (*solid line*) or not (*dotted line*) for a single-channel patch successively bathed in 10 (*E*) and 150 mM Na^+^ (*F*).](JGP.7511f5){#F5}

![Maximum likelihood estimates of the rate constants for the kinetic model. Data are means ± SEM from 13 patches. *P* values are derived by ANOVA from the natural logarithm of the rate constants.](JGP.7511f6){#F6}

![Probability of a channel being in the open (*A*) or the slow-inactivated state (*B*) during a depolarization. (*A*) Ensemble average of bursts in 10 and 150 mM external Na^+^. The lines represent the open probability during a burst calculated from the two-channel patch of Fig. [5](#F5){ref-type="fig"}. The estimated rate constants for this patch, using the model in Fig. [6](#F6){ref-type="fig"}, were (150 mM Na^+^, first exposure): *k* ~01~ = 804 ± 18 s^−1^, *k* ~10~ = 1,915 ± 85 s^−1^, *k* ~12~ = 1,247 ± 89 s^−1^, *k* ~21~ = 154 ± 10 s^−1^, *k* ~23~ = 8.06 ± 1.53 s^−1^; (10 mM Na^+^): *k* ~01~ = 1,357 ± 33 s^−1^, *k* ~10~ = 1,865 ± 80 s^−1^, *k* ~12~ = 739 ± 63 s^−1^, *k* ~21~ = 102 ± 10 s^−1^, *k* ~23~ = 19.2 ± 2.6 s^−1^; (150 mM Na^+^): *k* ~01~ = 860 ± 15 s^−1^, *k* ~10~ = 2,361 ± 67 s^−1^, *k* ~12~ = 933 ± 46 s^−1^, *k* ~21~ = 131 ± 8 s^−1^, *k* ~23~ = 5.65 ± 2.08 s^−1^. The 4-state model predicts three time constants for the decay of burst open probability. These time constants were determined from the estimated rate constants by spectral expansion, and for this patch were (150 mM Na^+^): 0.27, 2.62, and 177.0 ms; (10 mM Na^+^): 0.27, 2.74, and 70.1 ms; and (150 mM Na^+^, first exposure): 0.25, 3.23, and 272.8 ms. (*B*) Probability for a channel to be in the absorbing inactivated state I~3~ (*P(I)~3~*) during a 90-ms pulse to +60 mV. P(I)~3~ was calculated from the above rate constants for the two-channel patch.](JGP.7511f7){#F7}
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