This editorial accompanies the second special issue on Bayesian data analysis published in this journal. The emphases of this issue are on Bayesian estimation and modeling. In this editorial, we outline the basics of current Bayesian estimation techniques and some notable developments in the statistical literature, as well as adaptations and extensions by psychological researchers to better tailor to the modeling applications in psychology. We end with a discussion on future outlooks of Bayesian data analysis in psychology.
In 2015 Psychological Methods published a call for articles for a special issue on Bayesian Data Analysis. Out of the 21 articles accepted for publication, the first 10 articles appeared in the June special issue of Psychological Methods, focusing on Bayesian data analysis in psychological research, Bayes factor, and posterior predictive p values. This special issue presents the remaining 11 articles, grouped under the theme of Bayesian estimation and modeling. The translational abstracts for these articles are listed in the Appendix in the order that they are listed in the table of contents of this special issue.
Our key aims in this editorial are to outline some basic terminology and ideas behind Bayesian modeling and estimation, summarize some helpful resources/references for the interested reader, and share some of our own thoughts on the past, present, and future use of Bayesian modeling/estimation techniques in the behavioral sciences. For more exhaustive introductions to Bayesian data analysis, the reader is referred to elsewhere (J. Albert, 2007; Carlin & Louis, 2008; Daniels & Hogan, 2008; Gelman, Carlin, Stern, & Rubin, 2003; Gilks, Richardson, & Spiegelhaler, 1996; Lynch, 2007) .
Elicitation and Use of Prior Distributions
The basic idea behind Bayesian data analysis is one that is well covered in many of the articles in this special issue. Here we use a simple modeling scenario involving only fully observed data and a vector of unknown parameters to highlight some key concepts. Let be a vector of parameters in the model of interest, with data array from n independent units (e.g., individuals), Y ϭ {y i : i ϭ 1, . . . , n}. Bayesian analysis is usually based on the joint posterior distribution of the parameters, p( | Y), which depends on the likelihood, p(Y | ), and the prior distribution, p(), through the Bayes's theorem,
p( |Y) ϭ p(Y |)p() ⁄ p(Y) ϰ p(Y |)p().
(1)
Prior elicitation concerns the process of specifying the form and all associated hyperparameters that appear in the prior distribution, p(). This is a critical issue in the Bayesian modeling framework: Bayesian inference capitalizes heavily on summary statistics computed using p( | Y); strong priors can have strong influence on inferential results, particularly in situations where insufficient information is available from the data likelihood to "overwrite" properties of the priors.
Many may regard the use of prior information as a double-edged sword. Even though various MCMC techniques routinely used in the estimation of Bayesian models have greatly expanded the repertoire of models that can be fitted using commonly available software tools, many researchers, particularly those rooted in the frequentist tradition, may feel reluctant to fully embrace the added computational advantages afforded by the use of prior distributions. Conjugate priors that lead to posterior distributions from the same family of distributions (e.g., both are normal distributions) are convenient choices but not always possible and may still involve difficult choices in the selection of hyperparameters (for examples of conjugate priors for use with parameters and other components in structural equation models, see Lee, 2007) . Uninformative priors such as Jeffreys' prior (Jeffreys, 1961) and the reference prior (Bernardo, 2006) are used to express the (complete) lack of prior knowledge on particular parameters or unknowns of the model (for a review see Kass & Wasserman, 1996) .
When Bayesian modeling and estimation techniques were first gaining traction in psychology, many of the studies focus on showing the similarities between frequentist and Bayesian estimation results under the use of minimally informative but "just proper" priors. Proper priors are priors that integrate to 1. Thus, for instance, a normal prior, p() ϭ N (0, v) , where v is a large positive constant, is proper but as v ¡ϱ, the prior is improper. Another example is the g-prior proposed by Zellner (1986) used in the article by Haaf and Rouder (2017) to implement a Bayes factor model-comparison strategy for assessing whether the well-known Stroop effects obey theoretically driven equality and order restrictions. Such a prior specification worked well in the modeling context considered by Haaf and Rouder. However, in many empirical applications or scenarios involving models with higher complexity, "just proper" priors may not be practical, or may quickly morph into so-called "moderately informative priors" constructed based on selected information from the data.
Well-constructed informative priors that capitalize on prior knowledge drawn from historical data, pilot data, and expert opinion can yield considerable computational advantages. Unfortunately, historical studies or data with similar characteristics to a new study may not exist. In a similar vein, incorporating expert opinion into the construction of informative priors is challenging. In particular, how and in what ways researchers are able to justifiably elicit informative priors to truly maximize the strengths of the Bayesian computational framework are not well understood and certainly not broadly implemented. To this end, several articles in this special issue provide illustrations on ways to elicit priors that reflect researchers' preexisting beliefs.
The article by Bolsinova, Hoijtink, Vermeulen, and Beguin (2017) introduces several empirical procedures to elicit expert knowledge to construct informative priors to enhance the quality of linking procedures in the presence of sparse data. The article by Moeyaert, Rindskopf, Onghena, and Van den Noortgate (2017) compares Bayesian and frequentist techniques for fitting models to single-subject experimental design (SCED) data with very small sample sizes and discusses how such modeling endeavors may benefit from Bayesian modeling/data analytic techniques. These articles provide helpful insights on how researchers may construct informative priors from previous and carefully designed studies involving test and SCED data.
The article by Ip, Pan, and Dube (2017) considers the use of Bayesian Lasso-implemented via specialized prior distributions-as a way to regularize or shrink the small residual covariances in confirmatory factor analysis (CFA) to zero. In this case, structured prior distributions mirroring the Lasso penalty function used in the frequentist context to perform variable/model selection are used to efficiently free up nonzero residual covariances to improve model fit. Similar applications of variable selectionmotivated priors in quantitative psychology have also been considered elsewhere in confirmatory factor analytic (Lu, Chow, & Loken, 2016) and structural equation modeling (Muthén & Asparouhov, 2012) contexts. Such data-driven approaches for detecting mild model misspecification have their frequentist counterparts in approaches utilizing modification indices (Saris, Satorra, & Sorbom, 1987; Sörbom, 1989) . Compared with their frequentist counterparts, the Bayesian approaches provide relatively straightforward ways to quantify the uncertainty involved in the model refinement process (Lu et al., 2016) . However, researchers' take on the merits and justifiability of such an approach may be mixed. Our view is that such data-driven information may help reveal potential sources of model misspecification, refine model specifications in future studies, or as in the scenario considered by Harring, McNeish, and Hancock (2017) , helps absorbs other sources of unmodeled shared covariances that, if left unaccounted, may bias the inferential results of central interest to the researchers. Harring et al. (2017) consider the issue of performing sensitivity analysis in the presence of model misspecification, specifically, when there may be omitted variables. Omitted variables are incorporated into their model collectively as a phantom variable, and sensitivity analysis is performed by fixing all parameters linked to the phantom variable at substantively sensible values; as well as by assigning prior distributions to those parameters. Indeed, with the ever-increasing complexity of many Bayesian models, few issues are as pressing as the need to evaluate the sensitivity of one's estimation results to changes in the data, prior, and sampling distributions (Berger, 1994) . The need for sensitivity analysis is also clear in the work of Du, Liu, and Wang (2017) , who propose a Bayesian metaanalytic approach for adjusting publication bias and estimating population effect size by treating studies that do not get published (due e.g., to their lack of statistical significance) as information that is not missing not at random (Rubin, 1976) .
Modeling and Estimation Innovations
Bayesian inference draws heavily on the computational power offered by Markov chain Monte Carlo (MCMC; Gelfand & Smith, 1990; Geman & Geman, 1984) methods. All MCMC methods essentially involve setting up a Markov chain with certain desirable properties to ensure that the stationary distribution-the distribution reached after transient fluctuations in the estimated properties of the posterior distribution have tapered off-converges to the joint posterior distribution of interest. Consequently, after some initial samples prior to convergence (the burn-in samples) have been discarded, the empirical distribution of the remaining MCMC samples can be taken to be an approximation of all the pertinent posterior distributions, based on which Monte Carlo integration is used to obtain summary statistics for inferential purposes. For instance, sample mean or median may be used as point estimates. Uncertainty in the point estimates may be summarized using standard deviations or credible intervals based on the percentiles of the MCMC samples.
Gibbs sampling forms the basis of many MCMC techniques. Suppose the only unknowns of interest in a model are the p parameters in ϭ ( 1 , . . . , p )
T . The joint posterior distribution of , denoted by p( | Y), may be of high dimension and computations of summary statistics of interest may involve analytically intractable integrals. The Gibbs sampling is designed to circumvent this This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
problem by sampling iteratively, for t ϭ 1 . . . T, where T is large, from a sequence of conditional distributions:
Each conditional distribution above is referred to as a full conditional distribution. That is, the full conditional distribution for a parameter j ʦ is defined as the distribution of j given ({ k : k j},Y). With sufficient burn-in iterations and under some general regularity conditions, the samples drawn using the Gibbs sampling algorithm in Equation (2) will converge to the target distribution of interest, namely, the joint posterior distribution of . Another useful technique in estimation using MCMC methods is data augmentation (J. H. Albert & Chib, 1993; Tanner & Wong, 1987) . Under data augmentation, the sampling steps are extended to include sampling of additional latent variables (e.g., latent factors, ability, random effects, missing data) so that the distributions from which samples are drawn reduce to tractable forms and convergence to the target joint posterior distribution can be accelerated.
The article by Natesan and Hedges (2017) presents an application of Bayesian change point models to answer questions in the context of data from single-subject designs. These authors used the Gibbs sampler as implemented in JAGS (Plummer, 2003) for model estimation purposes. As in the article by Moeyaert et al. (2017) , who used the PROC MCMC procedure in SAS to perform Gibbs sampling estimation, Bayesian estimation techniques are a natural choice in this context given the finite (small) sample properties of data from single-subject designs.
There may be situations where sampling from one or more of the conditional distributions in Equation (2) is challenging. One possible way to circumvent this issue is to replace such steps with Metropolis-Hasting (MH) algorithms embedded within the Gibbs sampler. At the tth iteration of the Gibbs sample, suppose one is interested in sampling from the full conditional distribution of the jth parameter, p( j
, but this distribution does not conform to any of the known distributional forms and it is thus impossible to sample directly from it. However, suppose one can sample relatively easily from a proposal density, g( j
, that is constructed based on properties of the sample of j tϪ1 from the previous iteration. The MH algorithm can then proceed by first simulating a potential sample value, j t , from the proposal density, and then accepting the newly sampled value with probability of min ͭ 1,
The quality of the Bayesian estimation when the MH is used depends heavily on good choices for the proposal density, g( j t | j tϪ1 ). Adaptations/extensions of the MH algorithm have also been proposed in the statistical literature. For instance, another common technique for handling Bayesian change-point models with multiple unknown change points is reversible jump MCMC (e.g., Johnson, Elashoff, & Harkema, 2003) , a generalization of the MH algorithm that allows the dimension of the parameter space to change, thus allowing transition between models that differ in their number of parameters (Green, 1995) .
The article by Burgette (2017) presents a model for representing the changes observed in therapy groups admitted on a rolling basis as evidenced on discrete as well as continuous outcomes. MCMC techniques offer a good alternative for handling more complex models such as the ones considered by the authors. The article also shares new insights into the superior performance of the No-UTurn Sampler (NUTS) in Stan (Carpenter et al., 2017; Hoffman & Gelman, 2014; Stan Development Team, 2016) compared with a relatively straightforward implementation of the random-walk MH algorithm, one variation of the MH algorithm described above. The NUTS is a variant of a class of MCMC methods called the Hamiltonian/Hybrid Monte Carlo, which includes a set of tuning parameters to be updated in the estimation process together with other unknowns in the model. Concurrent updates of these tuning parameters improve the efficiency of the MCMC algorithm, and the NUTS enables automated selection of these tuning parameters. Yuan and Huang (2017) propose a Bayesian multilevel dynamic mediation model with time-varying coefficients. A nonparametric penalized spline approach is used to flexibly approximate possible overtime changes in the coefficients for direct as well as indirect (mediated) effects. A blocked Gibbs sampling approach is used to allow highly correlated parameters to be updated within the same step or block in the Gibbs sampler. Uncertainty of the indirect effect, which is typically quantified by means of summary statistics of bootstrap samples in the frequentist framework (Bollen & Stine, 1990; Shrout & Bolger, 2002) , can now be deduced from summary statistics of the empirical posterior distribution. Zhang and Wang (2017) consider the difficulties of performing inference in the context of moderated regression models (i.e., regression models involving interaction effects between independent variables) in the presence of data that are missing completely at random and missing at random. The Gibbs sampler with adaptive rejection sampling (Gilks & Wild, 1992) in OpenBUGS was used for Bayesian estimation purposes and was found to outperform alternative techniques such as full-information maximum likelihood and multiple imputation. Several MCMC variants are available in OpenBUGS. In the context of this specific model, adaptive rejection sampling was used when sampling from any particular full conditional distribution in Equation (2) is not possible; instead, samples are drawn from an approximation density defined by upper and lower bounds (known as envelope and squeezing functions, respectively) that encapsulate the full conditional distribution from the top and the bottom.
The article by Levy (2017) highlights the importance of distinguishing between indicators for latent variables and outcome variables and proposes a Bayesian approach for handling the associated computational issues and interpretational confounds. The proposed, modified Gibbs sampler approach is not fully Bayesian in the sense that the distribution used for inferential purposes is not the joint posterior distribution implied by the hypothesized model but rather, an "approximation" with particular conditional dependencies deliberately removed to eliminate the interpretational confounds. This article showcases one heuristic use of MCMC techniques to circumvent a data analytic problem originated from a frequentist framework. This document is copyrighted by the American Psychological Association or one of its allied publishers.
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Conclusions and Outlooks
This special issue features applications of Bayesian modeling techniques to a rich array of modeling contexts: regression models, item response models, structural equation models, dynamic mediation models, dynamic group membership models, and change point models. Several software programs-such as OpenBUGS, JAGS, Stan, SAS, and in-house estimation routines-are used, with their associated MCMC algorithms. We have attempted to provide brief explanations of the basic ideas behind these MCMC algorithms to facilitate decisions on future applications, extensions, and software selection. As much as possible, we have encouraged authors to provide annotated codes and examples. These can be accessed either in the appendix sections of the articles, or as supplementary materials on the journal web site. Some publications comparing the strengths and limitations of existing MCMC software exist (e.g., Kruschke, 2015; Monnahan, Thorson, & Branch, 2017) , but due to the fast-evolving nature of some of these programs, conclusions concerning each software's strengths and limitations may vary or have to be adapted in matters of weeks or months. As in the editorial for the first special issue, we do not claim the collection of articles appearing in this special issue to be exhaustive-either in terms of content or technical coverage. Nevertheless, we hope that these articles serve as useful additions to the repertoire of Bayesian tools and resources available to psychological researchers.
A model can be thought of as a comprehensive mechanism for understanding the behavior of data in a population. From this perspective, any extent to which that mechanism is incorrect constitutes a misspecification. This article focuses on external misspecifications-the omission of key variables from a structural model (e.g., covariate, mediator). A variable may be absent because its importance was not brought to light until after a study had been conducted (e.g., as suggested by a reviewer) or it simply might be unavailable within an existing dataset being used in a secondary data analysis. Left unchecked, however, external misspecification can fundamentally alter the inferences one might make without such variables present. Two strategies are presented for investigating sensitivity to omitted variables. The first is a fixed parameter approach which integrates an omitted variable into the model as a phantom variable where all associated parameter values are fixed. The second strategy is a random parameter approach within a Bayesian framework in which prior distributions are specified for all of the phantom variables associated parameter values. Both methodologies allow researchers to bring expert knowledge of the substantive domain to bear on the analytic model through specifying likely candidates for the parameter values linked to the missing variables. The reasoning behind each method is discussed more generally before giving way to their implementation on an applied example from the educational psychology literature. Our conclusion is that such an external misspecification sensitivity analysis ought to become a systematic part of any modeling endeavor where the inclusion of all salient variables might be in question.
TA for "Distinguishing Outcomes From Indicators via
Bayesian Modeling" by Roy Levy.
Latent variables are commonly used to acknowledge and model the presence of measurement error, and are often used to predict outcome variables of interest. A problem arises in the common use of such latent variable models, wherein the outcome variables a researcher is interested in predicting exert unwanted influence on the definition of the latent variables. This study proposes and studies new methods to preclude this unwanted influence, including methods to detect when such an unwanted influence may be present. Through analyses of simulated and real data, the new methods are shown to outperform existing approaches in the situations studied here. The new methods can be implemented in freely available software, and it is argued that researchers should consider using them in situations when they wish to prevent the outcomes from influencing the latent variables that predict them.
TA for "Moderation Analysis With Missing Data in the
Predictors" by Qian Zhang and Lijuan Wang.
Moderation analysis has been widely used in social sciences and behavioral studies. In this study, we consider a simple yet widely applied moderated multiple regression (MMR) model for conducting moderation analysis, where the effect of the focal predictor X on the outcome Y is moderated by a moderator U. In MMR modeling, missing data in X and thus XU (interaction term) could pose a challenge in estimation and inference. This is mainly because the interaction term is a product of X and U, which is nonlinear and non-normal so that traditional normal-distributionbased methods may fail. The primary goal is to find ways of estimating and testing the moderation effect with the existence of missing data in X. We mainly focus on cases when X is missing not depending on any observed or unobserved values (missing completely at random, MCAR), or depending on observed values of U and/or observed variables not in the MMR model (missing at random, MAR). Three methods are compared: (a) normal-distribution-based maximum likelihood estimation (NML); (b) normal-distributionbased multiple imputation (NMI); and (c) Bayesian estimation
(Appendix continues)
This document is copyrighted by the American Psychological Association or one of its allied publishers.
(BE). Via simulations, we found that NML and NMI could lead to misleading estimates of moderation effects under an MAR missingness mechanism. The BE method outperformed NMI and NML for MMR modeling under the studied MAR conditions, and with correctly specified distributions for the focal predictor. In addition, BE methods that are robust to the violation of distribution assumption for X are needed. An empirical example was used to illustrate and compare the methods.
4. TA for "Bayesian Dynamic Mediation Analysis" by Jing Huang and Ying Yuan.
Mediation analysis is a statistical method that helps researchers understand how the effect of an independent variable (e.g., an intervention program) on the dependent variable (e.g., severity of depression) is mediated through a mediating variable (e.g., improvement in coping skill). Most existing methods for mediation analysis assume that mediation is a stationary, time-invariant process, which overlooks the inherently dynamic nature of many human psychological processes and behavioral activities. In this article, we consider mediation as a dynamic process that continuously changes over time, and propose novel Bayesian statistical models to describe and estimate such dynamic mediation effects-.The proposed method is flexible and capable of faithfully reflecting the true nature of the mediation process. It provides a valuable tool to help researchers obtain a more complete understanding of the dynamic nature of the mediation process underlying psychological and behavioral phenomena. Confirmatory factor analysis (CFA) is a commonly used tool by psychologists to determine the underlying dimensions of a survey. The "Big Five," which were five key traits that were thought to characterize one's personality, were identified using CFA. CFA requires strong model assumptions, which sometimes are not realistic because the restrictions could lead to poor fit between real data and the model. Existing literature tends to use ad hoc methods to fix the problem. Instead of using a patching-up approach, this study describes a scientifically justifiable way to relax model assumptions. Based on sound statistical principles, the proposed method adopts analytic techniques from the machine learning field to solve the potentially complex interrelatedness problem between survey items. By using both simulation experiments and a real data set regarding emotion measurement, it is shown that the method can be used to help researchers implement CFA in more flexible ways.
6. TA for "Using Expert Knowledge for Test Equating" by Maria Bolsinova, Herbert Hoijtink, Jorine Adinda Vermeulen, and Anton Béguin.
If each year a new version of an educational test is used then the results of the new version are not directly comparable with the results of the reference test version due to the difference in difficulty of the two tests and the differences in the ability of the new and reference populations of students. Typically extra data (other than the examination data) are collected to compare the difficulty of the items in the two tests. However, in high stakes testing, where the amount of data that are available to link the reference and the new test are limited due to security reasons, these extra data do not provide enough information to obtain the desired levels of certainty. In this article we argue that linking data are not the only source of information about the difference in the difficulty of the two test forms. Experts may also provide information about this difference. In the study we propose and evaluate two methods for elicitation of the prior knowledge about the difference in difficulty of two tests from subject-matter experts. The results prove the utility of the proposed methodology, since the precision of the linking results increases without the increase in bias.
7. TA for "Bayesian Models for Semicontinuous Outcomes in Rolling Admission Therapy Groups" by Lane F. Burgette and Susan M. Paddock.
Alcohol and other drug abuse are frequently treated in a group therapy setting. If two clients attend the some of the same sessions, we might expect that-on average-their posttreatment outcomes would be more similar than if they had not attended any sessions together. Hence, if participants are allowed to enroll in therapy on a rolling basis, irregular patterns of session attendance can induce complex relationships between participant outcomes. Statistical methods have been developed previously to account for rolling admission group therapy when the outcomes are normally distributed. In the case of alcohol and other drug use interventions, however, a substantial fraction of participants often report zero use after treatment. We extend previous work to build models that accommodate semicontinuous outcomes, which are a mixture of continuous and discrete distributions, for such situations. We find that modern Bayesian statistical methods and software allow users to efficiently estimate nonstandard models such as these. We illustrate our methods using data from a group-based intervention to treat substance abuse and depression, focusing on the outcome of average number of drinks per day. We find that the intervention is associated with a drop in the probability of any drinking, but find no evidence of a change in the amount of drinking, conditional on some drinking.
8. TA for "Bayesian Unknown Change-Point Models to Investigate Immediacy in Single Case Designs" by Prathiba Natesan and Larry V. Hedges.
An immediate change in the dependent variable following introduction of treatment is called immediacy. Immediacy is a necessary condition to show strong evidence of causality in single case designs (SCDs). Currently no objective and inferential statistical tools are used to investigate immediacy. We propose a Bayesian unknown change-point model to investigate and quantify immediacy in SCD analysis. This model assumes that the changepoint between baseline and treatment phases is unknown and estimates the change-point. Unlike visual analysis that considers only three to five observations in consecutive phases to investigate immediacy, this model considers all data points. Immediacy is indicated when the change-point is estimated accurately and with less uncertainty. This model can accommodate delayed effects where immediacy may not be possible due to the nature of some treatments taking longer to take effect. The use of Bayesian methods helps overcome some of the most common drawbacks of single case designs such as small sample sizes and lack of independence of observations. The model performs well for data with at least eight observations per phase and a mean difference of at least three standard deviations between the baseline and treatment phases. This method is illustrated with real data. Variance component estimates in contexts of two-level modeling of single-case experimental data tend to be biased and imprecisely estimated. In this study, Bayesian estimation is proposed as an alternative to a maximum likelihood estimation procedure. Prior selection methods and prior construction for the variance components in the Bayesian framework are described. The purpose is to compare parameter recovery of maximum likelihood estimation and Bayesian estimation using Monte Carlo simulation methods. Both maximum likelihood and Bayesian estimation procedures result in biased and less precise variance estimates when the number of participants is small (i.e., three). By increasing the number of participants to five or seven, unbiased and more precise estimates are obtained for all priors, except for the inverse-Wishart prior using the identity matrix. When a more informative prior is added, more precise estimates were obtained, even when only three participants were included. An empirical example is given to illustrate the Bayesian approach. We recommend that applied researchers use a variety of different prior distributions (following the proposed prior selection and constriction) and discuss to what extent and in what sense the results depend on the prior used.
