Condition number for the Drazin inverse and the Drazin-inverse solution of singular linear system with their condition numbers  by Wei, Yimin & Diao, Huaian
Journal of Computational and Applied Mathematics 182 (2005) 270–289
www.elsevier.com/locate/cam
Condition number for the Drazin inverse and the Drazin-inverse
solution of singular linear system with their condition numbers
Yimin Weia,∗, Huaian Diaob,1
aDepartment of Mathematics, Fudan University, Shanghai, 200433, PR China
bInstitute of Mathematics, Fudan University, Shanghai, 200433, PR China
Received 5 March 2004
Abstract
In this paper, we investigate the condition number of Drazin inverse and Drazin-inverse solution of singular linear
system Ax = b, where A is a n× n rank-deﬁcient matrix and b a real vector of size n, x a real vector. Let  and  be
two positive real numbers, when we consider the weighted Frobenius norm ‖[A, b]‖(F )P,Q on the data we get the
formula of condition number of the Drazin-inverse solution of singular linear system. For the normwise condition
number, the sensitivity of the relative condition number itself is studied, the componentwise perturbation is also
investigated.
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1. Introduction
In this paper we consider the following singular linear system [3,16,18,24]
Ax = b, (1.1)
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where A ∈ Rn×n is a rank-deﬁcient matrix, b ∈ Rn. For a n× n singular matrix A, there exits a unique
matrix X = AD, the Drazin inverse [1] of A satisfying the following equations:
XAX =X, AX =XA, Ak+1X = Ak,
where k is the index of A. The index of the matrix A is the smallest nonnegative integer k such that
rank(Ak) = rank(Ak+1). When the index of A equals to one, the Drazin inverse of A is called group
inverse, denoted by Ag. If the matrix is nonsingular, then AD = A−1.
From Jordan canonical form theory [1], we get that for any n × n matrix A with index(A) = k and
rank(A)= r , there exits a n× n nonsingular matrix P such that
A= P
[
S 0
0 N
]
P−1, (1.2)
where S is a r × r nonsingular bi-diagonal matrix and N is nilpotent of index k, i.e.,Nk = 0. Now we can
write the Drazin inverse of A in the form
AD = P
[
S−1 0
0 0
]
P−1. (1.3)
The Drazin inverse is very useful and has many applications such as singular differential and difference
equation, Markov chain and iterative methods, see for instance [2,3,5,6,8,16,19,22–25].
In this paper we only study the P -norm solution or Drazin-inverse solution [3,16,18,22] of singular
linear system (1.1). The P -norm for a vector x ∈ Rn and square matrix A ∈ Rn×n are deﬁned by
‖x‖P = ‖P−1x‖2, ‖A‖P = ‖P−1AP ‖2, (1.4)
where P is deﬁned by (1.2).
The Frobenius P -norm for a square matrix A ∈ Rn×n is deﬁned by
‖A‖(F )P = ‖P−1AP ‖F . (1.5)
If B ∈ Rm×n is a rectangular matrix, we can also deﬁne the matrixMN-norm and FrobeniusMN-norm
as follows:
‖B‖MN = ‖M−1BN‖2, ‖B‖(F )MN = ‖M−1BN‖F , (1.6)
where M and N are nonsingular matrices of order m and n, respectively.
Let x denote the Drazin-inverse solution of the singular linear system (1.1)
Ax = b, x ∈ Rn,
where index(A)= k.As we know, the Drazin-inverse solution x has the form x = ADb.
S. Gratton in [10] studied when A has full column rank and got its condition number for the linear least
squares problem. In Section 2, we focus on the Drazin-inverse solution of the singular linear systems
(1.1) and give the formula of the condition number of A.
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Now we introduce the following operator:
F : Rn×n × Rn → Rn,
A, b → F(A, b)= ADb = x.
As we know that the operator F is a differentiable function, when the perturbation E in A fulﬁls the
following condition:
Im(E) ⊆ Im(Ak), Im(ET) ⊆ Im((Ak)T), (1.7)
where Im(E) denotes the range space of the matrix E, ET is the transpose of E and k is the index of A.
It is easy to check that (1.7) is equivalent to
AADE = E, EAAD = E. (1.8)
The deﬁnition of the absolute condition number was introduced by J.R. Rice in [14]. Let X and Y be
two normed subspaces equipped with norms ‖ · ‖X and ‖ · ‖Y . We denote by ‖ · ‖ the operator norm
induced by the choice of ‖ · ‖X and ‖ · ‖Y . If F is a continuously differentiable function
F : Rn×n × Rn → Rn,
x → F(x),
the absolute condition number of F at x is the scalar ‖F ′(x)‖. The relative condition number of F at x
is
‖F ′(x)‖ ‖x‖X
‖y‖Y .
We choose the parameterized weighted Frobenius norm ‖[A, b]‖(F )P,Q, whereQ= diag(P, 1), because
we can choose different parameters ,  for different perturbations. For example taking large values of 
allows to perturb b only.
Rohn [15] studied the componentwise perturbation of matrix inversion and the solution of nonsingular
linear systems. In [11,12] Higham investigated the condition number for nonsingular squares matrix and
the condition-number sensitivity which is called level-2 condition number. Wei et al. [21] generalized
their results to the Drazin inverse, but they did not give the level-2 condition number. We will discuss
it with P -norm in Section 3. We also investigate the componentwise perturbation of Drazin inverse and
Drazin-inverse solution with their level-2 condition number in the last three sections.
2. Condition number
In this section we get the explicit formula for the condition number for the Drazin-inverse solution of
singular linear system by the means of the weighted norm.
Theorem 2.1. When the perturbation E in A fulﬁlls the condition (1.7), the absolute condi-
tion number of the P -norm Drazin-inverse solution of singular linear system with the norm
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‖[A, b]‖(F )P,Q =
√
2(‖A‖(F )P )2 + 2‖b‖2P on the data and the norm ‖x‖P on the solution is
C = ‖AD‖P
√
1
2
+ ‖x‖P
2
, (2.1)
whereQ=
[
P 0
0 1
]
.
Proof. F(A, b) = ADb. Under the condition (1.7), F is a differentiable function and F ′ is deﬁned as
follows:
F ′(A, b).(E, f )= lim
→0
(A+ E)D(b + f )− ADb

. (2.2)
When E fulﬁlls the condition (1.7) we have [17,20]
(A+ E)D = AD − ADEAD + O(2),
then we can easily get that
F ′(A, b).(E, f )=−ADEx + ADf. (2.3)
Let ‖ · ‖ the operator norm induced by the choice of ‖[A, b]‖(F )P,Q on the data and ‖x‖P on the solution,
whereQ=
[
P 0
0 1
]
.
Then
‖F ′(A, b).(E, f )‖(F )P = ‖AD(Ex − f )‖(F )P
‖AD‖P (‖E‖(F )P ‖x‖P + ‖f ‖P ).
The norm of the linear map F ′(A, b).(E, f ) is the supremum of ‖F ′(A, b).(E, f )‖(F )P on the unit ball
of Rn×n × Rn, hence, since (‖[E, f ]‖(F )P,Q)2 = 2(‖E‖(F )P )2 + 2‖f ‖2P and
‖F ′(A, b)‖ = sup
2(‖E‖(F )P )2+2‖f ‖2P=1
‖AD(Ex − f )‖(F )P
 sup
‖z‖2=1
‖AD‖P
(
‖E‖(F )P
‖x‖P

+ ‖f ‖2 1

)
,
where z= [‖E‖(F )P , ‖f ‖P ]T. Hence
‖F ′(A, b)‖‖AD‖P sup
‖z‖2=1
wTz= ‖AD‖P ‖w‖2, w =
[‖x‖P

,
1

]T
.
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Therefore
‖F ′(A, b)‖‖AD‖P
√
‖x‖2P
2
+ 1
2
. (2.4)
Now we want to show that this upper bound is reachable. There are vectors u, v such that
S−1u= ‖S−1‖2v = ‖AD‖P v, (2.5)
where ‖u‖2 = ‖v‖2 = 1, S is the nonsingular matrix in (1.2).
Let
uˆ= P
[
u
0
]
, vˆ = P
[
v
0
]
,
so that
ADuˆ= P
[
S−1 0
0 0
]
P−1P
[
u
0
]
=P
[
S−1u
0
]
=P
[‖S−1‖2v
0
]
=‖S−1‖PP
[
v
0
]
=‖AD‖P vˆ.
It is easy to check that
‖uˆ‖P = ‖vˆ‖P = 1.
Now denote
=
√
‖x‖2P
2
+ 1
2
, E =− 1
2
uˆxTP−TP−1, f = 1
2
uˆ.
Obviously uˆ belongs to Im(Ak), x = ADb belongs to Im(AD) = Im(Ak). So we can easily
check that
AADE = E,
Y. Wei, H. Diao / Journal of Computational and Applied Mathematics 182 (2005) 270–289 275
and
(AAD)TET = − 1
2
(AD)TATP−TP−1ADbuˆT
= − 1
2
P−T
[
Ir 0
0 0
]
P TP−TP−1P
[
S−1 0
0 0
]
P−1buˆT
= − 1
2
P−TP−1P
[
S−1 0
0 0
]
P−1buˆT
= − 1
2
P−TP−1ADbuˆT
= − 1
2
P−TP−1xuˆT
=ET.
Then E fulﬁlls the condition (1.7). Now we want to verify the perturbation (E, f ) is feasible, that is,
2(‖E‖(F )P )2 + 2‖f ‖2P = 1.
2(‖E‖(F )P )2 + 2‖f ‖2P =
1
22
(‖uˆxTP−TP−1‖(F )P )2 +
1
22
‖uˆ‖2P
= 1
22
‖P−1uˆxTP−TP−1P ‖2F +
1
22
= 1
22
‖P−1uˆ‖22‖xTP−T‖22 +
1
22
= 1
22
‖x‖2P ‖uˆ‖2P +
1
22
= 1
2
(
‖x‖2P
2
+ 1
2
)
= 1.
Then
F ′(A, b)(E, f )= − ADEx + ADf
= 1
2
ADuˆxTP−TP−1x + 1
2
ADuˆ
= 1
2
‖AD‖P ‖x‖2P vˆ +
1
2
‖AD‖vˆ
=‖AD‖P vˆ,
so we have
‖F ′(A, b).(E, f )‖P = ‖AD‖P
√
‖x‖2P
2
+ 1
2
,
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with 2‖E‖2F + 2‖f ‖2P = 1 consequently
‖F ′(A, b)‖P ‖AD‖P
√
‖x‖2P
2
+ 1
2
,
and we complete the proof. 
Corollary 2.1. Taking = 1 and = 1 in the condition number C of Theorem 2.1 gives the case where
both A and b are perturbed. By letting  → ∞ ( → ∞), no perturbation on the matrix A (on the
right-hand side b) is permitted.
Proof. The condition number is the supremum of ‖F ′(A, b).(E, f )‖P for all E and f satisfying the
constraint 2(‖E‖(F )P )2 + 2‖f ‖2P = 1. Therefore, the condition  → ∞ implies E → 0 and similarly
 → ∞ implies f → 0. 
Using the deﬁnition of relative condition number we can easily obtain the following formula.
Corollary 2.2. When the perturbation E in A fulﬁlls the condition (1.7), the relative condition number
with perturbations on A and b (= = 1) is
C = ‖A
D‖P ‖[A, b]‖(F )P,Q
‖x‖P
√
1+ ‖x‖2P ,
whereQ=
[
P 0
0 1
]
.
3. Condition-number sensitivity
In [24], Wei et al. investigated the P -norm relative condition number for Drazin inverse which is a
generalization of the case of regular inverse. The P -norm relative condition number of Drazin inverse is
deﬁned as follows:
cond(A)= lim
→0 sup‖E‖P  ‖A‖P
‖(A+ E)D − AD‖P
‖AD‖P ,
where E fulﬁlls the condition (1.7). For the singular linear system Ax = b the P -norm relative condition
number for the Drazin-inverse solution is deﬁned by
cond(A, b)= lim
→0 sup‖E‖P  ‖A‖P‖f ‖P  ‖b‖P
‖(A+ E)D(b + f )− ADb‖P
‖ADb‖P ,
where E fulﬁlls the condition (1.7).
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In [24] Corollaries 2.1 and 3.1 Wei et al. gave the expressions of P -norm relative condition number
for A and the Drazin-inverse solution, respectively
cond(A)= ‖AD‖P ‖A‖P , cond(A, b)= ‖AD‖P ‖A‖P + ‖A
D‖P ‖b‖P
‖ADb‖P . (3.1)
In general, condition numbers cannot be computed exactly, and hence it is of interest to know the
sensitivity of the problem to compute the condition number, that is, the condition number of the condition
number. This concept was investigated by Demmel [4]. Our results below are more specialized, since
they apply only to Drazin inverse and the Drazin-inverse solution of the singular linear system, and
consequently they are sharper.
To motivate the analysis, we consider the singular linear system
Ax = b,
where index(A)= k.
Typically, an a priori rounding error analysis or an a posterior residual check will allow us to conclude
the a computed xˆ satisﬁes a nearby system
(A+ E)xˆ = b + f,
where ‖E‖P and ‖f ‖P are small, say max{‖E‖P /‖A‖P , ‖f ‖P /‖b‖P }=c1u, where c1 is closed to unity
and u is the machine roundoff. It is clear that we have the approximate error bond
‖x − xˆ‖P
‖x‖P cond(A, b) c1u. (3.2)
Now, even when cond(A, b) has a simple characterization, it cannot normally be computed exactly.
Given that A and bmay contain errors before an algorithm to compute cond(A, b) is applied, perhaps the
best that we can hope for is to compute cond(A+E˜, b+f˜ ),wheremax{‖E˜‖P /‖A‖P , ‖f˜ ‖P /‖b‖P }=c2u
with c2 closes to unity. The error in the computed version of bond (3.2) may be analyzed by considering
the level-2 condition number
cond[2](A, b)= lim
→0 sup‖E‖P  ‖A‖P‖f ‖P  ‖b‖P
|cond(A+ E, b + f )− cond(A, b)|
 cond(A, b)
, (3.3)
where E fulﬁlls the condition (1.7).
We then have the approximate inequality
|cond(A+ E˜, b + f˜ ) c1u− cond(A, b) c1u|cond(A, b) c1u cond[2](A, b) c2u.
We conclude that if cond(A, b)u−1 then using cond(A+ E˜, b+ f˜ ) instead of cond(A, b) in (3.2) will
not affect the order of magnitude of the error bound.
The next results show that for Drazin inverse or solving a singular linear system the sensitivity of the
condition number is approximately given by the condition number itself.
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The ﬁrst result concerns matrix Drazin inverse, and relies on the following two lemmas:
Lemma 3.1. For uˆ, vˆ in Theorem 2.1 then there exits B ∈ Rn×n such that
Bvˆ =−uˆ, ‖B‖P = 1, (3.4)
where B fulﬁlls condition (1.7).
Proof. Let B = −uˆvˆTP−TP−1, then Bvˆ = −uˆvˆTP−TP−1vˆ = −‖vˆ‖2P uˆ = −uˆ. Now let us study the
P-norm of B,
‖B‖P = ‖uˆvˆTP−TP−1‖P = ‖P−1uˆvˆTP−TP−1P ‖P
=‖P−1uˆ‖22‖vˆTP−T‖22 = ‖uˆ‖2P ‖vˆ‖2P = 1.
Since uˆ ∈ Im(Ak), then Im(B) ⊆ Im(Ak). Now we want to verify that Im(BT) ⊆ Im((Ak)T).
(AAD)TBT = − (AD)TATP−TP−1vˆuˆT
= − P−T
[
Ir 0
0 0
]
P TP−TP−1P
[
v
0
]
uˆT
= − P−TP−1P
[
v
0
]
uˆT
= − P−TP−1vˆuˆT
=BT.
Then B fulﬁlls condition (1.7). 
Lemma 3.2. As  → 0,
max‖E‖P  ‖A‖P
|‖(A+ E)D‖P − ‖AD‖P | = ‖AD‖P cond(A)+ O(2), (3.5)
for E fulﬁlls condition (1.7).
Proof. When E fulﬁls condition (1.7) we have [17,20]
(A+ E)D = AD − ADEAD + O(2), (3.6)
then
max‖E‖P  ‖A‖P
|‖(A+ E)D‖P − ‖AD‖P |‖AD‖P cond(A)+ O(2).
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Then choosing E = ‖A‖PB, where B is deﬁned in Lemma 3.1, it gives
‖AD − ADEAD‖P ‖(AD − ADEAD)uˆ‖P
=‖ADuˆ− ADEADuˆ‖P
=‖ADuˆ− ‖A‖PADBADuˆ‖P
=‖‖AD‖P vˆ − ‖A‖P ‖AD‖PADBvˆ‖P
=‖AD‖P ‖vˆ + ‖A‖PADuˆ‖P
=‖AD‖P ‖vˆ + ‖A‖P ‖AD‖P vˆ‖P
=‖AD‖P (1+ ‖A‖P ‖AD‖P ).
This shows that (3.5) is attainable. 
Theorem 3.1. When the perturbation E fulﬁlls the condition (1.7), the level-2 condition number
cond[2](A)= lim
→0 sup‖E‖P  ‖A‖P
|cond(A+ E)− cond(A)|
 cond(A)
(3.7)
satisﬁes
|cond[2](A)− cond(A)|1.
Proof. If ‖E‖P ‖A‖P with fulﬁlling condition (1.7), then using ‖A + E‖P (1 + )‖A‖P and
Lemma 3.2, it follows that
‖A+ E‖P ‖(A+ E)D‖P cond(A)(1+  cond(A)+ )+ O(2), (3.8)
so that
cond(A+ E)− cond(A)
 cond(A)
cond(A)+ 1+ O(). (3.9)
Similarly, using ‖A + E‖P (1 − )‖A‖P and Lemma 3.2, we can derive a lower bound of
−cond(A)− 1+ O() for the right-hand side of (3.9), and hence, in (3.7),
cond[2](A)cond(A)+ 1. (3.10)
To get a lower bound, we may choose E as in Lemma 3.2, giving
‖A+ E‖P ‖(A+ E)D‖P (1− )‖A‖P ‖AD‖P (1+  cond(A))+ O(2)
and hence
cond(A+ E)cond(A)(1− +  cond(A))+ O(2). (3.11)
This rearranges to
cond(A+ E)− cond(A)
 cond(A)
cond(A)− 1+ O().
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So, in (3.7),
cond[2]cond(A)− 1. (3.12)
Combining (3.10) and (3.12) we have
|cond[2](A)− cond(A)|1. 
Theorem 3.2. For the singular linear system Ax = b with the perturbation E fulﬁlling condition (1.7),
the level-2 condition number
cond[2](A, b)= lim
→0 sup‖E‖P  ‖A‖P‖f ‖P  ‖b‖P
|cond(A+ E, b + f )− cond(A, b)|
 cond(A, b)
(3.13)
satisﬁes
cond(A, b)
4
− 1
2
cond[2](A, b)3 cond(A, b)+ 2.
Proof. First we derive the upper bound. Suppose E fulﬁlls condition (1.7) with ‖E‖P ‖A‖P and
‖f ‖P ‖b‖P . From Lemma 3.2, we have
‖(A+ ED‖P ‖b + f ‖P ‖AD‖P ‖b‖P (1+  cond(A)+ )+ O(2). (3.14)
Also,using the deﬁnition of cond(A, b),
1
‖x + x‖P 
1
‖x‖P − ‖x‖P
= 1‖x‖P
(
1+ ‖x‖P‖x‖P
)
+ O(2)

1
‖x‖P (1+  cond(A, b))+ O(
2). (3.15)
From (3.14) and (3.15), we have
‖(A+ E)D‖P ‖b + f ‖P
‖x + x‖P 
‖AD‖P ‖b‖P
‖x‖P (1+  cond(A)+  cond(A, b)+ )+ O(
2),
from which it follows that
‖(A+ E)D‖P ‖b + f ‖P /‖x + x‖P − ‖AD‖P ‖b‖P /‖x‖P
(cond(A)+ ‖AD‖P ‖b‖P /‖x‖P )
1+ cond(A)+ cond(A, b)+ O(). (3.16)
A similar analysis gives a lower bound of −1− cond(A)− cond(A, b)+O() for the right-hand side of
(3.16), and hence we have
|‖(A+ E)D‖P ‖b + f ‖P /‖x + x‖P − ‖AD‖P ‖b‖P /‖x‖P |
(cond(A)+ ‖AD‖P ‖b‖P /‖x‖P )
1+ cond(A)+ cond(A, b)+ O(). (3.17)
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Now it follows from Theorem 3.1 that
|cond(A+ E)− cond(A)|
(cond(A)+ ‖AD‖P ‖b‖P /‖x‖P )
|cond(A+ E)− cond(A)|
 cond(A)
cond[2](A)+ O()
cond(A)+ 1+ O().
Using the characterization (3.1) with the above two inequalities we have
cond[2](A, b)2+ 2cond(A)+ cond(A, b)3cond(A, b)+ 2. (3.18)
For a lower bound, we may choose E to satisfy (3.11), which rearranges to
cond(A+ E)− cond(A)(cond(A)− 1)cond(A)+ O(2). (3.19)
Choosing f = 0 gives
‖x‖P = ‖(A+ E)Db − ADb‖P
=‖ADEx‖P + O(2)
 cond(A)‖x‖P + O(2).
Hence
‖x + x‖P ‖x‖P − ‖x‖P (1−  cond(A))‖x‖P .
So that
‖(A+ E)D‖P ‖b + f ‖P
‖x + x‖P −
‖AD‖P ‖b‖
‖x‖P =
‖(A+ E)D‖P ‖b‖P ‖x‖P − ‖AD‖P ‖b‖P ‖x + x‖P
‖x + x‖P ‖x‖P
‖b‖P ‖x‖P ‖(A+ E)
D‖P − ‖AD‖P (1−  cond(A))
‖x + x‖P ‖x‖P
=‖b‖P ‖A
D − ADEAD‖P − ‖AD‖P + ‖AD‖P cond(A)
‖x + x‖P + O(
2)
‖b‖P ‖A
D‖P (1+ ‖A‖P ‖AD‖P )− ‖AD‖P + ‖AD‖P cond(A)
‖x + x‖P
0.
Combining this with (3.19), it follows that
cond[2](A, b) (cond(A)− 1)cond(A)
cond(A)+ ‖AD‖P ‖b‖P /‖x‖P

(cond(A)− 1)cond(A)
2cond(A)

cond(A, b)
4
− 1
2
. 
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In practice, condition numbers will usually be computed via their characterizations; for example,
cond(A)= ‖A‖P ‖AD‖P . In this case, it could be argued that the best that we can hope to compute this
‖A + E1‖P ‖(A + E2)D‖P , where E1 and E2 are different small perturbations with fulﬁlling condition
(1.7). By examining the proof of Theorems 3.1 and 3.2 it is clear that allowing different perturbations in
this manner does not signiﬁcantly affect the level-2 condition numbers, in fact, as we show below, for the
case of Drazin inverse in the upper bound in Theorem 3.1 becomes an exact characterization.
Theorem 3.3. The alternative level-2 condition number
cond[2](A)= lim
→0 sup‖E1‖P  ‖A‖P‖E2‖P  ‖A‖P
∣∣∣∣∣‖A+ E1‖P (A+ E2)D‖P − ‖A‖P ‖AD‖P‖A‖P ‖AD‖P
∣∣∣∣∣
satisﬁes
cond[2](A)= cond(A)+ 1, (3.20)
where E1 and E2 fulﬁll condition (1.7).
Proof. We just let E1 = A and E2 = ‖A‖PB where B is the matrix in Lemma 3.1.
From Lemma 3.2 gives
‖A+ E1‖P ‖(A+ E2)D‖P = (1+ )‖A‖P ‖AD‖P (1+ ‖A‖P ‖AD‖P )+ O(2)
= cond(A)(1+ +  cond(A))+ O(2).
From the deﬁnition of cond[2](A), it is easy to get (3.20). 
4. Componentwise condition numbers for Drazin inverse
The following theorem shows a componentwise condition number for the Drazin inverse.
Theorem 4.1. Let the componentwise condition number for the Drazin inverse be deﬁned by
cij (A)= lim
→0+ sup
{
|(A+ E)D − AD|ij
|AD|ij , |E||A|
}
, (4.1)
for Im(E) ⊆ Im(Ak) and Im(ET) ⊆ Im((Ak)T), then
cij (A)
(|AD| |A| |AD|)ij
|AD|ij
and this bound is achievable.
Proof. It is shown in [17,20] that if Im(E) ⊆ Im(Ak), Im(ET) ⊆ Im((Ak)T), and ‖AD‖ ‖E‖< 1,
then
(A+ E)D = (I + ADE)−1AD.
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It then follows from |E||A| and the expansion of (I + ADE)−1 that
(A+ E)D − AD =−ADEAD + O(2). (4.2)
Thus, componentwise, we have
|(A+ E)D − AD|ij = |ADEAD|ij + O(2).
Since
|ADEAD|ij (|AD| |E| |AD|)ij (|AD| |A| |AD|)ij ,
from the deﬁnition (4.1), we have the inequality
cij (A)
(|AD| |A| |AD|)ij
|AD|ij .
This bound can be achieved for any matrix A such that A = |A| and AD = |AD|. Indeed, let E0 = −A,
then E0 satisﬁes
|E0| = |A|, Im(E0)= Im(Ak), and Im(ET0 )= Im((Ak)T).
Now, using (4.1), (A+ E0)D = (1− )−1AD implies that
cij (A)= lim
→0+ sup
{
|(A+ E)D − AD|ij
|AD|ij , |E||A|
}
 lim
→0+
|(A+ E0)D − AD|ij
|AD|ij
= lim
→0+
|AD|ij
(1− )|AD|ij
= 1.
On the other hand, since A= |A| and AD = |AD|,
(|AD| |A| |AD|)ij
|AD|ij =
|ADAAD|ij
|AD|ij = 1.
This completes the proof. 
For example, the matrix E, of which all entries equal one, satisﬁes |E| = E and |ED| = n−2E = ED,
where n is the order of E.
Since
|AD| = |ADAAD| |AD| |A| |AD|,
we have (|AD| |A| |AD|)ij /|AD|ij 1. Thus, from Theorem 4.1, we propose
cij (A)= (|A
D| |A| |AD|)ij
|AD|ij (4.3)
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as the componentwise condition number for the Drazin inverse and deﬁne
c(A)=max
i,j
(cij (A)). (4.4)
5. Drazin-inverse solution
Analogous to the componentwise condition number for the Drazin inverse presented in the previous
section, we have the following result for the componentwise condition number for the Drazin-inverse
solution of the singular linear system.
Theorem 5.1. Let the componentwise condition number for the Drazin-inverse solution (1.1) be
deﬁned by
ci(A, b)= lim
→0+ sup
{
|(A+ E)D(b + b)− ADb|i
|ADb|i , |E||A|, |b||b|
}
, (5.1)
for Im(E) ⊆ Im(Ak) and Im(ET) ⊆ Im((Ak)T), then
ci(A, b)
(|AD| |A| |ADb| + |AD| |b|)i
|ADb|i
and this bound is achievable.
Proof. Applying (4.2), we get
(A+ E)D(b + f )− ADb = ADf − ADEADb + O(2).
Then, in componentwise form, we have
|(A+ E)D(b + f )− ADb|i = |ADf − ADEADb|i + O(2).
Since
|ADf − ADEADb|i(|ADf | + |ADEADb|)i(|AD| |A| |ADb| + |AD| |b|)i,
it follows from (5.1) that
ci(A, b)
(|AD| |A| |ADb| + |AD| |b|)i
|ADb|i .
Again, the above bound is achievable for any A and b such that A= |A|, AD = |AD|, and b= |b|. In fact,
setting
E0 =−A and f0 = b,
we get
|E0| = |A|, Im(E0)= Im(Ak), Im(ET0 )= Im((Ak)T) and |f0| = |b|.
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Then, from (5.1), (A+ E0)D = (1− )−1AD and b + f0 = (1+ )b imply that
ci(A, b)= lim
→0+ sup
{
|(A+ E)D(b + f )− ADb|i
|ADb|i , |E||A|, |F ||b|
}
 lim
→0+
|(A+ E0)D(b + f0)− ADb|i
|ADb|i
= lim
→0+
2
1− 
= 2.
On the other hand, since A= |A|, AD = |AD|, and b = |b|,
(|AD| |A| |ADb| + |AD| |b|)i
|ADb|i =
|ADAADb + ADb|i
|ADb|i = 2.
This completes the proof. 
From Theorem 5.1, we propose
ci(A, b)= (|A
D| |A| |ADb| + |AD| |b|)i
|ADb|i (5.2)
as the componentwise condition number for the Drazin-inverse solution and deﬁne
c(A, b)=max
i
(ci(A, b)). (5.3)
6. Level-2 condition numbers
In Sections 4 and 5, we proposed the componentwise condition numbers. How sensitive are these
condition numbers to the perturbations? Demmel [4] introduced the concept of condition number of the
condition number and showed that for certain problems condition number of the condition number is
the condition number up to a constant factor. Higham [11] investigated the condition numbers, called
level-2 condition numbers, for the condition numbers for matrix inversion and nonsingular linear systems.
In this section, we present level-2 condition numbers for the Drazin inverse and Drazin-inverse solution.
Our results are generalizations of those in [11] in that they are the same as those in [11] for the nonsingular
cases.
Theorem 6.1. Let the level-2 condition number for the componentwise condition number cij (A) for the
Drazin inverse be deﬁned by
c
[2]
ij (A)= lim→0+ sup
{ |cij (A+ E)− cij (A)|
cij (A)
, |E||A|
}
, (6.1)
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for Im(E) ⊆ Im(Ak) and Im(ET) ⊆ Im((Ak)T), then
c
[2]
ij (A)1+ 3 c(A).
Proof. We ﬁrst derive lower and upper bounds for |(A+ E)D|. From (4.2) and |E| |A|, we get
||(A+ E)D| − |AD|| |AD| |A| |AD| + O(2). (6.2)
It then follows from deﬁnition (4.3) of cij (A) that
(1− cij (A))|AD|ij  |(A+ E)D|ij (1+ cij (A))|AD|ij .
From (4.4), c(A)cij (A)1 for all i and j, hence
(1− c(A))|AD|ij  |(A+ E)D|ij (1+ c(A))|AD|ij , (6.3)
for all i and j, which means
(1− c(A))|AD| |(A+ E)D|(1+ c(A))|AD|. (6.4)
Then, using (6.4) and |A+ E|(1+ )|A|, we have the upper bound:
(|(A+ E)D| |A+ E| |(A+ E)D|)ij
(1+ c(A))2(1+ )(|AD| |A| |AD|)ij + O(2)
= (1+ + 2c(A))(|AD| |A| |AD|)ij + O(2) (6.5)
Similarly, we can obtain the lower bound
(|(A+ E)D| |A+ E| |(A+ E)D|)ij (1− − 2c(A))(|AD| |A| |AD|)ij + O(2). (6.6)
Now, using (6.3) and (6.5), we get
cij (A+ E)= (|(A+ E)
D| |A+ E| |(A+ E)D|)ij
|(A+ E)D|ij

(1+ + 2c(A))(|AD| |A| |AD|)ij
(1− c(A))|AD|ij + O(
2)
= (1+ + 2c(A))(1+ c(A))cij (A)+ O(2)
= (1+ + 3c(A))cij (A)+ O(2),
which implies that
cij (A+ E)− cij (A)
cij (A)
1+ 3c(A)+ O().
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Similarly, using (6.3) and (6.6), we get
cij (A+ E)− cij (A)
cij (A)
 − 1− 3c(A)+ O().
This completes the proof. 
Analogous to the level-2 condition number for the componentwise condition number for the Drazin
inverse, we can also get level-2 condition number for the componentwise condition number for the
Drazin-inverse solution of the singular linear system as follows.
Theorem 6.2. Let the level-2 condition number for the componentwise condition number ci(A, b) for
the Drazin-inverse solution of the singular linear system deﬁned by
c
[2]
i (A, b)= lim→0+ sup
{ |ci(A+ E, b + f )− ci(A, b)|
ci(A, b)
, |E||A|, |f ||b|
}
for Im(E) ⊆ Im(Ak) and Im(ET) ⊆ Im((Ak)T) then
c
[2]
i (A, b)2c(A, b)+ c(A)+ 1.
Proof. For the singular linear system (1.1), the Drazin-inverse solution is x = ADb, where AD is
the Drazin inverse. Let x + x be the Drazin-inverse solution of the perturbed singular linear system
(A+ E)y = (b + f ), then, from (4.2),
x + x = (A+ E)D(b + f )
= (AD − ADEAD + O(2))(b + f )
=ADb + ADf − ADEADb + O(2).
When |E||A| and |f ||b|, we have the following upper and lower bounds for |x + x|:
|ADb| − |AD||b| − |AD||A||ADb| + O(2)
 |x + x| |ADb| + |AD||b| + |AD||A||ADb| + O(2).
It then follows the deﬁnition (5.2) of ci(A, b) that
|x|i(1− ci(A, b))+ O(2) |x + x|i |x|i(1+ ci(A, b))+ O(2).
Since c(A, b)ci(A, b), from (5.3), we obtain
|x|i(1− c(A, b))+ O(2) |x + x|i |x|i(1+ c(A, b))+ O(2),
for all i, which implies
|x|(1− c(A, b))+ O(2) |x + x| |x|(1+ c(A, b))+ O(2). (6.7)
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Then, using (5.2), (6.4), (6.7), |E||A|, and |f ||b|, we get the following upper bound for
ci(A+ E, b + f ):
ci(A+ E, b + f )= (|(A+ E)
D| |A+ E| |x + x|)i
|x + x|i +
(|(A+ E)D| |b + f |)i
|x + x|i

((1+ c(A))|AD|(1+ )|A|(1+ c(A, b))|x|)i
|x|i(1− c(A, b))
+ ((1+ c(A))|A
D|(1+ )|b|)i
|x|i(1− c(A, b))
= (1+ + c(A)+ c(A, b))(1+ c(A, b))(|A
D| |A| |ADb|)i
|x|i
+ (1+ + c(A))(1+ c(A, b))(|A
D| |b|)i
|x|i + O(
2)
= (1+ + c(A)+ 2c(A, b))(|A
D| |A| |ADb|)i
|x|i + O(
2)
+ (1+ + c(A)+ c(A, b))(|A
D| |b|)i
|x|i + O(
2)
(1+ + c(A)+ 2c(A, b))ci(A, b)+ O(2). (6.8)
Similarly, we can get the lower bound for ci(A+ E, b + f )
ci(A+ , b + f ) (1− c(A)− − 2c(A, b))(|A
D| |A| |x|)i
|x|i
+ (1− − c(A)− c(A, b))(|A
+| |b|)i
|x|i + O(
2)
(1− − c(A)− 2c(A, b))ci(A, b)+ O(2). (6.9)
Hence, using (6.8) and (5.2), we obtain
ci(A+ E, b + f )− ci(A, b)
ci(A, b)
1+ c(A)+ 2c(A, b)+ O().
Similarly, using (6.9) and (5.2), we also have
ci(A+ E, b + f )− ci(A, b)
ci(A, b)
 − 1− c(A)− 2c(A, b)+ O().
This completes the proof. 
7. Concluding remarks
In this paper, we consider the condition number for the Drazin inverse and the Drazin-inverse solution
of singular linear system under the P -norm and the componentwise perturbation, which extends the well
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known results in [9,12,15]. It is natural to ask if we can relax our assumption on the perturbation matrix
E and consider the condition number under the general case in Hilbert space or Banach algebra [7,13],
which will be complicated and become a future research topic.
References
[1] A. Ben-Israel, T.N.E. Greville, Generalized Inverses: Theory and Applications, second ed., Springer, NewYork, 2003.
[2] S. Campbell, C. Meyer, Generalized Inverses of Linear Transformations, Pitman, London, 1979, Dover, NewYork, 1991.
[3] J. Climent, M. Neumann,A. Sidi,A semi-iterative method for real spectrum singular linear systems with an arbitrary index,
J. Comput. Appl. Math. 87 (1997) 21–38.
[4] J.W. Demmel, On condition numbers and the distance the nearest ill-posed problem, Numer. Math. 51 (1987) 251–289.
[5] H. Diao, Y. Wei, Structured perturbation of group inverse and singular linear system with index one, J. Comput. Appl.
Math. 173 (2005) 93–113.
[6] H. Diao,Y. Wei, S. Qiao, Displacement rank of Drazin inverse, J. Comput. Appl. Math. 167 (2004) 147–161.
[7] D. Djordjevic, Y. Wei, Additive results for the generalized Drazin inverse, J. Austral. Math. Soc. 73 (2002) 115–125.
[8] M. Eierman, I. Marek, W. Niethammer, On the solution of singular linear systems of algebraic equations by semi-iterative
methods, Numer. Math. 53 (1988) 265–283.
[9] G.H. Golub, C.F. Van Loan, Matrix Computations, third ed., Johns Hopkins University, Baltimore, 1996.
[10] S. Gratton, On the condition number for linear least squares problems in a weighted Frobenius norm, BIT 36 (1996)
523–530.
[11] D.J. Higham, Condition numbers and their condition numbers, Linear Algebra Appl. 214 (1995) 193–213.
[12] N.J. Higham, Accuracy and Stability of Numerical Algorithms, second ed., SIAM, Philadelphia, 2000.
[13] V. Rakocevic,Y.Wei, The perturbation theory for the Drazin inverse and its applications II, J.Austral. Math. Soc. 70 (2001)
189–197.
[14] J.R. Rice, A theory of condition, SIAM J. Numer. Anal. 3 (1966) 287–310.
[15] J. Rohn, New condition numbers for matrices and linear systems, Computing 41 (1989) 167–169.
[16] A. Sidi, DGMRES:AGMRES-type algorithm forDrazin-inverse solution of singular non-symmetric linear systems, Linear
Algebra Appl. 335 (2001) 189–204.
[17] G. Wang,Y. Wei, S. Qiao, Generalized Inverses: Theory and Computations, Science Press, Beijing/NewYork, 2004.
[18] Y. Wei, Index splitting for the Drazin inverse and the singular linear system, Appl. Math. Comput. 96 (1998) 115–124.
[19] Y. Wei, Perturbation analysis of singular linear systems with index one, Internat. J. Comput. Math. 74 (2000) 483–491.
[20] Y. Wei, G. Wang, The perturbation theory for the Drazin inverse and its applications, Linear Algebra Appl. 258 (1997)
179–186.
[21] Y. Wei, G. Wang, D. Wang, Condition number of Drazin inverse and their condition number, Appl. Math. Comput. 146
(2003) 455–467.
[22] Y. Wei, H. Wu, Convergence properties of Krylov subspace methods for singular linear systems with arbitrary index,
J. Comput. Appl. Math. 114 (2000) 305–318.
[23] Y. Wei, H. Wu, The representation and approximation of the Drazin inverse, J. Comput. Appl. Math. 126 (2001) 417–432.
[24] Y. Wei, H. Wu, Additional results on index splittings for Drazin inverse solutions of singular linear systems, Electron.
J. Linear Algebra 8 (2001) 83–93.
[25] J. Zhou,Y. Wei, Stagnation analysis of DGMRES, Appl. Math. Comput. 151 (2004) 27–39.
