Maximizing throughput for heterogeneous parallel server queues has received quite a bit of attention from the research community and the stability region for such systems is well understood. However, many real-world systems have periods where they are temporarily overloaded. Under such scenarios, the unstable queues often starve limited resources. This work examines what happens during periods of temporary overload. Specifically, we look at how to fairly distribute stress.
Introduction
Queueing systems are generally designed with sufficient allocation of resources to ensure that the system is stable. Subsequently, a large body of research in queueing has focused on characterizing the stability region and on evaluating and optimizing performance when the queues are operated within this region.
However, in reality, it is inevitable that a system will repeatedly enter long periods of overload, either due to an unpredictable increase in load or because some service resources may become unavailable/breakdown.
In such periods, which may last for a fairly long duration of time, the system may have more load than it can handle. Hence, it is natural to want to understand what happens during these periods of temporary instability.
Some examples of real systems which experience periods of instability can be found in internet communication networks, hospitals, and call centers. Consider systems where traffic is bursty. For instance, in communications networks, with the release of a new online game, the system may be over-stressed as many people attempt to simultaneously enter the virtual world. At a hospital, there may be a surge in demand for the limited hospital resources during a catastrophic event or viral outbreak. In these cases, the system load may increase to potentially unstable levels. A separate scenario of temporary overload may occur when resources are lost. In call centers, a power outage may effectively remove a pool of servers. Consequently, while the system load may remain constant, the available service resources have been reduced, stressing the system.
In long periods of overload, it is inevitable that the system backlog will grow significantly, so the question of performance optimization becomes moot. However, it is desirable to share the stressed resources in a fair manner among the different customers. In this paper, we study fair resource allocation in multiclass parallel server queues during long periods of overload or temporary instability.
How does one define fairness in an overloaded system? Consider a system which is overloaded for a very long time window. During this time window, the system is essentially unstable, so that the total backlog grows without bound. However, it is plausible that some customer classes will enjoy a greater allocation of the stressed resources, enough such that the system will appear stable to these classes. This is unfair. Our novel notion of fairness requires that the backlog of the different customer classes will grow large according to a predetermined proportion, thereby proportionately distributing stress across customer classes. This is the same as requiring that the backlog vector will grow along a prespecified direction.
Working with this notion of fairness, our ultimate goal is to determine how to operate the overloaded system such that the total backlog is minimized subject to a fairness constraint. Our main result is that the MaxWeight scheduling algorithm, with carefully selected weight parameters, will achieve this goal asymptotically, as the duration of the overloaded period grows large. The MaxWeight policy selects, at each time point, a service configuration which maximizes the aggregate service rate weighted by the queue backlogs and a controllable weight vector (Tassiulas and Ephremides 1992, Mandelbaum and Stolyar 2004) . MaxWeight has been shown to be throughput maximizing (see for example Tassiulas (1995) , Tassiulas and Bhattacharya (2000) , McKeown et al. (1999) , Armony and Bambos (2003) ). That is, as long as the system is stabilizable, it will be stable under MaxWeight.
Our analysis first shows that, under MaxWeight with arbitrary fixed weights, the backlog in an overloaded system will grow to infinity according to a well defined direction. We then proceed to show that this direction can be turned to any feasible fairness proportion by carefully selecting the weight parameters of MaxWeight.
Finally, we establish that, in the limit, MaxWeight will minimize the total backlog among all algorithms that obtain this fairness direction.
The approach we take in our analysis is a trace-based approach (Loynes 1963 , Armony and Bambos 2003 , Ross and Bambos 2009 ) which analyzes individual traces of customers' arrival times and workload requests. To show that the backlog grows along a specific direction, we use direct geometric arguments that examine the dynamics of an actual trajectory of the backlogs and how it evolves over time. In particular, our statistical assumptions are extremely mild, and only require that the workload entering the system has a well defined long time average. 3 The rest of the paper is organized as follows: We conclude this introduction by surveying some closely related literature. In Section 2 we formally introduce our queueing model and the notion of fairness which we study. In Section 3 we show the existence of a unique limit for the queue backlogs when the system is unstable. In Section 4 we discuss how to control the backlog to achieve our desired fairness criterion. In Section 5 we show some numerical results to demonstrate the performance of our proposed algorithm in practice. Finally, we conclude in Section 6. Stolyar (2004) analyzes the same type of parallel server queueing systems, under the assumption that the system is in heavy-traffic. That is, the system is stable but operates close to the boundary of the stability region. For such systems, the author shows that under MaxWeight and a complete resource pooling condition, the backlog vector will experience a state-space collapse, which implies that it will asymptotically follow a well defined direction. The author also shows that MaxWeight minimizes the workload, where the latter is defined as the total backlog weighted by the above direction. These results are similar to our convergence and backlog minimization results, but since the system considered in Stolyar (2004) is not overloaded, much stronger assumptions are required there-such as the Markov property and the complete resource pooling condition. Mandelbaum and Stolyar (2004) generalizes these results for convex holding cost functions and a corresponding generalized cµ rule.
Related Literature
More recently, Shah and Wischik in (Shah and Wischik 2011) study the asymptotic behavior of fluid models in overload under MaxWeight and other policies. Analogously to our result, they show that as time grows large, the fluid vector will approach a well defined direction. While the network structure and the set of policies that Shah and Wischik (2011) studies are more general than our setting, that paper focuses on characterizing the asymptotic direction of the backlog of the overloaded system. Our paper, on the other hand, focuses on controlling this direction to satisfy a fairness constraint and on minimizing the backlog subject to this constraint. Methodologically the two papers are also different; Shah and Wischik (2011) uses Lyapunov functions to prove convergence of the continuous fluid trajectory, while our analysis directly examines the dynamics of the queueing trajectory.
Also in the networked setting, Georgiadis and Tassiulas (2006) consider overloaded sensor networks where transmissions are scheduled in a distributed manner. Specifically, Georgiadis and Tassiulas (2006) show that a policy analogous to the Adaptive Back Pressure policy of Tassiulas (1995) (reference [20] in Tassiulas' paper) obtains, in the limit, a backlog vector which is the so-called "most balanced" among all feasible limits, in overload. Similar to Shah and Wischik (2011) , the authors consider a fluid model rather than the direct queueing trajectory dynamics considered in this work.
Our concept of fairness in this paper is also somewhat unusual. Two commonly used fairness criteria are Max-Min and Proportional Fairness. A system is considered Max-Min fair if the utility of the user with the minimum utility is maximized. On the other hand, a system is considered to be proportionally fair if the amount of service resources a user is allocated corresponds to the proportion of anticipated resource consumption required by the user. These two notions of fairness can be tied together under the description of α-fairness with different values of α (Mo and Walrand 2000) . There has been a substantial amount of work in the development of scheduling policies which ensure some fairness criteria (see Mo and Walrand (2000) , Kelly and Williams (2004) , Eryilmaz and Srikant (2005) , Neely et al. (2005) , Eryilmaz and Srikant (2006) , Neely (2006) , Bonald et al. (2006) , Massoulie (2007) and related works). A common thread in those papers is an assumption of stability, whereas we consider fairness during periods of temporary instability.
We define fairness by a set of ratios which specifies the desired proportion of the aggregate backlog each queue contributes. In Section 4.4 we elaborate more on the connection between the traditional notions of fairness and the one used here. Whitt (2009, 2011) consider how to deal with unexpected overload. They consider overload in the setting of two initially separated service systems which share resources when one becomes overloaded. Using a fluid model, they consider how to share resources across the two systems in order to maintain a constant ratio between the two queues. Our setting is quite different as there is a single system with multiple parallel queues. However, we share a similar control goal of maintaining a constant ratio between queues, of which we may have more than two.
The Queueing Model
We consider a queueing system with Q queues and N service vectors. New jobs arrive to the system and are queued up to be served. The system administrator dynamically selects which service configuration to implement for service of available jobs in the queue. We consider how to make this selection in a 'fair' manner, where we will be more precise as to what we mean by fair in the coming discussion.
More formally, we consider a queueing system with Q parallel queues, indexed by q ∈ Q = {1, 2, . . . , Q}.
Time is discrete and indexed by t ∈ Z + 0 . Let A q (t) be the number of jobs arriving to queue q in time slot t. We assume that 0 ≤ A q (t) ≤Ā q for some arbitrarily largeĀ q > 0. For each q ∈ Q, we assume that
is well-defined, positive, and finite. The arrival vector in time slot t is thus
with corresponding long-term traffic load vector:
Arriving jobs are buffered in their respective queues and are served in a first-come-first-served (FCFS) manner within each queue.
In each time slot, a service vector S ∈ S = {S 1 , S 2 , . . . , S n , . . . , S N } is selected to be used. Each service vector is a Q-dimensional vector:
where S q ≥ 0 is the number of jobs removed from queue q in a single time slot when service configuration S is used.
The workload in queue q at time t is denoted by X q (t) with corresponding workload vector:
This corresponds to the number of jobs in each queue in time-slot t.
Given workload vector X(t) and service configuration S(t), the number of jobs that are served and depart from queue q is:
where the minimum accounts for the fact that jobs can only be serviced if they are already waiting in the queue. Hence, if D q (t) = X q (t) < S q (t), there is some idle service provided by service vector S(t) due to the lack of available jobs to be processed. The workload vector evolves as:
Assuming the queue begins empty at time t = 0, then the workload vector X(t) is given by:
Applications We note that many applications of interest can be modeled in this way. For example, in communication networks, the backlogs correspond to packets waiting to be transmitted on various wired or wireless links while the service vectors correspond to various packet switch configurations. In call centers, the backlogs correspond to the number of customers of various classes waiting to be served while the service vectors correspond to specific allocations of staff with differing skills to each customer class.
(In)Stability Region
Loosely speaking, we consider a system to be rate stable if the average job departure rate is equal to the average arrival rate. We define the stability region of a system, P, such that if ρ ∈ P, then there exists some policy which guarantees for each queue, q, that:
The stability region can be characterized as:
as defined in Ross and Bambos (2009) . Hence, any system load which is dominated by a convex combination of service vectors is stablizable. Furthermore, stability is ensured by using this convex combination.
When the system load is outside of the stability region, then the system is unstable. Hence, if ρ ∈ P, then there does not exist any policy which guarantees that:
and with probability 1,
for some q (see Armony and Bambos (2003) ). We refer to this as the instability region. Consider the following simple example of the stability and instability regions.
Example 1Consider an example with two queues (Q = 2) and three (N = 3) service vectors: The focus of this work is the understand and control the dynamics of systems which are temporarily overloaded over a long time horizon. To do this, we approximate the dynamics of a temporarily unstable system with a system which is permanently unstable (ρ ∈ P). When the period of overload is long enough, the dynamics of the two systems will be similar. Hence, our analysis focuses on the dynamics of unstable systems. 
Figure 1
An example of the stability region for a 2-queue queueing system.
Fairness
The goal of this work is to determine a service discipline which allows us to fairly serve queues when the system is temporarily overloaded (ρ ∈ P). There are many different definitions of fairness (see for instance Mazumdar et al. (1991) , Kelly et al. (1998) , Mo and Walrand (2000) ). In this paper, we focus on a notion of fairness where the workloads grow according to a fixed proportion. More formally, we assume we are given a set of ratios θ q ≥ 0, q θ q = 1. These ratios specify the proportion of the aggregate workload which each queue contributes. Whenever ρ ∈ P, the goal is to control the workload such that for large t:
More precisely, we want to control X(t) such that:
where η satisfies our fairness criterion:
θ defines a direction which we want the backlogs to grow; η includes the scale factor to specify how quickly they grow.
There may be many policies which achieve this fairness criterion and our goal is to find the policy which achieves it with the minimal workload. Let X(t) correspond to the workload at time t given service vector S(t) is used in time slot t. Our goal is to find S(t) such that for large t:
Furthermore, if there exists X ′ (t) which uses S ′ (t) in time slot t and lim t→∞
We will go into more detail about this fairness criterion in Section 4. Further, we will show that this definition can be generalized to other fairness definitions. Our proposal is to use MaxWeight scheduling policies to achieve our fairness criterion Armony and Bambos (2003) , Ross and Bambos (2009) .
The MaxWeight Scheduling Policy
The stability region guarantees the existence of a stabilizing policy. We now briefly review a family of stabilizing policies, which we refer to as MaxWeight Scheduling. This is the special case of Projective Cone Scheduling (PCS) when projection matrices are diagonal. This family of policies is characterized by service cones wherein the set of workloads X(t) under which service vector S i is used forms a cone in the workload-space. We focus on this family of policies because they work 'well', i.e. are stabilizing when possible, they are simple to implement, and as we will see later, they are optimal in the sense that they obtain the minimum backlog (2.18) subject to the fairness criterion (2.17).
Let B be a symmetric, positive definite matrix with non-positive off-diagonal elements. Let X = X(t)
be the workload at time t. Then, the PCS algorithm selects service vector S * :
It is shown in Ross and Bambos (2009) that the PCS policy is rate stable for any ρ ∈ P. This policy is also desirable from an implementation standpoint as it only requires current information (workload state) and does not require knowledge of the system load ρ.
We define the service cone C i as the set of workload vectors, X, such that service vector S i is used under the algorithm defined by positive definite matrix B; i.e.:
For the rest of the discussion, we will suppress the dependence of the service cones on the matrix B.
Throughout this work, we will focus on the case where the matrix B is a diagonal matrix, ∆ (and positivedefinite, hence, all its diagonal elements are positive). This specifies the set of algorithms to MaxWeight scheduling algorithms, which have been studied extensively in the past.
Assumption 2.1B = ∆ is a diagonal, positive definite matrix, i.e. ∆> 0 and ∆′ = 0, ∀q = q ′ While we are ultimately interested in the behavior of this queueing system when it is temporarily overloaded, our focus on MaxWeight scheduling policies ensures that the system is stabilized when possible.
We will examine the asymptotic behavior of this class of policies and its implications in term of our fairness criterion. We will see that this family of algorithms allows us to satisfy certain fairness criterion by manipulating the ∆ matrix. Furthermore, we will see in Section 4.2 that the MaxWeight scheduling policies achieves the lowest workload which satisfies our fairness criterion. In order to see this, we must first understand how the ∆ matrix affects the asymptotic behavior of our queueing system.
Asymptotic Dynamics in Overload
Before we consider how to control the workload vector, X(t), we first begin by building an understanding of its asymptotic dynamics given diagonal MaxWeight matrix ∆. We already know that if ρ ∈ P, then the MaxWeight scheduling policy stabilizes the system and the workload is always finite. On the other hand, many real systems enter periods of instability where the system load is temporarily outside of the stability region. From Armony and Bambos (2003) , when ρ ∈ P the workload explodes: X(t) → ∞. However, we are interested in finding out how exactly this happens. Is there a finite limit for lim t→∞ X(t) t
? If so, what is
it and what does it depend on? This section is devoted to answering these questions.
Suppose that the system operates in overload, in the sense that ρ / ∈ P, where
as defined in Ross and Bambos (2009) . We consider the limit defined below:
and select a convergent increasing unbounded subsequence {t c } on which the 'lim sup' is attained 1 -hence,
PROOF: See the proof of Proposition 2.1 in Armony and Bambos (2003) . In short, we have that
This in turn implies that:
This result follows directly from the stability results of Armony and Bambos (2003), Ross and Bambos (2009) which say that when ρ ∈ P the time-scaled backlog goes to 0 as t→∞. When the system is not stable, the opposite occurs and there exists a non-zero sub-limit. Our key result in this section is that η is the unique limit of
over all possible arrival traces.
Theorem 3.1When ρ / ∈ P, we have
That is, the workload explodes on the same non-zero ray η on any arrival trace. Furthermore, η is defined as the unique solution to the following convex program:
where
and P is the stability region given by S. Therefore, r = S∈S α S S with S∈S α S ≤ 1 and α S ≥ 0 for each S ∈ S, where S is the set of service vectors. Equivalently, η is the unique fixed point which satisfies
PROOF: The proof will conclude at the end of Section 3. We will first show that the limit is unique for each individual arrival trace. We then extend our analysis to show the limit is the same for all arrival traces with identical time-average traffic load, ρ, which in turn, implies uniqueness over all arrival traces. We begin with a number of definitions and structural properties of the defined elements.
From Section V of Ross and Bambos (2009) on MaxWeight Scheduling cone geometry, recall that C S = {x ∈ R Q : S, ∆x = max S ′ ∈S S ′ , ∆x } is a cone, and when X(t) ∈ C o S (the interior of C S ) the MaxWeight scheduling policy will choose S(t) = S. Moreover, the surrounding cone of any non-zero vector η is the cone
where S * (η) = argmax S∈S S, ∆η is the set of service vectors of that MaxWeight Scheduling would select for backlog η and S † is the set of non-essential ones (see Ross and Bambos (2009) , end of Section IV).
Loosely speaking, the non-essential service vectors are the one whose removal will not change the stability region. Hence, C(η) is the union of all cones corresponding to the set of service vectors which can be used if X(t) = η. We have
which is the set of backlogs such that no queue q with η q > 0 can be emptied in a single time slot. Note that K(η) is upward-scalable; indeed, x ∈ K(η) implies αx ∈ K(η) for any scalar α > 1. Note that when
That is, all service capacity allocated at slot t to queue q with η q > 0 is used; there is no idling in that time slot; and the departures from all queues q with η q > 0 is exactly equal to the total service provided to that queue. Consider now the set
and note that it is upward-scalable, that is, x ∈ V(η) implies αx ∈ V(η) for any scalar α > 1. Thus, the set
The main idea for the proof for the existence of our limit is that excursions away from η take a very long time-so long that the time-average properties we have for arrivals will become active. In particular, there will be some time after which all deviations of
away from η will remain in V(η). To show this, we will need to demonstrate certain properties of these excursions.
Structural Properties
We now identify a number of structural properties of η and related elements. The proofs of these properties can be found in the Appendix. These properties are important to characterizing deviations from η and showing our main result on the limit of
for every c, we have
, which means any service vector used in this interval will maximize the inner product: S(t), ∆η . Furthermore, by definition of K(η), there is no idling for all q such that η q > 0. This result simply accounts for the new jobs which arrive and the jobs which are serviced over the subset of queues with η q > 0.
Lemma 3.3For any increasing unbounded time sequences {t n } and {t ′ n }, we have
Therefore we can define the time-average workload over sub-intervals which grow linearly in time.
Lemma 3.4For any increasing unbounded subsequence {t m } with lim m→∞
Lemma 3.5For any increasing unbounded subsequence {t m } with lim m→∞
Lemma 3.6For every ǫ ∈ (0, 1) we have
Uniqueness of limit lim t→∞ X(t) t on an individual arrival trace
In order to prove the uniqueness of the limit on a given arrival trace, we need one more definition and one more property. We shall begin by assuming that there is some other convergent subsequence {X(t a )} such that lim a→∞ X(ta) ta = ψ = η. Note that ψ q < ∞ for all q. This is easy to see since ψ q = lim a→∞ Xq (ta) ta ≤ lim a→∞ Aq(ta) ta = ρ q < ∞. We will eventually show that this subsequence does not exist.
Recall that we have subsequence {t c } which achieves the 'lim sup' in (3.2):
Since s c is a subsequence of t a , lim c→∞ X(sc) sc = ψ. This is a subsequence of the deviations away from η.
Given this definition of {s c }, we can show the following property:
i.e. s c grows nearly linearly with t c . The proof of this Lemma can be found in the Appendix.
We are now prepared to show the uniqueness of the limit on an individual arrival trace. That is:
Proposition 3.1There is no subsequence {t a } with lim a→∞ X(ta) ta
PROOF: Arguing by contradiction, assume that there is some other convergent subsequence {X(t a )} such that lim a→∞ X(ta) ta = ψ = η. We shall show that this is impossible. As stated before, note that ψ q < ∞ for all q. Select now a subsequence of {t c } on which the 'lim inf' is attained in (3.25), but keep the same indexing c of the original one for notational simplicity, hence, 
Then, we can write
The last equality is due to Lemma 3.6. Therefore, ψ, ∆η ≥ η, ∆η , which implies ψ = η from Lemma 3.5. But this contradicts the assumption that ψ = η. This establishes the sought after contradiction. So for each individual arrival trace, there exists a unique limit lim t→∞ X(t) t = η, which concludes the proof of the proposition. Moreover, since lim t→∞ X(t) t = η this implies that there exists t o < ∞ such that X(t) is in
The main argument is essentially that no other sublimit can get very far from t c and any excursion away from η is small. Therefore at large t, all subsequences are close enough to η to be in one of the neighboring cones, i.e. in V(η). We have now shown that there exists a unique limit, η, such that on a given arrival trace:
To complete the proof of Theorem 3.1, it remains to show that the limit, η, is independent of the particular arrival trace. To do this, we turn to characterizing η.
Characterizing the limit η
The purpose of this section is to characterize the limit η in terms of ρ and service vectors S to establish the independence of η on the individual arrival trace. Knowing that lim t→∞ X(t) t = η, we now turn to identifying a couple of the characteristic properties of η. The proofs of these Lemmas can be found in the Appendix.
Lemma 3.8Every limit is a fixed point. That is,
Note that because α m > 0 implies that η ∈ C Sm , we know that η is in the intersection of all cones with α m > 0. Hence, if there are multiple α m > 0, then η is on the boarder of all cones with α m > 0. Because η is a fixed point:
Lemma 3.9The following equality holds:
We are now in position to show that η depends only on the load vector, ρ, and available service vectors, S. That is, η is independent of the particular arrival trace and is the solution of a simple convex program.
is the unique minimizer of
and P is the stability region given by S. Therefore, r = S∈S α S S with S∈S α S ≤ 1 and α S ≥ 0 for each S ∈ S, where S is the set of service vectors.
PROOF: First we show that η is indeed the solution to (3.32). Then we show there is only one solution in order to conclude that η is unique.
From Lemma 3.8, we have that η ∈ Ψ(ρ, S). Arbitrarily choose any vector
Projecting on ∆η we get
The first inequality comes from the fact that ∆> 0 and η q ≥ 0. The last equality comes from Lemma 3.9.
Therefore, η, ∆η ≥ η, ∆η . This implies (recalling that ∆ is positive-definite) that 36) so η, ∆η ≥ η, ∆η and η is the minimizer of η ′ , ∆η ′ .
We still need to prove that the minimizer η is unique. This is done by showing that 1) η, ∆η is strictly convex in η and 2) the set Ψ(ρ, S) is convex-uniqueness will follow from convex programming theory. 1)
It is trivial to show that η, ∆η is strictly convex in η since ∆ > 0 is a positive definite matrix. 2) We now show that the set Ψ ≡ Ψ(ρ, S) is convex. First, we see that for any r ∈ P and corresponding x = (ρ − r)
thenx ∈ Ψ. Now, consider two vectors x, x ′ ∈ Ψ with corresponding r, r ′ ∈ P such that x = (ρ − r) + and
What remains to be shown is that for any a ∈ [0, 1], ax + (1 − a)x ′ ∈ Ψ. Indeed, we have:
By the convexity of P, we know that ar + (1 − a)r ′ ∈ P and subsequently, ρ − (ar + (1 − a)r ′ ) ∈ Ψ. This concludes the proof.
Based on the characterization of η as the solution to the convex program (3.32), via convex optimization theory, we can conclude that there is only one fixed point.
Lemma 3.10There exists exactly one fixed point, η:
We have just shown that on all arrival traces with system load ρ, lim t→∞ X(t) t = η, is unique. Furthermore, the limit, η, is identical across all such traces. η can be characterized as the unique solution to the convex program (3.9); equivalently, it is the unique fixed point of our system. This concludes the proof of Theorem 3.1.
To summarize, whenever the system is in overload the workload grows along a vector defined by η which is the solution of the convex program in Proposition 3.2. Moreover, η is independent of the particular arrival trace. From Lemma 3.8, we know that η is on the intersection of some set of cones. If there exists only one
the boundary of the set of cones with α m > 0. We will utilize this information to control for our fairness criterion.
Fair Control via the ∆ matrix
We have now seen how the asymptotic behavior of the workload vector, X(t), behaves given service vectors S and MaxWeight matrix ∆. In particular, when the system load is outside of the stability region, the workload will explode along a single vector. During a long period of temporary stress, the queueing system is effectively unstable during this window and the valuable service resources become strained. Under the MaxWeight scheduling policy, queues with exceptionally high load will starve resources from other, less stressed, queues. This begs the question of how to share resources in a fair manner when the system is unstable. Our goal in this section is to consider how to manipulate the ∆ matrix in order to ensure 'fairness' in this queueing system.
As we have discussed before, there are many different definitions of fairness. We focus on a notion of fairness where the workloads grow according to a fixed proportion. More formally, we assume we are given a set of ratios θ q ≥ 0, q θ q = 1. Whenever ρ ∈ P, the goal is to control the workload such that:
From Theorem 3.1, we know that lim t→∞ X(t) t = η and we want:
When ρ ∈ P, the system is stablizable, and so the workloads should remain finite. For large t:
We know that the MaxWeight scheduling policy guarantees the second criterion-it is a stabilizing policy (Ross and Bambos 2009) . The focus of this section is to show that the MaxWeight scheduling policy also satisfies the first criterion under certain conditions via proper specification of the ∆ matrix.
Control via the ∆ matrix
From Lemma 3.8, we know that η is on the intersection of the set of cones with α m > 0 in the definition
This corresponds is a cone boundary if there are more than one α m > 0. This boundary depends on the ∆ matrix used in the MaxWeight scheduling policy. We now consider how we can choose the ∆ matrix to place cone boundaries and, subsequently, achieve the desired fairness criterion. 
i.e. the boundary between the M cones can be placed arbitrarily in R Q + . This matrix is specified as:
This proof is given in the Appendix.
Because Lemma 4.1 holds for any positive definite diagonal matrix∆, it will hold for∆ = I. Furthermore, it is easy to verify condition (4.4) when∆ = I, as this results in taking simple inner products. 
Furthermore, v q = 0 if and only if η q = 0. The required ∆ is:
(4.8)
Under certain necessary and sufficient conditions we can arbitrarily place the cone boundary and we can then control the workload to explode along a desired vector defined by η.
Proposition 4.1There exists MaxWeight matrix ∆ such that
if and only if the following conditions hold: This allows us to characterize the feasible fairness criterion:
Corollary 4.2Fairness criterion θ is feasible via MaxWeight Matching if and only if:
1. There exist M service vectors and v ≥ 0, with
3. η must satisfy:
This is a direct consequence of Proposition 4.1. 
Feasible Criteria: An Example
To find the feasible θ, we normalize η as in Condition 3. Hence, any θ = α 1/4 3/4 + (1 − α) 3/5 2/5 , α ∈ [0, 1] is feasible. In Figure 4 .1.1, we can see the stability region and ρ, which is outside of the stability region. All fairness directions in the gray portion, such as θ, are feasible. Other fairness criteria, such asθ, are infeasible. 
An Infeasible Feasible Criterion
One might naturally ask whether the set of feasible fairness directions according to MaxWeight Matching includes all feasible directions when a more general set of policies is allowed. It turns out the answer is no. We demonstrate this via an example where the fairness criterion is not achievable via MaxWeight Matching but there exists a policy which does achieve it. Consider a scenario with Q = 3 queues and N = 3 service vectors:
Let the fairness criteria and system load be:
It is easy to see that using a combination of all three service vectors, the fairness criteria can be achieved:
However, this fairness criteria cannot be met using MaxWeight Matching. In particular, by Conditions 1 and 2 of Corollary 4.2, there must exists some v > 0 (since θ > 0) such that:
With some algebra, one can see that the v which satisfies (4.17) is
for any γ. Hence, there does not exists v > 0 and Conditions 1 and 2 of Corollary 4.2 cannot be satisfied.
This θ is not feasible via MaxWeight Matching.
We find that MaxWeight Matching allows us to control for a general, characterizable set of fairness criterion; however, there may be other policies which can achieve other criteria. Note that as long as MaxWeight policies can achieve the fairness criteria, it is guaranteed to achieve it in the most efficient manner by Theorem 4.1.
Workload Minimization
Recall that our ultimate goal is to minimize the long run average backlog (2.18) subject to the fairness criterion (2.17). So far we have established that, given a feasible fairness criterion θ, the MaxWeight scheduling policy will satisfy this criterion with the right choice of the matrix ∆. In particular, we have identified the 'direction' which the workload will grow as well as a methodology to control this direction. However, we have not specified the rate at which the workload will grow. We have used the MaxWeight scheduling policy to achieve our fairness criterion and justified the use of these algorithms because they are stabilizing when ρ ∈ P, they are simple to implement, and they allow us to achieve our fairness criterion. We now discuss another feature of the MaxWeight scheduling policy which makes it highly desirable for our purposes.
Namely, it achieves the smallest workload which satisfies our fairness criterion.
Theorem 4.1Let X(t) be the workload achieved under the MaxWeight scheduling policy. LetX(t) be the workload achieved under some other algorithm such that:
where both achieve the desired fairness criterion:
Then, η is the minimal workload vector which can achieve the fairness criterion, θ:
The proof of this Theorem is given in the Appendix.
While there may be many algorithms which achieve our fairness criterion, θ, MaxWeight scheduling is efficient in the sense that no other algorithm has smaller backlogs. Note that our notion of efficiency is different than that from Shah and Wischik (2011) . In their work, they show that MaxWeight is not efficient.
However, they define efficiency as the total throughput of the system, i.e. they show that MaxWeight does not minimize q X q (t) over all possible directions. This is quite different from what we show, which is that, given a direction θ, then q X q (t) is minimized.
Robustness with Respect to ρ
Thus far, we have assumed that the load vector ρ is known. Under this assumption, we are able to select the necessary MaxWeight matrix, ∆, to achieve the desired fairness criterion, θ, as long as it is feasible. Now we suppose that ρ is unknown and examine whether we are still able to choose ∆ to achieve the desired fairness criterion. Throughout this discussion, we will assume that N > 1; otherwise there is no control and
Consider the following example with N = 3 service vectors and Q = 2 queues as depicted in Figure 3 .
Suppose our fairness criteria is:
We consider 3 different load vectors, which are outside of the stability region: When the system load ρ = ρ 3 or ρ 4 ,Conditions 2 and 3 in Corollary 4.2 cannot be satisfied; hence, the fairness direction, θ, is infeasible and there does not exist a MaxWeight matrix to achieve it. With some algebra, we can see that the necessary MaxWeight matrix to achieve the fairness criteria depends on ρ:
From Theorem 3.1, the workload is given by η = [ρ − m α m S m ] + . Hence, to achieve the desired fairness criteria, the goal is to find a point on the boundary of the stability region such that subtracting that point from the system load, ρ, results in a vector which is consistent with the fairness direction θ. From Figure   3 (a), we see that a point on the stability boundary which is given by the convex combination of S 1 and S 2 satisfies this constraint for ρ 1 . The ∆ matrix skews the dimensions such that the boundary of interest is placed in the direction of the desired fairness criterion and makes this distance 'minimal' as in Proposition 3.2. Hence, the boundary vector of interest for ρ 1 is the boundary between cones 1 and 2. This boundary vector can be moved to the fairness direction θ by using ∆ 1 . Similarly, ∆ 2 moves the boundary vector between cones 2 and 3 for ρ 2 . This example shows that the boundary vector of interest and, subsequently, the necessary MaxWeight matrix ∆ depends on ρ.
Despite the preceding example, it is possible to select ∆ without precise knowledge of ρ. This ability depends on k, the number of subsets of service vectors {S i } of size greater than 1 which satisfy: There is a ∆(y) such that ∆(y)= v(y) q /θ q will place the boundary of the S(y) cones at the direction specified by θ. If θ is feasible, there will be exactly one subset of service vectors S(y) for each ρ which satisfies Condition 2 of Corollary 4.2. There will be a range of ρ corresponding to each subset S(y), and subsequently ∆(y). As long as our estimate of ρ is within the accuracy of these ranges, we can select the appropriate ∆(y) to achieve the desired fairness criterion.
In our example at the beginning of this subsection, there were 2 boundaries of interest: v 12 = [1, 1] and Figure 3) . The boundary which matters depends on the system load, ρ, as well as the fairness direction, θ. For θ = [2/3, 1/3], if ρ is in the lower region, R 12 , then the boundary vector of interest is v 12 , between cones C 1 and C 2 . If ρ ∈ R 23 , then the boundary vector of interest is v 23 , between cones C 2 and C 3 .
If ρ ∈ R 1 of ρ ∈ R 3 , the fairness direction is infeasible. These regions can be determined for each subset of service vectors by solving for the set of ρ which satisfy Condition 2 of Corollary 4.2. As long as we can determine which region ρ resides, the MaxWeight Matrix ∆ can be specified without precise knowledge of ρ.
See Section 5 for a numerical example of how the state evolution depends on ∆ and ρ in these two cases.
Other Fairness Criteria
Thus far we have only considered fairness in terms of the ratios at which workloads will grow. As we have discussed, there are many different notions of fairness. In particular, proportional and max-min fairness are two widely used definitions of fairness. We now discuss how to extend our framework to these notions of fairness.
Max-Min Fairness
In Max-Min fairness, the objective is to maximize the minimum utility. If utility is a decreasing function of workload, this would correspond to minimizing the maximum workload. Because our system is unstable, the workload in each queue will grow without bound. However, we know that the time-normalized workload has a finite limit so that:
Therefore, to minimize the maximum workload, this would correspond to the objective:
Hence, we can select η ∈ Ψ(ρ, S) which minimizes the maximum index to achieve Max-Min fairness.
Proportional Fairness In the traditional sense of Proportional fairness, the amount of service resources a queue is allocated corresponds to the proportion of anticipated resource consumption required by the queue, ρ q . Hence, the fairness criterion would require that the average proportion of service rate to queue q, s q , is proportional to ρ q :
This implies that, loosely speaking,
where S ≤ q ρ q is the time-average aggregate service rate (if S > q ρ q then the system is stablizable). As t → ∞, this implies
for some constant K < 1. Hence, we can set η = Kρ and achieve proportional fairness provided that η is a feasible fairness criterion.
Generally speaking, we can achieve any notion of fairness which can be characterized by a vector η which satisfies the constraints in Corollary 4.2. Note that unlike much of the conventional work on fairness, our framework presupposes that the queueing system is operating in an unstable regime.
Numerical Results
In this section, we present some numerical results to demonstrate the performance of MaxWeight Scheduling in a potential real system. We examine how the backlogs grow and approach the fairness criterion. All of our results are asymptotic results with t→∞. We can see through some numerical simulations how large t must be in practice to approach our asymptotic results.
To start we look at a system with two (Q = 2) queues and two (N = 2) service vectors given by the numerical examples in Section 4.3.
With only N = 2 service vectors, there is only one boundary vector; ρ is such that the fairness criterion is feasible (as in Corollary 4.2), so the MaxWeight matrix ∆ = ∆ 1 = 1 0 0 2 will achieve the fairness criterion. Our load vector ρ = [4, 1] T ∈ P. In each time slot, the number of jobs which arrive to queue 1 is uniformly distributed on [0, 8]; for queue 2 it is uniformly distributed on [0, 2]. In this case
We consider how the workload vector grows for various initial conditions:
In Figure 4 (a), we plot the trajectories of X(t) for the different initial conditions, along with the line X 1 = 2X 2 . We can see that all three trajectories converge to the desired fairness vector θ 1 = 2/3, θ 2 = 1/3. In Figure 4 (b), we see the scaled backlogs,
, and the relative backlog, X i (t)/ j X j (t), converge starting from initial condition X(0) = [0, 0]. Moreover, we see that they quickly achieve the fairness criterion which is shown in red. 
Figure 4
Dyanmics for N = 2 service vectors and Q = 2 queues.
When there are N = 3 service vectors, there are k = 2 subsets of service vectors and corresponding boundary vectors which satisfy (4.26).
Now there are two boundary vectors of interest: the one between C 1 and C 2 as well as the one between C 2 and C 3 . The boundary which matters depends on ρ as described in Section 4.3. From that discussion, we know that ∆ 1 and ∆ 2 are the necessary MaxWeight matrices to move the boundary vectors between C 1 and C 2 and between C 2 and C 3 , respectively, to fairness direction θ. We refer to ∆(ρ) as the necessary MaxWeight Matrix to achieve fairness direction θ, given system load, ρ. Let ρ = ρ 1 = [4, 1] T ; we use ∆ 1 as before and we can achieve the desired fairness criterion. On the other hand, if ρ = ρ 2 = [3, 2] T , ∆ 1 will not achieve the desired fairness criterion, but matrix ∆ 2 will. Hence:
We can see in Figure 5 how the asymptotic dynamics of the queues depend on ρ and ∆. The fairness criterion is shown in red. 
Figure 5
Dynamics of 2-queue queueing system with 3 service vectors.
In the next experiment, we consider a system with Q = 3 queues and N = 3 service vectors. Again there is only one v ≥ 0 boundary vector to consider. As long as the fairness direction θ is feasible there is only one MaxWeight matrix ∆ (to a scale factor) to achieve it. Feasibility depends on ρ.
The desired fairness criterion is
With some algebra, it is easy to see that as long as the load vector ρ ∈ P is such that the fairness direction is feasible, then the necessary MaxWeight matrix, ∆, to achieve it is as follows:
The system load oscillates between being stable and unstable. Hence, there are temporary periods of overload.
The system spends 500 time slots in the stable mode-ρ = ρ stable -then switches to spend 500 time slots in the unstable mode-ρ = ρ unstable . Arrivals to queue q in each time slot are uniformly distributed between [0, 2ρ q ].
When the system is in the stable mode, MaxWeight Scheduling should stablize the workload. When it is in the unstable mode, MaxWeight Scheduling should achieve the desired fairness criterion. Figure 6 plots the scaled workload,
, under this unstable/stable system. We can see that for the first unstable period (t ∈ [0, 500]), the fairness criterion is quickly achieved. However, on the next unstable period, the scaled backlogs (X i (t)/t) do not appear to stabilize within the 500 epoch period. This is because the workload has been stablized during the stable period and we are scaling by the total time, not just the time starting from when we enter the period of instability. Hence, it may actually take a very long time before the scaled backlogs converge. One the other hand, the fairness criteria is quickly achieved. The third subfigure shows how the backlogs grow relative to each other:
. We can see in this figure, the fairness criterion is achieved very quickly (plotted in red) during unstable periods. During stable periods this relative backlog is not very informative since all the backlogs will grow to zero.
While our fairness results for controlling the backlog were asymptotic, these numerical results suggest that the fairness criterion can be achieved very rapidly.
Discussion and Conclusion
In many real world systems, traffic load is unpredictable and often bursty in nature. In any finite window of time, the system may enter a period of temporary instability where the rate of incoming jobs is larger than the rate at which jobs can be serviced. During such periods of stress, it is natural to want to allocate limited service resources across various jobs classes in a fair manner.
In this work, we consider how to fairly serve under-provisioned queues. We focus on MaxWeight
Scheduling policies because they are simple to implement and behave well during stable periods. In particular, MaxWeight policies guarantee finite backlogs when the system load is within the stability region.
We find that, whenever the system is overloaded, the backlog approaches a straight line as the time window 
Figure 6
Dynamics of 3-queue queueing system oscillating between stable and unstable modes.
during which the system is overloaded increases. This straight line can be characterized as a fixed point, or equivalently, as the solution to a simple convex program. As such, it is straightforward to identify this line, as a function of the system parameters, the load vector ρ, and the MaxWeight matrix ∆.
Considering a fair allocation of resources in overloaded systems to be such that the backlog grows along a certain direction θ, we show how to choose the MaxWeight matrix ∆ to guarantee that the backlog will indeed grow along this direction, as long as this direction is feasible. Additionally, MaxWeight is shown to asymptotically minimize the backlog, among all other policies that achieve the same fairness criterion. As it turns out the choice of ∆ is robust with respect to the load vector ρ in the sense that for every direction θ, there exists a partition of the instability region into subsets, such that the same matrix ∆ will work for all load vectors in the same subset. In particular, it is sufficient to know what subset ρ belongs to, and it is unnecessary to know the exact value of ρ. Via numerical simulations we see that MaxWeight scheduling policy performs as expected; it achieves the fairness criterion during periods of overload and it stabilizes the queues otherwise.
Our analysis relies on geometrical arguments that are applied directly to individual backlog traces. In particular, no probabilistic assumptions are made. The only necessary assumption is that the arriving work-load has a well defined long run average. This approach is also helpful in developing intuition with respect to the system dynamics. In this work we take a different view to traditional queueing. Namely, we focus on the instability region.
While it is certainly desirable to operate systems within the stability region, there are many real world scenarios where this may not be possible. Input traffic may surge due to unplanned circumstances. Service resources may be reduced due to unavoidable accidents or catastrophes. During these periods of temporary instability it is often necessary to allocate limited resources in a fair manner. Once the system exits the window of stress, it will be stabilizable and the natural goals of throughput maximization and cost minimization can be restored.
We write (using similar arguments like in equations of A.22 to A.27 of Ross and Bambos (2009) ),
Dividing by t m and letting m→∞, we get
This completes the proof of the lemma.
PROOF OF LEMMA 3.5: Indeed (recalling that ∆ is positive-definite), we have
so µ, ∆µ ≥ η, ∆η . But since η, ∆η = lim sup t→∞
, we must have µ, ∆µ = η, ∆η , therefore, µ − η, ∆(µ − η) = 0, which implies µ = η. This completes the proof of the lemma.
PROOF OF LEMMA 3.6: Rewrite the inequality as Arguing by contradiction, suppose it exists. Observe that for every q ∈ Q we have
whereĀ q < ∞ is the maximum workload that can arrive in queue q in any time slot (see model in Ross and Bambos (2009) for assumption of boundedness) andS q = max S∈S {S q } < ∞ is the maximum workload that can be removed from queue q in any time slot. Dividing by t b , letting b→∞, we get
which implies that η = ψ and establishes the desired contradiction.
B)
We still need to show that ǫ = 1. Arguing by contradiction, suppose there exists a subsequence {t i } of {t c } (and corresponding subsequence {s i } of {s c }) such that lim i→∞
Applying Lemmas 3.2 and 3.3 with {t
It follows that
Now applying Lemma 3.4 on the subsequence {s i } with lim s i →∞
using (A12). Hence, ψ, ∆η ≥ η, ∆η , which implies ψ = η by Lemma 3.5. But this is impossible since by definition of subsequence {s c }, ψ = η, which completes the proof of the lemma.
PROOF OF LEMMA 3.8: Consider a subsequence {t n } such that for each m:
Note that by definition: α m ∈ [0, 1] and m α m ≤ 1. Further, because ρ ∈ P, there exist q and T < ∞, such that X q (t) > 0 for all t > T ; hence, MaxWeight Scheduling policies will never idle for t > T and m α m = 1. We have for q such that η q > 0:
Where t o < ∞ such that for all t > t o , X(t) ∈ V(η). It's existence is given by Proposition 3.1. For q such that η q = 0, we have:
Which means that ρ q − m α m S m,q ≤ 0 and
which gives us that η = ρ − m α m S m + .
Finally, we have to show that if α m > 0, then η ∈ C Sm . We have seen that α m is the proportion of time that service vector S m is used under MaxWeight Scheduling once X(t) ∈ V(η) for all t > t o . By Proposition 3.1, we know that t o exists. By contradiction, suppose that η ∈ C Sm . This implies that there exists m 
where the last equality follows from the fact that η is a fixed point.
PROOF OF LEMMA 3.10: This result follows from the KKT conditions for optimality of the convex program (3.9). Our goal is to show that if η = (ρ − m α m S m ) + is such that for all m with α m > 0, we have that η, ∆S m ≥ η, ∆S k , then it is a solution to the convex program (3.9). The KKT conditions are necessary and sufficient for optimality if the objective function is differentiable and Slater's constraint is satisfied Boyd and Vandenberghe (2004) . Our objective function is clearly differentiable. We look at the first condition:
Now we show that for any fixed point, there exists λ, λ ′ , λ ′′ , v which satisfy the KKT condition (A20). To do this, suppose we are given a fixed point η = ρ − r = (ρ − m α m ) + with α m > 0 =⇒ ρ − r, ∆S m ≥ ρ − r, ∆S k (A22)
We will construct non-negative Lagrange multiplies to satisfy the KKT conditions.
Consider q such that ρ q > r q . In order to satisfy the third constraint in (A20), λ ′′ q = 0. Now if ρ q ≤ r q , in order to satisfy the first constraint in (A21) we have that λ which also satisfies the non-negativity of v. Consider α m = 0 and α k > 0. By the assumption that ρ − r is a fixed point:
Hence, we can satisfy the KKT conditions in (A20) with non-negative λ, λ ′ , λ ′′ , v. Since any fixed point satisfies the necessary and sufficient KKT conditions, all fixed points are solutions to the convex program.
There is only one solution and so there is only one fixed point.
PROOF OF LEMMA 4.1: We show this via construction. Recall that∆ is diagonal: v,∆S = q v q∆qq S q . For v q > 0
where the positivity comes from the fact that each element is positive. If v q = 0,
or some other arbitrary positive value. Now, for any i j (j ∈ [1, m]) and k the following holds: PROOF OF THEOREM 4.1: The proof is via contradiction. Since both MaxWeight Scheduling and this alternative algorithm achieve the fairness criterion, there exists some κ such thatη = κη. Let's assume that η is not the smallest scaled workload that achieves the fairness criterion so that κ < 1.
for any ǫ > 0, there exists T such that for all t > T :
For any q such that η q > 0, there exists some T q < ∞ such that for all t > T q ,X q (t) t > 0 and so after time T q ,D q =S q (t), whereD(t) andS(t) are the departures and service vector used in time slot t as defined in Section 2. Given ǫ > 0, there exists T such that:
Defineᾱ m ≥ 0 be defined as:ᾱ m = lim
Note that mᾱ m ≤ 1.ᾱ m is the proportion of time service vector S m is used up to time t. If the limit in (A35) does not exists, we can take a sub-limit which is well-defined sinceᾱ m ∈ [0, 1].
We have for each q such that η q > 0: 
The second inequality comes from the fact that κη is the limit ofX 
where the second inequality comes from Proposition 3.2 and the fourth equality comes from(A36). We have a contradiction to the assumption that κ < 1
