If a sensor requires finite processing and communication time, then the current sensor reading actually corresponds to the states of a vehicle at some point in the past. At the sensor fusion algorithm, it is expected that large errors may accumulate over time if we simply ignore the fact that the sensor measurement is lagged. Over several decades, the Kalman filter based compensation techniques for the sensor time-delay were introduced. However, when the existence of measurement delays is not known or the delay values are uncertain, a multiple-model adaptive estimator converges to the correct model between a modified extended Kalman filter to handle the lagged measurements and a standard extended Kalman filter without time-delay compensation. Furthermore, the multiple Kalman filters running in parallel each generate an estimate of the state, and combine them to obtain a refined state estimate. The simulation work, including Monte Carlo results, is reported for a variety of cases.
I. Introduction
An extended Kalman filter (EKF) is the most widely used algorithm for nonlinear estimation at various modern GNC areas. For example, the nonlinear filtering is suitable to vision-aided inertial navigation problems. 1 The Kalman filter is run normally on the basis of measurements that arrive sequentially. However, such a general estimator is not inherently designed to cope with missing data, asynchronous measurements, or significant sensor-related computation delays.
Sometimes measurements arrive out-of-sequence at the filter because of processing delays. As shown in Fig . 1(b) , the delay is the time difference between an instant when a measurement is taken by a sensor and another instant when the measurement is available in the filter. Some complex sensors, for instance vision processors for navigation, often require extensive computation to obtain higher level information from raw sensor data. Furthermore, a closed-loop system including measurement, estimation, and control may be an overall computational burden to a single processing center. The resulting delays may threat the quality of state estimation since a current measurement corresponds to the past states of a vehicle. Bar-Shalom 2 dealt with these out-of-sequence measurement arrivals by backward prediction or retrodiction of state estimates.
In many applications, especially in the field of autonomous vehicles, the fusion of such delayed observations is also a vital problem when combining data from various sensors. How to fuse these measurements in a Kalman Filter is not trivial if the computational delay is crucial. A number of different solutions to the sensor time-delay problem have been suggested during several decades, and most methods modified the Kalman filter to handle the delay at the sensor fusion algorithm.
Alexander 3 derived a method where it suffices to calculate a correction term which is then added to the filter estimates when the lagged measurements arrive. However, it is impossible to operate the method in time-varying systems because the uncertainty of measurements is often unknown until the data is processed. If for instance the measurement comes from a vision sensor, the measurement sensitivity matrix, H, and the observation noise covariance matrix, R, in the Kalman filter cannot be precalculated since they depend on the relative positioning of the camera and object. To overcome the drawback of Alexander's method, Larsen et al 4 established an extrapolating the measurement to current time using past and present estimates of the Kalman filter and calculating an optimal gain for this extrapolated measurement. The system of Bak et al 5 fused an encoder and vision measurements using Larsen's approach in order to estimate the location of an autonomous guided vehicle. However, Larsen's approach is only exact for linear systems. It can be highly inaccurate if the system dynamics and measurement equations are significantly nonlinear.
Clearly, Van Der Merwe 6, 7 introduced a new technique, sigma-point Kalman filter based sample-state augmentation, for optimally fusing lagged sensor data in a general nonlinear system. Details will be described in Section II.B. as preliminaries. For an experiment test, time-delayed GPS and a barometric altimeter were fused to estimate an UAV's current state in the measurement update step of the filter. Lastly, Gopalakrishnan et al 8 provided a survey of all previously noted methods.
When we run computer-based simulations of an EKF, we can tell if the filter is working because we are in control of the simulation model and so we can generate the true state to compare with the estimated state. However, in the real world, we do not know what the true state is, and it is difficult to verify that the Kalman filter is operating reliably. In those situations, the residual, the difference between the predicted readings and the actual sensor readings, is used as an indicator of verifying Kalman filter performance. Simon 9 and Kailath 10 show that it is a zero-mean white stochastic process with a certain covariance. While the Kalman filter is operating, if the innovation is colored, nonzero-mean, or has the wrong covariance, then there is something wrong with the filter. The most likely reason for such a discrepancy is a modeling error. In particular, Mehra 11, 12 tunned each parameter of a model in order to force the innovations to be white zero-mean noise with that covariance.
Multiple-model adaptive estimation (MMAE) is a way of estimating states when we are not sure of which model is governing the dynamics of a system. This can be useful when the system model changes due to the events of which engineers may not be aware. Models of each possible parameter are embedded in multiple parallel Kalman filters. As the filters run, the probability of each parameter is recursively updated by our knowledge of the statistics of residuals. Even though the correct parameter has the lowest probability at an initial time, the MMAE converges to the correct parameter a few seconds.
The MMAE was applied to aircraft gas turbine engine sensor faults and component faults detection by Kobayashi et al. 13 This approach uses multiple Kalman filters, each of which is designed for detecting a specific sensor fault. The aim of Goel et al 14 's study was to show that it is possible to detect and identify both sensor and mechanical failures on a mobile robot platform by means of analyzing the collective output of a bank of Kalman filters.
Let's go back to the topic of fusing lagged measurements in the modified Kalman filter. All of above methods assume that the amount of delay is known. However, situations where the current time delay might not be known perfectly can arise in real applications. Here are some concrete examples of its reasons. When a local clock is not synchronized with the centralized clock, there will be deviations between clocks, and non deterministic delays can be introduced at the firmware updates of subsystems. Besides, if the delay time is a required additional quantity measured by another sensor (e.g., additional timer), the delay values at each discrete-time can be corrupted by a measurement noise. Accordingly, when the existence of measurement delays is unknown or the delay values are uncertain, the incorporation of the time-delay compensation techniques into the MMAE can provide a refined state estimates regardless of those unknown factors. One of the multiple filters is a standard EKF whose estimation model simply ignores the fact that the sensor measurements are lagged. The other filters treat delayed measurements across times using existing modified Kalman filter methods. Like the fault detection by the MMAE, this approach can supply further information of whether the sensor has delays and of whether the delay is significant. The idea behind the method is to use adaptive estimation to predict the outcome of unknown measurement delays.
The rest of this paper is organized as follows. The next section demonstrates the formulation of the problem and the outline of the approach. Section III presents a novel combination of delayed measurements fusion with multiple-model adaptive estimation. Next, the simulation environment is described and results are presented. Finally, conclusion and future work are discussed.
II. Preliminaries

A. Models and Setup
The system equations with continuous-time dynamics and two-types discrete-time measurements are given as follows:ẋ
where y 1k is an instantaneous non-lagged sensor and y 2k is an infrequent & delayed measurement as shown in Fig . 2 . N is the number of delayed samples and M s denotes the number of intervals between two successive y 2 measurement samplings. f is the nonlinear dynamic function and both c and h are the nonlinear measurement functions. Let's assume that both process and measurements are corrupted by additive zero-mean white Gaussian noises, that is,
Figure 2: System with Delayed and Infrequent Measurements
A hybrid extended Kalman filter can be designed to estimate states as follows. The state estimate and its covariance are integrated from time (k − 1)
where A = ∂f ∂x |x. Superscript − or + denote the a priori or a posteriori estimates, respectively. At every time k,
where
During the period at which the second sensor does not arrive yet, the measurement update of the first sensor (Eqs. 6,7,8) only performs, and then,x
) are assigned for the delayed times.
However, when the data of lagged y 2k is available at the filter, it is easy to fuse the two-styles measurements using the sequential Kalman filter. Before the correction step of y 2k , let's assign the a posteriori estimate and covariance of the first non-delayed measurement to the a priori estimate and covariance of the second delayed measurement, respectivelyx
Then, the second measurement update is processed as following section.
B. State Estimation for Delayed Measurements
Among various fusing time-delay observations techniques discussed in the Introduction, the sample-state augmentation based method 6, 7 is applicable to nonlinear functions as well as the case of uncertain and time-varying delays. 8 At the time k when the actual readings of the second measurement become available in the filter,
and P 2k − |(k−N ) + is the relevant cross-covariance term during the delay period. This term is needed to formulate a modified Kalman gain matrix (Eq. 9) , which is used to fuse the current prediction of the state with an observation related to a lagged state of the system. The Eq. (11) is still the Jeseph's form of covariance measurement update, like Eq. (8). This form gets squared which preserves the symmetry and ensures positive definiteness of the updated covariance.
At time (k − N ) when the delayed-sensor signals are received for processing, the cross-covariance matrix is initialized with the current covariance matrix of system,
From time (k − N + 1) to time k, no measurement are fused in the delay period, and the time-update and measurement-update of the cross-covariance term are computed by using the Schmidt-Kalman filter as follows:
The recursive calculation of the correction terms is performed across time during the delayed-period. At time k before the measurement update steps of the second sensor,
the cross-covariance matrix, P 2k − |(k−N ) + , is finally prepared for the Eqs. (9),(10), and (11). The delayed-measurements fusion problem ends up being solved with the above modified EKF.
III. MMAE for the Fusion with Lagged Sensors
A. Verifying Kalman Filter Performance We can verify Kalman filter performance using the statistics of the innovations. Recall the lagged measurement equation from Eq. (3) y
Model that Ignores Time-Delay A general estimation model without considering time-delay iŝ
The innovation r k is defined as the difference between actual sensor readings and predicted measurement readings, (y k −ŷ k ), and it can be written as 
The probability of the innovation (Eq. 16) is computed as follows. The mean is not zero anymore.
The whiteness of the wrong measurement estimate model is broken, E(r k r
The covariance of residual of the standard estimation model that ignores lagged-measurements is not any longer the expected covariance
As examining the innovations, since it is nonzero-mean, colored, or has the wrong covariance, an incorrect value of delays or ignored-delays could cause the innovations to statistically deviate from its theoretically expected behavior.
Model that Handles Time-Delay
Assume that we know the fact that a sensor is lagged due to a long processing time. The correct measurement estimates model of Eq. (3) is given byŷ
Its residual can be expressed by the similar procedures
It is easy to compute the probability of the residual using same derivations in the book.
We therefore see that the innovation is a white noise process with zero-mean and a covariance of
B. Multiple-Model Adaptive Estimation for Uncertain Time Delayed Measurement
Multiple-model adaptive estimation (MMAE) is a way of estimating states when we are not sure of which measurement model is governing the sensor of system. Now we have a delayed sensor by Eq. (3), y k = h k−Ntrue (x k−Ntrue ) + ν k , but assume that the information of N true is uncertain and even unknown.
First, for j=1, · · · , #n, initialize the probabilities of each model before any measurements are obtained, Pr(m j |y 0 ). Each model hypothesizes that the measurement has different delay period, that is, each different N j value inŷ k,j = h k−Nj (x − k−Nj ). If N j = 0, the j-th estimation model, like Eq. (14), ignores time-delay and if N j = N true , the model is the correct model we are looking for.
After the measurement data at time k is available, run #n extended Kalman filters, one for each parameter N j . The a posteriori state estimate and covariance of the j-th filter are denoted asx + k,j and P + k,j after performing the step Eqs. (10) and (11) of that filter, respectively.
Next, the probability of measurement y k given j-th model m j can be approximated as follows:
where r k,j is the residual defined in Eqs. (18) where M s is denoted as the sampling interval in Fig. 2 . If we are presently at time k, then the measurement at time (k − M s ) is a given. The value of the measurement at time (k − M s ) is a certain event with a probability equal to one. Therefore, Pr(y k−Ms |m j ) = Pr(y k−Ms ) = 1 and the above equation becomes Pr(m j |y k−Ms ) = Pr(m j ).
Finally, from Bayes' rule again, we can substitute this equation for Pr(m j )
where we can substitute Eq. (20) for pdf(y k |m j ). This gives a time-recursive equation for evaluating the probability that m = m j given the fact that the measurement was equal to y k . Now that each model has an associated probability, we can weight eachx + k,j and P + k,j accordingly to obtain
This gives a refined state estimates regardless of unknown N j parameters. In addition, we can estimate the true N value by the highest conditional probabilityN
As time progresses, some of the Pr(m j |y k ) terms will approach zeros. Those m j possibilities can then be eliminated and the number #n can be reduced.
IV. Simulation Results
Let the state vector be the position and velocity of a vehicle,
The vehicle flies randomly at a constant altitude with following dynamicsẋ 
where N is the number of samples by which the measurement is delayed and it is assumed to be constant as N =0. 4 [s]. The bearing sensor has a finite delay N between when the signals are received for processing and when the actual bearings measurement related to those signals become available. This implies that the current reading actually corresponds to the position and velocity state of the vehicle at some point (N time-prior) in the past. If the time-delay is significant, care (Eqs. 9,10,11) must be taken when fusing this lagged information with the current estimate of the vehicle's state in the measurement update step of the modified Kalman filter. Initialize a hybrid extended Kalman filter
At the time-update step of the filter, the state and its covariance are propagated by Eqs. (4) and (5) 
(29)
During the delay period, the measurement-update step of y 1k is only performed by Eqs. (6), (7), and (8) using above C k Jacobian. N times later, at time when y 2k data is available to fuse at the filter, the modified measurement-update step of y 2k is executed by Eqs. (9), (10) , and (11) using above H k−N Jacobian.
A variety of cases have been simulated to examine the influence of the delays and to test the effectiveness of the MMAE algorithm for fusion with lagged-sensors. The results will be given in terms of estimate error plots.
A. No Fusion and Fusion without Delays
The first simulation compares the system of the non-delayed-sensor and fusion system without delays. For an ideal (but not realistic) case in this simulation only, the fusion system, where assuming no delays, is compared, and it performs the best. Since the modified EKF is complicated or the delay period is not exactly known, there is a question regarding why the sensor fusion is required here. See Fig. 3 for an answer. The estimate errors of the no fusion system diverge as the simulation progresses. Theoretically, the non-delayedsensor only system has 3 unobservable spaces because rank(O(A, C k )) = 1 where O is an observability matrix.
On the other hand, the fusion system has a full rank of O(A,
which means that all state spaces are fully observable. This is why fusion is necessary in this case.
B. Delays Ignored and Delays Compensated
The simplest solution to implement the given system is to ignore the fact that the sensor measurement is lagged. The modified EKF with a correct estimation model can compensate the time-delay of measurements at each time when the major measurements are fused. This simulation shows how the improper measurement model affects the accuracy of filtering. Fig. 4 shows, under this circumstance, that valuable information in the measurements might still be discarded using the first approach and that compensating for the time-delay will in fact result in a significant increase in estimation performance.
C. MMAE for the Fusion with Delayed Measurements
This simulation presents an execution of the MMAE to the example system of the time-delayed measurement problem. If an engineer is uncertain of the correct value of delay, then a bank of extended Kalman filters can be run in parallel, each Kalman filter with a value of delay that the engineer thinks may be likely.
Here, we have five possible models. As discussed in the previous section, Model 1 simply ignores the delay based on Eq. (14) Each probability is initialized to 1/5 as if we do not have the information of the values. For a constraint, we might want to prevent probabilities from getting better than 0.99 (or less than 0.01) to allow the filter to handle changes that occur after convergence.
Then, the innovations can be inspected in each filter, and the one that matches the theory discussed previously is assumed to have the correct delay value, so the state estimate that comes out of that filter is likely the most correct. The true delay value is 0. 4 [s] , and the filter converges to the correct parameter after a few seconds as shown in Fig. 5 . By the max-probability method expressed in Eq. (24), the true delay value can be estimated reliably. Furthermore, the figure can give information on the existence of delay as well as on the significance of delay. For example, if the delay is not remarkable, the speed of convergence may be slightly slow or the probability may be plotted randomly. 
D. Delayed Measurements with Control
The last comparison is identical to the previous simulations except that each filter has a control. In other words, this simulation shows how the MMAE technique is robust to the time-delayed measurement problem with the control. An example of the control is given as follows: By comparing Fig. 8 with Fig. 4 , the influence of delay is more significant in the system with the control. When estimating the control system including delay, the modified EKF (or the MMAE) should be considered rather than the delay-ignored model.
E. Tabulated Simulation Results
Simulation data on root mean square (RMS) error and computation requirements is compiled for each set of simulation parameters. Table. 1 shows the averaged RMS of the estimation error, = x −x, from Monte Carlo simulations of the four different cases. The errors are normalized with the results from an ideal simulation with no delay on the major measurements. The normalized error in below tables are all higher than one, meaning that no method fully compensates for the delay, unsurprisingly. The results show the above Figs. 3, 4, and 7. It is seen that the MMAE yields the similar results as compensateddelays model, and thus it has been validated that the MMAE can be more powerful solution to the fusion with delay problem, especially when the delay value is uncertain. Also, it is observed that the MMAE as expected requires more runtime but it might not be much heavy. The results show the above Fig. 8 . As discussed, if system has control, delay should not be neglected in filter, and the MMAE can be a robust method to the control system here.
Lastly, for the simulation purpose only, let's assume that the lagged-sensor has smaller measurement noise covariance matrix, R = 0.01R = 10 −6 I 2×2 . Tables. 1 and 3 , the influence of delays may be more considerable as R decreases. However, changes of Q value does not have a big effect on the RMS error of the filters.
V. Conclusion
This paper describes that multiple-model adaptive estimation (MMAE) with time-delay compensation techniques is applicable to the sensor fusion problem when the major measurement has a time-delay but the delay value is uncertain. The performance of a standard extended Kalman filter that ignores the measurement delay as well as of a modified extended Kalman filter that compensates the delay are verified based on the statistics of their innovations. Without information on the measurement lag, the MMAE method can provide a refined state estimate by means of analyzing probabilities as outputs of each Kalman filter running in parallel. Furthermore, the ability of this approach to reliably estimate the true delay value is demonstrated. The various simulations, including Monte Carlo results, show why the sensor fusion is required here and why the delay-period should be handled. Lastly, the results validate how the MMAE approach is robust to an improper measurement estimate model and to a control system. Future work will examine the application of the MMAE method to irregular sampling intervals and time-varying delay systems.
