This paper investigates nonlocal problems for a class of fractional integrodifferential equations via fractional operators and optimal controls in Banach spaces. By using the fractional calculus, Hölder inequality, p-mean continuity and fixed point theorems, some existence results of mild solutions are obtained under the two cases of the semigroup T (t), the nonlinear terms f and h, and the nonlocal item g. Then, the existence conditions of optimal pairs of systems governed by a fractional integrodifferential equation with nonlocal conditions are presented. Finally, an example is given to illustrate the effectiveness of the results obtained.
Here, motivated by [21, [23] [24] [25] [26] [27] [34] [35] [36] [37] [38] [39] [40] , the main purpose of this paper is to consider the following fractional nonlinear integrodifferential evolution equations with nonlocal initial conditions:  C D q x(t) = −Ax(t) + t n f (t, x(t), (Hx)(t)) , t ∈ J, n ∈ Z + , q ∈ (0, 1), x(0) = g(x) + x 0 ∈ X α , (1) where C D q denotes Caputo derivative, −A : D(A) → X is the infinitesimal generator of an analytic semigroup {T (t), t ≥ 0}, the operator H is defined by (Hx)(t) =  T 0 h(t, s, x(s))ds, the nonlinear term f : J × X α × X α → X (or X α ) is a given function where J = [0, T ], X α = D(A α ) (0 < α < 1) is a Banach space with the norm ‖x‖ α = ‖A α x‖ for x ∈ X α . The functions f , h and g will be specified later.
In the present paper, using the same idea in our previous result [24] , we will introduce suitable mild solutions for system (1) . Then we will prove the existence results of mild solutions for system (1) . Our results will cover the cases for the nonlinearity f taking values in X or X α , f , h are Lipschitz continuous or not Lipschitz continuous, and the nonlocal term g satisfies the Lipschitz continuousness or completely continuousness. The main techniques used here are fractional calculation, Hölder inequality, p-mean continuity via Banach contraction principle and Schauder's fixed point theorem for compact maps. Furthermore, we will consider the Bolza problem of systems governed by (1) and the existence result of optimal controls will be presented.
The rest of this paper is organized as follows. In Section 2, we give some preliminary results on the fraction powers of the generator of an analytic compact and introduce the mild solutions for system (1) . In Section 3, we study the existence of mild solutions for system (1) . In Section 4, we introduce a class of admissible controls and prove an existence result of optimal controls for the Bolza problem (P). At last, an example is given to demonstrate the applicability of our results.
Preliminaries
We denote by X a Banach space with the norm ‖ · ‖ and −A : D(A) → X is the infinitesimal generator of an analytic compact semigroup of uniformly bounded linear operators {T (t), t ≥ 0}. This means that there exists a M > 1 such that ‖T (t)‖ ≤ M. We assume without loss of generality that 0 ∈ ρ(A). This allows us to define the fractional power A α for 0 < α < 1, as a closed linear operator on its domain D(A α ) with inverse A −α (see [41] ). We will introduce the following basic properties of A α .
Theorem 2.1 ([41], p. 69-75).
(
is bounded on X and there exist M α > 0 and ν > 0 such that
In what follows, we also use ‖f
for some p with 1 < p < ∞. We set α ∈ (0, 1) and denote by C α , the Banach space C (J, X α ) endowed with supnorm given by ‖x‖ ∞ ≡ sup t∈J ‖x‖ α , for x ∈ C α . Let us recall the following known definitions. For more details, see [1] . Definition 2.2. The fractional integral of order γ with the lower limit zero for a function f is defined as
provided the right side is point-wise defined on [0, ∞), where (·) is the gamma function. Definition 2.3. The Riemann-Liouville derivative of order γ with the lower limit zero for a function f : [0, ∞) → R can be written as
Definition 2.4. The Caputo derivative of order γ for a function f : [0, ∞) → R can be written as We need our previous work ( [24] , Lemma 3.1 and Definition 3.1) and the following definition of mild solutions.
Definition 2.6. By the mild solutions of system (1), we mean that the function x : J → X α which satisfies
where
ξ q is a probability density function defined on (0, ∞), that is
Remark 2.7. It is not difficult to verify that for v ∈ [0, 1],
The following results are very useful and will be used throughout this paper.
Lemma 2.8 (Lemma 2.9, [27] 
Lemma 2.9 (p-Mean Continuity, [42] We first make the following assumptions.
[Hf1]: f : J × X α × X α → X is continuous and there exist m 1 , m 2 > 0 such that
[Hg1]: g : C α → X α is continuous and there exists a constant l g > 0 such that
Now we are ready to give our first result which are based on the Banach contraction mapping principle. Proof. Define the function :
Note that is well defined on C α . Now, take t ∈ J and x, y ∈ C α . Then we have 
Therefore, we can deduce that
Hence, [HΩ] allows us to conclude in view of the contraction mapping principle, that has a unique fixed point x ∈ C α , and
is the unique mild solution of system (1).
The case that T (t) is compact, f is in X α , and f , h and g are not Lipschitz continuous
We assume the following conditions.
[Hf2]:
Now we are ready to state our second existence result which are based on the well known Schauder's fixed point theorem.
Theorem 3.2. Assume that the conditions
has at least one mild solution on J provided that
and for n ∈ Z + , we choose r such that
Then, we will proceed in three steps.
Step 1. We show that FB r ⊂ B r .
Let x ∈ B r . Then for t ∈ J, using (5) of Lemma 2.8 and the Hölder inequality, we have 
≤ r for t ∈ J. Hence, we deduce that ‖Fx‖ ∞ ≤ r.
Step 2. We prove that F is continuous.
Let {x m } be a sequence of B r such that x m → x in B r . It comes from [Hh2] and that
By means of the Lebesgue dominated convergence theorem, one can prove that 
Obviously, it is clear that
Moreover, by virtue of (3) and Lebesgue's dominated convergence theorem, That is, F is continuous.
Step 3. We show that F is compact.
To this end, we use the famous Ascoli-Arzela's theorem. We first prove that {(Fx)(t) | x ∈ B r } is relatively compact in X α , for all t ∈ J. Obviously, {(Fx)(0) | x ∈ B r } is compact. Let t ∈ (0, T ], and for each h ∈ (0, t), arbitrary δ > 0 and x ∈ B r , define the operator F h,δ by 
Using the fact that
Therefore, there are relatively compact sets {(F h,δ x)(t) | x ∈ B r } arbitrarily close to the set {(Fx)(t) | x ∈ B r } for t ∈ (0, T ]. Hence, {(Fx)(t) | x ∈ B r } is relatively compact in X α for all t ∈ (0, T ] and since it is compact at t = 0 we have the relatively compactness in X α for all t ∈ J. Next, let us prove that F (B r ) is equicontinuous. By the compactness of the set g(B r ), we can prove that the functions Fx, x ∈ B r are equicontinuous at t = 0. For 0 < s < t 2 < t 1 ≤ T , we have
Now, we need to prove that I 1 , I 2 , I 3 , I 4 tend to 0 independently of x ∈ B r when t 2 → t 1 . In fact, letting x ∈ B r , one can deduce that
from which we deduce that lim t 2 →t 1 I 1 = 0 by (6) of Lemma 2.8.
After some calculation, we get
Using Lagrange mean value theorem, one can obtain (t 1 − s)
By Lemma 2.9, we can deduce
Thus, we deduce that lim t 2 →t 1 I 2 = 0 by (6) of Lemma 2.8 again.
Also, note that
By Lagrange mean value theorem and Lemma 2.9 again, we have lim t 2 →t 1 I 3 = 0.
From the following inequality
Lebesgue integrable with respect to s ∈ [0, t] for all t ∈ J from Lemma 2.11. Hence (·) ∈ C α . Using Theorem 3.2, one can verify it immediately. Let x u denote the mild solution of system (4) corresponding to the control u ∈ U ad . We consider the Bolza problem (P): find an optimal pair (x 0 , u 0 ) ∈ C α × U ad such that
We introduce the following assumption on l and Ψ .
Assumption [HL]:
[HL1] The functional l :
[HL3] l(t, x, ·) is convex on Y for each x ∈ X α and almost all t ∈ J.
[HL4] There exist constants
[HL5] The functional Ψ : X −→ R is continuous and nonnegative.
In order to obtain the existence of optimal controls, we need the following important lemma.
Lemma 4.2 (Lemma 4.2, [27]). Operator
is strongly continuous.
Now we can give another main result of this paper, the existence of optimal controls for Bolza problem (P). Proof. If inf{J(x u , u) | u ∈ U ad } = +∞, there is nothing to prove. So we assume that inf{J(x u , u) | u ∈ U ad } = ϵ < +∞.
Using [HL], we have
where η > 0 is a constant. Hence, ϵ ≥ −η > −∞. By definition of infimum there exists a minimizing sequence of feasible pair {(
Since U ad is closed and convex, by Marzur Lemma, we have u
Suppose x m are the mild solutions of system (4) 
, we obtain that f m is a bounded continuous operator from
, and there exists a subsequence, relabeled as {f m (·)},
By Lemma 4.2, we have
Now, we turn to consider the following controlled system
By Theorem 4.1, it is clear that system (5) has a mild solution
By [Hg1], we can obtain
Using the Hölder inequality again, we have Thus, x can be given by
which is just a mild solution of system (4) corresponding to u 0 .
Since C α ↩→ L 1 (J, X α ), using [HL] and Balder's theorem, we can obtain
This shows that J attains its minimum at ( x, u 0 ) ∈ C α × U ad .
An example
Consider the following controlled system 
with the cost function
We assume:
(i) The function k 1 (t, τ ) is measurable and
and there is a nonnegative function Obviously,
Thus system (7) can be transformed into  C D q x(t) = −Ax(t) + t n f (t, x(t), (Hx)(t)) + C (t)u(t), t ∈ J, u ∈ U ad , n ∈ Z + , q ∈ (0, 1), 
