Abstract-Skin cancer is one of the most frequently encountered types of cancer in the Western world. According to the Skin Cancer Foundation Statistics, one in every five Americans develops skin cancer during his/her lifetime. Today, the incurability of advanced cutaneous melanoma raises the importance of its early detection. Since the differentiation of early melanoma from other pigmented skin lesions is not a trivial task, even for experienced dermatologists, computer aided diagnosis could become an important tool for reducing the mortality rate of this highly malignant cancer type.
I. INTRODUCTION
Skin cancer is among the most frequent types of cancer and one of the most malignant tumors. The incidence of melanoma in the general population is increasing worldwide [1] , especially in countries where the ozone layer is thinning. Its incidence has increased faster than that of almost all other cancers, and the annual rates have increased by 3% to 7% in the fair-skinned population in recent decades [1] . Currently, between 2 and 3 million non-melanoma skin cancers and 132,000 melanoma skin cancers occur globally each year [2] .
New technologies to assist the dermatologists in identifying and diagnosing skin lesion have been introduced, such as handheld magnification devices and computer-aided image analysis. Colored image processing methods have been introduced for detecting the melanoma [3] which focused on non-constant visual information of skin lesions. Neural network diagnosis of skin lesion has been applied by classifying extracted features from digitized dermoscopy images of lesions [4] [5] .
The extracted features are based on geometry, colors, and texture of the lesions, involving complex image processing techniques. Many other attempts have been made to automate the detection and classification of melanoma from the digital color and surface reflectance images [6] [7] [8] [9] [10] . Those attempts involve the initial segmentation of the skin lesion from the surrounding skin followed by the calculation of classification features [11] [12] [5] [13] [14] [15] . Accurate description and measurement of image features cannot be achieved without accurate image segmentation. Therefore, a wide range of algorithms have been proposed in the past for color image segmentation [16] , broadly categorized as pixelbased segmentation, region-based segmentation [17] , regionbased segmentation and edge detection [18] . However, in the case of optical spectral reflectance images, the research is still limited due to the late introduction of the imaging technology in dermatology.
A. Why Optical Spectroscopy?
One of the substantial features for the diagnosis of malignant melanoma is the skin lesion color [19] . In most of the related research, skin lesion color was investigated to disintegrate malignant melanoma lesions from benign lesions in clinical images [20] . Human skin is a variegated surface, with fine scale geometry, which makes its appearance difficult to model. Furthermore, the conditions under which the skin surface is viewed and illuminated greatly affect its appearance.
As we know that light of different wavelengths access the skin in different depths (as shown in Figure 1 ). This fact led the researchers to evaluate pigmented lesions under specific wavelengths of light from visible spectrum to near infrared range. Through multi-spectral imaging we can capture light from frequencies beyond the visible light range which allows us to extract additional information that the human eye fails to capture with its receptors for red, green and blue. Furthermore, the spectral information can be employed for the analysis and the information retrieval about the consistence and the concentration of absorbers and reflectors in the skin. Different pigments of the skin absorb different wavelengths of optical spectrum, which helps in determining the reflectance coefficient of the area of the skin. One of the most significant features of spectral reflectance is the property that the spectral reflectance curve is based on the material composition of the object's surface, color, biochemical composition and cellular structure. This property can be utilized for recognizing objects and segment regions. Currently there exist only a small number of systems, e.g. spectrophotometric intracutaneous analysis (SIA) scope [22] , MelaFind [23] and SpectroShade [24] , which use multispectral dermoscopic images as the inputs for subsequent computer analysis. To the best of our knowledge, the systems which have already been developed for the analysis of skin lesion from multispectral images, are based on the images of selected wavelength without keeping record of reflectance spectra. However, as different skin lesions can be investigated more in detail by observing their reflectance, we analyze the feasibility of spectroscopy as a tool to distinguish benign and malign skin lesions.
B. Introduction of Spectroscopy
Spectroscopy is a new imaging technology which is increasingly used to derive significant information about tissue. Due to its multi-spectral nature, this imaging method allows to detect and classify multiple physiological changes like those associated with increased vasculature, cellular structure, oxygen consumption or edema in tumors [25] . The hardware setup for data acquisition is explained in more detail in section III.
Optical spectra in different wavelengths and amplitude is shown in Figure 2 which shows the differences between four colors (red, green, yellow and blue). The experiment is perform on the phantom, where chalks colored with four different inks are used in the experiment. Figure 2 clearly shows that variation in color produces difference in optical spectroscopy.
We design an experiment, to observe the difference between objects based on internal structure. In this experiment we gather six different fruits (Apple, Blueberry, Kiwi, Strawberry, Plum and Orange). Data was collected from each fruit after 12 hours for 7 days consecutively. Due to the change in the internal structure of the fruits the curve was changed, but the main shape of the curve was always constant. Standard deviation of each fruit in wavelength and amplitude is shown in Figure 3 . 
II. STATE OF THE ART
Skin color measurement through reflectance spectroscopy has received significant attention in the literature [19] [26] [27] [28] . It has been used to provide a numerical index for color, which in turn allows for the study of constriction of a blood vessel and abnormal redness of the skin due to local congestion, such as in inflammation [29] . Dawson et al. [30] worked on the reflectance spectroscopy for the measurement of skin tissue to exemplify the spectral properties. Farrell et al. [31] and Kienle et al. [32] addressed the problem of reflectance measurements to determining in vivo tissue optical properties. Another approach for measuring the optical reflectance over a broad range of wavelengths spectroscopy has been utilized for assessing the skin type and gestation age of newborn infants by Lynn et al. [33] .
The first work to evaluate the possibilities of using reflectance spectrophotometry for discriminating between benign and malignant skin lesions was done by Marchesini et al. [34] . Their experiments show that the wavelengths between 400 and 800 nm were highly significant to show the differences between the reflectance spectra of benign and malignant melanomas. Consequently, the authors report a discrimination between 31 primary melanoma and 31 benign lesions with a sensitivity of 90.3% and a specificity of 77.4%, a stepwise discriminate analysis of reflectance spectral features [35] .
Moreover, Bono et al. [36] conclude that color is the most important parameter in discriminating melanomas from benign in spectrophotometric imaging of skin lesions using 420-1020 nm. Recently with Raman spectroscopy the molecular structure of skin lesions are explored [37] , but due to the side effects of the laser beam on the sensitive skin surface, this technique is not preferred in the dermatology practice.
III. SYSTEM SETUP
A hand-held reflectance spectroscopy probe (StellarNet Inc., Oldsmar, FL, USA) (see Figure 5 ), consisting of 6 × 200 µm illumination fibers arrayed around one 600 µm acquisition fiber as shown in Figure 4 , was attached to an infrared optical tracking target in order to be able to determine its position and orientation in real-time. The selected tracking system consists of four ARTtrack2 infrared cameras (A.R.T. GmbH, Weilheim, Germany) positioned to be able to track a volume of 2 × 2 × 2 m 3 . According to the manufacturer the positional accuracy for such a configuration is 0.4 mm with a maximum error of 1.4 mm (for angle 0.002 rad and 0.007 rad respectively).
A 178 − 1132 nm, 2048 px, 12 bit CCD spectrometer (StellarNet Inc., Oldsmar, FL, USA) was connected to the acquisition fiber, and a 12 W tungsten lamp was connected to the illumination fibers as a light source. The spectrometer was controlled by a data processing unit to acquire spectra synchronously with the tracking information of the probe. The data-processing unit was also used to run the augmented reality application that combined spectra, positions and orientations. An overview of the entire setup is displayed in Figure 5 .
A. Data Acquisition Protocol
In our protocol, the the mole selection for the data acquisition is purely based on the doctor's (or physician's) choice based on a visual examination. The labeling of mole is performed using two classes: suspicious skin lesion (possibility of malignant melanoma) and normal skin moles based on physician's diagnosis.
The data is stored as a plot of wavelength and amplitude (as shown in Figure 2 ) by spectrometer without taking into account the mole structure. The time of data acquisition and the number of measurements depend on the number of moles defined on patients, where the time for whole body skin checkup was approximately 20 minutes.
The spatial resolution of sampling region is 1 mm diameter which permits the study of smaller lesions and sampling of several regions within bigger lesions. For mole size bigger than 3 mm and smaller then 6 mm we take 5 measurements (4 from the edges, 1 from the center). If the mole sizes exceeds 6 mm then we take 7 measurements (6 from the edges, 1 from the center). To make sure that the database is consistent and not biased, we only use the measurements which were taken once per mole.
The data acquisition time for one mole is 100 ms. It is important to contact the surface of the mole by the probe tip and keep the probe in a way that no light goes in from outside to ensure that the spectra are only obtained from the lesion itself, as shown in Figure 6 . Hair, nails and tattoos are avoided during data acquisition.
B. Data Acquisition
The data collection for this study was performed in collaboration with the dermatology department at Klinikum Rechts der Isar Mnchen; Germany. All lesions in this analysis were selected by dermatology experts. In total, 3072 spectroscopic data vectors were collected from 148 patients, where 2926 measurements were of normal skin moles and 146 measurements from malignant skin lesions. The schematic representation of data acquisition system is shown in Figure 7 . Out of 146 malignant skin lesions, 9 cases were histological proven The details of the 9 cases of melanoma are: average Breslow thickness was 1.1 mm, the minimum being 0.1 mm and the maximum 2.8 mm, the average diameter of the lesions was 3 mm, the minimum being 2 mm and the maximum 5 mm. The average age of patients was 40, where the youngest and oldest patients were 2 and 82 years old, respectively. 70% of the examined patients were female. The collected data consists of the following clinical cases:
• Normal skin: spectra were obtained from the inside of the upper arm, groin and inside thigh, a region defined as skin that is not normally exposed to sunlight (i.e. not tanned).
• Normal skin moles: in average 19 spectra per patient were obtained from benign skin moles. Normal skin moles can be visually very similar to malignant moles, as illustrated in Figure 8 .
• Malignant skin mole: one spectra was obtained from middle positions on the lesion. Multiple spectra were taken depending on size of the mole as discussed in data acquisition protocol (Section III-A).
Immediately prior to each patient's data collection session, the spectrophotometer probe end was placed in the disinfectant substance to prevent migration of any diseases.
To make sure of reproducibility and accuracy of data acquisition, one concern was that the pressure of the probe on the skin might cause blanching by forcing blood out of local vessels. To test a novel approach to reduce this effect and to assess the magnitude of this problem, a study was performed by Osawa et al. [38] . In their study the probe was held in contact with a flat area of skin and the pressure slowly increased beyond that which would be applied normally for taking skin reflectance measurements. Increasing the pressure caused a decrease in overall reflectance. Osawa et al. suggested three methods for eliminating the effect: (a) a sensor to determine the pressure being applied, (b) an adhesive pad to just hold the probe against the skin, and (c) an electrical contact sensor to feed back information on when the probe makes contact with the skin. In our study the pressure on the skin was reduced by increasing the surface area of contact with a probe holder that was designed to slide in the probe which was also used to keep the tracking points (see Figure 5) . 
C. Data Processing
The spectral data is acquired as a 2048D vector of the floating points values x i ∈ R 2048 , i = 1, ..., n where n denotes the number of measurements. Each x i represents the discretized reflective spectrum from 178 nm to 1132 nm (due to limitation of hardware) of the ith measurement and is stored normalized as
To reduce the dimensions of the input data, principal components analysis (PCA) is applied. The resulting spectrum of eigenvalues e i j j=1,...,2048 is sorted descending by magnitude. Since the highest eigenvalues represent the most relevant components, a cut-off value C P CA is chosen, such that the final input data y i for the classification algorithm from measurement
The cut-off value C P CA is chosen empirically from the data. Figure 9 is showing a representative example of e i j j=1,...,2048 from which C P CA was selected as one of {2, 3, 4, 5}.
IV. CLASSIFICATION
Classification is performed by a support vector machine (SVM) [39] . SVM was selected as the method of choice as it allows to linearly classify data in a high-dimensional feature space that is non-linearly related to the input space via the use of specific kernel functions, such as polynomial functions or radial basis functions (RBF). This way we can build complex enough models for skin lesion classification while still being able to compute directly in the input space.
The SVM classifier needs to be trained first before using it, thus we partition our already reduced input data (y i ), i = 1, ..., n into two partitions, T ⊂ {1, ..., n} the training set and V ⊂ {1, ..., n} the testing (or validation) set with T ∪ V = {1, ..., n} and T ∩ V = {}. The training data set T is labeled manually into two classes with the ground truth, l(y i ) = ±1. Once the classifier is trained, a simple evaluation of the decision function d(y i ) = ±1 will yield the classification of any data y i .
In detail, SVM is trying to separate the data φ(y i
C is a user-determined penalty parameter. Switching to the dual optimization problem allows for easier computation,
with constraints 0 ≤ α i ≤ C for i ∈ T , i∈T y i α i = 0. The α = (α i ) are the so-called support vectors, e = [1, ...1] T and Q is the positive semidefinite matrix formed by Q jk = l(y j )l(y k )K(y j , y k ), and K(y j , y k ) = φ(y j )
T φ(y k ) is the kernel function built from φ. Once this optimization problem is solved, we determine the hyperplane parameters w and b, w directly as w = i∈T α i l(y i )φ(y i ) and b via one of the Karush-Kuhn-Tucker conditions as b = −l(y i )y T i w, for those i with 0 < α i < C. Thus the decision function of the trained SVM classifier ends up as
V. EXPERIMENTS Data collection of 3072 spectroscopic instances is defined as (x i ), i = 1, ..., 3072 labeled into two classes: normal skin l(x i ) = 1 and lesion l(x i ) = −1. The 3072 data points were randomly separated into a training data set T and a testing (validation) data set V with |T | = 2072 and |V | = 1000, however retaining the balance of both sets containing 50% from each of the two classes. A color-coded representation of the normalized skin spectrax i , i ∈ T of the training data set T is shown in Figure 10 . Fig. 10 . Plot of all normalized spectrax i from the training data set T , color-coded as blue for normal skin moles, red for malignant mole and green for normal skin. One curve represents one skin lesion data. Before classification, PCA was applied to the x i for dimension reduction to yield our classification input y i . The eigenvalue cut-off C P CA was empirically chosen as one of C P CA ∈ 2, 3, 4, 5.
The SVM classifier (we used LibSVM, [40] ) was then trained using the training data set T . As there are multiple parameters to be selected, like for example the penalty parameter C, we performed a cross-validation of 10 folds via parallel grid search. The average accuracy on the prediction of the validation fold is the cross validation accuracy.
A. Discussion
The cross-validation of the training data set T determined, among others, the parameters C = −5 and γ = −7. For the further parameters C P CA and the choice of the kernel (linear, polynomial, radial basis function (RBF) or sigmoid) we performed cross validation of the training data set T , the results are shown in Table I . The best results were received consistently by using the RBF kernel, while for C P CA the value of 5 turned out to be the best choice with an accuracy of 97 ± 8.3, where 8.3 is standard deviation.
With the training of the classifier completed, we studied the accuracy of the testing (validation) data set V . We compared the manual ground truth labeling l(y i ) for data point y i with the computed decision function d(y i ) to compute the accuracy as follows Accuracy(%) = # of correctly predicted data # of total data × 100 The results are shown in Table II . We achieve the same accuracy of 94.9% for the kernels RBF with C P CA values of 4 and 5. This corresponds to Figure 9 , where it is clear that between C P CA 4 and 5 there is only very little difference. In total we received the best results using the RBF kernel and C P CA = 5.
VI. MANIFOLD LEARNING FOR DIMENSIONALITY REDUCTION OF SKIN LESIONS USING OPTICAL SPECTROSCOPY DATA
Most recent applications of machine learning in data mining, computer vision, and in other fields require deriving a classifier or function estimate from a large data set. Modern data sets often consist of a large number of examples, each of which is made up of many features. Though access to an abundance of examples is purely beneficial to an algorithm attempting to generalize from the data, managing a large number of features (some of which may be irrelevant or even misleading) is typically a burden to the algorithm. Overwhelmingly complex feature sets will slow the algorithm down and make finding global optima difficult. To lessen this burden on standard machine learning algorithms (e.g. classifiers, function estimators), a number of techniques have been developed to vastly reduce the quantity of features in a dataset, i.e. to reduce the dimensionality of the data.
Dimensionality reduction has other, related uses in addition to simplifying data so that it can be efficiently processed. The most obvious is visualization; if data lies, for instance, in a 100-dimensional space, one cannot get an intuitive feel for what the data looks like. However, if a meaningful two or three dimensional representations of the data can be found, then it is possible to analyze it more easily. Though this may seem like a trivial point, many statistical and machine learning algorithms have very poor optimality guarantees, so the ability to see the data and the output of an algorithm is of great practical interest. In our case, spectroscopic data is typically acquired as a high dimensional vector (in our case a 2048 element vector); this high-dimensionality, however, creates difficulties for visualization and classification of the data. Manifold learning has a significant role in dimensionality reduction and clustering due to its nature of unsupervised learning [41] .
There are many approaches to dimensionality reduction based on a variety of assumptions and used in a variety of contexts. We will focus on an approach initiated recently based on the observation that high-dimensional data is often much simpler than the dimensionality would indicate. In this work, we present results of applying different manifold learning techniques such as Isomap [42] , Laplacian Eigenmaps [43] and Diffusion Map [44] to spectroscopy data from 48 patients with normal and malignant lesions to reduce the dimensionality, Fig. 11 .
Working example of PCA. The left image shows a Gaussian distribution together with the two principal components. The coloring is dependent on values of a and b. The right side shows the projection on the eigenvector corresponding to the largest eigenvalue [46] . and compare them to traditional linear technique Principal Component Analysis. Clustering results after dimensionality reduction are shown in Table III for each technique, where some of the method/parameter combinations yield excellent results on the patient data compared to the diagnosis of the treating physicians.
A. Principal Component Analysis
A linear method such as PCA ignores protrusion or concavity of the data [45] . In order to demonstrate the shortcomings of purely linear methods, we will show results using PCA and compare with nonlinear manifold learning. PCA finds a subspace i.e. which finds an optimal subspace that best preserves the variance of the data [46] .
The goal of PCA is to find an optimal subspace i.e. the variance of the data is maximized. In general, manifold learning methods do not care about the variance of the data. Nonlinear methods in particular, typically famous on preserving neighborhood properties within the data [46] . The input and output of PCA are defined as in equation 7 , given N input points. Figure 11 shows a Gaussian distribution together with the first (and only) two principal components, calculated by the method described above. The vectors are therefore the eigenvectors of the matrix C.
The coloring is linearly dependent on the values of a and b. The right side shows the projection on the eigenvector corresponding to the largest eigenvalue. As one can see, the variance of the data is preserved. Figure 12 shows that PCA cannot handle non-linear datasets.The left image shows a spiral distribution (2-d Swiss roll) together with the two principal components. The coloring is dependent on the values of t, where the function is given as f (t) = (tcos(t), tsin(t)). The right side of Figure 12 shows the overlapping projection on the eigenvector corresponding to the largest eigenvalue. One can observe that blue, red and yellow points are all overlapping in the center of the projected line [46] . This means that most geometric information of the data is lost through this projection. In most cases distances are only meaningful in local neighborhoods, following Non-linear manifold learning methods address this problem. The coloring is dependent on the values of t, where the function is given as f (t) = (tcos(t), tsin(t)). The right side shows the overlapping projection on the eigenvector corresponding to the largest eigenvalue [46] .
B. Non-linear Manifold Learning Methods
Typical non-linear manifold learning methods are graphbased and perform the following three basic steps. 1) Build undirected similarity graph G = (V, E). where the vertices V are give by the data points x i 2) Estimate local properties, i.e. the weight matrix W to define the weighted similarity graph G = (V, E, W ), where w ij ≥ 0 represents the weight for the edge between vertex i and j. Weights are obtained by means of a kernel. A weight of 0 means that the vertices are not connected. 3) Derive an optimal global embedding Ψ which preserves these local properties.
There are three often used techniques for building the similarity graph G. First, there is the -neighborhood graph which connects all vertices with distance x i − x j 2 smaller than . The graph is naturally symmetric [47] [46] .
Contrary to this local connection is the fully connected graph which uses a similarity function that incorporates local neighborhood relations such as the Gaussian function:
). This leads directly to the third step, since it implicitly defines the weights [46] . k-nearest neighbor (kNN) graphs combine both worlds by connecting each vertex only to its k-nearest neighbors.
C. Manifold Learning
In the field of machine learning, a very popular research area is manifold learning, which is related to the algorithmic techniques of dimensionality reduction. Manifold learning can be divided into linear and nonlinear methods. Linear methods, which have long been part of the statistician's toolbox for analyzing multivariate data, include Principal Component Analysis (PCA) and multidimensional scaling (MDS). Recently, researchers focus on techniques for nonlinear manifold learning, which include Isomap, Locally Linear Embedding, Laplacian Eigenmaps, Hessian Eigenmaps, and Diffusion Maps [46] . The algorithmic process of most of these techniques consists of three steps: a nearest-neighbor search, a computation of distances between points, and an eigen-problem for embedding the D-dimensional points in a lower-dimensional space. The manifold learning: Isomap, Laplacian Eigenmaps and Diffusion Maps will be compared and contrasted with the linear Fig. 13 . Normalized spectral graph data sets, malignant skin lesions. Each curve is the vector, representing one skin lesion. Without labeling of the data the overlaps curves are difficult to separate method PCA for a spectroscopic dataset. The goal is to find a mapping function Ψ from the original D-dimensional data set X to a d-dimensional dataset Y in which distances and information are preserved as much as possible and d < D:
In our case, we have D = 2048 and thus
where x i and x i are vectors and R d is a space.
D. System Experiments
We collected 372 spectroscopic data vectors from 48 patients, 326 measurements were of normal skin moles, 46 measurements were malignant skin lesion (as diagnosed by the treating physician). 13 cases out of 46 malignant skin lesions were pathologically verified by the laboratory. All lesions for this experiment were selected by only well-experienced physicians (not by newly joined dermatologists). This was the only additional protocol to the data acquisition protocols as discussed in section III-A. A color-coded representation of the normalized skin spectra data set is shown in Figure 13 and Figure 14 . Figure 13 shows malignant skin lesions and Figure 14 shows malignant skin lesions combined with normal skin mole. In Figure 14 one can observe the overlap between two classes of data set. Normalized spectral graph data sets combined form, blue for malignant skin lesions and red for normal skin mole.
The proposed methods were implemented in Matlab 10.1 using libraries for the dimensionality reduction. Clustering was performed by selecting a separating hyperplane in the processed three-dimensional data. Before applying manifold learning we need to elucidate some parameters that play a significant role in producing meaningful data representation. The parameters for the nonlinear dimensionality reduction techniques are:
• k: The k-nearest neighbors specify the number of nearest neighbors used to build the graph for the Isomap, Laplacian eigenmaps and Diffusion maps methods. If k is chosen too large or too small, the local geometry may not be interpreted correctly. Here we used the values of k = 15, 20, 30, 35.
• Alpha: This parameter controls the normalization.
• Sigma: This specifies the width of the Gaussian kernel. The larger Sigma is, the more weight far-away points will exert on the weighted graph. We used Sigma = 20, 30.
E. Discussion
All four studied methods (PCA, Isomap, Laplacian Eigenmaps and Diffusion maps) were applied independently. PCA is applied on 2048 dimensional data vectors, and the first three most significant components are taken. Each point represents one skin lesion (malignant or benign). The data set is labeled which is represented by two colors red and blue. Red points are malignant and blue are benign. It is clear from the 3D representation of the data shown in Figure 15 that the data is not clearly distinguishable into two clusters. The main reason PCA could not perform well is because PCA maximizes the variance of the data and in our case direction of the variance helps to distinguish between the two classes. The best clustering accuracy PCA achieved is 63%.
The 3D representation of the 2048D data victor after applying Isomap is shown in Figure 16 . It is clear from the figure that some area of the data is very nicely clustered. The Isomap is governed by the geodesic distances between distant points, which causes distortions in local neighborhoods so maybe that is one reason that the data set is not clustered perfectly. Overall Isomap produce better results than PCA. A reduced 3D representation of spectroscopy 2048D dataset. The worst selection of parameters for all four methods. None of the method produced clear clustering of the dataset. Blue for malignant skin lesions and red for normal skin mole correctly classified points over the total number of points and as a ground truth we have labeling provided by dermatologist. According to the literature [48] , Diffusion maps perform better as compared to other manifold learning techniques but in our case Laplacian eigenmaps produces best results by choosing the right parameters shown in Figure 18 . Laplacian eigenmaps preserve local neighborhood of the points which reflect the geometric structure of the manifold.
In Figure 19 , all four methods are shown with worst parameters selection. The figure shows that the dataset is not easily distinguishable into two clusters. Variation in parameters for non-linear manifold learning methods are shown in Table III. Isomap capture local geometry correctly and the dataset is clustered into two parts with an accuracy of 94% as shown in Table III . By increasing the neighborhood size to 20 and Sigma to 30, Laplacian eigenmaps and Diffusion maps perform better. Adding even more neighborhood information, Laplacian eigenmaps clustering accuracy improves to 96%. The parameters shown in the table are the only best combination for our dataset.
Four manifold learning techniques are applied to the problem of dimensionality reduction and clustering of optical spectroscopic data in dermatology. In contrast to the linear method PCA, all studied manifold learning techniques were able to perform satisfactorily in clustering normal skin mole from malignant skin lesions, provided the parameters were chosen correctly. In particular, Laplacian Eigenmaps look very promising for the intended dermatological application.
VII. CONCLUDING REMARKS ON FEASIBILITY OF OPTICAL SPECTROSCOPY FOR SKIN LESIONS CLASSIFICATION
In this part of the paper, optical spectroscopy for skin lesions classification is analyze. Optical spectroscopy by itself produces data, which, due to its high-dimensionality, cannot be directly utilized for classifying skin lesions. In other words, distinguishing between malignant and benign skin lesions is difficult. First the dimension of the data needs to be reduced in a meaningful way. In this respect, the application of manifold learning techniques to the problem of dimensionality reduction and clustering of spectroscopic data in dermatology is introduced. One other problem in dermatology is about quantifying the progress of skin lesions. For this purpose, one needs to be able to numerically compare two or more images of e.g. the same lesion taken during different sessions. This involves accurate registration of all those images. Combination of optical spectroscopy with tracking as a solution to this problem is presented. In our approach, this combination is used as a guidance for acquiring spectral measurements at the same positions and orientations as the first acquisition. We defined spectroscopic data acquisition protocol in section III-A for using our system optimally. We also evaluated a patient dataset with an SVM-based classification of skin lesions.
The system opens a new way for utilizing the real potential of optical spectroscopy for noninvasive diagnosis of skin lesions. In taking optical spectroscopy even one step further using the system, it is a promising technique for the discrimination of malignant skin lesions from benign ones. Spectroscopy could form the basis of a clinical method to diagnose skin lesions due to the accuracy and reproducibility of its measurements. Acquisition of spectroscopic data causes little or no patient discomfort, does not alter the basic physiology of the skin, poses no hazard to the patient and does not interfere with any other standard clinical diagnostic practices. The scan could be performed by a non-specialist and therefore might be a useful tool for the prescreening of skin lesions. However, before full integration of spectroscopy into the clinical workflow, some further challenges need to be addressed:
• From our experience, there is need for several spectroscopic probes with different diameter sizes in order i) to cover only the area relevant to the lesion during the acquisition, i.e. to avoid getting measurements from the healthy skin region around the lesion and ii) to avoid multiple scans of the same lesion.
• In our experiments, we have observed that different samples taken from the same mole led to different spectral readings. A method is required to create a representative measurement from multiple spectroscopic readings for each mole.
• Optical spectroscopy based skin lesion diagnosis systems should be patient specific, since every patient has his/her own individual pattern of lesions which can be monitored throughout his/her body moles. In our study, we have observed that it is important to perform the classification within patient specific data in order to build a reliable system.
• Combining optical spectroscopy with other imaging technologies, e.g. dermoscopy imaging, multispectral imaging and hyperspectral imaging, can improve the diagnosis further, since the optical spectroscopy provides complementary information to these techniques.
• Patient age is an important factor which needs to be taken into account during the acquisition of optical spectroscopy data. As the cellular structures can change according to the age of the patient, differences in spectroscopic readings have been observed between young and elderly people, which can be addressed by creating groups of patients accordingly.
