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Resumo
Desde seu surgimento, as redes sociais virtuais como Twitter têm alcançado exorbitante
quantidade de usuários em todo o mundo, tornando-se um ambiente de imensurável potencial
para pesquisas sociais, econômicas, culturais e etc. Cada vez mais pesquisadores têm voltado
sua atenção para a grande massa de dados gerada diariamente nesse meio. Entretanto, lidar
com grandes quantidades de dados é uma tarefa custosa quando realizada manualmente. O
objetivo desta pesquisa é propor um conjunto de ferramentas e metodologia tal que possa di-
minuir o esforço humano gasto na organização de grandes massas de dados provenientes de
redes sociais. Para atingir tal objetivo, é proposto um modelo de trabalho iterativo, que ex-
plora ao máximo o conhecimento existente em uma pequena porção de dados manualmente
analisada por especialistas. O modelo de trabalho combina técnicas de recuperação de infor-
mação como algoritmos de classiﬁcação e agrupamento com objetivo de tornar o resultado
do processo mais parecido ao que o especialista obteria caso o realiza-se completamente ma-
nualmente. O modelo proposto foi colocado a prova com uso de dois conjuntos de dados
extraídos do Twitter e manualmente classiﬁcado muito antes da realização desta pesquisa.
Os resultados mostraram-se promissores.
Palavras-chave: Redes Sociais; Recuperação da Informação; Aprendizado; Algoritmo; Mo-
delo.
Abstract
Since its inception, virtual social networks like Twitter have reached exorbitant amount
of users worldwide, making it an immeasurable potential environment for social research,
economic, cultural and etc. Increasingly researchers have turned their attention to the great
mass of data generated daily in this environment. However, handling large amounts of data
is a costly task when performed manually. The objective of this research is to propose a
set of tools and methodology that it can reduce the human effort spent in the organization
of large masses of data from social networks. To achieve this goal, we propose an iterative
work model that makes the most of existing knowledge in a small amount of data manually
analyzed by experts. The working model combines information retrieval techniques such as
classiﬁcation and clustering algorithms in order to make the result of the most similar process
to what the expert would get if carried out completely manually. The proposed model was
put to the test with use of two sets of extracted data from Twitter and manually classiﬁed
before this research. The results were promising.
Keywords: Social networks; Information Retrieval; Learning; Algorithm; Model.
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Capítulo 1
Introdução
Este capítulo apresenta o contexto, motivação e objetivos deste trabalho, bem como os
métodos de pesquisa aplicados e sua organização textual, com o intuito de proporcionar
ao leitor melhor compreensão do universo no qual se encontra o problema que buscamos
solucionar: classiﬁcar grandes massas de dados provenientes de redes sociais com o menor
esforço humano possível nesse processo.
1.1 Contexto
Com a modernidade vivida nesta era, principalmente com o advento da Internet, as pes-
soas têm gerado informações, em grande quantidade e a todo momento. Foi estimado que,
no ano de 2012, por dia, cerca de 2,5 Exabytes (2,5 bilhões de Gigabytes) de novas infor-
mações foram geradas, a cada dia, pelos usuários da grande rede (WALL, 2014). Como o
número de usuários tende a crescer, com a chegada da Internet nas áreas ainda sem acesso, a
quantidade de informações compartilhadas também aumentará.
As redes sociais virtuais, impulsionadas pela popularização da Internet, ajudaram a au-
mentar essa grande massa de dados gerada constantemente. Em (ELLISON et al., 2007)
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essa tecnologia relativamente nova é deﬁnida como um serviço web que (1) permite a seus
usuários construir um perﬁl público ou semi-público, (2) manusear uma lista de conexões
com outros usuários que queiram compartilhar informações, (3) visualizar suas conexões e
a dos demais. A nomenclatura dada às conexões varia de acordo com o sistema em questão.
Como exemplo de redes sociais virtuais podemos citar: Facebook, Youtube e Twitter, sendo
a última o foco deste trabalho.
Fundado em 21 de março de 2006 nos Estados Unidos, o Twitter é uma rede social
que funciona como um microblog no qual seus usuários seguem e são seguidos por outros
usuários que compartilham suas opiniões através de tuítes, um pequeno texto formado por, no
máximo, 140 caracteres. Conhecida em nível mundial, esta rede social atingiu a expressiva
marca de 271 milhões de usuários, que geram cerca de 500 milhões de tuítes todos os dias.
No Brasil, os usuários dessa ferramenta já passam de 40 milhões. Devido à quantidade de
usuários, o Twitter é um ambiente ímpar que pode fornecer opiniões sobre os mais variados
assuntos e de forma rápida. Segundo a própria administração da ferramenta, nas últimas
eleições presidenciais, mais de 40 milhões de tuítes foram publicados, evidenciando assim
seu potencial informativo (G1, 2014).
Devido às características anteriores, muitos especialistas têm voltado sua atenção para
essas ferramentas, crendo ser fonte vital para responder algumas questões, tais como: O
que as pessoas querem? Do que elas gostam? Qual a sua opinião sobre um dado assunto?
O que está acontecendo agora em um determinado lugar? Para capturar dados do Twitter e
responder tais questionamentos, os especialistas têm feito uso de técnicas como a descrita em
(BRUNS; LIANG, 2012). Os autores estão interessados em técnicas que capturam dados do
Twitter a ﬁm de identiﬁcar desastres naturais. Objetivando identiﬁcar tuítes relevantes para
o assunto em questão, os autores propõem também o uso de palavras-chave ou as famosas
hashtags, que no Twitter, é uma forma de indexar e explicitar um tuíte, como indício de que
é relevante, caso contenha uma destas ou ambas no seu corpo de texto.
Com mostrado acima, existem métodos na literatura propostos para obter dados e identi-
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ﬁcar tuítes relevantes. Especialistas têm usado tais métodos para capturar dados de interesse
e, montar suas bases de dados a ﬁm de analisar e responder questões como as já ditas anteri-
ormente. Segundo (BORTOLON; REGATTIERI; MALINI, 2013), uma vantagem que o uso
do Twitter apresenta, em detrimento de outras redes sociais, diz respeito à pessoalidade das
falas dentro dele, ou seja, dos tuítes. Como o site funciona como um microblog, o discurso
muitas vezes carrega maior carga de sentimentalismo, sendo assim mais espontâneo.
A análise dos dados capturados frequentemente está ligada à classiﬁcação dos tuítes.
Classiﬁcar manualmente uma base, como normalmente é feito, tem se mostrado um árduo
processo, devido ao fato de que o especialista passa maior quantidade de tempo classiﬁ-
cando a base do que analisando os dados, ou seja, o custo de pré-processamento dos dados
é alto. Este trabalho está no contexto de classiﬁcação dos dados provenientes de redes so-
ciais virtuais, em que especialistas têm gastado um considerável tempo classiﬁcando dados
manualmente.
1.2 Motivação
A Recuperação de Informação promove a representação, armazenamento, organização e
acesso a itens de informação tais como documentos, paginas Web, catálogos online, registros
estruturados e semi-estruturados e objetos multimídia. A representação e organização de tais
itens de informação deve ser tal que possa prover acesso fácil ao que seja relevante para o
usuário (BAEZA-YATES; RIBEIRO-NETO et al., 2011, p. 1).
A ﬁm de atender à demanda do parágrafo anterior, a Recuperação de Informação faz uso
de técnicas de Aprendizado deMáquina, uma área de estudo contida na Inteligência Artiﬁcial
(IA), que visa desenvolver métodos computacionais a respeito do aprendizado, bem como a
modelagem de sistemas que possam, de modo automático, adquirir conhecimento. Alguns
sistemas aprendem tendo como base um conjunto de informações avaliadas previamente e
de modo bem sucedido (REZENDE, 2003, p. 89).
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As técnicas de Aprendizado de Máquina, podemos dizer, tentam imitar a forma como
um especialista trabalha com base em exemplos gerados pelo próprio especialista. Dada
uma tarefa a ser realizada, utilizando tais técnicas, faz-se necessária a análise do mundo no
qual as mesmas serão empregadas, essa compreensão possibilitará a adaptação da técnica
para o problema em questão, tornando o sistema mais parecido com o especialista.
A estatística, ainda que com uma visão diferente da computação, fornece técnicas que
possibilitam a análise de grandes conjuntos de informações. Algumas dessas técnicas estão
contidas na Análise Multivariada de Dados. As técnicas de Análise Multivariada são mé-
todos presentes na estatística que possibilitam a análise concorrente de múltiplas medidas a
respeito de cada objeto de investigação, como tuítes por exemplo (JUNIOR et al., 2005, p.
23).
Técnicas Estatísticas e Aprendizado de Máquina, podem ajudar a diminuir o esforço do
especialista quanto ao problema apresentado na Seção 1.1 e diminuir o tempo gasto pelo
mesmo no processo de classiﬁcação de uma base de dados proveniente de redes sociais
virtuais usada para análise. A motivação desta pesquisa está na necessidade de ajustar tais
técnicas a um modelo de trabalho para uso em um ambiente especíﬁco.
1.3 Objetivos
Este trabalho tem como objetivo elaborar um conjunto de ferramentas e uma metodolo-
gia com o auxilio de técnicas de Aprendizado de Máquina e estatísticas que possibilite ao
especialista diminuir os esforços gastos no processo de classiﬁcação de um conjunto de da-
dos provenientes de redes sociais virtuais. Tal objetivo geral pode ser decomposto como os
seguintes objetivos especíﬁcos:
• Elaborar uma metodologia que nos possibilite atingir o objetivo geral deste trabalho
(OLIVEIRA et al., 2014);
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• Pontuar e descrever os detalhes de cada componente da metodologia proposta;
• Desenvolver a arquitetura da metodologia proposta a ﬁm de analisar a viabilidade de
utilização da mesma;
• Avaliação da proposta.
1.4 Metodologia do Trabalho
O passo inicial foi a revisão de literatura a ﬁm de encontrar estudos recentes que abordem
assuntos relacionados às áreas de pesquisa abrangidas neste trabalho como: Aprendizado de
Máquina, Recuperação Inteligente da Informação, Estatística e outras.
Realizada a revisão, um modelo para solucionar o problema foi proposto e, algumas
técnicas que possibilitam a construção do mesmo foram analisadas, o que acarretou em várias
versões do modelo compostas por diferentes técnicas.
Para a realização dos experimentos, foram disponibilizadas algumas bases de dados com-
postas por comentários reais obtidos do Twitter, bases estas formadas por 2080 tuítes únicos
a respeito do Marco Civil da Internet no Brasil, classiﬁcados manualmente pelos especialis-
tas muito antes da realização deste estudo.
Com objetivo de avaliar os resultados obtidos foram utilizados os resultados dos clas-
siﬁcadores K-Nearest Neighbors (KNN) (BAEZA-YATES; RIBEIRO-NETO et al., 2011;
SOUCY; MINEAU, 2001) e Centroid-Based Classiﬁer (CBC) (HAN; KARYPIS, 2000;
SOUZA; CIARELLI; OLIVEIRA, 2014).
A métrica F1 (SOUZA; CIARELLI; OLIVEIRA, 2014) de classiﬁcação foi utilizada
para avaliação de cada versão do modelo. Tal métrica possibilita observar a qualidade do
trabalho realizado com uso do modelo, se comparada a base manualmente classiﬁcada pelo
especialista.
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O texto da base passou por um pré-processamento onde foram utilizadas técnicas de
Análise Léxica, retirada de Stopwords, Lematização, ou seja, redução de termos à sua forma
canônica, retirada de termos com baixa frequência nos documentos da base, além de uma
medida de ponderação de termos.
1.5 Estrutura do Trabalho
Este capítulo contextualizou a problemática abordada neste trabalho, descreveu a mo-
tivação para realização desta pesquisa, os objetivos e a metodologia aplicada. Além desta
introdução, a organização deste trabalho se dá do seguinte modo:
• Capítulo 2 (Recuperação Inteligente da Informação): apresenta os principais con-
ceitos de Aprendizado de Máquina e Estatística relacionados à Classiﬁcação, Agrupa-
mento e Análise Fatorial.
• Capítulo 3 (Trabalhos Relacionados): neste capítulo são mencionados alguns traba-
lhos interessantes, relacionados aos assuntos abordados neste trabalho.
• Capítulo 4 (O Modelo): descreve todo o modelo proposto para solução do problema.
Neste capítulo cada parte do modelo é apresentada e discutida.
• Capítulo 5 (Experimentos e Resultados): são descritos e discutidos os resultados
obtidos nos experimentos com uso das várias versões da metodologia proposta.
• Capítulo 6 (Conclusões e Trabalhos Futuros): apresenta as conclusões do trabalho,
suas contribuições e propostas futuras de aprimoramento do trabalho.
Capítulo 2
Recuperação da Informação
Este capítulo apresenta uma sucinta revisão literária dos conceitos necessários para me-
lhor compreensão deste trabalho. Nesta seção, serão abordadas técnicas e ferramentas utili-
zadas na construção do modelo indicado por esta pesquisa como solução factível ao problema
em questão.
Através dos séculos, o homem tem aplicado tempo na organização de informações a
ﬁm de facilitar sua recuperação, quando necessário. Devido a isso, surgiram as bibliotecas
(BAEZA-YATES; RIBEIRO-NETO et al., 2011, p. 2). Apesar das facilidades trazidas por
essa instituição, o crescimento da população e a evolução da tecnologia impulsionaram o
aumento da quantidade de informações geradas, fazendo com que as bibliotecas crescessem
e se tornasse cada vez mais árduo o trabalho de encontrar algo relevante para o usuário.
Com o advento da Internet o problema se agravou, pois esta fez crescer ainda mais a
quantidade de informações onde o usuário pode encontrar o assunto desejado. Muitas das
páginas criadas na Internet tem informações úteis, entretanto, estão armazenadas de modo
desestruturado, diﬁcultando o trabalho de encontrar as de interesse em meio a tantas outras
não interessantes.
Nos últimos 10 anos, o interesse em técnicas de gerenciamento para grandes massas de
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documentos, seja qual for a sua natureza: áudio, vídeo, texto e etc, cresceu expressivamente,
elevando o status dos sistemas de Recuperação de Informação, visto que estes têm como
objetivo prover acesso simpliﬁcado e ﬂexível a documentos (SEBASTIANI, 2002). Nas
próximas sub-seções, deste capítulo, são descritas algumas técnicas utilizadas para alcançar
os objetivos dos sistemas de recuperação de informação, citados anteriormente.
2.1 Modelo Espaço Vetorial
Uma tarefa presente no processo de modelagem de sistemas de Recuperação da Infor-
mação (RI) é a representação de documentos. Um método muito presente na literatura é a
representação de documentos em vetores de índices.
Dado um conjunto D de documentos, cada documento di do conjunto pode ser represen-
tado por um ou mais termos (informações encontradas no conteúdo dos documentos como
palavras, datas e etc) ou índices ti. Os termos podem receber pesos wi ≥ 0 que evidenciem o
nível de importância de cada um para cada documento. Tais pesos podem ser adquiridos por
uma simples contagem de ocorrência dos termos (SALTON; WONG; YANG, 1975) dentro
de cada documento, por exemplo. Este processo é chamado Indexação de Documentos.
Assim sendo, um conjunto de documentos (ou base de dados) é representado por uma
matriz termo-documentos, onde cada documento é uma linha dessa matriz, como mostrado
na Equação 2.1 (SALTON; WONG; YANG, 1975; BAEZA-YATES; RIBEIRO-NETO et al.,
2011, p. 62). A Figura 2.1 apresenta um conjunto de três documentos, representados de
modo tridimensional, ou seja, cada documento é formado por três índices no espaço.
di = {w1i,w2i, ...,wni} (2.1)
O modelo vetorial está baseado em um conceito presente nas tarefas de mineração de
dados do tipo texto (tipo abrangido por essa pesquisa) denominado Bolsa de Palavras (Bag
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of Words). Neste caso, cada índice ti representa uma palavra presente no conjunto de docu-
mentosD (SCOTT; MATWIN, 1999). Mais uma vez olhando para a Figura 2.1 e vendo cada
documento di como do tipo texto, os índices t1, t2 e t3 são pesos dados as palavras presentes
no texto de um ou mais documentos.
Figura 2.1: Representação vetorial de documentos no espaço (SALTON; WONG; YANG,
1975).
2.1.1 Cálculo de Similaridade
Devido ao método usado pelo modelo vetorial para representação de documentos, a si-
milaridade entre documentos de um mesmo conjunto pode ser obtida através de um cálculo
matemático vetorial. O cálculo de cosseno entre pares de documentos é a estratégia utilizada,
neste trabalho, para obter tal similaridade, a fórmula do cosseno é exibida na Equação 2.2.
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cos(di,d j) =
di.d j
||di||.||d j|| =
∑nk=1wk,i.wk, j�
∑nk=1(wk,i)2
�
∑nk=1(wk, j)2
(2.2)
O resultado esperado para a similaridade entre dois documentos quaisquer é um número
entre 0 e 1, sendo que a similaridade 1 é obtida para documentos cuja suas representações
vetoriais são idênticas, enquanto 0 para documentos que não compartilham nehum termo em
comum.
2.1.2 Caracterização de Bases de Dados
A qualidade de uma base de dados, ou seja, aquela com a qual um algoritmo de aprendi-
zado (Seção 2.4) obtêm melhores taxas, quanto à qualidade de aprendizado, está relacionada
ao conceito de densidade da base, dado que este trabalho adota as medidas de caracterização
propostas por (SALTON; WONG; YANG, 1975).
Para melhor compreensão do conceito de densidade, será utilizada a Figura 2.2. Um
espaço D qualquer de documentos é representado na ﬁgura; cada um nos n documento per-
tencente ao conjunto D é representado pela letra x e pertencente a um agrupamento Kn;
tais agrupamentos são representados pelas linhas que separam os conjuntos de documentos
na ﬁgura; os centroides C , círculos em cor preta relativamente centralizados em cada agru-
pamento, têm cada termo ci (Seção 2.1) obtido a partir da média dos pesos de cada termo
dos documentos pertencentes a um mesmo agrupamento (Equação 2.3) (SALTON; WONG;
YANG, 1975).
ci =
1
n
n
∑
j=1
d j∈D
d j,i (2.3)
Na Figura 2.2, também existe um retângulo em cor preta, o qual representa o centroide
principal Cp. Este pode ser obtido de duas maneiras: (1) através das médias de cada termo
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dos d documentos do espaço D; (2) através das médias de cada termo ci dos centroides. No
primeiro método, o centroide principal é polarizado pelo agrupamento commaior quantidade
de documentos. A polarização ocorre apenas se o agrupamento não for balanceado, ou seja,
se os agrupamentos não tiverem a mesma quantidade de documentos. No segundo método,
não existe diferença quanto à contribuição de cada agrupamento na formação do centroide
(SALTON; WONG; YANG, 1975; SOUZA; CIARELLI; OLIVEIRA, 2014).
Figura 2.2: Espaço de documentos agrupados (SALTON; WONG; YANG, 1975).
Obtidos os centroides, pode-se calcular as medidas necessárias para caracterização do
espaço de documentos. AMédia de Similaridade entre Documentos e sua Centroide (MSDC)
mostra o quão próximos entre si os documentos de um mesmo agrupamento estão, ou seja,
o quão denso é um agrupamento. O MSDC é um valor entre 0 e 1, em que quanto mais
próximo de 1 mais denso é o agrupamento.
Já na Média de Similaridade entre os Pares de Centroides (MSPC), avaliada também
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como um valor entre 0 e 1, quanto mais próximo de 0, mais distantes estão os agrupamentos
uns dos outros, ou seja, menor a densidade entre os agrupamentos.
A Média de Similaridade entre os Centroides de cada agrupamento e o Centroide Prin-
cipal (MSCCP) é uma medida que indica se as médias de similaridade dos documentos de
um agrupamento estão próximas da média geral de similaridade dos agrupamentos. Quanto
mais próximo de 1 for o valor do MSPPC, maior a proximidade.
Para identiﬁcar a densidade geral do espaço de documentos, utilizamos a métrica razão
(Equação 2.4). Quanto mais próximo de 0 o valor dessa métrica, melhor a distribuição do
espaço de documentos, isto signiﬁca que os agrupamentos estão mais afastados uns dos
outros, enquanto os documentos de um agrupamento estão mais próximos entre si.
O fato dos agrupamentos estarem mais distantes melhora a qualidade do trabalho a ser
realizado com o conjunto de documentos, visto que a identiﬁcação dos membros de cada
agrupamento é mais simples. Na prática, isso signiﬁca que a probabilidade de agrupar erro-
neamente um novo documento é menor do que se os agrupamentos estivessem mais próxi-
mos uns dos outros. Olhando novamente para a Figura 2.2, pode-se observar a densidade do
espaço de documentos percebendo a distância entre os agrupamentos.
razão=
MSPC
MSDC
(2.4)
2.2 Processamento de Documentos
Um conjunto de documentos não é formado apenas por informação útil. Existem também
os ruídos, que podem ser compreendidos como termos de documentos que prejudicam os
algoritmos de aprendizado utilizados em sistemas de Recuperação de Informação (RI), como
classiﬁcadores e agrupadores (Seção 2.4). Além dos ruídos, a alta dimensionalidade do
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espaço de termos (quanto maior a quantidade de palavras, maior o espaço de termo) pode
causar diﬁculdades para o aprendizado de algoritmos (YANG; PEDERSEN, 1997).
Neste trabalho são utilizadas técnicas visando diminuir os efeitos dos ruídos presentes
em documentos do tipo texto, tal tipo de documento é foco desta pesquisa. Na Figura 2.3,
tais técnicas estão posicionadas tal qual sua ordem de execução nas bases em estudo neste
trabalho. Cada uma das técnicas presentes na ﬁgura serão esclarecidas nas seções que se
seguem.
Figura 2.3: Esquema de processamento de documentos.
2.2.1 Análise Léxica
O principal objetivo da Análise Léxica é a identiﬁcação do que são ou não são palavras
em um documento texto. Com isso, o texto deixa de ser um conjunto de caracteres, passando
a ser um conjunto de palavras (BAEZA-YATES; RIBEIRO-NETO et al., 2011, p. 224).
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Em sua maioria, termos não considerados palavras são (FRAKES; BAEZA-YATES,
1992, p. 117):
• Dígitos: Salvo em casos de exceção, como bases de dados bancárias ou algo do tipo,
números não são bons termos para indexação. Horas, datas, valores, dentre outros,
normalmente não agregam grande peso semântico ao texto;
• Hífens: Remover ou não hífens é uma decisão um pouco mais complexa. Com a
permanência do hífen, um documento com a palavra “afro-americano”, e outro com a
palavra “afro-brasileiro”, são considerados completamente diferentes, porém, ambos
os documentos podem estar falando de um mesmo assunto. Entretanto, palavras como
“F-16” ou “MS-DOS” perdem sua carga semântica sem o hífen;
• Pontuações ou caracteres especiais: Em sua maioria, pontuações e caracteres especiais
prejudicam a indexação. Eles podem fazer com que uma mesma palavra seja indexada
como diferentes palavras, caso uma delas seja sucedida por um ponto de ﬁnal de frase,
por exemplo;
• Case: Letras maiúsculas ou minúsculas não são signiﬁcantes para a indexação, as-
sim sendo, normalmente o processo de Análise Léxica converte todos os caracteres
presentes em um conjunto de documentos para maiúsculo ou minúsculo.
Apesar de sua simples implementação computacional, a Análise Léxica é custosa com-
putacionalmente, pois exige a examinação de cada caractere presente no conjunto de docu-
mentos (FRAKES; BAEZA-YATES, 1992, p. 119).
2.2.2 Eliminação de Stopwords
80% das palavras presentes nos documentos de um conjunto de dados não são conside-
radas discriminativas, ou seja, não contribuem de forma considerável para identiﬁcação do
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assunto ao qual um documento está relacionado. Tais palavras são, em sua maioria, per-
tencentes ao conjunto denominado Lista de Stopwords. Artigos, preposições e conjunções,
normalmente, fazem parte desse grupo.
A eliminação de Stopwords traz importante benefício, pois reduz, consideravelmente, o
tamanho da estrutura de indexação e remove termos de baixo valor semântico que podem se
caracterizar como ruído (BAEZA-YATES; RIBEIRO-NETO et al., 2011, p. 226). A Tabela
2.1 é composta por alguns exemplos de stopwords existentes na língua portuguesa.
Lista de Stopwords
rt marco civil marcocivil de é depois
a com dos já também sem estão
o não como está só mesmo você
que uma mas seu pelo aos tinha
e os foi sua pela ter foram
do no ao ou até seus essa
da se ele ser isso quem num
em na das quando ela nas nem
um por tem muito entre me suas
para mais à há era esse meu
qual essas tu minhas nossa estes isto
será esses te teu nossos estas aquilo
nós pelas vocês tua nossas aquele havia
tenho este vos teus dela aquela seja
lhe fosse lhes tuas delas aqueles pelos
deles dele meus nosso esta aquelas elas
numa têm minha às as nos eu
eles
Tabela 2.1: Lista de Stopwords (BETTIO et al., 2007).
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2.2.3 Lematização (Stemming)
Uma técnica que visa aumentar a performance dos algoritmos de aprendizado é a Lemati-
zação. Essa técnica objetiva identiﬁcar as variantes morfológicas de uma palavra, mantendo
no conjunto de documentos apenas seu radical (stem) (FRAKES; BAEZA-YATES, 1992, p.
141).
Como exemplo de Lematização podem ser observadas as palavras “representação”, “re-
presentado” e “representando”, pois podem ser representadas de um modo comum como
“represent”. Com isso, três documentos contendo cada uma das três formas citadas passarão
a conter um mesmo radical que represente todas elas (ORENGO; HUYCK, 2001).
As variações de uma palavra também podem prejudicar o processo de aprendizado de
algoritmos. Um conjunto de documentos conterá não apenas uma forma de uma palavra,
mas muitas, como plurais, formas de gerúndio, variações verbais entre outras. O problema
ocorre devido ao fato de o processo de indexação identiﬁcar tais palavras como diferentes,
causando aumento do espaço de indexação (BAEZA-YATES; RIBEIRO-NETO et al., 2011,
p. 226).
O algoritmo utilizado neste trabalho para Lematização é o Redutor de Suﬁxos da Língua
Portuguesa (RSLP), proposto em (ORENGO; HUYCK, 2001). Como pode ser visto na
Figura 2.4, o algoritmo executa a extração de radicais em oito passos (representados como
retângulo), obedecendo ao ﬂuxo exibido na ﬁgura.
O algoritmo RSLP, atualmente, possui 199 regras, cada uma composta por 4 partes: (1)
o suﬁxo, que será removido; (2) o tamanho mínimo do radical; (3) o suﬁxo que deverá subs-
tituir o suﬁxo atual da palavra (caso necessário) e; (4) uma lista de exceções. A Figura 2.5
mostra uma regra do RSLP para o suﬁxo “inho”, com radical de tamanho mínimo formado
por 3 letras, nenhuma substituição para o suﬁxo e uma lista de exceções.
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Figura 2.4: Passos do algoritmo RSLP para Lematização (ORENGO; HUYCK, 2001).
Figura 2.5: Modelo de regra do RSLP (ORENGO; HUYCK, 2001).
2.2.4 Frequência de Documentos
A análise da Frequência de Documentos (FD) é uma técnica bem simples de redução
de dimensionalidade do espaço de termos. Termos que possuam baixa frequência não con-
tribuem para o aumento na performance global de algoritmos de aprendizado. Neste caso,
termos com baixa frequência podem ser removidos do espaço de termos, sem causar pre-
juízos, pois estes termos não são discriminantes para identiﬁcação de qualquer grupo de
documentos (YANG; PEDERSEN, 1997). Neste trabalho, termos que não se repitam em
mais do que dois documentos são removidos do espaço de termos.
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2.2.5 Ponderação de Termos
Ao olhar para um conjunto de documentos, é possível notar que os termos deste conjunto
não têm a mesma importância na discriminação de um documento. No entanto, veriﬁcar os
termos com maior ou menor peso discriminativo não é tarefa simples, pois em um conjunto
de dados, com centenas de milhares de documentos, existem muitos termos a serem obser-
vados. Para caracterizar o quão discriminativo um termo é, um peso numérico wi, j > 0 é
associado a cada termo ki de um documento d j pertencente ao conjunto. Tal peso, então,
quantiﬁca a importância de um termo na discriminação de um documento (BAEZA-YATES;
RIBEIRO-NETO et al., 2011, p. 66).
Os pesos estão relacionados à frequência de ocorrência dos termos no conjunto. Seja f j,i
a frequência de ocorrência do termo ki em um documento d j, ou seja, o número de vezes
em que o termo ki aparece no texto do documento d j; e N o número total de documentos no
conjunto, a frequência Fi de cada termo no conjunto de documentos é obtida pelo somatório
da ocorrência do mesmo em cada documento como mostrado na Equação 2.5 (BAEZA-
YATES; RIBEIRO-NETO et al., 2011, p. 67).
Fi =
N
∑
i=1
f j,i (2.5)
TF-IDF
Duas das formas mais populares utilizadas para ponderação de termos são Term Fre-
quency (TF) e Inverse Document Frequency (IDF). A TF é deﬁnida como o valor ou peso de
um termo ki com ocorrência no documento d j, proporcional à frequência f j,i do termo. Isto
signiﬁca que quanto mais o termo ki aparecer no texto do documento d j, maior será o peso
TFj,i do mesmo. Dada a deﬁnição da TF, pode-se obtê-la apenas calculando a frequência f j,i
de cada termo ki presente no documento d j , como mostrado na Equação 2.6 (LUHN, 1957;
BAEZA-YATES; RIBEIRO-NETO et al., 2011, p. 68).
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TFj,i = f j,i (2.6)
A IDF é uma medida baseada na contagem do número de documentos em que o termo
ki se repete, com o objetivo de observar se um termo está presente em muitos documentos
do conjunto. Em caso aﬁrmativo, tal termo não é considerado como bom discriminador
(ROBERTSON, 2004; JONES, 1972; SALTON; WONG; YANG, 1975).
Como pode ser observado na Equação 2.7, o IDF do termo ki é obtido pelo logaritmo da
razão entre N, quantidade total de documentos do conjunto, e ni, quantidade de documentos
em que ki ocorre.
IDFi = log
N
ni
(2.7)
Uma combinação de TF e IDF é muito utilizada na literatura (Equação 2.8). Em (SAL-
TON; WONG; YANG, 1975), os experimentos mostraram que tal combinação pode dimi-
nuir a densidade entre os agrupamentos de documentos e, consequentemente, aumentar a
qualidade de aprendizado dos algoritmos utilizados em sistemas de RI. Como os já citados
classiﬁcadores e agrupadores.
TF ∗ IDFi = fi, j× log Nni (2.8)
2.3 Latent Semantic Indexing (LSI)
O tradicional modelo de indexação utilizado nos sistemas de RI, denominado Bolsa
de Palavras (Bag of Words), ignora qualquer relação semântica entre as palavras (SCOTT;
MATWIN, 1999). Este método não tem a capacidade de identiﬁcar casos de sinônimos, em
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que um mesmo signiﬁcado pode ser obtido através de várias palavras; ou polissemia, os vá-
rios sentidos ou signiﬁcados de uma palavra (DEERWESTER et al., 1990). Neste caso, a
Latent Semantic Indexing (Indexação por Semântica Latente) foi proposta para solucionar os
problemas apresentados.
Sendo t o número de termos no conjunto de documentos, N o número total de documen-
tos, e M =
�
mi j
�
uma matriz termo-documentos com t linhas e N colunas, o processo de
indexação por semântica latente decompõe a matriz M em três componentes usando a sin-
gular value decomposition (SVD), como pode ser visto na Equação 2.9 (BAEZA-YATES;
RIBEIRO-NETO et al., 2011, p. 101).
M = K ·S ·DT (2.9)
As componentes K e D são matrizes de vetores singulares à esquerda e à direita. A
componente S é diagonal com elementos ordenados, assim sendo, as matrizes podem ser
reduzidas determinando um limiar para os elementos de S e zerando todos os que não atingem
este limiar. Todas as colunas de K e D correspondentes às linhas com valor zero em S
podem ser ignoradas. A multiplicação das matrizes reduzidas resultará em uma matriz Xˆ
aproximada da matriz termo-documentos original. (ZELIKOVITZ; HIRSH, 2001).
Realizadas a transformação descrita no parágrafo anterior, as matrizes K e D são matri-
zes termos-fatores e documentos-fatores, respectivamente. Fatores são uma representação
“resumida” de um conjunto de variáveis ou termos fortemente relacionados. Neste trabalho,
o interesse está na matriz D. Nessa matriz, cada documento passa a ser representado pela
quantidade de fatores resultantes do processo de redução. Além de diminuir o espaço de
indexação, os fatores passam a representar conjuntos de palavras relacionadas.
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2.4 Aprendizado de Máquina
A Inteligência Artiﬁcial (IA), área de estudo que visa compreender a inteligência (RUS-
SELL; NORVIG, 1995, p. 3), contém uma linha de pesquisa denominada Aprendizado de
Máquina que visa a criação de algoritmos computacionais capazes de imitar tarefas realiza-
das por seres humanos (DOMINGOS, 2012).
O aprendizado, trabalho que torna possível uma máquina realizar tarefas humanas, ob-
tendo um resultado ﬁnal próximo do realizado manualmente pelo homem, pode ser dividido
em três partes (DOMINGOS, 2012):
• Representação: um algoritmos de aprendizado é representado através de linguagem
computacional formal como C ou Java.
• Avaliação: faz-se necessário saber o quão bem feito foi o trabalho do algoritmo, se
comparado ao realizado pelo humano. Sendo assim, há necessidade de uma ou mais
funções que retornem métricas, possibilitando a avaliação.
• Otimização: visa evoluir a performance do algoritmo.
Dentre os tipos de aprendizado podemos citar o supervisionado, não-supervisionado e
semi-supervisionado. Cada um dos métodos de aprendizado citados serão descritos nas sub-
seções que se seguem.
2.4.1 Aprendizado Supervisionado
O aprendizado supervisionado recebe este nome devido à necessidade de participação de
um agente externo (especialista), que apresente ao algoritmo um conjunto de exemplos do
trabalho a ser realizado automaticamente (HAYKIN, 1999, p. 63).
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A classiﬁcação é uma tarefa de aprendizado supervisionado. Esta recebe um conjunto de
dados pré-classiﬁcados pelo especialista e, ao receber um conjunto de dados de classiﬁcação
desconhecida, relacionado ao tema do conjunto conhecido, realiza a classiﬁcação baseada
nos exemplos.
Seja D um conjunto de documentos, C =
�
c1, ...,c|L|
�
, um grupo previamente conhe-
cido de classes, e Ω =
�
d1, ...,d|Ω|
�
, um subconjunto de D, previamente classiﬁcado por
um especialista nas classes C, o processo automático de classiﬁcação é uma função binária
F : D×C→ {0,1}, em que o par �d j,cp� recebe valor 1 caso d j ∈ D, cp ∈ C e d j ∈ cp.
Caso contrário, o par recebe valor 0. Em outras palavras, o processo de classiﬁcação extrai o
conhecimento representado emΩ, ou seja, o algoritmo aprende com os exemplos dados pelo
especialista e busca classiﬁcar corretamente, nas classes de C, os documentos de classiﬁca-
ção desconhecida (SEBASTIANI, 2002; BAEZA-YATES; RIBEIRO-NETO et al., 2011, p.
291).
Existem dois tipos de classiﬁcação, a Single-Label (único rótulo) e Multi-Label (Múl-
tiplos Rótulos). No primeiro caso, cada documento a ser classiﬁcado pertencerá apenas a
uma única classe; no segundo caso, um documento pode pertencer a mais de uma classe.
(SEBASTIANI, 2002).
Avaliação
Uma vez construído o classiﬁcador, será necessária uma efetiva avaliação de seu desem-
penho. Para realizar a avaliação, o conjunto Ω, formado por documentos de classiﬁcação
conhecida, é dividido em duas partes, não necessariamente de tamanhos iguais, são elas
(SEBASTIANI, 2002):
• um conjunto de treino Tr = �d1, ...,d|Tr|�, do qual o classiﬁcador construído extrairá
o conhecimento a respeito do conjunto;
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• um conjunto de teste Te= �d|Tr|+1, ...,d|Ω|�, utilizado para testar efetivamente o clas-
siﬁcador. Cada documento d j ∈ Te é passado ao classiﬁcador, que baseado nos exem-
plos dados pelo especialista, no conjunto de treino Tr, atribui 0 ou 1 para cada par�
d j,cp
�
. Na prática, a avaliação do classiﬁcador vem da quantidade de vezes em
que o par d j ∈ cp recebe valor 1 tanto para o classiﬁcador automático, quanto para o
especialista.
O método de avaliação descrito nos parágrafos anteriores é chamado abordagem train-
and-test. Um método alternativo é o k-fold cross-validation. Neste método, k distintas ta-
refas de classiﬁcação Φ1, ...,Φk são criadas e o conjunto Ω é dividido em sub-conjuntos
Te1, ...,Tek. Isto feito, um processo iterativo do método train-and-test pode ser realizado,
em que cada tarefa Φ j utiliza a partição Tei como conjunto de teste, e os demais como treino
(MITCHELL, 1996; SEBASTIANI, 2002).
kNN (K-Nearest Neighbors)
Como já dito anteriormente, uma das partes que torna o aprendizado de máquina pos-
sível é sua representação computacional através de uma linguagem formal. Chamamos tal
representação de algoritmo. Quanto à tarefa de classiﬁcação, o algoritmo kNN é um dos
mais presentes na literatura. Ele é considerado um classiﬁcador preguiçoso, pelo fato de
não construir um modelo de classiﬁcação a priori (BAEZA-YATES; RIBEIRO-NETO et al.,
2011, p. 299).
O kNN realiza sua classiﬁcação baseado nos k “vizinhos mas próximos” (documentos
matematicamente similares) a d j da seguinte forma: utilizando uma medida de similaridade
(Seção 2.1.1), (1) os k documentos mais próximos a d j, pertencentes ao conjunto Ω de do-
cumentos pré-classiﬁcados são encontrados, (2) e a classe atribuída a d j será baseada em
algum critério relacionado a eles, como a classe que mais se repetir, por exemplo. Na Figura
2.6, de forma análoga a explicação anterior, o círculo em cor verde representa o documento
2. Recuperação da Informação 39
d j, a circunferência não tracejada é composta por d j e seus k= 3 “vizinhos mais próximos”,
um pertencente a classe Retângulo e outros dois a Triângulo. No caso da ﬁgura, o kNN
classiﬁcaria o documento d j como Triângulo (YANG; LIU, 1999).
Figura 2.6: Modelo de classiﬁcação do kNN.
CBC (Centroid Based Classiﬁer)
O CBC é um classiﬁcador baseado nos conceitos do modelo vetorial (SALTON; WONG;
YANG, 1975). A ideia por trás do algoritmo é relativamente simples. Para cada conjunto
de documentos de uma mesma classe pertencentes a Ω, conjunto previamente rotulado, o
centroide é calculado. Sendo assim, L quantidade de classes geram L vetores de centroides�
�C1,�C2, ...,�C|L|
�
, onde �Ci é o centroide da i-ésima classe (HAN; KARYPIS, 2000; BAEZA-
YATES; RIBEIRO-NETO et al., 2011, p. 300).
Um documento x a ser classiﬁcado é representado no modelo vetorial e tem os valores de
similaridade calculados para todos os centroides. Realizados os cálculos, a classe represen-
tada pelo centroide mais próximo de x será atribuída a ele (Equação 2.10) (HAN; KARYPIS,
2000).
2. Recuperação da Informação 40
arg max
j=1,...,L
�
cos
�
�x,�Cj
��
(2.10)
Métricas de Avaliação
As métricas de avaliação auxiliam na análise da qualidade de classiﬁcação de um con-
junto de dados. Normalmente para isso são utilizadas as clássicas medidas Precision, apre-
sentada na Equação 2.11 e Recall, Equação 2.12.
Nas equações citadas, True Positive (TP) representa a quantidade de documentos que
foram classiﬁcados corretamente, pelo classiﬁcador automático, de acordo com o realizado
pelo especialista; False Positive (FP), a quantidade de documentos que o classiﬁcador auto-
mático atribuiu a classe Ci, diferente da sugerida pelo especialista; False Negative (FN), a
quantidade de documentos que o especialista classiﬁcou em Ci, porém o classiﬁcador auto-
mático não (SEBASTIANI, 2002).
A métrica Precision mostra a probabilidade de um documentos di, aleatório, ser classiﬁ-
cado corretamente pelo classiﬁcador automático. A Recall, por sua vez, indica a probabili-
dade de que o mesmo documento di, que deve ser classiﬁcado comoCi, o seja. A ﬁm de obter
uma ponderação entre Precision e Recall, a métrica F1 (Equação 2.13) pode ser utilizada.
Precision(Cp) =
TP(Cp)
TP(Cp)+FP(Cp)
(2.11)
Recall(Cp) =
TP(Cp)
TP(Cp)+FN(Cp)
(2.12)
F1(Cp) =
2Precision(Cp)Recall(Cp)
(Precision(Cp)+Recall(Cp))
(2.13)
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2.4.2 Aprendizado Não-Supervisionado
O aprendizado não-supervisionado não exige qualquer conjunto de exemplos rotulado
por especialistas. O Agrupamento (Clustering) se encaixa nessa categoria. Algoritmos de
agrupamento buscam descobrir uma forma de dividir um conjunto de dados automatica-
mente, baseado em um critério pré-deﬁnido (WAGSTAFF; CARDIE, 2000; FISHER, 1987;
BAEZA-YATES; RIBEIRO-NETO et al., 2011, p. 286).
Um processo de agrupamento, normalmente, é formado por um padrão de representa-
ção para um conjunto de dados que se deseja agrupar (modelo vetorial); uma métrica de
similaridade entres os documentos do conjunto (cosseno); o processo de agrupamento em si
(algoritmo de aprendizado); abstração e avaliação dos resultados, quando necessário (JAIN;
MURTY; FLYNN, 1999; JAIN; DUBES, 1988).
Agrupamento Hierárquico Aglomerativo
Como o próprio nome sugere, métodos de agrupamento hierárquico criam relações de
hierarquia entre os grupos. A hierarquia pode ser gerada a partir de um grande grupo que
se decompõem em grupos menores, ou através da aglomeração de grupos deﬁnidos ante-
riormente em um grande agrupamento (BAEZA-YATES; RIBEIRO-NETO et al., 2011, p.
289).
No processo de agrupamento hierárquico aglomerativo, inicialmente, cada documento
do conjunto representa um agrupamento. Em uma árvore que represente a hierarquia entre
os agrupamentos, tais documentos representam folhas. Para cada agrupamento deve ser en-
contrado outro que seja o mais similar a ele no conjunto, cada par de agrupamento forma
um novo agrupamento, diminuindo o número de agrupamentos e aumentando um nível na
árvore. O processo de fundir pares de agrupamentos ocorre até que todos os documentos es-
tejam em um mesmo agrupamento (BAEZA-YATES; RIBEIRO-NETO et al., 2011, p. 289).
A Figura 2.7 apresenta um dendrograma (árvore binária) gerado após o processo de agru-
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pamento para um conjunto de 12 documentos. Dendrogramas têm sido usados na literatura
para navegação em conjuntos de dados, de forma que o usuário possa inﬂuenciar o processo
de agrupamento em tempo real.
Figura 2.7: Árvore de agrupamentos.
Agrupamento Baseado em Conectividade de Grafo
Algoritmos de agrupamento são baseados na similaridade entre os documentos de um
conjunto. No agrupamento baseado em conectividade de grafo, a similaridade entre os ele-
mentos é utilizada na formação de um grafo de similaridades, no qual os vértices representam
os documentos e as arestas os valores de similaridade (HARTUV; SHAMIR, 2000).
Visualizando o conjunto de documentos como um grafo, os subgrafos existentes repre-
sentam os agrupamentos de documentos. A ﬁm de identiﬁcar tais subgrafos em G, o algo-
ritmo em questão executa os seguintes passos (HARTUV; SHAMIR, 2000):
• calcula o valor deC, número mínimo de arestas a serem removidas, objetivando dividir
G em dois sub-grafos H e H¯;
• caso G seja considerado um grafo com alta conectividade, ou seja, C > n2 , em que n
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é o número de arestas de G, então este é um agrupamento existente no conjunto de
documentos;
• em caso negativo do item anterior, passos descritos nos dois primeiros itens são reali-
zados para os subgrafos H e H¯.
Como pode ser notado, o processo pontuado no parágrafo anterior descreve uma função
recursiva. A Figura 2.8 exibe um exemplo da execução desta função. As linhas pontilhadas
na ﬁgura representam as arestas removidas, separando grafos com baixa conectividade em
subgrafos.
Figura 2.8: Exemplo de aplicação de algoritmo de agrupamento baseado em conectividade
de grafos (HARTUV; SHAMIR, 2000).
2.4.3 Aprendizado Semi-supervisionado
Apesar da inegável eﬁciência dos métodos de aprendizado supervisionado, estes exigem
grande porção de dados previamente analisados por especialistas. Classiﬁcadores de texto
não são diferentes, para que boas taxas, quanto à qualidade de classiﬁcação, sejam alcança-
das, boa parte do conjunto de dados deve ser classiﬁcada manualmente. O problema é que o
processo de classiﬁcação manual é extremamente custoso, tornando quase inviável fazê-lo.
2. Recuperação da Informação 44
Algoritmos de aprendizado não-supervisionado são aparentemente uma boa opção para
conjuntos de dados com pequena porção analisada previamente por especialistas. Porém,
tais algoritmos não farão uso do conhecimento presente na pequena porção previamente
analisada, podendo diminuir a qualidade da classiﬁcação. Um método de aprendizado que
extraia o conhecimento da porção analisada previamente e faça uso de tal conhecimento
para inﬂuenciar o processo de aprendizado não-supervisionado (agrupamento) é denominado
aprendizado semi-supervisionado.
Em uma deﬁnição mais formal, seja Dt um pequeno conjunto de dados previamente clas-
siﬁcados, e Du =D−Dt um conjunto de dados de classiﬁcação desconhecida, o aprendizado
semi-supervisionado utiliza ambos para construção de um modelo de classiﬁcação (ZENG
et al., 2003).
Esse método de aprendizado é o “coração” do modelo proposto neste trabalho. O modelo
faz uso de uma mínima quantidade de documentos possível a ser rotulada por especialistas,
e o conhecimento presente nessa pequena porção será utilizado na tentativa de identiﬁcar as
classes da imensa quantidade de dados com classiﬁcação desconhecida.
Capítulo 3
Trabalhos Relacionados
Este capítulo tem como objetivo apresentar alguns trabalhos recentemente publicados
que abordam temas relacionados à proposta deste trabalho.
3.1 Análise de Dados de Redes Sociais
Um método muito comum para coleta e análise de dados em redes sociais, no caso
deste trabalho o Twitter, está ligado a uma cuidadosa seleção de hashtags ou palavras-chave
(BRUNS; LIANG, 2012).
O experimento realizado em (LEE et al., 2011) fez uso do método citado no parágrafo
anterior. No artigo, os autores monitoraram a lista de trending topic, composta por peque-
nas frases, palavras ou hashtags mais comentadas no momento. Para cada trending topic
da lista foi gerado um documento com nome da própria trending topic, contendo todos os
tuítes relacionados. Um tuíte contendo mais do que uma trending topic foi armazenado em
todos os documentos referentes a cada trending topic nele presente. Das mais de 23000 tren-
ding topics coletadas, 768 foram selecionadas, aleatoriamente, para compor o conjunto de
documentos utilizado nos experimentos.
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Analisando os tuítes relacionados às 768 trending topic selecionadas, foram identiﬁcadas
18 classes, são elas: arte & design, livros, caridade & promoções, moda, comida & bebida,
saúde, humor, música, política, religião, feriados e datas, ciência, esportes, tecnologia, negó-
cio, tv & cinema, outras notícias, e outros. A classe outras notícias está relacionada a tuítes
de notícias sem classe deﬁnida. A classe outros recebe todos os tuítes que não se encai-
xam em nenhuma das classes deﬁnidas. O conjunto de documentos rotulado manualmente
é passado como conjunto de treino para para classiﬁcação automática dos documentos. No
melhor caso, o classiﬁcador atingiu 70,96% de acurácia.
Apesar da clara diminuição de esforços provida pela metodologia proposta em (LEE et
al., 2011), classiﬁcar tuítes baseado em trending topic, em alguns casos, pode não ser uma
boa opção, pois uma hashtag ou palavra-chave pode sofrer mudança de contexto (HADGU;
GARIMELLA; WEBER, 2013).
Pode-ser encontrar em (BORTOLON; REGATTIERI; MALINI, 2013) e (REGATTIERI
et al., 2014) exemplos de análises realizadas por especialistas com dados extraídos do Twit-
ter. Em (BORTOLON; REGATTIERI; MALINI, 2013), procura-se entender o fenômeno que
ocorreu nas redes sociais causado pela exibição da telenovela "Avenida Brasil". A base de
dados capturada foi formada por mais de 150 mil tuítes e, através da análise destes, buscaram
entender quais perﬁs de usuários lideravam a rede durante o fenômeno. Em (REGATTIERI
et al., 2014), o objetivo foi mapear a controvérsia ao redor do Marco Civil da Internet no
Brasil. A base de dados capturada foi formada por 21997 tuítes.
O trabalho realizado em (AGARWAL et al., 2011) se assemelha aos anteriores, o objetivo
neste foi analisar o sentimento das pessoas com relação a um dado produto, classiﬁcando a
base de tuítes capturada em Positivos, Negativos ou Neutros. Um dos pontos interessantes
do artigo foi o uso dos chamados emoticons (desenhos de expressões faciais) como uma
das características dos tuítes. Os emoticons foram expressados em palavras que deﬁniam a
expressão desenhada através de um dicionário previamente criado.
O trabalho desenvolvido em (RECUERO; BASTOS; ZAGO, 2014) analisa a cobertura
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dos protestos ocorridos no Brasil em 2013. Um total de 2852 tuítes foram capturados de dez
perﬁs do Twitter pertencentes a veículos jornalísticos brasileiros. Esses tuítes tiveram seus
conteúdos analisados com objetivo de identiﬁcar tuítes relacionados à violência ocorrida nos
protestos, além de os dados oﬁciais a respeito de mortos, feridos e presos com o divulgado
oﬁcialmente após os atos. Os resultados mostraram divergências entre as fontes oﬁciais e a
impressa no Twitter com ampliﬁcação da violência por parte dos perﬁs jornalísticos devido
ao foco dado a esse assunto.
3.2 Classiﬁcação Baseada em Agrupamento
Como mencionado anteriormente, conjuntos de dados de redes sociais podem ser coleta-
dos de forma relativamente fácil, rápida. Devido a grande quantidade em que os dados são
coletados, a classiﬁcação manual é quase impraticável.
A classiﬁcação automática (Seção 2.4.1), possível solução para classiﬁcação de grandes
massas de documentos de modo rápido e barato, exige grande quantidade de dados analisa-
dos previamente por especialistas (conjunto de treino). A criação desse conjunto exije menor
esforço do que a classiﬁcação completa da base, assim como menor custo.
Diferente da classiﬁcação, o agrupamento (Seção 2.4.2) não depende de um conjunto
de treino. No entanto, não separa os grupos de documentos baseado no conhecimento do
especialista humano. Tal conhecimento é importante para tornar o resultado do processo
automático o mais próximo possível ao realizado manualmente.
A pesquisa realizada em (VENS; VERSTRYNGE; BLOCKEEL, 2013) propõe um mé-
todo semi-supervisionado combinando o processo de agrupamento com pequena porção de
classiﬁcação conhecida. O CLUE (do inglês Clustering Using Examples) recebe como en-
trada um conjunto de documentosD, e E, um pequeno conjunto de documentos classiﬁcados,
sendo que E ⊆ D; no dendrograma gerado pela clusterização hierárquica, o método CLUE
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busca um intervalo de partições que melhor reconstrua a divisão de classes existente no con-
junto E.
Um outro trabalho relevante para esta pesquisa é encontrado em (DUARTE; FRED; DU-
ARTE, 2013). No artigo, os autores propõem um método de agrupamento no qual o especi-
alista inﬂuencia em tempo real no resultado. A lógica do método é de fácil percepção esta-
tística. Um par de documentos mais dissimilares (Seção 2.1.1) pertencentes a cada grupo, e
outro de documentos mais similares de diferentes grupos são selecionados; isto feito, o espe-
cialista é questionado se cada par deve pertencer a um mesmo grupo. O objetivo do método
é criar restrições que inﬂuenciem no processo de agrupamento. Os resultados mostraram que
o uso de tais restrições torna o resultado do agrupamento mais próximo do desejado.
O CBC do inglês Clustering Based text Classiﬁcation (apesar da semelhança no nome
não é o algoritmo de classiﬁcação citado na Seção 2.4.1), classiﬁcação baseada em agrupa-
mento, proposto em (ZENG et al., 2003), tem como objetivo aumentar a acurácia do processo
de classiﬁcação.
Para conjunto de dados com pequena porção de documentos previamente classiﬁcados, a
metodologia do CBC proporciona a evolução da qualidade de classiﬁcação. As três imagens
exibidas na Figura 3.1 ilustram o efeito, no resultado de classiﬁcação, proporcionado pelo
método, para um conjunto de documentos com apenas duas classes, representados pelos
pontos em preto e cinza. Os sinais de + e - representam os documentos de classiﬁcação
conhecida.
A linha não tracejada na primeira imagem (Figura 3.1(a)), mostra como o classiﬁcador
classiﬁcou os documentos. Na mesma imagem, a linha tracejada representa a classiﬁcação
ideal. Pode ser facilmente notado que vários documentos foram classiﬁcados erroneamente,
devido à pequena quantidade de documentos do conjunto de treino.
Na segunda imagem (Figura 3.1(b)), visando aumentar a quantidade de documentos do
conjunto de treino e, consequentemente, a qualidade da classiﬁcação, o processo de agrupa-
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Figura 3.1: Ilustração da classiﬁcação baseada em agrupamento (ZENG et al., 2003).
mento é realizado com todos os documentos do conjunto. Para cada grupo de documentosGi
é calculado o centroide Ci. Os k documentos mais próximos a Ci são classiﬁcados na classe
mais frequente entre os documentos de classiﬁcação conhecida, agrupados em Gi.
A terceira imagem (Figura 3.1(c)) ilustra o resultado ótimo de classiﬁcação, atingido
com o crescimento do conjunto de treino, proporcionado pelo método. Os resultados dos
experimentos mostraram que um pequeno aumento do conjunto de documentos classiﬁcados,
realizado pelo CBC, já proporciona signiﬁcativa melhora da qualidade de classiﬁcação.
Capítulo 4
O Modelo
Como mencionado no Capítulo 1, o objetivo desta pesquisa é: encontrar um método
de trabalho que diminua o esforço do especialista no processo de classiﬁcação de grandes
massas de dados. A solução proposta para atingir o objetivo citado é um modelo de trabalho
combinando técnicas de recuperação da informação e o conhecimento humano especializado.
Neste capítulo, este modelo de trabalho é apresentado e discutido.
4.1 Combinando Agrupamento e Classiﬁcação
Dado um conjunto de documentos D, em que cada documento di tem classiﬁcação des-
conhecida, a solução proposta neste trabalho quer explorar o conhecimento existente de uma
pequena porção Ω, extraída de D, rotulada pelo especialista. O conhecimento extraído de Ω
proporciona a diminuição do esforço no processo de classiﬁcação, pois auxilia na descoberta
automática da classe de muitos documentos presentes na base.
A Figura 4.1 apresenta os passos e ﬂuxo da solução proposta. O modelo de trabalho
funciona do seguinte modo:
• um conjunto de documentos D passa pelo processo de agrupamento. Nesta primeira
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versão do modelo, o algoritmo de agrupamento é baseado em conectividade de grafos
(Seção 2.4.2). A escolha por tal algoritmo é devido a sua característica de decidir,
baseado na quantidade de subgrafos fortemente conectados, a quantidade de grupos
em que D deve ser dividido;
• o próximo passo é a escolha dos documentos a compor o conjunto Ω. Para tal são
selecionados dois documentos dentro de cada grupo gerado pelo processo de agrupa-
mento. A ﬁm de escolher bem o par a representar cada grupo, maximizando a certeza
de que os documentos de um mesmo grupo tenham o mesmo rótulo, são selecionados
os dois documentos mais dissimilares (2.1.1) entre si;
• realizada a seleção deΩ, o especialista é questionado a respeito dos rótulos (ou classes)
de cada par de documentos mais dissimilares. Caso os dois documentos do mesmo
par recebam o mesmo rótulo, todos os documentos do grupo ao qual o par pertence
também o recebem;
• o processo é iterativo e reagrupa Dˆ, conjunto formado por todos os documentos per-
tencentes a grupos que o especialista não tenha atribuído mesmo rótulo ao par mais
dissimilar;
• o processo iterativo é executado até que todos os documentos de D sejam rotulados, ou
não seja mais possível rotular qualquer grupo de documentos. Ocorrendo o segundo
caso, o especialista deverá rotular todos os documentos pertencentes a Dˆ.
4.2 Agrupando por Fatores
O modelo descrito na seção anterior é ﬂexível, ou seja, pode ser utilizado com diferentes
combinações de técnicas de recuperação de informação. Sendo assim, uma versão do modelo
que faz uso da indexação por semântica latente (Seção 2.3) é proposto.
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Figura 4.1: Primeira versão do modelo proposto.
A Figura 4.2 apresenta cada passo dessa versão do modelo. Quase todo o processo de
funcionamento do modelo descrito na seção anterior se aplica a essa nova versão, portanto,
apenas as alterações serão pontuadas aqui. São elas:
• antes do processo de agrupamento, um conjunto de documentos D submetido ao pro-
cesso sofrerá a transformação matricial SVD (Seção 2.3). Através desse processo os
documentos são representados como vetor de fatores (Seção 2.3) di = { f1, ..., fn};
• um outro ponto divergente está relacionado ao método de agrupamento. Cada grupo
é formado por documentos em que o fator fi tem maior peso, ou seja, todos os docu-
mentos em que o fator f1 tiver valor maior que os outros fatores formarão um grupo.
Esse processo ocorre para i quantidade de fatores obtidas pela transformação SVD;
• a cada iteração do processo, o conjunto Dˆ, citado na seção anterior, sofre novamente a
transformação SVD. A transformação a cada iteração é necessária para que os fatores
estejam baseados apenas nos índices dos documentos restantes no conjunto.
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Figura 4.2: Segunda versão do modelo proposto.
4.3 Os Efeitos da Clusterização Hierárquica
Uma interessante versão do modelo é obtida realizando o agrupamento de modo hierár-
quico (Seção 2.4.2), e explorar o conhecimento a respeito do conjunto de dados proporcio-
nado pelo dendrograma (Seção 2.4.2).
A Figura 4.3 apresenta graﬁcamente o método de trabalho dessa versão. Mais uma vez,
devido a semelhança entre as versões, apenas pontos divergentes entre elas serão pontuados.
São eles:
• o processo de agrupamento é realizado com algoritmo hierárquico aglomerativo. O
resultado do agrupamento proporciona a construção de um dendrograma que mostre
as relações hierárquicas entre os grupos de documentos;
• o dendrograma pode ser visto como uma árvore binária em que a cada passo do pro-
cesso iterativo no modelo um nível é analisado, neste caso cada nó da árvore é en-
tendido como um grupo composto pelas folhas (que representam os documentos na
árvore) que possuam alguma relação hierárquica aos nós de um nível qualquer da ár-
vore;
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• cada nó onde o par mais dissimilar de documentos (folhas) não receber o mesmo rótulo
do especialista terá seu nível imediatamente abaixo explorado, ou seja, os próximos
dois nós hierarquicamente ligados a ele serão assumidos como agrupamentos de docu-
mentos e, consequentemente, terão seu par mais dissimilar analisado pelo especialista.
Caso contrário, o conjunto de documentos hierarquicamente relacionados ao nó em
questão serão rotulados e retirados do processo.
Figura 4.3: Terceira versão do modelo proposto.
Capítulo 5
Experimentos e Resultados
Este capítulo tem como objetivo apresentar os resultados obtidos para as versões do mo-
delo proposto no Capítulo 4. Serão apresentadas as bases de dados utilizadas para avaliação
da proposta; os experimentos realizados, bem como as ferramentas usadas para sua execução.
Por ﬁm, algumas especulações e discussões a respeito dos resultados serão apresentadas.
5.1 Bases de Dados
As bases de dados utilizadas neste trabalho foram coletadas do Twitter entre Agosto de
2012 e Dezembro de 2013, somando uma quantia total superior a 30000 (trinta mil) tuítes
relacionados ao projeto de lei popularmente conhecido como Marco Civil da Internet no
Brasil. Removendo todos os tuítes idênticos ou que (por algum motivo) não podiam ser
lidos, foi obtida uma base de dados composta por 2080 tuítes.
Cada tuíte, muito antes da realização dos experimentos aqui apresentados, foi manual-
mente classiﬁcado em duas meta-categorias, que são conjuntos de classes relacionadas a uma
mesma visão da base). A primeira foi denominada Posição Política, composta por três clas-
ses: Conservador, Neutro e Progressista. Como já sugerido pelos nomes das classes, tuítes
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em que não estivesse claro o apoio ou rejeição aoMarco Civil foram classiﬁcados como Neu-
tros. Os que não apoiassem as mudanças foram considerados Conservadores e Progressistas
foi a classiﬁcação dada aos tuítes em que estivesse claro o apoio ao Marco Civil.
A segunda meta-categoria foi denominada Opinião. Essa meta-categoria tem cada tuíte
atribuído a uma das nove classes que a compõem, são elas: Alerta, Antagonismo, Apoio,
Complacência, Explicação, Indignação, Informação, Mobilização e Observação. A descri-
ção de cada uma das classes pode ser encontrada no campo Conteúdo das Tabelas A.1 e
A.2.
Os resultados para as meta-categorias serão apresentados como Marco Civil I e II para
Posição Política e Opinião, respectivamente. A Tabela 5.1 apresenta os resultados de carac-
terização das bases. A métrica razão apresenta um alto valor, indicando que as classes estão
espacialmente sobrepostas, o que torna mais difícil o aprendizado por parte das técnicas de
aprendizado de máquina. Quanto mais próximo de 0 o valor dessa métrica, ou seja, quanto
maior a similaridade entre os documentos de uma classe e sua centroide (MSDC) e menor
a similaridade entre os pares de centroides (MSPC), menor será a probabilidade de erro do
algoritmo.
Base de Dados MSDC (x) MSCCP MSPC (y) Razão (y/x)
Marco Civil I 0,561809 0,989217 0,967745 1,722553
Marco Civil II 0,568465 0,962814 0,918002 1,614879
Tabela 5.1: Caracterização dos conjuntos de dados usados nos experimentos.
5.2 Experimentos de Processamento de Documentos
O processamento de documentos (Seção 2.2) pode inﬂuenciar na qualidade da classiﬁ-
cação automática de um conjunto de documentos, pois busca remover todos os ruídos de
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uma base de dados. Além disso, também pode diminuir o tempo gasto para realização da
classiﬁcação, porque proporciona redução de dimensionalidade.
Uma preocupação inicial deste trabalho foi entender como as ferramentas de proces-
samento de documentos inﬂuenciam na classiﬁcação das bases utilizadas na avaliação do
modelo. O objetivo era descobrir quais delas proporcionariam as vantagens descritas no
parágrafo anterior.
Observe as Figuras 5.1 e 5.2, a primeira barra vertical, identiﬁcada como “ Básica”, na le-
genda de ambas, indica o resultado da classiﬁcação quando utilizadas apenas a análise léxica,
a frequência de documentos e a ponderação de termos, na fase de processamento de docu-
mentos. As outras duas barras, identiﬁcadas como “Stopwords” e “Stopwords/Lematização”
mostram o resultado da classiﬁcação com uso apenas da remoção de stopwords e da Lema-
tização com remoção de stopwords, respectivamente. Os dois conjuntos de barras presentes
nas duas ﬁguras exibem os resultados da classiﬁcação com uso dos classiﬁcadores CBC e
kNN quanto à métrica F1 obtida para cada um deles.
Figura 5.1: Resultados dos experimentos de processamento de documentos para Marco
Civil I.
Os resultados obtidos mostram que o classiﬁcador kNN apresentou melhor qualidade de
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classiﬁcação para as duas bases, por isso os resultados apresentados nas próximas seções são
referentes ao uso desse algoritmo de classiﬁcação. Além disso, o processamento de docu-
mentos com remoção de stopwords e Lematização proporcionou uma pequena melhora no
resultado. Apesar da melhora citada não ser muito signiﬁcativa em alguns casos, o uso das
técnicas de processamento de documento se justiﬁca também pela redução de dimensionali-
dade que elas proporcionam, tornando mais rápidas as iterações do modelo proposto.
Figura 5.2: Resultados dos experimentos de processamento de documentos para Marco
Civil II.
5.3 Experimentos de Agrupamento
A fase de agrupamento tem como objetivo auxiliar o modelo a classiﬁcar um conjunto
de dados com a menor quantidade de esforço possível do especialista, ou seja, com menor
número de documentos classiﬁcados manualmente. Nos parágrafos seguintes serão apresen-
tadas as técnicas de agrupamento utilizadas em cada versão do modelo descrito no Capítulo
4. Os algoritmos de agrupamento adotados neste trabalho estão implementados na ferra-
menta Clustering Toolkit CLUTOTM (KARYPIS, 2002).
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A primeira versão do modelo faz uso de um algoritmo de agrupamento baseado em co-
nectividade de grafo (Seção 2.4.2). Para a execução do agrupamento é necessário deﬁnir
um valor entre 0 e 1 para ρ, métrica utilizada para eliminar certas arestas entre documentos
que, matematicamente, estão próximos, porém, tendem a estar em grupos de documentos
diferentes.
Encontrar o valor ideal para ρ é importante pois este inﬂuencia no esforço humano em-
pregado na classiﬁcação. Um valor de ρ mais próximo a 1 torna os grupos de documentos
mais homogêneos, entretanto pode acarretar em uma grande quantidade de documentos sem
agrupamento. Um valor de ρ mais próximo de zero gera agrupamentos com menor homo-
geneidade, porém, agrupa todos ou a maior parte dos documentos2. A execução do modelo
com essa versão se deu para ρ= {0,6;0,75;0,8;0,9;0,95}.
A segunda versão do modelo realiza o processo de agrupamento baseado nas cargas fa-
toriais resultantes da transformação matricial SVD (Seção 2.3). Neste caso, uma quantidade
x de fatores devem ser escolhidos para representar os índices da base, cada documento d do
conjunto passa a ser representado como di = { f1, ..., fx}. Todos os documentos em que fi
apresentar maior carga fatorial pertencerão ao mesmo grupo de documentos.
Semelhante a primeira versão, escolher um valor ótimo para x é importante para o de-
sempenho do modelo. A ﬁm de descobrir o valor ótimo para x, o modelo foi executado com
x = {c, ...,50}, onde c é a quantidade de classes existentes no conjunto de dados. Sendo x,
quantidade de fatores, o que determina a quantidade de agrupamentos, não é de interesse ob-
ter uma solução de agrupamento com menor número de grupos que a quantidade de classes
que buscamos encontrar, por esse motivo, c é iniciado com o valor da quantidade de classes
da base.
Diferente das duas versões anteriores, o processo de agrupamento da terceira versão do
modelo não tem qualquer parâmetro a ser ajustado. Baseado no resultado do agrupamento
hierárquico aglomerativo de uma base de dados, é construída uma árvore hierárquica (ou
dendrograma) completa. A cada iteração do modelo, mais níveis da árvore serão explorados,
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iniciando na raiz e descendo até as folhas, caso necessário.
A Tabela 5.2 apresenta o esforço máximo, médio e mínimo gasto pelo especialista no
processo de classiﬁcação com auxílio de cada versão do modelo. Visto que a terceira versão
não necessita de ajuste de parâmetro, seu resultado será sempre o mesmo, por isso possui
apenas valor médio apresentado na tabela.
Versão Esforço Máximo Esforço Médio Esforço Mínimo
Total de 2080 Tuítes
Marco Civil I
1a (Grafos) 1888 1329 327
2a (Fatores) 821 308 40
3a (Hierárquico) - 73 -
Marco Civil II
1a (Grafos) 2000 1424 538
2a (Fatores) 1349 867 272
3a (Hierárquico) - 880 -
Tabela 5.2: Quantidade de passos máxima, mínima e média exigida por cada versão do
modelo.
5.4 Experimentos de Classiﬁcação
Os tuítes que formam as bases de dados em estudo, neste trabalho, foram classiﬁcados em
duas meta-categorias como já dito anteriormente, sendo assim, estes dados podem, então, ser
vistos como um problema de classiﬁcaçãoMulti-Label (Seção 2.4.1). Entretanto, atacaremos
este como um problema de classiﬁcação Single-Label.
Para realização dos experimentos de classiﬁcação escolhemos dois algoritmos muito uti-
lizados na literatura: o kNN (Seção 2.4.1) e o CBC (Seção 2.4.1). Esses algoritmos foram
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selecionados com base nos objetivos deste trabalho em comparação aos resultados encontra-
dos na literatura.
O uso do kNN requer o ajuste do parâmetro k, número de documentos matematicamente
mais próximos. Para tal, executamos a classiﬁcação das bases com valores ímpares den-
tre k = {1, ...,50}. A opção por números ímpares objetiva, simplesmente, evitar empates
no processo de decisão de classiﬁcação. Como mostram os gráﬁcos das Figuras 5.3 e 5.4,
k = 3 e k = 1 retornaram as melhores métricas de classiﬁcação para Marco Civil I e II, res-
pectivamente.
Figura 5.3: Melhor k para Marco Civil I.
A avaliação da classiﬁcação é baseada na métrica F1 (Seção 2.4.1). A ﬁm de validar,
estatisticamente, os resultados da classiﬁcação automática, o k-fold cross-validation (Seção
2.4.1) é utilizado com k= 3. Com intuito de melhorar a validação, o processo de classiﬁcação
é executado 30 vezes para cada k número de vizinhos, sendo a mediana das métricas F1
obtidas assumida como resultado ﬁnal da classiﬁcação.
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Figura 5.4: Melhor k para Marco Civil II.
5.5 Análise de Resultados
A qualidade de classiﬁcação do conjunto de dados, resultante da execução do modelo,
auxilia na avaliação da eﬁcácia de suas versões propostas neste trabalho. Quanto maior a
qualidade de classiﬁcação, maior a probabilidade de que os documentos foram classiﬁcados
corretamente pelo modelo. O gráﬁco da Figura 5.5 apresenta a qualidade de classiﬁcação
citada.
Como dito em parágrafos anteriores, a primeira versão do modelo faz uso do agrupa-
mento baseado em conectividade de grafos; a segunda indexa os documentos, com auxílio
da análise de semântica latente, e os agrupa, observando as cargas fatoriais de cada docu-
mento; a terceira versão faz uso do agrupamento hierárquico aglomerativo e navega, a cada
passo da iteração do modelo, os ramos da árvore (ou dendrograma) que representa o resul-
tado do agrupamento.
Cada uma das versões citadas, no parágrafo anterior, foi submetida ao processo de clas-
siﬁcação do algoritmo kNN 30 (trinta) vezes. Os resultados apresentados na Figura 5.5
mostram que para Marco Civil I, em média, a primeira versão do modelo apresentou melhor
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qualidade de classiﬁcação. Um outro ponto importante, quanto aos resultados da ﬁgura para
Marco Civil I, é que todas as versões retornaram qualidade de classiﬁcação aceitáveis, ou
seja, métricas F1 ≥ 0,6.
Com relação a Marco Civil II, a terceira versão do modelo apresentou melhor qualidade
de classiﬁcação, entretanto nenhuma das versões apresentou, na média, valor de F1 aceitável.
Figura 5.5: Avaliação das versões do modelo quanto a qualidade de classiﬁcação das bases
de dados.
Outra forma de avaliação pode ser realizada visualizando a variância do conjunto de
métricas F1 obtidas através das 30 execuções da classiﬁcação para cada versão do modelo.
O gráﬁco da Figura 5.6 apresenta tais variâncias. Pode-se observar que para ambas as bases,
Marco Civil I e II, a terceira versão do modelo apresentou mais estabilidade com relação à
qualidade de classiﬁcação, ou seja, o valor da pior e a melhor métrica F1 obtidas estão mais
próximas que nos outros casos.
Os dados em negrito, apresentados na Tabela 5.3, representam o melhor modelo em
cada quesito avaliado anteriormente. É interessante ressaltar que a terceira versão, para
Marco Civil I, apresentou melhores resultados quanto aos quesitos Variância e Esforço, ou
seja, essa versão diminuiu o trabalho manual do especialista e obteve maior estabilidade na
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Figura 5.6: Avaliação das versões do modelo quanto a variância dos resultados de
classiﬁcação das bases de dados.
execução da classiﬁcação. Para Marco Civil II, essa mesma versão também foi melhor em
dois quesitos, entretanto, desta vez, quanto à qualidade de classiﬁcação (F1) e variância.
A 2a versão do modelo mostrou-se melhor que as outras apenas no quesito Esforço com
relação à Marco Civil II. Assim como a segunda versão, a primeira apresentou melhores
resultados apenas no quesito qualidade de classiﬁcação (F1) para Marco Civil I.
Versão Esforço F1 Variância
Marco Civil I
1a (Grafos) 1329 0,71 0,0163
2a (Fatores) 308 0,67 0,0109
3a (Hierárquico) 73 0,61 0,0001
Marco Civil II
1a (Grafos) 1424 0,49 0,0157
2a (Fatores) 867 0,47 0,0066
3a (Hierárquico) 880 0,56 0,0009
Tabela 5.3: Tabela de avaliação geral de cada versão do modelo.
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Suponha que um especialista necessite, em média, de 30 (trinta) segundos para realizar
a classiﬁcação manual de um único tuíte. A classiﬁcação total das bases Marco Civil I ou
II custaria, aproximadamente, 18 horas. A Tabela 5.4 apresenta os tempos necessários para
realização da classiﬁcação das bases com auxílio do modelo. Pode-se observar que, para
ambas as bases, mesmo a versão do modelo que apresentou os piores resultados, quando à
diminuição de esforços, proporcionaria uma economia de, no mínimo, 6 horas do trabalho
do especialista.
Versão Esforço Tempo (horas)
Marco Civil I
1a (Grafos) 1329 11
2a (Fatores) 308 3
3a (Hierárquico) 73 0,6
Marco Civil II
1a (Grafos) 1424 12
2a (Fatores) 867 7,2
3a (Hierárquico) 880 7,3
Tabela 5.4: Tabela de avaliação da diminuição de tempo gasto na classiﬁcação
proporcionada pelo modelo.
5.6 Tabela de Categorias Emergentes
No trabalho realizado em (RECUERO; BASTOS; ZAGO, 2014), os autores apresentam
uma tabela de considerável relevância para o trabalho de análise do conjunto de dados em
evidência no artigo. A tabela citada objetiva apresentar de modo estruturado as categorias (ou
classes) emergentes da análise de conteúdo do conjunto de dados. Os campos que compõem
a tabela são:
• Categoria: o nome de cada categoria emergente na análise de conteúdo;
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• Conteúdo: este campo apresenta um resumo informado, pelo especialista, a respeito
dos documentos que compõem uma determinada categoria, ou seja, o assunto abor-
dado por seus documentos;
• Palavras frequentes: apresenta as palavras que mais se repetem nos documentos de
uma determinada categoria;
• Exemplos: apresenta documentos que exempliﬁquem bem o conteúdo da categoria.
Submetendo uma base de dados qualquer ao modelo proposto neste trabalho, apenas
o campo Conteúdo precisa ser manualmente informado pelo especialista. Dos outros três,
automaticamente gerados, apenas o campo Exemplos apresenta maiores desaﬁos para ser
obtido. A estratégia utilizada, neste trabalho, para obtê-lo foi selecionar três documentos
exemplos de cada categoria, um primeiro documento mais similar ao centroide da categoria,
e outros dois mais distantes dentre todos os documentos da categoria.
Os métodos de escolha dos três documentos exemplos proporcionará ao leitor da tabela
ampla compreensão do assunto abordado pelos documentos de cada categoria. As Tabelas
A.1 e A.2 foram geradas pelo método semiautomático citado no parágrafo anterior para
Marco Civil I e II, respectivamente. Os pontos em destaque são: na Tabela A.1 a categoria
Conservador possui apenas 1 documento exemplo. Isso ocorreu porque, após a submissão
da base ao método, apenas este documento foi classiﬁcado nessa categoria; dos exemplos
escolhidos, para cada categoria, apenas 5 exemplos foram selecionados erroneamente. O
modelo de classiﬁcação não é perfeito, ou seja, existe probabilidade de que ele erre ao decidir
a categoria de um documento, por esse motivo um documento exemplo pode ser escolhido
erroneamente.
Dentre os documentos erroneamente selecionados podem ser encontrados exemplos con-
troversos. Observe os tuítes “RT @meioemensagem: Facebook, Google e MercadoLivre
manifestam apoio ao Marco Civil em carta aberta http://t.co/v7mLpZ0s” e “RT @hasho-
nomy_rafa: Google, Facebook e MercadoLivre declaram apoio ao Marco Civi... �google
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�facebook �internet (vi ...”, o primeiro foi classiﬁcado como Informação em Marco Civil II,
entretanto, o segundo tuíte, bem semelhante ao primeiro, foi classiﬁcado como Apoio pelo
especialista humano. Exemplos como estes prejudicam o aprendizado e, consequentemente,
os resultados, tanto da classiﬁcação quanto da criação da tabela de categorias emergentes.
A construção semiautomática da tabela de categorias emergentes também diminui o es-
forço do especialista. Caso necessária a construção manual dessa tabela para grandes bases
de dados, o especialista teria diﬁculdades de escolher bem os documentos exemplos, pois
isso pode exigir a leitura de grande parte dos documentos de cada categoria.
5.7 Discussão
Nesta subseção serão discutidos os resultados obtidos com os experimentos apresentados
anteriormente; há também a tentativa de entender os motivos que levaram o modelo proposto
a retornar resultados não satisfatórios em alguns casos; por último, pensando no processo de
continuação do desenvolvimento e aprimoramento do modelo, serão apresentadas técnicas
que podem tornar os resultados do modelo ainda mais parecidos com o realizado pelo espe-
cialista.
5.7.1 Conjunto Léxico
Como já mencionado anteriormente, os resultados dos experimentos para Marco Civil
I se mostraram aceitáveis; diferente do obtido com Marco Civil II, em que o resultado da
classiﬁcação obtido foi F1< 0,6. Mesmo com todo o esforço realizado no pré-processamento
das bases, algumas características do texto que as compõem podem diminuir a qualidade do
aprendizado e, consequentemente, inﬂuenciar negativamente a qualidade dos resultados.
Classiﬁcar documentos provenientes de redes sociais tem seus desaﬁos: restrição quanto
à quantidade de caráteres (no caso do Twitter em 140 caracteres) que torna o texto sucinto,
5. Experimentos e Resultados 68
porém, pobre em relação à informação textual necessária para tornar melhor o aprendizado
por parte dos algoritmos; os vários erros gramaticais, uso de gírias, abreviações e diferen-
tes jargões para diferentes eventos; a ampla cobertura do assunto representado pelo tema
(VARGA et al., 2014). Esses pontos aliados a subjetividade do processo humano de clas-
siﬁcação e, a existência de caracteres acentuados corrompidos nas bases Marco Civil I e II,
tornam ainda mais complexo o processo automático de classiﬁcação.
As bases Marco Civil I e II, como esperado, apresentam problemas como os descritos no
parágrafo anterior. Nos tuítes “RT @f_trad: Bom dia a todos! Quarta-feira promissora na
Camara Federal. Muitos desaﬁos: novo CPC, Marco Civil, Fator Previd., CCJC e prefei-
tos de MS.” e “RT @folha_tec: Votao do Marco Civil da Internet emperra na Cmara dos
Deputados. http://t.co/7tnTt8Yx.” observe como a palavra câmara foi escrita em ambos. A
diferença na escrita acarretará na diminuição da similaridade entre estes documentos, pois o
processo de indexação as compreenderá como duas palavras distintas.
Outro caso importante está relacionado à língua de escrita dos tuítes. Observe os tuí-
tes “RT @iﬁkra: the world_s ﬁrst bill of internet rights http://t.co/uAr4u2Th �MarcoCivil
�Brazil” e “RT @igorsoares: Congresso brasileiro erra feio ao aprovar primeiro um projeto
criminal, ao inv_s de aprovar o Marco Civil que garante os direitos b_sicos.”, ambos per-
tencem à classe progressista de Marco Civil I, entretanto, o cálculo de similaridade retornará
valor 0 pois seus termos são completamente diferentes, o que pode acarretar no aumento de
erros nos processos de agrupamento e classiﬁcação executados pelo modelo proposto.
O fato das bases de dados estarem desbalanceadas, ou seja, existirem classes com quan-
tidade de documentos consideravelmente maior que outras, pode provocar a polarização do
aprendizado pelas grandes classes (CHAWLA; JAPKOWICZ; KOTCZ, 2004). A Tabela 5.5
apresenta a proporção de distribuição dos documentos em cada classe das bases. Note que a
classe Conservador possui apenas 4,3% de todos os documentos pertencentes à base Marco
Civil I. Com relação a Marco Civil II, as classes Observação e Informação, juntas, possuem
aproximadamente um total de 60% dos documentos da base, sendo 9 o número de classes
5. Experimentos e Resultados 69
que a compõe.
Observe agora a coluna denominada Erro na Tabela 5.5, note que as classes com maior
número de documentos obtiveram menor taxa de erro no processo, comprovando que o mo-
delo de aprendizado foi polarizado pelas classes com maior número de documentos.
Classe Proporção % Erro %
Marco Civil I
Conservador 4,3 98,85
Neutro 42,3 57,29
Progressista 53,4 20,21
Marco Civil II
Alerta 5 44,33
Antagonismo 1,9 40
Apoio 5,9 30,64
Complacência 1,5 48,38
Explicação 10,3 43,57
Indignação 7,4 58,33
Informação 40,6 21,47
Mobilização 9,4 40,47
Observação 18 41,20
Tabela 5.5: Proporção de documentos e erros de classiﬁcação para as classes pertencentes
as bases de Marco Civil I e II.
5.7.2 Evolução do Modelo
Neste trabalho as três versões do modelo propostas foram colocadas a prova e avaliadas
em três quesitos: diminuição de esforço humano, qualidade e estabilidade. Um interessante
passo para evolução do modelo é o trabalho em conjunto de suas versões, essa interação pode
proporcionar a evolução do modelo em relação a:
5. Experimentos e Resultados 70
• conﬁabilidade dos resultados: observando documentos que no processo de agrupa-
mento, em todas as versões do modelo, permanecessem juntos, pode-se aﬁrmar que
tais documentos tem maior probabilidade de pertencerem a mesma classe;
• qualidade de classiﬁcação: com o aumento da probabilidade de um agrupamento ser
homogêneo, salientado no item anterior, a qualidade de classiﬁcação também tende a
evoluir, pois as classes estarão espacialmente mais distantes umas das outras;
• descoberta de documentos com maior probabilidade de confundir o aprendizado: do-
cumentos em que as versões do modelo sempre divergem no processo de agrupamento,
ou seja, cada modelo o agrupa com documentos diferentes, tem grande probabilidade
de confundir o processo de aprendizado, visto que nossos modelos não focam a se-
mântica latente existente no texto dos documentos.
Além da interação entre as versões do modelo, a análise de semântica latente pode pro-
porcionar resultados melhores aos obtidos neste trabalho. Nas versões propostas do modelo,
exceto aquela que faz uso da Indexação por Semântica Latente, não são usadas ferramentas
e metodologias que objetivem extrair e fazer uso da semântica latente existente no texto, tais
técnicas podem proporcionar resultados mais semelhantes ao que o especialista obteria se
realizasse a classiﬁcação manual das bases de dados.
Representar coocorrências de palavras em grafos é uma das estruturas fundamentais para
aplicação de mineração semântica (RACHAKONDA et al., 2014). Muitos pesquisadores
têm empregado seus esforços na exploração dessa ferramenta para alcançar seus objetivos
em relação a extração de conhecimento semântico em bases de dados de interesse como pode
ser visto em (XU et al., 2015), (VARGA et al., 2014), (RACHAKONDA et al., 2014) e (HSU
et al., 0).
Muitas vezes, baseados em estudos cientíﬁcos com respeito a capacidade cognitiva hu-
mana, metodologias de mineração semântica usando grafos, têm sido, com sucesso, empre-
gadas em tarefas de busca e indicação de documentos para leitura de notícias, classiﬁcação
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de micro postagens provenientes de redes sociais, organização de documentos armazena-
dos de modo não estruturado, dentre outros. Essa ferramenta pode proporcionar a evolução
da acurácia do modelo proposto neste trabalho e, possivelmente, a diminuição do esforço
humano na classiﬁcação.
Capítulo 6
Conclusões e Trabalhos Futuros
A análise de grandes conjuntos de dados provenientes de redes sociais gera alto custo,
quanto ao esforço humano, se realizado manualmente. Ela exige a leitura e classiﬁcação
manual de cada documento pertencente ao conjunto. Outros métodos de menor custo como
a classiﬁcação baseada em hashtags ou palavras-chave não analisam a semântica de todo
o corpo de texto do documento, tornando tais métodos mais suscetíveis a erros caso um
documento possua uma hashtags mas trate de um assunto divergente ao representado pela
mesma.
Este trabalho propôs um modelo iterativo semiautomático para classiﬁcação de dados. O
modelo busca diminuir o esforço humano no processo de classiﬁcação utilizando técnicas
de aprendizado de máquina e estatísticas, em que, baseado no conhecimento extraído de
uma pequena porção de dados manualmente classiﬁcados pelo especialista, todos os outros
documentos são automaticamente classiﬁcados.
Após o processo de revisão bibliográﬁca, levantamento de hipóteses e testes, três versões
do modelo combinando técnicas de aprendizado de máquina foram apresentados. Para ava-
liação de cada versão, submetemos dois conjuntos de dados previamente classiﬁcados por
especialistas: Marco Civil I e II. Ambas as bases são formadas por 2044 documentos.
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As bases citadas sofreram análise prévia sendo submetidas à técnicas de processamento
de texto como análise léxica, remoção de stopwords e lematização com objetivo de remover
ruídos. Em alguns casos, tais bases também foram submetidas ao LSI (Latent Semantic
Index) buscando redução de dimensionalidade e melhor exploração da semântica do texto.
A versão do modelo que combina agrupamento hierárquico e classiﬁcação retornou me-
lhores resultados, sendo assim, foi foco da discussão no trabalho. Os experimentos realizados
mostraram que o modelo é solução viável para a problemática em questão nesta pesquisa.
Para Marco Civil I foi obtido valor mediano de F1 igual a 0,61, para Marco Civil II, a me-
diana de F1 foi igual a 0,56. Quanto ao esforço humano, para Marco Civil I o especialista
precisaria rotular apenas 73 documentos, cerca de 3,5% do total de documentos da base, para
Marco Civil II apenas 880 documentos, correspondendo a cerca de 42,3% da base.
O resultado da execução do modelo é a construção, também de modo semiautomático,
de uma tabela que sumarize as categorias emergentes da análise de conteúdos realizada com
auxílio do modelo proposto. Com exceção do campo conteúdo, em que o especialista in-
forma manualmente um pequeno resumo a respeito das classes emergentes, todos os outros
campos, incluindo documentos exemplos para representar cada classe, são encontrados au-
tomaticamente.
A ﬁm de validar a escolha dos documentos exemplos, um documento de cada classe mais
similar ao texto informado pelo especialista no campo conteúdo foi selecionado, além deste,
outros dois mais distantes entre todos os documentos de uma mesma classe são também
escolhidos.
Visando a melhora do modelo proposto, outras técnicas podem ser adicionadas ao mesmo.
No processamento de documentos, um corretor de texto poderia proporcionar alguma me-
lhora, assim como um código capaz de identiﬁcar e tratar abreviações. Por serem coletadas
em redes sociais, as bases em estudo contém muitos erros gramaticais e abreviações.
O desenvolvimento de um método capaz de encontrar a quantidade de fatores ideal para
6. Conclusões e Trabalhos Futuros 74
indexar um conjunto de documentos qualquer, a ﬁm de unir as vantagens trazidas pelo LSI as
obtidas pelo modelo com uso do agrupamento hierárquico, pode também proporcionar uma
melhora relevante no resultado do modelo quanto o esforço do especialista e a qualidade de
classiﬁcação da base.
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