Abstract. We present an overlapping domain decomposition technique for solving elliptic partial differential equations on the sphere. The approximate solution is constructed using shifts of a strictly positive definite kernel on the sphere. The condition number of the Schwarz operator depends on the way we decompose the scattered set into smaller subsets. The method is illustrated by numerical experiments on relatively large scattered point sets taken from MAGSAT satellite data.
Introduction
Partial differential equations on the sphere have many applications, for example in weather forecasting models and geophysics. In this paper we consider an elliptic equation on the unit sphere of the form
where ∆ * is the Laplace-Beltrami operator and ω is some nonzero real constant. This elliptic equation arises, for example, when one discretizes in time the diffusion equation on the sphere.
When solving elliptic PDEs on the unit sphere based on scattered measured data, with the approximate solution constructed using shifts of a strictly positive definite kernel on the sphere, a very ill-conditioned linear system results, whether a Galerkin method [8] or a collocation method [13] is used. This is due to the separation radius of the scattered data [11] , which can be very small for a large set of scattered data.
In this paper, we propose a way of partitioning a given scattered data set into smaller subsets. This method of partitioning is based on the property that data sites along the track of a satellite form a sequence of discrete points, see Figure 1 , and this sequence covers the globe (except for two small polar caps, in this case of radius about 0.1 radian) over a period of time. This happens because the Earth is rotating around its own axis, while the satellite traverses from near the North pole to near the South pole then back to the North pole in an elliptical path.
Based on those overlapping subsets of scattered data, we define an additive Schwarz operator for solving (1) . We prove a theorem which gives a bound on the condition number of the Schwarz operator. The method is illustrated by numerical experiments on relatively large scattered point sets taken from MAGSAT satellite data (see [10] ).
It is noted that for the interpolation problem in R n using radial basis functions, the idea of dividing the scattered data set into smaller subsets for the purpose of defining the Schwarz alternating algorithm has been proposed in [1] . However, in that paper it is proved only that the Schwarz alternating method is a contraction. Moreover, the method is not used there as a preconditioner, and the problem to which it is applied, namely interpolation with thin plate splines in R n , is different from that studied here.
Work on applying the multiplicative Schwarz alternating algorithm using spherical splines has also been carried out in [5] , but in that work the data points are not scattered, and again the Schwarz method is not used as a preconditioner.
The structure of the paper is as follows. In Section 2, we will review spherical harmonics and Sobolev spaces on the unit sphere. Then, in Section 3, the elliptic partial differential equation is presented. The abstract framework for the additive Schwarz preconditioner is reviewed in Section 4. In Section 5, we present the main theoretical results of the paper. The final two sections describe the algorithm and present numerical results based on real scattered data. In the paper, generic constants are denoted by c, c 1 , c 2 , c 3 . . ..
Preliminaries
In this section, we will review spherical harmonics, function spaces on the unit Euclidean sphere S n ⊂ R n+1 , and spherical basis functions.
Spherical harmonics.
Spherical harmonics are the restriction of homogeneous harmonic polynomials in R n+1 to the unit sphere S n . We denote an orthonormal (with respect to the L 2 (S n ) inner product) basis for the spherical harmonics of degree by
where N (n, ) is the dimension of the space of all spherical harmonics of degree ; the values of N (n, ) are (see [14] ):
The asymptotic behavior of N (n, ) for fixed n and increasing is O(
, we define its Fourier coefficients by
where dS is the surface measure of the sphere S n , and represent f as a Fourier series,
in which the equals sign is understood in the L 2 (S n ) sense.
Spherical harmonics of degree are eigenfunctions of the Laplace-Beltrami operator ∆ * on S n , with eigenvalues −λ , with
The addition formula for spherical harmonics of the same degree (see [14] ) is
where P (n + 1; t) is the normalized Legendre polynomial of degree in R n+1 and ω n is the surface area of the unit sphere S n . Recall from [14] that P (n + 1; 1) = 1 and
where ω n−1 is the surface area of the sphere S n−1 , and δ ,k is the Kronecker delta. For a given s ≥ 0, the Sobolev space H s (S n ) on the unit sphere is defined in terms of the eigenvalues of the Laplace-Beltrami operator (see [12] 
The norm of a function f in this space is defined to be
2.2.
Sobolev spaces on the sphere through a specific atlas. Sobolev spaces on S n can also be defined using local charts (see [12] ). Here we use a specific atlas of charts, as in [6] .
Let a spherical cap of radius α centered at p ∈ S n be defined by
. . , 0, 1) andŝ = (0, . . . , 0, −1) denote the north and south poles of S n , respectively. Then a simple cover for the sphere is provided by
The stereographic projection σn of the punctured sphere S n \{n} onto R n is defined as a mapping that maps x ∈ S n \{n} to the intersection of the equatorial hyperplane {z = 0} and the extended line that passes through x andn. The stereographic projection σŝ based onŝ can be defined analogously. We set
is a C ∞ atlas of covering coordinate charts for the sphere. It is known (see [19] ) that the stereographic coordinate charts {ψ k } 2 k=1 as defined in (8) map spherical caps to Euclidean balls, but in general, concentric spherical caps are not mapped to concentric Euclidean balls. The projection ψ k , for k = 1, 2, does not distort too much the geodesic distance between two points x, y ∈ S n , as shown in [9] .
With the atlas so defined, we define the map π k which takes a real-valued function g with compact support in U k into a real-valued function on R n by
k=1 be a partition of unity subordinate to the atlas, i.e., a pair of nonnegative infinitely differentiable functions χ k on S n with compact support in U k such that k χ k = 1. For any function f : S n → R, we can use the partition of unity to write
which is equipped with the norm
This H 1 (S n ) norm is equivalent to the H 1 (S n ) norm given in Section 2.1 (see [12] ).
Spherical basis functions.
In this section, we will review the necessary background on positive definite kernels on the unit sphere and spherical basis functions. A real-valued kernel Φ in C(S n ×S n ) is termed positive definite on S n if Φ(x, y) = Φ(y, x) and if for every finite set of distinct points X = {x 1 , . . . , x N } on S n , the symmetric N × N matrix A with entries A i,j = Φ(x i , x j ) is positive semi-definite. If the matrix A is positive definite, then Φ is called a strictly positive definite kernel (see [20, 31] ).
Let φ be a univariate function defined on [−1, 1] which can be expanded in terms of Legendre polynomials as (10) φ
Due to the addition formula (3), a kernel Φ defined by
can be represented as
In [3] , a complete characterization of strictly positive definite kernels is established: the kernel Φ is strictly positive definite if and only if φ( ) ≥ 0 for all ≥ 0 and φ( ) > 0 for infinitely many even values of and infinitely many odd values of ; see also [20] and [31] . The native space N Φ associated with the kernel Φ is defined by
where c 1 , c 2 > 0 are some constants and s > n/2, the native space N Φ can be identified with the Sobolev space H s (S n ) defined in (5) . Henceforth, the condition
In the following we define a positive definite kernel Φ from a univariate function φ satisfying (15) by using Wendland's compactly supported radial basis functions [27] . For any nonnegative integer j, let
and let
We define, for any nonnegative integer m,
where · denotes the Euclidean norm in
For any given N and any set of N pairwise distinct points {x 1 , . . . , x N } in R n+1 , the matrix
is positive definite; see [29, Theorem 9.13] . Since x − y = √ 2 − 2x · y for any x, y ∈ S n , the kernel Φ defined by (12) with
is related to the above radial basis function Ψ n+1,m by
Since the matrix (16) is positive definite, Φ is a strictly positive definite kernel on the sphere S n . Moreover, the asymptotic behavior of the Fourier coefficients φ( ) is, see [15, Proposition 4.6] ,
Using (2), we deduce that φ satisfies (15) with With this kernel Φ, we can now establish a set of spherical basis functions (SBFs) {Φ 1 , . . . , Φ N } associated with a set X = {x 1 , . . . , x N } of scattered and distinct points on S n , where
The finite-dimensional space spanned by these SBFs is denoted by V X :
We note that the SBFs Φ i , i = 1, . . . , N, depend only on the geodesic distance between the points x and x i . The set X is characterized by its mesh norm h X and separation radius q X , defined by
The kernel Φ being strictly positive definite, the interpolation problem in V X of scattered points using spherical basis functions is always solvable. Given a function f whose values f (x j ) for j = 1, . . . , N are known, the interpolant I X f of f is defined as a linear combination of the SBFs which satisfies
It is observed in [11] that the matrix A with entries A i,j = Φ i (x j ) arising from this interpolation problem is ill-conditioned. More fully, it is shown there that the least eigenvalue of the matrix A depends on the separation radius q X of the set X, which can be very small for a large set of scattered data, and also on the smoothness of the kernel Φ. (The smoother the kernel the smaller the least eigenvalue of A.)
The elliptic partial differential equation on spheres
We consider the following elliptic partial differential equation on the unit sphere:
where f is some given function and ω = 0 is a real constant. This type of elliptic partial differential equations arises when one discretizes in time the heat equation on the surface of the sphere. To set up a weak formulation, we introduce the bilinear form
A natural weak formulation of the elliptic PDE is
where u, v = S n uvdS. The bilinear form is bounded and coercive by the following lemma.
Proof. In terms of Fourier series, we have
where
For the second inequality, we have
We remark that a direct consequence of the lemma is that a(u, u) ∼ u 2 H 1 (S n ) . The Ritz-Galerkin approximation problem is: (20) Find
The problem will reduce to the problem of solving the following linear system:
where the entries of the matrix B are given as
The following lemma, which is a variant of the Funk-Hecke formula (see [14] ), facilitates the computation of each entry of the matrix B.
Lemma 3.2. For any two zonal functions ψ(t) and φ(t) of the form (10), we have the following relation:
Proof. From the definition, ψ(x · z) and φ(y · z) have the following expansions in terms of spherical harmonics:
Then, by using the orthogonality of spherical harmonics and the addition formula (3), we obtain
If the supports of Φ i and Φ j do not overlap, then 
4. The abstract framework of additive Schwarz methods Additive Schwarz methods provide fast solutions to equation (20) by solving, at the same time, problems of smaller size. Let the space V X be decomposed as
where V j , j = 0, . . . , J, are subspaces of V X , and let
If we define (25)
then the additive Schwarz method for equation (20) consists of solving, by an iterative method, the equation
where the right-hand side is given by g = J j=0 g j , with g j ∈ V j being solutions of (27) a(g j , w) = f, w , for any w ∈ V j .
The well-known equivalence of (20) and (26) was discussed explicitly in [25] . In fact, if u X is a solution of (20), then from the definition of P j and g j we deduce
On the other hand, if P : V X → V X is invertible and u X is the solution of (26), then by using successively the symmetry of P and (24) and (27), we obtain
A practical method to solve (26) is the conjugate gradient method; the additive Schwarz method (see Section 6) can be viewed as a preconditioned conjugate gradient method.
Bounds for λ min (P ) and λ max (P ), the minimum and maximum eigenvalues of the additive Schwarz operator P , can be obtained by using the following lemma; see [17, 30] . 
2 .
Additive Schwarz method for elliptic PDEs on the unit sphere
In this section we will define a subspace decomposition of the form (23) , and in this way define the additive Schwarz operator for problem (20) . We will then present the main theoretical result of the paper, namely an estimate for the condition number of the additive Schwarz operator.
Subspace decomposition.
Let α be a fixed number satisfying 0 < α < π/2, and let X 0 := {p j : j = 1, . . . , J} be a subset of X such that
Assume that the support of Φ(p, ·), which is a spherical cap centered at p, has radius γ. (In the case of SBF constructed from Wendland's radial basis functions, γ = π/3.) For j = 1, . . . , J, the subset X j is defined as
The sets X j may have different numbers of elements and may overlap each other. Because of (28) it is clear that X is decomposed into J overlapping subsets {X j : j = 1, . . . , J} of discrete points such that
The Schwarz operator P is then defined by (24) and (25) . Functions in V j have supports in Γ j , where
We assume that:
The partitioning problem mentioned in Assumption 5.1 is related to the graph coloring problem [2] . We can define an undirected graph G = (V, E) in which the set of vertices V = {ν 1 , . . . , ν J } is identified with the set of caps Γ j , and E is the set of edges, where if Γ i ∩ Γ j = ∅, then there is an edge between ν i and ν j . A partition satisfying Assumption 5.1 is equivalent to a coloring of the vertices of G so that adjacent vertices have different colors. The minimal number of colors needed is called the chromatic number of G and is denoted by δ(G). In general, it is difficult to determine the chromatic number of a graph. However, it is easy to see that
where ω(G) is the maximal order of a complete subgraph of G; that is, it is the maximal number of vertices all of which are mutually connected. In terms of the caps, every point on the sphere S n lies in at most ω(G) spherical caps Γ j . An upper bound of δ(G) is given in [2, Theorem 3, Chapter 5]: when G is neither a complete graph nor an odd cycle, then δ(G) ≤ ∆(G), with ∆(G) being the maximal degree of G. In terms of our spherical caps, each cap Γ j intersects at most ∆(G) other caps.
Therefore, for a given set X 0 and parameters α, γ, we can compute the lower bound M 1 := ω(G) and the upper bound M 2 := ∆(G) so that
A bound for λ max (P )
. We now state a lemma that will lead to an upper bound of the maximum eigenvalue λ max (P ).
Lemma 5.1. There exists a positive constant c independent of the set X such that for any
Proof. Using the inequality |a + b| 2 ≤ 2(|a| 2 + |b| 2 ), we have
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From the definition of the Sobolev norm (9),
. Now, from the fact that u j ∈ V j together with Assumption 5.1 we can partition the index set {1, . . . , J} into M sets of indices J m so that if i, j ∈ J m , then supp u i ∩ supp u j = ∅. Then, in this proof only, let g j = π 1 (χ 1 u j ). By using the CauchySchwarz inequality, we have
.
Since the supports of g i and g j are disjoint for i, j ∈ J m , i = j,
Thus,
Hence, by using similar arguments for π 2 (χ 2 u j ), we conclude
Using the fact that a(u, u) ∼ u 2 H 1 (S n ) we obtain the result.
From this lemma and Lemma 4.1 it follows that
where c is a constant independent of M , J and the set X.
5.3.
A bound for λ min (P ). We now find a lower bound for the minimum eigenvalue of P . In the finite element and boundary element literature, a lower bound is usually obtained by using the interpolation operator and a partition of unity; see, e.g., [23, 26] . More precisely, in the FEM and BEM cases a decomposition of a function u ∈ V X satisfying the condition of Lemma 4.1 (ii) takes the following form:
where P 0 is the H 1 -projection onto V 0 , Π X is the interpolation operator at the data points, and {ϕ j : j = 1, . . . , J} is a partition of unity satisfying supp ϕ j ⊂ Γ j . This approach cannot be used in the present case because with radial basis functions the support of Π X (v) may be the whole sphere even though the support of v is in Γ j . The method of alternating projections [4, 18] will be used instead. Before introducing this method we need the following definition.
Definition 5.1. Let V be a Hilbert space with inner product and norm denoted by ·, · and · , respectively. Assume that U 1 and U 2 are two closed subspaces of V. The angle α between U 1 and U 2 is the angle in [0, π/2] whose cosine is given by
where U = U 1 ∩ U 2 , and U ⊥ is its orthogonal complement, namely,
The following result is standard; the proof is included for completeness. 
It follows from the definition of the orthogonal complement that
The following theorem is crucial in our estimate of the minimum eigenvalue of P . 
where Q := Q J · · · Q 1 and
with α i being the angle between V i and W i+1 .
We shall apply Theorem 5.1 with V being V X , which is equipped with the inner product a(·, ·) and induced norm · a , and V j being V 
where α i is the angle between V ⊥ i and W i+1 .
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Proof. It follows from Lemma 5.2 that
which implies that the orthogonal projection Q from V X onto W 1 is identically zero. Theorem 5.1 with l = 1 then yields
It remains to show that α i = 0 for all i = 1, . . . , J − 1. Suppose that α i = 0 for some i ∈ {1, . . . , J − 1}. Then noting that 
where Q is defined in Proposition 5.1.
Proof. It follows from Proposition 5.1 that I − Q is invertible and satisfies
where I is the identity operator on V X . We define, for any u ∈ V X ,
It is easy to check that J j=1 u j (being a telescoping sum) equals v, and therefore
proving the lemma.
The above lemma and Lemma 4.1 yield the following estimate for the minimum eigenvalue of P :
This estimate is by no means sharp; in fact, the right-hand side is not an optimal lower bound for λ min (P ), as can be seen in Table 1 , because Q a may be very close to 1. In that table we present λ
where for the middle term we explicitly compute C j as the norm of the operator defining u j , namely,
It is clear from Table 1 
−1 is a better approximant to λ min (P ). Our experiments show that the projection P j in the definition of u j plays a key role in reducing the norm of (I − Q) −1 , but we cannot account for this fact. In Table 1 the norms of the operators were computed by using their matrix representations. E.g., we computed Q a as follows. Recalling the definition of the positive definite matrix B (see (21) ) and using the Cholesky factorization B = L T L, we obtain for any u =
where c = (c 1 , . . . , c N ) T . On the other hand, by writing
one can easily see that
where Q is the matrix representation of Q with the ith column being ( 
Theorem 5.2. The condition number of the additive Schwarz operator P is bounded by
where c is a constant independent of M , J and the set X, and Q is defined as in Proposition 5.1.
6. An overlapping additive Schwarz algorithm
As has been pointed out in [1] , the essential ingredients for a domain decomposition algorithm are: (i) A method for subdividing the physical space.
(ii) An efficient and scale independent method for solving small subproblems.
The solutions to the small problems will be used to precondition the large problem. Suppose we number the scattered data following the satellite track as {1, . . . , N}. Let α and β be parameters satisfying 0 < α < π/3 and α ≤ β ≤ π. The algorithm to partition X can be described as follows.
(1) The first center is 
(4) Let l = l + 1 and repeat step (3) . Now X 0 is defined by X 0 := {p 1 , . . . , p J }. The parameter β is included so that the condition X = l k=1 X k in step (3) is quickly satisfied. In our experiments, for a given value of α we chose an appropriate value of β by starting with the value β = π, and decreased its value until the above-mentioned condition holds.
For j = 0, . . . , J, let I j be a subset of the index set of {1, . . . , N} such that
The cardinality of the set I j is denoted by s j and the m-th element of the set I j is denoted by I j (m) . For a given vector v = (v 1 , . . . , v N ) T , the restriction of v on X j is the vector u = (u 1 , u 2 , . . . , u s j )
T defined as follows:
and we write u = R j (v); thus the restriction operation to X j is denoted by R j . Conversely, for a vector for j = 1 to J (4)
Construct the local matrix C with entries C m,n = B I j (m),I j (n) . (5) Set the restriction residual vector z = R j (r). (6) Solve the linear system Cy = z.
Update the pseudoresidual vector p = p + E j (y). (8) end for (9) Construct the coarse global matrix G with entries
Set z g = R 0 (r). (11) Solve the linear system Gy g = z g . (12) Update the pseudoresidual vector p = p + E 0 (y g ). (13) If iter > 0, then set ζ 0 = ζ 1 . (14) Set ζ 1 = p · r. (15) Update the counter, iter = iter +1. (16) If iter = 1, then define p = p else p = p + (ζ 1 /ζ 0 )p. (17) Update the residual vector
Update the solution vector
(19) end while
Numerical results
In this section, we present numerical experiments on S 2 based on globally scattered position data extracted from a very large data set collected by NASA's satellite MAGSAT. The scattered data sets X are extracted so that the separation radius q X satisfies q X ≥ q, where 0 < q < π/3 is a given number. The code is written in FORTRAN 90 and was run on computers equipped with dual Opteron 2.0 GHz CPU and 4GB RAM. We wish to solve
with I being the identity operator. The function f is defined to be
with ρ 3,2 (r) = (1 − r) 6 + (35r 2 + 18r + 3) so that the exact solution is
The radial basis function Ψ 3,2 (x) = ρ 3,2 ( x ) is in C 4 (R 3 ) (see Section 2.3). In the first set of numerical experiments, the spherical basis functions are derived from Wendland's radial basis function Ψ 3,3 (x) = ρ 3,3 ( x ), which is in
Recalling (22) , and noting that with n = 2 we have N (n, ) = 2 + 1 and λ = ( + 1), each entry of the matrix B is given by
In our experiments, B i,j is approximated by the partial sum of the first 3000 terms. The Legendre coefficients of the univariate function φ( ) were computed by approximating (11) by an appropriate Gaussian quadrature over the interval [−1, 1]. We then test the overlapping method as the preconditioner for the conjugate gradient method with different values of cos α, and hence different values of J and M . The stopping criterion for the iteration is
where B and f are the stiffness matrix and the right-hand side vector as in (21) . In the following tables, κ(P ) is the condition number, the CPU time is measured in seconds, and iter is the number of iterations. The results for the first experiment are shown in Table 2 . Here M 1 and M 2 are the lower and upper bounds on M from (30). In the second set of experiments, the spherical basis function is derived from a less smooth radial basis function Ψ 3,2 ∈ C 4 (R The results are shown in Table 3 . The numbers in both Tables 2 and 3 suggest that when cos α decreases (meaning that α increases), M 1 , M 2 and κ(P ) decrease, but the CPU time decreases then increases. We note that a larger value of α results in a larger size of the overlap and a smaller value of J (the number of subproblems to be solved), which in turn implies larger sizes of the subproblems. As in the case of finite element methods, this results in a smaller condition number κ(P ) because the preconditioner is closer to the inverse of the stiffness matrix. However, for an optimal value of α in term of CPU time, one has to balance between the number of subproblems and their sizes. Our experiments show that any value of α so that cos α ≤ 0.60 is not recommended. Optimal CPU times seem to occur when cos α = 0.98. The numbers in Tables 2  and 3 also suggest that the smoothness of the kernel does not affect the algorithm. Table 4 shows the CPU time and condition number of the matrix B using the conjugate gradient method without preconditioners. In all cases, both the condition number and the CPU time are much worse than those in Tables 2 and 3 . We also compute the discrete maximum errors and 2 errors over a set G = {x g } of 19075 points over S 2 by err ∞ = max Tables 5 and 6 summarize the computed results. 
