In this paper, the performance of the extreme value theory in Value-at-Risk calculations is compared to the performances of other well-known modeling techniques, such as GARCH, variance-covariance method and historical simulation in a volatile stock market. The models studied can be classified into two groups. The first group consists of GARCH(1,1) and GARCH(1,1)-t models which yield highly volatile quantile forecasts. The other group, consisting of historical simulation, variance-covariance approach, adaptive generalized pareto distribution (GPD) and nonadaptive GPD models leads to more stable quantile forecasts. The quantile forecasts of GARCH(1,1) models are excessively volatilite relative to the GPD quantile forecasts. This makes the GPD model to be a robust quantile forecasting tool which is practical to implement and regulate for VaR measurements.
Introduction
The common lesson from financial disasters is that billions of dollars can be lost because of poor supervision and management of financial risks. The Value-at-Risk (VaR) was developed in response to financial disasters of the 1990s and obtained an increasingly important role in market risk management. The VaR summarizes the worst loss over a target horizon with a given level of confidence. It is a popular approach because it provides a single quantity that summarizes the overall market risk faced by an institution. 1 In a VaR context, precise prediction of the probability of an extreme movement in the value of a portfolio is essential for both risk management and regulatory purposes. By their very nature, extreme movements are related to the tails of the distribution of the underlying data generating process. Several tail studies after the pioneering work by Mandelbrot (1963a,b) indicate that most financial time series are fat-tailed. 2 Although these findings necessitate a definition of what is meant by a fat-tailed distribution, there is no unique definition of fat-tailness (heavy-tailness) of a distribution in the literature. 3 In this study, we consider a distribution to be fat-tailed if a power decay of the density function is observed in the tails. Accordingly, an exponential decay or a finite endpoint at the tail (the density reaching zero before a finite quantile) is treated as thin-tailed. 4 In order to model fat-tailed distributions, the lognormal distribution, generalized error distribution, and mixtures of normal distributions are suggested in many studies. However, these distributions are thin-tailed according to our definition since the tails of these distributions decay exponentially, although they have excess kurtosis over the normal distribution. In some practical applications, these distributions may fit the empirical distributions up to moderate quantiles but their fit deteriorates rapidly at high quantiles (at extremes).
An important issue in modeling the tails is the finiteness of the variance of the underlying distribution. The finiteness of the variance is related to the thickness of the tails and the evidence of heavy tails in financial asset returns is plentiful. In his seminal work, Mandelbrot (1963a,b) advanced the hypothesis of a stable distribution on the basis of an observed invariance of the return distribution across different frequencies and apparent heavy tails in return distributions. The issue is that while the normal distribution provides a good approximation to the center of the return distribution for monthly (and lower) data frequencies, there is strong deviation from normality for frequencies higher than monthly frequency. This implies that there is a higher probability of extreme values than for a normal distribution. 5 Mandelbrot (1963a,b) provided empirical evidence that the stable Levy distributions are natural candidates for return distributions. For excessively fat-tailed random variables whose second moment does not exist, the standard central limit theorem no longer applies, however, the sum of such variables converge to Levy distribution within a generalized central limit theorem. Later studies, 6 however, demonstrated that the return behavior is much more complicated, and follows a power law, which is not compatible with the Levy distribution.
Instead of forcing a single distribution for the entire sample, it is possible to investigate only the tails of the sample distribution using limit laws, if only the tails are important for practical purposes. Furthermore, the parametric modeling of the tails is convenient for the extrapolation of probability assignments to the quantiles even higher than the most extreme observation in the sample. One such approach is the extreme value theory (EVT) which provides a formal framework to study the tail behavior of the fat-tailed distributions.
The EVT stemming from statistics has found many applications in structural engineering, oceanography, hydrology, pollution studies, meteorology, material strength, highway traffic and many others. 7 The link between the EVT and risk management is that EVT methods fit extreme quantiles better than the conventional approaches for heavy-tailed data. 8 The EVT approach is also a convenient framework for the separate treatment of the tails of a distribution which allows for asymmetry. Considering the fact that most financial return series are asymmetric (Levich, 1985; Mussa, 1979) , the EVT approach is advantageous over models which assume symmetric distributions such as t-distributions, normal distributions, ARCH, GARCH-like distributions except E-GARCH which allows for asymmetry (Nelson, 1991) .
The paper is organized as follows. The extreme value theory and estimation methodology are introduced in Section 2. Section 3 reviews different methodologies in the VaR estimation. Empirical results are presented in Section 4. We conclude afterwards.
5 This indicates that the fourth moment of the return distribution is larger than expected from a normal distribution.
6 See Koedijk et al. (1990) ; Mantegna and Stanley (1995) ; Lux (1996) ; Müller et al. (1998) , and Pictet et al. (1998) . 7 For an in-depth coverage of EVT and its applications in finance and insurance, see Embrechts et al. (1997) , McNeil (1998) , Reiss and Thomas (1997) and Teugels and Vynckier (1996) .
8 See, Embrechts et al. (1998) and Embrechts (2000a) for the efficiency of EVT as a risk management tool.
Extreme Value Theory
From the practitioners' point of view, one of the most interesting questions that tail studies can answer is what are the extreme movements that can be expected in financial markets? Have we already seen the largest ones or are we going to experience even larger movements? Are there theoretical processes that can model the type of fat tails that come out of our empirical analysis? Answers to such questions are essential for sound risk management of financial exposures. It turns out that we can answer these questions within the framework of the extreme value theory. Once we know the tail index, we can extend the analysis outside the sample to consider possible extreme movements that have not yet been observed historically. This can be achieved by computation of the quantiles with exceedance probabilities.
Extreme value theory is a powerful and yet fairly robust framework to study the tail behavior of a distribution. Even though extreme value theory has previously found large applicability in climatology and hydrology, there have also been a number of extreme value studies in the finance literature in recent years. de Haan et al. (1994) study the quantile estimation using the extreme value theory. McNeil (1997 McNeil ( , 1998 study the estimation of the tails of loss severity distributions and the estimation of the quantile risk measures for financial time series using extreme value theory. Embrechts et al. (1998) overview the extreme value theory as a risk management tool. Müller et al. (1998) and Pictet et al. (1998) study the probability of exceedances for the foreign exchange rates and compare them with the GARCH and HARCH models. Embrechts (1999 Embrechts ( , 2000a studies the potentials and limitations of the extreme value theory. McNeil (1999) provides an extensive overview of the extreme value theory for risk managers. McNeil and Frey (2000) study the estimation of tail-related risk measures for heteroskedastic financial time series. Embrechts et al. (1997) ; Embrechts (2000b) is a comprehensive source of the extreme value theory to the finance and insurance literature.
In the following section, we present the parametric framework for our study. Within the EVT context there are two approaches to study the extremal events. One of them is the direct modeling of the distribution of minimum or maximum realizations. The other one is modeling the exceedances of a particular threshold.
Fisher-Tippett Theorem
The normal distribution is the important limiting distribution for sample averages as summarized in a central limit theorem. Similarly, the family of extreme value distributions is the one to study the limiting distributions of the sample extrema. This family can be presented under a single parameterization known as the generalized extreme value distribution (GEV). The theory deals with the convergence of maxima. Suppose that X t , t = 1, 2, . . . , n is a sequence of independently and identically distributed 9 random variables with a common distribution function F (x) = Pr{X t ≤ x} which has mean (location parameter) µ and variance (scale parameter) σ 2 . 10 Denote the sample maxima 11 of X t by
n ≥ 2 and let to denote the real line. Given a sequence of c n > 0, d n ∈ and some non-degenerate distribution function H such that
, H belongs to one of the following three families of distributions:
The Fisher and Tippett (1928) theorem 12 suggests that the asymptotic distribution of the maxima belongs to one of the three distributions above, 13 regardless of the original distribution of the observed data. Therefore, the tails of all possible distributions can be classified into three categories: 14 i. Thin-tailed distributions for which all moments are finite and whose cumulative distribution function declines exponentially in the tails,
ii. Fat-tailed distributions whose cumulative distribution function declines with a power in the tails, and
iii. Thin-tailed distributions with finite tails.
These categories can be distinguished by the use of only one parameter, the tail index α with α = ∞ for distributions of category (i), α > 0 for category (ii), and α < 0 for category (iii).
9 The assumption of independence can be easily dropped and the theoretical results follow through. See McNeil (1997) . The assumption of identical distribution is for convenience and can also be relaxed.
10 For convenience, we will assume that µ = 0 and σ 2 = 1 in this section. 11 The sample maxima is min(X1, ..., Xn) = −max ..., . 12 The first formal proof of the Fisher-Tippett theorem is given in Gnedenko (1943) . 13 In conventional statistics, a Weibull distribution function Fα(x) is defined as Fα(x) = 1−e −x α for x > 0. The Weibull distribution function Ψα(x) above is concentrated on (−∞, 0) and it is Ψα(x) = 1 − Fα(−x) for x < 0. Fα(x) and Ψα(x) have completely different extremal behavior. In the extreme value theory literature, Ψα(x) is referred to as the Weibull distribution. See Embrechts et al. (1997, Ch. 3) .
14 The interested reader will find the full development of the theory in Leadbetter et al. (1983) , and de Haan (1990). Notice that the density of the Weibull distribution starts from zero and it has a finite right-tail and therefore it is a thin-tailed distribution. The density of the Fréchet distribution also starts from zero but it has a persistent right tail. The Gumbel distribution has a tail behavior that lies in between a thin-tail (Weibull) and a heavy-tail (Fréchet).
Fréchet and Weibull distributions attain the shape of a Gumbel distribution when the tail index parameter α goes to ∞ and −∞, respectively. By taking the reparameterization ξ = 1/α, due to von Mises (1936) and Jenkinson (1955) , Fréchet, Weibull and Gumbel distributions can be represented in a unified model with a single parameter. This representation is known as the generalized extreme value distribution (GEV)
where ξ = 1/α is a shape parameter and α is the tail index. In general, the distribution function F is written by
, where µ and σ > 0 are the location and scale parameters. Full GEV models can be obtained by adding location and scale parameters µ and σ > 0 such that
with an appropriate support.
The class of distributions of F (x) where the Fisher-Tippett theorem holds is quite large. 15 One of the conditions is that F (x) has to be in the domain of attraction for the Fréchet distribution 16 (ξ > 0) which in general holds for the financial time series. Gnedenko (1943) shows that if the tail of F (x) decays like a power function, then it is in the domain of attraction for the Fréchet distribution. The class of distributions whose tails decay like a power function is large and includes the Pareto, Cauchy, Student-t and mixture distributions. These distributions are the well-known heavy-tailed distributions.
The distributions in the domain of attraction of the Weibull distribution (ξ < 0) are the thin-tailed distributions such as uniform and beta distributions which do not have much power in explaining financial time series. The distributions in the domain of attraction of the Gumbel distribution (ξ = 0) include the normal, exponential, gamma and lognormal distributions where only the lognormal distribution has a moderately heavy-tail. Figure 1 illustrates the densities of the Fréchet, Weibull and Gumbel distributions. Notice that the Weibull distribution starts from zero and has a finite left-tail and therefore is a thin-tailed distribution. The Fréchet distribution, on the other hand, starts from zero and has a persistent right tail while the Gumbel distribution has a tail behavior which lies in between a thin-tail (Weibull) and a heavy-tail (Fréchet).
Number of Exceedances over a Threshold
In general, we are not only interested in the maxima of observations, but also in the behavior of large observations which exceed a high threshold. One method of extracting extremes from a sample of observations, X t , t = 1, 2, . . . , n with a distribution function F (x) = Pr{X t ≤ x} is to take the exceedances over a predetermined, high threshold u. An exceedance of a threshold u occurs when X t > u for any t in t = 1, 2, . . . , n. An excess over u is defined by y = X i − u. 17 Given a high threshold u, the probability distribution of excess values of X over threshold u is defined by
which represents the probability that the value of X exceeds the threshold u by at most an amount y given that X exceeds the threshold u. This conditional probability may be written as
15 McNeil (1997 McNeil ( , 1999 , Embrechts et al. (1997 Embrechts et al. ( , 1998 and Embrechts (1999) have excellent discussions of the theory behind the extreme value distributions from the risk management perspective.
16 See Falk et al. (1994) . 17 This is also referred to as the Peaks-over-Threshold (POT).
Since x = y + u for X > u, we have the following representation
Notice that this representation is valid only for X > u. A theorem by Balkema and de Haan (1974) and Pickands (1975) shows that for sufficiently high threshold u, the distribution function of the excess may be approximated by the generalized Pareto distribution (GPD), because as the threshold gets large, the excess distribution F u (y) converges to the GPD. The GPD in general is defined as
where ξ = 1/α is the shape parameter, α is the tail index, σ is the scale parameter, and v is the location parameter. When v = 0 and σ = 1, the representation is known as the standard GPD. There is a simple relationship between the standard GDP G ξ (x) and
The GPD embeds a number of other distributions. When ξ > 0, it takes the form of the ordinary Pareto distribution. This particular case is the most relevant for financial time series analysis since it is a heavy tailed one. For ξ > 0, E[X k ] is infinite for k > 1/ξ. For instance, the GPD has an infinite variance for ξ = 0.5 and, when ξ = 0.25, it has an infinite fourth moment. For the security returns or high frequency foreign exchange returns, the estimates of ξ are usually less than 0.5, implying that the returns have finite variance (Dacorogna et al., 2001b) . When ξ = 0, the GPD corresponds to the exponential distribution and it is known as a Pareto II type distribution for ξ < 0.
The importance of the Balkema and de Haan (1974) and Pickands (1975) results is that the distribution of excesses may be approximated by the GPD by choosing ξ and setting a high threshold u. The GPD model can be estimated with the maximum likelihood method. For ξ > −0.5, Hosking and Wallis (1987) present evidence that maximum likelihood regularity conditions are fulfilled and the maximum likelihood estimates are asymptotically normally distributed. Therefore, the approximate standard errors for the estimator of ξ can be obtained through maximum likelihood estimation. Notice how the shape of the GPD changes with changing shape parameter ξ. Particularly, when the shape parameter takes smaller and smaller values (going from positive to negative values), the tail of the distribution becomes thinner. Figure 3 illustrates the change in the shape of the GPD when the shape parameter ξ is negative. As the shape parameter ξ takes larger negative values, the shape of the distribution becomes narrower. This is because when the shape parameter ξ is negative, the GPD has a compact support at Figure 4 illustrates the tail of the GPD density for different positive values of the shape parameter ξ. As the shape parameter ξ takes larger positive values, the tail of the distribution becomes thicker. Recall that when ξ is positive, the GPD distribution is a fat-tailed one since the support of the density in this case is [0, ∞] .
For the tail estimation, recall from Equation 3 that Since F u (y) converges to the GPD for sufficiently large u, and since x = y + u for X > u, we have
After determining a high threshold u, the last term on the right hand side can be determined by (n − n u )/n where n u is the number of exceedances and n is the sample size. As a result, we have the following estimator Therefore, the tail estimator becomeŝ
whereξ andσ are the maximum likelihood estimators. Notice that the estimator in Equation 6 is valid only for X > u.
Preliminary Data Analysis
In statistics, a QQ-plot (quantile-quantile plot) is a convenient visual tool to examine whether a sample comes from a specific distribution. Specifically, the quantiles of a hypothesized distribution are plotted against the quantiles of an empirical distribution. If the sample is a realization from the reference distribution, then the QQ-plot is approximately linear. 18 The form of the deviations from linearity in QQ-plot may be informative. A concave departure from linearity is an indication of a heavier tail than the reference distribution whereas a convex departure is an indication of a thinner tail than the tail of the reference distribution.
In the extreme value theory and applications, the QQ-plot is typically plotted against the exponential distribution (i.e. a distribution with a thin-sized tail) to measure the fattailness of a distribution. If the data is from an exponential distribution, the points on the graph would lie along a positively sloped straight line. If there is a concave presence, this would indicate a fat-tailed distribution, whereas a convex departure is an indication of a short-tailed distribution.
A second tool is the sample mean excess function (MEF) which is defined by
where I is an indicator function. The MEF is the sum of the excesses over the threshold u divided by the number of data points which exceed the threshold u. It is an estimate of the mean excess function which describes the expected overshoot of a threshold once an exceedance occurs. If the empirical MEF is a positively sloped straight line above a certain threshold u, it is an indication that the data follows the GPD with a positive shape parameter ξ. On the other hand, exponentially distributed data would show a horizontal MEF while short-tailed data would have a negatively sloped line. Another tool in threshold determination is the Hill-plot. 19 Hill (1975) proposed an estimator of ξ when ξ > 0 (Fréchet Case). By ordering the data with respect to their values as X 1,n , X 2,n , X 3,n , ..., X n,n where X 1,n ≥ X 2,n ≥ X 1,n ≥ ... ≥ X n,n , the Hill's Estimator of the tail index ξ iŝ
where k → ∞ is upper order statistics (the number of exceedances), 20 n is the sample size, and α = 1/ξ is the tail index. A Hill-plot is constructed such that estimated ξ is plotted as a function of k upper order statistics or the threshold. A threshold is selected from the plot where the shape parameter ξ is fairly stable. The Hill estimator is proven to be a consistent estimator of ξ = 1/α for fat-tailed distributions in Mason (1982) . The conditions on k and n for weak consistency of the Hill's estimator are given in Mason (1982) and Rootzén et al. (1992) . Deheuvels et al. (1988) investigates the conditions for the strong consistency of the Hill's estimator. From Hall (1982) and Goldie and Smith (1987) , it follows that (ξ − ξ)k 1/2 is asymptotically normally distributed with zero mean and variance ξ 2 .
A difficulty of the Hill's estimator is the ambiguity of the value of threshold parameter, k. In threshold determination, we face a trade off between bias and variance. If we choose a low threshold, the number of observations (exceedances) increases and the estimation becomes more precise. However, choosing a low threshold also introduces some observations from the center of the distribution and the estimation becomes biased. While the estimates of ξ based on a few largest observations is highly sensitive to the number of observations used, the estimates based on many elements from the top of the ordering are biased. 21 Therefore, a careful combination of several techniques, such as the QQ-plot, the Hill-plot and the MEF should be considered in threshold determination.
Value-at-Risk
Let r t = log(p t /p t−1 ) be the returns at time t where p t is the price of an asset (or portfolio) at time t. The VaR t (α) at the (1 − α) percentile is defined by
which calculates the probability that returns at time t will be less than (or equal to) VaR t (α), α percent of the time. 22 The VaR is the maximum potential increase in value of a portfolio given the specifications of normal market conditions, time horizon and a level of statistical confidence. The VaRs popularity originate from the aggregation of several components of risk at firm and market levels into a single number. The acceptance and usage of VaR has been spreading rapidly since its inception in the early 1990s. The VaR is supported by Group of 10 banks, the Group of Thirty, the Bank for International Settlements, and the European Union. The limitations of the VaR are that it may lead to a wide variety of results under a wide variety of assumptions and methods; focuses on a single somewhat arbitrary point; explicitly does not address exposure in extreme market conditions and it is a statistical measure, not a managerial/economic one.
The methods used for VaR can be grouped under the parametric and nonparametric approaches. In this paper, we study the VaR estimation with extreme value theory (EVT) which is a parametric approach. The advantage of the EVT is that it focuses on the tails of the sample distribution when only the tails are important for practical purposes. Since fitting a single distribution to the entire sample imposes too much structure and our need here is the tails, we adopt the EVT framework which is what is needed to calculate the VaR. We compare the VaR calculations with EVT and its performance to the variance-covariance method, historical simulation, GARCH(1,1)-t and GARCH(1,1) with normally distributed innovations.
Variance-Covariance Method
The variance-covariance method is the simplest approach among the various models used to estimate the VaR. Let the sample of observations be denoted by r t , t = 1, 2, . . . , n where n is the sample size. Let us assume that r t follows a martingale process with r t = µ t + t where t has a distribution function F with zero mean and variance, σ 2 t . The VaR in this case can be calculated as
where F −1 (α) is the qth quantile (q = 1 − α) value of the unknown distribution function F . An estimate of µ t and σ 2 t can be obtained from the sample mean and the sample variance byμ
Although sample variance as an estimator of the standard deviation in variance-covariance approach is simple, it has drawbacks at high quantiles of a fat-tailed empirical distribution. The quantile estimates of the variance-covariance method for the right tail (left tail) are biased downwards (upwards) for high quantiles of a fat-tailed empirical distribution. Therefore, the risk is underestimated with this approach. Another drawback of this method is that it is not appropriate for asymmetric distributions. Despite these drawbacks, this approach is commonly used for calculating the VaR from holding a certain portfolio, since the VaR is additive when it is based on sample variance under the normality assumption.
Instead of the sample variance, the standard deviation in Equation 10 can be estimated by a statistical model. Since financial time series exhibit volatility clustering, the ARCH (Engle, 1982) and GARCH (Bollerslev, 1982) are popular models for volatility modeling. 23 If r t follows a GARCH(p,q) model, then
23 ARCH and GARCH refer to Autoregressive Conditional Heteroscedasticity and Generalized Autoregressive Conditional Heteroscedasticity, respectively.
where v t is a Gaussian white noise with constant variance σ 2 v = 1, and h t is
Although the conditional distribution of the GARCH process has normal tails, the unconditional distribution has some excess kurtosis. However, this may not be sufficient for modeling fat-tailed distributions since the tails of the unconditional distribution decay exponentially fast. In these cases, GARCH-t (GARCH with student-t innovations) model may be an alternative. A weakness of the GARCH models is that they generally produce highly volatile quantile estimates. Excessive volatility of quantile estimates is not desirable in risk management as it is costly to adjust the required capital frequently in light of the estimated VaR and difficult to regulate.
Historical Simulation
The historical simulation method estimates the quantiles of an underlying distribution from the realization of the distribution. The VaR in this case is estimated by
where F −1 (α)r is the qth quantile (q = 1 − α) of the sample distribution. The problem with this approach is that the empirical distribution function is not oneto-one but constant between two realizations. That is, we may not have observations corresponding to certain quantiles of the underlying distribution. A simple solution may be rounding the probability level to the nearest empirical probability and then taking the corresponding quantile as the desired quantile estimate. A more appropriate solution is to smooth the empirical distribution function with piecewise linear interpolation or kernel interpolation so that it is one-to-one.
The historical simulation method may fit the sample well, around the moderate quantiles, since no parametric form for the distribution is assumed. The disadvantage of this method is that the high quantile estimates are not reliable since they are calculated from only a few observations. Furthermore, it is not possible to obtain any quantile estimates above the highest observed quantile.
VaR with EVT
After estimating the shape and scale parameters ξ and σ with the maximum likelihood method, the EVT can be utilized to obtain a VaR estimate. For the maximum likelihood estimation, the density f of the GPD distribution with parameters ξ and σ is (Smith, 1987) 
The corresponding log-likelihood function is
where n is the sample size. For ξ > −0.5, Hosking and Wallis (1987) present evidence that maximum likelihood regularity conditions are fulfilled and the maximum likelihood estimates are asymptotically normally distributed. Therefore, the approximate standard errors for the estimators of σ and ξ can also be obtained through maximum likelihood estimation. For a given probability q > F (u), an estimate of the VaR may be calculated by inverting the tail estimate in Equation 6 to obtain 24
where u is a threshold,σ is the estimated scale parameter,ξ is the estimated shape parameter, n is the sample size, n u is the number of exceedances and α = 1 − q. 25
Empirical Findings
A volatile market provides a suitable environment to study the relative performance of competing VaR modeling approaches. In this regard, the Turkish economy is a good candidate. Embrechts et al. (1997, p. 354) and McNeil (1999) . 25 As an example, suppose that in daily stock returns, the threshold is determined as 6 percent and estimated parameters areσ = 0.05 andξ = 0.50. 
Data Analysis
The data set is the daily closings of the Istanbul Stock Exchange Index (ISE-100) from November 2, 1987 to June 8, 2001. The index value is normalized to 1 at January 1, 1986 and there are 3383 observations in the data set. The daily returns are defined by r t = log(p t /p t−1 ) where p t denotes the value of the index at day t. In the top panel of Figure 5 the level of the ISE-100 index is presented. The corresponding daily returns are displayed in the bottom panel of Figure 5 . The average daily return is 0.22 percent which implies approximately 77 percent annual return (260 business days). 27 This is not surprising as the economy is a high inflation economy. However, 3.27 percent daily standard deviation indicates a highly volatile enviroment. Indeed, extremely high daily returns (as high as 30.5 percent) or daily losses (as low as -20 percent) are observed during the sample period. Also from a foreign investor's point of view, ISE-100 exhibits wide degree of fluctuations which is reflected in its US dollar value. In US dollar terms (1986=100), the ISE-100 reached to a record level of 1654 at the end of year 1999 and dropped down to 378 in November 2001.
The sample skewness and kurtosis are 0.18 and 8.21, respectively. Although there is no significant skewness, there is excess kurtosis. In the framework of this paper, the fat-tailness may not be based on a normality test. Normality tests such as the Bera and Jarque (1981) normality test based on sample skewness and sample kurtosis may not be appropriate since rejecting normality due to a significant skewness or a significant excess kurtosis does not necessarily imply fat-tailness. For instance, a distribution may be skewed and thin-tailed or the empirical distribution may have excess kurtosis over normal distribution with thin-tails. First 300 autocorrelations and partial autocorrelations of squared returns are statistically significant at several lags. This indicates volatility clustering and a GARCH type modeling should be considered in VaR estimations.
Other important tools for the examination of fat-tailness in the data are the sample histogram, QQ-plot and the mean excess function. The sample histogram of negative returns (returns multiplied with -1) are presented in Figure 6 . Extreme value analysis works with the right tail of the distribution. Hence, we work with negative return distribution where the right tail corresponds to losses. 28 Figure 6 indicates that extreme realizations are more likely than a normal distribution would imply. The mean excess plot in the top-left panel of Figure 7 indicates a heavy right tail for the loss distribution. The QQ-plot in the top-right 27 1.0022 260 = 1.771. 28 Hereafter, we will refer to negative returns as losses.
panel of Figure 7 provides further evidence for fat-tailness due to the concave departure from linearity.
The Hill plot is used to calculate the shape parameter ξ = 1/α where α is the tail index. The shape parameter ξ is informative regarding the limiting distribution of maxima. If ξ = 0, ξ > 0 or ξ < 0, this indicates an exponentially decaying, power-decaying, or finitetail distributions in the limit, respectively. The critical aspect of the Hill estimator is the choice of the number of upper order statistics. The Hill plot of losses is displayed in the bottom panel of Figure 7 . The stable portion of this figure implies a tail index estimate between 0.20 and 0.25. Therefore, the Hill estimator indicates a power-decaying tail with an exponent which varies between 4 and 5. This means that if the probability of observing a return greater than r is p then the probability of observing a loss greater then kr is in between k −4 p and k −5 p.
Relative Performance
We consider six different models for the one period ahead loss predictions at different tail quantiles. These models are variance-covariance (Var-Cov) approach, historical simulation, GARCH(1,1), GARCH(1,1)-t, adaptive GPD and nonadaptive GPD models.
For the first five models, we adopt a sliding window approach with three different window sizes for 500, 1000, and 2000 days. 29 For instance, the window is placed between 1st and 1000th observations for a window size of 1000 days and a given quantile is forecasted for the 1001th day. Next, the window is slided one step forward to forecast quantiles for 1002th, 1003th,. . ., 3382th days. The motivation behind the sliding window technique is to capture dynamic time-varying characteristics of the data in different time periods. The last approach (nonadaptive GPD model) does not utilize a sliding window and uses all the available data up to the day on which forecasts are generated. This is because the GPD approach requires more data for out-of-sample forecasts, as extreme events are rare. 30 The GARCH models are parameterized as having one autoregressive and one moving average term, GARCH(1,1), since it is practically impossible to find the best parameterization for each out-of-sample forecast of a given window size. A similar constraint also applies for the GPD modeling, i.e., the difficulty of choosing the appropriate threshold value for each run. Both the adaptive and nonadaptive GPD quantile forecasts are generated using the upper 2.5% of the sample. In principle, it is possible to choose different thresholds for different quantiles and different window sizes but this would increase the effect of data snooping. 31 For the historical simulation, piecewise linear interpolation is chosen to make 29 Danielsson and Moritomo (2000) also adopts a similar windowing approach. 30 In extreme value analysis, we employed the EVIM toolbox of . 31 See Sullivan et al. (1998) for the implications of data snooping in applied studies.
the empirical distribution function one-to-one. 32 The relative performance of each model is calculated in terms of the violation ratio. A violation occurs when a realized return is greater than the estimated return. The violation ratio is defined as the total number of violations, divided by the total number of one-period forecasts. 33 If the model is correct, the expected violation ratio is the tail area for each quantile. At qth quantile, the model predictions are expected to be wrong (underpredict the realized return) α = (1 − q) percent of the time. For instance, the model is expected to underpredict the realized return 5 percent of the time at the 95th quantile. A high violation ratio at each quantile implies that the model excessively underestimates the realized return (=risk). If the violation ratio at the qth quantile is greater than α percent, this implies excessive underprediction of the realized return. If the violation ratio is less than α percent at the qth quantile, there is excessive overprediction of the realized return by the underlying model. For example, if the violation ratio is 2 percent at the 95th quantile, the realized return is only 2 percent of the time greater than what the model predicts.
It is tempting to conclude that a small violation ratio is always preferable at a given quantile. However, this may not be the case in this framework. Notice that the estimated return determines how much capital should be allocated for a given portfolio assuming that the investor has a short position in the market. Therefore, a violation ratio excessively greater than the expected ratio implies that the model signals less capital allocation and the portfolio risk is not properly hedged. In other words, the model increases the risk exposure by underpredicting it. On the other hand, a violation ratio excessively lower than the expected ratio implies that the model signals a required capital allocation more than necessary. In this case, the portfolio holder allocates more to liquidity and registers an interest rate loss. A regulatory body may prefer a model overpredicting the risk since the institutions will allocate more capital for regulatory purposes. Institutions would prefer a model underpredicting the risk, since they have to allocate less capital for regulatory purposes, if they are using the model only to meet the regulatory requirements. For this reason, the required capital allocation ratio is increased by the regulatory bodies for those models that consistently underpredict the risk.
Quantiles which are important for contemporary risk management applications as well as regulatory capital requirements are 0.95th, 0.975th, 0.99th, 0.995th and 0.999th quantiles.
32 There are other interpolation techniques such as nonlinear interpolation or nonparametric interpolation which can also be used.
33 For example, for a sample size of 3000, a model with a window size of 500 days produces 2500 onestep-ahead return estimates for a given quantile. Each of these one-step-ahead returns is compared to the corresponding realized return. If the realized return is greater than the estimated return, a violation occurs. The ratio from total violations (total number of times a realized return is greater than the corresponding estimated return) to the total number of estimates is the violation ratio. If the number of violations is 125, the violation ratio at this particular quantile is five percent (125/2500 = 0.05). That is, 5 percent of the time the model underpredicts the return (realized return is greater than the estimated return). Table 1 displays the violation ratios for the left tail (losses) at the window size of 1000 observations. 34 The numbers in parentheses are the ranking between six competing model for each quantile. Var-Cov method has the worst performance regardless of the window size except for the 95th quantile. Since quantiles higher than 0.95th are more of a concern in risk management applications, we can conclude that the Var-Cov method should be placed at the bottom of the performance ranking of competing models in this particular market. The second worst model is GARCH(1,1) except its excellent performance at the 95th quantile. Although it performs better than the Var-Cov approach, even the simple historical simulation approach produces smaller VaR violation rates than the GARCH model for most quantiles.
At the 0.975th quantile nonadaptive GPD performs the best with a violation ratio of 2.64% which amounts to 0.14% overrejection. The adaptive GPD models follows with 2.73% (0.23% overrejection) and GARCH-t ranks third with 2.23% (0.27% underrejection). At the 0.99th quantile, the adaptive GPD provides the best violation ratio with 1.13% which is followed by GARCH-t with 1.18%. At the 0.995th quantile the adaptive GPD and historical simulation provide the best violation ratios with 0.67% which is followed by adaptive GPD with 0.71%. At the 0.999th quantile, nonadaptive GPD provides the best performance with 0.17% which is followed by GARCH-t with 0.21%. Overall, the results in Table 1 indicate that GPD models provide the best violation ratios for quantiles 0.975 and higher. GARCH-t comes close to be the third contender and competes with the historical simulation. Table 2 displays the results for the right tail of returns. 35 The Var-Cov method is again the worst model for the quantiles higher than the 0.95th quantile. GARCH(1,1) performs best at the 0.95th and 0.975th quantiles but its performance deteriorates at higher quantiles. GARCH(1,1)-t provides the best results for quantiles higher than the 0.975th except the 0.999th quantile where nonadaptive GPD performs best. Adaptive GPD is the second best for 0.99th and 0.995th quantiles. Historical simulation is again an average model.
The one-period ahead 0.99th quantile forecasts of GARCH(1,1) and GARCH(1,1)-t models for losses are presented in Figure 8 for the window size of 1000. Although the daily quantile forecasts of both models are quite volatile, GARCH(1,1)-t model yields significantly higher, and therefore more volatile quantile forecasts relative to the GARCH(1,1) model. This implies that the allocation of the capital for regulatory purposes has to vary on daily basis. This daily variation can be as large as 20% which is quite costly to implement and difficult to supervise in practice.
In the top panel of Figure 9 quantile forecasts for the Var-Cov, historical simulation 34 To minimize the space for tables and the corresponding figures we report the results for the window size of 1000 observations. The findings for the window sizes of 500 and 2000 observations do not differ from the window size of 1000 observations significantly.
35 It is important to investigate both tails since a financial institution may have a short positon in the market.
and adaptive GPD models are presented. All three models provide rather stable quantile forecasts across volatile return periods. The Var-Cov and historical simulation quantile forecasts are always lower than the adaptive GPD forecasts with Var-Cov quantile forecasts being the most volative between these three models.
A comparison between the GARCH(1,1)-t and adaptive GPD model is presented in the bottom panel of Figure 9 . This comparison indicates that GARCH models yield very volatile quantile estimates when compared to the GPD, historical simulation or Var-Cov approaches. The volatility of the GARCH quantile forecasts are twice as much of the GPD quantile forecasts in a number of dates. Based on Figure 9 , the level of change in the GARCH quantile forecasts can be as large 20-25% on a daily basis.
It is important that the models to be used in risk management should produce relatively stable quantile forecasts since adjusting the required capital frequently (daily) in light of the estimated VaR is costly to implement and regulate. Therefore, models which yield more stable quantile forecasts may be more appropriate for the market risk management purposes. In this respect, the GPD models provide robust tail estimates, and therefore more stable VaR projections in turbulent times.
S&P-500 Returns
Although the Istanbul Stock Exchange Index returns provides an excellent environment to study the Value-at-Risk (VaR) models in high volatility markets with thick-tailed distributions, this data set has not been studied widely in the literature and is not well known. Hence, we have repeated the same study with the S&P-500 Index returns.
The data set is the daily closings of the S&P-500 Index from January 3, 1983 to December 31, 1996 and there are 3539 observations. The daily returns are defined by r t = log(p t /p t−1 ) where p t denotes the value of the index at day t. The top panel of Figure 10 provides the histogram of the daily S&P-500 daily returns together with the best fitted normal distribution. The lower panel of Figure 10 provides the zoomed right tail which indicate thicker tails. The S&P-500 returns are highly skewed with a sample skewness of -6.5388 and has a large excess kurtosis with a sample kurtosis of 233.79.
The mean excess plot in the top panel of Figure 11 indicates a heavy right tail for the loss distribution. The QQ-plot in the middle panel of Figure 11 provides further evidence for fat-tailness due to the concave departure from linearity. The Hill plot is used to calculate the shape parameter ξ = 1/α where α is the tail index. The shape parameter ξ is informative regarding the limiting distribution of maxima. If ξ = 0, ξ > 0 or ξ < 0, this indicates an exponentially decaying, power-decaying, or finite-tail distributions in the limit, respectively. The Hill plot of losses is displayed in the bottom panel of Figure 11 . The stable portion of this figure implies a tail index estimate of 0.40. Therefore, the Hill estimator indicates a power-decaying tail with an exponent of 2.5. Table 3 displays the violation ratios for the left tail (losses) at the window size of 1000 observations. The numbers in parentheses are the ranking between six competing model for each quantile. Adaptive GPD model provides the best violation ratio for 0.95th and 0.975th quantiles. Var-Cov and historical simulation also do equally well with the adaptive GPD model for the 0.975th quantile. GARCH-t is the best performer for the 0.99th quantile which is followed by the adaptive GPD model. The nonadaptive GPD model provides the best performance for the 0.995th and 0.999th quantiles where the second best performer is the adaptive GPD model. The results from the left tail analysis indicate that GPD models provide the best violation ratios in most quantiles. The ranking amongst the remaining three models is not obvious although Var-Cov method receives the worst violation ratios at the 0.99th quantiles and higher. Table 4 displays the results for the right tail of returns. Amongst five quantiles, the adaptive GPD model performs to be the best model by ranking first in three quantiles and the second in the remaining two quantiles. GARCH-t model has the worst performance in this tail by ranking to be the last model except at the 0.999th quantile.
The S&P-500 one-period ahead 0.99th quantile forecasts of GARCH(1,1) and GARCH(1,1)-t models for negative returns (losses) are presented in Figure 12 for the window size of 1000. Although the daily quantile forecasts of both models are quite volatile, GARCH(1,1)-t model yields significantly higher, and therefore more volatile quantile forecasts relative to the GARCH(1,1) model. This implies that the allocation of the capital for regulatory purposes has to vary on daily basis. This daily variation can be as large as 30% which is quite costly to implement and difficult to supervise in practice. The findings from the left tail are parallel to the ones from the ISE-100 analysis. In the top panel of Figure  13 quantile forecasts for the Var-Cov, historical simulation and adaptive GPD models are presented. All three models provide rather stable quantile forecasts across volatile return periods. The Var-Cov and historical simulation quantile forecasts follow similar time paths as the adaptive GPD quantile forecasts.
A comparison between the GARCH(1,1)-t and adaptive GPD model is presented in the bottom panel of Figure 13 . This comparison indicates that GARCH models yield very volatile quantile estimates when compared to the GPD, historical simulation or Var-Cov approaches. The volatility of the GARCH quantile forecasts are multiples of the GPD quantile forecasts in a number of dates. Based on Figure 13 , the level of change in the GARCH quantile forecasts can be as large 30% on a daily basis. Our findings from the S&P-500 returns confirm the findings obtained from the ISE-100 returns that GPD model provides more accurate violation ratios and its quantile forecasts are stable across turbulent times. This makes the GPD model to be a robust quantile forecasting tool which is practical to implement and regulate for VaR measurements.
Conclusions
Risk management gained importance in the last decade due to the increase in the volatility of financial markets and a desire of a less fragile financial system. In risk management, VaR methodology as a measure of market risk is popular by both financial institutions and regulators. VaR methodology benefits from the quality of quantile forecasts. In this study, conventional models such as GARCH, historical simulation and variance-covariance approaches are compared to EVT models. The six models used in this study can be classified into two: one group consists of GARCH(1,1) and GARCH(1,1)-t which lead to highly volatile quantile forecasts while the other group consisting of historical simulation, variance-covariance, adaptive GPD and nonadaptive GPD models provide more stable quantile forecasts. In the first group, GARCH(1,1)-t while in the second group GPD model is preferable for most quantiles.
The quantile forecasts of GARCH(1,1)-t model are excessively volatilite relative to the GPD quantile forecasts. This makes the GPD model to be a robust quantile forecasting tool which is practical to implement and regulate for VaR measurements. Our results suggest a further study by constructing a cost function that penalizes the excessive volatility and rewards the accuracy of the quantile forecasts. Since an approximately linear positive trend in an ME plot results from a Pareto type behavior (tail probabilities decaying as a power function), the extreme losses in ISE-100 Index have a Pareto type behavior. Top-right: QQ (QuantileQuantile) plot with respect to exponential distribution. An approximate linearity in the tail region indicates an exponential tail which is in the class of thin-tail distributions. A convex departure from linearity indicates a thinnertail than in the exponential distribution, while a concave departure from linearity as in this plot is evidence of a fat-tail distribution. Bottom: Variation of the Hill estimate of the shape parameter across the number of upper order statistics. The Hill estimate is very sensitive to the number of upper order statistics. The estimator for the shape paramter should be chosen from a region where the estimate is relatively stable. A stable region is toned gray in the figure. Notice that the confidence bands decreases on the right side of this stability region since more upper order statistics is used to calculate the estimate. One-period ahead 0.99th quantile forecasts of losses using a window size of 1000 with GARCH(1,1)-t and adaptive GPD methods. It is apparent from the figure that GARCH(1,1)-t quantile forecasts are much more volatile than the adaptive GPD model. Although the GARCH(1,1)-t model provides more precise forecasts of this quantile, the excessive volatility of the forecasts of the GARCH(1,1)-t model should be a concern for a risk manager. Figure 12 : Top: S&P-500 one-period ahead 0.99th quantile forecasts (dotted line) of losses (solid line) using a window size of 1000 with GARCH(1,1)-t. Bottom: One-period ahead 0.99th quantile forecasts (dotted line) of losses (solid line) using a window size of 1000 with GARCH(1,1). Note that for volatile periods GARCH(1,1)-t gives significantly higher quantile estimates. We restricted the vertical axis to [-0.05,0.15] Figure 13 : Top: S&P-500 one-period ahead 0.99th quantile forecasts of losses using a window size of 1000 with adaptive GPD, historical simulation and Var-Cov methods. The most conservative quantile forecasts belong to the adaptive GPD model. Bottom: One-period ahead 0.99th quantile forecasts of losses using a window size of 1000 with GARCH(1,1)-t and adaptive GPD methods. It is apparent from the figure that GARCH(1,1)-t quantile forecasts are much more volatile than the adaptive GPD model. Although the GARCH(1,1)-t model provides more precise forecasts of this quantile, the excessive volatility of the forecasts of the GARCH(1,1)-t model should be a concern for a risk manager. We restricted the vertical axis to [-0.05,0.15 ] to improve the resolution. Otherwise GARCH quantile forecasts are as large as 0.34.
