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Abstract— This paper presents a method for estimating the
6DOF pose of sweet-pepper (capsicum) crops for autonomous
harvesting via a robotic manipulator. The method uses the
Kinect Fusion algorithm to robustly fuse RGB-D data from
an eye-in-hand camera combined with a colour segmentation
and clustering step to extract an accurate representation of the
crop. The 6DOF pose of the sweet peppers is then estimated via
a nonlinear least squares optimisation by fitting a superellipsoid
to the segmented sweet pepper. The performance of the method
is demonstrated on a real 6DOF manipulator with a custom
gripper. The method is shown to estimate the 6DOF pose
successfully enabling the manipulator to grasp sweet peppers
for a range of different orientations. The results obtained
improve largely on the performance of grasping when compared
to a naive approach, which does not estimate the orientation
of the crop.
I. INTRODUCTION
Over the past three decades there has been increasing
interest in the use of agricultural robots for harvesting of
high value crops [1]. The task of autonomously harvesting
crops is a particularly challenging area for robotics, as it
requires integration between numerous subsystems such as, a
crop detection system, a dexterous manipulator, a custom end
effector harvesting tool, and an intelligent motion planning
system.
A recent survey of projects for robotic harvesting of
horticulture crops reviewed 50 projects over the past 30
years [2]. Such a review indicates that over this time period,
the performance of automated harvesting has not improved
substantially, despite advances in sensors, computers, and
artificial intelligence. Among various reasons, one major
challenge is the ability for the robot to detect, segment and
estimate the 6 Degree of Freedom (DOF) pose of the target
crop within highly unstructured natural environments [3].
Crop Pose estimation in natural environments is difficult
due to changes in lighting and occlusions. For some crops
estimating the orientation is not as important. This is the
case when harvesting citrus and apple crops, for which the
fruit has a quasi-spherical shape. For other crops, however,
it is vital to identify the orientation of the crop in order
to use speciality tools for performing specific crop removal
policies [4]—this is very much related to the crop detachment
method used. For example, in order to harvest sweet peppers
(capsicums) it is critical to align a custom cutting implement
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(a) Prior to picking (b) After being picked
Fig. 1. View of the multi-modal sweet pepper harvesting tool featuring a
peduncle cutting implement and vacuum suction cup
with the crops peduncle. This problem can be seen in Figure
1.
This paper presents a method for determining the 6DOF
pose of a crop and using this for harvesting via a robotic
manipulator. A scene-registration algorithm (Kinect Fusion)
is used to accurately fuse RGB and depth data from an eye-
in-hand camera [5]. An accurate representation of the crop
is created by using colour segmentation and Euclidean clus-
tering of the fused point cloud. The shape and 6DOF pose
of the segmented crop is then estimated via a nonlinear least
squares fit of a predefined geometric model (superellipsoid).
Our method is demonstrated on a real 6DOF manipulator
with a custom multi-mode gripper, which can detach the
crop either by suction and pull or by cutting the peduncle. We
compare the performance of our method to a naive approach,
which does not estimate the orientation of the crop.
II. RELATED WORK/BACKGROUND
Previous work in robot manipulation for horticulture has
been investigated for a variety of crops, such as sweet
peppers [6] [7], cucumbers [8], citrus [9], strawberries [10]
and apples [11] [12]. Reviews have also been conducted
[2] [13], which describe the major challenges in robotic
harvesting for horticulture.
A sweet pepper harvesting robot has been developed
within the Clever Robots for Crops (CROPS) project [6] [7].
This robot has been developed for harvesting sweet peppers
using a 9DOF manipulator within a greenhouse environment.
The greenhouse helps to reduce the unstructured nature of the
natural environment as the crop is cultivated on trellises that
reduce the occlusion of the crop due to leaves. A colour and
time of flight camera are used in an eye-in-hand configuration
to detect and localise the crop. Using depth information the
position of the sweet peppers are estimated. The orientation
appears to be estimated based on the shape observed in the
image space—no details about the method to estimate the
crops full pose in 6DOF are given.
In most cases of the literature, a vision system is used to
detect the target crop and corresponding depth information is
used to determine its centroid. In some cases the orientation
of the visible axes of the crop are estimated [8]. RGB and
depth sensors have been used to segment bushels of apples
using Euclidean clustering techniques [14]. Furthermore,
random sample consensus was used to fit a spherical model to
each apple in order to estimate the their centroids. However,
most methods do not estimate the full 6 DOF pose due to
the assumptions made on the underlying geometry.
Image-based visual servoing has also been used to control
the motion of a robot manipulator to a target crop for use in
harvesting citrus [9]. This approach uses a perspective trans-
formation to estimate the position of the crop in Euclidean
space to determine the control policy of the manipulator.
Using RGB-D sensors with the Kinect Fusion algorithm
have been used for modelling of a variety of different
objects including deformable materials such as clothing [15]
and transparent objects [16]. An overview of point cloud
registration methods can be found in [17].
Methods for detecting the pose of objects are typically
based on prior 3D models which are then matched using
visual or geometric features. For example point feature
histograms are used within [18] for the pose estimation of
known objects. It is difficult to use prior 3D models for
natural objects such as sweet peppers, as their shape can
vary for each instance. Geometric models have been used to
estimate the pose of unknown objects by using optimisation
techniques to fit model parameters to point cloud data.
Recent work has been developed to use superquadric models
to estimate the pose of unknown objects from point clouds
[19] [20]. The work shows that superquadrics can be used
to estimate the pose of a large variety of unknown objects
such as fruit and household objects. We adopt this method
for sweet pepper pose estimation.
III. PROPOSED APPROACH
We propose a four-stage approach (Figure 2) to grasp a
sweet pepper crop using eye-in-hand depth camera (RGB-D)
information:
1) As the robotic arm is moved towards a coarse estimate
of the crop location, a sequence of point clouds is
registered to build an accurate representation of the
scene;
2) The sweet peppers are segmented from the scene using
colour information (for these experiments we use red
sweet peppers);
3) A geometric model is fit to the segmented crop which
gives an estimate of the crops pose and location;
4) The grasp pose is determined using the crop pose and
the manipulator is guided to grasp and detach the crop.
Harvey, a sweet pepper prototype of QUT harvester, consists
of a 6 DOF robotic arm from Universal Robots and a
customised harvesting tool mounted on its end-effector. The
robot arm is mounted to a scissor lift giving an extra two
passive DOF. A Intel i7 PC processes incoming RGB-D data
in real-time as shown in Figure 3.
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Fig. 2. Proposed four-stage process for grasping a sweet pepper. The first
stage estimates the location of the capsicum from a 2D image. The second
stage consists of the work presented in this paper to estimate the grasp
pose for the manipulator. The following stages then use the grasp pose to
determine a plan and control policy for detaching the crop from the plant.
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Fig. 3. Harvey—QUT sweet pepper prototype harvester.
A. Pre-Grasp Scanning Motion
The initial stage of the proposed process consists of mov-
ing the camera in a trajectory which gives multiple views of
the crop providing enough 3D information about the crop for
subsequent stages of the process. As the camera moves, the
information is continuously passed to the subsequent stages
to estimate the pose of the sweet pepper. A single scanning
trajectory is constructed as a combination of translations
and rotations of the eye-in-hand camera about the initial
estimated location of the sweet pepper.
Fig. 4. A schematic diagram of Harvey, denoting the reference frames
used within the harvesting operation. W , EE, C and P define the world,
end effector, camera and sweet pepper reference frames respectively.
B. Scene Registration
The first phase of the pose estimation method consists
of combining the point clouds into a coherent point cloud
from multiple viewpoints as the robot arm moves through the
pre-grasp scanning motion. For this work the point clouds
have been captured by an Intel®Realsense F200 RGB-D
camera. The registration method produces two key outputs:
an estimate of the current camera pose and a merged point
cloud.
An added advantage of using an eye-in-hand camera is
the robot joint states provide a high bandwidth update about
the camera’s pose. However, an accurate rigid calibration
between the camera and the end effector of the robot arm is
required.
We compared three different registration methods: a stan-
dard Iterative Closest Point (ICP) method, a Normal Dis-
tribution Transform (NDT) method and a Kinect Fusion
(Kinfu) method. Kinect Fusion was selected as the method
to use in this work since it is found to track the camera
pose better then the other techniques–refer to Table II.
Kinect Fusion provides accurate tracking of the camera pose
whilst producing rich scene reconstruction from multiple
viewpoints of the camera. The Kinect Fusion package used
in this work was from the open-sourced version released as
part of the Point Cloud Library (PCL) [21].
C. Sweet Pepper Segmentation
To automatically detect sweet pepper we exploit their
colour, which is red. We train a colour classifier by first
transforming the red, green, blue (RGB) image to the hue,
saturation and value (HSV) colour space. In the standard
HSV colour space the hue is an angular value (from 0◦ to
360◦) and red ranges from approximately 315◦ to 45◦ (cen-
tred around 0). Therefore, we perform an extra normalisation
step and rotate the hue value by 90◦ so that distances can
be used on these values. We refer to this as a rotated HSV
colour space.
In this rotated HSV colour space, we assume that the
distribution of red for sweet pepper has a normal distribution.
This leads us to model the colour as a multi-variate Gaussian,
p (x | θ) = (2pi)−D2 |Σ|− 12 exp
[
−1
2
(x− µ)T Σ−1 (x− µ)
]
.
(1)
where µ is the mean of the data, Σ is the covariance matrix
(assumed to be diagonal), and D is the number of dimensions
of the feature vector x; as we use the HSV values as features
D = 3. A threshold τ is then applied such that any pixel
above this threshold is considered to have come from a red
sweet pepper.
To locate the largest sweet pepper in the image we perform
a spatial clustering on the detected sweet pepper pixel. We
then select the largest cluster as being the sweet pepper
of interest and smoothing is applied only over these points
before we perform pose estimation.
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Fig. 5. The range of superellipsoids which are used to fit to sweet peppers.
D. Sweet Pepper Pose Estimation
We estimate the pose of a sweet pepper by fitting a
geometric model to the segmented surface. A constrained
non-linear least squares optimisations is used to find the pa-
rameters that fit a superellipsoid to the data. A superellipsoid
can describe a range of different primitive shapes but one of
the most useful for this work is the ability to fit flat surfaces
with curved edges to produce a curved cube model shown
in Figure 5(a). It is this property that is used to estimate the
pose of the crop. The assumption is made within this work
that the cultivar of sweet pepper chosen to be harvested are
of a block nature which are highly desirable at market.
The implicit equation of a superellipsoid is given as
f(x, y, z) =
[(x
a
) 2
ε2
+
(y
b
) 2
ε2
] ε2
ε1
+
(z
c
) 2
ε1
= 1 (2)
where a, b and c determines the scale of the model in x, y
and z respectively. The curvature of the model is determined
by the two parametrers ε1 and ε2. Six additional parameters
Tx, Ty , Tz , φ, θ and Ψ are used within the optimisation to
define the 6DOF transform, PCT between the unit axis of the
geometric model and the data.
A preprocessing step is applied to the point cloud such
that the centroid lies at the origin and the points along
the first principal component are aligned with a major axis
of its reference frame. These steps are shown to improve
the convergence of the optimisation proposed by [22]. The
transform is preserved during this step and re-applied to the
points after fitting the data.
Following the preprocessing step, the transformed points
are passed into the non-linear least squares optimiser. The
cost function for the least squares optimisation used was
presented in [23] and is
min
k
n∑
k=0
(√
abc (f(x, y, z;α)
ε1 − 1)
)2
(3)
where α represents the eleven parameters of the optimisation
problem and their range is given in Table I. The
√
abc term
in the cost function is used to penalize large volumes.
E. Grasp Pose Estimation
The final step is to estimate the grasp pose using the
pose of the sweet pepper. The first step to this method is
TABLE I
RANGE FOR THE PARAMETERS α BEING OPTIMISED.
a, b, c Tx, Ty , Tz θ, φ, ψ 1, 2
min. 0 0 -0.375pi 0.1
max. 0.1 0.02 0.375pi 0.7
to determine the rotation of the grasp in world coordinates
defined as EEW R (see Figure 4 for definition of reference
frames). Estimating this grasp rotation can be difficult as the
solution found by the superellipsoid optimisation results in
a coordinate system uvw attached to the sweet pepper that
has been assigned arbitrarily via the non-linear optimiser.
The objective is to determine the axes u, v or w that
represents the front, side and top axes of the sweet pepper.
Our method finds the axes of the superellipsoid coordinate
system that aligns with the desired world coordinate system.
For example, in this work the x axis of the world represents
the front axis of the robot and is the axis we wish the grasp
pose to be aligned with. Similarly, the z axis of the world
represents the vertical orientation of the platform and is the
axis we wish to associate the top axes of the sweet pepper.
In order to determine the rotation of the grasp pose we use
the following steps. Firstly, given the sweet peppers rotation
matrix PWR relative to world coordinates, defined as
P
WR =
 ux vx wxuy vy wy
uz vz wz
 = [ u v w ] (4)
Our method finds the index of the maximum absolute com-
ponent for the front and top axis corresponding to the first
and third row in PWR, and assigns the column vector to the
corresponding column vector of the grasp rotation matrix
G
WR. This approach is described in algorithm 1.
Algorithm 1 Grasp Rotation from Crop
1: for j ∈ {1, 3} do
2: i = arg max (|uj | , |vj | , |wj |)
3: EEW R∗,j =
C
WRi,∗
4: end for
5: EEW R∗,2 =
EE
W R∗,1 × EEW R∗,3
where j represents the jth row. In order to ensure the new
coordinate system of the grasp pose is a right-hand-system
the last step is to compute the column vector GWR∗,2 defining
the side axis of the crop pose to be the cross product of its
front and top axes.
IV. EXPERIMENTAL RESULTS
A. Experiment I: Point Cloud Registration using Kinect
Fusion
As introduced in section III-B, precise 3D object represen-
tation and camera pose tracking are required to accurately
estimate an object’s pose. We examine three approaches to
perform point cloud registration, these being: Kinfu [24],
[25], ICP [26], [27], [28], and NDT. To obtain the point
cloud data, and pose ground truth, we mount an RGB-D
Time(s)
0 5 10 15 20 25 30P
os
iti
on
 x
 (m
)
0.5
1
1.5
Ground truth trajectory VS. ICP, NDT, and Kinfu position
GT x
ICP x
NDT x
Kinfu x
Time(s)
0 5 10 15 20 25 30P
os
iti
on
 y
 (m
)
-0.5
0
0.5
GT y
ICP y
NDT y
Kinfu y
Time(s)
0 5 10 15 20 25 30P
os
iti
on
 z
 (m
)
-1
-0.5
0
GT z
ICP z
NDT z
Kinfu z
Time(s)
0 5 10 15 20 25 30
R
ol
l (d
eg
)
-200
0
200
Ground truth trajectory VS. ICP, NDT, and Kinfu orientation
GT r
ICP r
NDT r
Kinfu r
Time(s)
0 5 10 15 20 25 30
Pi
ch
 (d
eg
)
-200
0
200
GT p
ICP p
NDT p
Kinfu p
Time(s)
0 5 10 15 20 25 30
Ya
w
 (d
eg
)
-200
0
200
GT y
ICP y
NDT y
Kinfu y
Fig. 6. Position and orientation estimation comparison. GT implies the
ground truth. Note that Kinfu position estimation of y, z and pitch are
barely seen in the graph since they are superposed by ground truth.
camera on a robotic arm and move it slowly over a known
trajectory (forwards and backwards only). The pose ground
truth is obtained from the odometry of the robotic arm, which
is accurate up to 0.1 mm.
Both the quantitative and the qualitative analysis shows
that the Kinfu algorithm provides consistently better per-
formance than either ICP or NDT. The quantitative results
show that the Kinfu algorithm provides a better estimate of
the pose across all of the data, see Figure 6. Furthermore,
the standard deviation of the pose is also much lower for
the Kinfu algorithm, see Table II. The qualitative analysis,
in Figure 7, shows that only the Kinfu algorithm provides a
good reconstruction of the sweet pepper model. Both ICP and
NDT result in only partial sweet pepper models. We attribute
the poor performance of the ICP and NDT approaches to
the fact that they are used in a frame-to-frame manner. By
contrast, the Kinfu algorithm is a frame-to-model approach
and we believe this helps to minimise the accumulation of
errors.
B. Experiment II: Pose Estimation using Superquadrics
In this section we present the experimental results for
fitting a 3D model to the estimated point cloud produced
TABLE II
POSE STAND DEVIATION ERROR OF POINT CLOUD REGISTRATION
METHODS.
σx σy σz σφ σθ σψ
ICP 0.032 0.110 0.046 70.7 -54.0 83.7
NDT 0.185 0.143 0.195 88.9 3.3 44.1
Kinfu 0.023 0.015 0.004 39.4 3.3 47.8
Unit Metre(m) Deg(◦)
Time 0-26s
(a) ICP (b) NDT (c) Kinfu
Fig. 7. Qualitative 3D model comparison. Point clouds are transformed to
the initial frame and accumulated frame to frame for ICP and NDT whereas
Kinfu maintains the model by frame to model.
by the Kinfu algorithm (see the previous section)1. Our 3D
model is a superellipsoid which has 5 geometric parameters,
in addition, the pose must also be estimated which leads to a
total of 11 parameters (see Section III-D). To estimate these
parameters we use a constrained non-linear optimiser [29],
the results of which can be seen in Table III. In this table we
vary the pose of a sweet pepper. Qualitatively, we can see
that the method yields a good fit (in blue) to the estimated
point cloud (in red). Minor errors occur when the point cloud
estimation is poor, for instance in the front view of test 1.
We also observe that the optimiser can handle some level of
missing information as shown in test 4. In this instance, only
half of the model is provided in the estimated point cloud
yet the optimiser can still provide a good fit and hence good
estimation of the objects pose.
C. Experiment III: Registration, Estimation and Grasping
In this section we examine the effectiveness of our algo-
rithms by attempting to pick sweet peppers in a controlled ex-
periment, Figure 8 illustrates the experimental environment.
A crop is located in front of the camera at an unknown pose
and the robotic arm scans the environment, horizontally and
vertically (10 cm for each), to generate a 3D model using the
Kinfu algorithm. To grasp the sweet pepper a suction cup is
mounted under the camera and is manually calibrated (the
transformation between the camera and the suction cup).
We conduct 60 trials with the crop at different poses.
As shown in Table IV, we can pick 80% of the sweet
peppers using our proposed approach. We also perform a
Näive experiment that only translates the robotic arm towards
the detected crop’s centroid without taking into account
the orientation of the sweet pepper. It can be seen that
our proposed approach considerably outperforms the Näive
method. Our proposed approach appears to fail when the
1Although we do not have ground truth for this experiment, we infer that
high-quality pose estimation leads to better sweet pepper detachment.
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(a) Top view
(b) Side view
Fig. 8. Trajectory of robot manipulator while grasping.
suction cup is unable to hold onto the crop’s surface due to
misalignment. We believe that this is caused by small errors
in the estimation of the crops pose. We believe that this can
be overcome by investigating more appropriate parametric
models that can estimate the shape and size of the sweet
peppers more accurately.
V. CONCLUSION
This paper presents a method for estimating the 6DOF
pose of sweet-pepper (capsicum) crops and demonstrates its
Fig. 9. Illustration of 6 different grasp poses. From left to right, each column represents different roll, pitch and yaw poses. The top row illustrates 30◦
poses and the bottom row illustrates -30◦ poses.
TABLE IV
GRASPING RESULTS (S - SUCCESS, F - FAILURES)
Method Angle,
C
WR
(φ, θ, ψ) in deg Trial #
Success
Rate (%)
1 2 3 4 5
Our Method
(30, 0, 0) s s s s s 100
(-30, 0, 0) s s s s s 100
(0, 30, 0) f f f s s 40
(0, -30, 0) s s s s s 100
(0, 0, 30) s s s s s 100
(0, 0, -30) s s f f f 40
Average 80
Näive
(30, 0, 0) f f f s f 20
(-30, 0, 0) s f f f f 20
(0, 30, 0) s f f f s 40
(0, -30, 0) f f f f f 0
(0, 0, 30) f f f s f 20
(0, 0, -30) f f f s f 20
Average 24
use for autonomous harvesting via a robotic manipulator.
The proposed method uses the Kinect Fusion algorithm
to robustly fuse RGB-D data from an eye-in-hand camera
combined with a colour segmentation and clustering step to
extract an accurate representation of the crop. Our method
then estimates the 6DOF pose of the sweet peppers by fitting
a superellipsoid to the segmented sweet pepper.
Experimental results show the successful performance in
identifying and harvesting sweet peppers for a range of
different orientations. These results improve largely on the
performance of grasping when compared to a naive approach,
which does not estimate the orientation of the crop.
Future developments of the proposed algorithm include
exploiting additional information provided by the Kinect Fu-
sion about the structure of the surrounding crop environment
in order to plan for collision avoidance. Another aspect of
future work is the optimisation of the camera trajectory for
gathering the initial point clouds—this is a vision and action
problem that seeks to build a more accurate model of the
crop.
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