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1 Introduction
The second grade fluids is an admissible model of slow flow fluids, which contains a large
class of Non-Newtonian fluids such as industrial fluids, slurries, polymer melts, etc.. And
as mentioned in [20], “the second grade fluid has general and pleasant properties such as
boundedness, stability, and exponential decay”. Furthermore, it also has interesting con-
nections with many other fluid models, see [9], [10], [28], [29], [30], [41], [42] and references
therein. For example, the second grade fluids reduce to Navier-Stokes Equations when some
of the parameters equal to 0, and it was shown in [30] that they are good approximations of
the Navier-Stokes Equation. We refer to [20], [21], [24], [36] for a comprehensive theory of
the second grade fluids.
Recently, the stochastic models of two-dimensional second grade fluids (1.1) have been
studied in [37], [38] and [39], where the authors obtained the existence and uniqueness of
solutions and investigated the behavior of the solutions. The martingale solution of such
system driven by Le´vy noise is studied in [27].
In this paper, we are concerned with asymptotic behaviors of stochastic models for the
incompressible second grade fluids, which are given as follows:
d(uε − α∆uε) +
(
− ν∆uε + curl(uε − α∆uε)× uε +∇Pε
)
dt (1.1)
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= F (uε, t)dt+
√
εG(uε, t)dW, in O × (0, T ],
under the following condition

div uε = 0 in O × (0, T ];
uε = 0 in ∂O × [0, T ];
uε(0) = u0 in O,
(1.2)
where O is a connected, bounded open subset of R2 with boundary ∂O of class C3; uε =
(uε1, u
ε
2) and P
ε represent the random velocity and modified pressure, respectively; and W
is an m-dimensional standard Brownian motion defined on a complete probability space
(Ω,F , {Ft}t∈[0,T ], P ).
Set
C =
{
u ∈ [C∞c (O)]2 such that div u = 0
}
,
H = closure of C in L2(O).
Let P be the Helmholtz-Leray projection from L2(O) into H. Let A be the Stoke operator
−P∆(see the precise definition below). One can see that (1.1) is equivalent to the following
stochastic evolution equation:
duε(t) + νÂuε(t)dt+ B̂(uε(t), uε(t))dt = F̂ (uε(t), t) +
√
εĜ(uε(t), t)dW (t), (1.3)
with initial value uε(0) = u0.
Where Â = (I + αA)−1A, B̂(u, v) = (I + αA)−1
(
curl(u − α∆u) × v
)
, F̂ = (I + αA)−1F ,
Ĝ = (I + αA)−1G.
As the parameter ε tends to zero, the solution uε of (1.3) will tend to the solution of the
following deterministic equation
du0(t) + νÂu0(t)dt+ B̂(u0(t), u0(t))dt = F̂ (u0(t), t), (1.4)
with initial value u0(0) = u0.
In this paper, we shall investigate deviations of uε from the deterministic solution u0, as
ε decreases to 0, that is, the asymptotic behavior of the trajectory,
Zε(t) =
1√
ελ(ε)
(uε − u0)(t), t ∈ [0, T ],
where λ(ε) is some deviation scale which strongly influences the asymptotic behavior of Y ε.
1. The case λ(ε) = 1/
√
ε provides some large deviations estimates. The large deviation
theory has important applications in many areas, such as in thermodynamics, statistical
mechanics, information theory and risk management, etc., see [19] [48] and reference therein,
and it has been extensively studied in recent years. For stochastic evolution equations and
stochastic partial differential equations driven by Gaussian processes, there are many papers
on this topic, see e.g. [6], [7], [8], [11], [12], [14], [35], [45], [53]. Large deviations for stochastic
models of two-dimensional second grade fluids has been obtained by Zhai and Zhang in [52].
2. The case λ(ε) = 1 is known as the central limit theorem(CLT for short). We will show
that (uε − u0)/√ε converges to a solution of a stochastic evolution equation as ε decreases
to 0.
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3. When the deviation scale satisfies
λ(ε)→ +∞, √ελ(ε)→ 0 as ε→ 0, (1.5)
we are in the domain of the so-called moderate deviation principle (MDP for short, cf.[19]),
which fills in the gap between the CLT scale [λ(ε) = 1] and the large deviations scale
[λ(ε) = 1/
√
ε]. In this paper, we will establish the MDP for (1.1).
Like the large deviations, the estimates of moderate deviations are very useful in the
theory of statistical inference. It can provide us with the rate of convergence and a useful
method for constructing asymptotic confidence intervals, see [22], [25], [31], [32] and refer-
ences therein. There are many results on the MDP in various frameworks, for example, De
Acosta [1], Chen[13] and Ledoux [33] for processes with independent increments; Wu [51]
for Markov processes; Guillin and Liptser [26] for diffusion processed; Wang and Zhang [50]
for stochastic reaction-diffusion equations; Wang, Zhai and Zhang [49] for 2-D stochastic
Navier-Stokes equations driven by Brownian motion; Budhiraja, Dupuis and Ganguly [5] for
stochastic differential equations with jump; Dong, Xiong, Zhai and Zhang [18] for stochastic
Navier-Stokes equations driven by Poisson random measures.
To establish the MDP, we will adopt the weak convergence approach introduced in [4],
which has been used by many authors in the framework of non-linear hydrodynamics models
driven by Gaussian noise, see for example [15], [3], [40] and [46]. This approach amounts to
establishing the weak convergence of perturbations of equation (1.1) in the random directions
of the Cameron-Martin space of the driving Brownian motion. Because of the nature of the
second grade fluids models, to get the uniform bound(Lemma 5.2) for the solutions of the
random perturbations of the system, we are forced to work with the Galerkin approximations,
rather than the equations themselves. The proof is long and quite technical. We are only
able to show that the solution family of the random perturbations of the system (1.1) is
tight in a larger space. However, this turns out to be sufficient for us to prove the weak
convergence in the actual state space with a stronger topology.
The organization of this paper is as follows. In Section 2, we introduce some functional
spaces and state some estimates which will be used later. In Section 3, we formulate the
hypotheses and recall the precise definition of solutions. We also collect some results on
existence, uniqueness and regularities of the solutions. In Section 4, we establish the central
limit theorem. Section 5 is devoted to establishing the moderate deviation principle.
Throughout this paper, C,Cp,T , CN ... denote positive constants depending on some pa-
rameters p, T,N, ..., whose value may be different from line to line.
2 Preliminaries
In this section, we will introduce some functional spaces and preliminary facts that are
needed in the paper.
For p ≥ 1 and k ∈ N, we denote by Lp(O) and W k,p(O) the usual Lp and Sobolev spaces
over O, and write Hk(O) := W k,2(O). Let W k,p0 (O) be the closure in W k,p(O) of C∞c (O) the
space of infinitely differentiable functions with compact supports in O, and denote W k,20 (O)
by Hk0 (O). We equip H10 (O) with the scalar product
((u, v)) =
∫
O
∇u · ∇vdx =
2∑
i=1
∫
O
∂u
∂xi
∂v
∂xi
dx, (2.1)
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where ∇ is the gradient operator. It is well known that the norm ‖ · ‖ generated by this
scalar product is equivalent to the usual norm of W 1,2(O) in H10 (O).
In the sequel, we denote the space {(x1, x2), x1, x2 ∈ X} by X. Set
V = closure of C in H1(O). (2.2)
We denote by (·, ·) and | · | the inner product in L2(O)(in H) and the induced norm, respec-
tively. The inner product and the norm of H10(O) are denoted respectively by ((·, ·)) and
‖ · ‖. For the space V we will use the norm generated by the following scalar product
(u, v)V = (u, v) + α((u, v)), for any u, v ∈ V.
The Poincare´’s inequality implies that, for some P > 0
(P2 + α)−1‖v‖2
V
≤ ‖v‖2 ≤ α−1‖v‖2
V
, for any v ∈ V. (2.3)
We also introduce the following space
W = {u ∈ V such that curl(u− α∆u) ∈ L2(O)},
and endow it with the norm generated by the scalar product
(u, v)W = (u, v)V +
(
curl(u− α∆u), curl(v − α∆v)
)
. (2.4)
The following result can be found in [17], [16]. See also Lemma 2.1 in [37].
Lemma 2.1 Set
W˜ =
{
v ∈ H3(O) such that divv = 0 and v|∂O = 0
}
.
Then the following (algebraic and topological) identity holds:
W = W˜. (2.5)
Moreover, the following inequality holds: for some C > 0
‖v‖2
H3(O) ≤ C‖v‖2W, ∀v ∈ W˜. (2.6)
If we identify the Hilbert space V with its dual space V∗ by the Riesz representation,
then we obtain a Gelfand triple
W ⊂ V ⊂W∗. (2.7)
We denote by 〈f, v〉 the dual pair between f ∈W∗ and v ∈W. Then we have
(v, w)V = 〈v, w〉, ∀v ∈ V, ∀w ∈W.
Since the injection of W into V is compact, there exists a sequence {(ei, λi) ∈ W × R :
i ∈ N} which has the following properties
(1) {ei, i ∈ N} forms an orthonormal basis in W, and an orthogonal system in V;
(2) 0 < λi ↑ ∞;
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(3) the elements of this sequence are the solutions of the eigenvalue problem
(v, ei)W = λi(v, ei)V, for any v ∈W. (2.8)
By Lemma 4.1 in [39], we have
ei ∈ H4(O), ∀i ∈ N. (2.9)
Consider the following “generalized Stokes equations”:
v − α∆v = f in O,
div v = 0 in O, (2.10)
v = 0 on ∂O.
The following result can be derived from [43], [44] and also can be found in [39] and [37].
Lemma 2.2 Let O be a connected, bounded open subset of R2 with a boundary ∂O of class
Cl and let f be a function in Hl, l ≥ 1. Then the system (2.10) has a solution v ∈ Hl+2 ∩V.
Moreover if f is an element of H, then v is unique and the following relations hold
(v, g)V = (f, g), ∀g ∈ V, (2.11)
‖v‖Hl+2 ≤ C‖f‖H. (2.12)
Recall the Stokes operator defined by
Au = −P∆u, ∀u ∈ D(A) = H2(O) ∩ V, (2.13)
here the mapping P : L2(O)→ H is the usual Helmholtz-Leray projector. Lemma 2.2 implies
that the operator (I + αA)−1 defines an isomorphism form Hl(O) ∩ H into Hl+2(O) ∩ V
provided that O is of class Cl, l ≥ 1. Moreover, the following properties hold
((I + αA)−1f, g)V = (f, g),
‖(I + αA)−1f‖V ≤ C|f |, ∀f ∈ Hl(O) ∩ V, g ∈ V.
From these facts, Â = (I + αA)−1A defines a continuous linear operator from Hl(O) ∩ V
onto itself for l ≥ 2, and satisfies
(Âu, v)V = (Au, v) = ((u, v)), ∀u ∈W, v ∈ V.
Hence
(Âu, u)V = ‖u‖, ∀u ∈W.
Let
b(u, v, w) = ((u · ∇)v, w) =
2∑
i,j=1
∫
O
ui
∂vj
∂xi
wjdx, ∀u, v, w ∈ C,
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By the incompressibility condition,
b(u, v, v) = 0, ∀u, v ∈ V, (2.14)
Moreover, the following identity holds (see for instance [2] [17]):
((curlΦ)× v, w) = b(v,Φ, w)− b(w,Φ, v), (2.15)
for any smooth function Φ, v and w. Now we recall the following estimates which can be
found in [37](Lemma 2.3 and Lemma 2.4), and also in [2] [17].
Lemma 2.3 For any u, v, w ∈W, we have
|(curl(u− α∆u)× v, w)| ≤ C‖u‖H3‖v‖V‖w‖W, (2.16)
and
|(curl(u− α∆u)× u, w)| ≤ C‖u‖2
V
‖w‖W. (2.17)
Recall the definition of the bilinear operator B̂(·, ·) : W× V→W∗ as
B̂(u, v) = (I + αA)−1
(
curl(u− α∆u)× v
)
. (2.18)
Lemma 2.4 For any u ∈W and v ∈ V, it holds that
‖B̂(u, v)‖W∗ ≤ C‖u‖W‖v‖V, (2.19)
and
‖B̂(u, u)‖W∗ ≤ CB‖u‖2V. (2.20)
In addition
〈B̂(u, v), v〉 = 0, (2.21)
which implies
〈B̂(u, v), w〉 = −〈B̂(u, w), v〉, ∀u, v, w ∈W. (2.22)
3 Hypotheses
In this section, we will state the precise assumptions on the coefficients and collect some
preliminary results from [39] and [37], which will be used later.
Let F : V × [0, T ] → V and G : V × [0, T ] → V⊗m be given measurable maps. We
introduce the following conditions:
(F1)
F (0, t) = 0, (3.1)
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and
‖F (u1, t)− F (u2, t)‖V ≤ C1‖u1 − u2‖V, ∀u1, u2 ∈ V, t ∈ [0, T ]. (3.2)
(F2) F is differentiable with respect to the first variable, and the derivative F ′ : V ×
[0, T ] → L(V) is uniformly Lipschitz with respect to the first variable, more precisely, for
any t ∈ [0, T ],
‖F ′(u1, t)− F ′(u2, t)‖L(V) ≤ C2‖u1 − u2‖V, ∀u1, u2 ∈ V, t ∈ [0, T ]. (3.3)
By (3.2), we conclude that
‖F ′(u, t)‖L(V) ≤ C2. (3.4)
(G)
G(0, t) = 0, (3.5)
and
‖G(u1, t)−G(u2, t)‖V⊗m ≤ C3‖u1 − u2‖V, ∀u1, u2 ∈ V, t ∈ [0, T ]. (3.6)
Where C1, C2, C3 are some constants independent of u, t. Set
F̂ ′(u, t) = (I + αA)−1F ′(u, t).
Condition (F1), Condition (F2) and Condition (G) imply that there exist CF , C
′
F
and CG such that
‖F̂ (u1, t)− F̂ (u2, t)‖V ≤ CF‖u1 − u2‖V, (3.7)
‖F̂ ′(u1, t)− F̂ ′(u2, t)‖L(V) ≤ C ′F‖u1 − u2‖V, (3.8)
‖Ĝ(u1, t)− Ĝ(u2, t)‖V⊗m ≤ CG‖u1 − u2‖V. (3.9)
Now we recall the concept of solution of the problem (1.1).
Definition 3.1 A V-valued {Ft}-adapted stochastic process uε is called a solution of the
system (1.1), if the following two conditions hold
1. uε ∈ Lp(Ω,F , P ;L∞([0, T ],W)) ∩ Lp(Ω,F , P ;C([0, T ],V)), 2 ≤ p <∞.
2. For any v ∈W, the following identity holds P -a.s.
(uε(t)− uε(0), v)V +
∫ t
0
[ν((uε(s), v)) +
(
curl(uε(s)− α∆uε(s))× uε(s), v)]ds
=
∫ t
0
(
F (uε(s), s), v
)
ds+
√
ε
∫ t
0
(
G(uε(s), s), v
)
dW (s), ∀t ∈ (0, T ]
Or equivalently, P -a.s., the following equation
uε(t) +
∫ t
0
(
νÂuε(s) + B̂(uε(s), uε(s))
)
ds = uε(0) +
∫ t
0
F̂ (uε(s), s)ds+
√
ε
∫ t
0
Ĝ(uε(s), s)dW (s),
holds in W∗ for any t ∈ (0, T ].
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Applying Galerkin approximation schemes for the system (1.1), Razafimandimby and
Sango obtained the following result (see Theorem 3.4 and Theorem 4.1 in [37]).
Theorem 3.2 Let u0 ∈ W. Assume conditions (F1) and (G) hold. Then the system (1.1)
(or equivalently the problem (1.3)) has a unique solution uǫ. Moreover, the solution uε admits
a version which is continuous in W with respect to the weak topology.
Recall the solution u0 given in (1.4). By Theorem 5.6 in [16], we have the following
lemma.
Lemma 3.1 If we assume that the boundary ∂O is of class C3,1 and the initial value u0 ∈
V ∩H4(O), then u0 belongs to L∞([0, T ],V ∩H4(O)), i.e.
sup
t∈[0,T ]
‖u0(t)‖H4(O) ≤ C. (3.10)
To obtain the moderate deviation principles, additionally we impose the following hy-
pothese throughout.
(I) the initial value u0 ∈ V ∩H4(O) and the boundary ∂O is of class C3,1.
4 Central Limit Theorem
In this section, we will establish the central limit theorem. Let uε and u0 be the unique
solution of (1.3) and (1.4) respectively. The following estimates follow from Lemma 3.7 in
[37].
Lemma 4.1 There exists a constant ε0 > 0 such that, for any 2 ≤ p <∞
sup
ε∈(0,ε0)
E
[
sup
s∈[0,T ]
‖uε(s)‖p
W
]
≤ Cp, (4.1)
sup
s∈[0,T ]
‖u0(s)‖p
W
≤ Cp. (4.2)
The next result is concerned with the convergence of uε as ε→ 0.
Proposition 4.1 There exists a constant ε0 > 0 such that, for all 0 ≤ ε ≤ ε0,
E
[
sup
s∈[0,T ]
‖uε(s)− u0(s)‖p
V
]
≤ ε p2Cp, for any 2 ≤ p <∞, (4.3)
where Cp is a constant depending on p.
Proof: For any integer J ≥ 1 we introduce the stopping time
τJ = inf{t ≥ 0; ‖uε(t)− u0(t)‖V ≥ J}.
Applying Itoˆ’s formula to ‖uε(t)− u0(t)‖p
V
for p ≥ 2, we have
d‖uε(t)− u0(t)‖p
V
= d(‖uε(t)− u0(t)‖2
V
)
p
2
=
p
2
‖uε(t)− u0(t)‖p−2
V
(
− 2ν‖uε(t)− u0(t)‖2dt
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−2〈B̂(uε(t), uε(t))− B̂(u0(t), u0(t)), uε(t)− u0(t)〉dt
+2
(
F̂ (uε(t), t)− F̂ (u0(t), t), uε(t)− u0(t))
V
dt
+2
√
ε
(
Ĝ(uε(t), t), uε(t)− u0(t))
V
dW (t) + ε‖Ĝ(uε(t), t)‖2
V⊗m
dt
)
+
p
4
(
p
2
− 1)‖uε(t)− u0(t)‖p−4
V
4ε
(
Ĝ(uε(t), t), uε(t)− u0(t))
V
(
Ĝ(uε(t), t), uε(t)− u0(t))′
V
dt.
Integrating from 0 to t, we have
‖uε(t)− u0(t)‖p
V
+ pν
∫ t
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)− u0(s)‖2ds
= −p
∫ t
0
‖uε(s)− u0(s)‖p−2
V
〈B̂(uε(s), uε(s))− B̂(u0(s), u0(s)), uε(s)− u0(s)〉ds
+p
∫ t
0
‖uε(s)− u0(s)‖p−2
V
(
F̂ (uε(s), s)− F̂ (u0(s), s), uε(s)− u0(s))
V
ds
+
√
εp
∫ t
0
‖uε(s)− u0(s)‖p−2
V
(
Ĝ(uε(s), s), uε(s)− u0(s))
V
dW (s)
+
p
2
ε
∫ t
0
‖uε(s)− u0(s)‖p−2
V
‖Ĝ(uε(s), s)‖2
V⊗m
ds
+p(
p
2
− 1)ε
∫ t
0
‖uε(s)− u0(s)‖p−4
V
(
Ĝ(uε(s), s), uε(s)− u0(s))
V
(
Ĝ(uε(s), s), uε(s)− u0(s))′
V
ds.
Taking sup over the interval [0, T ∧ τJ ] and taking expectation,
E
[
sup
t∈[0,T∧τJ ]
‖uε(t)− u0(t)‖p
V
]
+ νp E
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)− u0(s)‖2ds)
]
≤ pE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
∣∣〈B̂(uε(s), uε(s))− B̂(u0(s), u0(s)), uε(s)− u0(s)〉∣∣ds]
+pE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
∣∣(F̂ (uε(s), s)− F̂ (u0(s), s), uε(s)− u0(s))
V
∣∣ds]
+
√
εpE
[
sup
0≤t≤T∧τJ
∣∣∣ ∫ t
0
‖uε(s)− u0(s)‖p−2
V
(
Ĝ(uε(t), t), uε(s)− u0(s))
V
dW (s)
∣∣∣]
+
p
2
εE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖Ĝ(uε(s), s)‖2
V⊗m
ds
]
+p(
p
2
− 1)εE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−4
V(
Ĝ(uε(s), s), uε(s)− u0(s))
V
(
Ĝ(uε(s), s), uε(s)− u0(s))′
V
ds
]
:= I1(T ) + I2(T ) + I3(T ) + I4(T ) + I5(T ). (4.4)
Lemma 2.3 and Lemma 2.4 imply
I1(T ) ≤ CpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
∣∣〈B̂(uε(s)− u0(s), uε(s)), uε(s)− u0(s)〉∣∣ds]
≤ CpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)− u0(s)‖2
V
‖u0(s)‖Wds
]
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≤ Cp
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
(‖uε(r)− u0(r)‖p
V
)
]
‖u0(s)‖Wds. (4.5)
By (3.7), we have
I2(T ) ≤ CpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)− u0(s)‖2
V
ds
]
≤ Cp
∫ T∧τJ
0
E
[
sup
r∈[0,s∧τJ ]
‖uε(r)− u0(r)‖p
V
]
ds. (4.6)
Applying (3.9) and the B-D-G and Young’s inequalities to I3, we have for any δ > 0
I3(T ) ≤
√
εCpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖2p−2
V
‖uε(s)‖2
V
ds
]1
2
≤ √εCpE
[
sup
s∈[0,T∧τJ ]
‖uε(s)− u0(s)‖
p
2
V
( ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)‖2
V
ds
) 1
2
]
≤ δE
[
sup
s∈[0,T∧τJ ]
‖uε(s)− u0(s)‖p
V
]
+ εCp,δE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)‖2
V
ds
]
≤ δE
[
sup
s∈[0,T∧τJ ]
‖uε(s)− u0(s)‖p
V
]
+ Cp,δE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p
V
ds
]
+ε
p
2Cp,δE
[ ∫ T∧τJ
0
‖uε(s)‖p
V
ds
]
≤ δE
[
sup
s∈[0,T∧τJ ]
‖uε(s)− u0(s)‖p
V
]
+ Cp,δ
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖uε(r)− u0(r)‖p
V
]
ds
+ε
p
2Cp,δ,TE
[
sup
s∈[0,T ]
‖uε(s)‖p
V
]
. (4.7)
By (3.5) and (3.9), we have
I4(T ) ≤ εCpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)‖2
V
ds
]
≤ Cp
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖uε(r)− u0(r)‖p
V
]
ds+ ε
p
2Cp,TE
[
sup
s∈[0,T ]
‖uε(s)‖p
V
]
, (4.8)
and
I5(T ) ≤ εCpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)‖2
V
]
≤ Cp
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖uε(r)− u0(r)‖p
V
]
ds+ ε
p
2Cp,TE
[
sup
s∈[0,T ]
‖uε(s)‖p
V
]
. (4.9)
Combining (4.4)–(4.9), we get
(1− δ)E
[
sup
s∈[0,T∧τJ ]
‖uε(s)− u0(s)‖p
V
]
+νpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p−2
V
‖uε(s)− u0(s)‖2ds
]
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≤ Cp
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
(‖uε(r)− u0(r)‖p
V
)
](‖u0(s)‖W + 1)ds
+ε
p
2Cp,δ,TE
[
sup
s∈[0,T ]
‖uε(s)‖p
V
]
. (4.10)
Choosing δ = 1
2
and applying Gronwall’s Inequality, we obtain
E
[
sup
s∈[0,T∧τJ ]
‖uε(s)− u0(s)‖p
V
]
≤ ε p2Cp. (4.11)
Finally, let J →∞ to obtain (4.3). 
Consider the following SPDE:
dV 0(t) + νÂV 0(t)dt
= −B̂(V 0(t), u0(t))− B̂(u0(t), V 0(t)) + F̂ ′(u0(t), t)V 0(t)dt + Ĝ(u0(t), t)dW (t).(4.12)
with initial value V 0(0) = 0. Using Galerkin approximations and Lemma 3.1 as in [37], we
can prove that there exists a unique solution of (4.12), and we have the following estimate:
E
[
sup
s∈[0,T ]
‖V 0(s)‖p
W
]
≤ Cp, p ≥ 2.
Actually, the details of a prior estimates of Galerkin approximations are also similar to the
proof of Lemma 5.1 below.
Our first main result is the following central limit theorem.
Theorem 4.2 Set V ε(t) := u
ε−u0√
ε
.
Then we have
lim
ε→0
E
[
sup
s∈[0,T ]
‖V ε(s)− V 0(s)‖p
V
]
= 0. (4.13)
Proof: Noticing that V ε(0) = 0,
dV ε(t) + νÂV ε(t)dt+ B̂(V ε(t), uε(t))dt + B̂(u0(t), V ε(t))dt
=
1√
ε
(
F̂ (uε(t), t)− F̂ (u0(t), t))dt+ Ĝ(uε(t), t)dW (t),
We have
d(V ε(t)− V 0(t)) + νÂ(V ε(t)− V 0(t))dt
+(B̂(V ε(t), uε(t))− B̂(V 0(t), u0(t)))dt+ (B̂(u0(t), V ε(t))− B̂(u0(t), V 0(t)))dt
=
1√
ε
(
F̂ (uε(t), t)− F̂ (u0(t), t))dt− F̂ ′(u0(t), t)V 0(t)dt
+
(
Ĝ(uε(t), t)− Ĝ(u0(t), t))dW (t).
By Proposition 4.1, we have
E
[
sup
s∈[0,T ]
‖V ε(s)‖p
V
]
≤ Cp. (4.14)
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Now applying Itoˆ’s formula to ‖V ε(t)− V 0(t)‖p
V
for p ≥ 2, we have
d‖V ε(t)− V 0(t)‖p
V
= d(‖V ε(t)− V 0(t)‖2
V
)
p
2
=
p
2
‖V ε(t)− V 0(t)‖p−2
V
(
− 2ν‖V ε(t)− V 0(t)‖2
−2〈B̂(V ε(t), uε(t))− B̂(V 0(t), u0(t)), V ε(t)− V 0(t)〉dt
+2
( 1√
ε
(
F̂ (uε(t), t)− F̂ (u0(t), t))− F̂ ′(u0(t), t)V 0(t), V ε(t)− V 0(t))
V
dt
+2
(
Ĝ(uε(t), t)− Ĝ(u0(t), t), V ε(t)− V 0(t))
V
dW (t) + ‖Ĝ(uε(t), t)− Ĝ(u0(t), t)‖2
V⊗m
dt
)
+p(
p
2
− 1)‖V ε(t)− V 0(t)‖p−4
V
(
Ĝ(uε(t), t)− Ĝ(u0(t), t), V ε(t)− V 0(t))
V(
Ĝ(uε(t), t)− Ĝ(u0(t), t), V ε(t)− V 0(t))′
V
dt.
Integrating from 0 to t,
‖V ε(t)− V 0(t)‖p
V
+ νp
∫ t
0
‖V ε(s)− V 0(s)‖p−2
V
‖V ε(s)− V 0(s)‖2ds
= −p
∫ t
0
‖V ε(s)− V 0(s)‖p−2
V
〈B̂(V ε(s), uε(s))− B̂(V 0(s), u0(s)), V ε(s)− V 0(s)〉ds
+p
∫ t
0
‖V ε(s)− V 0(s)‖p−2
V( 1√
ε
(F̂ (uε(s), s)− F (u0(s), s))− F̂ ′(u0(s), s)V 0(s), V ε(s)− V 0(s))
V
ds
+p
∫ t
0
‖V ε(s)− V 0(s)‖p−2
V
(
Ĝ(uε(s), s)− Ĝ(u0(s), s), V ε(s)− V 0(s))
V
dW (s)
+
p
2
∫ t
0
‖V ε(s)− V 0(s)‖p−2
V
‖Ĝ(uε(s), s)− Ĝ(u0(s), s)‖2
V⊗m
ds
+p(
p
2
− 1)
∫ t
0
‖V ε(s)− V 0(s)‖p−4
V
(
Ĝ(uε(s), s)− Ĝ(u0(s), s), V ε(s)− V 0(s))
V(
Ĝ(uε(s), s)− Ĝ(u0(s), s), V ε(s)− V 0(s))′
V
ds.
Define τJ = inf{t ≥ 0; ‖V ε(t) − V 0(t)‖pV ≥ J}. Taking sup over the interval [0, T ∧ τJ ] and
taking expectation,
E
[
sup
s∈[0,T∧τJ ]
‖V ε(s)− V 0(s)‖p
V
]
+ νpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
‖V ε(s)− V 0(s)‖2ds
]
≤ pE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
∣∣〈B̂(V ε(s), uε(s))− B̂(V 0(s), u0(s)), V ε(s)− V 0(s)〉∣∣ds]
+pE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V∣∣( 1√
ε
(
F̂ (uε(s), s)− F̂ (u0(s), s))− F̂ ′(u0(s), s)V 0(s), V ε(s)− V 0(s))
V
∣∣ds]
+pE
[
sup
t∈[0,T∧τJ ]
∣∣∣ ∫ t
0
‖V ε(s)− V 0(s)‖p−2
V
2
(
Ĝ(uε(s), s)− Ĝ(u0(s), s), V ε(s)− V 0(s))
V
dW (s)
∣∣∣]
+
p
2
E
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
‖Ĝ(uε(s), s)− Ĝ(u0(s), s)‖2
V⊗m
ds
]
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+p(
p
2
− 1)E
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−4
V
(
Ĝ(uε(s), s)− Ĝ(u0(s), s), V ε(s)− V 0(s))
V(
Ĝ(uε(s), s)− Ĝ(u0(s), s), V ε(s)− V 0(s))′
V
ds
]
:= J1(T ) + J2(T ) + J3(T ) + J4(T ) + J5(T ). (4.15)
By Lemma 2.4,∣∣〈B̂(V ε(s), uε(s))− B̂(V 0(s), u0(s)), V ε(s)− V 0(s)〉∣∣
=
∣∣− 〈B̂(V ε(s)− V 0(s), V ε(s)− V 0(s)), u0(s)〉+√ε〈B̂(V ε(s), V ε(s)), V 0(s)〉∣∣
≤ C‖V ε(s)− V 0(s)‖2
V
‖u0(s)‖W +
√
εC‖V ε(s)‖2
V
‖V 0(s)‖W.
Substituting the above inequality into J1, we get for δ > 0
J1(T ) ≤ CpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p
V
‖u0(s)‖W
+
√
εC‖V ε(s)− V 0(s)‖p−2
V
‖V ε(s)‖2
V
‖V 0(s)‖Wds
]
≤ Cp
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖V ε(r)− V 0(r)‖p
V
]
‖u0(s)‖Wds
+
√
εCpE
[ ∫ T∧τJ
0
(
δ‖V ε(s)− V 0(s)‖p
V
+ Cδ(‖V ε(s)‖2V‖V 0(s)‖W)
p
2
)
ds
]
≤ Cp,δ
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖V ε(r)− V 0(r)‖p
V
](‖u0(s)‖W + 1)ds
+
√
εCp,δ
(
E
[ ∫ T
0
‖V ε(s)‖2p
V
ds
]
+ E
[ ∫ T
0
‖V 0(s)‖p
W
ds
])
≤ Cp,δ
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖V ε(r)− V 0(r)‖p
V
](‖u0(s)‖W + 1)ds
+
√
εCp,δ,T
(
E
[
sup
s∈[0,T ]
‖V ε(s)‖2p
V
]
+ E
[
sup
s∈[0,T ]
‖V 0(s)‖p
W
])
. (4.16)
By (3.2) and (3.8), we have
∣∣( 1√
ε
(
F̂ (uε(s), s)− F̂ (u0(s), s))− F̂ ′(u0(s), s)V 0(s), V ε(s)− V 0(s))
V
∣∣
≤
∣∣∣( 1√
ε
(
F (uε(s), s)− F (u0(s), s))− F ′(u0(s), s)uε(s)− u0(s)√
ε
, V ε(s)− V 0(s)
)
V
∣∣∣
+|(F ′(u0(s), s)uε(s)− u0(s)√
ε
− F ′(u0(s), s)V 0(s), V ε(s)− V 0(s))
V
|
≤ C‖θ(s)(uε(s)− u0(s))‖V‖V ε(s)− V 0(s)‖V‖V ε(s)‖V + C‖V ε(s)− V 0(s)‖2V
≤ √εC‖V ε(s)‖2
V
‖V ε(s)− V 0(s)‖V + C‖V ε(s)− V 0(s)‖2V.
θ(s) ∈ (0, 1) comes from the mean value theorem.
Thus, we have
J2(T ) ≤ CpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
13
(√
ε‖V ε(s)‖2
V
‖V ε(s)− V 0(s)‖V + ‖V ε(s)− V 0(s)‖2V
)
ds
]
≤ CpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p
V
ds
]
+
√
εCpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−1
V
‖V ε(s)‖2
V
ds
]
≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖V ε(s)− V 0(s)‖p
V
]
ds+
√
εCp,TE
[
sup
s∈[0,T ]
‖V ε(s)‖2p
V
]
. (4.17)
By the B-D-G inequality and (3.9),
J3(T ) ≤ CpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖2p−2
V
‖uε(s)− u0(s)‖2
V
ds
]1
2
≤ CpE
[
sup
s∈[0,T∧τJ ]
‖V ε(s)− V 0(s)‖
p
2
V
( ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
‖uε(s)− u0(s)‖2
V
ds
) 1
2
]
≤ δE
[
sup
s∈[0,T∧τJ ]
‖V ε(s)− V 0(s)‖p
V
]
+Cp,δE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
‖uε(s)− u0(s)‖2
V
ds
]
≤ δE
[
sup
s∈[0,T∧τJ ]
‖V ε(s)− V 0(s)‖p
V
]
+ Cp,δE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p
V
ds
]
+ε
p
2Cp,δE
[ ∫ T∧τJ
0
‖V ε(s)‖p
V
ds
]
≤ δE
[
sup
s∈[0,T∧τJ ]
‖V ε(s)− V 0(s)‖p
V
]
+ Cp,δ
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖V ε(r)− V 0(r)‖p
V
]
ds
+ε
p
2Cp,δ,TE
[
sup
s∈[0,T ]
‖V ε(s)‖p
V
]
. (4.18)
Using (3.9) again, we have
J4(T ) ≤ CpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
‖uε(s)− u0(s)‖2
V
ds
]
≤ CpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p
V
ds
]
+ CpE
[ ∫ T∧τJ
0
‖uε(s)− u0(s)‖p
V
ds
]
≤ Cp
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖V ε(r)− V 0(r)‖p
V
]
ds+ ε
p
2Cp,TE
[
sup
s∈[0,T ]
‖V ε(s)‖p
V
]
. (4.19)
and
J5(T ) ≤ CpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
‖uε(s)− u0(s)‖2
V
ds
]
≤ Cp
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖V ε(r)− V 0(r)‖p
V
]
ds+ ε
p
2Cp,TE
[
sup
s∈[0,T ]
‖V ε(s)‖p
V
]
. (4.20)
Combining (4.15)–(4.20), we get
(1− δ)E
[
sup
s∈[0,T∧τJ ]
‖V ǫ(s)− V 0(s)‖p
V
]
14
+νpE
[ ∫ T∧τJ
0
‖V ε(s)− V 0(s)‖p−2
V
‖V ε(s)− V 0(s)‖2ds
]
≤ Cp,δ
∫ T
0
E
[
sup
r∈[0,s∧τJ ]
‖V ε(r)− V 0(r)‖p
V
](‖u0(s)‖W + 1)ds
+
√
εCp,δ,T
(
E
[
sup
s∈[0,T ]
‖V ε(s)‖2p
V
]
+ E
[
sup
s∈[0,T ]
‖V 0(s)‖p
W
])
+ε
p
2CpE
[
sup
s∈[0,T∧τJ ]
‖V ε(s)‖p
V
]
. (4.21)
Choosing δ = 1
2
and applying Gronwall’s inequality, we obtain
E
[
sup
s∈[0,T∧τJ ]
‖V ǫ(s)− V 0(s)‖p
V
]
≤ (ε p2 +√ε)Cp. (4.22)
Let J →∞ and ε→ 0 to obtain (4.13). 
5 Moderate deviation principle
In this section, we will prove that 1√
ελ(ε)
(uε − u0) satisfies an LDP on C([0, T ];V) with λ(ε)
satisfying (1.5). This special type of LDP is usually called the moderate deviation of uε.
5.1 Weak convergence method
We will recall the general criteria for a large deviation principle obtained in [4]. Let E be a
Polish space with the Borel σ-field B(E).
Definition 5.1 (Rate function) A function I : E → [0,∞] is called a rate function on E ,
if for each M <∞, the level set {x ∈ E : I(x) ≤M} is a compact subset of E .
Definition 5.2 (Large deviation principle) Let I be a rate function on E . A family
{Xε} of E-valued random elements is said to satisfy a large deviation principle on E speed
λ2(ε) and with rate function I, if the following two conditions hold:
(a) (Upper bound) For each closed subset F of E ,
lim sup
ε→0
1
λ2(ε)
logP (Xε ∈ F ) ≤ − inf
x∈F
I(x).
(b) (Lower bound) For each open subset G of E ,
lim inf
ε→0
1
λ2(ε)
logP (Xε ∈ G) ≥ − inf
x∈G
I(x).
The Cameron-Martin space associated with the Wiener process {W (t), t ∈ [0, T ]} is given
by
H0 :=
{
h : [0, T ]→ Rm; h is absolutely continuous and
∫ T
0
‖h˙(s)‖2
Rm
ds < +∞
}
. (5.1)
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The space H0 is a Hilbert space with inner product
〈h1, h2〉H0 :=
∫ T
0
〈h˙1(s), h˙2(s)〉Rmds.
Let A denote the class of Rm-valued {Ft}-predictable processes φ belonging to H0 P-a.s..
Set SN = {h ∈ H0;
∫ T
0
‖h˙(s)‖2
Rm
ds ≤ N}. The set SN endowed with the weak topology is a
Polish space. Define AN = {φ ∈ A;φ(ω) ∈ SN , P -a.s.}.
Recall the following result from [4].
Theorem 5.3 For ε > 0, let Γε be a measurable mapping from C([0, T ];Rm) into E . Let
Xε := Γε(W (·)). Suppose that there exists a measurable map Γ0 : C([0, T ];Rm) → E such
that
(a) for every N < +∞ and any family {hε; ε > 0} ⊂ AN satisfying that hε converges in
distribution as SN -valued random elements to h as ε→ 0,
Γε
(
W (·) + λ(ε) ∫ ·
0
h˙ε(s)ds
)
converges in distribution to Γ0(
∫ ·
0
h˙(s)ds) as ε→ 0;
(b) for every N < +∞, the set {
Γ0
(∫ ·
0
h˙(s)ds
)
; h ∈ SN
}
is a compact subset of E .
Then the family {Xε}ε>0 satisfies a large deviation principle in E with the rate function I
given by
I(g) := inf
{h∈H0;g=Γ0(
∫
·
0
h˙(s)ds)}
{
1
2
∫ T
0
‖h˙(s)‖2
Rm
ds
}
, g ∈ E , (5.2)
with the convention inf{∅} =∞.
5.2 Our main result
Set Zε(t) := (uε(t)−u0(t))/√ελ(ε). It is easy to see that Zε satisfies the following stochastic
evolution equation:
dZε(t) + νÂZε(t)dt+ B̂
(
Zε(t), u0(t) +
√
ελ(ε)Zε(t)
)
dt+ B̂
(
u0(t), Zε(t)
)
dt
=
1√
ελ(ε)
(
F̂ (u0(t) +
√
ελ(ε)Zε(t), t)− F̂ (u0(t), t))dt
+
1
λ(ε)
Ĝ
(
u0(t) +
√
ελ(ε)Zε(t), t
)
dW (t). (5.3)
The solution of (5.3) determines a mapping Γε from C(0, T ;Rm) to C(0, T ;V) so that
Γε(W ) = Zε. Let N be any fixed positive integer. Fixed h ∈ SN , consider the deterministic
PDE:
dX(t) + νÂX(t)dt+ B̂(X(t), u0(t))dt+ B̂(u0(t), X(t))dt
= F̂ ′(u0(t), t)X(t)dt+ Ĝ(u0(t), t)h˙(t)dt. (5.4)
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Theorem 5.7 below implies that there exists a unique solution X(t) ∈ C(0, T ;V) to the
equation (5.4). Define
Γ0(
∫ ·
0
h˙(s)ds) := X.
Let I : C(0, T ;V)→ [0,∞] be defined as in (5.2).
Theorem 5.4 Assume that (F1), (F2), (G) and (I) hold. Then the family {Zε}ε>0 of
system (5.3) satisfied a large deviation principle on C([0, T ];V) with speed λ2(ε) and with
the good rate function I with respect to the topology of uniform convergence.
Proof of Theorem 5.4.
According to Theorem 5.3, we need to prove that Condition (a), (b) are fulfilled. The
verification of Condition (a) will be given by Theorem 5.7 below. Condition (b) will be
established in Theorem 5.8 below.
5.3 The Proofs
For any fixed family {hε; ε > 0} ⊂ AN , By Girsanov Transformation and the definition of
P ε, we know that Xh
ε
:= Γε(W (·) + λ(ε) ∫ ·
0
h˙ε(s)ds) is the solution of the following SPDE:
dXh
ε
(t) + νÂXh
ε
(t)dt + B̂
(
Xh
ε
(t), u0(t) +
√
ελ(ε)Xh
ε
(t)
)
dt+ B̂
(
u0(t), Xh
ε
(t)
)
dt
=
1√
ελ(ε)
(
F̂ (u0(t) +
√
ελ(ε)Xh
ε
(t), t)− F̂ (u0(t), t))dt
+
1
λ(ε)
Ĝ
(
u0(t) +
√
ελ(ε)Xh
ε
(t), t
)
dW (t) + Ĝ
(
u0(t) +
√
ελ(ε)Xh
ε
(t), t
)
h˙ε(t)dt. (5.5)
First we will establish some priori estimates.
Lemma 5.1 There exists ε0 > 0 and a constant Cp,N such that
sup
ε∈(0,ε0)
E
[
sup
s∈[0,T ]
‖Xhε(s)‖p
W
]
≤ Cp,N , for any 2 ≤ p <∞. (5.6)
Set WM = Span(e1, · · · , eM). Let XM,hε ∈ WM be the Galerkin approximations of (5.5)
satisfying
d(XM,h
ε
, ei)V + ν((X
M,hε, ei))dt
= −〈B̂(XM,hε, u0 +√ελ(ε)XM,hε), ei〉dt− 〈B̂(u0, XM,hε), ei〉dt
+
1√
ελ(ε)
(
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t), ei
)
dt
+
1
λ(ε)
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)
dW (t)
+(G(u0 +
√
ελ(ε)XM,h
ε
, t)h˙ε(t), ei)dt, ı = 1, 2, · · · ,M. (5.7)
As in the proof of Theorem 3.4 in [37], one can show that limM→∞XM,h
ε
= Xh
ε
with
respect to the weak-star topology in Lp(Ω,F , P, L∞([0, T ],W)) for any p ≥ 2. Hence Lemma
5.1 will follow from the following result, whose proof is rather involved.
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Lemma 5.2 For p ≥ 2, we have
sup
ε∈(0,ε0)
E
[
sup
s∈[0,T ]
‖XM,hε(s)‖p
V
]
≤ Cp,N , (5.8)
sup
ε∈(0,ε0)
E
[
sup
s∈[0,T ]
‖XM,hε(s)‖p
W
]
≤ Cp,N . (5.9)
Proof: Recall ‖v‖∗ = |curl(v − α∆v)| for any v ∈W. Define
τJ = inf{t ≥ 0, ‖XM,hε(t)‖V + ‖XM,hε(t)‖∗ ≥ J}.
Applying Itoˆ’s formula,
d(XM,h
ε
, ei)
2
V
+ 2
(
XM,h
ε
, ei
)
V
(
ν((XM,h
ε
, ei))dt
+〈B̂(XM,hε, u0 +√ελ(ε)XM,hε), ei〉dt+ 〈B̂(u0, XM,hε), ei〉dt
)
= 2
(
XM,h
ε
, ei
)
V
( 1√
ελ(ε)
(
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t), ei
)
dt
+
1
λ(ε)
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)
dW (t) +
(
G(u0 +
√
ελ(ε)XM,h
ε
, t)h˙ε(t), ei
)
dt
)
+
1
λ(ε)2
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)′
dt.
Noting that ‖XM,hε‖2
V
=
∑M
i=1 λi(X
M,hε, ei)
2
V
and 〈B̂(u, v), v〉 = 0, it follows that
d‖XM,hε‖2
V
+ 2ν‖XM,hε‖2dt+ 2〈B̂(XM,hε, u0), XM,hε〉dt
=
2√
ελ(ε)
(
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t), XM,hε)dt
+
2
λ(ε)
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), XM,h
ε)
dW (t)
+2
(
G(u0 +
√
ελ(ε)XM,h
ε
, t)h˙ε(t), XM,h
ε)
dt
+
1
λ2(ε)
M∑
i=1
λi
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)′
dt.
(5.10)
By Itoˆ’s formula again, for p ≥ 4,
d‖XM,hε‖p
V
=
p
2
‖XM,hε‖p−2
V
(
− 2ν‖XM,hε‖2dt− 2〈B̂(XM,hε, u0), XM,hε〉
+
2√
ελ(ε)
(
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t), XM,hε)dt
+
2
λ(ε)
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), XM,h
ε)
dW (t)
+2
(
G(u0 +
√
ελ(ε)XM,h
ε
, t)h˙ε(t), XM,h
ε)
dt (5.11)
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+
1
λ2(ε)
M∑
i=1
λi
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)′
dt
)
+p(
p
2
− 1) 1
λ2(ε)
‖XM,hε‖p−4
V(
G(u0 +
√
ελ(ε)XM,h
ε
, t), XM,h
ε)(
G(u0 +
√
ελ(ε)XM,h
ε
, t), XM,h
ε)′
dt.
Integrate from 0 to t, take sup over the interval [0, T ∧ τJ ] and take expectation to get
E
[
sup
t∈[0,T∧τJ ]
‖XM,hε‖p
V
]
+ νpE
[ ∫ T∧τJ
0
‖XM,hε‖p−2
V
‖XM,hε‖2dt
]
≤ pE
[ ∫ T∧τJ
0
‖XM,hε‖p−2
V
|〈B̂(XM,hε, u0), XM,hε〉|dt
]
+
p√
ελ(ε)
E
[ ∫ T∧τJ
0
‖XM,hε‖p−2
V
∣∣(F (u0 +√ελ(ε)XM,hε, t)− F (u0, t), XM,hε)∣∣dt]
+
p
λ(ε)
E
[
sup
t∈[0,T∧τJ ]
∫ t
0
‖XM,hε‖p−2
V
(
G(u0 +
√
ελ(ε)XM,h
ε
, s), XM,h
ε)
dW (s)
]
+pE
[ ∫ T∧τJ
0
‖XM,hε‖p−2
V
∣∣(G(u0 +√ελ(ε)XM,hε, t)h˙ε(t), XM,hε)∣∣dt]
+
p
λ2(ε)
E
[ ∫ T∧τJ
0
‖XM,hε‖p−2
V
M∑
i=1
λi
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)′
dt
]
+
p
λ2(ε)
(
p
2
− 1)E
[ ∫ T∧τJ
0
‖XM,hε‖p−4
V(
G(u0 +
√
ελ(ε)XM,h
ε
, t), XM,h
ε)(
G(u0 +
√
ελ(ε)XM,h
ε
, t), XM,h
ε)
dt
]
:= I1(T ) + I2(T ) + I3(T ) + I4(T ) + I5(T ) + I6(T ). (5.12)
By Lemma 2.4, we have
I1(T ) ≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p
V
]
‖u0(t)‖Wdt. (5.13)
By (3.2),
I2(T ) ≤ Cp√
ελ(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2
V
‖√ελ(ε)XM,hε(t)‖V‖XM,hε(t)‖Vdt
]
≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p
V
]
dt. (5.14)
Applying (3.6) and B-D-G inequality to I3, we get
I3(T ) ≤ Cp
λ(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖2p−2
V
‖u0(t) +√ελ(ε)XM,hε(t)‖2
V
dt
] 1
2
≤ Cp
λ(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖2p−2
V
‖u0(t)‖2
V
dt]
1
2
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+Cp
√
εE[
∫ T∧τJ
0
‖XM,hε(t)‖2p
V
dt
] 1
2
≤ Cp
λ(ε)
E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p−1
V
( ∫ T∧τJ
0
‖u0(t)‖2
V
dt
) 1
2
]
+Cp
√
εE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖
p
2
V
( ∫ T∧τJ
0
‖XM,hε(t)‖p
V
dt
) 1
2
]
≤ η1E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
]
+
Cp,η1
λ(ε)
E
[ ∫ T∧τJ
0
‖u0(t)‖2
V
dt
] p
2
+η2E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
]
+ Cp,η2εE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p
V
dt
]
≤ (η1 + η2)E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
]
+ Cp,η2ε
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p
V
]
dt
+
Cp,η1,T
λp(ε)
sup
t∈[0,T ]
‖u0(t)‖p
V
, (5.15)
where η1, η2 are positive constants chosen later. I4 and I6 can be bounded as follows:
I4(T ) ≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−1
V
‖u0(t) +√ελ(ε)XM,hε(t)‖V‖h˙ε(t)‖Rmdt
]
≤ CpE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p−1
V
∫ T∧τJ
0
‖u0(t) +√ελ(ε)XM,hε(t)‖V‖h˙ε(t)‖Rmdt
]
≤ δE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
]
+ Cp,δE
[ ∫ T∧τJ
0
‖u0(t) +√ελ(ε)XM,hε(t)‖V‖h˙ε(t)‖Rmdt
]p
≤ δE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
]
+ Cp,δN
p/2E
[ ∫ T∧τJ
0
‖u0(t) +√ελ(ε)XM,hε(t)‖2
V
dt
]p/2
≤ δE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
]
+ Cp,δ,Nε
p
2λp(ε)
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p
V
]
dt
+Cp,δ,N,T sup
t∈[0,T ]
‖u0(t)‖p
V
, (5.16)
where δ is a positive constant. And
I6(T ) ≤ Cp
λ2(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2
V
‖u0(t) +√ελ(ε)XM,hε(t)‖2
V
dt
]
≤ CpεE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p
V
dt
]
+
Cp
λ2(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2
V
‖u0(t)‖2
V
dt
]
≤ Cp(ε+ 1)
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p
V
]
dt+
Cp,T
λp(ε)
sup
t∈[0,T ]
‖u0(t)‖p
V
. (5.17)
Now we estimate I5(T ). By Lemma 2.2, there exists a unique solution G˜
ε(t) ∈ W⊗m of the
following equation:
G˜ε(t)− α∆G˜ε(t) = G(u0(t) +√ελ(ε)XM,hε(t), t) in O,
div G˜ε(t) = 0 in O,
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G˜ε(t) = 0 on ∂O.
Moreover,
(G˜ε(t), ei)V = (G(u
0(t) +
√
ελ(ε)XM,h
ε
(t), t), ei), ∀i ∈ {1, 2, · · · ,M},
and there exists a positive constant C0 such that
‖G˜ε(t)‖W⊗m ≤ C0‖G(u0(t) +
√
ελ(ε)XM,h
ε
(t), t)‖V⊗m.
Hence by (2.8), (3.5), (3.6) and 0 < λi ≤ λi+1, i = 1, 2, · · · ,
M∑
i=1
λi(G(u
0(s) +
√
ελ(ε)XM,h
ε
(s), s), ei)(G(u
0(s) +
√
ελ(ε)XM,h
ε
(s), s), ei)
′
=
M∑
i=1
λi(G˜
ε(s), ei)V(G˜
ε(s), ei)
′
V
=
M∑
i=1
1
λi
(G˜ε(s), s), ei)W(G˜
ε(s), s), ei)
′
W
≤ 1
λ1
‖G˜ε(s), s)‖2
W⊗m
≤ C
2
0
λ1
‖G(u0(s) +√ελ(ε)XM,hε(s), s)‖2
V⊗m
≤ C‖u0(s) +√ελ(ε)XM,hε(s)‖2
V
. (5.18)
Hence
I5(T ) ≤ Cp
λ2(ε)
E
[ ∫ T∧τJ
0
‖XM,hε‖p−2
V
‖u0(t) +√ελ(ε)XM,hε(t)‖2
V
dt
]
≤ Cp(ε+ 1)
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p
V
]
dt+
Cp,T
λp(ε)
sup
t∈[0,T ]
‖u0(t)‖p
V
. (5.19)
Combining (5.12)–(5.17) and (5.19), we get
(1− δ − η1 − η2)E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
]
+ νpE
[ ∫ T∧τJ
0
‖XM,hε‖p−2
V
‖XM,hε‖2dt
]
≤ Cp,δ,η1,η2,T
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p
V
](‖u0(t)‖W + 1)dt
+Cp,N,δ,η1,η2,T sup
t∈[0,T ]
‖u0(t)‖p
V
, ∀ε ∈ (0, 1). (5.20)
Choose δ = η1 = η2 =
1
4
. By Gronwall’s Inequality, there exists a ε0 > 0, such that
sup
ε∈(0,ε0)
E[ sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p
V
] ≤ Cp,N ,
which is (5.8).
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Next we prove (5.9). To this end, we need to establish an estimate for ‖XM,hε(t)‖p∗.
Setting
φ(u0, XM,h
ε
)
= −ν∆XM,hε + curl(XM,hε − α∆XM,hε)× (u0 +√ελ(ε)XM,hε)
+curl(u0 − α∆u0)×XM,hε − 1√
ελ(ε)
(
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t))
−G(u0 +√ελ(ε)XM,hε, t)h˙ε(t),
(5.7) becomes
d(XM,h
ε
, ei)V + (φ(u
M,0, XM,h
ε
), ei)dt =
1
λ(ε)
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)
dW (t).
Since ei ∈ H4(O), i ∈ N (see Lemma 2.9), XM,hε ∈WM , and u0 ∈ H4(O) (see Lemma 3.1),
we see that φ(u0, XM,h
ε
) ∈ H1(O). By Lemma 2.2, there exists a unique vM ∈W satisfying
vM − α∆vM = φ(u0, XM,hε) in O,
div vM = 0 in O,
vM = 0 on ∂O.
Moreover,
(vM , ei)V = (φ(u
0, XM,h
ε
), ei), ∀i ∈ {1, 2, · · · ,M}.
Thus
d(XM,h
ε
, ei)V + (v
M , ei)Vdt =
1
λ(ε)
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)
dW (t). (5.21)
Let G˜ be defined as before so that
λi(G(u
0 +
√
ελ(ε)XM,h
ε
, t), ei) = (G˜
ε(t), ei)W.
Multiplying (5.21) by λi and noticing (2.8), we get
d(XM,h
ε
, ei)W + (v
M , ei)Wdt =
1
λ(ε)
(G˜ε(t), ei)WdW (t).
Applying Itoˆ’s formula,
d(XM,h
ε
, ei)
2
W
+ 2(XM,h
ε
, ei)W(v
M , ei)Wdt
=
2
λ(ε)
(XM,h
ε
, ei)W(G˜
ε(t), ei)WdW (t) +
1
λ2(ε)
(G˜ε(t), ei)W(G˜
ε(t), ei)
′
W
dt.
Taking summation from i = 1 to i = M , we obtain
d‖XM,hε(t)‖2
W
+ 2(XM,h
ε
, vM)Wdt
=
2
λ(ε)
(
XM,h
ε
, G˜ε(t)
)
W
dW (t) +
1
λ2(ε)
M∑
i=1
(
G˜ε(t), ei
)
W
(
G˜ε(t), ei
)′
W
dt.
In view of (2.4) and (2.8), we rewrite the above equation as follows
d
[‖XM,hε‖2
V
+ ‖XM,hε‖2∗
]
+ 2
[
(XM,h
ε
, vM)V +
(
curl(XM,h
ε − α∆XM,hε), curl(vM − α∆vM))]dt
22
=
1
λ2(ε)
M∑
i=1
λ2i
(
G˜ε(t), ei
)
V
(
G˜ε(t), ei
)′
V
dt+
2
λ(ε)
(
XM,h
ε
, G˜ε(t)
)
V
dW (t)
+
2
λ(ε)
(
curl(XM,h
ε − α∆XM,hε), curl(G˜ε(t)− α∆G˜ε(t)))dW (t).
By definition of vM and G˜ε(t), it follows that
d
[‖XM,hε‖2
V
+ ‖XM,hε‖2∗
]
+ 2
[
(XM,h
ε
, φ(u0, XM,h
ε
))
+
(
curl(XM,h
ε − α∆XM,hε), curl(φ(u0, XM,hε)))]dt
=
1
λ2(ε)
M∑
i=1
λ2i
(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)(
G(u0 +
√
ελ(ε)XM,h
ε
, t), ei
)′
dt
+
2
λ(ε)
(
XM,h
ε
, G(u0 +
√
ελ(ε)XM,h
ε
, t)
)
dW (t)
+
2
λ(ε)
(
curl(XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)))dW (t).
Subtracting (5.10) from the above equation, we obtain
d‖XM,hε‖2∗ + 2
(
curl(XM,h
ε − α∆XM,hε), curl(φ(u0, XM,hε)))dt
=
1
λ2(ε)
M∑
i=1
(λ2i − λi)(G(u0 +
√
ελ(ε)XM,h
ε
, t), ei)(G(u
M,0 +
√
ελ(ε)XM,h
ε
, t), ei)
′dt
+
2
λ(ε)
(
curl(XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)))dW (t). (5.22)
A simple calculation gives that(
curl(XM,h
ε − α∆XM,hε), curl(curl(XM,hε − α∆XM,hε)× (u0 +√ελ(ε)XM,hε))) = 0,
and
curl
(
curl(u0 − α∆u0)×XM,hε) = −∆(u0 − α∆u0)×XM,hε.
Hence, (
curl(XM,h
ε − α∆XM,hε), curl(φ(u0, XM,hε)))
=
(
curl
(
XM,h
ε − α∆XM,hε), curl(− ν∆XM,hε))
+
(
curl
(
XM,h
ε − α∆XM,hε), curl(curl(u0 − α∆u0)×XM,hε))
−
(
curl(XM,h
ε − α∆XM,hε), curl( 1√
ελ(ε)
[
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t)]))
−
(
curl(XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)h˙ε(t)))
=
ν
α
‖XM,hε‖2∗ −
ν
α
(
curl
(
XM,h
ε − α∆XM,hε), curl(XM,hε))
+
(
curl
(
XM,h
ε − α∆XM,hε),−∆(u0 − α∆u0)×XM,hε)
−
(
curl
(
XM,h
ε − α∆XM,hε), curl( 1√
ελ(ε)
[
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t)]))
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−
(
curl(XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)h˙ε(t))). (5.23)
Combining (5.22) with (5.23) yields that
d‖XM,hε‖2∗ +
2ν
α
‖XM,hε‖2∗dt−
2ν
α
(
curl
(
XM,h
ε − α∆XM,hε), curl(XM,hε))dt
+2
(
curl
(
XM,h
ε − α∆XM,hε),−∆(u0 − α∆u0)×XM,hε)dt
−2
(
curl
(
XM,h
ε − α∆XM,hε), curl( 1√
ελ(ε)
[
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t)]))dt
−2
(
curl
(
XM,h
ε − α∆XM,hε), curl(G(uM,0 +√ελ(ε)XM,hε, t)h˙ε(t)))dt
=
1
λ2(ε)
M∑
i=1
(λ2i − λi)(G(u0 +
√
ελ(ε)XM,h
ε
, t), ei)(G(u
0 +
√
ελ(ε)XM,h
ε
, t), ei)
′dt
+
2
λ(ε)
(
curl
(
XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)))dW (t).
Applying Itoˆ’s formula to ‖XM,hε‖p∗, p ≥ 4,
d‖XM,hε‖p∗
= p‖XM,hε‖p−2∗
{
− ν
α
‖XM,hε‖2∗dt+
ν
α
(
curl
(
XM,h
ε − α∆XM,hε), curl(XM,hε))dt
+
(
curl
(
XM,h
ε − α∆XM,hε),∆(u0 − α∆u0)×XM,hε)dt
+
(
curl
(
XM,h
ε − α∆XM,hε), curl( 1√
ελ(ε)
[
F (u0 +
√
ελ(ε)XM,h
ε
, t)− F (u0, t)]))dt
+
(
curl
(
XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)h˙ε(t)))dt
+
1
2λ2(ε)
M∑
i=1
(λ2i − λi)(G(u0 +
√
ελ(ε)XM,h
ε
, t), ei)(G(u
0 +
√
ελ(ε)XM,h
ε
, t), ei)
′dt
+
1
λ(ε)
(
curl
(
XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)))dW (t)}
+
p
λ2(ε)
(
p
2
− 1)‖XM,hε‖p−4∗
(
curl
(
XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)))
·
(
curl
(
XM,h
ε − α∆XM,hε), curl(G(u0 +√ελ(ε)XM,hε, t)))′dt.
Integrate from 0 to t, take sup over the interval [0, T ∧ τJ ] and take expectation to get
E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p∗
]
+
νp
α
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p∗dt
]
≤ νp
α
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗
∣∣∣(curl(XM,hε(t)− α∆XM,hε(t)), curl(XM,hε(t)))∣∣∣dt]
+pE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗
·
∣∣∣(curl(XM,hε(t)− α∆XM,hε(t)),∆(u0(t)− α∆u0(t))×XM,hε(t))∣∣∣dt]
+
p√
ελ(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗
∣∣∣(curl(XM,hε(t)− α∆XM,hε(t)),
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curl
([
F (u0(t) +
√
ελ(ε)XM,h
ε
(t), t)− F (u0(t), t)]))∣∣∣dt]
+pE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗∣∣∣(curl(XM,hε(t)− α∆XM,hε(t)), curl(G(u0(t) +√ελ(ε)XM,hε(t), t)h˙ε(t)))∣∣∣dt]
+
p
2λ2(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗
M∑
i=1
(λ2i − λi)
(G(u0(t) +
√
ελ(ε)XM,h
ε
(t), t), ei)(G(u
0(t) +
√
ελ(ε)XM,h
ε
(t), t), ei)
′dt
+
p
λ(ε)
E
[
sup
t∈[0,T∧τJ ]
∣∣∣ ∫ T∧τJ
0
‖XM,hε(s)‖p−2∗(
curl
(
XM,h
ε
(s)− α∆XM,hε(s)), curl(G(u0(s) +√ελ(ε)XM,hε(s), s)))dW (s)∣∣∣]
+
p
λ2(ε)
(
p
2
− 1)E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−4∗(
curl
(
XM,h
ε
(t)− α∆XM,hε(t)), curl(G(u0(t) +√ελ(ε)XM,hε(t), t)))(
curl
(
XM,h
ε
(t)− α∆XM,hε(t)), curl(G(u0(t) +√ελ(ε)XM,hε(t), t)))′dt]
:= J1(T ) + J2(T ) + J3(T ) + J4(T ) + J5(T ) + J6(T ) + J7(T ). (5.24)
Applying Cauchy-Schwardz, Young inequalities, and noticing the fact
|curl(v)|2 ≤ 2
α
‖v‖2
V
for any v ∈W, (5.25)
we have
J1(T ) ≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗ ‖XM,h
ε
(t)‖∗‖XM,hε(t)‖Vdt
]
≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p∗
]
dt+ Cp,TE
[
sup
t∈[0,T ]
‖XM,hε(t)‖p
V
]
. (5.26)
By Lemma 3.1, Cauchy-Schwardz, Young inequalities, we have
J2(T ) ≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−1∗ |∆(u0(t)− α∆u0(t))×XM,h
ε
(t)|dt
]
≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−1∗ |∆(u0(t)− α∆u0(t))||XM,h
ε
(t)|L∞dt
]
≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−1∗ ‖u0(t)‖H4(‖XM,h
ε
(t)‖V + ‖XM,hε(t)‖∗)dt
]
≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p∗dt
]
+ CpE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p−1∗
∫ T∧τJ
0
‖XM,hε(t)‖Vdt
]
≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p∗
]
dt+ δE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p∗
]
+Cp,δ,TE
[
sup
t∈[0,T ]
‖XM,hε(t)‖p
V
]
, (5.27)
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where δ is a positive constant.
By (3.1)–(3.6) and (5.25), and using Cauchy-Schwardz and Young inequalities again,
J3(T ) ≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−1∗ ‖XM,h
ε
(t)‖Vdt
]
≤ Cp
∫ T
0
E[ sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p∗]dt+ Cp,TE
[
sup
t∈[0,T ]
‖XM,hε(t)‖p
V
]
, (5.28)
and
J4(T ) ≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−1∗ ‖u0(t) +
√
ελ(ε)XM,h
ε
(t)‖V‖h˙ε‖Rmdt
]
≤ ηE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p∗
]
+ Cp,η,N,TE
[
sup
t∈[0,T ]
‖u0(t) +√ελ(ε)XM,hε(t)‖p
V
]
≤ ηE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p∗
]
+Cp,η,N,TE
[
sup
t∈[0,T ]
(‖u0(t)‖p
V
+ ε
p
2λp(ε)‖XM,hε(t)‖p
V
)]
. (5.29)
Similar argument to (5.18), we have
M∑
i=1
(λ2i − λi)(G(u0(t) +
√
ελ(ε)XM,h
ε
(t), t), ei)(G(u
0(t) +
√
ελ(ε)XM,h
ε
(t), t), ei)
′
≤ C‖u0(t) +√ελ(ε)XM,hε(t)‖2
V
.
Thus
J5(T ) ≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗ ‖u0(t) +
√
ελ(ε)XM,h
ε
(t)‖2
V
dt
]
≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p∗
]
dt
+Cp,TE
[
sup
t∈[0,T ]
(‖u0(t)‖p
V
+ ε
p
2λp(ε)‖XM,hε(t)‖p
V
)]
. (5.30)
Using the B-D-G, Cauchy-Schwardz and Young inequalities and (3.5), (3.6), (5.25),
J6(T ) ≤ CpE
[ ∫ T∧τJ
0
‖XM,hε(t)‖2p−2∗ ‖u0(t) +
√
ελ(ε)XM,h
ε
(t)‖2
V
dt
]1
2
≤ CpE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p−1∗
( ∫ T∧τJ
0
‖u0(t) +√ελ(ε)XM,hε(t)‖2
V
dt
) 1
2
]
≤ κE
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p∗
]
+Cp,κ,TE
[
sup
t∈[0,T ]
(‖u0(t)‖p
V
+ ε
p
2λp(ε)‖XM,hε(t)‖p
V
)]
, (5.31)
and
J7(T ) ≤ Cp
λ2(ε)
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p−2∗ ‖u0(t) +
√
ελ(ε)XM,h
ε
(t)‖2
V
dt
]
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≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p∗
]
dt
+Cp,TE
[
sup
t∈[0,T ]
(‖u0(t)‖p
V
+ ε
p
2λp(ε)‖XM,hε(t)‖p
V
)]
. (5.32)
Combining with (5.24) and (5.26)–(5.32), we have
(1− δ − η − κ)E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p∗
]
+
νp
α
E
[ ∫ T∧τJ
0
‖XM,hε(t)‖p∗dt
]
≤ Cp
∫ T
0
E
[
sup
s∈[0,t∧τJ ]
‖XM,hε(s)‖p∗
]
dt
+Cp,δ,η,κ,N,T
{
sup
t∈[0,T ]
‖u0(t)‖p
V
+ E
[
sup
t∈[0,T ]
‖XM,hε(t)‖p
V
)]}
. (5.33)
Let δ = η = κ = 1
4
. The Gronwall lemma and (5.33) imply that
E
[
sup
t∈[0,T∧τJ ]
‖XM,hε(t)‖p∗
]
≤ Cp,N . (5.34)
Letting J →∞ , we obtain (5.9). 
Let K be a separable Hilbert space. Given p > 1, β ∈ (0, 1), let W β,p([0, T ];K) be the
space of all u ∈ Lp([0, T ];K) such that∫ T
0
∫ T
0
‖u(t)− u(s)‖p
K
|t− s|1+βp dtds <∞,
endowed with the norm
‖u‖p
W β,p([0,T ];K)
:=
∫ T
0
‖u(t)‖p
K
dt+
∫ T
0
∫ T
0
‖u(t)− u(s)‖p
K
|t− s|1+βp dtds.
The following result is a variant of the criteria for compactness proved in [34] (Sect. 5,
Ch. I) and [47] (Sect. 13.3).
Lemma 5.3 Let K0 ⊂ K ⊂ K1 be Banach spaces, K0 and K1 reflexive, with compact
embedding of K0 into K. For p ∈ (1,∞) and β ∈ (0, 1), let Λ be the space
Λ = Lp([0, T ];K0) ∩W β,p([0, T ];K1)
endowed with the natural norm. Then the embedding of Λ into Lp([0, T ];K) is compact.
We will apply the above criteria to prove the following result.
Proposition 5.5 {Xhε} is tight in L2([0, T ];V).
Proof: Note that
Xh
ε
(t) = −
∫ t
0
νÂXh
ε
(s)ds−
∫ t
0
B̂(Xh
ε
(s), u0(s) +
√
ελ(ε)Xh
ε
(s))ds−
∫ t
0
B̂(u0(s), Xh
ε
(s))ds
+
∫ t
0
1√
ελ(ε)
(F̂ (u0(s) +
√
ελ(ε)Xh
ε
(s), s)− F̂ (u0(s), s))ds
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+∫ t
0
1
λ(ε)
Ĝ(u0(s) +
√
ελ(ε)Xh
ε
(s), s)dW (s) +
∫ t
0
Ĝ(u0(s) +
√
ελ(ε)Xh
ε
(s), s)h˙ε(s)ds
:= I1(t) + I2(t) + I3(t) + I4(t) + I5(t) + I6(t).
By Lemma 5.1, we have
E
[ ∫ T
0
‖Xhε(t)‖2
W
dt
]
≤ C2,N (5.35)
where C2,N is a constant independent of ε. We next prove
sup
ε∈(0,ε0)
E
[
‖Xhε‖2W β,2([0,T ],W∗)
]
≤ Cβ <∞, β ∈ (0, 1/2) (5.36)
here ε0 is the constant stated in Lemma 5.1.
Noting that, for any u ∈W and v ∈ V,
(Âu, v)V = ((u, v)),
and ‖v‖2
V
≥ α‖v‖2 (see (2.3)), we have
‖Âu‖V = sup
‖v‖V≤1
|(Âu, v)V| = sup
‖v‖V≤1
|((u, v))| ≤ ‖u‖ sup
‖v‖V≤1
‖v‖ ≤ α−1/2‖u‖. (5.37)
Then
‖I1(t)− I1(s)‖2V = ‖
∫ t
s
νÂXh
ε
(l)dl‖2
V
≤
∫ t
s
‖νÂXhε(l)‖2
V
dl(t− s)
≤ ν2α−1
∫ t
s
‖Xhε(l)‖2dl(t− s)
≤ ν2α−2 sup
l∈[0,T ]
‖Xhε(l)‖2
V
(t− s)2. (5.38)
By (5.38), we have
E
[
‖I1‖2Wβ,2([0,T ];V)
]
= E
[ ∫ T
0
‖I1(s)‖2Vds+
∫ T
0
∫ T
0
‖I1(t)− I1(s)‖2V
|t− s|1+2β dsdt
]
≤ TE
[
sup
s∈[0,T ]
‖I1(s)‖2V
]
+ E
∫ T
0
∫ T
0
ν2α−2 sup
l∈[0,T ]
‖Xhε(l)‖2
V
(t− s)1−2βdsdt
≤ Cβ,TE
[
sup
l∈[0,T ]
‖Xhε(l)‖2
V
]
, β ∈ (0, 1). (5.39)
By Lemma 2.4,
‖I2(t)− I2(s)‖2W∗ = ‖
∫ t
s
B̂(Xh
ε
(l), u0(l) +
√
ελ(ε)Xh
ε
(l))dl‖2
W∗
≤
∫ t
s
‖B̂(Xhε(l), u0(l) +√ελ(ε)Xhε(l))‖2
W∗
dl · (t− s)
≤
∫ t
s
C‖Xhε(l)‖2
W
‖u0(l) +√ελ(ε)Xhε(l))‖2
V
dl · (t− s)
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≤ C sup
l∈[0,T ]
‖Xhε(l)‖2
W
sup
l∈[0,T ]
(‖u0(l)‖2
V
+ ελ2(ε)‖Xhε(l)‖2
V
)
(t− s)2
≤ C sup
l∈[0,T ]
‖u0(l)‖2
V
sup
l∈[0,T ]
‖Xhε(l))‖2
W
(t− s)2
+C sup
l∈[0,T ]
‖Xhε(l))‖4
W
(t− s)2 + Cε2λ4(ε)‖Xhε(l))‖4
V
(t− s)2,
and
‖I3(t)− I3(s)‖2W∗ = ‖
∫ t
s
B̂(u0(l), Xh
ε
(l))dl‖2
W∗
≤
∫ t
s
‖B̂(u0(l), Xhε(l))‖2
W∗
dl · (t− s)
≤
∫ t
s
C‖u0(l)‖2
W
‖Xhε(l))‖2
V
dl · (t− s)
≤ C sup
l∈[0,T ]
‖u0(l)‖2
W
sup
l∈[0,T ]
‖Xhε(l))‖2
V
(t− s)2,
which yield, for β ∈ (0, 1)
E
[
‖I2‖2Wβ,2([0,T ];W∗)
]
≤ Cβ,TE
[
sup
l∈[0,T ]
‖Xhε(l)‖4
W
]
+ Cβ,T sup
l∈[0,T ]
‖u0(l)‖2
V
E
[
sup
l∈[0,T ]
‖Xhε(l)‖2
W
]
, (5.40)
and
E
[
‖I3‖2Wβ,2([0,T ];W∗)
]
≤ Cβ,T sup
l∈[0,T ]
‖u0(l)‖2
W
E
[
sup
l∈[0,T ]
‖Xhε(l))‖2
V
]
. (5.41)
By (3.1)–(3.4),
‖I4(t)− I4(s)‖2V = ‖
1√
ελ(ε)
∫ t
s
(F̂ (u0(l) +
√
ελ(ε)Xh
ε
(l), l)− F̂ (u0(l), l))dl‖2
V
≤ 1√
ελ(ε)
∫ t
s
‖(F̂ (u0(l) +√ελ(ε)Xhε(l), l)− F̂ (u0(l), l))‖2
V
dl · (t− s)
≤ C
∫ t
s
‖Xhε(l)‖2
V
dl · (t− s)
≤ C sup
l∈[0,T ]
‖Xhε(l)‖2
V
(t− s)2,
which implies
E
[
‖I4‖2Wβ,2([0,T ];W∗)
]
≤ Cβ,TE
[
sup
l∈[0,T ]
‖Xhε(l)‖2
V
]
, β ∈ (0, 1). (5.42)
By (3.5), (3.9) and using B-D-G, Ho¨lder’s inequalities,
E
[
‖I5(t)− I5(s)‖2pV
]
= E
[ 1
λ2(ε)
∫ t
s
‖Ĝ(u0(l) +√ελ(ε)Xhε(l), l)‖2
V⊗m
dl
]p
≤ Cp
λ2p(ε)
E
[ ∫ t
s
‖u0(l) +√ελ(ε)Xhε(l)‖2
V
dl
]p
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≤ Cp sup
l∈[0,T ]
‖u0(l)‖2p
V
(t− s)p + CpεE
[
sup
l∈[0,T ]
‖Xhε(l)‖2p
V
]
(t− s)p.
Hence
E
[
‖I5‖2pWβ,2p([0,T ];W∗)
]
(5.43)
≤ Cβ,T,p
(
sup
l∈[0,T ]
‖u0(l)‖2p
V
+ E
[
sup
l∈[0,T ]
‖Xhε(l))‖2p
V
])
·
(
1 +
∫ T
0
∫ T
0
|t− s|(1−2β)p−1dsdt
)
≤ Cβ,T,p <∞, β ∈ (0, 1/2), (1− 2β)p > 0.
By (3.5), (3.9) and Ho¨lder’s inequality again,
‖I6(t)− I6(s)‖2V = ‖
∫ t
s
Ĝ(u0(l) +
√
ελ(ε)Xh
ε
(l), l)h˙ε(l)dl‖2
V
≤
∫ t
s
‖Ĝ(u0(l) +√ελ(ε)Xhε(l), l)‖2
V⊗m
dl
∫ t
s
‖h˙ε(l)‖2
Rm
dl
≤ C
∫ t
s
‖u0(l) +√ελ(ε)Xhε(l)‖2
V
dl
∫ t
s
‖h˙ε(l)‖2
Rm
dl
≤ CT
{
sup
l∈[0,T ]
‖u0(l)‖2
V
+ ‖Xhε(l)‖2
V
}∫ t
s
‖h˙ε(l)‖2
Rm
dl(t− s),
which implies, by Fubini Theorem,
E
[
‖I6‖2Wβ,2([0,T ];W∗)
]
≤ Cβ,N,T
{
sup
l∈[0,T ]
‖u0(l)‖2
V
+ E
[
sup
l∈[0,T ]
‖Xhε(l)‖2
V
]}
, β ∈ (0, 1). (5.44)
Combining (5.39)–(5.44) and (5.6), we obtain (5.36).
Since the imbedding W ⊂ V is compact, by Lemma 5.3,
Λ = L2([0, T ],W) ∩Wβ,2([0, T ],W∗), β ∈ (0, 1/2)
is compactly imbedded in L2([0, T ],V). Denote ‖ · ‖Λ := ‖ · ‖L2([0,T ],W) + ‖ · ‖Wβ,2([0,T ],W∗).
Thus for any L > 0,
KL = {u ∈ L2([0, T ],V), ‖u‖Λ ≤ L}
is relatively compact in L2([0, T ],V). We have
P (Xh
ε 6∈ KL) ≤ P (‖Xhε‖Λ ≥ L) ≤ 1
L
E(‖Xhε‖Λ) ≤ C
L
.
Freely choosing the constant L, we see that {Xhε, ε > 0} is tight in L2([0, T ],V). 
Using similar arguments as in the proof of Theorem 2.2 in [23], we see that the imbedding
C([0, T ],V) ∩
(
W
β1,p1([0, T ],W∗) + · · ·+Wβm,pm([0, T ],W∗)
)
⊂ C([0, T ];W∗) is compact if
βipi > 1, i = 1, 2, · · · , m. The following result is a consequence of (5.39) (5.40) (5.41) (5.42)
(5.43) and (5.44).
Proposition 5.6 {Xhε} is tight in C([0, T ];W∗).
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We are ready now to verify the condition (a) in Theorem 5.3.
Theorem 5.7 For every fixed N ∈ N, let hε, h ∈ AN be such that hε converges in distribu-
tion to h as ε→ 0. Then
Γε
(
W (·) + λ(ε)
∫ ·
0
h˙ε(s)ds
)
converges in distribution to Γ0(
∫ ·
0
h˙(s)ds)
in C([0, T ];V) as ε→ 0.
Proof: Note that Xh
ε
= Γε
(
W (·) + λ(ε) ∫ ·
0
h˙ε(s)ds
)
. By Proposition 5.5 and Proposition
5.6, we know that {Xhε} is tight in L2([0, T ],V) ∩ C([0, T ],W∗).
Let (X, h, W ) be any limit point of the tight family {(Xhε, hε, W ), ε ∈ (0, ε0)} with
respect to the convergence in law. We must show that X has the same law as Γ0(
∫ ·
0
h˙(s)ds),
and that actually Xh
ε
=⇒ X in the smaller space C([0, T ];V).
Set
Π =
(
L2([0, T ], V) ∩ C([0, T ], W∗), SN , C([0, T ], Rm)
)
.
By Skorokhod representation theorem, there exist a stochastic basis (Ω1,F1, {F1t }t∈[0,T ],P1)
and, on this basis, Π-valued random variables (X˜ε, h˜ε, W˜ ε), (X˜, h˜, W˜ ) such that (X˜ε, h˜ε, W˜ ε)
(respectively (X˜, h˜, W˜ )) has the same law as {(Xhε, hε, W ), ε ∈ (0, ε0)} (respectively
(X, h, W )), and (X˜ε, h˜ε, W˜ ε)→ (X˜, h˜, W˜ )-P1 a.s. in Π.
From the equation satisfied by (Xh
ε
, hε, W ), we see that (X˜ε, h˜ε, W˜ ε) satisfies the
following integral equation in W∗
X˜ε(t) = −ν
∫ t
0
ÂX˜ε(s)ds−
∫ t
0
B̂(X˜ε(s), u0(s) +
√
ελ(ε)X˜ε(s))ds−
∫ t
0
B̂(u0(s), X˜ε(s))ds
+
∫ t
0
1√
ελ(ε)
(F̂ (u0(s) +
√
ελ(ε)X˜ε(s), s)− F̂ (u0(s), s))ds
+
∫ t
0
1
λ(ε)
Ĝ(u0(s) +
√
ελ(ε)X˜ε(s), s)dW˜ ε(s) +
∫ t
0
Ĝ(u0(s) +
√
ελ(ε)X˜ε(s), s)
˙˜
hε(s)ds,
(5.45)
and moreover,(see (5.6))
sup
ε∈(0,ε0)
E1
[
sup
s∈[0,T ]
‖X˜ε(s)‖p
W
]
≤ Cp,N , for any 2 ≤ p <∞, (5.46)
where E1 stands for the expectation under the probability measure P1. Owing to (5.46) and
the fact that X˜ε → X˜ P1-a.s. in L2([0, T ], V) ∩ C([0, T ], W∗), we can assert that
there exists a sub-sequence X˜εk such that, as εk → 0
(a) X˜εk → X˜ weakly-* in Lp(Ω1,F1,P1, L∞([0, T ],W)) for any 2 ≤ p <∞,
Moreover,
E1
[
sup
s∈[0,T ]
‖X˜(s)‖p
W
]
≤ Cp,N , for any 2 ≤ p <∞ (5.47)
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(b) X˜εk → X˜ weakly in Lp(Ω1,F1,P1, Lq([0, T ],V)) for any 2 ≤ p, q <∞.
Thanks to (5.46),(5.47), and the fact that X˜ε → X˜ P1-a.s. in L2([0, T ], V)∩C([0, T ], W∗),
we have, as εk → 0
(c) X˜εk − X˜ → 0 in L2(Ω1,F1,P1, L2([0, T ],V)),
(d) ÂX˜εk → ÂX˜ weakly in L2(Ω1,F1,P1, L2([0, T ],V)),
(e) 1
λ(ε)
∫ ·
0
Ĝ(u0(s) +
√
ελ(ε)X˜ǫ(s), s)dW˜ ε(s)→ 0 in L2(Ω1,F1,P1, C([0, T ],V)),
(f) 1√
ελ(ε)
(F̂ (u0(s) +
√
ελ(ε)X˜ǫ(s), s)− F̂ (u0(s), s))→ F̂ ′(u0(s), s))X˜(s)
in L2(Ω1,F1,P1, L2([0, T ],V)),
(g) B̂(X˜εk(s), u0(s) +
√
ελ(ε)X˜ε(s))→ B̂(X˜(s), u0(s)) weakly
in L2(Ω1,F1,P1, L2([0, T ],W∗)),
(h) B̂(u0(s), X˜εk(s))→ B̂(u0(s), X˜(s)) in L2(Ω1,F1,P1, L2([0, T ],W∗)),
(i) Ĝ(u0(s) +
√
ελ(ε)X˜ǫ(s), s)
˙˜
hε(s)→ Ĝ(u0(s), s) ˙˜h(s) weakly
in L2(Ω1,F1,P1, L2([0, T ],V)).
Letting εk → 0 in (5.45) and using (a)–(i), it is easy to see that X˜ is the unique solution of
the following equation
X˜(t) = −ν
∫ t
0
ÂX˜(s)ds−
∫ t
0
B̂(X˜(s), u0(s))ds−
∫ t
0
B̂(u0(s), X˜(s))ds (5.48)
+
∫ t
0
F̂ ′(u0(s), s)X˜(s)ds+
∫ t
0
Ĝ(u0(s), s)
˙˜
h(s)ds.
This implies
X
law
= X˜ = Γ0(
∫ ·
0
˙˜
h(s)ds)
law
= Γ0(
∫ ·
0
h˙(s)ds).
Next, we will prove the following stronger statement:
lim
ε→0
sup
t∈[0,T ]
‖X˜(t)− X˜ε(t)‖V = 0, in probability. (5.49)
Because X˜ε=Xh
ε
in law, (5.49) implies that Xh
ε ⇒ X in the space C([0, T ],V).
Let vε(t) = X˜ε(t)− X˜(t). Using Itoˆ’s formula, we have
‖vε(t)‖2
V
+ 2ν
∫ t
0
‖vε(s)‖2ds
= −2
∫ t
0
〈B̂(X˜ε(s), u0(s) +√ελ(ε)X˜ε(s))− B̂(X˜(s), u0(s)), vε(s)〉ds
−2
∫ t
0
〈B̂(u0(s), X˜ε(s))− B̂(u0(s), X˜(s)), vε(s)〉ds
+2
∫ t
0
( 1√
ελ(ε)
(F̂ (u0(s) +
√
ελ(ε)X˜ǫ(s), s)− F̂ (u0(s), s))− F̂ ′(u0(s), s) · X˜(s), vε(s))
V
ds
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+2
∫ t
0
1
λ2(ε)
‖Ĝ(u0(s) +√ελ(ε)X˜ε(s))‖2
V⊗mds
+2
∫ t
0
1
λ(ε)
(
Ĝ(u0(s) +
√
ελ(ε)X˜ε(s), s), vε(s)
)
V
dW˜ ε(s)
+2
∫ t
0
(
Ĝ(u0(s) +
√
ελ(ε)X˜ε(s), s)
˙˜
hε(s)− Ĝ(u0(s), s) ˙˜h(s), vε(s))
V
ds. (5.50)
By Lemma 2.4, we have∣∣〈B̂(X˜ε(s), u0(s) +√ελ(ε)X˜ε(s))− B̂(X˜(s), u0(s)), vε(s)〉∣∣
≤ ∣∣〈B̂(X˜ε(s),√ελ(ε)X˜ε(s)), vε(s)〉∣∣ + |〈B̂(vε(s), u0(s)), vε(s)〉|
≤ CB
√
ελ(ε)‖X˜ε(s)‖2
W
‖vε(s)‖V + CB‖vε(s)‖2V‖u0(s)‖W, (5.51)
and 〈
B̂(u0(s), X˜ε(s))− B̂(u0(s), X˜(s)), vε(s)〉 = 〈B̂(u0(s), vε(s)), vε(s)〉 = 0. (5.52)
By (3.1)–(3.4), (3.7), (3.9) and the mean value theorem,∣∣∣( 1√
ελ(ε)
(
F̂ (u0(s) +
√
ελ(ε)X˜ǫ(s), s)− F̂ (u0(s), s))− F̂ ′(u0(s), s)X˜(s), vε(s))
V
∣∣∣
≤ C√ελ(ε)‖X˜ε(s)‖2
V
‖vε(s)‖V + C‖vε(s)‖2V. (5.53)
(3.6) implies
1
λ2(ε)
‖Ĝ(u0(s) +√ελ(ε)X˜ε(s))‖2
V⊗m ≤
C
λ2(ε)
‖u0(s)‖2
V
+ CGε‖X˜ε(s)‖2V, (5.54)
and
2
∫ t
0
∣∣(Ĝ(u0(s) +√ελ(ε)X˜ε(s), s) ˙˜hε(s)− Ĝ(u0(s), s) ˙˜h(s), vε(s))
V
∣∣ds
≤ 2
∫ t
0
∣∣(Ĝ(u0(s) +√ελ(ε)X˜ε(s), s) ˙˜hε(s)− Ĝ(u0(s), s) ˙˜hε(s), vε(s))
V
∣∣ds
+2
∫ t
0
∣∣(Ĝ(u0(s), s) ˙˜hε(s)− Ĝ(u0(s), s) ˙˜h(s), vε(s))
V
∣∣ds
≤ C√ελ(ε)
∫ t
0
‖X˜ε(s)‖V‖ ˙˜hε(s)‖Rm‖vε(s)‖Vds+ C
∫ t
0
‖u0(s)‖V‖ ˙˜hε(s)− ˙˜h(s)‖Rm‖vε(s)‖Vds
≤ √ελ(ε)CN sup
t∈[0,T ]
‖X˜ε(s)‖V
( ∫ T
0
‖vε(s)‖2
V
ds
) 1
2 + CN sup
t∈[0,T ]
‖u0(s)‖V
( ∫ T
0
‖vε(s)‖2
V
ds
) 1
2 .
(5.55)
Combining (5.50)–(5.55), we get
‖vε(t)‖2
V
+ 2ν
∫ t
0
‖vε(s)‖2ds
≤
{
C
√
ελ(ε)
(
sup
s∈[0,T ]
‖X˜ε(s)‖2
W
+ sup
s∈[0,T ]
‖X˜ε(s)‖2
V
+ 1
)
+ CN sup
t∈[0,T ]
‖u0(s)‖V
}(∫ T
0
‖vε(s)‖2
V
ds
) 1
2
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+C
∫ t
0
‖vε(s)‖2
V
(‖u0(s)‖W + 1)ds
+
C
λ2(ε)
sup
s∈[0,T ]
‖u0(s)‖2
V
+ εC sup
s∈[0,T ]
‖X˜ε(s)‖2
V
+ sup
t∈[0,T ]
∣∣∣ 2
λ(ε)
∫ t
0
(
Ĝ(u0(s) +
√
ελ(ε)X˜ε(s), s), vε(s)
)
V
dW˜ ε(s)
∣∣∣.
By Gronwall’s inequality,
sup
t∈[0,T ]
‖vε(t)‖2
V
≤ Θ(ε, T ) exp
(∫ T
0
ϕ(s)ds
)
, (5.56)
Here
ϕ(s) = ‖u0(s)‖W + 1, (5.57)
and
Θ(ε, T ) =
{
C
√
ελ(ε)
(
sup
s∈[0,T ]
‖X˜ε(s)‖2
W
+ sup
s∈[0,T ]
‖X˜ε(s)‖2
V
+ 1
)
+CN sup
t∈[0,T ]
‖u0(s)‖V
}(∫ T
0
‖vε(s)‖2
V
ds
) 1
2
+
C
λ2(ε)
sup
s∈[0,T ]
‖u0(s)‖2
V
+ εC sup
s∈[0,T ]
‖X˜ε(s)‖2
V
+ sup
t∈[0,T ]
∣∣∣ 2
λ(ε)
∫ t
0
(
Ĝ(u0(s) +
√
ελ(ε)X˜ε(s), s), vε(s)
)
V
dW˜ ε(s)
∣∣∣. (5.58)
Remembering that limε→0 X˜ε = X˜ in L2([0, T ],V) P1-a.s. and sups∈[0,T ] ‖u0(s)‖W ≤ C <
∞ , we get
exp
(∫ T
0
ϕ(s)ds
)
≤ C <∞, (5.59)
and
lim
ε→0
Θ(ε, T ) = 0, in probability. (5.60)
Hence,
sup
t∈[0,T ]
‖vε(t)‖2
V
→ 0, in probability.

Replacing 1
λ(ε)
∫ t
0
Ĝ(uh
ε
(s), s)dW (s) by 0 and replacing hε by deterministic elements in
H0 in the proof of Proposition 5.5, Proposition 5.6 and Theorem 5.7, we can similarly prove
the following result.
Theorem 5.8 Γ0(
∫ ·
0
g˙(s)ds) is a continuous mapping from g ∈ SN into C([0, T ];V), in
particular, {Γ0(∫ ·
0
g˙(s)ds); g ∈ SN} is a compact subset of C([0, T ],V).
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