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1 INTRODUCTION
This article presents a comparative analysis of two methods of global optimization: the
simulated annealing method and a method based on a combination of the cutting angle
method and a local search.
The simulated annealing method has received a great deal of attention in the last
several years. First, this method was applied to combinatorial optimization, i.e. when
the objective function is defined in a discrete domain (see [12,19]). Later this method
was applied to solve continuous global optimization problems (see [10,13,18,20,26]).
The cutting angle method was proposed and studied in [3,4] and then was modified
in [6]. In this method the original global optimization problem is reduced to a sequence
of auxiliary problems where the objective function is the maximum of special min-
type functions. Different algorithms for solving the auxiliary problem in the cutting
angle method have been developed in [3,4,6,8,9].
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Methods of global optimization based on a combination of global and local search
algorithms has recently drawn much attention to design more efficient methods (see,
for example, [2,11,16,24,29,30]). One such method has been proposed and studied in
[7]. This method is based on a combination of the cutting angle method and a local
search. Results of numerical experiments presented in this article show that this
method is effective for solving a broad class of global optimization problems.
The aim of this article is to provide comparative analysis of the simulated annealing
method and a method based on a combination of the cutting angle method and a local
search. Results of numerical experiments are used for this purpose.
The article has the following structure. In Section 2 we give the description of the
version of the simulated annealing method used in numerical experiments. A method
based on a combination of the cutting angle method and a local search is given in
Section 3. Results of numerical experiments are presented and discussed in Section 4.
Section 5 concludes the article.
2 SIMULATED ANNEALING METHOD
In this section we consider the following global optimization problem:
minimize f ðxÞ subject to x 2 X ð1Þ
where X  Rn is a compact set. We describe a version of the simulated annealing (SA)
method and its pseudocode for solving this problem.
Simulated annealing method is one of the few successful stochastic methods for the
practical large scale problems. Numerical experiments show that SA is successful for
many discrete optimization problems. However, for some continuous optimization
problems in high-dimensional space SA meets difficulties. In [30] a new version of
the SA has been developed which allows to accelerate the convergence of this method.
Simulated annealing method is a stochastic method. It differs from the traditional
descent methods (for example, see [25] and references therein) in that local search algo-
rithm for a neighborhood solution search allows not only downhill moves, while in an
attempt to escape from it allows occasional uphill moves as well. The name ‘‘simulated
annealing’’ comes from a physical process called annealing, the process for growing
crystals [21].
Starting with an initial solution x, and an initial ‘‘temperature’’ T0, which is a
parameter, we obtain a neighboring solution x0 and compare its cost with that of x.
If the cost of x0 is smaller than that of x, i.e. f ðx0Þ < f ðxÞ, we accept the new solution
x0. The same thing would happen if we were applying the local descent method [25].
On the other hand, if f ðx0Þ is greater than f ðxÞ, (in which case any local descent
algorithm (see, for example, [25]) will not accept x0), the SA algorithm may accept x0,
but with a probability e x0x=T0 where x0x is the difference in the costs of x
0 and x,
i.e. x0x ¼ f ðx0Þ  f ðxÞ. This process is carried out for a certain number of times,
which we call iterations, for each temperature. Then we reduce the temperature
according to a particular schedule, and repeat. The convergence of SA algorithms is
studied, for example, in [1,20].
An essential element of the SA algorithm is the probability e x0x=T of an uphill move
of size x0x being accepted when the current temperature is T. This is dependent on
both x0x and T. For a fixed temperature T, smaller uphill moves x0x have a higher
probability of being accepted. On the other hand, for a particular uphill move x0x,
a higher temperature results in a higher probability for that uphill move to be accepted.
In the words of [14], at a high temperature any uphill move might be indiscriminately
accepted with a high probability so that the objective function and the tumbles around
the space are not very important; as T is decreasing the objective function becomes
more and more significant; until as T goes to zero the search becomes trapped in the
lowest minima that it has reached.
Simulated annealing algorithm for solving a practical problem is typically imple-
mented in two nested loops: the outer loop and the inner loop. The outer loop controls
temperatures, while the inner loop iterates a fixed number of times for the given
temperature. The inner loop is for the problem of specific decisions. The decisions of
the outer loop involve the setting of initial temperature (T0), the cooling schedule,
the temperature length which is the number of outer loop iterations performed at
each temperature, as well as the stopping criterion of the outer loop. The inner loop
of SA typically consists of the following parts: feasible solution space, initial feasible
solution, neighborhood move, objective function values, and the decision, which decides
whether the decision is found acceptable or probability acceptable according to the
so-called Metropolis criterion.
Denote renew the counts of the solution being accepted in the inner loop, N factor
as an input parameter which can be any positive integer, and frozen num the stopping
condition for the outer loop. The pseudocode of the SA algorithm is listed as follows:
Pseudocode of the SA algorithm
Initialization:
Define the objective function f
and its feasible solution space.
Call Initial feasible solution produce procedure
to produce an initial feasible solution x.
Call Procedure of selecting initial temperature
to produce the initial temperature T0.
Calculate the size of neighborhood N size.
Calculate fðxÞ, and set x best x and f best fðxÞ.
Set frozen count 0, and value of .
Cooling (outer loop procedure):
Repeat (outer loop)
Call Inner loop procedure.
Call cooling schedule: T ðTÞ
to decrease to a new temperature.
Set frozen count frozen countþ 1
Until frozen count frozen num
Inner loop Procedure:
Set iteration count 0,
renew 0.
Repeat (inner loop)
Call Neighborhood solution search procedure
to generate a feasible neighborhood solution x0.
Calculate fðx0Þ.
Call Efficient way procedure
to calculate the cost difference x0x fðx0Þ fðxÞ.
If x0x <  then
Set x x0, renew renew þ 1.
Set fðxÞ fðx0Þ.
If fðxÞ < f best then
x best x
f best fðxÞ
Endif
else
If random½0,1 < expð x0x=TÞ then
x x0
fðxÞ fðx0Þ
renew renew þ 1
Endif
Set iteration count iteration countþ 1
Endif
Until iteration count N factor  N size or
renew > N factor  N size
In [30], for SA algorithm the above Neighborhood solution search pro-
cedure is the one as follows:
‘‘i randomf1,2,3g, which is a random integer taken from the set f1,2,3g.
Depending on the outcome of i, within the feasible region, re-generate
randomly one of the following: one component of x, or m 2 f1,2, . . . ,ng com-
ponents of x, or the whole vector of x. This gives x0.’’
The neighborhood solution search for SA should be at least based on two basic ideas:
(a) neighbor means ‘‘nearby’’, (b) SA is a stochastic method so that the neighborhood
solution should be randomly taken, we may simply give a Neighborhood solution
search procedure for the above-mentioned SA algorithm:
Keeping randomly chosen n 1 components of x we randomly change the value
of the remaining component of x such that the new solution x0 is still
feasible. This gives us x0. In this case N size n.
When the feasible region of the optimization problem is the unit simplex S,
Neighborhood solution search procedure should be done with the following
modification:
Keeping randomly chosen n 2 components of x we randomly choose one
component from an interval ½0,1 d where d is a sum of the first
n 2 component. Then we take the last component to get the sum of all
components equal 1. This gives us x0.
3 COMBINATION OF THE CUTTING ANGLE METHOD
AND A LOCAL SEARCH
3.1 Cutting Angle Method
In this subsection we consider the following problem of global optimization:
minimize f ðxÞ subject to x 2 S ð2Þ
where the objective function f is an increasing positively homogeneous (IPH) of degree
one and the set S is the unit simplex in Rn :
S ¼ x 2 Rnþ:
Xn
i¼1
xi ¼ 1
( )
:
Here Rnþ ¼ fx 2 Rn: xi  0, i ¼ 1, . . . , ng.
Recall that a function f defined on Rnþ is called increasing if x  y implies f ðxÞ  f ðyÞ;
the function f is positively homogeneous of degree one if f ðxÞ ¼ f ðxÞ for all x 2 Rnþ
and  > 0.
For a given vector l 2 Rnþ, l 6¼ 0 we put IðlÞ ¼ fi ¼ 1, . . . , n: li > 0g. We use the
following notation for c 2 R and l 2 Rnþ:
ðc=lÞi ¼ c=li if i 2 IðlÞ,0 if i =2 IðlÞ:

Note that an IPH function is nonnegative on Rnþ. We assume that f ðxÞ > 0 for all
x 2 S. It follows from positiveness of f that IðlÞ ¼ IðxÞ for all x 2 S and l ¼ f ðxÞ=x.
Let ek be the kth orthant vector, k ¼ 1, . . . , n. Now we describe the cutting angle
method for solving problem (2).
Algorithm 1 The cutting angle method.
Step 0 (Initialization) Take points xk 2 S, k ¼ 1, . . . ,m, where m  n, xk ¼ ek for
k ¼ 1, . . . , n and xk  0 for k ¼ nþ 1, . . . ,m. Let lk ¼ f ðxkÞ=xk,
k ¼ 1, . . . ,m: Define the function hm:
hmðxÞ ¼ max
km
min
i 2 IðlkÞ
lki xi ¼ max max
k n
lkkxk, max
nþ1 km
min
i 2 IðlkÞ
lki xi
 
ð3Þ
and set j ¼ m.
Step 1 Find a solution x of the problem
minimize hjðxÞ subject to x 2 S: ð4Þ
Step 2 Set j ¼ j þ 1 and x j ¼ x.
Step 3 Compute l j ¼ f ðx jÞ=x j, define the function
hjðxÞ ¼ max hj 1ðxÞ, min
i2 Iðl jÞ
l jixi
 
 max
k j
min
i2 IðlkÞ
lki xi ð5Þ
and go to Step 1.
This algorithm can be considered as a version of the cutting angle method [3,4].
The cutting angle method provides a sequence of lower estimates for the global
minimum f of (2) with an IPH objective function, which converges to f.
Theoretically this sequence can be used for establishment of a stopping criterion
(see [27] for details). Let
j ¼ min
x2S
hjðxÞ ¼ hjðxjþ1Þ ð6Þ
be the value of the problem (4). j is a lower estimate of the global minimum f. It is
known (see, for example, [27]), that j is an increasing sequence and j ! f as j !þ1.
The cutting angle method constructs the sequence ff ðx jÞg, which is not necessarily
decreasing: it is possible that f ðxjþ1Þ > f ðx jÞ for some j.
The most difficult and time-consuming part of the cutting angle method is solving
the auxiliary problem (4). An algorithm for the solution of this problem was proposed
in [6]. Some modifications of this algorithm (and corresponding modifications of
the cutting angle method) are discussed in [8,9].
Only one value of the objective function is used at each iteration of the cutting angle
method. Some modifications of this method require to evaluate a few values of the
objective function at each iteration.
3.1.1 Global Minimization of Lipschitz Functions
In this subsection we consider the following problem of global optimization:
minimize f ðxÞ subject to x 2 S ð7Þ
where the function f is Lipschitz continuous on S. This problem can be reduced to the
global minimization of a certain IPH function over S. The following theorem has been
established in [28] (see, also [27]).
THEOREM 3.1 Let f : S ! R be a Lipschitz function and let
L ¼ sup
x, y2S, x 6¼ y
jf ðxÞ  f ðyÞj
kx yk1
ð8Þ
be the least Lipschitz constant of f in k 	 k1-norm, where kxk1 ¼ j
Pn
i¼1 jxij. Assume that
jminx2S f ðxÞ  2L. Then there exists an IPH function g : Rnþ ! R such that
gðxÞ ¼ f ðxÞ for all x 2 S.
Let
c  2Lmin
x2S
f ðxÞ, ð9Þ
where L is defined by (8). Let f1ðxÞ ¼ f ðxÞ þ c. Theorem 3.1 implies that the function f1
can be extended to an IPH function g. Since f1ðxÞ ¼ gðxÞ for all x 2 S the global
minimization of g over S is equivalent to the following problem:
minimize f1ðxÞ subject to x 2 S ð10Þ
and consequently the cutting angle method can be applied to solve this problem. On the
other hand the functions f and f1 have the same minimizers on the simplex S and if the
constant c is known the problem (7) can be solved by the cutting angle method. In order
to estimate c we need to know an upper estimation of the Lipschitz constant L and a
lower estimation of the desired global minimum of the function f. We will assume
that c is a sufficiently large number, however numerical experiments show that for
increasing values of c the cutting angle method works less efficiently.
Now we consider the following problem:
minimize f ðxÞ subject to x 2 D ¼ x 2 Rn: xi  ai, i ¼ 1, . . . , n,
Xn
i¼1
xi  b
( )
ð11Þ
where f is a Lipschitz function, ai, i ¼ 1, . . . , n and b are given numbers. Assume that
b >
Pn
i¼1 ai. In order to apply the cutting angle method for the solution of the problem
(11) we need to transform the setD to the unit simplex. First we consider the following set:
D1 ¼ D a ¼ fy 2 Rn: yi ¼ xi  ai, x 2 D, i ¼ 1, . . . , ng
¼ y 2 Rn: yi  0, i ¼ 1, . . . , n,
Xn
i¼1
yi  b
Xn
i¼1
ai
( )
:
Let t ¼ bPni¼1 ai. Clearly t > 0. Adding a slack variable ynþ1 and replacing yi=t by zi
we transform the set D1 to the unit simplex S
nþ1  Rnþ1:
Snþ1 ¼ z 2 Rnþ1þ :
Xnþ1
i¼1
zi ¼ 1
( )
:
Thus we transform the problem (11) to the following problem:
minimize f ðtzn þ aÞ subject to z 2 Snþ1 ð12Þ
where zn ¼ ðz1, . . . , znÞ and a ¼ ða1, . . . , anÞ:
3.2 A Combination of the Cutting Angle Method and a Local Search
In this subsection we describe a method based on a combination of the cutting angle
method and a local search for the global minimization of a Lipschitz function f over
the unit simplex. Theorem 3.1 shows that such a problem can be transformed to a
problem of the global minimization of an IPH function over the unit simplex. We
assume that the local method under consideration is a descent one, that is constructs
a sequence fykg such that f ðykþ1Þ < f ðykÞ for all k. Starting from an arbitrary point y0
we use the local search algorithm to find a stationary point y1. Then we construct a
transformed function with respect to the point y1 and apply the cutting angle method
for minimization of this function in order to escape from the point y1 and to get a
new starting point y1 for a local search algorithm where f ð y1Þ < f ðy1Þ and so on.
A function  is called a transformed function of f with respect to a point y if
1.  ðxÞ  f ðyÞ, x 2 S;
2. minx2S  ðxÞ ¼ minx2S f ðxÞ.
Different transformed functions have been proposed in [7]. As an example we can
consider the following function:
 1ðxÞ ¼ minðf ðxÞ, f ðyÞÞ:
In numerical experiments we will use the following transformed function:
 2ðxÞ ¼ min
k¼1,...,m
min
2Ak
 1ðxþ ð1 ÞxkÞ,
where 1 2 Ak  ½0, 1 is a finite set, xk 2 S, k ¼ 1, . . . ,m:
Consider the following problem of global optimization:
minimize f ðxÞ subject to x 2 S ð13Þ
where the function f is Lipschitz continuous. We describe an algorithm for solving
problem (13) based on a combination of the cutting angle method and a local search.
Algorithm 2 Combined method
Step 0 (Initialization) Choose an arbitrary starting point y0. Set i ¼ 0.
Step 1 Find a stationary point of f over S by the local method, starting from the point
yi. Denote this stationary point by yi and let fi ¼ f ðyiÞ.
Step 2 Construct a transformed function  i of the function f with respect to the point
yi and calculate the constant ci from (9) for the function  
i.
Step 3 Take points xk ¼ ek, k ¼ 1, . . . , n, xnþ1 ¼ yi. Let lk ¼ ð iðxkÞ þ ciÞ=xk, k ¼
1, . . . , nþ 1. Set j ¼ nþ 1 and construct the function hj, defined by (3).
Step 4 Solve the problem
minimize hjðxÞ subject to x 2 S: ð14Þ
Step 5 Let x be a solution to the problem (14). Set j ¼ j þ 1 and x j ¼ x.
Step 6 Compute   ¼  iðxÞ. If   < fi then set i ¼ i þ 1, yi ¼ x and go to Step 1.
Step 7 Otherwise compute l j ¼ ð iðx jÞ þ ciÞ=x j, define the function
hjðxÞ ¼ maxfhj 1ðxÞ, min
i2Iðl jÞ
l jixig  max
kj
min
i2IðlkÞ
lki xi
and go to Step 4.
Remark 3.1 It should be noted that the smallest ci in Step 2 is typically unknown, and
thus suitable constants are often only estimated in practice.
THEOREM 1 (See [7]) If the function f has a finite number of stationary points, then the
algorithm terminates after finite number of iterations at a global minimizer of fover S.
4 NUMERICAL EXPERIMENTS
4.1 Description of Problems
The following problems have been used in numerical experiments. The original sources
of these problems can be found in the books and websites cited. We use the following
notation for the description of the test problems:
. x0 is a starting point;
. x is global minimum and f  ¼ f ðxÞ.
Small scale problems
Problem 4.1 ([17])
f ðxÞ ¼ maxf’1ðxÞ, ’2ðxÞg
where
’1ðxÞ ¼ 1:0þ 8x1 þ 8x2  32x1x2,
’2ðxÞ ¼ 3:6 12x1  4x3 þ 4x1x3 þ 10x21 þ 2x23,
x 2 S ¼ x 2 R3jx  0,
X3
i¼1
xi ¼ 1
( )
:
x0 ¼ ð0, 0, 1Þ.
Problem 4.2 ([17])
f ðxÞ ¼ 
X10
i¼1
1
kx aik2 þ ci
where
x 2 S ¼ fx 2 R2þ: x1 þ x2  20g:
The vectors ai ¼ ðai1, ai2Þ, i ¼ 1, . . . , 10 and the vector c ¼ ðc1, . . . , c10Þ can be found in
[17], p. 256. x0 ¼ ð1, 1Þ.
Problem 4.3 ([22])
f ðxÞ ¼
Y2
i¼1
X5
j¼1
j cosðð j þ 1Þxi þ jÞ
 !
,  10  xi  10, i ¼ 1, 2:
x0 ¼ ð2, 2Þ:
Problem 4.4 ([22])
f ðxÞ ¼ 
XN
j¼1
1P4
i¼1ðxi  aijÞ2 þ cj
, 0  xi  10, i ¼ 1, 2, 3, 4:
We consider N ¼ 5, 7, 10. An initial point is x0 ¼ ð0, 0, 0, 0Þ. The values of aij ,
i ¼ 1, 2, 3, 4, j ¼ 1, . . . ,N and cj, j ¼ 1, . . . ,N are given, for example, in [22].
Problems in which dimension is parameter
Problem 4.5 ([15,22])
f ðxÞ ¼ 1
d
Xn
i¼1
x2i 
Yn
i¼1
cos
xi
i
p
 
þ 1,
Xn
i¼1
xi  400, xi  50, i ¼ 1, . . . , n, d ¼ 4000,
x0 ¼ ðx01, . . . , x0nÞ, x0i ¼ n, i ¼ 1, . . . , n:
Problem 4.6 ([6])
f ðxÞ ¼
Xn
i¼1
minf0, 15kx aik2  big, ðn  2Þ,
Xn
i¼1
xi ¼ 1, xi  0, i ¼ 1, . . . , n,
where k 	 k is 2-norm, ai, i ¼ 1, . . . , n are n-vectors with components
aij ¼
ðnþ 1Þ=2n if j ¼ i,
ð1=2Þn if j 6¼ i:

b1 ¼ 4, bi ¼ bi 1  2
n 1 , i ¼ 2, . . . , n:
x0 ¼ ð1=n, 1=n, . . . , 1=nÞ:
Problem 4.7 ([23])
f ðxÞ ¼
Xk 1
i¼1
xi  ri
riþ1
xiþ1
 2
þ
Xn
i¼kþ1
x2i 
Xk
i¼1
xi
 !2
,
Xn
i¼1
xi ¼ 1, xi  0, i ¼ 1, . . . , n, k ¼ ½n=2 þ 1,
ri ¼ r
0
iPk
i¼1 r
0
i
where r0i ¼ 5j sinðiÞj þ 0:1, i ¼ 1, . . . , k:
x0 ¼ ð0, . . . , 0, 1Þ:
Problems with IPH (Increasing Positively Homogeneous) objective functions
Problem 4.8 ([6])
f3ðxÞ ¼ max
1i20
min
1jn
½aij , x, aijk ¼
10j
kð1þ jk jjÞ j cosði  1Þj,
i ¼ 1, 2, . . . , 20, j ¼ 1, 2, . . . , n, k ¼ 1, 2, . . . , n:
x0 ¼ 1=n, 1=n, . . . , 1=nð Þ:
Problem 4.9 ([6])
f4ðxÞ ¼
Xn
i¼1
Xn
j¼1
aijxixj
 !1=2
,
aij ¼
12þ n=i if i ¼ j,
0 if i ¼ j þ 1,
0 if j ¼ i þ 2,
15=ði þ 0:1jÞ otherwise:
8>><
>>:
x0 ¼ ð1=n, 1=n, . . . , 1=nÞ.
4.2 Implementation of the Algorithms
We denote the SA method using the Neighborhood solution search procedure of the
paper [30] as SA1 and using the Neighborhood solution search procedure described in
this article as SA2. We use T ¼ 0:9  T as the cooling schedule both in SA1 and
SA2. Different initial values T0 for temperature have been taken and in tables we pre-
sent the best results. Thus different initial temperatures have been taken for different
problems, but they are the same for both algorithms SA1 and SA2. The number of
inner and outer iterations have been set to 106. We take them large in order to allow
the algorithms to escape from a local minimizer.
The discrete gradient method (see [5]) has been used for a local search in the com-
bined method. This is a method of nonsmooth optimization. A discrete gradient is a
certain approximation to a subgradient of a Lipschitz continuous function and only
values of a function is used for its calculation. Results of numerical experiments pre-
sented in [7] show that the discrete gradient method escapes stationary points which
are not local minima. Thus using the combination of the cutting angle method with
the discrete gradient method allows one to reduce the number of the stationary
points which we meet.
We use the abbreviation LCA for the combined method. When we apply a local
method first we reduce the constrained minimization problem to an unconstrained
one using exact penalty functions. The local method terminates when the distance
between the approximation to the subdifferential and the origin is less than a given
tolerance  > 0. We take  ¼ 10 4 in numerical experiments. Theoretically we can
use the stopping criterion proposed in [27] for the cutting angle method. But the achieve-
ment of this criterion is time-consuming for many problems. Therefore we used the
following stopping criterion in our numerical experiments: the number of iterations
generated by the cutting angle method is restricted by a number N: if after N iterations
the cutting angle method cannot escape from a local minimizer, we accept this minimizer
as a surrogate of a global minimum. In the numerical experiments we take N ¼ 70.
We consider the following transformed function:
 2ðxÞ ¼ min
k¼1,..., n
min
2Ak
 1ðxþ ð1 ÞekÞ,
where Ak ¼ f0:2, 0:4, 0:6, 0:8, 1g for all k ¼ 1, . . . , n.
The choice of the sets Ak, k ¼ 1, . . . , n, depends on the problem under consideration
and in particular, on the number of variables. The number of elements of Ak should be
large enough in order to obtain a good minorant for the objective function f. On the
other hand it should not be too large, otherwise we will have a large number of objec-
tive function evaluations at each iteration of the cutting angle method. Numerical
experiments show that the best choice in this situation is to consider sets Ak, which
contain 4–7 points. In our numerical experiments Ak consists of five elements for all
k ¼ 1, . . . , n as was shown above.
4.3 Results of Numerical Experiments
Numerical experiments have been carried out in Pentium III with CPU 800MHz.
The codes have been written in C. Results of numerical experiments are presented in
Tables I–VI. In these tables we use the following notations:
. ‘‘Prob’’ is the abbreviation of the word ‘‘Problem’’;
. ‘‘Dim’’ is the abbreviation of word ‘‘Dimension’’;
. ‘‘nm’’ is the number local minimizers (for SA it has no direct meaning);
. ‘‘Best value’’ means the best obtained value of the objective function;
. ‘‘Time’’ stands for the CPU time, in seconds.
TABLE I Numerical results for problems 4.1 4.4
Prob Dim Method nm Best value Time
4.1 3 SA1 16 0.11344 286.35
SA2 24 0.11344 222.00
LCA 2 0.11344 1.72
4.2 2 SA1 18 2.14520 120.00
SA2 15 2.14520 109.15
LCA 3 2.14522 1.73
4.3 2 SA1 25 186.73093 141.37
SA2 21 186.73091 125.08
LCA 1 186.73091 1.70
4.4 (N¼ 5) 4 SA1 33 10.15316 204.61
SA2 37 10.15312 185.22
LCA 4 10.15320 33.94
(N¼ 7) 4 SA1 29 10.40291 159.88
SA2 44 10.40266 138.09
LCA 3 10.40294 33.69
(N¼ 10) 4 SA1 32 10.53635 167.16
SA2 35 10.53638 194.48
LCA 3 10.53641 33.61
Results presented in Table I show that LCA algorithm is best for Problems 4.1–4.4.
This method used significantly less objective function evaluations, number of iterations,
CPU time than other algorithms and calculated the global minimum with higher
accuracy.
TABLE II Numerical results for problem 4.5
Prob Dim Method nm Best value Time
4.5 5 SA1 7 0.050940 159.73
SA2 23 0.007476 119.90
LCA 2 0.044342 108.09
10 SA1 1 1.132704 204.16
SA2 44 0.000230 130.62
LCA 2 0.191926 5.61
20 SA1 1 2.647766 310.43
SA2 165 0.000029 153.50
LCA 1 0.007396 6.98
30 SA1 1 7.233980 440.59
SA2 187 0.000123 169.01
LCA 2 0.007396 2.65
50 SA1 8 8.608595 778.35
SA2 420 0.000115 213.20
LCA 1 0.007396 5.93
TABLE IV Numerical results for problem 4.7
Prob Dim Method nm Best value Time
4.7 2 SA1 4 0.999995 125.97
SA2 6 1.000000 116.19
LCA 1 0.999999 0.05
3 SA1 11 0.999966 168.02
SA2 16 0.999950 124.39
LCA 1 0.999987 1.46
5 SA1 10 0.990081 11.38
SA2 24 0.998950 32.20
LCA 1 0.999983 27.15
10 SA1 7 0.954532 46.82
SA2 22 0.970654 120.65
LCA 1 0.994119 70.97
15 LCA 2 0.999590 7.50
TABLE III Numerical results for problem 4.6
Prob Dim Method nm Best value Time
4.6 3 SA1 14 3.999997 0.06
SA2 18 3.999990 0.06
LCA 2 4.000000 1.59
5 SA1 19 3.998873 100.62
SA2 26 3.999953 14.27
LCA 3 4.000000 22.24
10 SA1 7 3.871489 17.93
SA2 66 3.999566 24.87
LCA 2 4.000000 1023.38
Results for Problem 4.5 are presented in Table II. SA2 algorithm calculated the
solution with high accuracy, however it used much more computational effort than
LCA algorithm. SA1 algorithm failed to solve this problem.
Results presented in Table III show that LCA algorithm was best for Problem 4.6.
However, it takes much more CPU time than other algorithms. 99% of this time was
used by the cutting angle method in order to escape from a local minimizer calculated
by the local search algorithm. SA1 and SA2 algorithms give similar results on this
problem for n ¼ 3 and n ¼ 5; however, SA2 was better for n ¼ 10.
Table IV shows that LCA algorithm was best for Problem 4.7. It calculated the
solution with high accuracy using substantially less computational effort. SA1 and
SA2 algorithms failed to solve this problem for n ¼ 10 and n ¼ 15.
From the results presented in Table V we can conclude that LCA algorithm is best for
Problem 4.8. It uses significantly less objective function evaluations than SA1 and SA2
algorithms. SA2 algorithm performs better than SA1 algorithm for this problem.
SA1 algorithm failed to solve this problem with n ¼ 15 and n ¼ 20.
TABLE V Numerical results for problem 4.8
Prob Dim Method nm Best value Time
4.8 3 SA1 0 1.111111 77.13
SA2 0 1.111111 76.87
LCA 1 1.111111 1.42
5 SA1 0 0.400000 213.80
SA2 0 0.400000 184.56
LCA 1 0.400000 22.38
10 SA1 0 0.100000 275.97
SA2 0 0.100000 2.79
LCA 1 0.100000 6.67
15 SA1 slow
SA2 0 0.044444 24.90
LCA 1 0.044444 1.60
20 SA1 slow
SA2 0 0.025000 67.35
LCA 2 0.025000 8.47
TABLE VI Numerical results for problem 4.9
Prob Dim Method nm Best value Time
4.9 3 SA1 12 2.669187 158.21
SA2 17 2.669187 127.54
LCA 3 2.669195 1.52
5 SA1 14 2.274353 1093.13
SA2 23 2.274197 219.52
LCA 3 2.274134 26.21
10 SA1 3 2.162107 10.71
SA2 49 1.784416 2.35
LCA 1 1.784839 36.29
15 SA1 slow
SA2 84 1.518930 4.21
LCA 3 1.519793 5.26
20 SA1 slow
SA2 95 1.343873 60.90
LCA 1 1.343875 3.26
Results presented in Table VI show that LCA and SA2 algorithms achieved almost
the same results for this problem. At the same time LCA algorithm used substantially
less objective function evaluations. SA1 method failed to solve this problem with n ¼ 15
and n ¼ 20.
5 CONCLUSIONS
In this article we have presented the comparative analysis of two methods in global
optimization: a method based on a combination of the cutting angle method and a
local search (LCA) and the simulated annealing method. Two different versions of
the simulated annealing method have been considered: SA1 and SA2. In these versions
different neighborhood solution search procedures have been used. The first version
uses on the neighborhood search procedure proposed in [30] and the second one uses
a procedure proposed in the present article. Results of numerical experiments have
been used for comparison of mentioned methods. These results allow us to draw the
following conclusions:
1. As a rule, LCA algorithm uses significantly less objective function evaluations and
CPU time than the simulated annealing method.
2. LCA works well when the local minima of the objective function are separated from
each other. If the objective function has too many local minima and the distance
between them is small enough then it is very difficult to get proper approximation
of such functions using maximum of min-type functions used in the cutting angle
method.
3. Results of numerical experiments confirm that the success of the simulated annealing
method depends on the temperature schedule and procedure for the neighborhood
search.
4. Based on the results of numerical experiments we can conclude that LCA algorithm
is more effective than the versions of the simulated annealing method considered in
this article.
5. LCA algorithm is advantageous to use when the function evaluations themselves are
expensive.
6. The main conclusion of this article is as follows. Methods of global optimization
based on a combination of the local and global optimization techniques are much
more effective and promising.
The study of the expected performance of LCA and the simulated annealing method
for constrained global optimization problems is interesting and will be subject of our
further research.
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