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Re´sume´
Cette e´tude porte sur des non line´arite´s physiques des ge´omate´riaux a` travers une ap-
proche microme´canique. Le caracte`re frottant de ces mate´riaux ne´cessite une adaptation
des techniques d’homoge´ne´isation non line´aire. Diffe´rentes me´thodes de de´termination de
crite`res de re´sistance macroscopiques sont e´labore´es. On de´termine notamment les e´tats
limites d’un milieu a` matrice frottante suivant la nature de la re`gle d’e´coulement (dilatante
ou non). On e´labore ensuite une the´orie microme´canique de la poroplasticite´. Elle permet
d’apporter un e´clairage sur l’existence d’une contrainte effective poroplastique. Dans le
cas d’une matrice frottante, on montre qu’une telle contrainte effective fait de´faut. Les
non line´arite´s dues a` la pre´sence de fissures frottantes sont enfin examine´es. On met en
e´vidence l’impact de la re`gle d’e´coulement re´gissant le mouvement relatif des faces des
fissures (e´ventuellement dilatant) et de la propagation de celles-ci sur le comportement
macroscopique.
Mots-cle´s : homoge´ne´isation, non line´aire, re´sistance, calcul a` la rupture, crite`re frottant,
poroplasticite´, contrainte effective, fissures, endommagement
Abstract
This study deals with physical nonlinearities of geomaterials through a micromechanical
approach. The frictional character of these materials needs to adapt the nonlinear ho-
mogenization techniques. Various methods for the determination of macroscopic strength
criteria are elaborated. The limit states of a medium made up with a frictional matrix are
found out depending on the nature of the flow rule (involving dilatancy or not). A micro-
mechanical theory of poroplasticity is then built. It casts a new light on the existence of a
poroplastic effective stress. It is proved that, in the case of a frictional matrix, no effective
stress can be found. The nonlinearities due to the presence of frictional cracks are finally
tackled. The impact of the flow rule governing the (possibly dilating) crack displacement
jump and that of the damage propagation on the macroscopic behavior are highlighted.
Keywords : homogenization, nonlinear, strength, yield design, fricitional criterion, po-
roplasticity, effective stress, cracks, damage
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INTRODUCTION
1
3Les ge´omate´riaux forment une classe de mate´riaux tre`s complexes a` divers e´gards. Tout
d’abord, ils peuvent eˆtre d’origine naturelle (sols, roches) ou artificielle (be´tons) et les
microstructures rencontre´es re´ve`lent une grande diversite´. Ils appartiennent a` la famille
des milieux poreux, pre´sentant une phase solide ge´ne´ralement he´te`roge`ne et une phase
poreuse e´ventuellement sature´e ou partiellement sature´e par un ou plusieurs fluides.
La description ge´ome´trique des ge´omate´riaux, comme celle de tout mate´riau he´te´roge`ne,
peut eˆtre envisage´e selon deux points de vue. Le premier consiste a` se placer a` une e´chelle,
dite microscopique, ou` toutes les phases, conside´re´es comme homoge`nes, peuvent eˆtre
discerne´es ge´ome´triquement. Le second point de vue est celui adopte´ par l’inge´nieur no-
tamment lorsqu’il s’agit de recourir au calcul nume´rique pour lequel la pre´cision de la
ge´ome´trie locale par rapport a` la taille du domaine total est limite´e par les moyens de
calcul actuels. Ce point de vue consiste a` conside´rer le volume e´le´mentaire de la struc-
ture (c’est-a`-dire l’e´le´ment d’inte´gration apparaissant dans les inte´grales de volume sur la
structure continue) comme la superposition des diverses phases formant le ge´omate´riau en
interaction les unes avec les autres. Ainsi, a` cette e´chelle, dite macroscopique, le volume
e´le´mentaire correspond a` un mate´riau multiphasique e´quivalent pour lequel on dispose
tout de meˆme d’informations ge´ome´triques restreintes (comme la fraction volumique des
constituants) et dont il s’agit de de´terminer les proprie´te´s physico-chimiques.
On distingue deux approches permettant d’identifier ces proprie´te´s. La premie`re repose
sur la compatibilite´ de celles-ci avec les principes de la thermodynamique. Elle ne fournit
qu’un cadre ge´ne´ral dans lequel on peut rechercher ces proprie´te´s. Les e´quations de la
poroe´lasticite´ line´aire formule´es par Biot sont ne´es de cette approche ([13], [14], [15]).
Celle-ci a e´galement permis d’e´tendre la the´orie au comportement poroe´lastoplastique
en transformation finie [18]. Elle pre´sente l’inte´reˆt de fournir la nature des e´quations de
comportement et permet ensuite de se livrer a` une caracte´risation expe´rimentale des pro-
prie´te´s. La seconde approche, celle que nous allons adopter par la suite, est plus re´cente
et se fonde sur l’exploitation des proprie´te´s des constituants a` l’e´chelle microscopique
et sur une connaissance pouvant eˆtre comple`te (milieux pe´riodiques) ou partielle (mi-
lieux de´sordonne´s) de la distribution spatiale de ceux-ci. Cette approche, qualifie´e de mi-
crome´canique, a de´ja` apporte´ un grand nombre de solutions dans le domaine des mate´riaux
he´te´roge`nes en ge´ne´ral [104] mais aussi en ce qui concerne les milieux poreux, tant sur
le plan de la mode´lisation me´canique que des phe´nome`nes de transport ([43], [2], [67],
[35]). La nature des e´quations de comportement ainsi que les proprie´te´s macroscopiques
en fonction des donne´es locales se de´duisent directement d’un proble`me the´orique pose´
sur un volume conside´re´ comme une structure a` l’e´chelle microscopique. Cette de´marche
est valable de`s lors qu’un volume e´le´mentaire du point de vue de l’e´chelle macroscopique
4 Introduction
(ayant une dimension ` infinite´simale par rapport a` la taille caracte´ristique L de la struc-
ture) est suffisamment repre´sentatif des he´te´roge´ne´ite´s locales. Dans le cas d’un milieu
pe´riodique, il est suffisant d’imposer que la taille de la cellule de base soit petite devant
celle de la structure et le proble`me a` re´soudre pourra eˆtre pose´ sur une cellule de base
en respectant certaines re`gles de pe´riodicite´ sur les conditions aux limites. Dans le cas
d’un milieu de´sordonne´, il faut que la taille caracte´ristique des he´te´roge´ne´ite´s d soit pe-
tite devant la taille du volume e´le´mentaire. Ainsi la de´finition d’un volume e´le´mentaire
repre´sentatif (v.e.r.) repose sur la condition de se´paration des e´chelles (cf. Fig. 1) :
– `  L : cette condition garantit que le mate´riau homoge`ne e´quivalent de´fini a`
l’e´chelle macroscopique forme un milieu continu pour lequel on dispose des ou-
tils classiques de diffe´rentiation et d’inte´gration et sur lequel on est en mesure de
de´terminer des champs de contrainte et de de´formation,
– d  ` : cette condition confe`re au volume e´le´mentaire son caracte`re repre´sentatif
de la statistique des particules pre´sentes a` l’e´chelle microscopique et donne donc un
sens aux proprie´te´s issues du processus d’homoge´ne´isation.
La description pe´riodique des ge´omate´riaux a de´ja` permis de traiter de nombreux proble`mes
en me´canique ou dans le domaine du transport ou de la diffusion ([43], [35], [67]). Dans un
grand nombre de cas, elle conduit a` une formulation rigoureuse des e´quations a` re´soudre
dont la de´monstration peut ne pas eˆtre acquise dans le cadre ale´atoire (loi de Darcy par
exemple [35]). Mais les e´quations mises en jeu dans ce travail sont bien adapte´es au cadre
ale´atoire qui pre´sente l’avantage d’eˆtre moins restrictif sur la ge´ome´trie de la microstruc-
ture du milieu e´tudie´. C’est ce dernier point de vue que nous adopterons par la suite.
L
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Ω(X)
mate´riau
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Fig. 1 – Diffe´rentes e´chelles
Ce me´moire se compose de quatre parties correspondant aux the`mes principaux.
5• La partie I a pour but de rappeler les bases de la technique du changement d’e´chelle
ainsi que de l’homoge´ne´isation line´aire dans le cadre des ge´omate´riaux.
Le chapitre 1 s’appuie sur les raisonnements de [34] pour mettre en place les outils
mathe´matiques permettant de passer des grandeurs de´finies a` l’e´chelle microsco-
pique aux grandeurs macroscopiques. On y rappelle e´galement les conditions aux
limites envisageables dans le cadre des milieux a` distribution ale´atoire des phases.
Enfin, on pre´cise la microstructure de ge´omate´riau qui sera exploite´e par la suite :
celle-ci se compose d’une phase solide de´formable, de renforts rigides a` surface par-
faitement adhe´rente ou lisse ainsi que de pores e´ventuellement sature´s par un fluide
visqueux dont on rappellera le roˆle.
Dans le chapitre 2, apre`s avoir pre´sente´ l’homoge´ne´isation line´aire et les sche´mas
classiques susceptibles d’eˆtre mis en œuvre sur les ge´omate´riaux, nous nous propo-
sons de les prolonger au cas ou` il existe des de´fauts d’adhe´rence entre les renforts
rigides et la phase de´formable. Nous effectuons e´galement une e´tude critique de
diffe´rents sche´mas en montrant notamment l’importance des hypothe`ses morpholo-
giques sur l’effet de renforcement des inclusions rigides. Nous rappelons ensuite les
e´quations d’e´tat de la poroe´lasticite´ obtenues par un raisonnement microme´canique
et nous les e´tendons au cas ou` la phase solide de´formable pre´sente une pre´contrainte
sphe´rique. La pre´sence de cette pre´contrainte sphe´rique trouvera son utilite´ lors de
la de´termination du crite`re de re´sistance macroscopique. Nous achevons enfin le cha-
pitre en adaptant le calcul de moyennes repre´sentatives du niveau de de´formation
dans la phase solide au cas ou` celle-ci est pre´contrainte.
• La partie II est consacre´e a` une approche microme´canique de la de´termination
d’un crite`re de re´sistance macroscopique d’un ge´omate´riau.
Le chapitre 4 pre´sente les diffe´rentes me´thodes que l’on se propose d’employer pour
estimer le crite`re macroscopique d’un ge´omate´riau sec ou e´ventuellement sature´.
Nous montrons e´galement une technique permettant d’acce´der aux e´tats limites dans
le cas d’une plasticite´ non associe´e du solide. Toutes les me´thodes se rame`nent a` un
proble`me d’homoge´ne´isation non line´aire dont on pre´sente le principe de re´solution.
Celle-ci s’appuie notamment sur une estimation du niveau de de´formation dans le
solide et sur l’exploitation d’un sche´ma line´aire.
6 Introduction
Dans le chapitre 5, nous appliquons les me´thodes du chapitre 4 au cas ou` la phase so-
lide de´formable satisfait un crite`re de von Mises. Nous retrouvons quelques re´sultats
connus dans des cas simples (pre´sence d’un seul type d’inclusions, pores ou renforts
rigides adhe´rents) et des re´sultats nouveaux en incorporant des inclusions lisses.
S’agissant des milieux poreux, nous traitons e´galement le cas pressurise´ et nous pro-
posons une confrontation de l’estimation the´orique a` quelques calculs nume´riques
dans le cadre bidimensionnel. Dans le cas des milieux renforce´s notamment par des
inclusions lisses, nous mettons en e´vidence l’impact majeur du choix du sche´ma
d’homoge´ne´isation sur l’effet des inclusions en montrant notamment que le sche´ma
de Mori-Tanaka et le sche´ma auto-cohe´rent fournissent des re´sultats tre`s diffe´rents.
Le chapitre 6 montre la puissance de la me´thode en offrant la possibilite´ d’eˆtre ap-
plique´e dans le cadre original d’une phase solide frottante de Drucker-Prager. Nous
trouvons ainsi les crite`res correspondant a` un milieu poreux a` matrice homoge`ne sec
ou pressurise´ et nous envisageons e´galement une confrontation avec diverses solu-
tions nume´riques. Le cas du milieu renforce´ est e´galement traite´ en examinant tout
particulie`rement l’effet de renforcement ou de de´gradation engendre´ par les inclu-
sions lisses. Nous montrons pour chaque type de microstructure le roˆle joue´ par la
re`gle d’e´coulement microscopique : on envisage notamment le cas de la plasticite´
associe´e et le cas de l’angle de dilatance nul.
Parmi d’autres re´sultats, nous pre´sentons en annexe de cette partie la re´solution
comple`te, par le calcul a` la rupture ou l’homoge´ne´isation non line´aire, du crite`re
macroscopique d’une sphe`re creuse de von Mises ou de Drucker-Prager soumise a`
un chargement sphe´rique. On montre notamment comment la de´composition du so-
lide en sous-domaines peut ame´liorer l’estimation par homoge´ne´isation non line´aire.
• La partie III se rapporte a` la formulation du comportement poroplastique des
ge´omate´riaux par changement d’e´chelle.
Le chapitre 8 propose une construction microme´canique du comportement poro-
plastique. On retrouve notamment les lois d’e´tat et on e´tablit l’expression du crite`re
de plasticite´ macroscopique.
Le chapitre 9 porte sur une notion fondamentale de l’e´tude the´rorique et expe´rimentale
des ge´omate´riaux, a` savoir l’existence ou non d’une contrainte effective re´gissant le
comportement poroplastique. Apre`s avoir e´tabli une condition ne´cessaire et suffi-
7sante d’existence, nous la confrontons aux cas d’un ge´omate´riau a` matrice purement
cohe´rente et d’un ge´omate´riau a` matrice frottante.
• La partie IV a pour objet l’e´tude des milieux fissure´s et des irre´versibilite´s phy-
siques induites par les fissures sur le comportement macroscopique.
Dans le chapitre 10, on rappelle le lien entre le mode`le classique de fissure conside´re´e
comme une interface et un mode`le de fissure vue comme un objet tridimensionnel
qui permet d’aborder les milieux fissure´s a` l’aide des sche´mas classiques de l’ho-
moge´ne´isation des milieux he´te´roge`nes susceptibles de prendre en compte des in-
teractions et e´ventuellement d’autres he´te´roge´ne´ite´s. Plusieurs types de fissures non
dissipatives sont envisage´s. Le mode`le tridimensionnel consiste a` remplacer la fissure
par un mate´riau e´lastique fictif occupant un domaine ellipsoidal aplati et dont les ca-
racte´ristiques doivent eˆtre adapte´s au mode`le bidimensionnel. Quelques exemples de
milieux fissure´s pre´sentant diffe´rentes re´partitions spatiales des phases sont traite´s
au moyen des sche´mas de Mori-Tanaka et auto-cohe´rent. Dans ce dernier cas, nous
mettons en e´vidence un phe´nome`ne de percolation.
Le chapitre 11 s’appuie encore sur le mode`le tridimensionnel pour traiter le cas de
fissures ferme´es a` comportement plastique. La fissure bidimensionnelle est cette fois
remplace´e par un domaine occupe´ par un mate´riau plastique fictif. La me´thode nous
permet de construire le comportement macroscopique pour diffe´rents types de fis-
sures : purement cohe´rentes, frottantes non dilatantes et frottantes dilatantes. Dans
ce dernier cas, nous mettons en e´vidence l’effet de la dilatance microscopique sur le
comportement macroscopique. Nous traitons enfin le couplage entre la plasticite´ et
le phe´nome`ne de propagation de fissures aligne´es. Nous construisons notamment le
crite`re de propagation.
Premie`re partie
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Chapitre 1
Me´thode de changement d’e´chelle
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1.1 Homoge´ne´isation des grandeurs me´caniques
En de´finissant les e´chelles de travail en introduction ge´ne´rale, nous avons pre´cise´ l’as-
pect ge´ome´trique de l’homoge´ne´isation des milieux ale´atoires : un volume e´le´mentaire
au point X de l’e´chelle macroscopique correspond a` une structure a` part entie`re occu-
pant un domaine note´ Ω(X) a` l’e´chelle microscopique (cf. Fig. 1). Par de´finition, ces
deux e´chelles sont pertinentes pour donner un sens aux grandeurs classiques des milieux
continus notamment le tenseur des de´formations et celui des contraintes. Nous supposons
que l’hypothe`se des petites perturbations (hpp) [92] est valable aux deux e´chelles. On
re´servera les notations en minuscules a` l’e´chelle microscopique et les notations en majus-
cules a` l’e´chelle macroscopique. Ainsi, ε et σ de´signeront respectivement le tenseur des
de´formations line´arise´ et le tenseur des contraintes a` l’e´chelle microscopique tandis que
E et Σ de´signeront ceux de l’e´chelle macroscopique. Il s’agit maintenant de s’inte´resser
au lien existant entre les grandeurs homologues de´finies aux deux e´chelles. La premie`re
ide´e consiste a` de´finir la valeur d’une grandeur macroscopique en un point X comme
la moyenne sur le v.e.r. en X de la grandeur correspondante a` l’e´chelle microscopique.
Les paragraphes suivants ont pour objet de montrer la pertinence de cette intuition et
s’inspirent des raisonnements pre´sente´s dans [34].
1.1.1 Ope´ration de moyenne
Comme dans [34], on conside`re un v.e.r. Ω(0) centre´ a` l’origine (sa dimension ca-
racte´ristique est donc `) et on note χo sa fonction caracte´ristique a` l’e´chelle microscopique :
χo(x) =


0 si x 6∈ Ω(0)
1 si x ∈ Ω(0)
(1.1)
On suppose que le domaine Ω(X) obtenu a` partir de Ω(0) par la translation x 7→ X + x
de´finit bien un v.e.r. au point macroscopique X. La fonction caracte´ristique du domaine
Ω(X) note´e χX est alors de´duite de χo par χX(x) = χo(x−X). On e´crit alors la moyenne
sur Ω(X) d’un champ microscopique d’une grandeur physique e par la formule suivante :
< e > (X) =
1
|Ω|
∫
Ω(
 
)
e(x) dΩx =
1
|Ω|
∫
χo(x−X) e(x) dΩx (1.2)
ou` |Ω| de´signe le volume de Ω(X) ou de Ω(0) :
|Ω| = |Ω(X)| = |Ω(0)| (1.3)
Par exemple, si ρ(x) de´signe le champ microscopique de masse volumique, la masse vo-
lumique macroscopique de´finie comme le rapport de la masse totale du v.e.r. Ω(X) sur
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son volume est donne´e par une formule de moyenne :
< ρ > (X) =
1
|Ω|
∫
χo(x−X) ρ(x) dΩx (1.4)
De fait, la moyenne calcule´e en (1.2) de´pend du point X et de´finit donc un champ a`
l’e´chelle macroscopique dont la re´gularite´ est au moins e´gale a` celle du champ microsco-
pique e. En effet, un changement de variable e´le´mentaire conduit a` :
< e > (X) =
1
|Ω|
∫
Ω(0)
e(X + x) dΩx =
1
|Ω|
∫
χo(x) e(X + x) dΩx (1.5)
Sur l’expression (1.5), il est e´vident de constater que les de´rive´es (e´ventuellement mul-
tiples) de < e > par rapport aux composantes de X sont les moyennes des de´rive´es de e
par rapport aux composantes correspondantes de x :
∂ < e >
∂Xi
=
1
|Ω|
∫
χo(x)
∂
∂Xi
(
e(X + x)
)
dΩx =
1
|Ω|
∫
χo(x)
∂e
∂xi
(X + x) dΩx (1.6)
soit
∂ < e >
∂Xi
=<
∂e
∂xi
> (1.7)
Les grandeurs physiques que nous allons manipuler par la suite pourront eˆtre de classe
C1 par morceaux ce qui signifie que l’on pourra e´ventuellement conside´rer des champs e
pre´sentant des surfaces de discontinuite´. Il faudra alors interpre´ter les ope´rateurs diffe´rentiels
sur e au sens des distributions. Par exemple, si le champ e pre´sente une surface de dis-
continuite´ S se´parant Ω(X) en Ω1(X) et Ω2(X), la de´rivation s’applique de la manie`re
suivante par la formule des sauts [16] :
∂e
∂xi
=
{
∂e
∂xi
}
+ [[e ]]ni δS (1.8)
ou` l’on a note´ {∂e/∂xi} la distribution de´finie de part et d’autre de S par la fonction
inte´grable ∂e/∂xi puis n la normale a` S oriente´e arbitrairement de Ω1(X) vers Ω2(X)
et enfin [[e ]] = e2 − e1 le saut du champ e a` la traverse´e de S. La distribution note´e δS
de´signe la masse de Dirac surfacique de support S. En pre´sence d’une discontinuite´, la
lecture de (1.7) au sens des distributions donne :
∂ < e >
∂Xi
=
1
|Ω|
∫
Ω(
 
)
{
∂e
∂xi
}
(x) dΩx +
1
|Ω|
∫
S∩Ω(
 
)
[[e ]](x)ni(x) dSx (1.9)
soit encore par application du the´ore`me de Stokes (en inte´grant successivement ∂e/∂xi
sur Ω1(X) et Ω2(X) et en additionnant les deux contributions) :
∂ < e >
∂Xi
=
1
|Ω|
∫
∂Ω(
 
)
e(x)ni(x) dSx (1.10)
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1.1.2 Homoge´ne´isation des contraintes
Conside´rons maintenant que la structure macroscopique soit soumise a` un certain char-
gement notamment un champ de force massique f(x) a` l’e´chelle microscopique. Notons
F (X) son homologue macroscopique. L’e´criture de la force massique totale agissant sur
Ω(X) impose :
< ρ > F =< ρ(x) f(x) > (1.11)
Par hypothe`se fondamentale de l’homoge´ne´isation, on suppose que les efforts inte´rieurs
sont de´crits par un champ de contrainte σ a` l’e´chelle microscopique et Σ a` l’e´chelle macro-
scopique. Dans une e´volution quasi-statique, l’e´quilibre se traduit a` l’e´chelle microscopique
par l’e´quation de champ suivante :
divxσ + ρf = 0 (1.12)
et a` l’e´chelle macroscopique par :
divXΣ+ < ρ > F = 0 (1.13)
Il s’agit maintenant de de´terminer un lien entre σ et Σ offrant la compatibilite´ entre (1.12)
et (1.13) sachant que l’on a (1.11). En prenant la moyenne de (1.12) et en exploitant la
re`gle (1.7), on obtient :
< divxσ + ρf >= divX< σ >+ < ρf >= 0 (1.14)
Comparant (1.14) et (1.13) en tenant compte de (1.11), il est naturel de poser :
Σ =< σ > (1.15)
Examinons a` pre´sent l’influence des forces massiques sur les variations de σ a` l’e´chelle
microscopique. A` la lumie`re de (1.15), il est clair que σ est d’un ordre de grandeur au moins
e´gal a` celui de Σ. De plus, l’e´quilibre macroscopique (1.13) montre que ‖ρF ‖L = O (‖Σ‖),
ce qui signifie que Σ est d’un ordre de grandeur au moins e´gal a` celui de ‖ρF ‖L mais
il peut eˆtre supe´rieur en fonction des conditions aux limites applique´es a` la structure
macroscopique. Ainsi, invoquant la relation (1.11), on peut e´crire
‖ρf‖L = O (‖σ‖) (1.16)
Or, il de´coule de (1.12) que les variations de σ dues a` la prise en compte des forces
massiques a` l’e´chelle microscopique sont de l’ordre de grandeur de ‖ρf‖ `, autrement
dit, en raison de la condition de se´paration des e´chelles explicite´e dans l’introduction
ge´ne´rale, elles sont ne´gligeables par rapport a` l’ordre de grandeur de σ (1.16). Ainsi,
on peut conclure que les forces massiques ont un effet purement macroscopique dans la
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mesure ou` elles induisent des variations sur Σ d’un ordre de grandeur plus important que
les variations induites sur σ a` l’e´chelle du v.e.r.. L’e´quation d’e´quilibre microscopique
(1.12) se re´e´crit donc simplement :
divxσ = 0 (1.17)
Si le champ σ(x) admet une surface de discontinuite´ S, la formule (1.8) permet de re´e´crire
(1.17) :
divxσ = {divxσ}+ [[σ ]] · n δS = 0 (1.18)
ce qui ajoute a` l’e´quation de champ la condition classique de continuite´ du vecteur-
contrainte :
{divxσ} = 0 (a)
[[σ ]] · n = 0 (b)
(1.19)
Montrons maintenant une proprie´te´ remarquable d’un champ σ ve´rifiant (1.17), a` savoir
que sa moyenne sur un domaine borne´ ω ne de´pend que des valeurs du vecteur-contrainte
sur la frontie`re de ω. Conside´rons donc un champ de contrainte σ en e´quilibre. Il est aise´
de montrer la proprie´te´ suivante en utilisant (1.17) ainsi que la syme´trie de σ :
divx(x⊗ σ) = ∂ (xiσjk)
∂xk
ei ⊗ ej = σ (1.20)
Puis, a` l’aide du the´ore`me de Stokes [16] et de (1.20), il vient :
1
|ω|
∫
ω
σ dΩ =
1
|ω|
∫
∂ω
x⊗ σ ·n dS (1.21)
ou` n de´signe la normale unitaire sortante au domaine ω. On constate bien sur (1.21) que
la moyenne de σ ne de´pend que de la valeur du vecteur-contrainte σ · n au contour.
1.1.3 Homoge´ne´isation des de´formations
Alors que la re`gle de moyenne sur les contraintes (1.15) de´coule directement de la compa-
tibilite´ entre les e´quations d’e´quilibre aux diffe´rentes e´chelles, il est le´gitime de se poser la
question de l’homoge´ne´isation du champ de de´formation i.e. du passage de ε(x) a` E(X).
Conside´rons un champ de de´placement microscopique ξ(x). Le tenseur de de´formation
microscopique ε de´rive de ξ :
ε =
1
2
(
gradxξ +
tgradxξ
)
(1.22)
Si ξ pre´sente une surface de discontinuite´ S, l’expression (1.22) devient, en exploitant la
formule (1.8) :
ε =
1
2
({gradxξ}+ {tgradxξ})+ [[ξ ]] s⊗ n δS = {ε}+ [[ξ ]] s⊗ n δS (1.23)
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ou` a
s⊗ b de´signe la partie syme´trique du produit tensoriel a⊗ b.
Conside´rons e´galement un champ de contrainte microscopique σ(x) quelconque satisfai-
sant l’e´quilibre (1.17) et son e´tat macroscopique associe´ Σ(X) (ve´rifiant (1.15)). Au-
cune relation de comportement ne lie les e´tats de contrainte et ceux de de´formation. Le
point de de´part du raisonnement consiste a` postuler que le travail virtuel de de´formation
e´le´mentaire a` l’e´chelle macroscopique est e´gal au travail virtuel de de´formation sur le
v.e.r. calcule´ a` l’aide des grandeurs microscopiques. D’une part, ce travail de´veloppe´ par
le champ σ dans le de´placement ξ s’e´crit :
Wdef =
∫
Ω(
 
)
σ : εdΩx (1.24)
En pre´sence d’une discontinuite´ de de´placement, l’interpre´tation de (1.24) par les distri-
butions donne :
Wdef =
∫
Ω(
 
)
σ : {ε} dΩx +
∫
S
[[ξ ]] · σ ·n dSx (1.25)
D’autre part, ce meˆme travail s’exprime en termes de grandeurs macroscopiques :
Wdef = Σ : E |Ω| (1.26)
La comparaison de (1.24) et (1.26) permet d’e´crire :
< σ : ε >= Σ : E (1.27)
Le raisonnement e´tant valable pour tout champ σ(x) satisfaisant (1.17) et (1.15), on
applique l’e´quation (1.27) a` un e´tat σ(x) uniforme valant Σ(X) sur le v.e.r. Ω(X). On
en de´duit imme´diatement que :
E =< ε > (1.28)
L’e´quation (1.28) de´coule donc directement de la compatibilite´ entre les expressions des
travaux de de´formation microscopique et macroscopique. Il reste tout de meˆme a` ve´rifier
que le champ E(X) ainsi de´fini est bien ge´ome´triquement compatible. Cette proprie´te´
s’obtient aise´ment en prenant la moyenne de (1.22) et en exploitant la re`gle (1.7) :
E =
1
2
(
gradX< ξ >+
tgradX< ξ >
)
(1.29)
L’e´quation (1.22) montre que E de´rive du champ < ξ > qui a donc le statut de champ
de de´placement macroscopique.
Comme nous venons de donner un sens macroscopique a` l’ope´ration de moyenne du champ
de de´formation, il est utile de rappeler une proprie´te´ remarquable d’un tel champ : sa
moyenne sur un domaine ω ne de´pend que des valeurs du champ de de´placement dont
il de´rive sur la frontie`re de ω. Conside´rons donc un champ de de´formation ε de´rivant
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du champ de de´placement ξ. Utilisant le the´ore`me de Stokes, on montre la proprie´te´
annonce´e :
1
|ω|
∫
ω
ε dΩ =
1
|ω|
∫
ω
∂ξi
∂xj
ei
s⊗ ej dΩ = 1|ω|
∫
∂ω
ξ
s⊗ n dS (1.30)
On peut e´galement rappeler que la moyenne du travail virtuel de de´formation d’un champ
de contrainte e´quilibre´ dans un champ de de´formation ne de´pend elle aussi que des valeurs
du vecteur-contrainte et du de´placement sur le bord et vaut (cf. inte´gration par parties
classique dans la de´monstration du the´ore`me des travaux virtuels [92]) :
1
|ω|
∫
ω
σ : ε dΩ =
1
|ω|
∫
∂ω
ξ · σ · n dS (1.31)
1.2 Conditions aux limites du v.e.r.
Apre`s avoir de´duit les correspondances naturelles entre les grandeurs me´caniques aux
deux e´chelles, on se pose naturellement la question de l’homoge´ne´isation des proprie´te´s du
mate´riau. Il s’agit donc d’exploiter les informations disponibles a` l’e´chelle microscopique
pour de´terminer les proprie´te´s macroscopiques en re´solvant un proble`me sur le v.e.r.
conside´re´ comme une structure. Les e´quations dont on dispose pour l’instant sont :
– l’e´quation d’e´quilibre (1.17),
– les re`gles de moyenne (1.15) et (1.28),
– la relation entre la de´formation et le de´placement (1.22),
– les proprie´te´s locales (lois de comportement ou crite`res de re´sistance par exemple).
A` ce stade, le chargement de la structure n’est perceptible que via les moyennes (1.15)
et (1.28) qui montrent que les champs locaux σ et ε doivent eˆtre compatibles avec un
certain e´tat macroscopique. Mais ces conditions ne sont pas classiques en me´canique dans
la mesure ou` elles ne suffisent pas pour e´tablir un proble`me bien pose´ mathe´matiquement.
Un tel proble`me ne´cessite en effet que le chargement se traduise en termes de conditions
aux limites correctement de´finies sur la frontie`re du domaine d’e´tude. Sous re´serve de
rester compatible avec les e´quations de moyenne (1.15) et (1.28) mais aussi (1.27), on a a
priori le choix des conditions aux limites. Dans les paragraphes 1.2.1 et 1.2.2 sont pre´sente´s
les deux types classiques utilise´s en homoge´ne´isation des milieux ale´atoires. E´tant entendu
que nous travaillons de´sormais sur un v.e.r. situe´ en un point macroscopique quelconque
X , nous pouvons supprimer toute re´fe´rence a` X et conside´rer les valeurs des champs
macroscopique en X comme des constantes lorsqu’il s’agit de re´soudre un proble`me sur
le v.e.r.. De plus, les ope´rateurs diffe´rentiels (divergence et gradient) font implicitement
re´fe´rence aux coordonne´es microscopiques x.
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1.2.1 Contraintes homoge`nes au contour
On se propose ici de de´finir des conditions aux limites portant, en tout point de la frontie`re
du v.e.r., sur le vecteur-contrainte σ ·n. En imposant e´galement a` ces conditions d’eˆtre
satisfaites par le seul champ homoge`ne (et donc en e´quilibre) compatible avec (1.15), soit
σ(x) = Σ, on aboutit a` :
∀x ∈ ∂Ω σ(x) ·n(x) = Σ · n(x) (1.32)
D’apre`s la formule (1.21) avec ω = Ω, il apparaˆıt clairement que les conditions aux limites
(1.32) de´terminent sans ambigu¨ıte´ la valeur de la moyenne de σ pourvu que ce champ
satisfasse l’e´quilibre (1.17) et l’on a :
< σ >=
1
|Ω|
∫
∂Ω
x⊗Σ · n dS (1.33)
Remarquant que le champ homoge`ne σ(x) = Σ ve´rifie aussi (1.33), on en de´duit que la
relation de moyenne (1.15) est satisfaite.
Montrons e´galement que les conditions aux limites (1.32) sont bien compatibles avec la
condition e´nerge´tique (1.27). Il suffit pour cela d’invoquer le re´sultat (1.31) applique´ sur
σ quelconque ve´rifiant (1.32) et sur le champ homoge`ne σ(x) = Σ pour e´crire :
< σ : ε >= Σ :< ε >=
1
|Ω|
∫
∂Ω
ξ ·Σ · n dS (1.34)
ce qui prouve le re´sultat attendu en prenant (1.28) comme de´finition de E.
1.2.2 De´formations homoge`nes au contour
A` la place de (1.32), on se propose de de´finir des conditions aux limites de type cine´matique
en imposant le vecteur de´placement en tout de la frontie`re du v.e.r.. Si le champ
de de´formation ε e´tait homoge`ne et donc e´gal a` E en raison de (1.28), le champ de
de´placement s’e´crirait en tout point ξ(x) = E · x a` un mouvement rigidifiant pre`s. L’ide´e
est donc ici de poser sur ∂Ω :
∀x ∈ ∂Ω ξ(x) = E · x (1.35)
Il est clair, d’apre`s la formule (1.30) avec ω = Ω, que, comme le de´placement est connu
au contour par (1.35), quelle que soit les valeurs prises dans l’inte´rieur du v.e.r., la
moyenne du champ de de´formation ε est de´termine´e. Celle-ci est donc e´gale a` la moyenne
du champ de de´formation issu du champ de de´placement line´aire ξ(x) = E · x soit E.
Ainsi la condition de moyenne (1.28) est automatiquement satisfaite.
Il reste a` montrer la compatibilite´ de (1.35) avec la condition e´nerge´tique (1.27). On
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utilise encore la relation (1.31) applique´e a` la fois a` ε quelconque de´rivant d’un champ de
de´placement ve´rifiant (1.35) et au champ homoge`ne ε(x) = E pour montrer :
< σ : ε >=< σ >: E =
1
|Ω|
∫
∂Ω
(E · x) · σ · n dS (1.36)
ce qui prouve le re´sultat attendu en prenant (1.15) comme de´finition de Σ.
1.2.3 Lemme de Hill
Nous avons montre´ dans les deux paragraphes pre´ce´dents que les conditions aux limites
(1.32) et (1.35) pre´sentaient l’inte´reˆt majeur de respecter les relations de moyenne (1.15),
(1.28) et (1.27). Pre´cisons aussi que l’on appelle classiquement “lemme de Hill” le re´sultat
venant d’eˆtre de´montre´ en (1.34) et (1.36) et qui peut se re´sumer ainsi :
div σ = 0
∃ξ tel que ε = 1
2
(
grad ξ + tgrad ξ
)
∃E ∈ R6 tel que ξ = E · x sur ∂Ω
ou
∃Σ ∈ R6 tel que σ · n = Σ ·n sur ∂Ω


⇒< σ : ε >=< σ >:< ε > (1.37)
1.3 Le v.e.r. de ge´omate´riau
1.3.1 Microstructure d’un v.e.r. de ge´omate´riau
Description
Le v.e.r. de ge´omate´riau que nous allons conside´rer dans toute la suite sera compose´
d’une phase solide de´formable occupant le domaine Ωs, d’inclusions poreuses Ωp, d’inclu-
sions rigides adhe´rentes Ωr et d’inclusions rigides a` interface lisse Ωl. Le domaine occupe´
par la re´union de ces inclusions est le comple´mentaire de Ωs i.e. Ωp ∪ Ωr ∪ Ωl = Ω \ Ωs
(cf. Fig. 1.1). Dans les ge´omate´riaux, ces diffe´rents types d’inclusions ne coexistent pas
force´ment a` la meˆme e´chelle. Lorsque des e´chelles diffe´rentes sont concerne´es, il convient
de proce´der en plusieurs phases d’homoge´ne´isation en conside´rant d’abord l’e´chelle la plus
fine i.e. celle faisant intervenir les plus petites inclusions et en utilisant a` chaque e´tape
les proprie´te´s homoge´ne´ise´es de l’e´tape pre´ce´dente. Ne´anmoins, le fait de faire intervenir
toutes les inclusions a` la meˆme e´chelle et une phase solide de´formable pouvant eˆtre elle-
meˆme le re´sultat d’une homoge´ne´isation ante´rieure rend l’e´tude plus ge´ne´rale et pre´sente
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phase solide (Ωs)
inclusion lisse (Ωl) pore (Ωp)
inclusion adhe´rente (Ωr)
Ω
Fig. 1.1 – Microstructure du v.e.r. Ω
un inte´reˆt sur le plan acade´mique.
On formulera des hypothe`ses sur la forme des inclusions et sur leur re´partition spatiale
lorsque cela s’ave´rera ne´cessaire. On ne de´finit pour l’instant que les fractions volumiques
suivantes :
– fraction volumique de pores (ou porosite´) :
ϕ =
|Ωp|
|Ω| (1.38)
– fraction volumique d’inclusions rigides adhe´rentes :
ϕr =
|Ωr|
|Ω| (1.39)
– fraction volumique d’inclusions rigides a` interface lisse :
ϕl =
|Ωl|
|Ω| (1.40)
– fraction volumique de solide de´formable :
ϕs =
|Ωs|
|Ω| (1.41)
On notera par la suite < e >D la moyenne de la grandeur physique e sur le domaine
D ⊂ Ω :
< e >D=
1
|D|
∫
D
e dΩ (1.42)
On conservera la notation simplifie´e < · > (sans pre´ciser le domaine) pour de´signer la
moyenne sur l’ensemble du v.e.r. Ω.
A priori la frontie`re du v.e.r. posse`de une intersection non vide avec certaines inclusions,
ce qui est susceptible de poser un proble`me pour appliquer les conditions aux limites (1.32)
ou (1.35). Sans nuire a` la ge´ne´ralite´ des raisonnements d’homoge´ne´isation, on supposera
que la frontie`re du v.e.r. ne coupe que la phase matricielle. Ceci revient a` modifier la
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microstructure sur un domaine au voisinage de la frontie`re de mesure ne´gligeable par
rapport a` la taille du v.e.r. en raison des conditions de changement d’e´chelle vus dans
l’introduction ge´ne´rale.
Les inclusions vides ou rigides constituent des cas extreˆmes de mate´riaux du point de
vue de leur comportement. Les paragraphes suivants mettent en lumie`re quelques-unes
de leurs particularite´s.
Pores
Dans une inclusion vide, le champ de contrainte est nul tandis que le champ de de´placement
n’est, a priori, pas de´fini. Ne´anmoins celui-ci est de´fini sur la frontie`re du pore et il est donc
possible, par la formule (1.30) applique´e au domaine poreux, de calculer la contribution
de ce dernier a` la moyenne de la de´formation :
< ε >Ωp=
1
|Ωp|
∫
∂Ωp
ξ
s⊗ n dS (1.43)
ou` n est la normale unitaire a` ∂Ωp dirige´e vers l’exte´rieur de Ωp. Rien n’empeˆche en
outre de prolonger arbitrairement le champ de de´placement par continuite´ a` l’inte´rieur
du pore, la moyenne du champ de de´formation e´tant parfaitement insensible au choix du
prolongement.
Inclusions rigides
Le cas particulier des inclusions rigides a` interface lisse me´rite quelques pre´cisions en ce
qui concerne leur mode´lisation. Celle-ci se de´marque en effet des inclusions adhe´rentes par
des conditions spe´ciales de re´gularite´ sur les champs de de´placement ou de contrainte au
niveau de l’interface avec la matrice : la composante tangentielle du de´placement peut eˆtre
discontinue mais pas la composante normale (pas de de´cohe´sion ni d’interpe´ne´tration) et
la contrainte tangentielle doit eˆtre nulle (le vecteur-contrainte, qui est force´ment continu
pour respecter l’e´quilibre, est purement normal). Autrement dit :
[[ξ ]] · n = [[ξn ]] = 0 (a)
σ · n = σnn n (b)
(1.44)
Les conditions (1.44) correspondent a` un contact bilate´ral pour lequel on autorise un
signe positif de σnn sans que cela ne provoque de de´cohe´sion. Cette mode´lisation est sans
doute peu re´aliste mais pre´sente l’avantage de se traiter dans un cadre line´aire. Le mode`le
d’interface lisse avec contact unilate´ral, pouvant engendrer une de´cohe´sion de`s lors que la
contrainte normale cesse d’eˆtre strictement ne´gative, est plus convaincant mais introduit
une non line´arite´. Nous choisissons donc plutoˆt le mode`le bilate´ral tout en pre´cisant que
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son caracte`re pertinent ne sera assure´ que si aucune traction n’apparaˆıt. On comprend
bien que cette condition sera d’autant mieux re´alise´ que le v.e.r. sera soumis a` des pres-
sions de confinement suffisantes.
A` l’inverse des pores, le champ de de´formation est nul dans les inclusions rigides (i.e. le
champ de de´placement correspond a` un mouvement rigidifiant par phase rigide connexe).
Ne´anmoins, lorsque des discontinuite´s de de´placement sont autorise´es au niveau de l’inter-
face, celles-ci contribuent a` la moyenne du champ de de´formation. On e´crit donc, d’apre`s
(1.23) :
< ε >Ωl=
1
|Ωl|
∫
∂Ωl
[[ξ ]]
s⊗ n dS (1.45)
Le champ de contrainte peut eˆtre quelconque pourvu qu’il re´alise la continuite´ du vecteur-
contrainte au niveau des interfaces entre la phase matricielle et les renforts (et la condition
(1.44 b) si l’interface est lisse). Ce vecteur-contrainte e´tant fixe´, on constate, en exploitant
la relation (1.21) applique´e au domaine Ωα (α = r ou l), que, quel que soit le prolongement
choisi pour σ (respectant l’e´quilibre) dans les inclusions rigides, la moyenne de ce champ
est de´termine´e sans ambigu¨ıte´ :
< σ >Ωα=
1
|Ωα|
∫
∂Ωα
x⊗ σ ·n dS (α = r ou l) (1.46)
Pour conclure ce paragraphe, il est utile d’ajouter que le mode`le (1.44) d’interface lisse
ne contribue pas au travail de de´formation (1.25) car on observe en tout point de la
discontinuite´ :
[[ξ ]] · σ · n = σnn [[ξ ]] · n = σnn [[ξn ]] = 0 (1.47)
1.3.2 Effet d’un fluide saturant les pores [34]
La pre´sence d’un fluide a` l’inte´rieur de l’espace poreux ouvre la voie a` l’e´tude de plusieurs
types de phe´nome`nes physiques comme par exemple le transport, la diffusion d’un solute´
ainsi que l’effet me´canique sur le squelette. C’est ce dernier phe´nome`ne dont nous allons
nous pre´occuper dans la mesure ou` le fluide introduit un parame`tre supple´mentaire de
chargement me´canique sur le v.e.r..
On suppose que le fluide sature les pores et il est mode´lise´ comme un fluide visqueux
incompressible. Son comportement s’e´crit donc :
σ = −p 1 + 2µd avec tr d = 0 (1.48)
ou` p de´signe le champ de pression, µ correspond a` la viscosite´ dynamique du fluide et d
est le champ de taux de de´formation (partie syme´trique du gradient du champ de vitesse).
Ainsi, d’apre`s (1.48), l’action du fluide sur le solide a deux origines : le champ de pression
et les contraintes visqueuses.
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Examinons d’abord l’ordre de grandeur de la pression (ou de ses variations a` l’e´chelle de la
structure macroscopique) que l’on note Π et de ses variations a` l’e´chelle du v.e.r.. D’apre`s
un re´sultat rigoureusement e´tabli dans le cadre d’une microstructure pe´riodique [2], le gra-
dient de pression microscopique est de l’ordre de grandeur de Π/L. On peut se convaincre
de ce re´sultat en examinant la solution d’un e´coulement de Poiseuille a` travers un conduit
cylindrique. On note en effet que le gradient de pression est constant et dirige´ suivant l’axe
du cylindre ; il ne pre´sente donc aucune composante dans la section droite du conduit.
Ainsi, a` l’e´chelle du v.e.r., les variations de la pression sont de l’ordre de Π `/L et sont
donc ne´gligeables par rapport a` p qui est de l’ordre de Π. On peut donc, en premie`re
approximation, conside´rer p comme constante a` l’e´chelle du v.e.r. du point de vue de
l’action me´canique du fluide sur le solide.
On cherche maintenant a` e´valuer l’ordre de grandeur de la composante visqueuse de l’in-
teraction fluide/solide :
T v = 2µd · n (1.49)
On admet que les effets inertiels sont ne´gligeables par rapport aux effets visqueux. Ceci
correspond a` des valeurs faibles du nombre de Reynolds R = ρ V/µ ou` V de´signe l’ordre
de grandeur de la vitesse du fluide v. Dans ce cas, l’e´quation d’e´quilibre est l’e´quation de
Stokes :
grad p = µ∆v (1.50)
Il est utile de rappeler la condition d’adhe´rence a` une paroi solide de tout fluide visqueux,
soit v = 0 sur l’interface fluide/solide, ce qui indique que la longueur caracte´ristique de
variation de la vitesse est la taille des he´te´roge´ne´ite´s d. Ce dernier re´sultat fait e´galement
l’objet d’une de´monstration rigoureuse en pe´riodique [2]. De l’e´quation (1.50), on de´duit
donc la relation suivante sur les ordres de grandeur :
Π
L
= µ
V
d2
(1.51)
De plus, l’ordre de grandeur de la force visqueuse (1.49) est donc Tv = µV/d, ce qui
permet d’e´crire en utilisant (1.51) que :
Tv
Π
=
d
L
 1 (1.52)
Il de´coule de (1.52) qu’il existe deux ordres de grandeur de diffe´rence entre l’effet de la
pression et l’effet de la viscosite´ dans l’interaction fluide/solide. On peut donc largement
ne´gliger ce dernier et conside´rer, au niveau du v.e.r., que le fluide agit sur le solide par
un effort surfacique a` l’interface valant −pn ou` p est une constante et n est la normale
unitaire dirige´e du solide vers le fluide. Le raisonnement menant a` la comparaison des
ordres de grandeur des diffe´rentes contraintes est valable aussi a` l’inte´rieur du domaine
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fluide et l’on peut, dans (1.48), ne´gliger la partie visqueuse et conside´rer que l’e´tat de
contrainte s’e´crit simplement :
∀x ∈ Ωp σ(x) = −p 1 (1.53)
N.B. : Tous les de´veloppements de ce chapitre peuvent eˆtre transpose´s en vitesse : il
suffit de remplacer les de´placements par des vitesses, les de´formations par des taux de
de´formation et les travaux par des puissances.
Chapitre 2
Comportement e´lastique line´aire
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Pour comple´ter le syste`me des e´quations pre´sente´es au chapitre 1 (e´quilibre et conditions
aux limites) permettant de trouver les champs de contrainte et de de´formation dans le
v.e.r., il faut introduire des mode`les de comportement pour les diffe´rentes phases. Le
but de ce chapitre est de mettre en œuvre les me´thodes classiques de l’homoge´ne´isation
line´aire dans le cas d’un ge´omate´riau de´crit a` la section 1.3 ayant une matrice e´lastique
line´aire. On conside´rera d’abord le ge´omate´riau sec a` l’e´tat initial naturel puis on tiendra
compte d’un fluide saturant pour exprimer les lois de la poroe´lasticite´ line´aire.
2.1 Comportement du ge´omate´riau sec
2.1.1 De´termination du tenseur d’e´lasticite´ macroscopique
On conside`re un ge´omate´riau est sec, autrement dit les pores correspondent a` un espace
vide (p = 0). La phase solide de´formable est suppose´e e´lastique line´aire et l’e´volution du
v.e.r. s’effectue de manie`re isotherme. L’e´tat initial est naturel en chaque point du v.e.r.,
ce qui signifie que, dans l’e´tat de re´fe´rence (a` partir duquel sont compte´s les de´placements),
le tenseur des contraintes est nul. Ainsi le comportement de chaque point du v.e.r. peut
eˆtre conside´re´ comme e´lastique line´aire et s’e´crit donc a` l’aide d’un tenseur d’e´lasticite´
  (x) (2.3). L’he´te´roge´ne´ite´ du v.e.r. est bien prise en compte a` travers la de´pendance en
x de   :
∀x ∈ Ωs   (x) =   s (a)
∀x ∈ Ωp   (x) =  (b)
∀x ∈ Ωr ∪ Ωl   (x) → ∞ (c)
(2.1)
L’objectif poursuivi est de trouver le lien existant entre les grandeurs macroscopiques E
(1.28) et Σ (1.15) en re´solvant le proble`me d’e´lasticite´ isotherme forme´ par les e´quations
suivantes :
• e´quilibre
div σ = 0 (2.2)
• comportement e´lastique line´aire
σ(x) =   (x) : ε(x) ou ε(x) =  (x) : σ(x) (2.3)
• relation entre la de´formation et le de´placement :
ε =
1
2
(
grad ξ + tgrad ξ
)
(2.4)
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• conditions (1.44) sur l’interface lisse
[[ξn ]] = 0 et σ ·n//n (2.5)
• conditions aux limites (cf. § 1.2.1 ou § 1.2.2)
∀x ∈ ∂Ω σ(x) · n(x) = Σ · n(x) ou ξ(x) = E · x (2.6)
Quelles que soient les conditions aux limites choisies (2.6), la solution (ξ,σ) de ce proble`me
existe et est unique [92] sauf a` l’inte´rieur des pores ou des inclusions rigides ou` le prolon-
gement de l’un ou l’autre des champs est arbitraire (cf. section 1.3.1).
Conside´rons maintenant le proble`me correspondant aux de´formations homoge`nes au contour,
E apparaˆıt alors comme le parame`tre de chargement du v.e.r.. Appliquons le raison-
nement pre´sente´ dans [102] pour construire le tenseur d’e´lasticite´ macroscopique. Tout
d’abord, la line´arite´ des e´quations du proble`me implique l’existence d’une relation line´aire
entre le champ de de´formation ε(x) et E :
ε(x) =   (x) : E (2.7)
Si le v.e.r. contient des inclusions rigides a` interface lisse, par line´arite´ la partie singulie`re
de ε peut aussi s’e´crire :
[[ξ ]]
s⊗ n =  (x) : E (2.8)
Ainsi, le tenseur de localisation   dans (2.7) comporte un terme de distribution surfacique
de Dirac :
  (x) = {   } (x) +  (x) δ∂Ωl (2.9)
On note  l’identite´ dans l’ensemble des tenseurs d’ordre 4 ope´rant sur les tenseurs d’ordre
2 syme´triques. On introduit e´galement  = (1/3)1⊗ 1 le tenseur extrayant la partie
sphe´rique et  =  −  celui extrayant la partie de´viatorique.
Seules les discontinuite´s tangentielles de de´placement sont autorise´es (2.5), ce qui entraˆıne
d’apre`s (2.8) la proprie´te´ suivante :
 :  =

(2.10)
Sans connaˆıtre a priori l’expression de   , il est impe´ratif que la relation (2.7) soit compa-
tible avec (1.28). On a donc la re`gle de cohe´rence suivante :
<   (x) >=
1
|Ω|
∫
Ω
{   } (x) dΩ + 1|Ω|
∫
∂Ωl
 (x) dS =  (2.11)
Dans la suite, par convention, la moyenne de de´formation dans la phase solide ne prendra
pas en compte les e´ventuelles discontinuite´s de de´placement a` l’interface entre celle-ci et
les renforts lisses :
<   >Ωs=< {A} >Ωs (2.12)
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En revanche, ces discontinuite´s seront inte´gre´es a` la moyenne de de´formation sur le do-
maine des renforts rigides Ωl (1.45) :
<   >Ωl=< {A} >Ωl + 1|Ωl|
∫
∂Ωl
 (x) dS avec lim
  l→∞
< {A} >Ωl=  (2.13)
Contrairement a` la de´formation, le tenseur des contraintes ne pre´sente pas de terme
singulier meˆme en pre´sence d’une interface lisse. Il en re´sulte que la moyenne de σ sur le
v.e.r. s’e´crit :
< σ >=< σ >Ωs + < σ >Ωr + < σ >Ωl (2.14)
En combinant la loi de comportement (2.3), les re`gles de localisation (2.7) et de moyenne
(1.15) et (2.14), on obtient :
Σ =
 hom : E (2.15)
avec
 hom = lim
  r→∞
  l→∞
(
ϕs   s :<   >Ωs +ϕ
r   r :<   >Ωr +ϕ
l   l :< {   } >Ωl
)
(2.16)
D’une part, il est a` noter dans (2.16) que les produits   r :<   >Ωr et
  l :< {   } >Ωl corres-
pondent a` des formes inde´termine´es au passage a` la limite puisque les tenseurs d’e´lasticite´
tendent vers l’infini alors que le tenseur de localisation tend vers

en raison du caracte`re
rigide des inclusions. D’autre part, meˆme si le tenseur  (2.9) ne produit pas de terme
explicite dans (2.16), l’effet de l’interface est bien pre´sent puisque celle-ci affecte la valeur
du champ {A} (x) en tout point.
L’expression (2.16) repre´sente une adaptation en pre´sence d’une interface lisse de la rela-
tion classique [102] :
 hom =<   :   > (2.17)
en notant bien que seule la partie fonctionnelle {   } de   joue un roˆle. Autrement dit, tout
se passe comme si l’on avait confe´re´ a` l’interface lisse un tenseur d’e´lasticite´ caracte´rise´
par un module de cisaillement nul et un module de compression quelconque non nul :
∀x ∈ ∂Ωl   (x) = 3 kint  , kint > 0 (2.18)
ce qui, en vertu de la proprie´te´ (2.10), e´limine de (2.17) la contribution explicite de
l’interface.
2.1.2 Influence des conditions aux limites
Si l’on conside`re le proble`me de´fini par des conditions de contrainte homoge`ne au contour,
Σ apparaˆıt comme le parame`tre de chargement du v.e.r.. On peut alors de manie`re
analogue faire intervenir un tenseur de localisation en contrainte :
σ(x) =  (x) : Σ (2.19)
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Par suite, on obtient la loi de comportement macroscopique e´crite a` l’aide du tenseur de
souplesse macroscopique   hom :
E =   hom : Σ (2.20)
avec
 
hom =<  :  > (2.21)
Comme cela a e´te´ souligne´ a` la section 1.2, les conditions aux limites en contrainte ou
de´formation homoge`nes au contour ne de´coulent pas d’un raisonnement de changement
d’e´chelle et ne sont sans doute pas exactement respecte´es dans la re´alite´. Ne´anmoins ces
deux types de condition aux limites constituent un artifice permettant de poser correcte-
ment le proble`me mathe´matique sur le v.e.r. tout en restant compatible avec les re`gles de
moyenne. De plus, il est e´vident que les solutions des deux proble`mes ne sont en ge´ne´ral
pas les meˆmes : il n’y a aucune raison en effet pour que la solution relative a` des conditions
de de´formation homoge`ne au contour soit telle que le champ de contrainte satisfasse des
conditions de contrainte homoge`ne au contour. La me´thode d’homoge´ne´isation n’a donc
de sens que si ces solutions sont peu diffe´rentes l’une de l’autre et si les caracte´ristiques
macroscopiques peuvent eˆtre conside´re´es comme identiques. D’apre`s un re´sultat duˆ a`
Hill [56] et Mandel, cette situation est rencontre´e de`s lors que la se´paration d’e´chelle (cf.
introduction ge´ne´rale) est acquise. Dans ce cas, les solutions diffe`rent l’une de l’autre
uniquement sur une mince couche d’e´paisseur de l’ordre de grandeur des he´te´roge´ne´ite´s
(d). En dehors de cette mince couche, on peut donc confondre la solution en contrainte
(2.19) avec celle relative aux conditions en de´formation homoge`ne au contour obtenue en
combinant (2.3), (2.7) et (2.15) :
σ(x) =   (x) :   (x) : E =   (x) :   (x) :
 hom−1 : Σ (2.22)
soit donc :
 (x) ≈   (x) :   (x) :  hom−1 (2.23)
En prenant la moyenne des deux membres de (2.23) doublement contracte´s a` gauche par
 (x) et en utilisant (2.11) et (2.21), on de´duit
 
hom ≈  hom−1 (2.24)
Autrement dit, le tenseur de souplesse macroscopique de´duit de l’approche en contrainte
est peu diffe´rent de l’inverse du tenseur de raideur macroscopique de´duit de l’approche en
de´formation. Hill [56] et Mandel ont quantifie´ l’erreur commise en confondant ces deux
tenseurs :
 
hom :
 hom =  +O
((
d
`
)3)
(2.25)
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2.1.3 Approche e´nerge´tique
Rappelant l’hypothe`se pre´sente´e au paragraphe 1.1.3 selon laquelle le travail virtuel de
de´formation macroscopique par unite´ de volume est e´gal a` la moyenne des travaux virtuels
microscopiques, on de´duit imme´diatement de (1.27) applique´ a` la solution (relative a` l’une
ou l’autre des conditions aux limites) que l’e´nergie e´lastique macroscopique par unite´ de
volume s’e´crit :
Ψ =
1
2
< ε :   : ε >=
1
2
< σ :  : σ >=
1
2
< σ : ε >=
1
2
Σ : E (2.26)
Dans le cas des de´formations homoge`nes au contour (1.35), l’introduction de (2.7) et de
la loi de comportement macro (2.15) dans (2.26) permet d’e´crire :
 hom =< t   :   :   > (2.27)
Par application du lemme de Hill (§ 1.2.3), on peut e´galement montrer la cohe´rence
entre les expressions (2.17) et (2.27). Au passage, (2.27) prouve la syme´trie de
 hom
(Chomklij = C
hom
ijkl ) lie´e a` l’existence du potentiel macroscopique Ψ.
De manie`re parfaitement analogue, dans le cadre des contraintes homoge`nes au contour
(1.32), on montre que   hom (2.21) peut e´galement s’e´crire sous une forme permettant de
justifier son caracte`re syme´trique :
 
hom =< t  :  :  > (2.28)
2.1.4 Me´thodes d’estimation
Comme on ne connaˆıt que des e´le´ments statistiques plus ou moins pre´cis de la morpho-
logie du v.e.r., il n’est pas possible de re´soudre exactement le proble`me de localisation
c’est-a`-dire d’identifier les champs de tenseur   (x) (2.7) ou  (x) (2.19) dont les moyennes
par phases sont ne´cessaires pour calculer les tenseurs macroscopiques de rigidite´

hom
(2.17)-(2.16) ou de souplesse   hom (2.21). Ne´anmoins, a` partir des connaissances ou des
hypothe`ses concernant la forme des phases et leur re´partition spatiale, nous pouvons ob-
tenir des estimations de

hom base´es sur des estimations des moyennes du tenseur de
localisation par phase. Celles-ci sont construites a` partir de solutions de proble`mes auxi-
liaires base´s sur le proble`me d’Eshelby [44] rappele´ en annexe 3.1. Le proce´de´ d’estimation
est le suivant [102] :
1. Estimations des tenseurs de localisation du champ de de´formation
Pour chaque phase en jeu (phase solide de´formable, pores, inclusions rigides adhe´rentes
ou lisses), on identifie une famille d’ellipsoides cense´s repre´senter les diffe´rentes
formes et orientations des inclusions de cette phase ainsi que leur re´partition spa-
tiale. Pour chacun des e´le´ments de ces familles, on introduit le proble`me auxiliaire
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d’Eshelby consistant a` placer l’ellipsoide en question dans un milieu de re´fe´rence
d’e´lasticite´   o soumis a` une de´formation homoge`ne a` l’infini E∞. Sauf dans le cas
non adhe´rent, ce proble`me conduit a` des champs de de´formation et de contrainte ho-
moge`nes dans l’inclusion (3.11) qui seront prises comme estimations pour le v.e.r.
re´el. Il faut bien noter que l’on introduit des tenseurs   Io a priori diffe´rents pour
chaque phase, chacun de ces tenseurs de´pendant non seulement de   o mais sur-
tout de la forme et de l’orientation de l’inclusion symbolise´es par E . Pour simpli-
fier, supposons qu’un seul ellipsoide de re´fe´rence soit suffisant pour chaque phase
(pas d’orientations multiples des pores etc.)   αo (α=s,p,r). Dans le cas d’une inclusion
sphe´rique rigide lisse et d’un milieu de re´fe´rence isotrope, les estimations seront cal-
cule´es au moyen des expressions (3.18) et (3.19) avec (3.24) et (3.25). On a alors :
∀α ∈ {s, p, r, l},


< ε >Ωα ≈ ˜  α : E∞
< σ >Ωα ≈ ˜ α : E∞
(2.29)
avec les expressions suivantes :

˜
 
s = (  +   so : (
  s −   o))−1
˜
 
p = (  −   po)−1
˜
 
r =

˜
 
l =  o (3.24)
(2.30)
et 

˜

s =   s : (  +   so : (
  s −   o))−1
˜

p =

˜

r =   ro
−1
˜

l =  o (3.25)
(2.31)
Le choix du milieu de re´fe´rence est guide´ par le type de microstructure que l’on
cherche a` mode´liser. Citons par exemple [102] :
•   o =   s (estimation de Mori-Tanaka [78])
Cette estimation est bien adapte´e au cas ou` l’on a clairement identifie´ une phase
matricielle dans laquelle sont plonge´es des inclusions (en l’occurence la phase “s”).
La matrice posse`de la proprie´te´ de connexite´ et entoure chacune des inclusions.
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•   o =  hom (estimation auto-cohe´rente)
Cette estimation peut eˆtre choisie lorsqu’il existe un de´sordre parfait dans la
re´partition spatiale des phases, aucune d’entre elles ne jouant un roˆle de matrice.
Cette estimation s’ave`re particulie`rement efficace pour rendre compte des effets
de percolation de phase.
2. Lien entre la de´formation auxiliaire E∞ et la de´formation re´elle E
Si les pores et les inclusions rigides sont suffisamment e´loigne´s les uns des autres
(par rapport a` leur taille caracte´ristique), il est raisonnable de ne´gliger les interac-
tions entre ces he´te´roge´ne´ite´s baigne´es dans le solide d’e´lasticite´   s. On peut alors
naturellement estimer la moyenne des de´formations s’e´tablissant dans une inclusion
donne´e par le tenseur de de´formation solution du proble`me d’Eshelby relatif a` cette
inclusion plonge´e dans le milieu de re´fe´rence d’e´lasticite´   s sollicite´ a` l’infini par
E∞ = E. Cette estimation est qualifie´e de dilue´e.
Lorsque les distances entre les diffe´rentes inclusions ne sont plus tre`s grandes de-
vant leur taille caracte´ristique, il faut prendre en compte les interactions entre les
phases. L’ide´e est de conside´rer que, dans les proble`mes auxiliaires, la de´formation
a` l’infini E∞, en e´tant a priori diffe´rente de E, inte`gre d’une certaine manie`re les
interactions. Le lien entre E∞ et E re´sulte simplement de la condition de cohe´rence
(1.28) :
E =< ε >≈< ˜  >: E∞ (2.32)
avec
< ˜  >=
∑
α=s,p,r,l
ϕα ˜  α (2.33)
On choisit donc E∞ tel que :
E∞ = < ˜  >
−1
: E (2.34)
Puis la combinaison de (2.29) et (2.34) fournit une approximation des localisations
par phase :
∀α ∈ {s, p, r, l} < ε >Ωα=   α : E avec   α ≈ ˜  α : < ˜  >−1 (2.35)
3. Estimation de

hom
L’e´tat de contrainte macroscopique est estime´ en utilisant la localisation en contrainte
(2.29) et la re`gle de moyenne (1.15) :
Σ =< σ >≈< ˜ >: E∞ ≈< ˜ >: < ˜  >−1 : E (2.36)
On en de´duit donc l’estimation de

hom :
 hom ≈< ˜ >: < ˜  >−1 (2.37)
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Il convient de remarquer que, meˆme si la syme´trie de

hom a e´te´ de´montre´e par (2.27), il
n’en est pas ne´cessairement de meˆme en ce qui concerne son estimation (2.37) sauf dans le
cas particulier ou` l’on fait l’hypothe`se d’isotropie locale et globale (tous les tenseurs sont
isotropes et donc syme´triques). On montre en annexe 3.3 que cette estimation pre´serve la
syme´trie si toutes les phases sont adhe´rentes et repre´sente´es par des inclusions semblables
aux autres (tous les proble`mes auxiliaires utilisent le meˆme tenseur   Io ) ou si le v.e.r.
est un milieu poreux uniquement compose´ d’une matrice solide homoge`ne et de pores
de formes ellipsoidales et d’orientations quelconques et que le sche´ma choisi est celui de
Mori-Tanaka.
2.1.5 Mise en œuvre d’un sche´ma d’homoge´ne´isation line´aire
Sche´ma de Mori-Tanaka
On rappelle que ce sche´ma s’emploie dans la situation ou` la phase “s” est connexe et
repre´sente une matrice dans laquelle sont plonge´es les autres phases.
Les estimations de Mori-Tanaka pour des mate´riaux biphase´s (un seul type d’inclusion a`
la fois) isotropes sont rassemble´es en annexe 3.4. Comme cela sera utile par la suite, on
pre´sente e´galement dans cette annexe les de´rive´es des modules homoge´ne´ise´s par rapport
aux modules de la matrice ainsi que des de´veloppements limite´s lorsque le comportement
de la matrice devient asymptotiquement incompressible. Il faut rappeler que, pour le
milieu poreux a` matrice homoge`ne, l’estimation de Mori-Tanaka correspond a` la borne
supe´rieure de Hashin-Shtrikman tandis que, pour le milieu a` renforts rigides adhe´rents,
cette estimation correspond a` la borne infe´rieure de Hashin-Shtrikman ([53], [102], [17]).
On note sur les formules (3.85) et (3.97) que l’expression de khom n’est pas modifie´e lorsque
l’on change la nature de l’interface matrice/renfort. Ceci est bien conforme a` l’intuition
car, comme cela est souligne´ en annexe 3.1.3, le chargement purement sphe´rique ne sollicite
pas les de´fauts de l’interface lisse. En revanche, µhom de´pend fortement de la nature de
cette interface. On montre en effet, sur la Fig. 2.1, que les inclusions lisses renforcent
bien µhom mais de manie`re nettement moins importante que les inclusions adhe´rentes.
Dans le cas ge´ne´ral ou` toutes les phases sont pre´sentes, en adoptant toujours l’hypothe`se
d’isotropie locale et globale, les modules macroscopiques de compression et de cisaillement
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Fig. 2.1 – Effet de la nature de l’interface sur le module de cisaillement
issus du sche´ma de Mori-Tanaka s’e´crivent :
khom =
4
3
(
3 (1− ϕ) ks + 4 (ϕr + ϕl)µs)µs
3ϕks + 4 (1− ϕr − ϕl)µs (2.38)
µhom =
1
6
9ks + 8µs
ks + 2µs


(
30− 30ϕ+ 45ϕr + 18ϕl) ks2
+
(
108− 108ϕ+ 112ϕr + 52ϕl) ksµs
+
(
96− 96ϕ+ 64ϕr + 32ϕl)µs2
(
45 + 30ϕ− 45ϕr − 18ϕl) ks2
+
(
112 + 108ϕ− 112ϕr − 52ϕl) ksµs
+
(
64 + 96ϕ− 64ϕr − 32ϕl)µs2


µs (2.39)
La premie`re remarque que l’on peut formuler sur khom (2.38) est que ce module ne de´pend
des fractions volumiques de renforts qu’a` travers le groupement ϕr + ϕl, autrement dit,
la nature de l’interface ne joue pas sur khom et donc seul le volume total de renfort in-
tervient. Ce re´sultat est duˆ a` la me´thode d’estimation base´e sur le proble`me d’Eshelby
qui, du point de vue d’un chargement sphe´rique, est incapable de distinguer les inclusions
adhe´rentes des inclusions lisses plonge´es dans le milieu infini. En effet, les inte´ractions
entre phases ne sont prises en compte qu’a` travers un ajustement des conditions aux
limites (a` l’infini) des proble`mes auxiliaires. Ceci peut eˆtre pre´judiciable car cet ajuste-
ment rele`ve d’une moyenne dont le re´sultat est ici isotrope et qui ne tient pas compte des
spe´cificite´s locales de la microstructure et donc des inte´ractions a` distance qui peuvent
s’ave´rer de´terminantes : en l’occurence, la pre´sence d’un pore a` proximite´ d’une inclusion
lisse induit par exemple des discontinuite´s locales a` l’interface. En revanche, µhom (2.39)
est tre`s sensible a` la nature de l’interface car, pour une fraction volumique totale de ren-
forts ϕr + ϕl fixe´e et une porosite´ ϕ donne´e, il peut pre´senter des variations importantes
en fonction de ϕl, c’est-a`-dire de la proportion de renforts lisses. Ainsi l’endommagement
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Fig. 2.2 – Endommagement du mate´riau par re´duction de l’adhe´rence des renforts
du mate´riau mode´lise´ par une re´duction de l’adhe´rence des renforts (soit une augmenta-
tion de la proportion de renforts lisses par rapport a` celle de renforts adhe´rents), peut
engendrer une diminution notable de µhom, ce qui est illustre´ par la Fig. 2.2 dans le
cas particulier d’une matrice incompressible (νs = 1/2 ou µs/ks → 0). Dans ce cas, les
modules homoge´ne´ise´s (2.38) et (2.39) deviennent :
khom =
4
3
1− ϕ
ϕ
µs (2.40)
µhom =
1− ϕ+ 3
2
ϕr + 3
5
ϕl
1 + 2
3
ϕ− ϕr − 2
5
ϕl
µs (2.41)
On constate que le module de compression khom (2.40) ne de´pend plus de la fraction
volumique de renforts mais uniquement de celle des pores. Conforme´ment a` l’intuition
que l’on tire de la re´solution du proble`me d’une sphe`re creuse soumise a` une pression
sur la paroi externe [92], la compressiblite´ du mate´riau est due a` la pre´sence des trous
et a` la possibilite´ d’induire des de´formations de´viatoriques dans la matrice (khom (2.40)
de´pend de µs). Ainsi, il semble naturel de penser que la pre´sence d’inclusions rigides en
quantite´ suffisante devrait provoquer une augmentation de cette raideur en cisaillement
et donc une augmentation de khom. Mais, comme on vient de le souligner, le sche´ma
de Mori-Tanaka n’est pas en mesure de rendre compte de ce raisonnement qualitatif
pour une raison de´ja` e´voque´e a` la suite de (2.38). En effet, ce sche´ma s’appuie sur des
proble`mes auxiliaires d’Eshelby (cf. 2.1.4) consistant a` placer les inclusions dans le milieu
matriciel en rejetant a` l’infini des conditions aux limites modifie´es pour tenir compte de
l’interaction. En proce´dant ainsi, il est clair que, d’une part la matrice incompressible
et les inclusions rigides ont le meˆme comportement vis-a`-vis d’un chargement purement
sphe´rique, et d’autre part chaque phase (notamment les pores) ne “voit” autour d’elle que
de la matrice dont la souplesse en cisaillement n’est pas alte´re´e par la pre´sence de renforts
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rigides. Pour prendre en conside´ration l’effet de ces derniers sur le milieu de re´fe´rence des
proble`mes auxiliaires, on peut mettre en œuvre le sche´ma auto-cohe´rent pour lequel ce
milieu de re´fe´rence tient pre´cise´ment compte de l’ensemble des phases en pre´sence.
Sche´ma auto-cohe´rent
Pour simplifier les calculs sans re´duire l’inte´reˆt du raisonnement, on choisit de ne s’inte´resser
qu’a` un milieu poreux dont la phase solide est incompressible et renforce´ par des inclusions
rigides adhe´rentes. Dans ce cas, le sche´ma auto-cohe´rent fournit les modules suivants :
khom =
4 (1− ϕ) (1− 2ϕ) (2 + ϕ)
ϕ (3− ϕ) (2 + ϕ− 5ϕr) µ
s (2.42)
µhom =
3 (1− 2ϕ) (2 + ϕ)
(3− ϕ) (2 + ϕ− 5ϕr)µ
s (2.43)
On constate sur la Fig. 2.3 que le sche´ma auto-cohe´rent, contrairement a` celui de Mori-
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Auto-cohe´rent
Fig. 2.3 – Effet des renforts sur le module de compression
Tanaka, re´ve`le nettement le caracte`re renforc¸ant des inclusions rigides. On obtient meˆme
une asymptote khom →∞ lorsque ϕr → (2 + ϕ)/5, ce qui correspond a` un phe´nome`ne de
percolation des renforts. Ceci montre bien l’importance des hypothe`ses morphologiques
faites sur le v.e.r. puisque l’on obtient des re´sultats radicalement diffe´rents d’un mode`le
a` l’autre. Classiquement, le sche´ma auto-cohe´rent s’ave`re tre`s efficace pour rendre compte
des phe´nome`nes de percolation. Il a de´ja` fourni des re´sultats inte´ressants dans le domaine
des ge´omate´riaux. Citons par exemple l’effet de l’endommagement sur la perme´abilite´ d’un
milieu fissure´ [36] ou la mode´lisation du comportement e´lastique d’une paˆte de ciment
constitue´e de C-S-H, de particules de clinker anhydres, de cristaux de portlandites et de
pores [11].
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Influence de la morphologie sur l’effet de renforcement
On a vu aux paragraphes pre´ce´dents que la morphologie du v.e.r. e´tait un crite`re crucial
pour le choix du sche´ma d’homoge´ne´isation. On a notamment montre´ que les renforts ont
un effet rigidifiant sur le module de compression dans le sche´ma auto-cohe´rent alors qu’ils
ne jouent aucun roˆle dans le sche´ma de Mori-Tanaka lorsque la phase solide de´formable
est incompressible et qu’il existe une phase poreuse de fraction volumique fixe´e. En effet,
deux v.e.r. ayant des volumes de renforts diffe´rents mais le meˆme volume de pores ont
a priori le meˆme module de compression (2.40). A` la suite de ce surprenant re´sultat,
alors que l’on a de´ja` e´voque´ le de´faut du sche´ma de Mori-Tanaka qui rejette les effets
de l’interaction entre phases a` l’infini et s’appuie sur la matrice pure comme milieu de
re´fe´rence, il faut aussi s’interroger sur les conse´quences morphologiques d’une variation
du volume de renforts pour pouvoir comparer deux v.e.r.. Pour mieux comprendre les
effets d’une telle expe´rience, construisons un v.e.r. ayant une microstructure bien de´finie
forme´e par un assemblage fractal de deux familles de sphe`res (composites) (cf. Fig. 2.4) :
• la premie`re famille est constitue´e de sphe`res creuses (pores entoure´s de la phase
solide de´formable incompressible) de taille variable mais homothe´tiques les unes des
autres c’est-a`-dire de rapport entre le rayon interne Ri et le rayon externe Re fixe,
soit donc de porosite´ η = (Ri/Re)
3 fixe,
• la seconde famille se compose d’un ensemble de sphe`res rigides de taille variable.
Fig. 2.4 – Assemblage de sphe`res creuses et de sphe`res rigides
On conside`re que le domaine Ω est obtenu par la re´union disjointe de ces deux familles
re´parties de manie`re isotrope dans l’espace a` la manie`re de l’assemblage des sphe`res com-
posites de Hashin ([51], [103]). Ainsi la fraction volumique de renforts rigides ϕr corres-
pond exactement au volume de la seconde famille rapporte´ au volume de Ω tandis que la
porosite´ totale et la fraction volumique de phase solide de´formable sont donne´es par :
ϕ = η (1− ϕr) ; ϕs = (1− η) (1− ϕr) (2.44)
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Un tel assemblage confe`re a` la phase solide de´formable un roˆle matriciel vis-a`-vis des
pores, ce qui est fondamental pour ge´ne´rer une certaine compressiblite´ macroscopique.
On conside`re des conditions aux limites de type contraintes homoge`nes au contour (1.32)
avec Σ = Σm 1. En ramenant cette condition portant sur le vecteur-contrainte sur le
bord des sphe`res creuses, on est en mesure de contruire dans chacune des sphe`res un
champ solution du proble`me d’e´lasticite´ classique de sphe`re creuse [92]. En prolongeant
ce champ par continuite´ par la valeur uniforme Σ = Σm 1 dans les renforts rigides, on
a ainsi construit un champ de contrainte microscopique en e´quilibre compatible avec les
conditions aux limites. Ce champ peut alors eˆtre exploite´ dans le the´ore`me du minimum
de l’e´nergie comple´mentaire ([92], [102]) pour donner une borne infe´rieure de khom. On
choisit cette borne, calcule´e en fonction du module de compression de la sphe`re creuse de
porosite´ η note´ ksc(η), en guise d’estimation de khom :
khom =
ksc(η)
1− ϕr avec k
sc(η) =
4
3
1− η
η
µs (2.45)
En rappelant (2.44), (2.45) devient :
khom =
4
3
1− ϕ− ϕr
ϕ (1− ϕr) µ
s (2.46)
On note que (2.46) est une fonction de´croissante de ϕr lorsque ϕ est fixe´e. On aboutit
la` a` un re´sultat encore plus surprenant a priori que celui obtenu pour Mori-Tanaka mais
l’explication est e´vidente : quand on augmente ϕr en laissant ϕ fixe, il de´coule d’apre`s
(2.44) que l’on augmente la porosite´ des sphe`res η et que l’on diminue la fraction de
coque matricielle qui contribuait directement a` la raideur du v.e.r.. On a alors totalement
modifie´ la nature morphologique du milieu poreux. En revanche, lorsque l’on maintient η
fixe´ c’est-a`-dire en gardant la ge´ome´trie des motifs poreux, l’augmentation de ϕr se fait
au de´triment de la phase solide aussi bien que de la phase poreuse, auquel cas khom (2.45)
augmente. Cette dernie`re expe´rience semble eˆtre la plus convaincante pour appre´hender
l’effet d’une augmentation de la fraction de renforts.
2.2 Poroe´lasticite´ line´aire
Dans cette section, le domaine Ωp est sature´ par un fluide visqueux incompressible tandis
que la phase solide demeure e´lastique line´aire. Par une approche microme´canique ([33],
[34]), on retrouve dans cette section les e´quations d’e´tat de la poroe´lasticite´ line´aire.
2.2.1 E´nergie e´lastique macroscopique et variables d’e´tat
Lorsque l’espace poreux est sature´ par un fluide, on a montre´ a` la section 1.3.2 que
l’effet me´canique de celui-ci sur le squelette e´tait uniquement duˆ a` la pression que l’on
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pouvait conside´rer constante a` l’e´chelle du v.e.r.. On conside`re en outre que ce dernier
est soumis a` des de´formations homoge`nes au contour. Ainsi, E et p apparaissent comme
les parame`tres de chargement de la structure susceptibles de faire varier l’e´nergie e´lastique
emmagasine´e dans le squelette. L’e´nergie libre e´tant une grandeur extensive, on de´finit
la densite´ volumique macroscopique d’e´nergie libre Ψ comme l’inte´grale sur le squelette
de la densite´ d’e´nergie libre microscopique ψ rapporte´e au volume total du v.e.r.. Ainsi,
comme seule la phase solide de´formable est en mesure de stocker de l’e´nergie, on a :
Ψ = ϕs < ψ(ε) >Ωs= ϕ
s <
1
2
ε :   s : ε >Ωs (2.47)
Comme le comportement local est suppose´ e´lastique donc re´versible, lors d’une e´volution
(E˙, p˙), l’ine´galite´ de Clausius-Duhem devient l’e´galite´ :
∀x ∈ Ωs ψ˙ = σ : ε˙ (2.48)
En prenant la moyenne de (2.48), on obtient :
Ψ˙ = ϕs < σ : ε˙ >Ωs (2.49)
En exploitant le fait que ε reste constamment nul dans les renforts rigides, que les in-
terfaces lisses n’entraˆınent aucune variation e´nerge´tique et que l’e´tat de contrainte vaut
−p1, (2.49) devient a` l’aide du lemme de Hill :
Ψ˙ = Σ : E˙ + p ϕ 1 :< ε˙ >Ωp (2.50)
En se plac¸ant en hpp, nous avons syste´matiquement confondu la configuration initiale
et la configuration actuelle. Pour interpre´ter ge´ome´triquement la grandeur duale de p
dans le membre de droite de (2.50), il est toutefois ne´cessaire d’introduire explicitement
la configuration initiale Ωo du v.e.r. ainsi que le volume des pores normalise´ Φ i.e. le
rapport entre le volume actuel de pore et le volume initial du v.e.r. :
Φ =
|Ωp|
|Ωo| (2.51)
On note e´galement Φo la porosite´ initiale et v la variation de volume des pores norma-
lise´ entre la configuration initiale et la configuration actuelle, c’est-a`-dire la variation de
volume poreux rapporte´ au volume initial total du v.e.r.. On a alors :
v = Φ− Φo = Φo 1 :< ε >Ωp ( Φo) (2.52)
Ainsi, en hpp, ϕ1 :< ε˙ >Ωp= Φo1 :< ε˙ >Ωp correspond au taux de variation de volume de
l’espace poreux rapporte´ au volume total du v.e.r. soit le taux de variation de porosite´
v˙ = Φ˙. On a donc :
Ψ˙ = Σ : E˙ + p v˙ (2.53)
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D’un point de vue microme´canique, la grandeur e´nerge´tique Ψ est une fonction des pa-
rame`tres de chargement, en l’occurence E et p. En notant que v, obtenu a` partir de la
solution du proble`me de poroe´lasticite´, est une fonction de E et p, on introduit Ψ∗ dont
la de´rive´e se de´duit de (2.53) :
Ψ∗ (E, p) = Ψ− p v ⇒ Ψ˙∗ = Σ : E˙ − p˙ v (2.54)
En utilisant Ψ∗, les e´quations d’e´tat s’e´crivent donc :
Σ =
∂Ψ∗
∂E
(E, p) ; v = −∂Ψ
∗
∂p
(E, p) (2.55)
Conside´rant maintenant p comme une fonction de E et v, on peut envisager Ψ elle-meˆme
comme une fonction de E et v, ce qui permet d’exploiter la de´rive´e (2.53) pour de´duire
des e´quations d’e´tat alternatives a` (2.55) :
Σ =
∂Ψ
∂E
(E, v) ; p =
∂Ψ
∂v
(E, v) (2.56)
Il s’agit maintenant de pre´ciser les expressions des e´quations d’e´tat (2.55) a` partir des
informations disponibles a` l’e´chelle microscopique. Il apparaˆıtra a` la section 2.2.3 que ces
expressions sont obtenus a` partir d’un proble`me d’homoge´ne´isation en e´lasticite´ line´aire
avec un e´tat initial non naturel dont la me´thode de re´solution est rappele´e auparavant a`
la section suivante.
2.2.2 E´tat initial non naturel : le the´ore`me de Levin [102]
On s’inte´resse a` un comportement local pre´sentant une pre´contrainte :
σ(x) =   (x) : ε(x) + σp(x) (2.57)
On peut e´galement e´crire (2.57) a` l’aide d’un tenseur de de´formation libre :
σ(x) =   (x) :
(
ε(x)− εL(x)) avec εL(x) = −  (x) : σp(x) (2.58)
Les autres e´quations formant le proble`me d’e´lasticite´, a` savoir (2.2), (2.6) et (2.4), restent
inchange´es. On choisit de traiter le cas des conditions aux limites de type de´formations
homoge`nes au contour. Conforme´ment au raisonnement propose´ dans [102], on de´compose
line´airement le proble`me P a` re´soudre en deux sous-proble`mes P ′ et P ′′ (cf. Fig. 2.5) :

(P)
div σ = 0
σ =   : ε + σp
ξ = E · x (∂Ω)
ε = 12
(
grad ξ + tgrad ξ
)
≡


(P ′)
div σ′ = 0
σ′ =   : ε′
ξ′ = E · x (∂Ω)
ε′ = 12
(
grad ξ′ + tgrad ξ′
)
+


(P ′′)
div σ′′ = 0
σ′′ =   : ε′′ + σp
ξ′′ = 0 (∂Ω)
ε′′ = 12
(
grad ξ′′ + tgrad ξ′′
)
(2.59)
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E
σp(x)
P
≡
E
σp(x) = 0 +
P ′
E = 0
σp(x)
P ′′
Fig. 2.5 – De´composition du proble`me e´lastique P ≡ P ′ + P ′′
D’un point de vue mathe´matique, il est clair sur les e´quations (2.59) que E et le champ
σp(x) apparaissent comme deux chargements du v.e.r. de´couple´s. Il s’agit donc d’addi-
tionner la solution de P ′ (due a` E) soit (σ′, ε′) et celle de P ′′ (dues a` σp) soit (σ′′, ε′′)
pour obtenir la solution au proble`me total (σ, ε).
On cherche a` e´crire la loi de comportement macroscopique i.e. la relation entre E et Σ.
Faisant re´fe´rence a` la de´composition, ce dernier tenseur s’e´crit :
Σ =< σ >=< σ′ > + < σ′′ > (2.60)
On constate sur (2.59) que le proble`me P ′ correspond au cas du mate´riau a` l’e´tat initial
naturel traite´ au paragraphe 2.1. En particulier, ce sont ε′ et E qui sont maintenant lie´s
par la re`gle de localisation (2.7) :
ε′(x) =   (x) : E (2.61)
Il vient e´galement :
< σ′ >=
 hom : E (2.62)
ou`

hom est le tenseur de´fini en (2.17). Ainsi Σ (2.60) pre´sente une partie line´aire en E a`
laquelle s’ajoute un terme de pre´contrainte macroscopique :
Σ =
 hom : E + Σp avec Σp =< σ′′ > (2.63)
Appliquant le lemme de Hill (1.37) au couple (σ′′, ε′) (σ′′ est un champ e´quilibre´ et ε′ est
ge´ome´triquement compatible avec E au contour) et en exploitant la loi de comportement
σ′′ =   : ε′′ + σp, on obtient :
Σp : E =< σ′′ : ε′ >=< ε′′ :   : ε′︸︷︷︸
σ′
> + < σp : ε′ > (2.64)
Comme σ′ est e´quilibre´ et ε′′ est ge´ome´triquement compatible avec des conditions de
de´placement nul au contour, on e´crit le lemme de Hill sur le couple (σ ′, ε′′) pour annuler
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le premier terme du membre de droite de (2.64). On exploite enfin la re`gle de localisation
(2.61) dans le second terme pour aboutir a` un re´sultat connu comme le the´ore`me de
Levin [69] :
Σp =< σp :   > (2.65)
Il est clair sur (2.65) que la pre´contrainte macroscopique n’est, en ge´ne´ral, pas e´gale a`
la moyenne du champ de pre´contrainte microscopique. Ce ne serait vrai que si ce champ
satisfaisait l’e´quation d’e´quilibre (2.2), auquel cas il serait possible d’appliquer le lemme
de Hill au membre de droite de (2.65) puis la re`gle de cohe´rence (2.11) pour montrer le
re´sultat ou il suffirait plus simplement de remarquer que la solution du proble`me P ′′ (2.59)
serait donne´e par (σ′′ = σp, ε′′ = 0). Dans le cas ge´ne´ral ou` il est ne´cessaire d’introduire un
champ ε′′ non nul dans le proble`me P ′′ pour aboutir a` un champ de contrainte en e´quilibre,
σp doit eˆtre ponde´re´ par le tenseur de localisation   pour exprimer la pre´contrainte
macroscopique (2.65).
Re´e´crivons maintenant le comportement macroscopique (2.63) sous la forme :
Σ =
 hom :
(
E −EL) avec EL = −  hom−1 : Σp (2.66)
Si l’on remplace σp dans (2.65) par son expression en fonction de εL donne´e par (2.58),
on obtient, en exploitant (2.66) :
EL =< εL :   :   :
 hom−1 > (2.67)
Dans une approche en contraintes homoge`nes au contour, on de´montrerait de manie`re
analogue que la loi de comportement s’e´crit :
E =   hom : Σ + EL (2.68)
avec   hom de´fini par (2.21) et EL obtenu par le the´ore`me de Levin :
EL =< εL :  > (2.69)
La cohe´rence entre les expressions (2.67) et (2.69) est assure´e en vertu de l’identite´ (2.23)
obtenue graˆce au re´sultat de Hill et Mandel e´voque´ au paragraphe 2.1.2. En re´sume´, le
choix de l’un ou l’autre des deux types de conditions aux limites n’a d’impact ni sur la
de´finition du tenseur d’e´lasticite´ macroscopique ni sur celle de la pre´contrainte (ou de la
de´formation libre) macroscopique si la se´paration d’e´chelle est garantie.
Par la formule (2.69), il est possible de calculer par exemple un coefficient de dilatation
thermique homoge´ne´ise´ [102].
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2.2.3 Approche microscopique des e´quations d’e´tat de la poroe´lasticite´
line´aire
Cas ge´ne´ral
Pour prendre en compte la pre´sence du fluide dans les pores, on s’inspire d’une remarque
d’Andre´ Zaoui et du raisonnement pre´sente´ dans [41] base´ sur le fait que le comportement
peut s’e´crire en tout point sous la forme (2.57) a` l’aide d’un tenseur d’e´lasticite´   (x) donne´
par (2.1) et d’une pre´contrainte σp(x) de´finie par :
σp(x) = 0 (x ∈ Ωs) (a)
σp(x) = −p 1 (x ∈ Ωp) (b)
σp(x) = 0 (x ∈ Ωr ∪ Ωl) (c)
(2.70)
Ainsi le tenseur Σ de la premie`re des e´quations d’e´tat (2.55) s’e´crit sous la forme (2.63)
avec

hom obtenu en (2.17) et Σp calcule´ par le the´ore`me de Levin (2.65) :
Σp = −pB (2.71)
ou` le tenseur de Biot B est de´fini par :
B = ϕ 1 :<   >Ωp= 1− ϕs 1 :<   >Ωs (2.72)
La seconde e´galite´ dans (2.72) est obtenue en invoquant la re`gle de cohe´rence (2.11), la
nullite´ de   dans les inclusions rigides et en exploitant la proprie´te´ (2.10) signifiant que les
discontinuite´s de de´placement au niveau des interfaces lisses n’induisent pas de variation
de volume.
La seconde e´quation d’e´tat (2.55) ne´cessite de de´composer v (2.52) en deux parties pro-
venant respectivement des solutions des proble`mes P ′ et P ′′ :
v = ϕ 1 :< ε′ >Ωp +ϕ 1 :< ε
′′ >Ωp (2.73)
Le premier terme de (2.73) s’e´crit facilement a` l’aide du tenseur de localisation puis en
exploitant la de´finition (2.72) de B :
ϕ 1 :< ε′ >Ωp= ϕ 1 :<   >Ωp : E = B : E (2.74)
Le second terme de (2.73) de´pend line´airement de la solution de P ′′. Or celle-ci de´pend elle-
meˆme line´airement de p, si bien qu’il existe un deuxie`me champ de tenseur de localisation
L d’ordre 2 tel que :
ε′′(x) = pL(x) (2.75)
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On introduit donc le module de Biot M tel que :
ϕ 1 :< ε′′ >Ωp=
p
M
(2.76)
avec
1
M
= ϕ 1 :< L >Ωp= −ϕs 1 :< L >Ωs (2.77)
La seconde e´galite´ dans (2.77) provient de la re`gle de cohe´rence selon laquelle la moyenne
de L sur le v.e.r. doit eˆtre nulle (en raison de la condition de de´formation homoge`ne
nulle au contour dans P ′′) et du fait que L est nul dans les inclusions rigides et que les
e´ventuelles discontinuite´s de de´placement au niveau des interfaces lisses n’induisent pas
de variation de volume.
En re´sume´ les deux e´quations d’e´tat de la poroe´lasticite´ s’e´crivent :
Σ =
 hom : E − pB (2.78)
v = B : E +
p
M
(2.79)

hom apparaˆıt comme le tenseur d’e´lasticite´ en condition draine´e (p = 0). Ces lois d’e´tat
sont identiques a` celles obtenues dans le cadre d’une approche thermodynamique ma-
croscopique ([13], [14], [15]). On retrouve notamment que le comportement poroe´lastique
s’e´crit au moyen de la contrainte effective de Biot graˆce a` laquelle on peut de´duire le
comportement non draine´ du v.e.r. a` partir du comportement draine´ :
ΣB (Σ, p) = Σ + pB (2.80)
Il de´coule e´galement des expressions (2.55), (2.78) et (2.79) que Ψ∗ s’e´crit :
Ψ∗ (E, p) =
1
2
E :
 hom : E − pB : E − p
2
2M
(2.81)
On de´duit ensuite de (2.54) que la densite´ macroscopique d’e´nergie libre s’e´crit :
Ψ (E, v) =
1
2
E :
 hom : E +
p2
2M
avec p = M (−B : E + v) (2.82)
L’inte´reˆt de la me´thode de changement d’e´chelle est de pouvoir relier les grandeurs

hom,
B et M aux informations dont on dispose a` l’e´chelle infe´rieure. Dans le cas pre´sent, on
est en mesure de construire des estimations de

hom et de  graˆce a` la me´thode expose´e
a` la section 2.1.4 qui permet d’estimer les moyennes par phase du tenseur de localisation
  . En ce qui concerne M (2.77), il s’agit d’e´valuer la moyenne sur la phase poreuse du
tenseur de localisation L du proble`me P ′′. Puisque le chargement du proble`me P ′′ consiste
en la pre´sence d’une pre´contrainte dans une des phases inclusionnaires, il serait aise´ de
construire une me´thode d’estimation comparable a` celle de la section 2.1.4 c’est-a`-dire
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fonde´e sur les re´sultats de proble`mes auxiliaires d’Eshelby.
Dans le cas ou` la phase matricielle est incompressible, il n’est toutefois pas utile de recourir
a` des estimations puisque l’on a :
∀x ∈ Ωs 1 :   (x) = 0 et 1 : L(x) = 0 (2.83)
Ainsi B (2.72) et M (2.77) deviennent :
B = 1 ; M →∞ (2.84)
Et la contrainte effective de Biot (2.80) devient la contrainte effective de Terzaghi :
ΣT (Σ, p) = Σ + p 1 (2.85)
Le paragraphe suivant pre´sente un autre cas de figure ou` la seule connaissance de

hom
suffit a` de´terminer tout le comportement poroe´lastique.
Signalons que les re´sultats obtenus dans ce paragraphe peuvent eˆtre utilise´s dans le cas
ou` la phase poreuse est comple`tement absente (ϕ = 0). En effet, dans ce cas, B (2.72) et
M (2.77) deviennent :
B = 0 ; M →∞ (2.86)
Il convient de pre´ciser que le cas limite ϕ→ 0 ne conduit pas ne´cessairement au re´sultat
(2.86) car la microstructure de l’espace poreux peut jouer un roˆle important meˆme si le
volume occupe´ par ce dernier est infinite´simal. Il suffit en effet de conside´rer un milieu
fissure´ dont les fissures sont mode´lise´es par des pores ellipsoidaux aplatis (de rapport
d’aspect tendant vers 0) pour constater que (2.86) est mis en de´faut ([37], [38], [79]).
Dans le cas de figure ou` l’espace poreux est totalement inexistant, la seule e´quation de
comportement macroscopique (e´lastique line´aire) (2.78) devient alors simplement :
Σ =
 hom : E (2.87)
L’e´nergie libre macroscopique Ψ est alors e´gale au potentiel Ψ∗ et s’e´crit :
Ψ (E) = Ψ∗ (E) =
1
2
E :
 hom : E (2.88)
Cas de la phase solide homoge`ne [41]
Dans ce paragraphe, on suppose que la phase comple´mentaire des pores est constitue´e de
la seule phase solide homoge`ne d’e´lasticite´   s. Elle est donc de´pourvue de renforts (ϕr = 0
et ϕl = 0). Pour un tel v.e.r., le tenseur d’e´lasticite´ draine´

hom (2.16) s’e´crit :
 hom = ϕs   s :<   >Ωs (2.89)
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L’e´quation (2.89) permet d’exprimer <   >Ωs en fonction de

hom et   s, ce qui entraˆıne
que B (2.72) s’e´crit :
B = 1− 1 :   s−1 :  hom (2.90)
Pour exprimer M , il faut revenir a` sa de´finition dans (2.76) et exploiter le fait que la
moyenne de ε′′ sur le v.e.r. est nulle :
p
M
= ϕ 1 :< ε′′ >Ωp= −ϕs 1 :< ε′′ >Ωs (2.91)
En utilisant successivement la loi de comportement de la phase matricielle, puis la de´finition
(2.63) de Σp, on e´crit :
p
M
= −ϕs 1 :   s−1 :< σ′′ >Ωs= 1 :   s−1 : (−Σp + ϕ < σ′′ >Ωp) (2.92)
Or le calcul de Σp par le the´ore`me de Levin fournit (2.71) et l’e´tat de contrainte σ′′ dans
les pores vaut −p 1, ce qui implique :
1
M
= 1 :   s−1 : (B − ϕ 1) (2.93)
Comme annonce´, seule l’identification de

hom suffit a` de´terminer B (2.90) puis M (2.93)
et donc le comportement poroe´lastique line´aire complet. Les formules (2.90) et (2.93)
peuvent e´galement eˆtre obtenues dans [34] avec des conditions aux limites homoge`nes en
contraintes.
Adoptant l’hypothe`se d’isotropie locale et globale, les tenseurs d’e´lasticite´ s’e´crivent :
  s = 3 ks  + 2µs  (2.94)
et
 hom = 3 khom  + 2µhom  (2.95)
Le tenseur B devient alors sphe´rique :
B = b 1 avec b = 1− k
hom
ks
(2.96)
La forme isotrope de (2.93) quant a` elle s’e´crit :
1
M
=
b− ϕ
ks
(2.97)
Au passage, en prenant la limite de (2.96) et (2.97) lorsque ks tend vers l’infini (incom-
pressibilite´ de la matrice), on retrouve le re´sultat (2.84).
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Pre´contrainte sphe´rique dans la matrice
Dans ce paragraphe, on e´tudie l’effet d’une pre´contrainte sphe´rique uniforme dans la
matrice sur la solution du proble`me de poroe´lasticite´ :
∀x ∈ Ωs σp(x) = σps = σps 1 (2.98)
L’ide´e est de de´composer line´airement le proble`me dont le chargement est (E, p) avec la
pre´contrainte σps 1 dans la matrice en deux proble`mes. Dans le premier, on retrouve le
chargement E au contour tandis que l’e´tat de contrainte dans les pores vaut −(p + σps) 1
sans pre´contrainte dans la matrice tandis que, dans le second, le contour est encastre´ (i.e.
E = 0) et l’e´tat de contrainte dans les pores est e´gal a` la pre´contrainte de la matrice
autrement dit σps 1 :

σ =   s : ε + σps1 (Ω
s)
σ = −p1 (Ωp)
ε = 0 (Ωr ∪ Ωl)
[[ξn ]] = 0
et σ · n//n (∂Ωl)
ξ = E · x (∂Ω)
≡


P(1)
σ(1) =   s : ε(1) (Ωs)
σ(1) = −(p + σps )1 (Ωp)
ε(1) = 0 (Ωr ∪ Ωl)
[[ξ
(1)
n ]] = 0
et σ(1) · n//n (∂Ωl)
ξ(1) = E · x (∂Ω)
+


P(2)
σ(2) =   s : ε(2) + σps1 (Ω
s)
σ(2) = σps 1 (Ω
p)
ε(2) = 0 (Ωr ∪ Ωl)
[[ξ
(2)
n ]] = 0
et σ(2) · n//n (∂Ωl)
ξ(2) = 0 (∂Ω)
(2.99)
Il est clair, d’une part, que P (1) de´finit le proble`me de poroe´lasticite´ e´tudie´ pre´ce´demment
dans lequel on a remplace´ la pression dans les pores par p+ σps (ce groupement peut tre`s
bien eˆtre ne´gatif sans que cela ne soit pre´judiciable sur le plan mathe´matique). D’autre
part, la solution de P (2) est uniforme : ξ(2) = 0, ε(2) = 0 et σ(2) = σps 1 (cette solution
satisfait notamment bien les conditions (2.5) au niveau des interfaces lisses). Ainsi pour
passer de la solution sans pre´contrainte a` la solution avec pre´contrainte, il suffit de changer
la pression p en p+ σps et d’ajouter σ
p
s 1 a` tous les e´tats de contrainte. Par exemple, les
lois d’e´tat macroscopiques s’e´crivent alors :
Σ =
 hom : E − pB + σps (1−B) (2.100)
v = B : E +
p+ σps
M
(2.101)
Le raisonnement reste e´videmment valable lorsque la phase poreuse est inexistante. Dans
ce cas, la solution en de´formation est inde´pendante de l’e´ventuelle pre´contrainte sphe´rique
dans la phase solide de´formable et il faut ajouter σps 1 aux e´tats de contraintes microsco-
pique et macroscopique.
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2.3 Calcul des moments dans la matrice
Dans la suite de ce me´moire, nous aurons besoin d’obtenir des informations sur l’e´tat de
de´formation re´gnant au sein de la phase matricielle. En s’inspirant de [41] et en apportant
une ge´ne´ralisation au cas d’une matrice pre´contrainte, les paragraphes suivants pre´sentent
deux types de moyenne que l’on peut calculer sur cette phase.
2.3.1 Moments d’ordre 1
Le moment d’ordre 1 de l’e´tat de de´formation dans la phase matricielle note´ ε est tout
simplement la moyenne de ε sur le domaine Ωs :
ε =< ε >Ωs (2.102)
Le tenseur ε se de´compose en une partie sphe´rique et une partie de´viatorique a` partir
desquels sont extraits les deux premiers invariants εv et εd :
ε =
1
3
tr ε 1 + εd et


εv = tr ε
εd =
√
εd : εd
(2.103)
On de´finit les moments d’ordre 1 des invariants εv et εd a` partir de la moyenne ε :
εv = tr ε ; εd =
√
εd : εd avec εd =  : ε (2.104)
Le moment d’ordre 1 est aise´ a` obtenir dans les cas ou` il n’existe qu’un seul type d’inclusion
(pores ou inclusions rigides). Dans le cas ge´ne´ral, il faut adapter la me´thode d’estimation
vue a` la section 2.1.4.
• Milieu poreux dont la phase solide est homoge`ne
On envisage ici un milieu poreux sans inclusion dans la phase solide. On a donc
ϕr = ϕl = 0 et ϕs = 1− ϕ. En rappelant que l’e´tat de contrainte dans le fluide est
−p 1 et en utilisant la loi de comportement e´lastique line´aire sans pre´contrainte dans
le solide, ε s’obtient par la re`gle de moyenne (1.15) :
Σ = ϕs   s : ε− p ϕ 1 (2.105)
On a alors ε en fonction de Σ et p :
(1− ϕ) ε =   s−1 : (Σ + p ϕ 1) (2.106)
A` l’aide de (2.78), on peut e´crire ε en fonction de E et p :
(1− ϕ) ε =   s−1 : (  hom : E + p (ϕ 1−B)) (2.107)
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On note que, dans (2.107),

hom et B interviennent explicitement. Dans ce cas, la
de´termination de ε en fonction de E doit ne´cessairement passer par une estimation
de

hom, B de´coulant de

hom par (2.90).
En cas d’isotropie de   s (2.94), on peut e´crire les invariants :
(1− ϕ) εv = Σm + p ϕ
ks
avec Σm =
1
3
trΣ (2.108)
(1− ϕ) εd = Σd
2µs
avec Σd = Σ− Σm 1 et Σd =
√
Σd : Σd (2.109)
ou encore, si

hom est e´galement isotrope (2.95), en exploitant (2.96) dans (2.107) :
(1− ϕ) εv = k
hom
ks
Ev +
p
ks
(
ϕ− 1 + k
hom
ks
)
(2.110)
(1− ϕ) εv = µ
hom
µs
Ed (2.111)
S’il existe une pre´contrainte sphe´rique σps 1 dans la matrice (cf. § 2.2.3), il suffit de
remplacer, dans les formules ci-avant, p par p+ σps et, le cas e´che´ant, Σ par Σ− σps 1.
Par exemple, (2.108) et (2.110) deviennent respectivement :
(1− ϕ) εv = Σm + p ϕ− (1− ϕ) σ
p
s
ks
(2.112)
et
(1− ϕ) εv = k
hom
ks
Ev +
p+ σps
ks
(
ϕ− 1 + k
hom
ks
)
(2.113)
• Milieu renforce´ (sans pores)
On s’inte´resse cette fois a` un milieu solide renforce´ par des inclusions rigides en
l’absence de pores soit ϕ = 0. Du fait du caracte`re rigide des inclusions, outre la
phase solide de´formable, seules les discontinuite´s de vitesse au niveau des interfaces
lisses contribuent a` la de´formation macroscopique. On e´crit en effet d’apre`s la re`gle
de moyenne (1.28) :
E = ϕs ε + ϕl < ε >Ωl (2.114)
En l’absence d’inclusions a` interface lisse (ϕl = 0 et donc ϕs = 1− ϕr), on a simple-
ment :
ε =
E
ϕs
=
E
1− ϕr (2.115)
Il n’est donc pas utile ici de faire appel a` une me´thode d’estimation pour e´crire ε
en fonction de E. De plus, (2.115) est valable quel que soit l’e´tat de pre´contrainte
de la phase de´formable. En revanche, si on veut exprimer ε en fonction de Σ (en
l’absence de pre´contrainte), il faut estimer

hom puisque l’on a, d’apre`s (2.100) avec
B = 0 :
ε =

hom−1 : (Σ− σps 1)
ϕs
(2.116)
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Si maintenant l’ensemble des inclusions (sphe´riques) Ωl est non vide, on doit avoir
recours a` une me´thode d’estimation pour e´liminer < ε >Ωl dans (2.114), ce qui
revient a` utiliser directement une estimation de type (2.35) pour < ε >Ωs= ε. En
adoptant l’estimation de Mori-Tanaka, on obtient en utilisant (3.24) :
ε =
(
ϕs  + ϕl  o
)−1
: E (2.117)
dont les invariants s’e´crivent :
εv =
Ev
ϕs
(2.118)
εd =
Ed
ϕs + ϕl αo
(2.119)
avec αo donne´ par (3.22).
• Cas ge´ne´ral : adaptation de la me´thode d’estimation
En pre´sence de fluide a` la pression p, on adapte la technique d’estimation employe´e
a` la section 2.1.4 en ajoutant l’effet de cette pression. Dans les phases autres que
les pores, la localisation conduit toujours aux expressions (2.29) (α 6= p), tandis
que, dans les pores, celle-ci s’effectue maintenant en exploitant l’e´quation (3.15) (on
choisit une pre´contrainte nulle dans le milieu de re´fe´rence) :
< ε >Ωp≈ ˜  p : (E∞ + p   po : 1) (2.120)
ou` ˜  p est toujours donne´ par (2.30). Le lien entre E∞ et E, issu de la condition de
cohe´rence (1.28), s’e´crit :
E =< ε >≈< ˜  >: E∞ + ϕ p ˜  p :   po : 1 (2.121)
avec < ˜  > donne´ par (2.33). On choisit donc E∞ tel que :
E∞ = < ˜  >
−1
:
(
E − ϕ p ˜  p :   po : 1
)
(2.122)
Ainsi l’estimation de la localisation dans la phase solide s’e´crit finalement :
ε ≈   s :
(
E − ϕ p ˜  p :   po : 1
)
(2.123)
ou` l’on a toujours   s = ˜  s : < ˜  >
−1
.
Ajoutons enfin que la pre´sence d’une e´ventuelle pre´contrainte sphe´rique σps 1 dans la
phase solide de´formable se traduit par une simple substitution de p en p+ σps dans
(2.123).
Il est clair que si l’on adopte l’hypothe`se d’isotropie locale et globale, les moyennes par
phase des tenseurs de localisation doivent eˆtre isotropes (ce n’est e´videmment pas le cas
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localement). Il de´coule alors un de´couplage total entre les effets sphe´rique et de´viatorique
du chargement sur le moment d’ordre 1 car εv ne de´pend que de Ev et p tandis que
εd ne de´pend que de Ed (ce qui s’est clairement ve´rifie´ dans les cas particuliers (2.110),
(2.111), (2.115), (2.118) et (2.119)). Ne´anmoins, ce de´couplage est mis en de´faut locale-
ment, comme en te´moigne par exemple l’effet de´viatorique local induit dans une sphe`re
creuse par une pression externe uniforme. Ainsi la moyenne directe masque les couplages
locaux. Il faudra donc recourir a` un autre type de moyenne, par exemple quadratique
dans le paragraphe suivant, si l’on veut eˆtre capable de mesurer ces couplages.
2.3.2 Moments d’ordre 2
Le moment d’ordre 2 de l’e´tat de de´formation dans la matrice est le tenseur d’ordre 4 :
< ε⊗ ε >Ωs=< εij εkl >Ωs ei ⊗ ej ⊗ ek ⊗ el (2.124)
En ce qui concerne les deux premiers invariants, les moments d’ordre 2 sont de´finis par :
εv =
√
< ε2v >Ωs =
√
1 :< ε⊗ ε >Ωs: 1 (2.125)
εd =
√
< ε2d >Ωs =
√
< εd : εd >Ωs =
√
 ::< ε⊗ ε >Ωs (2.126)
Selon une ide´e pre´sente´e dans [60], [61] et [97] et e´tendue a` la poroe´lasticite´ dans [41],
les composantes de la moyenne (2.124) ou les invariants (2.125) et (2.126) peuvent eˆtre
obtenus par de´rivation du potentiel e´lastique par rapport aux composantes de   s. Dans
les de´veloppements suivants de ce paragraphe, on note δ l’ope´rateur ge´ne´rique de´signant
une de´rivation par rapport a` une composante de   s (ou par rapport a` ks ou µs si   s est
isotrope (2.94)). Montrons le re´sultat dans le cas ge´ne´ral (toutes les phases sont pre´sentes)
avant de le particulariser aux cas d’absence de l’une ou l’autre des phases. En utilisant
(2.47) et (2.52), on peut e´crire le potentiel Ψ∗ (2.54) de la fac¸on suivante :
Ψ∗ = ϕs <
1
2
ε :   s : ε >Ωs −ϕ p 1 :< ε >Ωp (2.127)
Diffe´rentions Ψ∗ a` l’aide de l’ope´rateur δ, en notant que p est une donne´e du proble`me
inde´pendante de   s tandis que la solution ε de´pend de   s :
δΨ∗ = ϕs <
1
2
ε : δ   s : ε >Ωs +ϕ
s < ε :   s : δε >Ωs −ϕ p 1 :< δε >Ωp (2.128)
Dans le membre de droite de (2.128), on peut utiliser la loi de comportement du solide
σ =   s : ε, l’e´tat de contrainte −p 1 dans le fluide, le caracte`re rigide des inclusions δε = 0
ainsi que la proprie´te´ de l’interface lisse (2.5) selon laquelle aucun travail de de´formation
n’est produit au niveau de celle-ci (σ : δε = 0). On obtient alors :
δΨ∗ = ϕs <
1
2
ε : δ   s : ε >Ωs + < σ : δε > (2.129)
2.3 Calcul des moments dans la matrice 55
Dans le dernier terme de (2.129), on peut appliquer le lemme de Hill (1.37) au couple
(σ, δε) en remarquant, d’une part, que σ est bien en e´quilibre et, d’autre part, que
δε de´rive du champ δξ cine´matiquement admissible avec 0 au contour puisque ξ est
cine´matiquement admissible avec E qui est une donne´e du proble`me (donc inde´pendante
de   s) (1). On a donc :
δΨ∗ = ϕs <
1
2
ε : δ   s : ε >Ωs (2.130)
Le moment d’ordre 2 (2.124) s’e´crit par conse´quent :
ϕs < ε⊗ ε >Ωs= 2 ∂Ψ
∗
∂   s
= 2
∂Ψ∗
∂csijkl
ei ⊗ ej ⊗ ek ⊗ el (2.131)
avec Ψ∗ exprime´ en (2.81).
Lorsque   s est isotrope (2.94), on peut obtenir les moments d’ordre 2 des invariants (2.125)
et (2.126) :
δ ≡ ∂
∂ks
⇒ δ   s = 3  ⇒ < ε : δ   s : ε >Ωs= ε2v (2.132)
δ ≡ ∂
∂µs
⇒ δ   s = 2  ⇒ < ε : δ   s : ε >Ωs= 2 ε2d (2.133)
Lorsqu’il n’y pas de pre´contrainte dans la phase solide, on a donc :
ϕs ε2v = E :
∂
 hom
∂ks
: E − 2 p ∂B
∂ks
: E − p2 ∂
∂ks
(
1
M
)
(2.134)
ϕs ε2d =
1
2
E :
∂
 hom
∂µs
: E − p ∂B
∂µs
: E − 1
2
p2
∂
∂µs
(
1
M
)
(2.135)
et, en pre´sence d’une pre´contrainte sphe´rique uniforme dans la phase solide, en vertu du
raisonnement de la section 2.2.3 :
ϕs ε2v = E :
∂
 hom
∂ks
: E − 2 (p+ σps)
∂B
∂ks
: E − (p+ σps)2
∂
∂ks
(
1
M
)
(2.136)
ϕs ε2d =
1
2
E :
∂
 hom
∂µs
: E − (p+ σps)
∂B
∂µs
: E − 1
2
(p+ σps)
2 ∂
∂µs
(
1
M
)
(2.137)
Contrairement aux moments d’ordre 1, la forme ge´ne´rale des moments d’ordre 2 laisse
entrevoir les effets couple´s des parties sphe´rique et de´viatorique du chargement sur l’e´tat
de de´formation quadratique moyen du solide.
A` ce stade, l’e´valuation de εv et de εd passe, dans le cas ge´ne´ral, par une estimation
analytique ou nume´rique de

hom, B, M et de leurs de´rive´es. En l’absence de certaines
phases, les expressions (2.136) et (2.137) peuvent eˆtre pre´cise´es.
(1)Il faut bien noter que, contrairement a` E, le tenseur de contrainte macroscopique Σ n’est pas une
donne´e mais un re´sultat du proble`me d’e´lasticite´ line´aire (2.78) et de´pend donc de   s.
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• Milieu poreux dont la phase solide est homoge`ne
On retrouve, dans ce paragraphe, des re´sultats obtenus dans [41] ge´ne´ralise´s par la
pre´sence de la pre´contrainte σps . Pour une telle microstructure, les expressions de B
et M ont e´te´ relie´es a`
 hom (cf. (2.90) et (2.93)). Il suffira donc d’estimer
 hom et ses
de´rive´es pour de´duire les moments d’ordre 2. Les de´rive´es de B et M s’e´crivent :
∂B
∂ks
= − 1
3 ks
∂

hom
∂ks
: 1 +
1
3 ks2
 hom : 1 (2.138)
∂
∂ks
(
1
M
)
= − 1
9 ks2
1 :
∂

hom
∂ks
: 1
+
2
9 ks3
1 :
 hom : 1− 1
ks2
(1− ϕ) (2.139)
∂B
∂µs
= − 1
3 ks
∂

hom
∂µs
: 1 (2.140)
∂
∂µs
(
1
M
)
= − 1
9 ks2
1 :
∂

hom
∂µs
: 1 (2.141)
Dans l’hypothe`se d’isotropie globale, on peut utiliser les re´sultats (2.95), (2.96) et
(2.97) dans (2.136) et (2.137) en rappelant que l’on a ici ϕs = 1− ϕ :
(1− ϕ) ε2v =
(
∂khom
∂ks
− 1
1− ϕ
(
khom
ks
)2) (
Ev +
p+ σps
ks
)2
+
1
1− ϕ
(
khom
ks
Ev +
p+ σps
ks
(
ϕ− 1 + k
hom
ks
))2
+2
∂µhom
∂ks
E2d (2.142)
(1− ϕ) ε2d =
1
2
∂khom
∂µs
(
Ev +
p+ σps
ks
)2
+
∂µhom
∂µs
E2d (2.143)
Si le sche´ma d’homoge´ne´isation utilise´ est celui de Mori-Tanaka (cf. annexe 3.4.1),
l’expression de εv (2.142) se simplifie :
(1− ϕ) ε2v =
1
1− ϕ
(
khom
ks
Ev +
p+ σps
ks
(
ϕ− 1 + k
hom
ks
))2
+ 2
∂µhom
∂ks
E2d (2.144)
avec khom de µhom exprime´s en (3.73) et (3.76).
Pour e´crire les moments d’ordre 2 en fonction de Σ plutoˆt que E, il suffit de rappeler
la loi de comportement (2.100) et les de´rive´es de B et 1/M (2.138)-(2.141) ; on
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obtient alors a` partir de (2.136) et (2.137) :
(1− ϕ) ε2v = − (Σ + p 1) :
∂

hom−1
∂ks
: (Σ + p 1)
−σ
p
s + p
3 ks2
1 :
(
− 2 (Σ + p 1) + (1− ϕ) (σps + p) 1
)
(2.145)
(1− ϕ) ε2d = −
1
2
(Σ + p 1) :
∂

hom−1
∂µs
: (Σ + p 1) (2.146)
ou` l’on a utilise´ l’expression reliant les de´rive´es de

hom aux de´rive´es de son inverse :
 hom :
 hom−1 =  ⇒ δ  hom = −  hom : δ  hom−1 :  hom (2.147)
Lorsque

hom est isotrope, (2.146) devient pour n’importe quel sche´ma line´aire :
(1− ϕ) ε2d = −
1
2
∂
∂µs
(
1
khom
)
(Σm + p)
2 − 1
4
∂
∂µs
(
1
µhom
)
Σ2d (2.148)
et, dans le cas du sche´ma de Mori-Tanaka, (2.145) devient :
(1− ϕ) ε2v =
1
1− ϕ
(
Σm + p ϕ− σps (1− ϕ)
ks
)2
−1
2
∂
∂ks
(
1
µhom
)
Σ2d (2.149)
• Milieu renforce´ (sans pores)
Dans le cas ou` l’espace poreux Ωp est re´duit a` l’ensemble vide, le potentiel Ψ∗ prend
la forme simple (2.88) du fait de (2.86). Ainsi les expressions (2.136) et (2.137) se
re´duisent ici a` :
ϕs ε2v = E :
∂

hom
∂ks
: E (2.150)
ϕs ε2d =
1
2
E :
∂

hom
∂µs
: E (2.151)
Il faut bien pre´ciser que ces re´sultats sont valables en pre´sence des deux types
d’inclusions rigides conside´re´es (parfaitement adhe´rentes ou a` interface lisse) et ne
sont pas modifie´es lorsque la phase solide de´formable pre´sente une pre´contrainte
sphe´rique uniforme quelconque (cf. § 2.2.3).
Dans le cas isotrope, (2.150) et (2.151) deviennent :
ϕs ε2v =
∂khom
∂ks
E2v + 2
∂µhom
∂ks
E2d (2.152)
ϕs ε2d =
1
2
∂khom
∂µs
E2v +
∂µhom
∂µs
E2d (2.153)
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En utilisant (2.147) et la loi de comportement (2.100) avec B = 0, (2.150) et (2.151)
peuvent s’e´crire en fonction de Σ :
ϕs ε2v = − (Σ− σps 1) :
∂

hom−1
∂ks
: (Σ− σps 1) (2.154)
ϕs ε2d = −
1
2
(Σ− σps 1) :
∂

hom−1
∂µs
: (Σ− σps 1) (2.155)
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3.1 Proble`me d’Eshelby [44]
3.1.1 Inclusion d’Eshelby
Conside´rons un domaine infini (Ω = R3) occupe´ par un mate´riau e´lastique line´aire ho-
moge`ne de tenseur d’e´lasticite´   o. Le mate´riau est a` l’e´tat initial naturel sauf dans une in-
clusion I de forme ellipsoidale ou` re`gne un champ de polarisation uniforme p (cf. Fig. 3.1).
On impose des de´placements nuls a` l’infini. La solution du proble`me de l’inclusion satisfait
∞
ξ → 0
σ =   o : ε
σ =   o : ε + p
I
Fig. 3.1 – Proble`me de l’inclusion d’Eshelby
le syste`me d’e´quations :
div σ = 0 (R3)
σ =   o : ε (R3 \ I)
σ =   o : ε + p (I)
lim
‖   ‖→∞
ξ = 0
ε = 1
2
(
grad ξ + tgrad ξ
)
(R3)
(3.1)
De´finissons l’espace occupe´ par l’inclusion par :
I =
{
x ∈ R3 | x · (tA ·A)−1 · x ≤ 1} (3.2)
ou` A est un tenseur d’ordre 2 indiquant l’orientation et les longueurs des axes de l’ellip-
soide. En notant e1, e2 et e3 les directions et a1, a2 et a3 les demi-longueurs des axes, A
s’e´crit :
A = a1 e1 ⊗ e1 + a2 e2 ⊗ e2 + a3 e3 ⊗ e3 (3.3)
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et l’e´quation de l’ellipsoide : (
x1
a1
)2
+
(
x2
a2
)2
+
(
x3
a3
)2
≤ 1 (3.4)
Le re´sultat remarquable obtenu par Eshelby [44] est que les champs de de´formation et de
contrainte solutions de (3.1) sont uniformes a` l’inte´rieur de l’inclusion. On e´crit classique-
ment :
∀x ∈ I ε(x) = −   Io : p (3.5)
ou`   Io est un tenseur d’ordre 4 syme´trique (Pklij = Pijkl). L’exposant
o fait re´fe´rence a`
l’e´lasticite´   o et I symbolise ici la forme et l’orientation de l’inclusion. On montre que
l’expression ge´ne´rale de   Io s’e´crit sous la forme d’une inte´grale sur la sphe`re unite´ ([3],
[38], [45], [101]) :
 
I
o =
det A
4 pi
∫
‖   ‖=1
υ
s⊗ (υ ·   o · υ)−1 s⊗ υ(
υ · (tA ·A)−1 · υ)3/2 dSυ (3.6)
L’ope´rateur
s⊗ indique que le produit tensoriel est suivi d’une syme´trisation entre les
indices encadrant celui-ci, en l’occurence entre les indices 1 et 2 d’une part et entre les
indices 3 et 4 d’autre part. E´crit sous la forme (3.6), il apparaˆıt clairement que   Io de´pend
de   o mais aussi de la forme de l’inclusion (rapports entre les axes de l’ellipsoide) et de
son orientation. On introduit e´galement le tenseur d’Eshelby de´fini par :
 
I
o =  
I
o :
  o (3.7)
Il faut bien noter que, dans le cas ge´ne´ral, le tenseur d’Eshelby (3.7) n’admet pas la
syme´trie par rapport aux couples d’indices (1, 2) et (3, 4). Diffe´rents cas de figure pour
lesquels une expression analytique du tenseur d’Eshelby est disponible figurent en an-
nexe 3.2. Signalons e´galement que le proble`me d’Eshelby peut eˆtre transcrit dans un cadre
bidimensionnel ou` il s’agit de traiter le cas d’une inclusion cylindrique a` base elliptique
plonge´e dans un milieu infini [100].
3.1.2 Inhomoge´ne´ite´ d’Eshelby
Conside´rons maintenant le proble`me de l’inhomoge´ne´ite´ d’Eshelby, c’est-a`-dire que le
domaine I ne se distingue plus par l’existence d’une polarisation uniforme mais par la
pre´sence d’un mate´riau diffe´rent de celui caracte´rise´ par le tenseur d’e´lasticite´   o. Le
mate´riau occupant le domaine I est suppose´ e´lastique line´aire de tenseur d’e´lasticite´   I .
On suppose maintenant que le domaine infini est soumis a` des conditions de de´formation
homoge`ne a` l’infini (cf. Fig. 3.2). Le proble`me a` re´soudre est alors de´fini par les e´quations :
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∞
ξ ∼ E∞ · x
σ =   o : ε
σ =   I : ε
I
Fig. 3.2 – Proble`me de l’inhomoge´ne´ite´ d’Eshelby
div σ = 0 (R3)
σ =   o : ε (R3 \ I)
σ =   I : ε (I)
ξ ∼ E∞ · x (‖x‖ → ∞)
ε = 1
2
(
grad ξ + tgrad ξ
)
(R3)
(3.8)
Pour re´soudre (3.8), on commence par faire l’hypothe`se que le champ de de´formation est
uniforme dans I et vaut εI . On peut alors constater que les syste`mes (3.1) et (3.8) sont
e´quivalents si l’on prend :
p =
(
  I −   o) : εI (3.9)
Par line´arite´, la solution en de´placement de (3.8) est la somme d’un terme duˆ a` p (3.9) qui
se pre´sente sous la forme (3.5) a` l’inte´rieur de I et d’un terme duˆ a` E∞ qui est uniforme
valant E∞ en tout point :
∀x ∈ I ε = εI = −   Io :
(
  I −   o) : εI + E∞ (3.10)
Il de´coule alors de (3.10) que la solution de (3.8) s’e´crit :
∀x ∈ I

 ε =
(
 +   Io :
(
  I −   o))−1 : E∞
σ =   I :
(
 +   Io :
(
  I −   o))−1 : E∞ (3.11)
On ve´rifie donc bien a posteriori que l’hypothe`se d’uniformite´ de ε dans I e´tait fonde´e
puisque l’on a trouve´ un candidat satisfaisant les e´quations (3.8) et que la solution de ce
syste`me est unique.
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Dans le cas limite d’une inclusion vide (   I →  ), la solution (3.11) s’e´crit :
∀x ∈ I (pore)

 ε =
(
 −   Io
)−1
: E∞
σ = 0
(3.12)
et si l’inclusion est rigide (   I →∞), (3.11) devient :
∀x ∈ I (rigide)

 ε = 0σ =   Io−1 : E∞ (3.13)
Remarquons que le raisonnement menant a` (3.11) tient toujours si l’on remplace le com-
portement e´lastique line´aire du mate´riau de I par un comportement e´lastique non line´aire
de´fini par un tenseur se´cant   I(ε). En effet, on de´montre alors, en supposant encore l’uni-
formite´ de la de´formation dans I et en ve´rifiant cette hypothe`se a posteriori, que ce
tenseur se´cant de´finit en fait un tenseur d’e´lasticite´ uniforme   I(εI) dans I. Mais, pour
exprimer εI en fonction de E∞, il faudra re´soudre l’e´quation non line´aire :
εI =
(
 +   Io :
(
  I(εI)−   o))−1 : E∞ (3.14)
On peut aussi adapter le raisonnement si le comportement du mate´riau dans le domaine I
pre´sente a` la fois un tenseur d’e´lasticite´   I a priori diffe´rent de   o ainsi qu’une pre´contrainte
uniforme σpI et si le milieu de re´fe´rence pre´sente e´galement une pre´contrainte uniforme
σpo. En effet, on montre sans peine en invoquant la line´arite´ des e´quations en jeu que le
tenseur des de´formations est uniforme dans I et s’e´crit :
ε =
(
 +   Io :
(
  I −   o))−1 : (E∞ +   Io : (σpo − σpI)) (3.15)
3.1.3 Proble`me de l’inclusion rigide a` interface lisse
Le proble`me d’Eshelby conduit a` une e´valuation de la de´formation re´gnant dans une in-
clusion e´lastique baigne´e dans un milieu e´lastique line´aire infini dans l’hypothe`se ou` le
champ de de´placement recherche´ ve´rifie certaines conditions de re´gularite´ et notamment
la continuite´. Par conse´quent, en utilisant la solution de ce proble`me, on suppose que
l’interface entre la matrice et l’inclusion est a` adhe´rence parfaite. Dans [52], il est prouve´
qu’une interface imparfaite mode´lise´e par une loi de comportement e´lastique (liant le
vecteur-contrainte et la discontinuite´ de de´placement) conduit a` une solution non uni-
forme au sein de l’inclusion. On se propose, dans ce paragraphe, de revisiter le proble`me
d’Eshelby dans le cas extreˆme d’une inclusion rigide et d’une interface lisse mode´lise´e par
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les e´quations (1.44). Il s’agit donc de re´soudre le proble`me suivant :
div σ = 0 (R3 \ I)
σ =   o : ε (R3 \ I)
ξ · n = 0 (∂I)
σ ·n / n (∂I)
ξ ∼ E∞ · x (‖x‖ → ∞)
ε = 1
2
(
grad ξ + tgrad ξ
)
(R3)
(3.16)
Pour obtenir une solution analytique du proble`me (3.16), nous ne conside´rons que le cas
de l’inclusion sphe´rique (on se placera donc dans le syste`me de coordonne´es sphe´riques
de la Fig. 3.3) et du comportement isotrope de la matrice. Le tenseur   o s’e´crit donc :
  o = 3 ko  + 2µo  (3.17)
L’objectif est d’e´valuer les moyennes sur le domaine I des tenseurs de de´formation et
r
φ
θ
x1
x2
x3
er
eθ
eφ
Fig. 3.3 – Coordonne´es sphe´riques
de contrainte. Conforme´ment aux re´sultats obtenus en (1.45) et (1.46), ces moyennes
s’e´crivent comme des inte´grales au contour du domaine. La line´arite´ des e´quations (3.16)
implique que ces inte´grales de´pendent line´airement de E∞ :
< ε >I=
1
|I|
∫
∂I
[[ξ ]]
s⊗ n dS =  o : E∞ (3.18)
< σ >I=
1
|I|
∫
∂I
x⊗ σ · n dS =  o : E∞ (3.19)
ou`  o et  o sont deux tenseurs isotropes d’ordre 4, c’est-a`-dire qu’ils se de´composent
sur  et  en raison de l’isotropie du comportement de la matrice et de la syme´trie
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ge´ome´trique du proble`me. Il suffit donc de conside´rer un tenseur E∞ purement sphe´rique
(resp. de´viatorique) pour identifier les coefficients de  o et  o sur  (resp.  ).
En ce qui concerne la partie sphe´rique, il apparaˆıt que l’interface ne joue aucun roˆle. En
effet, la solution du proble`me avec adhe´rence parfaite a` l’interface pre´sente une syme´trie
sphe´rique et ve´rifie donc les conditions (1.44). On en de´duit qu’il s’agit e´galement de
la solution du proble`me avec interface lisse. Ainsi, comme le de´placement est continu a`
l’interface, la composante sur  de  o est nulle tandis que celle de  o se de´duit de (3.13)
(avec   Io relatif a` une inclusion sphe´rique (3.28)) et vaut donc 3 k
o + 4µo.
Pour de´terminer la composante de´viatorique, on fixe arbitrairement (e1, e2, e3) une base
orthonorme´e de R3 et on conside`re le tenseur :
E∞ = E∞ (e1 ⊗ e1 − e2 ⊗ e2) (3.20)
La forme de la solution en de´placement a` la sollicitation (3.20) est donne´e dans [24] ou [54].
En tenant compte des conditions a` l’infini et a` l’interface, on obtient les expressions sui-
vantes des composantes du de´placement dans la matrice (dans les coordonne´es sphe´riques
de la Fig. 3.3) avec Ro de´signant le rayon de l’inclusion sphe´rique :

ξr =
(
r − 5 (k
o + µo)
5 ko + 8µo
R3o
r2
− 3µ
o
5 ko + 8µo
R5o
r4
)
sin2 θ cos(2φ)E∞
ξθ =
(
r − 10µ
o
3 (5 ko + 8µo)
R3o
r2
+
2µo
5 ko + 8µo
R5o
r4
)
sin θ cos θ cos(2φ)E∞
ξφ = −
(
r − 10µ
o
3 (5 ko + 8µo)
R3o
r2
+
2µo
5 ko + 8µo
R5o
r4
)
sin θ sin(2φ)E∞
(3.21)
En rappelant que ξ est nul dans l’inclusion, on exploite (3.21) dans (3.18) pour obtenir :
1
|I|
∫
∂I
[[ξ ]]
s⊗ n dS = αo E∞ avec αo = 3 k
o + 4µo
5 ko + 8µo
(3.22)
et, en utilisant la loi de comportement σ =   o : ε dans la matrice, on a :
1
|I|
∫
∂I
x⊗ σ · n dS = βo E∞ avec βo = 16µ
o
3
3 ko + 4µo
5 ko + 8µo
(3.23)
Par conse´quent, les tenseurs  o et  o s’e´crivent :

o =
3 ko + 4µo
5 ko + 8µo
 (3.24)

o = (3 ko + 4µo)  +
16µo
3
3 ko + 4µo
5 ko + 8µo
 (3.25)
Contrairement au cas classique d’application du re´sultat d’Eshelby, dans le cas pre´sent
de l’interface lisse, il n’est pas simple de de´duire des re´sultats pre´ce´dents l’effet d’une
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pre´contrainte dans la matrice et/ou dans l’inclusion. Toutefois, si ces pre´contraintes sont
sphe´riques, il est imme´diat de constater que la nature de l’interface ne va pas interve-
nir puisque la solution du proble`me avec adhe´rence parfaite convient e´galement pour le
proble`me avec interface lisse (pas de cisaillement induit). Ainsi les pre´contraintes n’au-
ront un effet que sur les contraintes (le meˆme que dans le cas adhe´rent) et non sur la
discontinuite´ de de´placement.
3.2 Quelques expressions analytiques du tenseur d’Eshelby
3.2.1 Inclusion sphe´rique dans un milieu isotrope
Le milieu infini dans lequel baigne l’inclusion sphe´rique est isotrope, ce qui signifie que
son tenseur d’e´lasticite´ est donne´ par (3.17). Il est de´fini par son module de compression
ko et son module de cisaillement µo ou, de manie`re e´quivalente, par son module d’Young
Eo et son coefficient de Poisson νo :
3 ko =
Eo
1− 2 νo
2µo =
Eo
1 + νo

⇔


Eo = 9
ko µo
3 ko + µo
νo =
1
2
3 ko − 2µo
3 ko + µo
(3.26)
Par syme´trie, le tenseur d’Eshelby est isotrope et se de´compose donc sur  et  ([38],
[102]) :
 
I
o =
3 ko
3 ko + 4µo
 +
6
5
ko + 2µo
3 ko + 4µo
 =
1
3
1 + νo
1− νo  +
2
15
4− 5 νo
1− νo  (3.27)
D’apre`s (3.7), le tenseur   Io s’e´crit donc :
 
I
o =
1
3 ko + 4µo
 +
3
5µo
ko + 2µo
3 ko + 4µo
 (3.28)
3.2.2 Inclusion ellipsoidale dans un milieu isotrope
Dans cette section, le milieu infini est toujours isotrope mais l’inclusion est maintenant
de forme ellipsoidale de re´volution autour d’un axe que l’on prendra par convention dirige´
suivant le vecteur e3. Ainsi les axes selon e1 et e2 sont de longueur identique i.e. a2 = a1.
Le rapport entre la longueur du troisie`me axe et celle-ci, appele´ rapport d’aspect et note´
ω, de´finit la forme de l’ellipsoide :
ω =
a3
a1
=
a3
a2
(3.29)
Outre le cas de´ja` traite´ de la sphe`re ω = 1, on distingue deux types d’ellipsoide :
– l’ellipsoide aplati (1) tel que a3 < a1 i.e. ω < 1 (cf. Fig. 3.4(a)),
(1)“oblate spheroid” en anglais
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– l’ellipsoide allonge´ (2) tel que a3 > a1 i.e. ω > 1 (cf. Fig. 3.4(b)).
a1
a2 = a1
a3 < a2 = a1
(a) ellipsoide aplati
a1
a2 = a1
a3 > a2 = a1
(b) ellipsoide allonge´
Fig. 3.4 – Ellipsoides de re´volution
Quel que soit le rapport d’aspect de l’inclusion ellipsoidale, la syme´trie du proble`me
me`ne naturellement a` un tenseur   Io isotrope transverse. Ses composantes dans la base
(ei ⊗ ej ⊗ ek ⊗ el)i,j,k,l=1,2,3 sont donc totalement de´termine´s a` partir de 5 d’entre elles
tandis que le tenseur d’Eshelby, qui ne pre´sente pas la syme´trie entre le couple d’indices
(1, 2) et le couple d’indices (3, 4), sera lui de´termine´ a` partir de 6 coefficients. On introduit
les notations suivantes :
Q =
3
8 pi (1− νo) (3.30)
R =
1− 2 νo
8 pi (1− νo) (3.31)
I1 =


2 pi ω
arccosω − ω√1− ω2
(1− ω2)3/2 si ω < 1 (ell. aplati)
2 pi ω
ω
√
ω2 − 1− argchω
(ω2 − 1)3/2 si ω > 1 (ell. allonge´)
(3.32)
I3 = 4 pi − 2 I1 (3.33)
I13 = − I1 − I3
3 (1− ω2) (3.34)
I12 =
pi
3
− I13
4
(3.35)
I11 = 3 I12 (3.36)
I33 =
4 pi
3ω2
− 2 I13 (3.37)
(2)“prolate spheroid” en anglais
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Voici les composantes de   Io a` partir desquelles les autres composantes non nulles peuvent
eˆtre de´duites [38], soit en raison de l’isotropie transverse soit en invoquant la proprie´te´ de
syme´trie entre les deux premiers et entre les deux derniers indices (i.e. Sijkl = Sjikl = Sijlk) :
S1111 = QI11 +R I1 (3.38)
S3333 = Qω
2 I33 +R I3 (3.39)
S1122 = QI12 − RI1 (3.40)
S1133 = Qω
2 I13 − R I1 (3.41)
S3311 = QI13 − RI3 (3.42)
S2323 =
Q
2
(1 + ω2) I13 +
R
2
(I1 + I3) (3.43)
L’isotropie transverse et les roˆles syme´triques joue´s par les axes 1 et 2 impliquent que le
coefficient S1212 s’e´crit :
S1212 =
1
2
(S1111 − S1122) (3.44)
Les autres composantes non nulles sont obtenues a` partir de (3.38) a` (3.44) par permu-
tation entre l’axe 1 et l’axe 2 et par permutation entre les deux premiers indices et/ou
les deux derniers (par exemple S2222 = S1111 ou encore S3131 = S1313 = S1331 = S2323 etc.).
Toutes les composantes dont les indices ne peuvent se ramener, par ce proce´de´, a` ceux de
l’une des expressions (3.38) a` (3.44) sont nulles (par exemple S1112 = 0).
De´veloppement limite´ au voisinage de ω = 0
Au voisinage de ω = 0 (l’ellipsoide est aplati, proche d’un disque), les composantes (3.38)
a` (3.43) deviennent :
S1111 =
pi
32
13− 8 νo
1− νo ω +O
(
ω2
)
(3.45)
S3333 = 1− pi
4
1− 2 νo
1− νo ω +O
(
ω2
)
(3.46)
S1122 = − pi
32
1− 8 νo
1− νo ω +O
(
ω2
)
(3.47)
S1133 = −pi
8
1− 2 νo
1− νo ω +O
(
ω2
)
(3.48)
S3311 =
νo
1− νo −
pi
8
1 + 4 νo
1− νo ω +O
(
ω2
)
(3.49)
S2323 =
1
2
− pi
8
2− νo
1− νo ω +O
(
ω2
)
(3.50)
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De´veloppement limite´ au voisinage de ω = +∞
Au voisinage de ω = +∞ (l’ellipsoide est allonge´, proche d’un segment), les compo-
santes (3.38) a` (3.43) deviennent :
S1111 =
1
8
5− 4 νo
1− νo −
1
4
1− 2 νo
1− νo
lnω
ω2
+O
(
1
ω2
)
(3.51)
S3333 =
2− νo
1− νo
lnω
ω2
+O
(
1
ω2
)
(3.52)
S1122 = −1
8
1− 4 νo
1− νo +
1
4
1− 2 νo
1− νo
lnω
ω2
+O
(
1
ω2
)
(3.53)
S1133 =
1
2
νo
1− νo +
1
2
1 + νo
1− νo
lnω
ω2
+O
(
1
ω2
)
(3.54)
S3311 = −1
2
1− 2 νo
1− νo
lnω
ω2
+O
(
1
ω2
)
(3.55)
S2323 =
1
4
− 1
4
1 + νo
1− νo
lnω
ω2
+O
(
1
ω2
)
(3.56)
3.2.3 Inclusion cylindrique dans un milieu isotrope
L’inclusion sur laquelle est base´e ce paragraphe correspond a` une ge´ne´ralisation de la
limite d’un ellipsoide de type allonge´ (cf. Fig. 3.4(b)) avec a3/a1 →∞ et a3/a2 →∞ au
cas ou` les axes a1 et a2 sont diffe´rents. On note le rapport d’aspect $ = a2/a1. L’ellipsoide
n’est plus de re´volution mais s’apparente dans ce cas limite a` un cylindre a` base elliptique
d’axe dirige´ selon e3 (cf. Fig. 3.5). Toutes les composantes du tenseur d’Eshelby qui
a1
a2
Fig. 3.5 – Inclusion cylindrique
ne sont pas engendre´es par les syme´tries Sijkl = Sjikl = Sijlk a` partir des composantes
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suivantes sont nulles [98] :
S1111 =
$ (3− 2 νo + 2$ (1− νo))
2 (1 +$)2 (1− νo) (3.57)
S2222 =
2 (1− νo) +$ (3− 2 νo)
2 (1 +$)2 (1− νo) (3.58)
S1122 =
$ (− (1− 2 νo) + 2$νo)
2 (1 +$)2 (1− νo) (3.59)
S2211 =
2 νo −$ (1− 2 νo)
2 (1 +$)2 (1− νo) (3.60)
S1133 =
$νo
(1 +$) (1− νo) (3.61)
S2233 =
νo
(1 +$) (1− νo) (3.62)
S1212 =
1− νo +$ (1− 2 νo) +$2 (1− νo)
2 (1 +$)2 (1− νo) (3.63)
S2323 =
1
2 (1 +$)
(3.64)
S3131 =
$
2 (1 +$)
(3.65)
Dans le contexte bidimensionnel de la de´formation plane et d’une inclusion cylindrique
a` base elliptique, les composantes du tenseur d’Eshelby bidimensionnel co¨ıncident avec
les composantes “utiles” (ne faisant pas intervenir le coefficient 3) explicite´es dans ce
paragraphe [100].
On peut e´galement trouver dans la litte´rature les expressions exactes ou approche´es du
tenseur d’Eshelby dans certains cas d’anisotropie de la matrice et pour certaines formes
et orientations de l’inclusion ([62], [3], [98]).
3.3 Syme´trie de l’estimation du tenseur d’e´lasticite´
macroscopique
On cherche dans cette section a` montrer la syme´trie de l’estimation (2.37) de

hom dans
deux cas :
• Toutes les phases sont adhe´rentes (pas d’inclusions lisses) et repre´sente´es par des
inclusions semblables les unes aux autres (meˆme tenseur   Io ).
Quitte a` effectuer a posteriori un passage a` la limite sur le tenseur d’e´lasticite´ des
inclusions rigides, on travaille dans un premier temps avec une valeur finie de celui-
ci. Le tenseur d’e´lasticite´ en un point courant sera simplement note´   et on de´finit
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l’e´cart a` l’e´lasticite´ de re´fe´rence :
δ   =   −   o (3.66)
Par des manipulations alge´briques et compte tenu de l’uniformite´ du tenseur   Io ,
(2.37) s’e´crit successivement :
 hom ≈<   : (  +   Io : δ   )−1 >: < (  +   Io : δ   )−1 >−1 (3.67)
 hom ≈   o+ < δ   : (  +   Io : δ   )−1 >: < (  +   Io : δ   )−1 >−1 (3.68)
 hom ≈   o+ < δ   :
(
 
I
o
−1
+ δ  
)−1
>: <
(
 
I
o
−1
+ δ  
)−1
>
−1
(3.69)
 hom ≈   o −   Io−1 +<
(
 
I
o
−1
+ δ  
)−1
>
−1
(3.70)
Le membre de droite de cette dernie`re expression est clairement syme´trique en raison
de la syme´trie des tenseurs   ,   o et   Io .
• Le v.e.r. est un milieu uniquement compose´ d’une phase solide homoge`ne et de pores
de formes ellipsoidales et d’orientations quelconques et le sche´ma d’homoge´ne´isation
est celui de Mori-Tanaka i.e.   o =   s.
On commence par regrouper les pores en N familles, chacune e´tant de´finie par
une forme et une orientation donne´es. On note ϕj(1≤j≤N) la fraction volumique de la
famille indexe´e par j. On a donc ϕs = 1−∑Nj=1 ϕj. On note e´galement   js le tenseur
 
I
o relatif a` la famille j et au milieu de re´fe´rence d’e´lasticite´
  s.
L’estimation (2.37) de

hom s’e´crit ici :
 hom ≈ ϕs   s :
(
ϕs  +
N∑
j=1
ϕj
(
 −   js :   s
)−1)−1
(3.71)
ou encore
 hom ≈ ϕs
(
ϕs   s−1 +
N∑
j=1
ϕj
(
  s −   s :   js :   s
)−1)−1
(3.72)
L’expression (3.72) montre que la syme´trie de l’estimation de

hom de´coule de celles
de   s et   js.
3.4 Estimations de Mori-Tanaka pour des mate´riaux
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3.4.1 Milieu poreux dont la phase solide est homoge`ne
Cas ge´ne´ral
khom =
4 (1− ϕ) ksµs
3ϕks + 4µs
(3.73)
∂khom
∂ks
=
16 (1− ϕ)µs2
(3ϕks + 4µs)2
(3.74)
∂khom
∂µs
=
12 (1− ϕ)ϕks2
(3ϕks + 4µs)2
(3.75)
µhom =
(1− ϕ) (9ks + 8µs)µs
(9 + 6ϕ) ks + (8 + 12ϕ)µs
(3.76)
∂µhom
∂ks
=
60 (1− ϕ)ϕµs2
((9 + 6ϕ) ks + (8 + 12ϕ)µs)2
(3.77)
∂µhom
∂µs
=
(1− ϕ) ((81 + 54ϕ) ks2 + (144 + 96ϕ) ksµs + (64 + 96ϕ)µs2)
((9 + 6ϕ) ks + (8 + 12ϕ)µs)2
(3.78)
Cas incompressible - D.L. en ρs = µs/ks au voisinage de 0
khom =
4
3
1− ϕ
ϕ
µs (1 +O (ρs)) (3.79)
∂khom
∂ks
=
16
9
1− ϕ
ϕ2
ρs2 +O (ρs3) (3.80)
∂khom
∂µs
=
4
3
1− ϕ
ϕ
+O (ρs) (3.81)
µhom =
1− ϕ
1 + 2
3
ϕ
µs (1 +O (ρs)) (3.82)
∂µhom
∂ks
=
20
27
(1− ϕ)ϕ(
1 + 2
3
ϕ
)2ρs2 +O (ρs3) (3.83)
∂µhom
∂µs
=
1− ϕ
1 + 2
3
ϕ
+O (ρs) (3.84)
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3.4.2 Milieu renforce´ par des inclusions rigides parfaitement
adhe´rentes
Cas ge´ne´ral
khom =
1
3
3ks + 4ϕrµs
1− ϕr (3.85)
∂khom
∂ks
=
1
1− ϕr (3.86)
∂khom
∂µs
=
4
3
ϕr
1− ϕr (3.87)
µhom =
1
6
((6 + 9ϕr) ks + (12 + 8ϕr)µs)µs
(1− ϕr) (ks + 2µs) (3.88)
∂µhom
∂ks
=
5
3
ϕrµs2
(1− ϕr) (ks + 2µs)2 (3.89)
∂µhom
∂µs
=
1
6
(6 + 9ϕr) ks2 + (24 + 16ϕr) ksµs + (24 + 16ϕr)µs2
(1− ϕr) (ks + 2µs)2 (3.90)
Cas incompressible - D.L. en ρs = µs/ks au voisinage de 0
khom =
ks
1− ϕr (1 +O (ρ
s)) (3.91)
∂khom
∂ks
=
1
1− ϕr (3.92)
∂khom
∂µs
=
4
3
ϕr
1− ϕr (3.93)
µhom =
1 + 3
2
ϕr
1− ϕr µ
s (1 +O (ρs)) (3.94)
∂µhom
∂ks
=
5
3
ϕr
1− ϕr ρ
s2 +O (ρs3) (3.95)
∂µhom
∂µs
=
1 + 3
2
ϕr
1− ϕr +O (ρ
s) (3.96)
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3.4.3 Milieu renforce´ par des inclusions rigides lisses
Cas ge´ne´ral
khom =
1
3
3ks + 4ϕlµs
1− ϕl (3.97)
∂khom
∂ks
=
1
1− ϕl (3.98)
∂khom
∂µs
=
4
3
ϕl
1− ϕl (3.99)
µhom =
1
3
((
15 + 9ϕl
)
ks +
(
24 + 8ϕl
)
µs
)
µs
(5− 2ϕl) ks + (8− 4ϕl)µs (3.100)
∂µhom
∂ks
=
20
3
(
1− ϕl)ϕlµs2
((5− 2ϕl) ks + (8− 4ϕl)µs)2 (3.101)
∂µhom
∂µs
=
(
5− 2ϕl) (5 + 3ϕl) ks2
((5− 2ϕl) ks + (8− 4ϕl)µs)2 +
16
3
(
5− 2ϕl) (3 + ϕl) ksµs
((5− 2ϕl) ks + (8− 4ϕl)µs)2
+
32
3
(
2− ϕl) (3 + ϕl)µs2
((5− 2ϕl) ks + (8− 4ϕl)µs)2 (3.102)
Cas incompressible - D.L. en ρs = µs/ks au voisinage de 0
khom =
ks
1− ϕl (1 +O (ρ
s)) (3.103)
∂khom
∂ks
=
1
1− ϕl (3.104)
∂khom
∂µs
=
4
3
ϕl
1− ϕl (3.105)
µhom =
1 + 3
5
ϕl
1− 2
5
ϕl
µs (1 +O (ρs)) (3.106)
∂µhom
∂ks
=
4
15
(
1− ϕl)ϕl(
1− 2
5
ϕl
)2 ρs2 +O (ρs3) (3.107)
∂µhom
∂µs
=
1 + 3
5
ϕl
1− 2
5
ϕl
+O (ρs) (3.108)
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Chapitre 4
De´finition et de´termination du
crite`re de re´sistance macroscopique
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4.1 Le crite`re de re´sistance macroscopique dans le cas sec 81
Apre`s avoir rappele´ les e´le´ments fondamentaux de l’homoge´ne´isation line´aire, on se pro-
pose dans cette partie d’e´tudier un proble`me d’homoge´ne´isation de nature non line´aire,
a` savoir les proprie´te´s de re´sistance des ge´omate´riaux. On obtient classiquement un en-
cadrement du crite`re de re´sistance macroscopique en mettant en œuvre les the´ore`mes de
la the´orie du calcul a` la rupture [91] mais on proposera d’autres me´thodes fonde´es sur
l’attribution d’un comportement non line´aire fictif a` la phase solide du v.e.r..
4.1 Le crite`re de re´sistance macroscopique dans le
cas sec
4.1.1 Caracte´ristiques des mate´riaux
Nous conside´rons un v.e.r. Ω de ge´omate´riau tel qu’il a e´te´ mode´lise´ a` la section 1.3.1.
On s’inte´ressera par la suite a` un v.e.r. simplifie´ ne comportant qu’une seule famille
d’inclusions (vides ou rigides) et d’une phase solide. Il s’agira par exemple d’examiner
l’influence de chaque type d’inclusion sur le crite`re macroscopique.
On suppose dans un premier temps que les pores sont vides. La matrice se caracte´rise par
son crite`re de re´sistance qui peut eˆtre de´fini de deux manie`res : la de´finition directe et
celle dite duale. L’approche directe repose sur la de´finition de l’ensemble convexe Gs des
e´tats de contrainte microscopique compatibles avec la re´sistance du solide. D’un point de
vue mathe´matique, on peut de´crire cet ensemble au moyen d’un crite`re convexe f s(σ) tel
que :
Gs = {σ | f s(σ) ≤ 0} (4.1)
On note alors que la frontie`re ∂Gs a pour e´quation f s(σ) = 0. On suppose en outre que
l’e´tat de contrainte σ = 0 est compatible avec le crite`re i.e. f s(0) ≤ 0.
On introduit ensuite classiquement la fonction d’appui pis du convexe Gs. Cette fonction
ope`re sur l’ensemble des tenseurs d’ordre 2 syme´triques (physiquement l’ensemble des
taux de de´formation) de la fac¸on suivante :
pis(d) = sup {σ : d, σ ∈ Gs} ∈ [0,+∞] (4.2)
Il est aise´ de ve´rifier que pis est une fonction convexe. De plus, on montre que pis est
positivement homoge`ne de degre´ 1 :
∀ θ ∈ R∗+ pis(θ d) = θ pis(d) (4.3)
La fonction d’appui permet de de´finir le domaine de re´sistance de la matrice de manie`re
duale :
σ ∈ Gs ⇔ ∀d σ : d ≤ pis(d) (4.4)
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Pour une valeur donne´e de d telle que pis(d) < +∞ (c’est-a`-dire dans une direction borne´e
de Gs), la condition σ : d = pis(d) apparaˆıt comme l’e´quation d’un hyperplan H(d) dans
l’espace des contraintes. Ce dernier est tangent a` la frontie`re ∂Gs en un point σ ou`
la normale a` ∂Gs est paralle`le a` d (cf. Fig. 4.1). Si pis est suffisamment re´gulie`re (une
σij
σkl
H(d)
d
σ : d = pis(d)
σ : d > pis(d)
σ : d < pis(d)
Gs
Fig. 4.1 – Interpre´tation ge´ome´trique de la fonction d’appui
condition suffisante est fournie en annexe 7.1.1), la de´rivation de (4.3) par rapport a` θ > 0
fournit l’identite´ d’Euler :
∂pis
∂d
(d) : d = pis(d) (4.5)
L’e´quation (4.5) implique que l’e´tat de contrainte σ = ∂pis/∂d (d) appartient a` H(d). De
plus, la convexite´ de pis permet d’e´crire :
pis(d′)− pis(d) ≥ ∂pi
s
∂d
(d) : (d′ − d) (4.6)
En exploitant (4.5) dans (4.6), on obtient :
∀ d′ pis(d′) ≥ ∂pi
s
∂d
(d) : d′ (4.7)
Selon la de´finition duale (4.4) du domaine de re´sistance, (4.7) indique que l’e´tat de
contrainte ∂pis/∂d (d) appartient a` Gs. Par conse´quent ∂pis/∂d (d) est situe´ a` l’inter-
section entre H(d) et ∂Gs.
Pre´cisons maintenant les crite`res de re´sistance des inclusions vides et rigides apparaissant
comme des cas extreˆmes. On notera Gp et pip (resp. Gr et pir) le domaine de re´sistance et
la fonction d’appui de l’inclusion vide (resp. rigide). Tout d’abord, les pores offrent une
re´sistance nulle, ce qui signifie que le seul e´tat de contrainte compatible est le tenseur
nul :
Gp = {0} ⇔ ∀d pip(d) = 0 (4.8)
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A` l’oppose´, les inclusions rigides sont dote´es d’une re´sistance infinie, c’est-a`-dire que tout
e´tat de contrainte appartient au domaine de re´sistance Gr. On de´finit donc un crite`re
valable en tout point de l’inte´rieur d’une inclusion rigide adhe´rente ou lisse :
Gr = R6 ⇔


pir(d) = +∞ ∀d 6= 0
pir(0) = 0
(4.9)
Il est utile de rappeler que, meˆme si la de´finition (4.2) est purement mathe´matique, d
repre´sente physiquement un taux de de´formation de´rivant d’un champ de vitesse u :
d =
1
2
(
grad u + tgradu
)
(4.10)
En calcul a` la rupture, on s’inte´resse souvent a` des me´canismes pre´sentant des disconti-
nuite´s de vitesse. Dans le cas ge´ne´ral, il suffit d’invoquer la formule (1.23) transcrite en
vitesse
d = {d}+ [[u ]] s⊗ n δS (4.11)
pour constater qu’en un point de discontinuite´, on e´value simplement la fonction d’appui
locale en [[u ]]
s⊗ n [91]. Toutefois, le cas de l’interface lisse est particulier car il faut de´finir
un crite`re propre a` celle-ci. Si n de´signe la normale a` la surface de discontinuite´ (ici la
normale a` ∂Ωl), on note GI le domaine de re´sistance de l’interface dans l’espace des
vecteurs-contrainte T = σ ·n. La grandeur duale de T e´tant la discontinuite´ de vitesse
dans l’e´criture de la puissance de de´formation, cette discontinuite´ sera l’argument naturel
de la fonction d’appui piI du crite`re surfacique. Pour l’interface lisse, on aura :
GI =
{
T ∈ R3 | T //n}⇔


piI([[u ]],n) = 0 si [[u ]] · n = 0
piI([[u ]],n) = +∞ si [[u ]] · n 6= 0
(4.12)
4.1.2 De´finition du crite`re macroscopique ([93], [27])
Afin de de´finir le crite`re macroscopique, il convient d’e´crire le proble`me a` re´soudre sur
le v.e.r. conside´re´ comme une structure et notamment le mode de chargement. Par le
lien qu’il entretient avec l’analyse limite, le calcul a` la rupture s’e´crit classiquement a`
l’aide de grandeurs cine´matiques en vitesse [91]. On pourra donc utiliser les re´sultats du
chapitre 1 transpose´s en vitesse. Parmi plusieurs modes de chargement possibles expose´s
dans [27], on choisit un chargement de´fini par des conditions aux limites de type taux de
de´formation homoge`ne au contour du v.e.r. Ω c’est-a`-dire que l’ensemble des champs de
vitesse microscopiques cine´matiquement admissibles s’e´crit :
CA(D) = {u : Ω → R3 | ∀x ∈ ∂Ω u(x) = D · x} (4.13)
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En ce qui concerne la re´gularite´ des champs de vitesse cine´matiquement admissibles, on
rappelle que l’on admet des champs C1 par morceaux ce qui signifie en particulier que
sont autorise´es les discontinuite´s de vitesse.
Conforme´ment a` la the´orie du calcul a` la rupture [91], le chargement macroscopique
est de´termine´ en calculant la grandeur duale au taux de de´formation macroscopique D
permettant d’exprimer la puissance des efforts exte´rieurs par unite´ de volume. Pour cela
transcrivons d’abord la re`gle de moyenne (1.27) en vitesse en utilisant un champ de vitesse
u ∈ CA(D) et un champ de contrainte σ en e´quilibre et de moyenne Σ :
Σ : D =< σ : d > (4.14)
Cette re`gle de moyenne n’est autre que le lemme de Hill (cf. § 1.2.3) transpose´ en vitesse
dans le cas de conditions aux limites de type (4.13). Le membre de droite de (4.14) est
la puissance de de´formation par unite´ de volume qui est donc e´gale, d’apre`s le ppv [92],
a` la puissance des efforts exte´rieurs par unite´ de volume. On trouve naturellement dans
le membre de gauche que Σ est le chargement macroscopique recherche´. On de´finit alors
l’ensemble des champs de contrainte microscopique σ statiquement admissibles avec un
e´tat de contrainte macroscopique donne´ Σ par :
SA(Σ) = {σ : Ω → R6 | div σ = 0 et < σ >= Σ} (4.15)
Nous sommes maintenant en mesure de de´finir l’ensemble Ghom des e´tats de contrainte
macroscopiques compatibles avec les donne´es en re´sistance du proble`me. Un tel e´tat de
contrainte Σ est compatible si et seulement s’il est possible de l’e´quilibrer par un champ
σ ∈ SA(Σ) qui respecte en tout point le crite`re de re´sistance local :
Ghom =

Σ | ∃σ ∈ SA(Σ)
∣∣∣∣∣∣∣∣∣
∀x ∈ Ωα (α = s, p, r, l) σ ∈ Gα
∀x ∈ ∂Ωl T = σ ·n ∈ GI

 (4.16)
Examinons maintenant la de´finition duale de Ghom. Prenons Σ ∈ Ghom et un champ σ
satisfaisant les proprie´te´s explicite´es dans (4.16). Conside´rons e´galement l’ensemble des
champs de vitesse u ∈ CA(D). Comme le champ σ respecte en tout point le crite`re de
re´sistance local, il de´coule de (4.14) et de la de´finition de la fonction d’appui locale note´e
pi (dans Ωα(α=s,p,r,l) on a pi = pi
α et sur ∂Ωl on a pi = piI) que :
Σ : D ≤ Πhom(D) avec Πhom(D) = inf
  ∈CA(

)
< pi(d) > (4.17)
en notant que la moyenne de pi peut comporter des termes d’inte´grale de surface en
pre´sence d’une discontinuite´ de vitesse :
< pi(d) >=
1
|Ω|
(∫
Ω
pi({d}) dΩ +
∫
S
pi([[u ]],n) dS
)
(4.18)
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Le cas d’une surface de discontinuite´ traversant un domaine donne´ Ωα (meˆme mate´riau
de part et d’autre de la surface) se traite aise´ment en calculant pi([[u ]],n) = piα([[u ]]
s⊗ n)
[91]. Si la surface de discontinuite´ se´pare deux domaines de´limitant des mate´riaux dis-
tincts, on e´value la fonction pi de chacun d’entre eux en [[u ]]
s⊗ n ainsi que la fonction pi
relative a` l’e´ventuel crite`re d’interface (ici piI si la surface de discontinuite´ est localement
tangente a` ∂Ωl) puis on prendra pour valeur de pi dans l’inte´grale surfacique de (4.18) la
plus petite de ces deux ou trois valeurs [90], ce qui revient en quelque sorte a` conside´rer
que la discontinuite´ se situe localement soit sur l’interface soit dans l’inte´rieur de l’un des
domaines a` une distance infinite´simale de l’interface. Par exemple, si la surface de dis-
continuite´ est localement tangente a` la frontie`re de Ωl et si la discontinuite´ est purement
tangentielle (i.e. [[u ]] · n = 0), alors, d’apre`s (4.12), on a pi([[u ]],n) = piI([[u ]],n) = 0. En
revanche, on conside´rera qu’une discontinuite´ ayant une composante normale non nulle
se situe a` l’inte´rieur du domaine Ωs et non pre´cise´ment sur l’interface ou` piI est infini.
Selon un re´sultat classique [46], la fonction Πhom introduite en (4.17) et obtenue en
re´solvant un proble`me d’optimisation sur l’espace CA(D) correspond exactement a` la
fonction d’appui du convexe Ghom de´fini en (4.16). Il est e´vident, d’apre`s (4.17), que
les candidats pertinents u ∈ CA(D) utilise´s pour re´soudre ce proble`me d’optimisation
doivent correspondre a` une valeur de pi finie. Si de tels champs n’existent pas, cela si-
gnifie que D rend Πhom infini. Ainsi, pour que pi soit fini, il est ne´cessaire d’apre`s (4.9)
que le champ de vitesse satisfasse d = 0 dans les inclusions rigides, ce qui donne une
valeur nulle de pi dans Ωr et Ωl. La fonction pi prend e´galement une valeur nulle dans les
pores (4.8) mais d y est quelconque. D’apre`s (4.12), on doit aussi imposer [[u ]] ·n = 0 sur
∂Ωl, ce qui annule encore pi. Notons que l’on peut quand meˆme imaginer des me´canismes
pre´sentant une discontinuite´ normale au niveau de cette interface ou meˆme une discon-
tinuite´ quelconque au niveau de l’interface entre la matrice et un renfort adhe´rent mais
alors, conforme´ment au raisonnement propose´ quelques lignes plus haut, on conside´rera
que la surface de discontinuite´ est situe´e dans l’inte´rieur de Ωs (dans lequel pi = pis). Une
telle discontinuite´ contribue alors a` Πhom comme toute discontinuite´ traversant Ωs. On
introduit le sous-ensemble suivant de CA(D) :
CA′(D) =

u ∈ CA(D)
∣∣∣∣∣∣∣∣
∀x ∈ Ωr ∪ Ωl d = 0
∀x ∈ ∂Ωl [[u ]] · n = 0

 (4.19)
Ainsi, en tenant compte implicitement des remarques formule´es plus haut sur la prise en
compte d’une discontinuite´ au niveau d’une interface en fonction de la nature de celle-ci,
la fonction d’appui du crite`re macroscopique s’e´crit :
Πhom(D) = inf
  ∈CA′(

)
ϕs < pis(d) >Ωs (4.20)
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La relation (4.17) prouve queGhom est borne´ par l’hyperplan d’e´quation Σ : D = Πhom(D).
En particulier, si Σ appartient a` la fois a` cet hyperplan et a` Ghom, ce tenseur appartient
alors a` la frontie`re ∂Ghom en un point ou` la normale a` ∂Ghom est paralle`le a` D :
Σ : D = Πhom(D)
Σ ∈ Ghom

 ⇒ Σ ∈ ∂G
hom (4.21)
Le raisonnement classique du calcul a` la rupture permet d’obtenir une estimation par
l’inte´rieur de Ghom (en trouvant un ensemble contenu dans Ghom) et une estimation par
l’exte´rieur (en trouvant un ensemble qui contient Ghom) (cf. Fig. 4.2). Les deux approches
Σij
Σkl
Ghom
app. cine´matique par l’exte´rieur
app. statique par l’inte´rieur
Fig. 4.2 – Approches statique et cine´matique du calcul a` la rupture
peuvent eˆtre ainsi re´sume´es ([90],[91]) :
• Approche statique par l’inte´rieur
Il s’agit de trouver des e´tats de contrainte macroscopiques Σ ∈ Ghom en construisant
explicitement, pour chaque Σ, un champ statiquement admissible et compatible
avec le crite`re au sens de (4.16). L’enveloppe convexe de tous ces e´tats Σ est alors
incluse dans Ghom. Une ide´e possible est de confe´rer a` la matrice un comportement
fictif e´lastique parfaitement plastique ayant pour crite`re de plasticite´ le crite`re de
re´sistance et de charger le v.e.r. selon diverses e´volutions de´finies par D(t). Le
chemin parcouru par Σ(t) =< σ(t) > est appartient alors a` Ghom.
• Approche cine´matique par l’exte´rieur
S’il e´tait possible de calculer explicitement la fonction Πhom(D) de´finie par (4.20)
pour toutes les orientations possibles de D,Ghom serait alors comple`tement de´termine´.
Dans le cas ge´ne´ral, il n’est pas envisageable d’effectuer la minimisation (4.20) sur
un espace aussi important que CA′(D). Toutefois, on peut obtenir une estimation
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par exce`s de Πhom(D) en restreignant la minimisation sur un sous-espace de CA′(D)
bien choisi. D’apre`s l’ine´galite´ (4.17), trouver un majorant de Πhom pour chaque D
envisage´ revient a` se´parer l’espace des contraintes en deux demi-espaces dont l’un
contient entie`rement Ghom.
La combinaison des approches par l’inte´rieur et par l’exte´rieur permet d’encadrer Ghom.
Il faut noter que la mise en œuvre de ces approches repose sur la connaissance pre´cise
de la microstructure puisque l’une ne´cessite la construction de champs de contrainte et
l’autre de champs de vitesse. Or, on ne connait que des informations partielles sur la
microstructure dans le cas d’une distribution ale´atoire. Il s’agira donc d’exploiter ces
informations pour obtenir une estimation de Ghom. Il faudra au pre´alable montrer que
Ghom peut eˆtre obtenu par la re´solution d’un proble`me classique de me´canique non line´aire
susceptible d’eˆtre aborde´ par le biais de techniques d’homoge´ne´isation non line´aire.
4.2 Le crite`re de re´sistance macroscopique en pre´sence
d’un fluide
On suppose maintenant que les pores sont sature´s par un fluide a` la pression p. Le char-
gement me´canique du v.e.r., c’est-a`-dire l’argument naturel du crite`re de re´sistance ma-
croscopique, n’est plus le seul tenseur Σ mais le couple (Σ, p). De manie`re e´quivalente, on
peut conside´rer que le crite`re de re´sistance continue a` eˆtre argumente´ par Σ et que p est
un parame`tre. On de´finit encore un domaine de re´sistance dans l’espace des contraintes
macroscopiques mais ce domaine est parame´tre´ par p : Ghom(p). On rappelle que, pour cer-
tains types de crite`re de la phase solide, le crite`re macroscopique est re´gi par une contrainte
effective s’e´crivant comme une fonction de Σ et p. Cette situation est tre`s inte´ressante
dans la mesure ou` la de´termination du crite`re sec (p = 0) suffit pour en de´duire le cas non
draine´ (p 6= 0), comme ce fut le cas pour le comportement poroe´lastique avec l’introduc-
tion de la contrainte effective de Biot (2.80).
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4.2.1 Formulation ge´ne´rale du crite`re
La de´finition primale du domaine Ghom diffe`re de celle fournie en (4.16) puisque l’e´tat de
contrainte dans les pores vaut maintenant −p1. On a donc :
Σ ∈ Ghom(p) ⇔ ∃σ(x) tel que


div σ = 0 (Ω) (a)
< σ >= Σ (b)
f s (σ) ≤ 0 (Ωs) (c)
σ = −p 1 (Ωp) (d)
σ ·n//n (∂Ωl) (e)
(4.22)
La de´finition duale, quant a` elle, s’e´crit :
Σ ∈ Ghom(p) ⇔ ∀D Σ : D ≤ inf
  ∈CA′(

)
(ϕs < pis(d) >Ωs −p ϕ < tr d >Ωp) (4.23)
Si l’on souhaite faire jouer un roˆle syme´trique a` Σ et p, on e´crit :
Σ ∈ Ghom(p) ⇔ ∀(D, v˙) Σ : D + p v˙ ≤ inf
  ∈CA′(

)
ϕ <tr   >Ωp=v˙
ϕs < pis(d) >Ωs (4.24)
4.2.2 Existence d’une contrainte effective
Ce paragraphe rappelle des re´sultats montre´s dans [28] ou [34] ayant pour but d’exhiber
une contrainte effective pour le crite`re de re´sistance macroscopique. L’existence d’une
contrainte effective est assure´e lorsque le crite`re de la phase solide est purement cohe´rent
ou conique.
Crite`re purement cohe´rent
On suppose que le crite`re de la phase solide est inde´pendant de la contrainte moyenne,
autrement dit :
∀σ ∈ R6 ∀α ∈ R f s (σ + α1) = f s (σ) (4.25)
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Les crite`res de Tresca ou de von Mises respectent cette condition.
En introduisant la notation σ˜ = σ + p 1 dans (4.22), il est facile de montrer :
Σ ∈ Ghom(p) ⇔ ∃ σ˜(x) tel que


div σ˜ = 0 (Ω) (a)
< σ˜ >= Σ + p 1 (b)
f s (σ˜) = f s (σ) ≤ 0 (Ωs) (c)
σ˜ = 0 (Ωp) (d)
σ˜ ·n//σ ·n//n (∂Ωl) (e)
(4.26)
Le syste`me (4.26) traduit exactement l’e´quivalence :
Σ ∈ Ghom(p) ⇔ Σ + p 1 ∈ Ghom(0) (4.27)
soit Ghom(p) + p 1 = Ghom(0), ce qui signifie que le crite`re de re´sistance macroscopique
est re´gi par la contrainte effective de Terzaghi Σ + p 1.
Crite`re conique
On conside`re maintenant que le domaine de re´sistance de la phase solide est un coˆne dans
l’espace des contraintes tel que le sommet du coˆne se situe sur l’axe isotrope (il s’e´crit h 1
ou` h ≥ 0 de´finit la limite en traction isotrope du crite`re) :
∀σ ∈ R6 ∀α ≥ 0 σ ∈ Gs ⇒ (ασ + (1− α) h 1) ∈ Gs (4.28)
En choisissant une e´criture du crite`re homoge`ne a` une contrainte et telle que les isovaleurs
soient homothe´tiques a` la frontie`re de Gs, on e´crit :
∀σ ∈ R6 ∀α ≥ 0 f s (ασ + (1− α) h 1) = α f s (σ) (4.29)
Les crite`res de Mohr-Coulomb ou de Drucker-Prager respectent cette condition.
En supposant p > −h et en prenant α = 1/(1 + p/h) dans (4.29), on obtient aise´ment :
f s (σ) =
(
1 +
p
h
)
f s (σ˜) avec σ˜ =
σ + p 1
1 + p/h
(p > −h) (4.30)
On montre alors l’e´quivalence suivante a` partir de (4.22) :
Σ ∈ Ghom(p) ⇔ ∃ σ˜(x) tel que


div σ˜ = 0 (Ω) (a)
< σ˜ >=
Σ + p 1
1 + p/h
(b)
f s (σ˜) = f s (σ) / (1 + p/h) ≤ 0 (Ωs) (c)
σ˜ = 0 (Ωp) (d)
σ˜ · n//σ · n//n (∂Ωl) (e)
(4.31)
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Ceci prouve :
Σ ∈ Ghom(p) ⇔ Σ + p 1
1 + p/h
∈ Ghom(0) (4.32)
Ainsi le crite`re macroscopique est re´gi par la contrainte effective :
Σ˜ =
Σ + p 1
1 + p/h
(4.33)
Contrairement a` la contrainte effective de Terzaghi, Σ˜ (4.33) n’est pas line´aire en p et
pre´sente surtout la particularite´ de de´pendre explicitement d’une caracte´ristique physique
d’un de ses constituants, a` savoir la limite en traction isotrope de la phase solide.
4.3 Me´thodes de de´termination du crite`re macrosco-
pique
Cette section est consacre´e a` la formulation de proble`mes permettant une de´termination
formelle dans le cas sec du crite`re de re´sistance macroscopique ou, de manie`re e´quivalente,
de sa frontie`re. En pre´sence d’un fluide, on se rame`ne au cas sec lorsque l’on a de´montre´
l’existence d’une contrainte effective (cf. § 4.2.2) ou, dans le cas contraire, on adapte
facilement les proble`mes qui suivent en tenant compte d’une pression dans les pores. Ces
proble`mes sont construits a` partir de comportements fictifs non line´aires de la matrice.
4.3.1 Comportement visqueux de la matrice
Formulation du proble`me ([85], [65], [47])
Donnons-nous un taux de de´formation macroscopique D et supposons que Σ de´signe un
point de la frontie`re de Ghom ou` D est normale exte´rieure. Supposons e´galement avoir
trouve´ un couple (σ,u) tel que σ soit statiquement admissible avec Σ et compatible
en tout point du v.e.r. avec le crite`re et que u re´alise le minimum de (4.20). D’apre`s
le the´ore`me d’association [91], en tout point ou` d(u) 6= 0, σ appartient a` la frontie`re du
crite`re local ou` d(u) est dirige´ suivant la normale exte´rieure et, en tout point ou` d(u) = 0,
σ peut se trouver n’importe ou` dans le domaine de re´sistance.
On a vu (§ 4.1.1) que l’e´tat de contrainte de´fini par ∂pis/∂d (d), sous re´serve que la
fonction pis soit diffe´rentiable, est situe´ sur la frontie`re de Gs c’est-a`-dire qu’il sature le
crite`re (f s(∂pis/∂d (d)) = 0). Supposons donc que pis soit suffisamment re´gulie`re (rappe-
lons qu’une condition suffisante est fournie en annexe 7.1.1) pour introduire la relation
σ = ∂pis/∂d (d) comme comportement fictif visqueux de la matrice. Il faut tout de meˆme
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pre´ciser que pis n’est jamais diffe´rentiable en 0 si le domaine de re´sistance n’est pas re´duit
a` {0} (cf. 7.1.2). On remplace alors la relation σ = ∂pis/∂d (d) en d = 0 par :
σ ∈ ∂
 
pis (0) (4.34)
ou` ∂
 
pis (0) est le sous-diffe´rentiel de pis en d = 0. Par de´finition ∂
 
pis (do) de´signe l’en-
semble des e´tats de contrainte σ satisfaisant l’ine´galite´ suivante :
∀d, pis (d)− pis (do) ≥ σ : (d− do) (4.35)
Rappelant que pis (0) = 0, la condition (4.35) applique´e a` do = 0 est satisfaite si et seule-
ment si σ ∈ Gs (cf. (4.4)). En d’autres termes, on peut conclure que ∂
 
pis (0) = Gs. Par
conse´quent la condition devant eˆtre remplie par σ si d = 0 devient simplement σ ∈ Gs.
En particulier, σ n’appartient pas ne´cessairement a` ∂Gs en tout point ou` d = 0. Ceci est
parfaitement cohe´rent avec le the´ore`me d’association e´voque´ ci-avant.
Il paraˆıt naturel d’exploiter ce comportement fictif visqueux dans un proble`me pose´ sur le
v.e.r.. On impose naturellement σ = 0 dans les pores et d = 0 dans les renforts rigides
et on adapte les conditions d’interface lisse (2.5). Ainsi les e´quations de ce proble`me de
viscosite´ sont :
div σ = 0 (Ω) (a)
σ =
∂pis
∂d
(d) (Ωs) (b)
σ = 0 (Ωp) (c)
d = 0 (Ωr ∪ Ωl) (d)
d = 1
2
(
grad u + tgradu
)
(Ω) (e)
u = D · x (∂Ω) (f)
[[u ]] ·n = 0 (∂Ωl) (g)
σ · n//n (∂Ωl) (h)
(4.36)
On note imme´diatement que le proble`me (4.36) se pre´sente formellement comme un
proble`me d’e´lasticite´ non line´aire dans lequel le taux de de´formation jouerait le roˆle de la
de´formation elle-meˆme et la fonction d’appui jouerait le roˆle de l’e´nergie libre volumique
locale.
D’une part, il apparaˆıt clairement que les e´quations (4.36 a), (4.36 b), (4.36 c) et (4.36 h),
en ge´ne´rant un champ de contrainte compatible avec le crite`re en tout point, suffisent
pour affirmer que Σ =< σ > est situe´ dans Ghom (4.16). En particulier, l’ine´galite´ (4.17)
est satisfaite. D’autre part, nous pouvons exploiter la relation (4.5) ainsi que (4.36 b) pour
obtenir :
∀x ∈ Ωs pis(d) = σ : d (4.37)
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qui est e´galement ve´rifie´ pour d = 0. En prenant la moyenne de (4.37) sur la phase
matricielle et en utilisant le lemme de Hill (1.37), il vient :
ϕs < pis(d) >Ωs= ϕ
s < σ : d >Ωs= Σ : D ⇒ Πhom(D) ≤ Σ : D (4.38)
En combinant (4.17) et (4.38), on de´duit que Πhom(D) = Σ : D. Ainsi les deux pre´misses
de (4.21) sont ve´rifie´es et il en re´sulte que Σ est une charge extreˆme (Σ ∈ ∂Ghom). Ajou-
tons que cela confe`re a` Πhom le statut de fonction d’appui de Ghom. De plus, si Πhom est
suffisamment re´gulie`re, on a, pour D 6= 0 :
Σ =
∂Πhom
∂D
(D) (4.39)
Calculant Σ par (4.39) lorsque D varie dans toutes les directions de R6, on de´crit ainsi
la frontie`re de Ghom.
Il est e´galement important de souligner le fait qu’un champ de vitesse solution de (4.36)
a un statut privile´gie´ puisqu’il re´alise le minimum de (4.20), c’est donc un me´canisme
solution au sens du calcul a` la rupture.
Crite`re de la phase solide fonction des deux premiers invariants
Dore´navant on supposera que le crite`re de re´sistance de la phase solide est re´gi par la
contrainte moyenne et la contrainte de´viatorique e´quivalente :
f s(σ) = F(σm, σd) avec


σm =
1
3
trσ
σd =
√
σd : σd
(4.40)
ou` σd = σ − σm 1 est la partie de´viatorique du tenseur des contraintes.
Selon la de´finition (4.2), la fonction d’appui s’e´crit maintenant a` l’aide du taux de de´formation
volumique dv et de la partie de´viatorique du taux de de´formation dd :
pis(d) = sup {σm dv + σd : dd, F(σm, σd) ≤ 0} (4.41)
Pour une valeur donne´e de σd, le choix de σd qui maximise σd : dd est paralle`le a` dd,
c’est-a`-dire σd = (σd/dd) dd. Ainsi (4.41) prend la forme suivante :
pis(d) = sup {σm dv + σd dd, F(σm, σd) ≤ 0} (4.42)
Ceci implique imme´diatement que la fonction d’appui ne de´pend que des invariants dv et
dd de d :
pis(d) = pis(dv, dd) (4.43)
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L’e´quation d’e´tat (4.36 b) peut s’e´crire :
σ =
∂pis
∂dv
(dv, dd) 1 +
1
dd
∂pis
∂dd
(dv, dd) dd =
  s(d) : d (4.44)
Ainsi le comportement fictif visqueux de la matrice peut s’e´crire au moyen d’un tenseur
se´cant isotrope   s(d) (formellement comparable a` un tenseur de raideur mais de dimension
diffe´rente) c’est-a`-dire au moyen de “modules” de compression et de cisaillement se´cants
ks(dv, dd) et µ
s(dv, dd) :
  s(d) = 3 ks(dv, dd)  + 2µ
s(dv, dd)  avec


ks (dv, dd) =
1
dv
∂pis
∂dv
(dv, dd)
2µs (dv, dd) =
1
dd
∂pis
∂dd
(dv, dd)
(4.45)
Il est rappele´ dans [97] que la de´composition au moyen d’un tenseur se´cant n’est pas
unique. Toutefois, l’expression (4.45) fournit le seul tenseur   s isotrope satisfaisant (4.44).
Comme pis est positivement homoge`ne de degre´ 1 (4.3), σ de´fini par (4.36 b) ne de´pend
que de l’orientation de d et pas de sa norme et les modules ks et µs sont positivement
homoge`nes de degre´ −1 :
∀ θ ∈ R∗+ ks(θ dv, θ dd) =
1
θ
ks(dv, dd) ; µ
s(θ dv, θ dd) =
1
θ
µs(dv, dd) (4.46)
Il est important de noter que la de´composition se´cante du comportement fictif visqueux
figurant dans (4.44) n’est pas la seule de´composition possible. En effet, σ peut e´galement
eˆtre exprime´ selon une formulation “affine” (non line´aire) :
σ =   s(d) : d + σps(d) (4.47)
pourvu que σ satisfasse toujours l’e´quation d’e´tat (4.36 b). On notera en particulier que
σps(d) ne doit de´pendre que de l’orientation de d.
Il existe une formulation affine particulie`re faisant intervenir le tenseur des modules tan-
gents ([76], [75], [77], [72]). Celle-ci est de´finie par :
  s(d) =
∂2pis
∂d∂d
(d) ; σps(d) =
∂pis
∂d
(d)− ∂
2pis
∂d∂d
(d) : d (4.48)
Signalons que, partant d’une fonction pis de type (4.43), les tenseurs   s et σps ne satisfont
ge´ne´ralement pas la proprie´te´ d’isotropie. Si l’on souhaite respecter l’isotropie dans la
formulation “affine” ge´ne´rale (4.47), on est amene´ a` ne conside´rer que des tenseurs σps
sphe´riques :
σps = σ
p
s 1 (4.49)
Le choix d’une formulation et notamment le recours a` un terme de pre´contrainte sera
essentiellement motive´ par le caracte`re de´fini positif que doit prendre le tenseur   s(d).
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Re´gularisation de la fonction d’appui par une suite de crite`res
Les de´veloppements pre´ce´dents ont e´te´ effectue´s dans l’hypothe`se d’une certaine re´gularite´
de pis. Or il s’ave`re que, dans le cas des crite`res usuels (von Mises, Tresca, Drucker-Prager
ou Coulomb), la fonction d’appui n’est pas diffe´rentiable. Pour pouvoir se ramener au
proble`me fictif visqueux (4.36), on de´cide de re´gulariser pis en construisant une suite
de crite`res (f sn)n∈   correspondant a` une suite croissante de domaines borne´s strictement
convexes (Gsn)n∈   tendant vers le domaine G
s au sens suivant :
∀n ∈ N Gsn ⊂ Gsn+1 et ∪n∈   Gsn = Gs (4.50)
ou` D de´signe l’adhe´rence du domaine D dans la topologie usuelle de R6. Pour tout n, le ca-
racte`re borne´ strictement convexe de Gsn assure a` sa fonction d’appui pi
s
n la diffe´rentiabilite´
requise (cf. 7.1.1).
Supposons maintenant pouvoir trouver, pour chaque proble`me parame´tre´ par n, le do-
maine macroscopique correspondant Ghomn . Ce domaine est the´oriquement obtenu en sui-
vant la de´marche expose´e pre´ce´demment. En appliquant pour tout n la de´finition (4.16)
d’un crite`re homoge´ne´ise´ a` partir des crite`res locaux, il apparaˆıt que (Ghomn )n∈   est une
suite croissante de parties de Ghom :
∀n ∈ N Ghomn ⊂ Ghomn+1 ⊂ Ghom (4.51)
On admettra par la suite que le choix de la suite de crite`res (Gsn)n∈   est suffisamment
judicieux pour que la suite (Ghomn )n∈   tende bien vers le crite`re macroscopique au sens
suivant :
∪n∈   Ghomn = Ghom (4.52)
Re´gularisation de la fonction d’appui par une suite de potentiels
Afin de re´gulariser la fonction d’appui pis, on peut adopter un point de vue le´ge`rement
diffe´rent que celui du paragraphe pre´ce´dent. En effet, au lieu de s’inte´resser a` une suite
de crite`res tendant vers celui de la matrice, on construit une suite de fonctions convexes
de classe C1 (ψsn)n∈   tendant vers pis au sens de la limite simple :
∀d lim
n→∞
ψsn(d) = pi
s(d) (4.53)
A` la diffe´rence des fonctions d’appui pisn du paragraphe pre´ce´dent, les fonctions ψ
s
n ne sont
pas ne´cessairement positivement homoge`nes de degre´ 1 et ne sont donc pas des fonctions
d’appui.
Ce point de vue, adopte´ dans [7] et [9], sera illustre´ a` la section 6.1.2.
4.3.2 Loi contrainte-de´formation non line´aire de la matrice
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Du calcul a` la rupture a` l’analyse limite
On se propose, dans cette section, de de´terminer les e´le´ments de la frontie`re de Ghom non
comme des solutions de proble`mes pose´s en vitesse mais comme des e´tats asymptotiques
de proble`mes d’e´volution. Dans cet esprit, on confe`re a` la matrice un comportement e´lasto-
plastique fictif : l’e´lasticite´ est line´aire quelconque tandis que la plasticite´ est suppose´e
parfaite, de crite`re de plasticite´ le crite`re de re´sistance f s, et associe´e. Rappelons que,
dans l’hypothe`se des petites perturbations (hpp), le tenseur de de´formation se de´compose
additivement en une de´formation e´lastique (lie´e line´airement au tenseur des contraintes
par le tenseur d’e´lasticite´   s) et une de´formation plastique dont le taux est obtenu par la
re`gle d’e´coulement satisfaisant la re`gle de normalite´ dans le cas de la plasticite´ associe´e :
ε = εel + εpl avec


εel =   s−1 : σ
ε˙pl = λ˙
∂f s
∂σ
, λ˙ ≥ 0
(4.54)
Rappelons que, pour les e´tats de contrainte pour lesquels f s n’est pas de´rivable, il faut rem-
placer le terme ∂f s/∂σ par l’une des directions du coˆne convexe des normales exte´rieures
a` Gs [91].
Les inclusions peuvent e´galement eˆtre conside´re´es comme des domaines occupe´s par des
mate´riaux fictifs e´lasto-plastiques extreˆmes (vides ou renforts rigides) de plasticite´ parfaite
et associe´e. Le v.e.r. est soumis a` des conditions en de´placement de type “de´formation
homoge`ne au contour” selon un trajet radial :
∀x ∈ ∂Ω ξ = E(t) · x avec E(t) = tD (4.55)
ou` D 6= 0 de´signe une direction fixe donne´e.
Une premie`re constatation est que, quel que soit le trajet de chargement, le tenseur de
contrainte macroscopique Σ ne cesse d’appartenir a` Ghom puisque le champ de contrainte
microscopique est en e´quilibre et respecte le crite`re en tout point. Mais ce qui est davan-
tage inte´ressant a` signaler est que, en vertu du the´ore`me d’existence et d’unicite´ de la
solution du proble`me d’e´volution e´lasto-plastique quasi-statique [19], tout point inte´rieur a`
Ghom peut effectivement eˆtre atteint pour un certain trajet de chargement. On ne peut rien
conclure en ce qui concerne la frontie`re mais celle-ci peut toujours s’obtenir asymptotique-
ment (lorsque t tend vers l’infini) et D correspond alors a` la direction normale exte´rieure
au point de la frontie`re vers lequel Σ tend. On cherche donc la limite du tenseur des
contraintes macroscopique obtenu a` partir de la solution du proble`me d’e´lasto-plasticite´
lorsque t tend vers l’infini :
Σ = lim
t→∞
Σ(t) ∈ ∂Ghom (4.56)
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De l’e´lasto-plasticite´ a` une loi contrainte-de´formation non line´aire
La prise en compte d’un comportement e´lasto-plastique local, dont la de´finition est de
nature incre´mentale, s’ave`re impossible dans la mise en œuvre de techniques analytiques
d’homoge´ne´isation non line´aire. Celles-ci sont en effet mieux adapte´es aux lois de compor-
tement mettant en jeu une relation explicite entre les contraintes et les de´formations. C’est
pourquoi on choisit de remplacer ce comportement e´lasto-plastique, menant the´oriquement
au crite`re macroscopique, par un comportement non line´aire compatible avec le crite`re
microscopique et de´fini par une relation de type :
σ = R(ε) avec ∀ε f s (R(ε)) ≤ 0 (4.57)
L’ide´e est ici de simuler le comportement e´lasto-plastique local par une relation du type
(4.57) et de suivre l’e´tat de contrainte macroscopique au cours du chargement. La re-
lation R (4.57) est construite de manie`re a` ce que σ satisfasse toujours en tout point
le crite`re. Cette me´thode fournit donc une approche par l’inte´rieur (cf. § 4.1.2). Il est
ensuite raisonnable de s’attendre a` ce que l’e´tat de contrainte macroscopique fournisse
une bonne estimation de la charge limite macroscopique si les champs de de´formation et
de contrainte se comportent comme les solutions du proble`me e´lasto-plastique au moins
dans le re´gime asymptotique menant a` cette charge limite (c’est-a`-dire lorsque t tend vers
l’infini).
Rappelant que le trajet de chargement est de´fini par un chemin radial dans l’espace des
de´formations macroscopiques (4.55), il est e´vident que le v.e.r. va subir des de´formations
locales grandes (diffuses ou localise´es) lorsque t tendra vers l’infini. Les zones concerne´es
correspondent au cas ou` d est diffe´rent de 0 dans le the´ore`me d’association [91] et donc,
pour se rapprocher au mieux d’une solution de calcul a` la rupture, σ doit saturer le crite`re
lorsque ε devient grand :
f s
(
lim
‖   ‖→∞
R(ε)
)
= 0 (4.58)
Il convient de pre´ciser que cette e´tude se place dans le cadre hpp et le fait de faire tendre
‖ε‖ vers l’infini n’est qu’un artifice mathe´matique, pour l’instant purement formel, conc¸u
pour approcher le crite`re. Ce que l’on de´signe ici par “grandes de´formations” n’a donc rien
a` voir avec sa de´finition habituelle. D’ailleurs ε est un tenseur de de´formation line´arise´ et
il n’est donc utilisable que lorsque les de´formations sont infinite´simales.
La saturation du crite`re est une condition ne´cessaire pour simuler le comportement e´lasto-
plastique parfait mais ce n’est pas suffisant. Il s’agit en outre de rendre le nouveau
mode`le cohe´rent avec la re`gle d’e´coulement (4.54). Il faut donc s’assurer que le tenseur
de de´formation, lorsqu’il tend vers l’infini, soit tel que le taux de de´formation plastique
soit aligne´ et de meˆme direction que ∂f s/∂σ. En fait, on ve´rifiera que c’est le tenseur de
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de´formation lui-meˆme qui s’aligne sur ∂f s/∂σ :
ε ∼
t→∞
λ
∂f s
∂σ
, λ ≥ 0 (4.59)
En effet, dans le cadre e´lasto-plastique [91], lorsque la charge limite macroscopique est at-
teinte, le syste`me est en e´coulement plastique libre ; le taux de de´formation est alors e´gal au
taux de de´formation plastique d = ε˙ = ε˙pl et reste constant puisque le taux de de´formation
macroscopique D intervenant dans (4.55) est constant. On peut donc conside´rer que, dans
les zones ou` d est non-nul, le tenseur de de´formation, tendant vers l’infini et devenant
e´quivalent a` td, s’oriente dans la meˆme direction que d.
Extension au mate´riau non standard
On conside`re maintenant le cas ou` la matrice correspond a` un mate´riau non standard,
c’est-a`-dire que la plasticite´ n’est plus associe´e. Ainsi la re`gle d’e´coulement ne satisfait
plus la re`gle de normalite´ (4.54) et s’e´crit maintenant a` partir d’un potentiel plastique gs
diffe´rent du crite`re f s :
ε˙pl = λ˙
∂gs
∂σ
, λ˙ ≥ 0 (4.60)
Dans le cas de la plasticite´ non associe´e, le re´sultat selon lequel il est possible d’atteindre
tout point inte´rieur a` Ghom pour une certaine e´volution n’est plus assure´. Ne´anmoins, il
est bien e´vident que, pour toute histoire de chargement de type (4.55), le trajet du tenseur
des contraintes macroscopiques Σ est contenu dans Ghom. On peut donc s’interroger dans
ce cas sur le domaine des e´tats limites (inclus dans Ghom) obtenu lorsque t tend vers l’infini
pour toutes les directions de D dans (4.55). Ainsi, on se propose d’adapter la me´thodologie
pre´ce´dente au cas non standard. Il s’agit tout d’abord de remplacer le comportement
e´lasto-plastique par une loi non line´aire de´finie par une relation du type (4.57). Notant
toujours le crite`re de plasticite´ f s, il est naturel de continuer a` rechercher la saturation de
ce dernier a` travers la proprie´te´ (4.58). En revanche, la proprie´te´ (4.59) devient caduque
et doit eˆtre remplace´e par :
ε ∼
t→∞
λ
∂gs
∂σ
, λ ≥ 0 (4.61)
Une e´criture “affine” de la loi non line´aire
Qu’il s’agisse d’un mate´riau standard ou d’un mate´riau non standard composant la ma-
trice, il apparaˆıtra clairement a` la section 4.4 que les techniques d’homoge´ne´isation non
line´aire qui vont eˆtre mises en œuvre sont adapte´es aux relations non line´aires entre σ
et ε du type de celle qui existait entre σ et d dans (4.47). Ainsi, on supposera que la
relation (4.57) s’e´crit de la manie`re suivante :
σ =   s(ε) : ε + σps(ε) (4.62)
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ou`   s(ε) a le statut et la dimension d’un tenseur de raideur (contrairement a` (4.47) ou` le
terme de raideur ne faisait re´fe´rence qu’a` la structure de la relation et non a` la dimension
de la grandeur physique).
Les tenseurs   s et σps satisfaisant la formulation (4.62) ne sont pas uniques. Parmi les
diffe´rentes possibilite´s, il existe en particulier une formulation tangente de´finie par ([76],
[75], [77], [72]) :
  s(ε) =
∂R
∂ε
(ε) ; σps(ε) = R(ε)−
∂R
∂ε
(ε) : ε (4.63)
On cherchera par la suite dans la formulation (4.62) des tenseurs   s et σps isotropes et
de´pendant uniquement des deux premiers invariants de ε :
  s(ε) = 3 ks(εv, εd)  + 2µ
s(εv, εd)  (a)
σps(ε) = σ
p
s(εv, εd) 1 (b)
(4.64)
ce qui ne sera pas ve´rifie´ en ge´ne´ral par les tenseurs (4.63).
Aucune hypothe`se autre que l’appartenance au domaine de re´sistance de la matrice n’est
a priori requise en ce qui concerne la relation (4.57). En particulier, le raisonnement tenu
a` partir d’un tel comportement fictif ne requiert pas l’existence d’un potentiel ψs par
lequel la relation (4.57) deviendrait une loi e´lastique non line´aire :
σ =
∂ψs
∂ε
(ε) (4.65)
Notons toutefois que, dans le cadre d’une e´criture du type (4.62) satisfaisant l’isotro-
pie (4.64), l’existence d’un tel potentiel est conditionne´e par la relation suivante :
εv
∂ks
∂εd
+
∂σps
∂εd
= 2 εd
∂µs
∂εv
(
=
∂2ψs
∂εv∂εd
)
(4.66)
Ainsi, nous venons de pre´senter deux me´thodes diffe´rentes conduisant au crite`re macro-
scopique, l’une base´e sur un comportement fictif visqueux de la matrice (§ 4.3.1) et l’autre
sur une loi fictive contrainte-de´formation non line´aire (§ 4.3.2). Dans les deux cas, nous
nous sommes ramene´s a` un proble`me non line´aire faisant intervenir une loi de compor-
tement reformule´e de manie`re “affine” au sein de la matrice : dans le cas visqueux, il
s’agit de la relation (4.47) entre σ et d tandis que dans le second cas, il s’agit de la rela-
tion (4.62) entre σ et ε. Dans la section 4.4, nous allons nous inte´resser a` des techniques
d’homoge´ne´isation non line´aire conc¸ues pour fournir des estimations du comportement
macroscopique issu de telles relations microscopiques.
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4.4 Techniques de re´solution par homoge´ne´isation non
line´aire
Cette section a pour objectif de pre´senter des techniques permettant d’acce´der a` des
estimations de comportements macroscopiques a` partir de comportements locaux non
line´aires tels que (4.47) ou (4.62). Ces deux relations sont de toute e´vidence formellement
identiques. On choisit de pre´senter les de´veloppements de cette section dans le cadre de
la relation “σ − ε” (4.62). On remplacera le de´placement ξ par la vitesse u et le tenseur
de de´formation ε (resp. E a` l’e´chelle macroscopique) par le taux de de´formation d (resp.
D) pour traiter le cas visqueux (4.47).
Les techniques d’homoge´ne´isation non line´aire ont fait l’objet de travaux re´cents ([86],
[87]), [94], [95], [97]). Ils ont e´te´ exploite´s dans le contexte des milieux poreux sature´s
dans [41]. On montre comment ramener le proble`me non line´aire a` un proble`me d’e´lasticite´
line´aire, la non line´arite´ initiale se manifestant alors par un lien entre les proprie´te´s des
mate´riaux fictifs line´aires et le niveau de chargement. Le proble`me line´aire pourra donc
eˆtre traite´ par un sche´ma classique d’homoge´ne´isation line´aire tandis qu’il faudra examiner
diffe´rents moyens de coupler le niveau de chargement et les proprie´te´s e´lastiques a` travers
des de´formations effectives (quelquefois appele´es de´formations de re´fe´rence).
4.4.1 Principe de l’homoge´ne´isation non line´aire
En adoptant (4.62) pour loi de comportement de la matrice, le proble`me non line´aire a`
re´soudre est forme´ par le syste`me d’e´quations suivant :
div σ = 0 (Ω) (a)
σ(x) =   (x) : ε(x) + σp(x) (Ω) (b)
ε = 1
2
(
grad ξ + tgrad ξ
)
(Ω) (c)
[[ξ ]] · n = 0 et σ · n//n (∂Ωl) (d)
ξ(x) = E · x (∂Ω) (e)
(4.67)
avec
  (x) =   s (ε(x)) ; σp(x) = σps (ε(x)) (x ∈ Ωs) (a)
  (x) =

; σp(x) = 0 (x ∈ Ωp) (b)
  (x) → ∞ ; σp(x) = 0 (x ∈ Ωr ∪ Ωl) (c)
(4.68)
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Le proble`me (4.67) n’est pas classique dans la mesure ou`, d’apre`s (4.68), le tenseur de
raideur de la matrice   s n’est pas uniforme puisqu’il est une fonction explicite du champ
de de´formation ε(x) qui est he´te´roge`ne et de´pend du niveau de de´formation macrosco-
pique E. Ainsi les me´thodes usuelles d’homoge´ne´isation line´aire ne sont pas directement
applicables. Le principe de re´solution approche´e que nous allons alors adopter consiste a`
se ramener a` un proble`me line´aire en remplac¸ant les champs he´te´roge`nes   (x) et σp(x) a`
l’inte´rieur de la matrice par des champs uniformes, autrement dit la matrice est remplace´e
par un mate´riau line´aire e´quivalent dont il faut ajuster les proprie´te´s. Dans cet optique,
on introduit un tenseur de de´formation effective εeff et on approche les champs de raideur
et de pre´contrainte he´te´roge`nes “re´elles” par les valeurs uniformes prises en εeff :
∀x ∈ Ωs


  (x) =   s (ε(x)) →   s (εeff )
σp(x) = σps (ε(x)) → σps
(
εeff
) (4.69)
La de´formation effective εeff sera choisie de manie`re a` eˆtre repre´sentative du champ
he´te´roge`ne, au sens par exemple d’une certaine moyenne sur le domaine Ωs. En parti-
culier, εeff devra eˆtre fonction de l’e´tat de de´formation macroscopique E. Plusieurs choix
sont pre´sente´s a` la section 4.4.2.
En fonction de la de´composition (4.62) choisie, on construit des me´thodes d’homoge´ne´isation
diffe´rentes (cf. Fig. 4.3) :
– lorsque σps est pris nul, il s’agit de la me´thode se´cante [97],
– si   s et σps sont ceux de la formulation tangente (4.63), il s’agit de la me´thode
tangente ([76], [75], [77]) ou affine [72],
– si enfin   s et σps n’ont pas de proprie´te´ particulie`re par rapport a` la loi non line´aire
(4.57) si ce n’est qu’ils ve´rifient (4.62), il s’agit d’une me´thode affine quelconque.
L’inconve´nient de la me´thode se´cante re´side dans le fait qu’elle peut ge´ne´rer un tenseur
  s non positif (ce sera le cas pour une matrice de Drucker-Prager au chapitre 6), ce
qui explique l’inte´reˆt pour une formulation affine contruite de manie`re a` satisfaire la
positivite´ de   s. La formulation tangente pre´sente l’avantage de fournir l’approximation
la plus proche de la loi non line´aire au voisinage de εeff alors que la me´thode se´cante
par exemple s’appuie sur un tenseur   s trop raide (cf. Fig. 4.3). Mais elle posse`de une
faiblesse majeure : σps (4.63) de´pend en ge´ne´ral du tenseur ε
eff et non uniquement de ses
invariants. Le caracte`re tensoriel de εeff peut s’ave´rer pre´judiciable s’il est de´fini comme
une moyenne et si le champ ε pre´sente d’importants changements d’orientation au sein
de la matrice. Conside´rant par exemple un cas de figure ou` les phases du v.e.r. sont
re´parties de manie`re isotrope et ou` le chargement E est sphe´rique, il est alors naturel de
conside´rer que εeff de´fini comme la moyenne de ε sur Ωs sera sphe´rique et ne refle`tera
donc pas le niveau de de´formation de´viatorique dans Ωs. Par exemple, dans le cas d’une
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εεeff
σ formulation se´cante
formulation affine quelconque
formulation tangente
loi non line´aire
Fig. 4.3 – Formulations se´cante, affine et tangente du comportement
matrice de von Mises traite´e au chapitre 5 pour laquelle on utilise la loi (5.23), il est facile
de montrer que σps s’e´crit :
σps(ε
eff ) = −2 εeffd µs′(εeffd ) εeffd (4.70)
Appliquant le raisonnement pre´ce´dent, on obtient dans le cas d’un chargement isotrope,
ε
eff
d = 0 et donc σ
p
s(ε
eff ) = 0 alors que le champ σps(ε) n’est certainement pas nul. On
ne choisira donc pas cette me´thode par la suite. Lorsque la me´thode se´cante fournit un
tenseur   s non positif, on construit plutoˆt une formulation affine avec des tenseurs   s
(positif) et σps satisfaisant l’isotropie et la de´pendance en les deux premiers invariants de
ε.
Voici les e´tapes successives de la proce´dure d’homoge´ne´isation dans le cas d’une formula-
tion affine quelconque (la formulation se´cante en est un cas particulier) [97] :
1. En proce´dant au remplacement (4.69) de la raideur et de la pre´contrainte dans la
matrice, le syste`me (4.67) correspond maintenant a` un proble`me d’e´lasticite´ line´aire.
Il est donc possible de de´terminer la contrainte macroscopique Σ =< σ > sous la
forme :
Σ =
 hom : E + Σp (4.71)
Cette premie`re e´tape fait appel a` des sche´mas d’homoge´ne´isation line´aire choisis en
fonction de donne´es ou d’hypothe`ses morphologiques. Certains sche´mas ont e´te´ ex-
pose´s au chapitre 2.

hom et Σp de´pendent donc directement des proprie´te´s effectives
  s
(
εeff
)
et σps
(
εeff
)
.
2. La deuxie`me e´tape consiste en la de´termination de la de´formation effective. Comme
nous avons suppose´ que   s et σps ne de´pendaient que des deux premiers invariants
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de ε (4.64), ce n’est pas un tenseur εeff que nous recherchons mais deux invariants
effectifs εeffv et ε
eff
d en fonction de E :
εeffv = ε
eff
v (E,
  s,σps) ; ε
eff
d = ε
eff
d (E,
  s,σps) (4.72)
avec
  s
(
εeffv , ε
eff
d
)
; σps
(
εeffv , ε
eff
d
)
(4.73)
On pre´sente a` la section 4.4.2 plusieurs choix possibles d’invariants effectifs. Il
convient de pre´ciser que les calculs conduisant a` la de´termination des fonctions
εeffv (E) et ε
eff
d (E) seront mene´s dans un cadre line´aire et celles-ci seront positive-
ment homoge`nes de degre´ 1.
3. La dernie`re e´tape consiste a` re´soudre la non line´arite´ du proble`me pose´ par (4.71),
(4.72) et (4.73). La non line´arite´ provient du fait que
 hom et Σp de´pendent de εeffv
et εeffd qui sont des fonctions de E. En combinant ces e´quations, nous obtenons une
relation macroscopique de la forme :
Σ =
 hom (E) : E + Σp (E) (4.74)
Une relecture de la de´marche dans le cas visqueux conduit donc a` une expression du type :
Σ =
 hom (D) : D + Σp (D) (4.75)
Pour respecter l’homoge´ne´ite´ des grandeurs physiques, il est clair que

hom est homoge`ne
de degre´ 1 par rapport a`   s
(
deff
)
. De meˆme Σp (D) est homoge`ne de degre´ 0 par rapport
a`   s
(
deff
)
et de degre´ 1 par rapport a` σps
(
deff
)
. Or on a vu en (4.46) que   s
(
deff
)
e´tait
homoge`ne de degre´ −1 et que σps
(
deff
)
ne de´pendait que de l’orientation de deff . De
plus, le choix de deff est tel que deff (D) est homoge`ne de degre´ 1. Au final, il apparaˆıt
que la relation Σ(D) ne de´pend que de l’orientation de D et non de sa norme, soit de
cinq parame`tres inde´pendants (par exemple les rapports de cinq composantes de D sur
la sixie`me), ce qui de´finit bien une surface dans l’espace des contraintes. Contrairement
a` l’expression exacte (4.39), il n’est pas garanti que la technique d’homoge´ne´isation non
line´aire fournisse une relation Σ(D) (4.75) satisfaisant le crite`re de normalite´ (tel que D
soit normal exte´rieur a` la surface en Σ). On montre a` l’annexe 7.2 que cette proprie´te´ est
obtenue si et seulement si Σ de´rive d’un potentiel. On montre aussi que ce potentiel n’est
autre que la fonction d’appui de la surface d’e´quation Σ(D).
4.4.2 Choix de la de´formation effective
Lors de la deuxie`me e´tape du processus d’homoge´ne´isation, on a vu qu’il s’agissait de
de´terminer des invariants de de´formation effectifs. Pour prendre en compte du mieux
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possible le niveau de de´formation dans la phase solide induit par le chargement E, on
de´finit les de´formations effectives comme des moyennes sur la phase solide des champs
correspondants. On propose trois choix de de´formations effectives qui de´finissent trois
me´thodes diffe´rentes d’homoge´ne´isation non line´aire : la me´thode classique, la me´thode
modifie´e ([95],[97]) et la me´thode mixte ([41], [68]).
Me´thode classique
Cette me´thode se caracte´rise par le choix d’une moyenne directe des de´formations, c’est-
a`-dire les moments d’ordre 1 sur la phase solide :
εeffv = εv =< εv >Ωs ; ε
eff
d = εd =
√
< εd >Ωs:< εd >Ωs (4.76)
En pratique, le calcul de ces de´formations effectives s’effectue dans le cadre line´aire de la
section 2.3.1 avec   s et σps fonctions de ε
eff
v et ε
eff
d (4.73). Pour ce choix de de´formations
effectives, on notera :
  s (εv, εd) =
  s ; σps (εv, εd) = σ
p
s (4.77)
Si   s est isotrope, on notera les modules effectifs :
ks (εv, εd) = k
s ; µs (εv, εd) = µ
s (4.78)
En gardant a` l’esprit que les moyennes choisies doivent eˆtre repre´sentatives du niveau des
invariants de de´formation de la phase solide en fonction de E, le recours a` une moyenne
sur le tenseur εd peut eˆtre pre´judiciable dans la mesure ou` εd n’a pas une orientation
fixe alors que l’on cherche le niveau moyen de sa norme. Dans le cas d’une distribution
isotrope des phases et d’un chargement sphe´rique, il ne fait aucun doute que la moyenne
de εd sur la phase solide et donc le moment d’ordre 1 correspondant sont nuls alors que
des de´formations de´viatoriques importantes apparaissent sur la pe´riphe´rie des pores ou
des inclusions [89]. Ce proble`me est intimement lie´ au de´couplage entre les contributions
sphe´rique et de´viatorique du chargement sur les moments d’ordre 1 de´ja` e´voque´ a` la
section 2.3.1.
Me´thode modifie´e
La me´thode modifie´e propose´e par Suquet ([95],[97]) consiste a` choisir le moment d’ordre 2
pour de´formation effective de´viatorique. Comme nous avons e´galement besoin d’une de´formation
effective volumique, nous nous proposons dans cette me´thode de la de´finir aussi comme
le moment d’ordre 2. Les de´formations effectives sont donc donne´es ici par :
εeffv = εv =
√
< ε2v >Ωs ; ε
eff
d = εd =
√
< εd : εd >Ωs (4.79)
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Comme pour les moments d’ordre 1, ceux-ci sont calcule´s a` l’aide du sche´ma line´aire
choisi a` la premie`re e´tape. La section 2.3.2 montre qu’ils s’obtiennent graˆce a` la me´thode
e´nerge´tique inspire´e de Kreher [60]. Pour ce choix de de´formations effectives, on notera :
  s
(
εv, εd
)
=   s ; σps
(
εv, εd
)
= σps (4.80)
Si   s est isotrope, on notera les modules effectifs :
ks
(
εv, εd
)
= ks ; µs
(
εv, εd
)
= µs (4.81)
Dans le cas ou` la pre´contrainte σp est nulle et ou` le comportement de la matrice est
e´lastique non line´aire c’est-a`-dire qu’il s’e´crit a` partir d’un potentiel, cette me´thode dite
se´cante modifie´e pre´sente un inte´reˆt majeur par rapport a` son homologue classique :
elle permet en effet de construire une formulation variationnelle simple e´quivalente ainsi
qu’un potentiel dont de´rive la loi macroscopique (la de´monstration figure en annexe 7.3).
L’interpre´tation de ce re´sultat dans le contexte du comportement visqueux (4.44) indique
imme´diatement que la me´thode se´cante modifie´e conduit a` la de´termination d’un potentiel
dont de´rive Σ, ce qui signifie encore, d’apre`s l’annexe 7.2, que le tenseur D intervenant
dans l’e´criture des conditions aux limites respecte la proprie´te´ de normalite´ a` la frontie`re
de l’estimation de Ghom par cette me´thode.
Ne´anmoins la me´thode modifie´e n’est pas exempte de tout reproche. En effet, alors que le
caracte`re tensoriel de εd posait proble`me dans la me´thode classique, ici c’est le caracte`re
scalaire alge´brique de εv (i.e. qui peut, a priori, changer de signe) dont il n’est pas possible
de rendre compte avec une moyenne quadratique (4.79).
Me´thode mixte
La me´thode mixte tire profit des deux me´thodes pre´ce´dentes en choisissant les de´formations
effectives qui pre´sentent le moins d’inconve´nients. En conside´rant les remarques formule´es
plus haut, il semble naturel que le choix se porte sur :
εeffv = εv =< εv >Ωs ; ε
eff
d = εd =
√
< εd : εd >Ωs (4.82)
Pour ce choix de de´formations effectives, on notera :
  s
(
εv, εd
)
= ˆ  s ; σps
(
εv, εd
)
= σˆps (4.83)
Si   s est isotrope, on notera les modules effectifs :
ks
(
εv, εd
)
= kˆs ; µs
(
εv, εd
)
= µˆs (4.84)
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C’est cette me´thode que nous utiliserons en ge´ne´ral par la suite.
Les techniques d’obtention du crite`re macroscopique sont mises en œuvre dans les cha-
pitres suivants pour un crite`re purement cohe´rent de la phase solide (crite`re de von Mises)
puis pour un crite`re frottant (crite`re de Drucker-Prager).
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Ce chapitre a pour but d’appliquer les techniques e´voque´es au chapitre pre´ce´dent a` un
v.e.r. dont le crite`re de la phase matricielle est celui de von Mises pour obtenir le crite`re
macroscopique. Cette de´marche va nous permettre de valider nos me´thodes lorsque les
inclusions sont des pores ou des renforts rigides adhe´rents puisque celles-ci permettent de
retrouver des re´sultats obtenus par plusieurs auteurs par la technique des potentiels en loi
puissance (par exemple [86], [99], [74], [65], [97]) mais nous examinerons e´galement l’effet
des renforts lisses sur le crite`re macroscopique.
5.1 Le crite`re de von Mises
5.1.1 De´finition du crite`re
Le crite`re de von Mises correspond a` une limitation de la contrainte de´viatorique e´quivalente
σd =
√
σd : σd :
f s (σ) = σd − b avec b =
√
2
3
σo (5.1)
ou` σo de´signe la re´sistance en traction simple.
Dans le demi-plan (σm, σd ≥ 0), l’ensemble Gs des e´tats de contrainte admissibles est
repre´sente´ par la zone de´limite´e par les droites d’e´quations σd = b et σd = 0.
La fonction d’appui (4.2) de ce crite`re est donne´e par ([90], [91]) :

dv = 0 ⇒ pis (d) = b dd
dv 6= 0 ⇒ pis (d) = +∞
(5.2)
Il est clair que cette fonction d’appui n’est diffe´rentiable en aucun point car il n’existe
aucun ouvert de l’espace des tenseurs d’ordre 2 syme´triques sur lequel pis prenne des
valeurs finies. On ne peut donc pas simplement de´finir le proble`me visqueux (4.36) et il
faut recourir a` une technique de re´gularisation du crite`re (cf. § 4.3.1) ou utiliser une loi de
comportement e´lastique non line´aire fictive (cf. § 4.3.2) pour mettre en œuvre la technique
d’homoge´ne´isation de la section 4.4 dans le but d’obtenir une estimation de Ghom.
5.1.2 Re´gularisation du crite`re
De´finition de la suite de re´gularisation
Conforme´ment a` la me´thode de re´gularisation expose´e a` la section 4.3.1, on de´finit une
suite de crite`res (f sn)n∈   correspondant a` des domaines G
s
n tendant au sens de (4.50) vers
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le crite`re de von Mises :
f sn (σ) =
(
σm
an
)2
+
(
σd
b
)2
− 1 avec lim
n→∞
an = +∞ (5.3)
Chaque crite`re f sn de´finit donc un ensemble borne´ strictement convexe G
s
n repre´sente´ par
σm
σd √
2/3σo
an1 an2 an3
an ↗+∞
Fig. 5.1 – Approximation du crite`re de von Mises par une suite d’ellipses
une demi-ellipse dans le demi-plan (σm, σd) (cf. Fig. 5.1).
En vertu de la proprie´te´ montre´e a` l’annexe 7.1.1, la fonction d’appui pisn associe´e a` chaque
crite`re f sn est diffe´rentiable (sauf a` l’origine). Pour calculer cette fonction pi
s
n, il suffit
d’exploiter le re´sultat interme´diaire (7.2) de 7.1.1 indiquant qu’il existe pour chaque d 6= 0,
un tenseur σ∗ ∈ ∂Gsn tel que pisn(d) = σ∗ : d. Puis comme f sn (5.3) est diffe´rentiable, d est
oriente´ selon la normale exte´rieure a` Gsn c’est-a`-dire paralle`le a` ∂f
s
n/∂σ (σ
∗) :
d = λ˙
∂f sn
∂σ
(σ∗) = 2 λ˙
(
1
3
σ∗m
a2n
1 +
σ∗d
b2
)
avec λ˙ ≥ 0 (5.4)
On peut donc exprimer pisn(d) en exploitant (5.4) ainsi que l’e´quation f
s
n (σ
∗) = 0 due au
fait que σ∗ se situe sur ∂Gsn :
pisn (d) = σ
∗ : d = 2 λ˙σ∗ :
(
1
3
σ∗m
a2n
1 +
σ∗d
b2
)
= 2 λ˙ (5.5)
En identifiant les invariants dans les deux membres de (5.4), on obtient :
σ∗m
an
=
an dv
2 λ˙
;
σ∗d
b
=
b dd
2 λ˙
(5.6)
Utilisant a` nouveau f sn (σ
∗) = 0, il de´coule de (5.6) une relation entre λ˙ et les invariants
dv et dd permettant de de´terminer pi
s
n(d) :
pisn (d) = 2 λ˙ =
√
(an dv)
2 + (b dd)
2 (5.7)
On peut encore e´crire pisn sous la forme :
pisn (d) =
√
d :
 
s
n : d avec
  s
n = 3 a
2
n  + b
2
 (5.8)
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Une telle fonction d’appui pre´sente bien la re´gularite´ requise pour de´finir un proble`me
visqueux en suivant la me´thode propose´e a` la section 4.3.1. En particulier, elle permet de
construire le tenseur isotrope   sn(d) (4.45) de´fini a` partir des modules :

ksn(dv, dd) =
a2n√
(an dv)
2 + (b dd)
2
2µsn(dv, dd) =
b2√
(an dv)
2 + (b dd)
2
(5.9)
Les modules ksn et µ
s
n exprime´s en (5.9) sont clairement positifs ; il n’est par conse´quent
pas utile d’introduire une pre´contrainte σps comme dans (4.47).
Il est inte´ressant de noter que l’on de´duit de (5.9) que :
µsn
ksn
=
b2
2 a2n
= O
(
1
a2n
)
(5.10)
En d’autres termes, quelles que soient les taux de de´formation effectifs, ce mate´riau vis-
queux fictif se comporte de manie`re incompressible lorsque n tend vers l’infini.
Estimation du crite`re macroscopique par une me´thode variationnelle
Connaissant la suite de fonctions d’appui pisn, il s’agit maintenant de construire des estima-
tions de Ghomn en mettant en œuvre la technique d’homoge´ne´isation non line´aire expose´e
a` la section 4.4. Notons Πhomn la fonction d’appui de G
hom
n . En utilisant la formulation
(4.20) de la fonction d’appui macroscopique, on e´crit :
Πhomn (D) = inf
  ∈CA′(

)
ϕs < pisn(d) >Ωs= inf
  ∈CA′(

)
ϕs <
√
d :
 
s
n : d >Ωs (5.11)
Comme la fonction “racine carre´e” est concave, Πhomn (D) (5.11) se majore ainsi :
Πhomn (D) ≤ Πn(D) (5.12)
avec
Πn(D) = inf
  ∈CA′(

)
ϕs
√
< d :
 
s
n : d >Ωs (5.13)
= inf
  ∈CA′(

)
ϕs
√(
an dv
)2
+
(
b dd
)2
(5.14)
= inf
  ∈CA′(

)
ϕs pisn(dv, dd) (5.15)
On constate donc sur (5.15) que Πn(D) est de´termine´ par le proble`me variationnel
e´quivalent a` la me´thode se´cante modifie´e (cf. annexe 7.3 adapte´e au cas visqueux). Dans
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le cas d’une matrice de von Mises, cette me´thode fournit donc une estimation par exce`s
du crite`re macroscopique.
La fonction “racine carre´e” est e´galement croissante donc (5.13) devient :
Πn(D) = ϕ
s
√
inf
  ∈CA′(

)
< d :
 
s
n : d >Ωs (5.16)
On reconnaˆıt imme´diatement, sous la racine de (5.16), la formulation variationnelle d’un
proble`me formel d’e´lasticite´ line´aire (transpose´ en vitesse). Par conse´quent, on peut de´finir
un tenseur
  hom
n tel que :
inf
  ∈CA′(

)
ϕs < d :
  s
n : d >Ωs= D :
  hom
n : D (5.17)
Le tenseur
  hom
n peut eˆtre estime´ ou e´ventuellement borne´ par les techniques usuelles
d’homoge´ne´isation line´aire. En combinant (5.16) et (5.17), il vient :
Πn(D) =
√
ϕs D :
 
hom
n : D (5.18)
Lorsqu’une borne supe´rieure est disponible pour
  hom
n , on dispose finalement d’une fonc-
tion majorant Πhomn (D) (5.12) et donc Π
hom(D) par passage a` la limite.
Dans le cadre isotrope, on constate que l’expression (5.18) est comparable a` (5.8) et
repre´sente donc formellement la fonction d’appui d’un crite`re elliptique du meˆme type
que f sn :
ϕs
  hom
n = 3A
2
n  +B
2
n  ⇒ Ghomn =
{
Σ
∣∣∣∣∣
(
Σm
An
)2
+
(
Σd
Bn
)2
≤ 1
}
(5.19)
Il suffira ensuite de faire tendre n vers l’infini pour obtenir une estimation de Ghom.
L’e´quation parame´trique permettant de de´crire la frontie`re de Ghomn est donne´e par (7.46) :
Σ (D) =
√
ϕs
  hom
n : D√
D :
 
hom
n : D
(5.20)
Re´gularisation par une suite de potentiels
Une alternative a` la me´thode pre´ce´dente de re´gularisation peut eˆtre envisage´e en intro-
duisant une suite de potentiels convergeant vers la fonction d’appui (5.2) au sens (4.53) :
ψsn(d) =
1
2
ksn d
2
v + b dd avec lim
n→∞
ksn = +∞ (5.21)
La loi de comportement s’e´crit alors :
σ =
∂ψsn
∂d
(d) = ksn dv 1 + 2µ
s(dd) dd avec 2µ
s(dd) =
b
dd
(5.22)
Ce mate´riau fictif se comporte e´galement de manie`re incompressible lorsque n tend vers
l’infini.
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5.1.3 Loi e´lastique non line´aire
Selon le principe de la me´thode pre´sente´e a` la section 4.3.2, on cherche a` construire une
loi de comportement de type (4.57) saturant le crite`re de von Mises pour des “grandes
valeurs” de ε (4.58). Comme le crite`re de von Mises porte uniquement sur le deuxie`me
invariant des contraintes σd, on propose de construire une loi non line´aire de la forme
σ = ks εv 1 + 2µ
s(εd) εd avec k
s > 0 (5.23)
Il s’agit pour la loi (5.23) de satisfaire la limite :
lim
εd→∞
σd = lim
εd→∞
2µs(εd) εd = b (5.24)
On peut donc prendre n’importe quelle fonction µs(εd) dont le comportement a` l’infini
εd =
√
εd : εd
σd =
√
σd : σd
b =
√
2
3
σ0
µs(εd) ∼
εd→∞
σ0√
6
1
εd
Fig. 5.2 – Saturation du crite`re de von Mises
ve´rifie (cf. Fig. 5.2) :
2µs(εd) ∼
εd→∞
b
εd
(5.25)
Le comportement que l’on vient d’introduire me´rite les remarques suivantes :
• pour les grandes valeurs de εd, le mate´riau fictif devient incompressible :
lim
εd→∞
µs(εd)
ks
= 0 (5.26)
En supposant que σm = k
sεv prenne une valeur finie, le rapport εv/εd tend vers 0.
Ceci signifie, dans le cadre de la loi (5.23) et du crite`re de von Mises (5.1), que ε
satisfait asymptotiquement la re`gle de normalite´ (4.59).
• la loi est e´lastique non line´aire : on peut exhiber un potentiel dont de´rive σ dans
(5.23) :
ψs(ε) =
1
2
ks ε2v + b εd (5.27)
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Appliquons maintenant une me´thode d’homoge´ne´isation non line´aire pour traiter le cas
d’un milieu poreux simple ou renforce´ a` matrice de von Mises. On choisit d’e´tablir les
re´sultats par la me´thode visqueuse re´gularise´e par la suite de crite`res (5.3) en ajoutant
quelques commentaires sur les autres me´thodes. Pour alle´ger les notations dans la suite,
on ne fera pas re´fe´rence a` n dans les champs microscopiques d et σ solutions du proble`me
visqueux e´crit avec pisn ni dans les grandeurs effectives mais cette de´pendance est implicite.
5.2 Application a` un milieu poreux a` matrice ho-
moge`ne
5.2.1 Cas sec tridimensionnel
On suppose que la phase solide de´formable a bien un statut matriciel par rapport aux
pores et que ces derniers sont re´partis d’une manie`re isotrope dans le v.e.r.. On peut alors
le´gitimement recourir au sche´ma de Mori-Tanaka exprime´ en annexe 3.4.1 pour estimer
le tenseur

hom (4.71). Comme toutes les me´thodes se rame`nent au cas d’une matrice
incompressible, on pourra utiliser les de´veloppements limite´s des modules.
En ce qui concerne les de´formations effectives, on choisit a priori la me´thode mixte mais
on montre aise´ment qu’elle est e´quivalente a` la me´thode modifie´e. En effet, en exploitant
d’une part (2.110), (3.79) et (5.10), on montre :
dv ∼
n→∞
4
3ϕ
µˆsn
kˆsn
Dv = O
(
1
a2n
)
(5.28)
On a e´galement d’autre part, d’apre`s (2.144), (3.79), (3.83) et (5.10)
dv ∼
n→∞
µsn
ksn
√
16
9ϕ2
D2v +
40
27
ϕ
(1 + 2ϕ/3)2
D2d = O
(
1
a2n
)
(5.29)
La condition de pertinence du crite`re de von Mises est donc respecte´e asymptotiquement
pour les deux moyennes (dv = 0 et dv = 0) . L’interpre´tation de ce re´sultat dans le
cadre de l’analyse limite signifie que la matrice tend vers un comportement plastiquement
incompressible. Le deuxie`me invariant est quant a` lui fourni par les e´quations (2.143),
(3.81) et (3.84) :
d2d ∼
n→∞
2
3ϕ
D2v +
1
1 + 2ϕ/3
D2d (5.30)
Le choix d’une moyenne directe (5.28) ou quadratique (5.29) pour dv conduit dans les
deux cas a` ne´gliger l’influence du premier invariant effectif dans kˆsn et µˆ
s
n (5.9) car on a
5.2 Application a` un milieu poreux a` matrice homoge`ne 115
andv  bdd aussi bien que andv  bdd d’apre`s (5.28), (5.29) et (5.30). Les modules effectifs
obtenus a` partir de (5.9) deviennent alors
kˆsn ∼
n→∞
ksn ∼
n→∞
a2n
b dd
→
n→∞
∞
2 µˆsn ∼
n→∞
2µsn ∼
n→∞
b
dd
(5.31)
D’apre`s (5.31), il ne fait aucun doute que la me´thode que nous avons choisie est e´quivalente
a` celle consistant a` re´gulariser le crite`re par la suite de potentiels (5.21). On note e´galement
l’analogie avec les modules construits dans le cadre de la loi e´lastique non line´aire fictive
(5.23) et (5.24). Dans ce dernier cas, les modules ne se comportent pas comme dans la
me´thode visqueuse (ks est fini et µˆs varie en 1/εd qui tend vers 0) mais le contraste entre
les modules est respecte´.
En conclusion, la me´thode mixte est rigoureusement e´quivalente a` la me´thode modifie´e qui
pre´sente plusieurs avantages lie´s a` l’existence d’une formulation variationnelle (cf. § 5.1.2) :
elle peut eˆtre re´solue de manie`re totalement line´aire (a` travers le proble`me (5.17)), elle
donne un statut de borne a` l’estimation du crite`re si le sche´ma line´aire choisi fournit une
borne supe´rieure (c’est le cas ici puisque l’estimation de Mori-Tanaka d’un milieu poreux
correspond a` la borne supe´rieure de Hashin-Shtrikman [102]) et enfin elle assure a` D la
proprie´te´ de normalite´ au crite`re estime´.
Le tenseur
  hom
n s’obtient formellement comme le tenseur d’e´lasticite´ macroscopique d’un
milieu poreux dont la matrice a pour module de compression a2n et pour module de
cisaillement b2/2 (5.8). En exploitant les formules (3.79) et (3.82), on obtient :
lim
n→∞
  hom
n = b
2 (1− ϕ)
(
2
ϕ
 +
1
1 + 2
3
ϕ

)
(5.32)
Rappelant le lien existant entre
  hom
n et G
hom
n (5.19) et en utilisant ϕ
s = 1− ϕ (pas d’in-
clusions rigides), le crite`re macroscopique est estime´ par une demi-ellipse dans le plan
(Σm,Σd) :
3
2
ϕΣ2m +
(
1 +
2
3
ϕ
)
Σ2d = (1− ϕ)2 b2 (5.33)
On retrouve un re´sultat mis en e´vidence par plusieurs auteurs ([86], [99], [74], [65], [97]).
Ce crite`re est compare´ a` celui de Gurson [50] sur la Fig. 5.3. On constate qu’il ame´liore
le crite`re de Gurson (qui est une borne supe´rieure) pour un taux de triaxialite´ nul (sur
l’axe de´viatorique Σm = 0) mais qu’il est nettement moins bon pour un taux de triaxialite´
infini (sur l’axe sphe´rique Σd = 0). Cette faiblesse est intimement lie´e a` la me´thode d’ho-
moge´ne´isation consistant a` choisir une de´formation effective comme une moyenne sur la
phase solide. Il est clair que cette me´thode sera d’autant plus mauvaise que le me´canisme
que l’on cherche a` estimer en prenant des moyennes sera he´te´roge`ne. Or dans le cas d’un
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chargement sphe´rique, si l’on se re´fe`re a` la solution du proble`me de la sphe`re creuse sou-
mise a` une pression externe (cf. annexe 7.4.1) qui fournit un champ de vitesse en 1/r2
et donc une de´formation de´viatorique en 1/r3, on note que l’erreur commise en prenant
une moyenne est fortement pre´judiciable si les pores sont petits. Ceci est bien illustre´ sur
la Fig. 5.3 dans la mesure ou` le crite`re de Gurson co¨ıncide sur l’axe sphe´rique avec la
pression limite de la sphe`re creuse. Pour reme´dier a` cet inconve´nient, il est possible de
Σd/b
Σm/b
0 1 2−1−2
1
ϕ = 0.5
ϕ = 0.2
ϕ = 0.1
ϕ = 0
crite`re (5.33)
Gurson
Fig. 5.3 – Crite`re d’un milieu poreux a` pores sphe´riques et a` matrice de von Mises
recourir a` une partition de la phase solide en sous-domaines dans chacun desquels est
calcule´ un taux de de´formation effectif [12]. On illustre l’inte´reˆt de cette de´marche de
manie`re analytique sur le proble`me de la sphe`re creuse en annexe 7.4.1.
5.2.2 Cas pressurise´
On a montre´ a` la section 4.2.2 que le crite`re macroscopique d’un milieu poreux a` matrice
de von Mises sature´ par un fluide a` la pression p s’e´crit au moyen de la contrainte effective
de Terzaghi (4.27). Autrement dit, le crite`re (5.33) devient :
3
2
ϕ (Σm + p)
2 +
(
1 +
2
3
ϕ
)
Σ2d = (1− ϕ)2 b2 (5.34)
On peut e´galement traiter le proble`me d’homoge´ne´isation non line´aire en conside´rant la
pre´sence du fluide. Appliquons cette fois, par exemple, la me´thode consistant a` employer
le comportement e´lastique non line´aire fictif (5.23)-(5.25) pour la matrice. En invoquant
(2.148), on note que Σ et p n’interviennent que par le groupement de la contrainte effec-
tive de Terzaghi. Utilisant ensuite (3.79) et (3.82) dans (2.148), on retrouve facilement le
crite`re (5.34). Ainsi, s’agissant d’un proble`me de calcul de re´sistance d’un v.e.r. a` matrice
de von Mises, la me´thode d’homoge´ne´isation non line´aire base´e sur le moment d’ordre 2
εd (me´thode mixte ou me´thode modifie´e car εv ne joue pas de roˆle) de´montre une certaine
robustesse en pre´servant la proprie´te´ de l’e´criture du crite`re en contrainte effective de Ter-
zaghi [41]. Cette remarque encourage a` l’utilisation de cette me´thode d’homoge´ne´isation
si l’on rencontre des situations pour lesquelles il n’est pas possible de statuer par la the´orie
sur l’existence d’une contrainte effective.
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Signalons enfin que le choix de la me´thode d’homoge´ne´isation est primordial pour mon-
trer l’existence d’une contrainte effective car dans le cas ge´ne´ral ou` les modules ks et
µs de´pendent des deux invariants, il est prouve´ dans [41] que les me´thodes classique et
modifie´e peuvent donner des re´sultats totalement diffe´rents, la premie`re menant a` une
contrainte effective mais pas la seconde.
5.2.3 Cas sec bidimensionnel
Afin de pouvoir facilement comparer les re´sultats obtenus par homoge´ne´isation non line´aire
a` des calculs nume´riques, on se propose de reproduire le raisonnement de 5.2.1 au cas des
de´formations planes en conside´rant un milieu poreux dont les pores sont des inclusions
cylindriques a` base circulaire d’axe e3 perpendiculaire au plan de de´formation (e1, e2).
On choisit toujours le sche´ma de Mori-Tanaka pour l’e´tape line´aire. On utilise notam-
ment le tenseur d’Eshelby fourni en annexe 3.2.3 avec ω = 1 pour estimer le tenseur de
localisation dans les pores (2.30). Il est utile de rappeler que, dans le cas bidimensionnel,
le sche´ma de Mori-Tanaka applique´ a` un milieu poreux a` matrice homoge`ne correspond a`
la borne supe´rieure de Willis [100] lorsque les phases sont re´parties de manie`re isotrope.
On oriente e1 et e2 dans les directions principales de D i.e. :
D = D1 e1 ⊗ e1 +D2 e2 ⊗ e2 (5.35)
Dans le re´gime asymptotique, on montre que l’incompressibilite´ de la phase solide implique
que Σ(=

hom : D) s’e´crit :
Σ = Σ1 e1 ⊗ e1 + Σ2 e2 ⊗ e2 + Σ1 + Σ2
2
e3 ⊗ e3 (5.36)
Il est alors le´gitime d’adopter les notations :
Σm =
Σ1 + Σ2
2
; Σd =
|Σ1 − Σ2|√
2
(5.37)
Par application de la me´thode mixte (ou modifie´e puisque l’on montre encore qu’elles sont
e´quivalentes) a` l’un ou l’autre des proble`mes de 4.3, on obtient l’homologue bidimensionnel
de (5.33) :
2ϕΣ2m + (1 + ϕ) Σ
2
d = (1− ϕ)2 b2 =
2
3
(1− ϕ)2 σ2o (5.38)
La Fig. 5.5 repre´sente ce crite`re pour une porosite´ ϕ = 0.3. Celui-ci est confronte´ a` des
re´sultats nume´riques correspondant aux ensembles de charges limites (obtenus par des
calculs e´lasto-plastiques) dans les cas suivants :
• calcul par e´le´ments finis en conditions aux limites pe´riodiques sur la cellule de base
de la Fig. 5.4(1),
(1)On trouvera des de´tails concernant ce type de conditions aux limites dans le cadre du calcul a` la
rupture dans [27] et [71].
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• calcul par e´le´ments finis en de´formations homoge`nes au contour (D.H.) sur la cellule
de la Fig. 5.4,
• calcul par e´le´ments finis en de´formations homoge`nes au contour (D.H.) sur un cy-
lindre creux.
x1
x2
Fig. 5.4 – Cellule de base
0 0.4 0.8−0.4−0.8−1.2
0.4
0.8
Σd/σo
Σm/σo
crite`re (5.38)
D.H. sur cylindre creux
C.L. pe´rio. sur cellule Fig. 5.4
D.H. sur cellule Fig. 5.4
Σd = b =   2/3 σo
Fig. 5.5 – Crite`re de rupture d’un milieu poreux en de´formations planes - ϕ = 0.3
Meˆme s’il semble difficile de comparer des re´sultats fonde´s sur une distribution ale´atoire
des phases d’une part et sur une microstructure pe´riodique d’autre part, on constate sur
la Fig. 5.5 que l’ordre de grandeur de tous les crite`res est sensiblement le meˆme. On peut
toutefois noter qu’il est logique d’apre`s [27] ou [71] de trouver que le domaine obtenu avec
des conditions aux limites pe´riodiques est inclus dans celui avec de´formations homoge`nes
au contour sur la cellule de la Fig. 5.4.
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5.3.1 De´termination du crite`re macroscopique
Inte´ressons-nous a` pre´sent au cas d’un milieu renforce´ ou` coexistent des inclusions rigides
parfaitement adhe´rentes a` la matrice et des inclusions rigides a` surface lisse (ϕs = 1− ϕr − ϕl).
On suppose que ces inclusions sont re´parties de manie`re isotrope dans la matrice du v.e.r..
C’est donc a` nouveau l’estimation de Mori-Tanaka que nous utiliserons pour construire

hom (4.71). Les modules khom et µhom se de´duisent alors de (2.38) et (2.39) avec ϕ = 0.
Commenc¸ons par mettre en œuvre la me´thode se´cante modifie´e par la formulation va-
riationnelle de la section 5.1.2 et montrons a posteriori le lien qu’elle entretient avec la
me´thode mixte. Il faut noter ici que l’emploi du sche´ma line´aire de Mori-Tanaka pour
estimer
  hom
n ne conduit plus a` une borne supe´rieure mais a` la borne infe´rieure de Hashin-
Shtrikman [102] lorsque l’on ne conside`re que des inclusions adhe´rentes. Ainsi l’estima-
tion (5.18) de la fonction d’appui perd son statut de borne supe´rieure (5.12) (mais garde
bien entendu celui d’estimation). Comme dans le cas poreux,
  hom
n s’obtient formellement
comme le tenseur d’e´lasticite´ macroscopique d’un milieu renforce´ par des inclusions rigides
dont la matrice a pour module de compression a2n et pour module de cisaillement b
2/2 :
  hom
n ∼
n→∞
a2n
3
1− ϕr − ϕl  + b
2 1 +
3
2
ϕr + 3
5
ϕl
1− ϕr − 2
5
ϕl
 (5.39)
En rappelant ϕs = 1− ϕr − ϕl, les demi-axes du crite`re macroscopique de´finis en (5.19)
s’e´crivent ici, dans le re´gime asymptotique, a` partir de (5.39) :
An ∼
n→∞
an ; Bn ∼
n→∞
b
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)
1− ϕr − 2
5
ϕl
= B (5.40)
Il apparaˆıt donc que, lorsque n tend vers l’infini, le domaine elliptique Ghomn (5.19) de
demi-axes exprime´s en (5.40) tend vers le crite`re de von Mises dont la frontie`re est de´finie
par l’e´quation :
Σd = B = b
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)
1− ϕr − 2
5
ϕl
(5.41)
Autrement dit, le crite`re macroscopique issu d’un sche´ma de Mori-Tanaka est un crite`re
de von Mises de re´sistance en traction simple :
Σhomo = σo
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)
1− ϕr − 2
5
ϕl
(5.42)
Il faut rappeler a` ce stade qu’en pre´sence d’inclusions lisses le sche´ma line´aire sous-jacent
n’est physiquement pertinent que dans le domaine des forts confinements (cf. remarque
conse´cutive a` (1.44)). On continue ne´anmoins a` conside´rer l’ensemble du domaine en
gardant a` l’esprit que sa validite´ n’est assure´e que lorsque −Σm est suffisamment grand.
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Lorsque n est au voisinage de l’infini, la frontie`re de Ghomn est obtenue par la courbe
parame´trique (5.20) qui s’e´crit ici :

Σm ∼
n→∞
a2n
Dv
Dd√
a2n
(
Dv
Dd
)2
+B2
Σd ∼
n→∞
B2√
a2n
(
Dv
Dd
)2
+B2
(5.43)
Il est clair que lorsque n tend vers l’infini, il n’est possible de tendre vers n’importe quel
point de la frontie`re du crite`re (5.41) qu’en faisant varier le rapport Dv/Dd avec n de
sorte que l’on ait :
Dv
Dd
= O
(
1
a2n
)
(5.44)
On ve´rifie bien au passage que cela est parfaitement cohe´rent avec la re`gle de normalite´
du crite`re de von Mises puisque l’on a Dv  Dd. Le couplage entre Dv/Dd et an a des
conse´quences sur les taux de de´formations effectifs. Exprimons d’abord les moments dv et
dv pour comparer la me´thode mixte et la me´thode modifie´e. En changeant les de´formations
en taux de de´formations, le premier s’obtient par (2.118) et le second par (2.152). On a
donc :
dv =
Dv
1− ϕr − ϕl (5.45)
et
dv ∼
n→∞
√√√√ 1
(1− ϕr − ϕl)2 D
2
v +
2
15
25ϕr(1− ϕr) + 4ϕl(1− ϕl)− 20ϕrϕl(
1− ϕr − 2
5
ϕl
)2
(
µsn
ksn
)2
D2d
(5.46)
A priori, dv et dv ne sont pas e´quivalents. En revanche, on montre a` l’aide de(5.10) et
(5.44) que le groupement (µsn/k
s
n)
2D2d est de l’ordre de grandeur de D
2
v et donc dv (5.45)
et dv (5.46) sont tous les deux de l’ordre de grandeur de Dv. D’autre part, on calcule dd
en adaptant (2.153) et en utilisant (2.38) et (2.39) :
dd ∼
n→∞
√
2
3
ϕr + ϕl
(1− ϕr − ϕl)2 D
2
v +
(
1 + 3
2
ϕr + 3
5
ϕl
)
(1− ϕr − ϕl) (1− ϕr − 2
5
ϕl
) D2d
∼
n→∞
√ (
1 + 3
2
ϕr + 3
5
ϕl
)
(1− ϕr − ϕl) (1− ϕr − 2
5
ϕl
) Dd
(5.47)
On de´duit donc de (5.45), (5.46) et (5.47) que l’on a :
dv
dd
= O
(
1
a2n
)
et
dv
dd
= O
(
1
a2n
)
(5.48)
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Ceci implique immediatement que le rapport des invariants effectifs se comporte de la
meˆme manie`re lorsque n est au voisinage de l’infini que dans le cas poreux (cf. § 5.2.1).
Les modules effectifs prennent la meˆme expression que (5.31). Ainsi, asymptotiquement,
les modules ne de´pendent plus du premier invariant et la me´thode mixte fournit donc le
meˆme crite`re que la me´thode modifie´e. On ve´rifie sans peine que l’utilisation de toutes
les me´thodes pre´sente´es en 4.3 conduit toujours au crite`re macroscopique de von Mises
(5.41).
Pour pouvoir comparer l’influence du sche´ma et des hypothe`ses morphologiques comme on
l’a fait a` la section 2.1.5 dans le cadre de l’e´lasticite´, on reproduit le meˆme raisonnement
en utilisant le sche´ma auto-cohe´rent comme sche´ma line´aire. On aboutit alors e´galement
a` un crite`re macroscopique de type von Mises de re´sistance a` la traction simple :
Σhom(AC)o = σo
√
(1− ϕr − ϕl) (1− 3
5
ϕl
)
1− 5
2
ϕr − 8
5
ϕl
(5.49)
On voit apparaˆıtre sur (5.49) un crite`re de percolation pour lequel Σ
hom(AC)
o tend vers
l’infini :
1− 5
2
ϕr − 8
5
ϕl = 0 (5.50)
5.3.2 Discussion sur le crite`re macroscopique
Inclusions adhe´rentes seules
Dans le cas ou` les inclusions sont toutes adhe´rentes, la re´sistance en traction simple s’e´crit
dans le cas de Mori-Tanaka (5.42) :
Σhomo = σo
√
1 +
3
2
ϕr (5.51)
Il ne fait donc aucun doute que, conforme´ment a` l’intuition, la pre´sence de renforts rigides
tend a` augmenter la re´sistance du mate´riau puisque Σhomo (5.51) croˆıt avec ϕ
r (cf. Fig. 5.6).
L’utilisation du sche´ma auto-cohe´rent (5.49) conduit e´galement a` cette conclusion avec
une percolation atteinte pour ϕr = 2/5.
Inclusions lisses seules
Dans le cas ou` les inclusions sont toutes lisses, la re´sistance en traction simple dans le cas
de Mori-Tanaka (5.42) devient :
Σhomo = σo
√
(1− ϕl) (1 + 3
5
ϕl
)
1− 2
5
ϕl
(5.52)
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L’analyse de la fonction (5.52) de´montre que Σhomo de´croˆıt avec ϕ
l, ce qui tend a` prouver
que la pre´sence de renforts lisses affaiblit le mate´riau (cf. Fig. 5.6). Ainsi, d’une part, l’es-
pace occupe´ par les renforts geˆnent le de´veloppement de certains me´canismes de rupture
mais, d’autre part, le de´faut d’adhe´rence a` la surface qui permet l’apparition de glisse-
ments sans dissipation e´nerge´tique en favorise d’autres. D’apre`s (5.52), on peut conclure
que le deuxie`me effet (affaiblissant) est pre´ponde´rant sur le premier (renforc¸ant).
Il faut rapprocher les deux re´sultats pre´ce´dents concernant l’analyse du renforcement par
l’un ou l’autre des deux types d’inclusion rigide a` ce qui a e´te´ fait a` la section 2.1.5
dans le cadre des proprie´te´s e´lastiques (i.e. on peut notamment comparer la Fig. 2.2 et
la Fig. 5.6). Alors que les inclusions lisses contribuaient a` rigidifier le v.e.r., elles tendent
au contraire ici a` diminuer la capacite´ de re´sistance.
Ce raisonnement ne tient plus du tout si on conside`re le sche´ma auto-cohe´rent (5.49) qui
ϕα (α = r, l)
Σhomo /σo
0 0.2 0.4 0.6
0.
0.5
1.0
1.5 inclusions adhe´rentes (Mori-Tanaka)
inclusions lisses (Mori-Tanaka)
inclusions lisses (auto-cohe´rent)
Fig. 5.6 – Re´sistance en traction simple macroscopique
donne ici :
Σhom(AC)o = σo
√
(1− ϕl) (1− 3
5
ϕl
)
1− 8
5
ϕl
(5.53)
En effet, on assiste alors a` une augmentation de la re´sistance du mate´riau (cf. Fig. 5.6)
lorsque ϕl augmente. Dans le cas du sche´ma auto-cohe´rent qui s’appuie sur une morpho-
logie totalement de´sordonne´e, il est raisonnable de penser que les me´canismes de rupture
seront moins favorise´s, meˆme si les inclusions sont lisses, que dans le cas ou` il existe une
phase matricielle connexe (Mori-Tanaka). Le choix du sche´ma reposant sur une hypothe`se
morphologique, il s’agira donc d’eˆtre tre`s vigilant sur la validite´ de l’hypothe`se choisie.
Coexistence des deux types de renforts
Comme on l’a fait dans le cadre de l’e´lasticite´ a` la section 2.1.5, on fixe la fraction volu-
mique de renforts ϕr + ϕl et on e´value sur la Fig. 5.7 l’incidence de l’augmentation de ϕl
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sur la re´sistance du mate´riau (dans le cadre du sche´ma de Mori-Tanaka). Comme pre´vu,
0 0.1 0.2 0.3
0.6
0.7
0.8
0.9
1.0
ϕl
Σhomo /Σ
hom
o (ϕ
l = 0)
ϕr + ϕl = 0.3
Fig. 5.7 – Endommagement de la re´sistance du mate´riau par re´duction de l’adhe´rence
des renforts
l’augmentation des inclusions lisses au de´triment de celles adhe´rentes diminue la capacite´
de re´sistance du mate´riau tout comme elle diminue sa raideur (cf. Fig. 2.2). Ne´anmoins ce
mode`le ne rend pas compte de la perte d’adhe´rence sur une partie seulement de l’inclusion
et ne pre´voit pas de loi d’e´volution de l’endommagement.
On a de´ja` montre´ dans le cadre de l’e´lasticite´ a` la section 2.1.5 que la prise en compte
de plusieurs types d’inclusions dans le sche´ma de Mori-Tanaka pouvait conduire a` des
incohe´rences si l’on n’e´tait pas vigilant sur les hypothe`ses morphologiques de ce sche´ma.
On a e´galement montre´ au paragraphe pre´ce´dent que le choix du sche´ma avait une impor-
tance cruciale sur le roˆle des renforts lisses (meˆme d’un point de vue purement qualitatif).
On envisage ici de fixer la valeur de ϕl et d’examiner l’e´volution de Σhomo avec le sche´ma
de Mori-Tanaka (5.42) et le sche´ma auto-cohe´rent (5.49). On constate sur la Fig. 5.8
que, pour ϕl = 0.1, le sche´ma de Mori-Tanaka pre´voit une le´ge`re croissance de Σhomo avec
ϕr puis une nette de´croissance jusque 0. Cette nouvelle incohe´rence peut eˆtre e´carte´e en
notant que la fraction volumique pour laquelle la de´croissance intervient est trop grande
pour lui accorder un re´el sens physique (de l’ordre de 0.7). En fait, on peut calculer que
cette phase s’amorce lorsque ϕr et ϕl satisfont :
ϕr = 1− 2
5
ϕl −
√
ϕl (5.54)
On montre donc que cette phase de de´croissance n’intervient que pour ϕr + ϕl ≥ 7/12 ≈ 0.58
c’est-a`-dire pour des fractions volumiques trop grandes pour que l’on puisse toujours ac-
corder un cre´dit au sche´ma de Mori-Tanaka. Ne´anmoins il faut encore percevoir la` une
faiblesse du sche´ma de Mori-Tanaka du meˆme type que celle mise en e´vidence a` la sec-
tion 2.1.5. L’e´volution de Σhomo dans le cas du sche´ma auto-cohe´rent est diffe´rente puis-
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qu’elle pre´voit une augmentation tre`s prononce´e qui atteint la percolation (5.50). Il paraˆıt
encore une fois e´vident que le choix du sche´ma est crucial.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.5
1.0
1.5
2.0
2.5
3.0
ϕr
Σhomo /σo
ϕl = 0.1
Mori-Tanaka
Auto-cohe´rent
Fig. 5.8 – Effet de l’ajout de renforts rigides en pre´sence de renforts lisses sur la re´sistance
macroscopique
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6.1 Le crite`re de Drucker-Prager 127
Les me´thodes du chapitre 4 nous ont permis de traiter le crite`re de re´sistance d’un v.e.r.
a` matrice de von Mises au chapitre 5. Nous avons retrouve´ des re´sultats obtenus par divers
auteurs par des me´thodes diffe´rentes et nous avons e´tendu ces re´sultats en introduisant
des inclusions lisses. Mais l’originalite´ de notre me´thode est qu’elle permet e´galement de
traiter le cas d’une phase solide dont le crite`re de re´sistance est frottant, en l’occurence
celui de Drucker-Prager. Apre`s la pre´sentation du crite`re et la mise en place des outils
ne´cessaires a` l’homoge´ne´isation non line´aire, on mettra en œuvre celle-ci dans le cas du
milieu poreux et du milieu renforce´.
6.1 Le crite`re de Drucker-Prager
6.1.1 De´finition du crite`re
Le crite`re de Drucker-Prager fait partie des crite`res frottants : contrairement a` von
Mises (5.1), f s de´pend de la pression de confinement :
f s (σ) = σd + t (σm − h) (6.1)
ou` t, h et c = ht de´signent respectivement le coefficient de frottement, la re´sistance en
traction isotrope et la cohe´sion. Dans l’espace des contraintes, le domaine des e´tats de
contrainte admissibles Gs (4.1) est repre´sente´ par un coˆne de sommet h1 et de demi-angle
au sommet arctan t. Dans le demi-plan (σm, σd ≥ 0), l’ensemble Gs est repre´sente´ par la
zone de´limite´e par les droites d’e´quations σd = t(h− σm) et σd = 0.
Le coefficient de frottement ne peut pas prendre des valeurs aussi grandes que l’on sou-
haite. En effet, dans [30] l’auteur avance l’argument d’origine physique que lorsque la
cohe´sion est nulle, il faut limiter le coefficient de frottement afin d’e´viter que des e´tats de
contrainte posse´dant au moins une valeur principale positive n’appartiennent au domaine
de re´sistance. Il admet e´galement que cette limitation vaut aussi lorsque la cohe´sion est
non nulle. Le coefficient de frottement est ainsi limite´ par :
0 ≤ t ≤
√
3
2
(6.2)
La fonction d’appui (4.2) du crite`re de Drucker-Prager s’e´crit [90] :

dv ≥ t dd ⇒ pis (d) = h dv
dv < t dd ⇒ pis (d) = +∞
(6.3)
La fonction d’appui (6.3) ne pre´sente pas la re´gularite´ requise pour poser le proble`me
visqueux (4.36). Cette fonction n’est en effet diffe´rentiable que sur {d ∈ R6 | dv > tdd}
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et le seul e´tat de contrainte que l’on puisse atteindre par diffe´rentiation de pis sur cet
ensemble est le sommet h1. Il faut donc a` nouveau recourir a` une re´gularisation du crite`re
(cf. § 4.3.1) ou utiliser une loi de comportement fictive (cf. § 4.3.2) pour estimer Ghom par
la technique d’homoge´ne´isation de la section 4.4.
6.1.2 Re´gularisation du crite`re
De´finition de la suite de re´gularisation
Comme on l’a fait pour von Mises en (5.3), on introduit une suite de crite`res (f sn)n∈  
correspondant a` des domaines Gsn borne´s strictement convexes tendant vers le crite`re de
Drucker-Prager au sens de (4.50) :
f sn (σ) = σd +
t
2 (h+ an)
(σm − h) (σm + h + 2 an) avec lim
n→∞
an = +∞ (6.4)
Le caracte`re borne´ strictement convexe des domaines Gsn, repre´sente´s par des para-
σm
σd
c
h
t
dv = t dd
dv ≥ t dd
−an1−an2
an ↗+∞
−an3
Fig. 6.1 – Approximation du crite`re de Drucker-Prager par une suite de paraboles
boles dans le demi-plan (σm, σd) (cf. Fig. 6.1), assure a` leurs fonctions d’appui pi
s
n la
diffe´rentiabilite´ sur R6 \ {0} d’apre`s l’annexe 7.1.1. Pour calculer pisn, on utilise a` nou-
veau le re´sultat (7.2) selon lequel, pour tout d 6= 0, il existe un unique e´tat de contrainte
σ∗ ∈ ∂Gsn tel que pisn(d) = σ∗ : d. Un raisonnement ge´ome´trique simple montre que si
dv ≥ tdd, σ∗ = h1 et donc pisn(d) = hdv, et, si dv ≤ −tdd, σ∗ = −(h+ 2 an)1 et donc
pisn(d) = −(h+ 2 an)dv. Lorsque |dv| < t dd, σ∗ se situe en un point re´gulier de ∂Gsn (i.e.
σ∗d 6= 0). Puis comme f sn (6.4) est diffe´rentiable, d est oriente´ selon la normale exte´rieure
a` Gsn c’est-a`-dire paralle`le a` ∂f
s
n/∂σ (σ
∗) :
d = λ˙
∂f sn
∂σ
(σ∗) = λ˙
(
1
3
t
σ∗m + an
h+ an
1 +
σ∗d
σ∗d
)
avec λ˙ ≥ 0 (6.5)
ce qui donne en termes d’invariants :
dv = λ˙ t
σ∗m + an
h+ an
; dd = λ˙ (6.6)
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En exploitant (6.6) et l’e´quation f sn(σ
∗) = 0 (car σ∗ ∈ ∂Gsn), on obtient :
σ∗m = −an +
h+ an
t
dv
dd
; σ∗d =
h+ an
2 t
(
t2 −
(
dv
dd
)2)
(6.7)
En notant que σ∗d et dd sont paralle`les (6.5), la fonction pi
s
n s’e´crit :
pisn (d) = σ
∗
m dv + σ
∗
d dd (6.8)
En remplac¸ant σ∗m et σ
∗
d par leurs expressions (6.7), pi
s
n s’e´crit finalement :

dv ≥ t dd ⇒ pisn (d) = h dv
dv ≤ −t dd ⇒ pisn (d) = − (h+ 2 an) dv
|dv| ≤ t dd ⇒ pisn (d) =
1
2 t dd
(
h
(
d2v + t
2 d2d
)
+ an (dv − t dd)2
)
(6.9)
On rappelle que le crite`re macroscopique est the´oriquement obtenu en re´solvant le proble`me
d’optimisation (4.20) donnant la fonction d’appui macroscopique Πhom. Il s’agit donc de
s’inte´resser aux tenseurs D pertinents (i.e. tels que Πhom(D) < +∞) pour de´terminer
Ghom. Pour une telle direction pertinente D, la solution du proble`me d’optimisation doit
eˆtre telle que pis(d) < +∞ partout dans Ωs. Il est clair sur (6.9) que cette condition est
asymptotiquement atteinte, quand n tend vers l’infini, si la suite des taux de de´formation
solutions des proble`mes d’optimisation analogues a` (4.20) en remplac¸ant la fonction pis
par pisn ve´rifie :
lim
n→∞
dv
dd
≥ t (6.10)
Notons au passage que, comme dans le chapitre 5 consacre´ a` von Mises, la de´pendance
du champ d en n est implicite.
D’apre`s (6.9), pour n au voisinage de l’infini, on a

dv
dd
≥ t ⇒ σ = ∂pi
s
n
∂d
= h 1 (a)
dv
dd
< t
lim
n→∞
dv
dd
= t

 ⇒ limn→∞
∂pisn
∂d
∈ ∂Gs (b)
(6.11)
Dans le cas (6.11 b), n’importe quel e´tat de contrainte de la frontie`re du crite`re de Drucker-
Prager (6.1) peut eˆtre atteint par les expressions (6.7) pourvu que soit assure´e l’existence
de la limite :
∃ lim
n→∞
an
(
dv
dd
− t
)
(6.12)
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Les modules se´cants ksn et µ
s
n se de´duisent des valeurs de pi
s
n (6.9) par les formules (4.45).
Il apparaˆıt clairement sur la Fig. 6.1 qu’un tel calcul va ge´ne´rer des valeurs ne´gatives de
ksn = σ
∗
m/dv pour certaines directions de d dans le cas |dv| ≤ tdd. En fait, le seul moyen
d’assurer la positivite´ de ksn est d’introduire une pre´contrainte isotrope comme dans la
formulation (4.47)-(4.49) de sorte que le rapport ksn = (σ
∗
m − σpsn)/dv garde un signe positif
pour toutes les directions de d. On constate sur la Fig. 6.1 que le seul candidat correspond
au centre de syme´trie de la parabole i.e. σpsn = −an. Pour ce choix, la formulation (4.47)
du comportement visqueux est entie`rement de´fini par :
dv ≥ t dd ksn =
h
dv
2µsn = 0 σ
p
sn = 0 (a)
dv ≤ −t dd ksn = −
h + 2 an
dv
2µsn = 0 σ
p
sn = 0 (b)
|dv| ≤ t dd ksn =
h+ an
t dd
2µsn =
h + an
2 t dd
(
t2 −
(
dv
dd
)2)
σpsn = −an (c)
(6.13)
D’apre`s (6.13), pour |dv| ≥ tdd, le rapport µsn/ksn est nul et pour |dv| ≤ tdd, on a :
µsn
ksn
=
1
4
(
t2 −
(
dv
dd
)2)
(6.14)
qui tend vers 0 car, d’apre`s le raisonnement effectue´ un peu plus haut, on sait que, dans
cette situation, dv/dd tend vers t. Ainsi, dans tous les cas, le comportement visqueux fictif
de la phase solide satisfait :
lim
n→∞
µsn
ksn
= 0 (6.15)
Pour caracte´riser les invariants effectifs lorsque n tend vers l’infini, on peut obtenir des
informations par moyenne quadratique des relations de (6.11). Il existe deux cas de figure :
dv ≥ t dd (a)
ou
dv < t dd et lim
n→∞
dv
dd
= t (b)
(6.16)
Lorsque le me´canisme optimal du proble`me visqueux est tel que l’e´tat de de´formation
ve´rifie (6.11 b), autrement dit tous les e´tats de contrainte de la frontie`re de Gs sont
accessibles et la re`gle de dilatance est satisfaite partout dans Ωs soit dv ∼
n→∞
tdd, on
retrouve (6.16 b) en passant a` la moyenne quadratique et on peut introduire les notations
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suivantes :
Xn = t− dv
dd
≥ 0 → lim
n→∞
Xn = 0
Yn = anXn → lim
n→∞
Yn = Y ≥ 0 et an = O
(
1
Xn
) (6.17)
Dans le cadre de la me´thode modifie´e base´e sur les moments d’ordre 2, le rapport des
modules effectifs s’e´crit alors :
µsn
ksn
=
1
4

t2 −
(
dv
dd
)2 = t
2
Xn +O
(
X2n
)
(6.18)
Ainsi dans les deux cas (6.16 a) et (6.16 b), on a :
lim
n→∞
µsn
ksn
= 0 (6.19)
Bien que l’on pre´fe`re les de´formations effectives mixtes, il est manifeste que seule la
me´thode modifie´e permet de de´montrer que la re`gle de dilatance reste valable sur les
de´formations effectives. Alors que les e´ventuels changements de signe de dv repre´sentent
l’inconve´nient majeur de la me´thode modifie´e, dans le cas pre´sent, la re`gle de dilatance
locale assure a` dv un signe constamment positif et la moyenne quadratique de dv est bien
repre´sentative de l’e´tat moyen de de´formation volumique. On s’attachera ne´anmoins dans
la suite a` montrer que la me´thode mixte est identique a` la me´thode modifie´e dans le sens
ou` dv et dv sont e´quivalents.
Il faut pre´ciser a` ce stade que le proble`me variationnel e´quivalent a` la me´thode se´cante
modifie´e de l’annexe 7.3 adapte´e au cas de la fonction d’appui pisn (6.9) ne fournit pas
de majoration de la fonction d’appui macroscopique comme ce fut le cas pour von Mises
(5.12). Il n’est pas non plus possible de montrer que la re´solution de ce proble`me varia-
tionnel se ramene a` celle d’un proble`me d’homoge´ne´isation line´aire comme en (5.17). Il
est ne´cessaire, cette fois, d’appliquer strictement la technique pre´sente´e a` la section 4.4.
Re´gularisation par une suite de potentiels
Une me´thode alternative a` la re´gularisation par une suite de crite`res est la re´gularisation
par une suite de potentiels convergeant vers la fonction d’appui (6.3) au sens (4.53)
(cf. § 4.3.1). En retranchant a` la fonction d’appui de Drucker-Prager (6.3) le terme hdv,
on construit une fonction de d valant 0 lorsque le groupement dv − tdd est positif et
+∞ lorsque ce dernier est strictement ne´gatif. On choisit donc, comme dans [7] et [9], de
re´gulariser pis par une suite de potentiels ψsn, chacun e´crit comme la somme d’une fonction
(a` variable scalaire) de dv − tdd et de hdv :
ψsn(d) = fn(dv − t dd) + h dv (6.20)
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ou` (fn)n∈   de´signe une suite de fonctions de classe au moins C2 convexes de´croissantes
telles que (cf. Fig. 6.2) :

∀x ∈ ]−∞,−n] fn(x) = +∞
sur ]−n, 0[ fn convexe de´croissante
∀x ∈ [0,+∞[ fn(x) = 0
(6.21)
En faisant tendre le parame`tre n vers 0, il est clair que ψ
s
n (6.20) tend vers pi
s (6.3).
−n −→ 0 dv − t dd
fn
Fig. 6.2 – Fonctions fn
On montre la convexite´ de ψsn en calculant sa diffe´rentielle seconde. En introduisant la
notation
δ = dv − t dd (6.22)
on a :
∂2ψsn
∂d∂d
= f ′′n(δ)
∂δ
∂d
⊗ ∂δ
∂d
+ f ′n(δ)
∂2δ
∂d∂d
(6.23)
En raison de la convexite´ de fn, le premier terme du membre de droite de (6.23) correspond
a` une forme quadratique positive. Pour montrer la positivite´ du second terme, comme fn
est de´croissante, il suffit de montrer que ∂2δ/∂d∂d est une forme quadratique ne´gative,
ce que l’on prouve en appliquant le the´ore`me de Cauchy-Schwartz a` :
∀X , X : ∂
2δ
∂d∂d
: X = − t
dd
(
Xd : Xd − (Xd : dd)
2
d2d
)
≤ 0 (6.24)
La loi de comportement issue du potentiel ψsn (6.20) s’e´crit :
σ = f ′n(δ)
(
1− t dd
dd
)
+ h 1 (6.25)
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On cherche alors a` exprimer la relation (6.25) sous une forme (4.47) qui assure la positivite´
des modules ks et µs :
σ =
f ′n(δ)
δ︸ ︷︷ ︸
ksn
dv 1 +
(
−t f
′
n(δ)
dd
)
︸ ︷︷ ︸
2µsn
dd +
(
h− t dd f
′
n(δ)
δ
)
︸ ︷︷ ︸
σpsn
1 (6.26)
Cette de´composition n’est pas l’unique possible puisqu’il suffit de ve´rifier ksndv + σ
p
sn = ∂ψ
s
n/∂dv
mais tout autre choix ne modifierait pas les re´sultats ulte´rieurs [7]. Le choix (6.26) cor-
respond a` la plus petite valeur possible de ksn dans la mesure ou` ce module tend vers 0
lorsque δ tend vers 0. On constate en effet que, pour δ = dv − tdd ∈ ]−n, 0], lorsque n
tend vers 0, δ ainsi que le rapport µsn/k
s
n = −tδ/(2dd) tendent vers 0. Il est inte´ressant de
remarquer que la loi de comportement (6.26) permet de ge´ne´rer n’importe quel e´tat de
contrainte appartenant a` la frontie`re du crite`re de Drucker-Prager si et seulement si d est
tel que δ = dv − tdd ∈ ]−n, 0] puisque f ′n(δ) peut alors prendre n’importe quelle valeur
ne´gative. Ainsi, a` part peut-eˆtre au niveau des zones ou` σ se trouve sur le sommet du
crite`re, on ve´rifie asymptotiquement la relation de dilatance dv = tdd et µ
s
n/k
s
n → 0. Sup-
posons que, lorsque n tend vers l’infini, f ′n(δ) tende vers F ∈ R−. La loi de comportement
(6.25) devient alors :
σ = F
(
1− t dd
dd
)
+ h 1 ; F ≤ 0 (6.27)
On remarque que l’expression (6.27) correspond exactement a` la loi de comportement
(transpose´e en taux de de´formation) de´rive´e du potentiel pis(d) = hdv en tenant compte
d’une liaison interne s’e´crivant dv − tdd ≥ 0 [92]. Le scalaire ne´gatif F de´signe alors le
multiplicateur de Lagrange relatif a` cette liaison. Par des passages a` la limite, on de´duit
de (6.26) les relations :
lim
n→∞
ksn dv + σ
p
sn = h+ F (6.28)
lim
n→∞
2µsn dd = −t F (6.29)
6.1.3 Loi contrainte-de´formation non line´aire
Par la me´thode visqueuse et les re´gularisations spe´ficiques a` Drucker-Prager (cf. § 6.1.2),
on est en mesure d’estimer la crite`re de re´sistance macroscopique, c’est-a`-dire l’ensemble
des e´tats de contrainte macroscopiques que l’on peut atteindre si le comportement local est
e´lasto-plastique associe´ (discussion du paragraphe 4.3.2). Dans le cas de Drucker-Prager,
la re`gle de normalite´ signifie que l’angle de dilatance est e´gal a` l’angle de frottement i.e.
t′ = t dans :
dv = t
′ dd (6.30)
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Or la plasticite´ associe´e est loin d’eˆtre une proprie´te´ acquise en ce qui concerne les
ge´omate´riaux. On peut donc se poser la question de la de´termination des e´tats limites
lorsque la plasticite´ n’est pas associe´e.
Loi e´lastique non line´aire
Essayons dans un premier temps de construire une loi de comportement fictive e´lastique
non line´aire i.e. de´rivant d’un potentiel ψs (4.65) telle que, lorsque les de´formations de-
viennent grandes, l’e´tat de contrainte sature le crite`re au sens de (4.58). On a donc ici
asymptotiquement :
∂ψs
∂εd
+ t
(
∂ψs
∂εv
− h
)
= 0 (6.31)
Les seules fonctions ve´rifiant (6.31) s’e´crivent :
ψs(ε) = f(εv − t εd) + h εv (6.32)
ou` f est une fonction arbitraire de´croissante et convexe pour satisfaire la convexite´ de ψs.
Ce potentiel est analogue a` celui utilise´ en (6.20) pour re´gulariser la fonction d’appui a` la
mince diffe´rence qu’il est argumente´ a` pre´sent par le tenseur de de´formation. D’apre`s les
commentaires du paragraphe 6.1.2, il est e´vident que l’on peut mode´liser le cas associe´ en
choisissant a` la place de f , la suite de fonctions fn (6.21). En transposant ici les re´sultats
obtenus dans le cas du potentiel visqueux en (6.26), (6.28) et (6.29), on obtient [6] :
σ =
f ′n(εv − t εd)
εv − t εd︸ ︷︷ ︸
ksn
εv 1 +
(
−t f
′
n(εv − t εd)
εd
)
︸ ︷︷ ︸
2µsn
εd +
(
h− t εd f
′
n(εv − t εd)
εv − t εd
)
︸ ︷︷ ︸
σpsn
1 (6.33)
et les limites :
lim
n→∞
f ′n(εv − t εd) = F (6.34)
lim
n→∞
ksn εv + σ
p
sn = h+ F (6.35)
lim
n→∞
2µsn εd = −t F (6.36)
Par construction des fn (6.21) assurant asymptotiquement le caracte`re associe´, la loi que
l’on vient de pre´senter ne semble pas approprie´e pour le cas non associe´ (t′ 6= t dans
(6.30)).
Loi non line´aire sans potentiel
On se propose maintenant de s’affranchir de l’ide´e de potentiel pour e´crire une loi contrainte-
de´formation de la forme (4.57) qui sature asymptotiquement le crite`re de Drucker-Prager
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(4.58). Partant du constat que pour un niveau de confinement donne´ −σm, le crite`re de
Drucker-Prager (6.1) constitue, tout comme von Mises, une limitation de la contrainte
de´viatorique e´quivalente σd, on s’inspire de la construction de la loi (5.23)-(5.25) pour
proposer ([68], [34]) :
σ = ks εv 1 + 2µ
s(εv, εd) εd avec


ks = cste > 0
2µs(εv, εd) ∼
εd→∞
t (h− ks εv)
εd
(6.37)
La loi ainsi obtenue n’est pas une loi e´lastique : en effet, σ ne de´rive pas d’un potentiel car
la relation (4.66) (dans laquelle on prend σps = 0) n’est pas satisfaite par les modules (6.37).
Mais cela n’empeˆche pas d’appliquer le raisonnement tenu a` la section 4.3.2. Tout d’abord,
la loi de comportement (6.37) est telle que la frontie`re du crite`re de Drucker-Prager est
obtenue asymptotiquement (4.58). En effet, si l’on fixe la contrainte moyenne a` un certain
niveau σm, on de´duit imme´diatement que εv prend une valeur finie valant σm/k
s, puis que,
d’apre`s le comportement de µs lorsque εd tend vers l’infini (6.37), σd tend vers t(h− σm).
Ainsi, la notation abusive “‖ε‖ → ∞” dans (4.58) signifie ici, comme ce fut le cas pour
von Mises, εd →∞ (i.e. εd grand par rapport a` une de´formation de re´fe´rence). Rappelons
encore, comme cela a e´te´ fait dans le paragraphe suivant (4.58), qu’il ne s’agit pas ici de
grandes de´formations mais d’un artifice mathe´matique pour atteindre une asymptote dans
l’e´criture du comportement. Comme la valeur de εv est fixe´e par la contrainte moyenne,
le rapport εv/εd tend vers 0 dans le re´gime asymptotique, ce qui signifie que l’on ve´rifie
asymptotiquement une re`gle d’e´coulement de type (4.61) avec un potentiel plastique gs de
type von Mises. En conclusion, ce comportement fictif va nous permettre d’estimer, par
homoge´ne´isation non line´aire, les e´tats limites macroscopiques lorsque la phase solide est
e´lasto-plastique avec une plasticite´ parfaite (de crite`re de Drucker-Prager) et non associe´e
(d’angle de dilatance nul). Pour un v.e.r. donne´, on s’attend bien e´videmment a` ce que le
domaine obtenu ici soit inclus dans celui trouve´ par une des me´thodes pre´ce´dentes cense´es
mode´liser la plasticite´ associe´e.
Dans la pratique, on peut trouver des angles de dilatance compris entre l’angle nul et
l’angle de frottement du mate´riau. Les deux cas que nous sommes en mesure de mode´liser
constituent donc des cas extreˆmes.
6.2 Application a` un milieu poreux a` matrice ho-
moge`ne
136 Matrice de Drucker-Prager
6.2.1 Cas sec tridimensionnel
E´tats limites dans le cas associe´ (crite`re de re´sistance macroscopique)
On choisit de traiter d’abord le cas du milieu poreux sec a` matrice de Drucker-Prager
en de´terminant les e´tats limites macroscopiques dans le cas de la plasticite´ associe´e, au-
trement dit le crite`re de re´sistance macroscopique. On utilise la me´thode visqueuse et la
re´gularisation du crite`re par la suite (6.4). On se limitera au sche´ma line´aire de Mori-
Tanaka pour traiter une morphologie suppose´e de´crite par des inclusions sphe´riques vides
re´parties de fac¸on isotrope dans la matrice frottante.
On suppose que la re`gle de dilatance est ve´rifie´e en tout point. Pour pouvoir utiliser (6.17)
et (6.18) dans la me´thode mixte, commenc¸ons par montrer que celle-ci est e´quivalente a`
la me´thode modifie´e, autrement dit le moment d’ordre 1 de dv est e´quivalent au moment
d’ordre 2. Ce dernier s’e´crit d’apre`s (2.144) :
(1− ϕ) dv =
√√√√(khom
ksn
(
Dv +
σpsn
ksn
)
− (1− ϕ) σ
p
sn
ksn
)2
+ 2 (1− ϕ) ∂µ
hom
∂ksn
D2d (6.38)
Les ordres de grandeurs des termes de (6.38) peuvent eˆtre pre´cise´s en exploitant (3.79),
(3.83), (6.13 c) et (6.18). On montre en effet :
khom/ksn = O (Xn) (6.39)
∂µhom/∂ksn = O
(
X2n
)
(6.40)
σpsn/k
s
n = −t dd
an
h + an
= −t dd (1 +O (Xn)) (6.41)
A` l’aide de ces de´veloppements limite´s et en supposant Dv et Dd fixe´s, on transforme
successivement l’e´quation (6.38) en :
(1− ϕ) dv =
√√√√(khom
ksn
(
Dv +
σpsn
ksn
)
− (1− ϕ) σ
p
sn
ksn
)2
+O (X2n) (6.42)
(1− ϕ) dv = k
hom
ksn
(
Dv +
σpsn
ksn
)
− (1− ϕ) σ
p
sn
ksn
+O (X2n) (6.43)
Il apparaˆıt, en comparant l’e´quation (6.43) et l’e´quation (2.113) transpose´e en taux de
de´formation et dans laquelle p = 0, que dv est e´quivalent a` dv lorsque n tend vers l’infini.
On adopte donc de´sormais la terminologie et les notations de la me´thode mixte. On de´duit
de (2.113) que :
(1− ϕ)
(
dv +
σpsn
kˆsn
)
=
khom
kˆsn
(
Dv +
σpsn
kˆsn
) (
= O (Xn)
)
(6.44)
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Le calcul de dd provient de l’adaptation de (2.143) aux taux de de´formation. En utilisant
(3.81), (3.84) et (6.41), (2.143) donne au premier ordre :
d2d =
2
3ϕ
(
Dv − t dd
)2
+
1
1 + 2
3
ϕ
D2d (6.45)
De (6.45), on extrait dd :
dd =
1
1− 2 t2
3 ϕ


√√√√ 2
3ϕ
D2v +
1− 2 t2
3 ϕ
1 + 2
3
ϕ
D2d −
2 t
3ϕ
Dv

 (6.46)
On constate imme´diatement que l’expression (6.46) n’a un sens que si la porosite´ ϕ est
supe´rieure a` 2t2/3. Pour des porosite´s infe´rieures, la technique d’homoge´ne´isation base´e
sur une de´formation effective unique dans tout le domaine Ωs n’est pas acceptable. Comme
on l’a de´ja` mentionne´ pour une matrice de von Mises, ce proble`me est lie´ au fait que plus
les pores sont petits, plus le champ de de´formation est he´te´roge`ne au voisinage de ceux-ci
et moins la de´formation effective est repre´sentative. Pour e´liminer cet inconve´nient, il faut
proce´der a` une de´composition du domaine Ωs. On montre l’inte´reˆt de cette me´thode sur
l’exemple de la sphe`re creuse soumise a` une pression externe re´solu analytiquement en
annexe 7.4.2.
La loi de comportement macroscopique permettant de de´crire la frontie`re de l’estimation
de Ghom est donne´e par (2.100)-(2.96) avec p = 0. En passant aux invariants, on obtient :
Σm = k
hom
(
Dv +
σpsn
kˆsn
)
; Σd = 2µ
homDd (6.47)
D’apre`s les expressions des modules microscopiques (6.13 c) et macroscopiques (3.79) et
(3.82) et avec les notations (6.17), Σm et Σd (6.47) se comportent de la fac¸on suivante
lorsque n tend vers l’infini :
Σm ∼
n→∞
2 (1− ϕ)
3ϕ
Y
(
Dv
dd
− t
)
; Σd ∼
n→∞
1− ϕ
1 + 2
3
ϕ
Y
Dd
dd
(6.48)
Il reste donc a` exprimer Y en fonction de D pour achever la de´termination de la nappe
parame´trique Σ(D). L’e´quation donnant Y est issue du passage a` la limite de (6.44). En
multipliant (6.44) par kˆsn, on reconnaˆıt dans le membre de droite l’expression (6.47) de Σm
dont la limite est donne´e en (6.48). Le calcul de la limite du membre de gauche s’appuie
sur (6.13 c) :
kˆsn dv + σ
p
sn = h−
h+ an
t
(
t− dv
dd
)
= h− h+ an
t
Xn
⇒ lim
n→∞
kˆsn dv + σ
p
sn = h−
Y
t
(6.49)
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On en de´duit donc l’e´quation :
h− Y
t
=
2
3ϕ
Y
(
Dv
dd
− t
)
(6.50)
ou encore
Y =
h t
1− 2 t
2
3ϕ
+ t
Dv
dd
(6.51)
qui ache`ve la de´termination de Y avec l’aide de (6.46).
Notons que la comparaison entre (6.49) et (6.28) avec F = −Y/t permet de faire le lien
entre la me´thode de re´gularisation par une suite de crite`res et celle par une suite de
potentiels.
On de´duit de (6.48), (6.46) et (6.51) l’e´quation parame´trique donnant l’estimation de la
frontie`re de Ghom : 

Σm ∼
n→∞
2 h t (1−ϕ)
3 ϕ   1− 2 t
2
3 ϕ 

 DvDd
2
3 ϕ
 
Dv
Dd 
2
+
1− 2 t
2
3 ϕ
1+23 ϕ
− t


Σd ∼
n→∞
h t (1−ϕ)
1+ 2
3
ϕ
1

2
3 ϕ
 
Dv
Dd 
2
+
1− 2 t
2
3 ϕ
1+23 ϕ
(6.52)
Le parame`tre D apparaissant dans (6.52) respecte la re`gle de normalite´, d’apre`s l’an-
nexe 7.2, puisque l’on ve´rifie aise´ment la relation ∂Σm/∂Dd = ∂Σd/∂Dv.
La courbe parame´trique (6.52) correspond, dans le demi-plan (Σm,Σd), a` une demi-ellipse
d’e´quation : (
Σm − C
A
)2
+
(
Σd
B
)2
= 1
avec C = − 2 h t2 (1−ϕ)
3 ϕ   1− 2 t
2
3 ϕ 
;
A =
√
2
3 ϕ
h t (1−ϕ)
1− 2 t
2
3 ϕ
; B = h t (1−ϕ)
(1+ 23 ϕ)   1−
2 t2
3 ϕ 
(6.53)
Sur la Fig. 6.3 sont repre´sente´s des domaines d’e´quation (6.53) pour diffe´rentes valeurs
de ϕ (respectant toujours la condition ϕ ≥ 2t2/3) ainsi que le crite`re de la matrice. Tout
comme pour le milieu poreux a` matrice de von Mises, le domaine de re´sistance macrosco-
pique est un ellipsoide dans l’espace des contraintes. Mais, dans le cas de Drucker-Prager,
celui-ci n’est pas centre´ a` l’origine ; il est en effet translate´ dans la direction des contraintes
moyennes ne´gatives.
E´tats limites dans le cas non associe´
Alors que la me´thode consistant a` re´gulariser la fonction d’appui par une suite de poten-
tiels (6.20) ainsi que la me´thode base´e sur la loi e´lastique non line´aire (6.32) conduisent
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Σm/c
0 1 2 3−1−2
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ϕ = 50%
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Fig. 6.3 – Crite`re d’un milieu poreux isotrope a` matrice de Drucker-Prager - t = 0.3
e´galement au crite`re (6.53), il est naturel de se poser la question des e´tats limites obtenus
en utilisant la loi non line´aire sans potentiel (6.37) cense´e repre´senter une plasticite´ non
associe´e.
Dans le cadre de la me´thode mixte, on e´crit les de´formations effectives en fonction de Σ.
D’une part, l’e´quation (2.108) avec p = 0 fournit εv :
(1− ϕ) εv = Σm
ks
(6.54)
D’autre part, εd s’e´crit a` partir de (2.148) avec p = 0. En constatant sur (6.37) que le
rapport µˆs/ks tend vers 0 dans le re´gime asymptotique (εd →∞), on peut exploiter les
de´veloppements limite´s des modules (3.79) et (3.82) dans (2.148) :
(1− ϕ)2 µˆs2 ε2d =
3ϕ
8
Σ2m +
1
4
(
1 +
2
3
ϕ
)
Σ2d (6.55)
Or d’apre`s (6.37) et (6.54), le membre de gauche de (6.55) posse`de une limite lorsque εd
tend vers l’infini :
t2
(
h (1− ϕ)− Σm
)2
=
3ϕ
2
Σ2m +
(
1 +
2
3
ϕ
)
Σ2d (6.56)
Il est facile de montrer que l’e´quation (6.56) correspond exactement a` la meˆme ellipse que
celle de´finie par (6.53). Ainsi, dans le cas du milieu poreux a` matrice de Drucker-Prager,
les e´tats limites macroscopiques ne semblent pas de´pendre de la re`gle d’e´coulement plas-
tique. Pour illustrer cette conclusion sur un cas analytique, on montrera a` la section 9.2.4
que, lorsque la totalite´ de l’objet est en e´coulement plastique, le champ de contrainte
d’une sphe`re creuse de Drucker-Prager soumise a` un chargement isotrope dans le cadre de
l’e´lasto-plasticite´ peut eˆtre de´termine´ sans re´fe´rence a` la cine´matique et donc ne de´pend
pas de la re`gle d’e´coulement. Il n’en est pas de meˆme dans le cas dans le cas d’inclusions
rigides, ce que l’on ve´rifiera par homoge´ne´isation non line´aire a` la section 6.3.
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6.2.2 Cas pressurise´
Lorsque le crite`re de la phase solide est conique, ce qui est le cas du crite`re de Drucker-
Prager (6.1), on a montre´ a` la section 4.2.2 que le crite`re macroscopique du milieu sature´
se de´duisait du milieu sec a` l’aide de la contrainte effective (4.33). Le crite`re sature´ s’e´crit
donc ici : (
Σm + p− (1 + p/h) C
(1 + p/h) A
)2
+
(
Σd
(1 + p/h) B
)2
= 1 (6.57)
avec A, B et C exprime´s en (6.53).
Montrons maintenant que, comme pour von Mises, les techniques d’homoge´ne´isation non
line´aire sont saines en ce qui concerne la prise en compte d’un fluide sous pression dans
le sens ou` l’on retrouve le crite`re (6.57) en incluant le fluide dans le raisonnement de`s la
formulation du proble`me non line´aire. Utilisons par exemple la loi e´lastique non line´aire
(6.33) pour le cas associe´ et la relation non line´aire (6.37) pour le cas non associe´.
Le premier invariant s’exprime dans le cas ge´ne´ral en exploitant (2.108) (pas de pre´contrainte
dans le cas non associe´) :
(1− ϕ)
(
kˆs εv + σˆ
p
s
)
= Σm + p ϕ (6.58)
Le deuxie`me invariant s’e´crit a` partir de (2.148) avec les modules (3.79) et (3.82) :
(1− ϕ)2 µˆs2 ε2d =
3ϕ
8
(Σm + p)
2 +
1
4
(
1 +
2
3
ϕ
)
Σ2d (6.59)
En tenant compte soit de (6.35) et (6.36), soit de (6.37), on de´duit de (6.58) et (6.59)
pour les deux mode`les :
t2
(
h (1− ϕ)− (Σm + p ϕ)
)2
=
3ϕ
2
(Σm + p)
2 +
(
1 +
2
3
ϕ
)
Σ2d (6.60)
que l’on peut encore e´crire :
t2
(
h (1− ϕ)− Σm + p
1 + p/h
)2
=
3ϕ
2
(
Σm + p
1 + p/h
)2
+
(
1 +
2
3
ϕ
) (
Σd
1 + p/h
)2
(6.61)
La de´monstration s’ache`ve en notant que (6.61) de´pend de la contrainte effective (4.33)
et constitue une formulation e´quivalente du crite`re (6.57).
6.2.3 Cas sec bidimensionnel
On se propose de comparer les re´sultats de l’homoge´ne´isation non line´aire a` des calculs
par e´le´ments finis dans les meˆmes conditions que pour von Mises a` la section 5.2.3. On
simplifie notamment le mode`le nume´rique en conside´rant une situation de de´formations
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planes.
Le crite`re bidimensionnel s’e´crit ici :
(
Σm − C
A
)2
+
(
Σd
B
)2
= 1
avec C = − h t2 (1−ϕ)
2 ϕ   1− t
2
2 ϕ 
;
A =
√
1
2 ϕ
h t (1−ϕ)
1− t
2
2 ϕ
; B = h t (1−ϕ)
(1+ϕ)   1− t
2
2 ϕ 
(6.62)
0 0.4 0.8−0.4−0.8
0.4
Σd/h
Σm/h
crite`re (6.62)
D.H. sur cylindre creux
C.L. pe´rio. sur cellule Fig. 5.4
D.H. sur cellule Fig. 5.4
Σ
d = t (h
− Σ
m)
Fig. 6.4 – Crite`re de re´sistance d’un milieu poreux en de´formations planes - ϕ = 0.3,
t = 0.3
6.3 Application a` un milieu renforce´
On cherche maintenant a` exprimer le crite`re macroscopique d’un mate´riau de Drucker-
Prager renforce´ par des inclusions rigides. La phase poreuse est donc ici re´duite a` l’en-
semble vide i.e. ϕ = 0.
6.3.1 E´tats limites dans le cas associe´ (crite`re de re´sistance ma-
croscopique)
Comme pour le milieu poreux a` la section 6.2, on met en œuvre la me´thode visqueuse
re´gularise´e par les crite`res (6.4) et le sche´ma line´aire est celui de Mori-Tanaka.
Donnons-nous un tenseur taux de de´formation macroscopique D dont les invariants Dv
et Dd sont fixes (inde´pendantes de n contrairement au cas d’une matrice de von Mises
(5.44)). Pour pouvoir confondre les me´thodes mixte et modifie´e, montrons que dv et dv
sont e´quivalents. Ces grandeurs sont encore donne´es par (5.45) et (5.46). Comme Dv et
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Dd sont fixes, on de´duit de (5.45), (5.46) et (6.19) que l’on a :
dv ∼
n→∞
dv =
Dv
1− ϕr − ϕl (6.63)
Le deuxie`me taux de de´formation effectif s’e´crit comme en (5.47) :
dd ∼
n→∞
√
2
3
ϕr + ϕl
(1− ϕr − ϕl)2 D
2
v +
1 + 3
2
ϕr + 3
5
ϕl
(1− ϕr − ϕl) (1− ϕr − 2
5
ϕl
) D2d (6.64)
Suivant les expressions des invariants effectifs (6.63) et (6.64) et en re´fe´rence a` (6.16), on
distingue deux cas de figure :
• dv > t dd
D’apre`s (6.63) et (6.64), cette condition est e´quivalente a` :
Dv > t
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)(
1− ϕr − 2
5
ϕl
) (
1− 2
3
(ϕr + ϕl) t2
) Dd (6.65)
Pre´cisons qu’il n’y a aucun proble`me concernant le signe positif de (1− 2(ϕr + ϕl)t2/3)
dans (6.65) puisque le coefficient t est infe´rieur a`
√
3/2 [30].
D’apre`s les expressions des modules macroscopiques (2.38) et (2.39) avec ϕ = 0 ainsi
que des modules effectifs tire´s de (6.13) dans le cas dv ≥ t dd, le seul e´tat macrosco-
pique qui puisse eˆtre atteint par (6.69) est Σ = h1.
• dv ≤ t dd and limn→∞ dv/dd = t
D’apre`s (6.63) et (6.64), cette condition est e´quivalente a` :
Dv = t
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)(
1− ϕr − 2
5
ϕl
) (
1− 2
3
(ϕr + ϕl) t2
) Dd (6.66)
En pre´sence des seules inclusions rigides et en vertu de (6.19) et (6.17) e´crits avec
les grandeurs de la me´thode mixte, les modules macroscopiques (2.38) et (2.39)
deviennent : 

khom =
1
1− ϕr − ϕl
(
kˆsn +
4
3
(
ϕr + ϕl
)
µˆsn
)
µhom =
1 + 3
2
ϕr + 3
5
ϕl
1− ϕr − 2
5
ϕl
µˆsn +O (Xn)
(6.67)
Avec l’aide des modules effectifs (6.13) dans le cas 0 ≤ dv ≤ t dd, les modules ma-
croscopiques (6.67) s’e´crivent :

khom =
1
1− ϕr − ϕl
(
h+ an
t dd
+
2
3
(
ϕr + ϕl
) Y
dd
)
+O (Xn)
µhom =
1 + 3
2
ϕr + 3
5
ϕl
1− ϕr − 2
5
ϕl
Y
2 dd
+O (Xn)
(6.68)
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On utilise la loi de comportement macroscopique donne´e par (2.100) avec ici B = 0
pour e´crire les invariants de contrainte macroscopiques :
Σm = k
homDv + σ
p
sn ; Σd = 2µ
homDd (6.69)
On montre a` l’aide de (6.68) que les termes dominants de (6.69) s’e´crivent :

Σm ∼
n→∞
h− Y
t
(
1− 2
3
(
ϕr + ϕl
)
t2
)
Σd ∼
n→∞
Y
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
) (
1− 2
3
(ϕr + ϕl) t2
)
1− ϕr − 2
5
ϕl
(6.70)
Il est clair sur (6.70) que Σ, parame´tre´ par Y , de´crit le coˆne d’e´quation :
Σd + T
hom (Σm − h) = 0 avec T hom = t
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)(
1− ϕr − 2
5
ϕl
) (
1− 2
3
(ϕr + ϕl) t2
)
(6.71)
Le re´sultat que nous venons d’obtenir prouve que le crite`re macroscopique d’un v.e.r.
compose´ d’une matrice de Drucker-Prager renforce´e par des inclusions rigides adhe´rentes
et lisses peut eˆtre estime´ par un crite`re de Drucker-Prager de´fini par un coˆne de sommet
h1 et de demi-angle au sommet arctan
(
T hom
)
(6.71). Or, il est utile de rappeler que
la pre´sence d’inclusions lisses rend le mode`le peu pertinent lorsque l’on sort du cadre
des forts confinements (i.e. −Σm suffisamment grand). Ajoutons que l’hypothe`se meˆme
d’adhe´rence est contestable lorsqu’il s’agit par exemple de mode´liser un be´ton dans lequel
il peut exister une zone de faiblesse entre les granulats et la paˆte cimentaire [55]. Ainsi
la zone des contraintes moyennes positives dans laquelle se trouve le sommet du coˆne est
sans doute peu re´aliste. En revanche, T hom constitue bien une grandeur que le mode`le est
fonde´ a` estimer.
On note que la proprie´te´ de normalite´ est satisfaite car D est normal a` la frontie`re du
crite`re macroscopique en tout point ou` cette surface est re´gulie`re et appartient au coˆne
des normales exte´rieures au niveau du sommet :
Σ = h 1 ⇒ Dv ≥ T homDd
Σd + T
hom (Σm − h) = 0
Σ 6= h 1

 ⇒ Dv = T
homDd
(6.72)
A` ce stade, il serait possible de discuter sur les hypothe`ses morphologiques conduisant
a` un tel crite`re en le comparant notamment a` celui qui serait donne´ par un sche´ma
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auto-cohe´rent comme a` la section 5.3 consacre´e a` un milieu de von Mises renforce´. Le
raisonnement serait analogue a` celui mene´ pour von Mises.
Examinons maintenant plus en de´tail les cas ou` un seul type de renfort existe dans le
v.e.r..
Inclusions adhe´rentes seules
Dans le cas ou` toutes les inclusions sont adhe´rentes (ϕl = 0), T hom (6.71) devient :
T hom = t
√
1 + 3
2
ϕr
1− 2
3
ϕr t2
(6.73)
L’effet de renforcement est de´montre´ par le fait que T hom est une fonction croissante de
la fraction d’inclusions ϕr.
Inclusions lisses seules
Dans le cas ou` toutes les inclusions sont lisses (ϕr = 0), T hom (6.71) devient :
T hom = t
√
(1− ϕl) (1 + 3
5
ϕl
)(
1− 2
5
ϕl
) (
1− 2
3
ϕl t2
) (6.74)
On montre dans [7] que les crite`res (6.73) et (6.74) peuvent eˆtre retrouve´s a` l’aide de la
re´gularisation du comportement visqueux par la suite de potentiels (6.20).
Contrairement au cas adhe´rent, le caracte`re renforc¸ant des inclusions n’est pas acquis ici.
En effet, le coefficient macroscopique T hom (6.74) n’est pas une fonction monotone de ϕl :
T hom croˆıt avec ϕl lorsque ϕl ∈ [0, ϕˆl] avec
ϕˆl (t) =
5
2
9 + 4 t2 −√3 (3− 2 t2) (9 + 10 t2)
9 + 19 t2
(6.75)
La Fig. 6.5 montre dans le plan (t, ϕl), la fonction ϕˆl(t) ainsi que la fonction ϕ˜l(t)
(courbe 2) sur laquelle on a T hom = t :
ϕ˜l (t) =
10 t2
9 + 4 t2
(6.76)
Ainsi, pour un coefficient de frottement microscopique donne´ t, les inclusions ont un effet
de renforcement si ϕl < ϕ˜l(t) et un effet de´gradant si ϕl > ϕ˜l(t). Il apparaˆıt encore sur la
Fig. 6.5 que cet effet de´gradant se manifeste pour des fractions ϕl d’autant plus grandes
que t est grand.
On repre´sente sur la Fig. 6.6 les expressions (6.73) et (6.74) de T hom en fonction de ϕr
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√
3
2
zone I
zone II
zone III
1
2
zone I →


T hom ≥ t
∂T hom/∂ϕl ≥ 0
courbe 1 → ∂T hom/∂ϕl = 0
zone II →


T hom ≥ t
∂T hom/∂ϕl ≤ 0
courbe 2 → T hom = t
zone III →


T hom ≤ t
∂T hom/∂ϕl ≤ 0
Fig. 6.5 – Influence du coefficient t et de la fraction volumique ϕl sur T hom (plasticite´
associe´e)
ou ϕl. Pour chaque type d’inclusion, on trace T hom pour deux valeurs de t (0.7 et 1.2).
Comme on l’a de´ja` souligne´, dans le cas des renforts adhe´rents, T hom croˆıt avec ϕr. C’est
e´galement le cas pour les renforts lisses si t = 1.2 (au moins pour ϕl < 70%) mais cela
devient faux pour t = 0.7. En effet, apre`s une tre`s lege`re augmentation, T hom commence
a` de´croˆıtre a` partir de ϕl = 20%.
6.3.2 E´tats limites dans le cas non associe´
Dans ce paragraphe, on souhaite trouver les e´tats limites du v.e.r. compose´ d’une matrice
de Drucker-Prager a` plasticite´ non associe´e et d’inclusions rigides. On suppose donc que
la matrice est dote´e du comportement fictif non line´aire (6.37).
Le sche´ma line´aire choisi e´tant toujours celui de Mori-Tanaka, les modules macroscopiques
sont obtenus de manie`re analogue a` (6.67) puisque le rapport µˆs/kˆs tend vers 0 lorsque
εd tend vers 0 :

khom =
1
1− ϕr − ϕl
(
kˆs +
4
3
(
ϕr + ϕl
)
µˆs
)
∼
εd→∞
kˆs
1− ϕr − ϕl
µhom ∼
εd→∞
1 + 3
2
ϕr + 3
5
ϕl
1− ϕr − 2
5
ϕl
µˆs
(6.77)
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Fig. 6.6 – Coefficient de frottement macroscopique (plasticite´ associe´e)
E´crivons les de´formations effectives en fonction de Σ. La de´formation effective volumique
s’obtient a` partir de (2.116) avec ici σps = 0 et (6.77) :
εv =
Σm
(1− ϕr − ϕl) khom ∼εd→∞
Σm
kˆs
(6.78)
La de´formation volumique de´viatorique s’obtient graˆce a` (2.155) avec ici σps = 0 et (6.77) :
ε2d ∼
εd→∞
2
3
(
ϕr + ϕl
)(Σm
kˆs
)2
+
1− ϕr − 2
5
ϕl
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
) ( Σd
2µˆs
)2
(6.79)
On a donc au premier ordre :
2 µˆs εd ∼
εd→∞
√
1− ϕr − 2
5
ϕl
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)Σd (6.80)
Le domaine des e´tats limites apparaˆıt en exploitant (6.37) et (6.78) dans (6.80). On
retrouve a` nouveau un domaine de Drucker-Prager :
Σd + T
hom (Σm − h) = 0 avec T hom = t
√
(1− ϕr − ϕl) (1 + 3
2
ϕr + 3
5
ϕl
)
1− ϕr − 2
5
ϕl
(6.81)
Contrairement au cas du milieu poreux, on remarque que l’hypothe`se de plasticite´ non
associe´e conduit a` un coefficient de frottement diffe´rent de celui obtenu avec la plasti-
cite´ associe´e (6.71). Le deuxie`me se de´duit du premier en le corrigeant par un facteur
1/
√
1− 2(ϕr + ϕl)t2/3.
On note e´galement une similitude entre le coefficient de frottement (6.81) et la limite en
traction simple (5.42) obtenue dans le cadre de la meˆme microstructure mais avec une
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matrice de von Mises.
Examinons maintenant les expressions de T hom en pre´sence d’une seule famille d’inclu-
sions.
Inclusions adhe´rentes seules
Dans le cas ou` toutes les inclusions sont adhe´rentes (ϕl = 0), T hom (6.81) devient :
T hom = t
√
1 +
3
2
ϕr (6.82)
On retrouve en (6.82) le re´sultat obtenu dans [68] pour la me´thode mixte. Dans cet article,
les auteurs mettent e´galement en œuvre la me´thode classique (base´e sur les moments
d’ordre 1) et la me´thode modifie´e (base´e sur les moments d’ordre 2). Les trois me´thodes
aboutissent a` des re´sultats diffe´rents mais qu’il est possible d’ordonner.
Inclusions lisses seules
Dans le cas ou` toutes les inclusions sont lisses (ϕr = 0), T hom (6.81) devient :
T hom = t
√
(1− ϕl) (1 + 3
5
ϕl
)
1− 2
5
ϕl
(6.83)
En comparant (6.83) a` (5.52), il est clair que l’on peut transposer ici les remarques
conse´cutives a` l’expression (5.52) de la limite en traction simple du milieu de von Mises
dans lequel baignent des inclusions lisses. On met notamment en e´vidence que les inclu-
sions lisses ont un effet de de´gradation du mate´riau puisque T hom diminue avec ϕl alors
qu’il fallait mener une discussion incluant l’effet du coefficient microscopique t dans le cas
de la plasticite´ associe´e (6.74).
6.3.3 Validation expe´rimentale des mode`les
Pour valider notre approche, nous avons compare´ les diffe´rents mode`les de coefficients
de frottement (inclusions adhe´rentes ou lisses, plasticite´ associe´e ou non) a` des essais
de rupture effectue´s a` l’aide d’un appareil triaxial par Pe´dro [80]. Les e´chantillons sont
constitue´s d’une matrice de sable dans laquelle sont introduits ale´atoirement des graviers.
Le coefficient de frottement expe´rimental est obtenu, pour une fraction volumique donne´e
d’inclusions, en de´terminant les e´tats limites pour diffe´rentes valeurs de la pression de
confinement de l’e´chantillon. La Fig. 6.7 repre´sente les valeurs expe´rimentales de T hom
en fonction de la fraction volumique de graviers ainsi que les courbes correspondant aux
diffe´rents mode`les d’inclusions et de re`gles d’e´coulement de la matrice.
La matrice de sable est ici mode´lise´e par un mate´riau dont les e´tats limites obtenus a` par-
tir de l’e´tat initial naturel appartiennent a` la frontie`re d’un domaine de Drucker-Prager de
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coefficient t. On suppose que l’on mode´lise e´galement la re`gle d’e´coulement a` l’aide d’un
potentiel plastique de Drucker-Prager, ce qui revient a` de´finir un coefficient de dilatance
t′ (6.30) compris entre 0 et le coefficient de frottement t. Ainsi les coefficients obtenus
dans le cadre des mode`les associe´ et non associe´ encadrent en quelque sorte les mode`les
correspondant aux coefficients de dilatance interme´diaires.
On constate sur la Fig. 6.7 que les essais fournissent bien des coefficients situe´s dans le
fuseau des courbes the´oriques. On peut interpre´ter les re´sultats en notant que le coeffi-
cient de frottement macroscopique de l’e´chantillon re´sulte de la compe´tition entre deux
parame`tres : la nature de l’interface entre la matrice et les graviers et le coefficient de
dilatance du sable. La courbe expe´rimentale est tre`s proche de celle correspondant au
mode`le des renforts adhe´rents dans le cas non asssocie´ (i.e. non dilatant). Mais, d’une
part, le sable utilise´ posse`de un coefficient de dilatance non nul, ce qui a tendance a` faire
augmenter la valeur du coefficient macroscopique. D’autre part, il est fort probable qu’il
existe des de´fauts d’adhe´rence a` l’interface entre les graviers et la matrice de sable, ce qui
a tendance cette fois a` faire diminuer T hom et justifie ainsi le positionnement de la courbe
expe´rimentale.
ϕα (α = r, l)
T hom
0 0.1 0.2 0.3
1.
1.25
1.50
1.75
+ +
+
+
essais inclusions adhe´rentes (cas associe´)
inclusions lisses (cas associe´)
inclusions adhe´rentes (cas non associe´)
inclusions lisses (cas non associe´)
Fig. 6.7 – Effet de la fraction volumique d’inclusions sur le coefficient de frottement
macroscopique - comparaison avec des essais
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7.1 Re´gularite´ de la fonction d’appui
7.1.1 Une condition suffisante de diffe´rentiabilite´
L’objectif de cette section est de montrer que si le domaine de re´sistance Gs est borne´
et strictement convexe (de´fini au sens de (4.1) par une fonction f s continue et stric-
tement convexe), alors la fonction d’appui pis (4.2) restreinte a` l’ensemble des tenseurs
d’ordre 2 syme´triques non-nuls est une fonction de classe C1. De plus, si d 6= 0, ∂pis/∂d (d)
est l’unique e´tat de contrainte σ∗ situe´ sur la frontie`re de Gs (i.e. f s(σ∗) = 0) tel que
pis(d) = σ∗ : d.
Preuve
Fixons un tenseur taux de de´formation d 6= 0 et conside´rons la forme line´aire suivante :
ϕ : R6 → R
σ 7→ σ : d
(7.1)
L’ine´galite´ de Cauchy-Schwartz permet d’e´crire |ϕ(σ)| ≤ ‖d‖ ‖σ‖, ce qui prouve que ϕ est
une forme line´aire continue. Puis Gs = f s−1 (]−∞, 0]) est une partie ferme´e et borne´e de
R
6 donc un compact de R6. Par conse´quent ϕ (Gs) est un compact de R. Ainsi ϕ atteint
son maximum sur Gs en au moins un e´le´ment de Gs :
max
  ∈Gs
ϕ (σ) = ϕ (σ∗) = σ∗ : d = pis (d) (7.2)
Un tel e´tat de contrainte σ∗ appartient ne´cessairement a` la frontie`re de Gs. En effet, si σ∗
appartenait a` l’inte´rieur de Gs, il serait possible de construire une boule ferme´e B (σ∗, R)
centre´e en σ∗ et de rayon R > 0 entie`rement incluse dans Gs. Comme d 6= 0, nous
pourrions alors construire le tenseur τ = Rd/‖d‖ tel que (σ∗ + τ ) ∈ B (σ∗, R) ⊂ Gs et
ϕ (σ∗ + τ ) = ϕ (σ∗) +R ‖d‖ > ϕ (σ∗), ce qui contredit (7.2).
Montrons alors que σ∗ satisfaisant (7.2) est unique. Raisonnons par l’absurde et sup-
posons que σ∗1 et σ
∗
2 6= σ∗1 satisfassent tous les deux (7.2). La line´arite´ de ϕ implique
imme´diatement que tout e´tat de contrainte situe´ sur le segment [σ∗1,σ
∗
2] satisfait aussi (7.2)
et appartient donc a` la frontie`re de Gs selon le pre´ce´dent paragraphe. Ceci est en comple`te
contradiction avec la stricte convexite´ de f s et Gs.
L’unicite´ de σ∗ nous permet de cre´er l’application suivante :
ψ : R6 \ {0} → ∂Gs
d 7→ σ∗
(7.3)
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qui associe a` un tenseur non-nul d l’unique e´tat de contrainte satisfaisant (7.2).
Prouvons maintenant que ψ (7.3) est une application continue. Supposons qu’elle ne le
soit pas. Il est alors possible de trouver un re´el  > 0 et une suite (hn)n∈   tels que :
∀n ∈ N, ‖hn‖ < 1
n
and ‖ψ (d + hn)− ψ (d)‖ >  (7.4)
Comme la suite (σn = ψ (d + hn))n∈   appartient au compact ∂G
s, on peut en extraire
une sous-suite (σnk)k∈   qui converge vers σ ∈ ∂Gs. Ainsi, passant a` la limite la seconde
ine´quation de (7.4) applique´e a` la sous-suite, on obtient :
‖σ − σ∗‖ ≥  (7.5)
ou` σ∗ = ψ (d). Selon la de´finition de ψ applique´e a` σnk = ψ (d + hnk), on a :
∀σ ∈ Gs, σnk : (d + hnk) ≥ σ : (d + hnk) (7.6)
La limite de (7.6) quand k tend vers l’infini donne :
∀σ ∈ Gs, σ : d ≥ σ : d (7.7)
On de´duit de (7.7) que pis (d) = σ : d et donc σ = σ∗ = ψ (d) qui contredit (7.5). D’ou`
ψ est continue.
Montrons maintenant que pis est de classe C1. E´tant donne´ un incre´ment h, la de´finition
de ψ permet d’e´crire :
pis (d + h)− pis (d) = ψ (d) : h + (ψ (d + h)− ψ (d)) : (d + h) (7.8)
ainsi que les ine´quations suivantes :
ψ (d + h) : (d + h) ≥ ψ (d) : (d + h) (7.9)
ψ (d) : d ≥ ψ (d + h) : d (7.10)
En combinant (7.9) et (7.10), on obtient :
0 ≤ (ψ (d + h)− ψ (d)) : (d + h) ≤ (ψ (d + h)− ψ (d)) : h (7.11)
Rappelant que ψ est continue, (7.11) prouve que :
(ψ (d + h)− ψ (d)) : (d + h) = o (h) (7.12)
Ainsi (7.8) peut se re´e´crire :
pis (d + h)− pis (d) = ψ (d) : h + o (h) (7.13)
ce qui signifie que pis est diffe´rentiable en un tenseur d non-nul et :
∀d 6= 0, ∂pi
s
∂d
(d) = ψ (d) (7.14)
(7.14) montre aussi que ∂pis/∂d est continue en d non-nul.
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7.1.2 Non-diffe´rentiabilite´ a` l’origine
Raisonnons par l’absurde et supposons que pis soit diffe´rentiable en 0. Appelons κ la
“de´rive´e” de pis en 0. Par de´finition de la de´rive´e par rapport a` un tenseur et en notant
que pis(0) = 0, on a :
pis(h) = κ : h + ‖h‖ (h) avec lim
 
→0
(h) = 0 (7.15)
Or la fonction d’appui pis doit eˆtre positive donc si l’on choisit un tenseur d quelconque
et un scalaire positif λ, on a :
pis(λd) = λ
(
κ : d + ‖d‖ (λd)
)
≥ 0 ⇒ κ : d + ‖d‖ (λd) ≥ 0 (7.16)
En faisant tendre λ vers 0 dans (7.16), on obtient :
∀d, κ : d ≥ 0 ⇒ κ = 0 (7.17)
En exploitant le re´sultat (7.17) dans la relation (7.16) et le fait que pis soit positivement
homoge`ne de degre´ 1, il vient :
∀d, ∀λ ∈ R∗+, pis(λd) = λ ‖d‖ (λd) ⇒ pis(d) = ‖d‖ (λd) (7.18)
En faisant tendre λ vers 0 dans (7.18), on a :
∀d, pis(d) = 0 (7.19)
ce qui signifie que Gs est alors ne´cessairement re´duit a` {0}. De`s que ce n’est pas le cas,
pis n’est pas diffe´rentiable en 0.
7.2 Re`gle de normalite´ sur une surface parame´tre´e
Conside´rons une partie de R6 de´finie par une e´quation Σ (D). La relation Σ (D) est
suppose´e positivement homoge`ne de degre´ 0 i.e. :
∀ θ ∈ R∗+ Σ (θD) = Σ (D) (7.20)
Ainsi Σ ne de´pend que de cinq parame`tres inde´pendants au lieu des six composantes de
D. Le domaine de´crit par Σ (D) est donc une nappe parame´trique ou surface S de R6
(dimS = 5). Le but de ce paragraphe est de montrer qu’une condition ne´cessaire et suf-
fisante pour que D soit normal a` la surface est que Σ derive d’un potentiel. Ce potentiel
n’est autre que Π˜ (D) = Σ (D) : D a` une constante additive pre`s.
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Preuve
Montrons d’abord que D est normal a` S au point Σ si et seulement si Σ derive de Π˜.
D ⊥ S at point Σ ⇔ D : dΣ (D) = 0 (7.21)
⇔ Σ (D) : dD = d (Σ (D) : D) (7.22)
⇔ Σ (D) : dD = dΠ˜ (D) (7.23)
⇔ Σ (D) = ∂Π˜
∂D
(D) (7.24)
Nous devons maintenant montrer que, si Σ derive d’un potentiel Ψ, celui-ci est ne´cessairement
Π˜ a` une constante additive pre`s.
Comme Σ (D) est positivement homoge`ne de degre´ 0, on a :
∀ θ ∈ R∗+ Σ (θD) =
∂Ψ
∂D
(θD) = Σ (D) =
∂Ψ
∂D
(D) (7.25)
En utilisant (7.25), on montre facilement par diffe´rentiation par rapport a` D que le
groupement θΨ (D)−Ψ (θD) ne de´pend pas de D mais seulement de θ :
∀ θ ∈ R∗+ θΨ (D)− Ψ (θD) = F (θ) (7.26)
Diffe´rentiant (7.26) par rapport a` θ, on obtient :
∀ θ ∈ R∗+, Ψ (D)−
∂Ψ
∂D
(θD) : D = F ′ (θ) (7.27)
Rappelant d’apre`s (7.25) que ∂Ψ/∂D (θD) = Σ (D), il vient que F ′ (θ) est une constante
C (inde´pendant de θ). On a alors :
Ψ (D) = Σ (D) : D + C = Π˜ (D) + C (7.28)
ce qui ache`ve la de´monstration.
Comme conse´quence premie`re de cette de´monstration, il est suffisant de montrer que la
proprie´te´ de normalite´ est obtenue si et seulement si les composantes de Σ satisfont les
e´galite´s des de´rive´es croise´es :
∀ i, j, k, l ∈ {1, 2, 3} ∂Σij
∂Dkl
=
∂Σkl
∂Dij
(7.29)
Dans le cas d’une e´quation parame´trique ne de´pendant que des deux premiers invariants
de D, i.e. Σm = Σm (Dv, Dd), Σd = Σd (Dv, Dd) et Σd est paralle`le a` Dd, les conditions
(7.29) deviennent simplement :
∂Σm
∂Dd
=
∂Σd
∂Dv
(7.30)
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7.3 Approche variationnelle de la me´thode se´cante
modifie´e
La de´monstration qui figure dans cette section est adapte´e de [97].
Plac¸ons-nous dans le contexte d’une loi de comportement de la phase solide de type
“σ − ε”. Supposons que cette loi soit e´lastique non line´aire et s’e´crit a` partir d’un potentiel
ψs qui ne de´pend que des deux premiers invariants de ε. La loi (4.65) devient alors :
σ =
1
εv
∂ψs
∂εv
(εv, εd)︸ ︷︷ ︸
ks(εv, εd)
εv 1 +
1
εd
∂ψs
∂εd
(εv, εd)︸ ︷︷ ︸
2µs(εv, εd)
εd =
  s(ε) : ε (7.31)
Le potentiel macroscopique Ψ(E), dont de´rive la contrainte macroscopique Σ, s’e´crit a`
partir d’un proble`me d’optimisation sur l’ensemble des champs de de´placement cine´matiquement
admissibles avec la de´formation macroscopique E au contour (i.e. ve´rifiant (4.67 e)) tels
que la de´formation soit nulle dans les inclusions rigides et admettant e´ventuellement une
discontinuite´ de de´placement tangentielle uniquement sur ∂Ωl (analogue de CA′ (4.19)
avec des conditions de re´gularite´ supple´mentaires puisque la seule discontinuite´ possible
ne concerne que ∂Ωl) :
Ψ(E) = inf
 
∈CA′(  )
ϕs < ψs(ε) >Ωs (7.32)
Sous re´serve que la fonction ψs soit bien strictement convexe, la solution de ce proble`me
d’e´lasticite´ non line´aire existe et sa restriction a` la phase solide est unique [92]. Celle-ci sa-
tisfait e´galement le syste`me (4.67) avec   s(εv, εd) = 3k
s(εv, εd)  + 2µ
s(εv, εd)  et σ
p = 0.
On se propose d’estimer Ψ(E) par la fonction Ψ(E) de´finie par le proble`me de minimisa-
tion suivant :
Ψ(E) = inf
 
∈CA′(  )
ϕs ψs(εv, εd) = inf
 
∈CA′(  )
ϕs ψs(
√
< ε2v >Ωs ,
√
< ε2d >Ωs) (7.33)
Montrons que la formulation forte de ce proble`me variationnel est e´quivalent au syste`me
d’e´quations de la me´thode se´cante modifie´e. Pour cela, on se propose de mettre en
œuvre un calcul des variations de Ψ(E) autour de la solution. Appelons ξ∗ le champ
de de´placement solution de (7.33) et ε∗ son champ de de´formation associe´. Conside´rons
e´galement un incre´ment δξ ∈ CA′(0) de sorte que ξ∗ + δξ parcoure un voisinage de ξ∗
inclus dans CA′(E) et calculons les variations de Ψ(E) :
δΨ(E) = ϕs
(
1
ε
∗
v
∂ψs
∂εv
(ε
∗
v, ε
∗
d) < ε
∗
v δεv >Ωs +
1
ε
∗
d
∂ψs
∂εd
(ε
∗
v, ε
∗
d) < ε
∗
d : δεd >Ωs
)
(7.34)
ou encore :
δΨ(E) =
1
|Ω|
∫
Ωs
(
1
ε
∗
v
∂ψs
∂εv
(ε
∗
v, ε
∗
d) ε
∗
v 1 +
1
ε
∗
d
∂ψs
∂εd
(ε
∗
v, ε
∗
d) ε
∗
d
)
: δεdΩ (7.35)
=
1
|Ω|
∫
Ωs
ε∗ :   s(ε
∗
v, ε
∗
d) : δεdΩ (7.36)
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On introduit la notation :
σ∗ =   s(ε
∗
v, ε
∗
d) : ε
∗ (7.37)
A` l’aide de (7.37), on transforme (7.36) par inte´gration par parties :
δΨ(E) =
1
|Ω|
(
−
∫
Ωs
div σ∗ · δξ dΩ +
∫
∂Ωs
δξ · σ∗ · ndS
)
(7.38)
Examinons l’inte´grale surfacique du membre de droite de (7.38). Ayant pris soin de faire
passer la frontie`re du v.e.r. dans la phase solide uniquement, il est clair que ∂Ωs est
la re´union de ∂Ω (sur lequel l’inte´grale surfacique est nulle puisque δξ ∈ CA′(0)) et des
frontie`res des inclusions ∂Ωp, ∂Ωr et ∂Ωl. Comme on peut avoir une discontinuite´ tangen-
tielle de de´placement sur ∂Ωl, il faut distinguer l’incre´ment de de´placement apparaissant
dans l’inte´grale c’est-a`-dire du coˆte´ de Ωs note´ δξs et celui du coˆte´ de Ωl note´ δξl. En
e´crivant [[δξ ]] = δξl − δξs, il de´coule de (7.38) :
δΨ(E) =
1
|Ω|
(
−
∫
Ωs
δξ · div σ∗ dΩ︸ ︷︷ ︸
I1
+
∫
∂Ωp
δξ · σ∗ · n dS︸ ︷︷ ︸
I2
+
∫
∂Ωr
δξ · σ∗ · ndS︸ ︷︷ ︸
I3
+
∫
∂Ωl
δξl · σ∗ · n dS︸ ︷︷ ︸
I4
−
∫
∂Ωl
[[δξ ]] · σ∗ · ndS︸ ︷︷ ︸
I5
)
(7.39)
L’ensemble des choix licites pour le champ δξ permet de de´duire de (7.39) les re´sultats
suivants :
• Dans l’inte´grale de volume I1, δξ est une fonction continue quelconque. Par un rai-
sonnement classique consistant a` choisir δξ de fac¸on a` annuler les autres inte´grales,
on obtient l’e´quation de champ suivante :
div σ∗ = 0 dans Ωs (7.40)
• On choisit ensuite δξ nulle partout sauf sur un voisinage de ∂Ωp ou` elle peut prendre
des valeurs quelconques. On de´duit de I2 que l’on a σ
∗ ·n = 0, ce qui permet de
prolonger σ∗ dans les pores en respectant la continuite´ du vecteur-contrainte par :
σ∗ = 0 dans Ωp (7.41)
• Dans les inclusions rigides Ωr et Ωl, on rappelle que la solution ainsi que le champ
δξ se caracte´risent par des de´formations nulles. Ainsi, dans I3 et I4, δξ (δξ
l dans
Ωl) est la trace sur ∂Ωr ou ∂Ωl d’un mouvement de corps rigide quelconque par
phase connexe (de´pendant de trois parame`tres de translation et de trois parame`tres
de rotation). Ceci implique que, pour chaque inclusion, le torseur induit par la
distribution de vecteur-contrainte sur la frontie`re doit eˆtre nul. Il suffit pour cela de
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conside´rer n’importe quel prolongement de σ∗ dans les inclusions rigides qui respecte
la continuite´ du vecteur-contrainte a` l’interface et tel que :
div σ∗ = 0 dans Ωr ∪ Ωl (7.42)
• Dans l’inte´grale I5, [[δξ ]] de´finit une fonction tangentielle quelconque. La condition
impose´e sur la grandeur duale est donc :
σ∗ · n//n sur ∂Ωl (7.43)
En conclusion, les e´quations devant eˆtre satisfaites par (ξ∗, ε∗,σ∗) sont (7.37), (7.40),
(7.41), (7.42) et (7.43) auxquelles il faut ajouter les conditions impose´es sur ξ∗ pour
appartenir a` CA′(E). Ce syste`me est pre´cise´ment celui qu’il s’agit de re´soudre dans la
me´thode se´cante modifie´e.
Il reste finalement a` montrer que la contrainte macroscopique, obtenue dans le cadre de
la me´thode se´cante modifie´e (comme la moyenne du champ de contrainte microscopique),
de´rive bien de Ψ. Envisageons une variation de de´formation macroscopique δE autour
d’une valeur quelconque E. L’incre´ment de la solution est alors donne´ par δξ∗ ∈ CA′(δE).
Il est facile de constater qu’un calcul de la variation de Ψ engendre´e par δξ∗ fournit
l’e´quation (7.36) applique´e a` δε = δε∗. En utilisant (7.37), (7.41), (7.43) ainsi que les
proprie´te´s de δξ∗ (de´formation nulle dans les inclusions rigides et discontinuite´ normale
nulle sur ∂Ωl) dans cette e´quation, on obtient :
δΨ(E) =< σ∗ : δε∗ >Ωs (7.44)
En appliquant le lemme de Hill (1.37) au couple (σ∗, δε∗), (7.44) devient :
δΨ(E) =< σ∗ >Ωs: δE = Σ : δE (7.45)
ce qui e´tablit le re´sultat recherche´ :
Σ =
∂Ψ
∂E
(E) (7.46)
7.4 Sphe`re creuse soumise a` une pression externe
Le but de cette section est d’illustrer une ame´lioration possible de la me´thode d’ho-
moge´ne´isation line´aire mise en œuvre aux chapitres 4, 5 et 6 sur un exemple qui permet
une re´solution analytique comple`te : une sphe`re creuse soumise a` une pression externe
P (Fig. 7.1). La phase solide est comprise entre la sphe`re inte´rieure de rayon a et celle
exte´rieure de rayon b. On examinera le cas ou` le crite`re de re´sistance de la phase solide
est von Mises et celui ou` le crite`re est Drucker-Prager.
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Fig. 7.1 – Sphe`re creuse soumise a` une pression externe
7.4.1 Matrice de von Mises
Solution du proble`me de calcul a` la rupture
La solution comple`te de ce proble`me s’obtient en menant une approche par l’inte´rieur
statique et une approche par l’exte´rieur cine´matique qui fournissent les re´sultats suivants :
• Approche statique par l’inte´rieur
En postulant la syme´trie sphe´rique du tenseur de contrainte, en exploitant l’e´quilibre
ainsi que la saturation du crite`re (5.1), on trouve le champ optimal suivant e´crit dans
le repe`re sphe´rique (Fig. 3.3) :
σ = σrr er ⊗ er + σθθ (eθ ⊗ eθ + eφ ⊗ eφ) avec


σrr = 2 σo ln
a
r
σθθ = σrr − σo
(7.47)
• Approche statique par l’inte´rieur
La famille de champs de vitesse optimaux est obtenue en choisissant des champs
radiaux respectant la condition de pertinence (dv = 0) pour que la fonction d’appui
(5.2) reste finie :
u = −U
(
b
r
)2
er avec U > 0 (7.48)
La combinaison des deux approches fournit la pression limite suivante :
P+ = 2 σo ln
b
a
= −2
3
σo lnϕ avec ϕ =
(a
b
)3
(7.49)
Homoge´ne´isation non line´aire par partition
L’ide´e de la partition de la phase solide provient du constat de la faiblesse de la me´thode
se´cante d’homoge´ne´isation non line´aire qui est fonde´e sur la de´finition d’un tenseur d’e´lasticite´
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effectif uniforme dans la phase solide alors que ce tenseur devrait eˆtre sensible a` l’he´te´roge´ne´ite´
du champ de de´formation. Pour mieux tenir compte de l’he´te´roge´ne´ite´ de ce champ, on
de´cide d’effectuer une partition de la phase solide en N sous-domaines sur chacun des-
quels on de´finit une de´formation effective. Le tenseur d’e´lasticite´ sera alors uniforme par
morceaux. Dans le cas de la sphe`re creuse soumise a` une pression externe, l’he´te´roge´ne´ite´
est radiale ; il est donc naturel de de´composer la zone solide en N coques concentriques
Ci(1≤i≤N), la i
e`me d’entre elles est situe´e entre le rayon Ri−1 et Ri avec R0 = a et RN = b.
On notera ϕi = (Ri−1/Ri)
3, ce qui implique :
ϕ =
N∏
i=1
ϕi (7.50)
On choisit de traiter le proble`me par la me´thode visqueuse re´gularise´e en utilisant les
RN
Ri
Ri−1
R0
C1
Ci
CN
Fig. 7.2 – Partition de la sphe`re creuse
modules (5.9). Sur chaque domaine Ci, les taux de de´formations effectifs s’e´crivent :
d
i
v =< dv >Ci ; d
i
d =
√
< dd : dd >Ci (7.51)
On a donc a` re´soudre un proble`me d’“e´lasticite´ line´aire” sur une sphe`re creuse a` N couches
concentriques. Les modules de la couche Ci s’e´crivent :
∀1 ≤ i ≤ N


kˆin =
a2n

(an div)
2
+   b did

2
2 µˆin =
b2

(an div)
2
+   b did

2
(7.52)
La solution de ce proble`me classique est donne´e par des champs de´finis par morceaux. On
montre que pour respecter l’e´quation d’e´quilibre (1.18 a), ceux-ci s’e´crivent sur la couche
Ci [54] :
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• vitesse
u =
(
Ai r +
Bi
r2
)
er (7.53)
• invariants du taux de de´formation
dv = 3Ai ; dd =
√
6
|Bi|
r3
(7.54)
• contraintes


σrr = 3 kˆ
i
nAi − 4 µˆin
Bi
r3
σθθ = σφφ = 3 kˆ
i
nAi + 2 µˆ
i
n
Bi
r3
autres σij nuls
(7.55)
On note Pi = −σrr(Ri)(0≤i≤N). La solution est alors comple´te´e par les conditions aux
interfaces qui entraˆınent :
∀1 ≤ i ≤ N Ai = Pi−1 ϕi − Pi
3 kˆin (1− ϕi)
; Bi =
R3i−1 (Pi−1 − Pi)
4 µˆin (1− ϕi)
(7.56)
La premie`re remarque que l’on peut formuler est que dv est uniforme par couche (7.54) (la
me´thode mixte est ici e´quivalente a` la me´thode modfie´e) et il varie comme 1/kin (7.56).
On en de´duit alors d’apre`s (7.52) que d
i
v ne peut que varier en 1/a
2
n lorsque n est au
voisinage de l’infini. On a donc :
∀1 ≤ i ≤ N


kˆin ∼
n→∞
a2n
b did
→
n→∞
∞
2 µˆin ∼
n→∞
b
did
(7.57)
Pour trouver d
i
d, on se re´fe`re a` la de´finition (7.51) en exploitant dd (7.54) et (7.56). En
utilisant la relation d’ordre 0 ≤ Pi−1 ≤ Pi ≤ P pour lever l’ambigu¨ıte´ de signe sur Bi, on
montre :
∀1 ≤ i ≤ N did =
√
3 (Pi − Pi−1)
2
√
2 µˆin
√
ϕi
1− ϕi (7.58)
Comme P0 = 0 et PN = P , on de´duit de (7.58) :
P = 2
√
2
3
N∑
i=1
µˆin d
i
d
1− ϕi√
ϕi
(7.59)
D’apre`s (7.57), il vient ensuite :
P =
2
3
σo
N∑
i=1
1− ϕi√
ϕi
(7.60)
7.4 Sphe`re creuse soumise a` une pression externe 161
La valeur de P de´pend du choix de la distribution des ϕi sous la contrainte (7.50).
Pre´cisons qu’il est possible de montrer que l’approche envisage´e (me´thode mixte se rame-
nant a` la me´thode modifie´e) permet de construire un majorant de la pression limite. La
de´monstration s’effectue dans le meˆme esprit que celle qui a e´te´ employe´e pour montrer
le re´sultat avec une seule zone a` la section 5.1.2. La partition optimale est obtenue pour :
∀1 ≤ i ≤ N ϕi = ϕ 1N (7.61)
La pression limite optimale obtenue est alors :
P =
2
3
σoN
(
ϕ−
1
2N − ϕ 12N
)
(7.62)
En faisant tendre N vers l’infini, on parvient a` restituer l’he´te´roge´ne´ite´ du champ de
taux de de´formation puisque l’on retrouve la pression limite exacte du calcul a` la rupture
(7.49) :
lim
N→∞
2
3
σo N
(
ϕ−
1
2N − ϕ 12N
)
= −2
3
σo lnϕ (7.63)
On constate sur la Fig. 7.3 que la pression limite estime´e par la technique usuelle d’ho-
0 0.2 0.4 0.6 0.8 1.0
0
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2.5
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ϕ
P/σo
−23 lnϕ
N = 1 couche
N = 2 couches
Fig. 7.3 – Effet du nombre de couches sur l’estimation de la pression limite - matrice de
von Mises
moge´ne´isation line´aire (N = 1) s’e´carte d’autant plus de la solution fournie par le calcul
a` la rupture que l’on se situe dans le domaine des faibles porosite´s. Cet e´cart s’explique
par le fait que la solution du calcul a` la rupture fournit un champ de vitesse (7.48) en
1/r2 soit un champ de taux de de´formation en 1/r3 et donc tre`s he´te´roge`ne au voisinage
d’un petit pore alors que la me´thode se´cante d’homoge´ne´isation non line´aire gomme cette
he´te´roge´ne´ite´ par une moyenne sur la phase solide. On note que cette estimation est de´ja`
conside´rablement ame´liore´e en prenant 2 couches.
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7.4.2 Matrice de Drucker-Prager
Solution du proble`me de calcul a` la rupture
La solution comple`te du proble`me de calcul a` la rupture est fournie par les deux approches :
• Approche statique par l’inte´rieur
En postulant la syme´trie sphe´rique du tenseur de contrainte, en exploitant l’e´quilibre
ainsi que la saturation du crite`re (6.1) avec l’hypothe`se, σrr ≥ σθθ on trouve le champ
optimal suivant e´crit dans le repe`re sphe´rique (Fig. 3.3) :
σ = σrr er ⊗ er + σθθ (eθ ⊗ eθ + eφ ⊗ eφ) avec


σrr = h
(
1−
(r
a
)3α)
σθθ = σrr +
3
2
α (σrr − h)
(7.64)
ou` l’on a introduit la notation :
α =
t√
3
2
− t
⇔ t =
√
3
2
α
1 + α
(7.65)
• Approche statique par l’inte´rieur
La famille de champs de vitesse optimaux est obtenue en choisissant des champs
radiaux respectant la condition de dilatance (dv = tdd) pour que la fonction d’appui
(6.3) reste finie :
u = −U
(
b
r
)3α+2
er avec U > 0 (7.66)
La combinaison des deux approches fournit la pression limite suivante :
P+ = h
(
ϕ−α − 1) = h
(
ϕ
− t√
3
2−t − 1
)
avec ϕ =
(a
b
)3
(7.67)
Homoge´ne´isation non line´aire par partition
La faiblesse de la me´thode base´e sur une de´formation effective uniforme de´ja` mentionne´e
dans le cas de von Mises est ici encore plus e´vidente puisque le crite`re ge´ne´ral (6.53)
pre´sente une asymptote a` la porosite´ ϕ = 2t2/3 et n’est pas en mesure de fournir une
estimation pour des porosite´s plus faibles. On recourt a` nouveau a` la de´composition
de la couronne matricielle en couronnes concentriques Ci (cf. Fig. 7.2). Les notations
relatives a` la ge´ome´trie du proble`me sont les meˆmes qu’au paragraphe 7.4.1 consacre´
a` von Mises comme, par exemple, (7.50). Ajoutons que les de´formations effectives sont
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toujours de´finies par (7.51). Utilisant la me´thode visqueuse, sur chaque couche Ci les
modules et la pre´contrainte s’e´crivent :
∀1 ≤ i ≤ N


kˆin =
h+an
t did
2 µˆin =
h+an
2 t did
(
t2 −
(
div
did
)2)
σp,in = −an
(7.68)
On e´tend e´galement ici les limites (6.17) sur chaque couche :
∀1 ≤ i ≤ N


X in = t− d
i
v
did
≥ 0 → lim
n→∞
X in = 0
Y in = anX
i
n → lim
n→∞
Y in = Y
i ≥ 0
(7.69)
La solution du proble`me est classiquement donne´e par des champs de´finis par morceaux
dont les expressions sur la couche C i sont :
• vitesse
u =
(
Ai r +
Bi
r2
)
er (7.70)
• invariants du taux de de´formation
dv = 3Ai ; dd =
√
6
|Bi|
r3
(7.71)
• contraintes


σrr = 3 kˆ
i
nAi − 4 µˆin
Bi
r3
− an
σθθ = σφφ = 3 kˆ
i
nAi + 2 µˆ
i
n
Bi
r3
− an
autres σij nuls
(7.72)
Comme dans le cas de von Mises, on note Pi = −σrr(Ri)(0≤i≤N). La solution est alors
comple´te´e par les conditions aux interfaces qui entraˆınent :
∀1 ≤ i ≤ N Ai = Pi−1 ϕi − Pi
3 kˆin (1− ϕi)
+
an
3 kˆin
; Bi =
R3i−1 (Pi−1 − Pi)
4 µˆin (1− ϕi)
(7.73)
On remarque encore ici que dv est uniforme sur chaque couche, autrement dit les moments
d’ordre 1 et d’ordre 2 sont e´gaux et les me´thodes modifie´e et mixte sont e´quivalentes.
Pour achever la de´termination de la charge macroscopique P , il faut identifier les inconnues
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Pi. Un premier ensemble d’e´quations provient du passage a` la limite, lorsque n tend vers
l’infini, de la contrainte moyenne sur chaque couche i.e. kˆind
i
v − an. En s’appuyant d’une
part sur l’expression (7.73) de Ai et, d’autre part, sur les relations (7.68) et les limites
(7.69), on montre :
∀1 ≤ i ≤ N Pi−1 ϕi − Pi
1− ϕi = h−
Y i
t
(7.74)
Le second ensemble d’e´quations provient du calcul de did sur chaque couche a` partir de la
solution (7.71) et (7.73). Dans les meˆmes conditions que pour von Mises, on montre :
∀1 ≤ i ≤ N did =
√
3 (Pi − Pi−1)
2
√
2 µˆin
√
ϕi
1− ϕi (7.75)
Or l’expression (7.68) de µˆin et les limites (7.69) nous permettent d’en de´duire :
∀1 ≤ i ≤ N Y i =
√
3
2
(Pi − Pi−1) √ϕi
1− ϕi (7.76)
E´liminant Y i entre (7.74) et (7.76), on obtient :
∀1 ≤ i ≤ N Pi + h = (Pi−1 + h) √ϕi


√
3
2
− t√ϕi√
3
2
√
ϕi − t

 (7.77)
Comme P0 = 0 et PN = P , on de´duit de (7.77) :
P = h

 N∏
i=1
√
ϕi


√
3
2
− t√ϕi√
3
2
√
ϕi − t

− 1

 (7.78)
Adoptant a` nouveau la re´partition (7.61), la pression limite s’e´crit :
P = h

√ϕ


√
3
2
− t ϕ 12N√
3
2
ϕ
1
2N − t


N
− 1

 (7.79)
L’asymptote pour les faibles valeurs de la porosite´ est maintenant obtenue en ϕ = (2t2/3)N .
Ainsi, lorsque le nombre de couches est grand, l’he´te´roge´ne´ite´ du champ de de´formation
est mieux prise en compte et l’asymptote est naturellement repousse´e vers 0. Le passage
a` la limite de (7.79) lorsque N tend vers l’infini redonne (7.67) :
lim
N→∞
h

√ϕ


√
3
2
− t ϕ 12N√
3
2
ϕ
1
2N − t


N
− 1

 = h (ϕ−α − 1) (7.80)
Comme pour le cas de von Mises, on note sur la Fig. 7.4 que la de´composition de la ma-
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Fig. 7.4 – Effet du nombre de couches sur l’estimation de la pression limite - matrice de
Drucker-Prager t = 0.5
trice en zones concentriques ame´liore conside´rablement la pre´diction de l’homoge´ne´isation
line´aire pour les plus faibles porosite´s. Elle permet surtout ici d’acce´der a` des valeurs de
la porosite´ rendues inaccessibles par la pre´sence d’une asymptote. Il sera donc sans doute
inte´ressant de proce´der a` une telle de´composition autour des pores d’un v.e.r. dans le
cas ge´ne´ral pour ame´liorer le crite`re (6.53) au moins d’un point de vue nume´rique.
Troisie`me partie
POROPLASTICITE´
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Chapitre 8
Comportement poroplastique
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8.1 Les lois d’e´tat du comportement poroplastique 171
Dans la partie pre´ce´dente, nous nous sommes concentre´s sur la recherche des e´tats limites
d’un ge´omate´riau en fonction de la nature des inclusions d’une part et du crite`re et de la
re`gle d’e´coulement de la phase matricielle d’autre part. Nous nous proposons de´sormais
de nous inte´resser a` l’e´volution du v.e.r. dans sa phase e´lasto-plastique depuis l’initia-
tion de la plasticite´ jusqu’aux e´tats limites. Ce chapitre sera consacre´ a` la formulation
du comportement poro(-e´lasto-)plastique et le chapitre suivant portera sur la question
de l’existence d’une contrainte effective susceptible de re´gir le comportement a` l’e´chelle
macroscopique. Bien que les e´quations du comportement puissent eˆtre obtenues dans le
cas ge´ne´ral du v.e.r. de´crit a` la section 1.3, nous nous limitons ici au cas d’un milieu
poreux sature´ dont la matrice est homoge`ne i.e. Ωs ∪ Ωp = Ω et donc ϕs + ϕ = 1.
8.1 Les lois d’e´tat du comportement poroplastique
Le comportement de la matrice est e´lasto-plastique. En hpp, ceci signifie que le tenseur
de de´formation est la somme d’une contribution e´lastique lie´e au tenseur de contrainte et
d’une contribution plastique de´pendant de l’histoire du chargement :
∀x ∈ Ωs ε(x) =   s−1 : σ(x)︸ ︷︷ ︸
εel(x)
+εpl(x) (8.1)
A` l’e´chelle macroscopique, on connaˆıt de´ja` le comportement poroe´lastique a` travers les
e´quations (2.78) et (2.79). On cherche maintenant a` prendre en compte l’existence de
de´formations plastiques microscopiques dans les lois d’e´tat du v.e.r.. Ces lois relient E
et v d’une part a` Σ, p ainsi que εpl(x) d’autre part. Selon un raisonnement pre´sente´ dans
[102], on conside`re le champ εpl(x) a` l’instant actuel comme une donne´e du proble`me
(comparable a` un champ de de´formation libre). Il apparaˆıt alors que les contributions de
Σ, p et εpl(x) a` E et v s’obtiennent par superposition. On choisit de poser le proble`me de
fac¸on a` ce que Σ soit un parame`tre de chargement en adoptant par exemple les conditions
de contraintes homoge`nes au contour (1.32), ce qui ne restreint pas la porte´e des re´sultats
a` venir si la se´paration d’e´chelle est respecte´e (cf. section 2.1.2). Signalons ici que Σ et p
repre´sentent de “vrais” parame`tres de chargement dans la mesure ou` on peut les controˆler
lors d’une expe´rience, ce qui n’est pas le cas du champ εpl(x) qui est une conse´quence de
l’histoire du chargement. Par line´arite´, le proble`me a` re´soudre peut eˆtre de´compose´ de la
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fac¸on suivante (Fig. 8.1) :


(P)
div σ = 0
σ =   s :
(
ε− εpl) (Ωs)
σ = −p1 (Ωp)
σ · n = Σ · n (∂Ω)
ε = 12
(
grad ξ + tgrad ξ
)
≡


(PEL)
div σEL = 0
σEL =   s : εEL (Ωs)
σEL = −p1 (Ωp)
σEL · n = Σ · n (∂Ω)
εEL = 12
(
grad ξEL + tgrad ξEL
)
+


(PR)
div σR = 0
σR =   s :
(
εR − εpl) (Ωs)
σR = 0 (Ωp)
σR · n = 0 (∂Ω)
εR = 12
(
grad ξR + tgrad ξR
)
(8.2)
Les deux e´quations d’e´tat seront obtenues en calculant :
Ωs
Ωp
Σ
p
εpl
≡
Σ
p
0
+
PEL
0
0
εpl
PR
Fig. 8.1 – De´composition du proble`me de poroplasticite´ P ≡ PEL + PR
E = < ε >= < εEL >︸ ︷︷ ︸
Eel
+< εR >︸ ︷︷ ︸
Epl
(8.3)
v = ϕ 1 :< ε >Ωp= ϕ 1 :< ε
EL >Ωp︸ ︷︷ ︸
vel
+ϕ 1 :< εR >Ωp︸ ︷︷ ︸
vpl
(8.4)
Le premier proble`me PEL correspond a` la re´ponse poroe´lastique du v.e.r. dont la solution
est montre´e au chapitre 2 :
Eel =
 hom−1 : (Σ + pB) (8.5)
vel = B : Eel +
p
M
(8.6)
ou`

hom est donne´ par (2.89), B par (2.90) et M par (2.93).
Dans le cas pre´sent, l’homoge´ne´ite´ de la phase solide fournit une information capitale
pour la suite de cette partie : elle permet d’exprimer facilement le champ de contrainte
microscopique σEL solution de PEL. On de´compose d’abord line´airement PEL en deux
sous-proble`mes (Fig. 8.2) :
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• le proble`me P ′ pour lequel la contrainte homoge`ne au contour est e´gale a` −p1 et la
pression du fluide vaut p,
• le proble`me P ′′ pour lequel la contrainte homoge`ne au contour est e´gale a` Σ + p1
et la pression du fluide vaut 0.
Ωs
Ωp
Σ
p ≡
PEL
−p 1
p +
P ′
Σ + p 1
0
P ′′
Fig. 8.2 – De´composition du proble`me de poroe´lasticite´ PEL ≡ P ′ + P ′′
En raison de l’homoge´ne´ite´ de la phase solide, la solution du proble`me P ′ est homoge`ne
et s’e´crit :
σ′(x) = −p 1 et ε′(x) =   s−1 : (−p 1) (8.7)
Adaptant l’e´quation de localisation e´crite en (2.19) au cas ou` les conditions aux limites
sont exprime´es avec Σ + p1 , la solution en contrainte de P ′ s’e´crit quant a` elle :
σ′′(x) =  (x) : (Σ + p 1) (8.8)
Finalement le champ de contrainte solution de PEL est la somme de (8.7) et (8.8) :
σEL(x) = σ′ + σ′′ =  (x) : (Σ + p 1)− p 1 (8.9)
Inte´ressons-nous maintenant au proble`me PR. Celui-ci de´finit l’e´tat relache´ du v.e.r.
car il s’obtient a` partir de la solution totale par de´charge e´lastique. Les notations Epl
(8.3) et vpl (8.4) de´signent respectivement le tenseur de de´formation et la variation de
porosite´ re´siduels (i.e. obtenus apre`s de´charge e´lastique). L’e´tat relache´ macroscopique ne
correspond pas, en ge´ne´ral, a` un e´tat ou` tous les points du v.e.r. sont dans leur propre
configuration relache´e puisque le champ εpl(x) n’est ge´ne´ralement pas ge´ome´triquement
compatible en raison du caracte`re he´te´roge`ne du v.e.r. et ne peut correspondre au champ
de de´formation de cet e´tat. Il en re´sulte un champ de contraintes re´siduel σR(x). Le champ
εpl(x) peut ici eˆtre assimile´ a` un champ de de´formation libre de sorte que le the´ore`me de
Levin (2.69) s’applique. On obtient donc :
Epl =< εR >=< εpl :  >= (1− ϕ) < εpl :  >Ωs (8.10)
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La contribution de PR a` la variation de porosite´ s’e´crit :
vpl = ϕ 1 :< εR >Ωp= 1 : E
pl − (1− ϕ) 1 :< εR >Ωs (8.11)
Rappelant que < σR >= 0 et σR = 0 dans Ωp, on a < σR >Ωs= 0. De plus,
  s est uni-
forme donc, d’apre`s la loi de comportement de la matrice dans le proble`me PR (8.2), il
vient < εR >Ωs=< ε
pl >Ωs . Ainsi (8.11) devient :
vpl = 1 : Epl − (1− ϕ) 1 :< εpl >Ωs= (1− ϕ) < εpl : (  −  ) >Ωs: 1 (8.12)
Pour re´sumer, ce paragraphe nous a permis d’e´crire les lois du comportement poroplas-
tique :
Σ =
 hom :
(
E −Epl)− pB (8.13)
v − vpl = B : (E −Epl)+ p
M
(8.14)
Les lois (8.13) et (8.14) s’e´tablissent sous la meˆme forme dans un contexte purement
macroscopique base´ sur les concepts de thermodynamique [26]. L’avantage de la mi-
crome´canique est qu’elle permet de faire le lien entre les grandeurs macroscopiques et
les grandeurs microscopiques, qu’il s’agisse des proprie´te´s e´lastiques (on a en effet montre´
au chapitre 2 que l’on pouvait exprimer

hom, B et M graˆce a` la notion de localisation)
ou des grandeurs physiques introduites par la plasticite´ ici : Epl et vpl sont en effet relie´s a`
εpl respectivement par (8.10) et (8.12). Par le raisonnement microme´canique, on dispose
e´galement de l’expression de la solution en contrainte sous la forme :
σ(x) =  (x) : (Σ + p 1)− p 1︸ ︷︷ ︸
σEL(x)
+σR(x) (8.15)
8.2 Approche e´nerge´tique
Ce paragraphe pre´sente une adaptation a` la poroplasticite´ de re´sultats obtenus dans [21].
On supposera dans la suite que la plasticite´ microscopique est parfaite (pas d’e´crouissage
a` l’e´chelle locale). En pre´sence d’un champ de de´formation plastique, la densite´ d’e´nergie
libre de la phase solide s’e´crit en condition isotherme :
ψ
(
ε, εpl
)
=
1
2
(
ε− εpl) :   s : (ε− εpl) = 1
2
εel :   s : εel (8.16)
L’exploitation des premier et second principes de la thermodynamique conduit a` l’ine´galite´
de Clausius-Duhem [92] a` l’e´chelle microscopique indiquant que la dissipation volumique
est positive :
d = σ : ε˙− ψ˙ ≥ 0 (8.17)
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Lors d’une e´volution purement re´versible, la dissipation est nulle et le tenseur de de´formation
plastique ne varie pas ; (8.17) implique alors σ = ∂ψ/∂ε qui redonne la loi de comporte-
ment (8.1). Ce re´sultat entraˆıne que, lors d’une e´volution quelconque, si ψ est donne´ par
(8.16) (i.e. cas de la plasticite´ parfaite), l’expression de la dissipation (8.17) devient :
d = − ∂ψ
∂εpl
: ε˙pl = σ : ε˙pl ≥ 0 (8.18)
La dissipation macroscopique est calcule´e comme la somme de l’e´nergie dissipe´e par toutes
les particules de squelette rapporte´e au volume du v.e.r. :
D = (1− ϕ) < d >Ωs= (1− ϕ) < σ : ε˙ >Ωs −Ψ˙ ≥ 0 (8.19)
avec
Ψ = (1− ϕ) < ψ (ε, εpl) >Ωs= 1− ϕ
2
<
(
ε− εpl) :   s : (ε− εpl) >Ωs (8.20)
La de´finition de Ψ dans (8.20) ge´ne´ralise celle e´crite dans le cadre de la poroe´lasticite´
line´aire en (2.47).
En rappelant que σ = −p1 dans les pores et en invoquant le lemme de Hill, le premier
terme de la dissipation peut eˆtre transforme´ pour donner :
D = Σ : E˙ + p v˙ − Ψ˙ ≥ 0 (8.21)
Le calcul de Ψ s’effectue en de´composant ε en la somme de εEL (solution de PEL) et de
εR (solution de PR). On e´crit a` partir de (8.20) :
Ψ = Ψ1 + Ψ2 + Ψ3 (8.22)
avec
Ψ1 =
1− ϕ
2
< εEL :   s : εEL >Ωs (8.23)
Ψ2 = (1− ϕ) < εEL :   s :
(
εR − εpl) >Ωs (8.24)
Ψ3 =
1− ϕ
2
<
(
εR − εpl) :   s : (εR − εpl) >Ωs (8.25)
Le premier terme Ψ1 est issu de la partie e´lastique PEL de la de´composition du proble`me
P (8.2). Sa construction microme´canique en fait donc une fonction des parame`tres de
chargement Σ et p. En invoquant les lois d’e´tat (8.13) et (8.14), on peut e´galement
conside´rer Ψ1 comme une fonction des arguments E, v, E
pl et vpl. On obtient aise´ment
Ψ1 en introduisant la fonction Ψ
EL adapte´e de (2.82) :
Ψ1 = Ψ
EL
(
E, v,Epl, vpl
)
=
1
2
(
E −Epl) :  hom : (E −Epl)+ p2
2M
(8.26)
avec p = M
(
−B : (E −Epl)+ (v − vpl) )
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En utilisant la loi de comportement de la matrice du proble`me PR (8.2) et en notant que
σR = 0 dans Ωp et que σR est statiquement admissible avec 0, on montre par application
du lemme de Hill au couple (σR, εEL) :
Ψ2 = (1− ϕ) < εEL : σR >Ωs=< εEL : σR >= 0 (8.27)
Le troisie`me terme est une grandeur positive puisque   s est de´fini positif. Il est meˆme
strictement positif dans le cas ge´ne´ral ou` εpl est non ge´ome´triquement compatible. Il peut
encore s’exprimer a` l’aide du champ de contraintes re´siduel σR :
Ψ3 =
1− ϕ
2
< σR :   s−1 : σR >Ωs (8.28)
Ce dernier terme note´ R(σR) correspond a` l’e´nergie bloque´e du syste`me. Elle n’est ni
dissipe´e ni re´cupe´rable lors d’une de´charge e´lastique.
Finalement l’e´nergie libre macroscopique s’e´crit :
Ψ
(
E, v,Epl, vpl,σR
)
= ΨEL
(
E, v,Epl, vpl
)
+R (σR) (8.29)
En conside´rant une e´volution re´versible du v.e.r., on de´duit de (8.21) qui devient une
e´galite´ et de (8.29) que :
Σ =
∂Ψ
∂E
=
∂ΨEL
∂E
(
E, v,Epl, vpl
)
; p =
∂Ψ
∂v
=
∂ΨEL
∂v
(
E, v,Epl, vpl
)
(8.30)
En utilisant (8.26) dans (8.30), on obtient deux e´quations d’e´tat a` partir desquelles on
retrouve aise´ment (8.13) et (8.14).
L’expression de la dissipation macroscopique (8.21) devient :
D = − ∂Ψ
∂Epl
: E˙
pl − ∂Ψ
∂vpl
v˙pl − R˙ = Σ : E˙pl + p v˙pl − R˙ ≥ 0 (8.31)
La structure des e´quations d’e´tat de la poroplasticite´ ne suffit pas pour de´crire de fac¸on
comple`te le comportement : il faut e´galement s’interroger sur l’expression du crite`re et de
la re`gle d’e´coulement a` l’e´chelle macroscopique pour de´terminer l’e´volution de Epl et vpl
sachant que E˙
pl
et v˙pl doivent respecter (8.31).
8.3 Le crite`re de plasticite´ macroscopique
La phase solide est suppose´e parfaitement plastique. Autrement dit, le crite`re de re´sistance
f s introduit au chapitre 4 et le domaine de re´sistance Gs (4.1) sont aussi respectivement
le crite`re de plasticite´ et le domaine d’e´lasticite´. On cherche maintenant a` de´finir le do-
maine e´lastique macroscopique a` l’instant actuel ainsi que son e´ventuelle e´volution par
e´crouissage. Il s’agit donc de construire un crite`re de plasticite´ macroscopique F , e´tant
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entendu qu’un crite`re n’est jamais de´fini de manie`re unique. Il faut e´galement identifier
les arguments de F .
A` l’e´chelle microscopique, f s indique si le tenseur des contraintes local σ appartient a`
l’inte´rieur (f s(σ) < 0) ou a` la frontie`re de Gs (f s(σ) = 0). Si σ(x) appartient a` l’inte´rieur
de Gs en tout point de Ωs, un incre´ment infinite´simal quelconque de chargement se tra-
duira localement par une e´volution purement e´lastique et donc une e´volution macrosco-
pique e´lastique soit F < 0. Si au contraire il existe une partie de Ωs sur laquelle σ(x)
appartient a` la frontie`re de Gs, de la plasticite´ peut apparaˆıtre a` l’e´chelle microscopique
et donc a` l’e´chelle macroscopique via (8.10) et (8.12) soit donc F = 0. Un choix possible
pour F est donc [93] :
F = sup
  ∈Ωs
f s (σ(x)) (8.32)
Un tel crite`re posse`de les proprie´te´s usuelles d’un crite`re de plasticite´ :
• F < 0 ⇒ ∀x ∈ Ωs, f s (σ(x)) < 0 ⇒ ε˙pl = 0 ⇒ E˙pl = 0 et v˙pl = 0
Ceci signifie que pour toute e´volution du chargement (Σ˙, p˙), la re´ponse du v.e.r.
est localement et globalement e´lastique.
• F = 0 et F˙ < 0 ⇒ ∀x ∈ Ωs


f s (σ(x)) = 0 et f˙ s (σ(x)) < 0
ou
f s (σ(x)) < 0
Dans ce cas, la re´ponse est encore localement et globalement e´lastique.
• F = 0 et F˙ = 0
Dans ce dernier cas, de la plasticite´ peut apparaˆıtre dans la matrice (ε˙pl 6= 0) im-
pliquant une possible e´volution plastique du v.e.r. (E˙
pl 6= 0, v˙pl 6= 0).
La fonction F de´finit donc bien un crite`re de plasticite´ macroscopique dont il s’agit main-
tenant d’identifier les arguments. Le champ σ(x) figurant dans (8.32) est la solution
(8.15) du proble`me P (8.2). D’une part, il paraˆıt naturel d’apre`s (8.15) de de´signer Σ et
p comme arguments naturels de F ; le domaine d’e´lasticite´ actuel note´ Dhom correspond
a` l’ensemble de R7 des couples (Σ, p) pour lesquels F est ne´gatif ou nul. D’autre part,
on note que σ(x) solution de P (8.2) de´pend du champ εpl(x) actuel ou de manie`re
e´quivalente de σR(x) donc le domaine Dhom ainsi que F doivent de´pendre de ce champ :
(Σ, p) ∈ Dhom (σR) ⇔ F (Σ, p,σR) ≤ 0 (8.33)
avec
F
(
Σ, p,σR
)
= sup
  ∈Ωs
f s
(
 (x) : (Σ + p 1)− p 1 + σR(x)) (8.34)
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E´crit en (8.34), F est clairement une fonction convexe de l’argument (Σ, p) car c’est la
borne supe´rieure d’une fonction convexe applique´e a` une combinaison line´aire de (Σ, p)
en diffe´rents points.
Le champ σR(x) solution de PR (8.2) n’est modifie´ que si εpl(x) subit des variations,
autrement dit, si la matrice posse`de des zones en charge plastique. Ainsi σR(x) apparaˆıt
comme une infinite´ (puisque c’est un champ) de parame`tres d’e´crouissage controˆlant la
forme du domaine d’e´lasticite´ actuel Dhom(σR).
8.4 La re`gle d’e´coulement macroscopique dans le cas
associe´
Pour achever la de´termination du comportement plastique, de´terminons maintenant une
re`gle prescrivant l’e´volution de Epl et vpl valable uniquement dans le cas ou` la plasticite´
microscopique est associe´e, c’est-a`-dire lorsque le “principe du travail plastique maximum”
[91] est satisfait a` l’e´chelle microscopique :
∀σ∗ ∈ Gs (σ − σ∗) : ε˙pl ≥ 0 (8.35)
Pour cela, on adapte au cas de la poroplasticite´ des re´sultats obtenus dans [21] ou [102].
La proprie´te´ (8.35) montre que ε˙pl = 0 si σ est dans l’inte´rieur de Gs tandis que ε˙pl
appartient au coˆne des normales exte´rieures a` Gs au point σ si celui-ci est sur la frontie`re
de Gs. On retrouve donc le comportement de´ja` e´voque´ en (4.54) et notamment lorsque
Gs est re´gulier en σ :
ε˙pl = λ˙
∂f s
∂σ
, λ˙ ≥ 0 (8.36)
Examinons comment se transpose le “principe du travail plastique maximum” a` l’e´chelle
macroscopique. Conside´rons un e´tat quelconque (Σ∗, p∗) appartenant a` Dhom(σR). Par
de´finition de Dhom(σR), le champ σ∗ de´fini par :
σ∗(x) =  (x) : (Σ∗ + p∗ 1)− p∗ 1 + σR(x) (8.37)
est solution du proble`me P (8.2) e´crit avec Σ∗ et p∗ et appartient en tout point de la
phase solide a` Gs. Il existe donc un chemin purement e´lastique entre l’e´tat actuel (Σ, p)
et (Σ∗, p∗). La diffe´rence entre (8.15) et (8.37) donne :
σ(x)− σ∗(x) =  (x) :
(
Σ−Σ∗ + (p− p∗) 1
)
− (p− p∗) 1 (8.38)
En effectuant la moyenne de (8.35) sur la phase solide et en exploitant (8.38), il vient :
(1− ϕ) < (σ − σ∗) : ε˙pl >Ωs = (1− ϕ) < ε˙pl :  >Ωs:
(
Σ−Σ∗ + (p− p∗) 1
)
− (p− p∗) (1− ϕ) 1 :< ε˙pl >Ωs (8.39)
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Utilisant (8.10) et (8.12), (8.39) devient :
(1− ϕ) < (σ − σ∗) : ε˙pl >Ωs= (Σ−Σ∗) : E˙pl + (p− p∗) v˙pl (8.40)
D’apre`s (8.35) et (8.40), le “principe du travail plastique maximum” s’e´crit a` l’e´chelle
macroscopique :
∀(Σ∗, p∗) ∈ Dhom(σR) (Σ−Σ∗) : E˙pl + (p− p∗) v˙pl ≥ 0 (8.41)
On en de´duit imme´diatement que E˙
pl
= 0 et v˙pl = 0 si (Σ, p) appartient a` l’inte´rieur de
Dhom(σR) tandis que (E˙pl, v˙pl) appartient au coˆne des normales exte´rieures a` Dhom(σR)
au point (Σ, p) si ce dernier est situe´ sur la frontie`re de Dhom(σR). En particulier, si
Dhom(σR) est re´gulier en (Σ, p), la re`gle de normalite´ s’e´crit :
E˙
pl
= Λ˙
∂F
∂Σ
(
Σ, p,σR
)
v˙pl = Λ˙
∂F
∂p
(
Σ, p,σR
) avec Λ˙ ≥ 0 (8.42)
Ainsi, dans le cadre de la plasticite´ associe´e, la re`gle d’e´coulement macroscopique indique
l’e´volution du taux de de´formation plastique ainsi que de la partie plastique du taux de
porosite´. Le re´sultat important ici est que chacune de ces grandeurs physiques s’e´crit
comme le produit de la de´rive´e de F par rapport a` sa grandeur duale par le meˆme
multiplicateur plastique Λ˙.
La de´monstration n’est bien entendu plus valable lorsque la plasticite´ microscopique est
non associe´e. L’homoge´ne´isation du potentiel plastique reste un proble`me ouvert.
Chapitre 9
Contrainte effective en poroplasticite´
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Le crite`re de plasticite´ macroscopique a e´te´ obtenu au chapitre pre´ce´dent comme une
fonction du tenseur des contraintes macroscopiques Σ, de la pression du fluide p et du
champ de contrainte re´siduel σR (8.34). Comme nous l’avions fait dans le cadre de la
poroe´lasticite´ et des crite`res de rupture, nous nous posons naturellement la question de
l’existence d’une contrainte effective dont serait fonction le crite`re F .
9.1 Existence d’une contrainte effective poroplastique
9.1.1 Une condition ne´cessaire et suffisante
Supposons tout d’abord qu’il existe une contrainte effective de´finie par une fonction :
Σˆ : R7 → R6
(Σ, p) 7→ Σˆ(Σ, p)
(9.1)
telle que F s’e´crive :
F
(
Σ, p,σR
)
= Fˆ
(
Σˆ(Σ, p),σR
)
(9.2)
On admet en outre que, pour toute pression p, l’application R6 → R6, Σ 7→ Σˆ (Σ, p) est
inversible et de classe C1.
Afin d’examiner les conse´quences de l’hypothe`se (9.2), on se place dans une situation de
chargement (Σ, p) et d’e´tat re´siduel σR a` partir de laquelle de la plasticite´ peut apparaˆıtre
i.e. le crite`re macroscopique est sature´ F = 0. Ceci signifie d’apre`s (8.32) que l’ensemble
suivant est non vide :
Ωspl = {x ∈ Ωs | f s (σ(x)) = 0} (9.3)
On conside`re alors une e´volution (Σ˙, p˙) laissant Σˆ invariant, ce qui implique une relation
entre Σ˙ et p˙ :
˙ˆ
Σ =
∂Σˆ
∂Σ
: Σ˙ +
∂Σˆ
∂p
p˙ = 0 ⇔ Σ˙ = −p˙
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p
(9.4)
Comme Σˆ reste constant, la valeur de F (9.2) a` e´crouissage (i.e. σR) fixe´ n’est pas affecte´e
et donc un trajet purement e´lastique continue de satisfaire le crite`re. La re´ponse locale
(8.15) est alors e´galement e´lastique :
σ˙(x) = σ˙EL(x) =  (x) :
(
Σ˙ + p˙ 1
)
− p˙ 1 (9.5)
En particulier, en tout point de Ωspl, le crite`re de plasticite´ ne doit pas eˆtre viole´ par
l’e´volution (9.5), ce qui signifie :
∀x ∈ Ωspl f˙ s (σ) =
∂f s
∂σ
(σ) : σ˙EL =
∂f s
∂σ
(σ) :
(
 :
(
Σ˙ + p˙ 1
)
− p˙ 1
)
≤ 0 (9.6)
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Utilisant le couplage (9.4) entre Σ˙ et p˙, la condition (9.6) devient :
∀x ∈ Ωspl
∂f s
∂σ
:


 :

1−
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p

− 1

 p˙ ≤ 0 (9.7)
Or il n’y a aucune restriction impose´e sur le signe de p˙ dans (9.4) donc (9.7) implique
l’e´galite´ :
∀x ∈ Ωspl
∂f s
∂σ
:  :

1−
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p

 = ∂f s
∂σ
: 1 (9.8)
L’e´galite´ (9.8) apparaˆıt donc comme une condition ne´cessaire d’existence d’une contrainte
effective poroplastique. C’est e´galement une condition suffisante. En effet, supposons qu’il
existe une fonction Σˆ(Σ, p) telle que (9.8) soit re´alise´e. Il est alors imme´diat de constater,
en remontant les calculs, qu’une e´volution (Σ˙, p˙) laissant Σˆ constant est telle que le
crite`re de tous les points de Ωspl garde une valeur nulle pour le trajet e´lastique (9.5). Ce
trajet repre´sente donc la solution du proble`me incre´mental. Ainsi le trajet incre´mental
macroscopique est e´galement e´lastique, σR est reste´ invariant et surtout F est reste´e nulle.
Comme F n’est pas modifie´ pour toute e´volution (Σ˙, p˙) laissant Σˆ constant, on en de´duit
que Σˆ et σR sont les seuls arguments de F .
Certains auteurs ont propose´ de construire une contrainte effective poroplastique par
analogie avec celle pre´valant dans le cas e´lastique (citons par exemple [26], [23] et [73])
i.e. Σ + pBpl ou` Bpl s’interpre`te comme un tenseur de Biot plastique. Pour une telle
contrainte effective, le crite`re d’existence (9.8) devient :
∀x ∈ Ωspl
∂f s
∂σ
:  :
(
1−Bpl) = ∂f s
∂σ
: 1 (9.9)
9.1.2 Lien avec la re`gle d’e´coulement dans le cas associe´
On suppose dans ce paragraphe que la plasticite´ microscopique est associe´e au sens (8.36).
On a montre´ a` la section 8.4 que la plasticite´ macroscopique e´tait alors e´galement associe´e
(8.42). En multipliant (9.8) de part et d’autre par λ˙ et en rappelant que λ˙ = 0 dans
Ωs \ Ωspl, on obtient :
∀x ∈ Ωs ε˙pl :  :

1−
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p

 = ε˙pl : 1 (9.10)
En exploitant (8.10) et (8.12), la moyenne de (9.10) implique la relation suivante entre
E˙
pl
et v˙pl :
v˙pl = E˙
pl
:
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p
(9.11)
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Re´ciproquement, supposons qu’il existe une fonction Σˆ (Σ, p) telle que (9.11) soit ve´rifie´e.
On montre alors a` l’aide de (8.42) que dans un cas de charge plastique Λ˙ 6= 0, on a :
∂F
∂p
=
∂F
∂Σ
:
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p
(9.12)
Cette relation implique que F ne de´pend de Σ et p qu’a` travers Σˆ. Prouvons ce re´sultat
en formant l’application suivant pour σR fixe´ :
Θ : R7 → R
(Σˆ, p) 7→ F
(
Σ(Σˆ, p), p,σR
) (9.13)
Cette application a bien un sens puisque, comme R6 → R6, Σ 7→ Σˆ(Σ, p) est inversible,
on peut former son inverse R6 → R6, Σˆ 7→ Σ(Σˆ, p). Pour atteindre notre but, il suffit
donc de montrer que Θ (9.13) ne de´pend pas de p. Afin de de´river Θ par rapport a` p, il
faut de´river Σ par rapport a` p tout en gardant Σˆ constant :
dΣˆ =
∂Σˆ
∂Σ
: dΣ +
∂Σˆ
∂p
dp ⇒ ∂Σ
∂p
∣∣∣Σˆ = −
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p
(9.14)
Le re´sultat souhaite´ s’obtient alors en exploitant (9.14) et (9.12) :
∂Θ
∂p
=
∂F
∂p
− ∂F
∂Σ
:
(
∂Σˆ
∂Σ
)−1
:
∂Σˆ
∂p
= 0 (9.15)
Si la contrainte effective s’e´crit Σ + pBp, la relation (9.11) devient :
v˙pl = E˙
pl
: Bpl (9.16)
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9.2.1 Crite`re purement cohe´rent
Dans ce paragraphe, on conside`re que le crite`re de la phase solide n’est pas affecte´ par la
pression de confinement. On rappelle qu’un tel crite`re ve´rifie :
∀σ ∈ R6 ∀α ∈ R f s (σ + α1) = f s (σ) (9.17)
Les crite`res de Tresca et de von Mises entrent dans cette cate´gorie.
On de´duit de la proprie´te´ (9.17) que le crite`re macroscopique (8.34) s’e´crit :
F
(
Σ, p,σR
)
= sup
  ∈Ωs
f s
(
 (x) : (Σ + p 1) + σR(x)
)
= Fˆ
(
Σ + p 1,σR
)
(9.18)
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Sans aucune hypothe`se faite sur la re`gle d’e´coulement microscopique, on prouve ainsi que
le crite`re macroscopique est re´gi par la contrainte effective de Terzaghi Σ + p1.
Remarques :
• On a montre´ au paragraphe 4.2.2 que cette contrainte effective controˆle e´galement
la re´sistance macroscopique.
• Dans un cadre purement macroscopique, supposant que la re`gle d’e´coulement s’e´crive
a` l’aide d’un potentiel plastique (comme dans les e´quations (8.42) dans le cas associe´
ou en remplac¸ant F par le potentiel plastique dans le cas non associe´), l’hypothe`se
d’incompressibilite´ plastique de la phase solide permet de conclure que c’est encore
la contrainte effective de Terzaghi qui re´git le potentiel (la de´monstration figure
dans [18] et [40]).
L’approche microme´canique apporte ici une information capitale car elle permet de de´montrer
la re´ciproque : si la contrainte effective de Terzaghi controˆle le crite`re de plasticite´ macro-
scopique alors le crite`re local de la phase solide est purement cohe´rent (9.17). Signalons
que pour montrer qu’un mate´riau est purement cohe´rent, il suffit de montrer la validite´ de
la proprie´te´ (9.17) seulement pour les e´tats σ saturant le crite`re (i.e. tels que f s(σ) = 0)
puisque les valeurs non nulles de f s n’ont une influence sur le comportement que par leur
signe (indiquant que l’e´tat de contrainte se situe a` l’inte´rieur ou a` l’exte´rieur de Gs) et
non par leur valeur elle-meˆme.
En prenant Bpl = 1 dans (9.9), il vient :
∀x ∈ Ωspl
∂f s
∂σ
: 1 = 0 (9.19)
Ainsi quel que soit l’e´tat de contrainte atteignant la frontie`re du crite`re local, cet e´tat
ve´rifie (9.19). Une telle proprie´te´ ne peut eˆtre satisfaite que par un crite`re ve´rifiant (9.17)
pour tout σ saturant le crite`re.
On peut aussi montrer ce re´sultat en conside´rant une variation de la pression p tout en
gardant Σ + p1 constant. Comme la contrainte effective reste constante, la re´ponse est
e´lastique aux deux e´chelles. Or σ s’e´crit (8.15) donc faire varier la pression revient a`
ajouter un terme sphe´rique a` l’e´tat de contrainte. On montre donc, selon le raisonnement
figurant dans le paragraphe suivant la condition (9.8), qu’en tout point ou` le crite`re est
sature´, la valeur du crite`re n’est pas modifie´e si l’on ajoute un terme sphe´rique a` la
contrainte. La proprie´te´ (9.17) est donc satisfaite pour tout σ saturant le crite`re.
Si la plasticite´ microscopique est associe´e, d’apre`s (8.36) la relation (9.19) implique que
le mate´riau est plastiquement incompressible i.e. la partie plastique de la de´formation
n’engendre aucune variation de volume. Du point de vue macroscopique, on de´duit alors
de (9.16) :
v˙pl = E˙
pl
: 1 (9.20)
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La relation (9.20) indique que la variation de volume engendre´e par la de´formation plas-
tique macroscopique se traduit inte´gralement par une variation de la partie plastique de
la porosite´. Ceci prouve encore l’incompressibilite´ plastique de la phase solide mais cette
fois-ci d’une manie`re globale.
9.2.2 Crite`re de´pendant de la pression de confinement
Nous avons donc montre´ au paragraphe pre´ce´dent qu’un crite`re local purement cohe´rent
conduisait a` la contrainte effective de Terzaghi mais aussi que cette dernie`re n’e´tait com-
patible qu’avec un tel crite`re local. Conside´rons maintenant un crite`re de´pendant de la
pression de confinement :
f s (σ) = σd − g (σm) ≤ 0 (9.21)
avec g fonction strictement de´croissante (g ′(σm) < 0), concave (pour assurer la convexite´
de f s) et telle que g(0) > 0 (l’origine est dans l’inte´rieur de Gs). Le crite`re de Drucker-
Prager (6.1) avec une cohe´sion non nulle (h > 0) satisfait ces proprie´te´s. En revanche,
comme g′(σm) 6= 0, les crite`res purement cohe´rents ne sont pas concerne´s.
Examinons si on peut trouver une contrainte effective de type Σ + pBpl compatible avec
un crite`re de type (9.21). On sait de´ja` que Bpl ne peut eˆtre e´gal a` 1 puisque le crite`re
local n’est pas purement cohe´rent, ce qui est encore montre´ par le fait que le membre de
droite de (9.9) ne peut eˆtre nul :
∂f s
∂σ
: 1 = −g′ (σm) > 0 (9.22)
Imaginons alors le trajet de chargement suivant :
p = 0 ; Σ = Σ(t)
(
1−Bpl) avec Σ(0) = 0 et Σ′(t) < 0 (9.23)
La re´ponse locale en contrainte se de´duit de (8.15) par :
σ = Σ(t)  :
(
1−Bpl)+ σR (9.24)
On suppose que le chargement macroscopique (initial) nul est dans l’inte´rieur deDhom(σR).
Ceci signifie donc que l’e´tat de contrainte σR, qui joue ici le roˆle d’une contrainte initiale
locale, se situe en tout point dans l’inte´rieur de Gs :
∀x ∈ Ωs f s (σR) < 0 (9.25)
Pour simplifier la de´monstration, on suppose que le domaineDhom(σR) du v.e.r. conside´re´
ici avec ϕ 6= 0 est borne´. Selon un re´sultat de [28], cette proprie´te´ est assure´e si le crite`re
local (9.21) de´finit un domaine inclus dans un coˆne de Drucker-Prager (9.48) d’angle de
frottement suffisamment petit (t ≤√3/5). Par conse´quent, quand Σ(t) de´croˆıt, l’e´volution
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de σ (9.24) passe d’abord par une phase e´lastique (au cours de laquelle σR reste constant)
jusqu’a` ce que Σ atteigne la frontie`re du domaine Dhom(σR) pour une certaine valeur
Σ− < 0 de Σ(t). En multipliant (9.9) par Σ− et en utilisant (9.24), on obtient :
∀x ∈ Ωspl Σ−
∂f s
∂σ
(σ) : 1 =
∂f s
∂σ
(σ) :
(
σ − σR) (9.26)
Exploitant (9.22) et Σ− < 0, on de´duit aise´ment que le membre de gauche de (9.26) est
strictement ne´gatif tandis que le membre de droite est lui strictement positif en raison de
la convexite´ de f s. En effet, a` l’aide de (9.25) et du fait que f s(σ) = 0 sur Ωspl, on a :
∀x ∈ Ωspl
∂f s
∂σ
(σ) :
(
σ − σR) ≥ f s (σ)− f s (σR) = −f s (σR) > 0 (9.27)
On en conclut donc qu’une contrainte effective de la forme Σ + pBpl ne peut eˆtre cohe´rente
avec la classe de mate´riaux ve´rifiant la proprie´te´ (9.21).
9.2.3 Crite`re conique
Ce type de crite`re a de´ja` e´te´ introduit dans le cadre de l’homoge´ne´isation du crite`re de
re´sistance. Un tel crite`re satisfait la proprie´te´ (4.29) rappele´e ici :
∀σ ∈ R6 ∀α ≥ 0 f s (ασ + (1− α) h 1) = α f s (σ) (9.28)
qui implique, en prenant α = 1/(1 + p/h) avec p > −h :
f s (σ) =
(
1 +
p
h
)
f s (σ˜) avec σ˜ =
σ + p 1
1 + p/h
(9.29)
Rappelons que les crite`res de Mohr-Coulomb et de Drucker-Prager entrent dans cette
cate´gorie de crite`res puisque, dans l’espace des contraintes, ils sont repre´sente´s par un
domaine conique de sommet h1 ou` h de´signe la limite en traction isotrope.
En ce qui concerne le crite`re de re´sistance macroscopique (ou l’ensemble des e´tats limites
dans le cas associe´), on a montre´ au paragraphe 4.2.2 que celui-ci s’e´crivait a` l’aide de la
contrainte effective :
Σ˜ =
Σ + p 1
1 + p/h
(9.30)
Examinons maintenant le crite`re de plasticite´. Avec la notation (9.29), on de´duit de (8.15)
que :
σ˜ =  (x) : Σ˜ +
σR(x)
1 + p/h
(9.31)
En exploitant (9.29), (8.32) peut encore s’e´crire :
F
(
Σ, p,σR
)
=
(
1 +
p
h
)
sup
  ∈Ωs
f s (σ˜) =
(
1 +
p
h
)
sup
  ∈Ωs
f s
(
 (x) : Σ˜ +
σR(x)
1 + p/h
)
(9.32)
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Or le produit de F par n’importe quelle fonction strictement positive de (Σ, p) ne modifie
en rien la forme du domaine actuel d’e´lasticite´ Dhom(σR) ni le crite`re d’activation de la
plasticite´. On peut donc remplacer l’expression (9.32) par la suivante :
F
(
Σ, p,σR
)
= sup
  ∈Ωs
f s (σ˜) = sup
  ∈Ωs
f s
(
 (x) : Σ˜ +
σR(x)
1 + p/h
)
(9.33)
On de´duit de (9.33) que, partant de σR = 0 (e´tat intial naturel), le crite`re de premie`re
plastification est controˆle´ par Σ˜ (9.30) :
F (Σ, p, 0) = Fˆ
(
Σ˜
)
= Fˆ
(
Σ + p 1
1 + p/h
)
(9.34)
Quand l’e´tat intial est pre´contraint (σR 6= 0), l’expression du crite`re (9.33) e´crit comme
une fonction de (Σ˜, p,σR) de´pend explicitement de p, ce qui laisse penser que Σ˜ n’est
pas une contrainte effective. Supposons que Σ˜ est une contrainte effective plastique et
montrons que cette hypothe`se conduit a` une absurdite´.
Partons d’un e´tat ou` F = 0 et conside´rons une e´volution (Σ˙, p˙) laissant Σ˜ constant.
D’apre`s (9.2) avec Σˆ = Σ˜, aucune plasticite´ ne peut donc apparaˆıtre. En reproduisant
le raisonnement ayant mene´ a` (9.6) et en l’adaptant au cas ou` le crite`re macroscopique
s’e´crit (9.33), le crite`re local n’est pas viole´ dans cette e´volution e´lastique si et seulement
si :
∀x ∈ Ωspl −
∂f s
∂σ
(σ˜) : σR p˙ ≤ 0 (9.35)
Comme (9.35) est ve´rifie´ quel que soit le signe de p˙, on en de´duit :
∀x ∈ Ωspl
∂f s
∂σ
(σ˜) : σR = 0 (9.36)
En outre, par de´rivation de (9.28) par rapport a` σ, on a :
∀σ ∈ R6, ∀α ≥ 0 ∂f
s
∂σ
(ασ + (1− α) h 1) = ∂f
s
∂σ
(σ) (9.37)
Prenant α = 1/(1 + p/h) dans (9.37) et rappelant (8.15), on obtient :
∂f s
∂σ
(σ˜) =
∂f s
∂σ
(σ) (9.38)
Utilisant (9.38), (9.36) devient :
∀x ∈ Ωspl
∂f s
∂σ
(σ) : σR = 0 (9.39)
Une nouvelle de´rivation de (9.36) par rapport au temps, alors que Σ˜ et σR demeurent
constants, donne :
∀x ∈ Ωspl σR :
∂2f s
∂σ2
(σ˜) : σR = 0 (9.40)
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ou` ∂2f s/∂σ2 de´signe la Hessienne re´pute´e positive de f s. De´rivant a` nouveau (9.37) par
rapport a` σ et prenant encore α = 1/(1 + p/h), on de´duit de (9.40) que :
∀x ∈ Ωspl σR :
∂2f s
∂σ2
(σ) : σR = 0 (9.41)
D’apre`s un re´sultat classique d’alge`bre quadratique, le noyau d’une forme quadratique
gardant un signe constant (par exemple positif) co¨ıncide avec son coˆne isotrope i.e. si q
de´signe une forme biline´aire syme´trique positive sur RN , on a :{
x ∈ RN | ∀y ∈ RN q (x,y) = 0} = {x ∈ RN | q (x,x) = 0} (9.42)
Utilisant ce re´sultat, on de´duit de la positivite´ de la Hessienne ∂2f s/∂σ2 due a` la convexite´
de f s que (9.41) implique :
∀x ∈ Ωspl
∂2f s
∂σ2
(σ) : σR = 0 (9.43)
On a envisage´ un certain trajet de chargement pour de´montrer la relation (9.43) mais celle-
ci ne fait intervenir que des champs dans leur e´tat actuel. Il est donc tout-a`-fait possible
de conside´rer un autre trajet de chargement a` partir de l’e´tat actuel, (9.43) restant alors
valable a` chaque instant. On imagine maintenant une e´volution du chargement ˙˜Σ induisant
de la plasticite´ ; ceci est possible puisque F = 0. La de´rivation de (9.39) par rapport au
temps fournit :
∀x ∈ Ωspl σ˙ :
∂2f s
∂σ2
(σ) : σR +
∂f s
∂σ
(σ) : σ˙R = 0 (9.44)
A` l’aide de (9.43), (9.44) devient :
∀x ∈ Ωspl
∂f s
∂σ
(σ) : σ˙R = 0 (9.45)
Introduisant la de´composition (8.15) dans (9.45), on obtient :
∀x ∈ Ωspl
∂f s
∂σ
(σ) : σ˙EL =
∂f s
∂σ
(σ) : σ˙ (9.46)
Comme la phase solide est parfaitement plastique, le membre de droite de (9.46) ne
peut eˆtre que ne´gatif ou nul. Ceci implique par conse´quent que le crite`re local n’est pas
viole´ en ne conside´rant que la partie e´lastique de l’e´volution du champ de contrainte
microscopique :
∀x ∈ Ωspl
∂f s
∂σ
(σ) : σ˙EL ≤ 0 (9.47)
En d’autres termes, une e´volution purement e´lastique du v.e.r. (σ˙ = σ˙EL) est parfai-
tement cohe´rente avec toutes les e´quations du proble`me. Or la solution en contrainte
est unique [91], ce qui contredit la possiblite´ de suivre le moindre trajet comportant de
la plasticite´. La contrainte Σ˜ ne peut donc eˆtre pertinente pour controˆler le crite`re de
plasticite´ macroscopique.
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9.2.4 Crite`re macroscopique d’une sphe`re creuse de Drucker-
Prager pressurise´e
De manie`re a` illustrer l’absence de contrainte effective dans le cas d’une phase solide
de Drucker-Prager, on se propose d’examiner l’e´volution du domaine d’e´lasticite´ d’une
sphe`re creuse dont le pore est sature´ par un fluide sous pression et dont la paroi ex-
terne est soumise a` une traction isotrope. Comme nous l’avions constate´ dans la partie
consacre´e au crite`re de re´sistance, cette structure s’ave`re riche en enseignement car, meˆme
si elle ne respecte pas toujours la condition de se´paration d’e´chelle (la porosite´ n’est pas
force´ment infinite´simale), elle constitue un mode`le conceptuel de milieu poreux qui per-
met des de´veloppements analytiques complets dans des cas de chargement respectant
la syme´trie sphe´rique. De plus, la syme´trie sphe´rique de la structure et du chargement
conduisent a` une e´quivalence rigoureuse entre des conditions aux limites en de´formations
homoge`nes et des conditions aux limites en contraintes homoge`nes au contour.
Le domaine a ≤ r ≤ b est occupe´ par un mate´riau homoge`ne e´lasto-plastique avec une
e´lasticite´ line´aire et une plasticite´ parfaite de crite`re de Drucker-Prager
f s (σ) = σd + t (σm − h) (9.48)
et le domaine r < a est occupe´ par un fluide sous pression. La porosite´ vaut donc ici
ϕ = (a/b)3. Le domaine solide est soumis sur la paroi interne (r = a) a` la pression p du
fluide et sur la paroi externe (r = b) a` une traction Σ (cf. Fig. 9.1). On conside`re un trajet
de chargement (p(t),Σ(t)) radial i.e. tel que p(t) = ηΣ(t) ou` η est un re´el positif et Σ(t)
est une fonction croissante avec Σ(0) = 0. On introduit la notation suivante cohe´rente
avec (9.30) :
Σ˜ =
Σ + p
1 + p/h
(9.49)
La syme´trie de la ge´ome´trie et du chargement ainsi que l’isotropie du mate´riau nous
incitent a` re´soudre le proble`me en conside´rant un champ de contrainte de la forme :
σ (x) = σrr (r)er ⊗ er + σθθ (r) (eθ ⊗ eθ + eφ ⊗ eφ) (9.50)
Avant d’atteindre la charge limite, l’e´volution de la sphe`re creuse pre´sente deux phases :
une phase e´lastique et phase de plasticite´ contenue :
• Phase e´lastique
La solution comple`te du proble`me e´lastique est donne´e dans [92]. Le champ de
contrainte s’e´crit :
∀a ≤ r ≤ b


σrr = A− 2B
r3
σθθ = A +
B
r3
avec
A = −p + Σ + p
1− ϕ
B =
a3
2
Σ + p
1− ϕ
(9.51)
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La solution (9.51) demeure valide tant que le crite`re (9.48) garde une valeur ne´gative.
En rappelant que l’on conside`re un chargement tel que p ≥ 0 et Σ ≥ 0, on a par
conse´quent Σ + p ≥ 0 et le crite`re s’e´crit ici :
∀a ≤ r ≤ b f s (σ) =
√
3
2
Σ + p
1− ϕ
(a
r
)3
+ t
(
−p− h+ Σ + p
1− ϕ
)
(9.52)
Il de´coule de (9.52) que la premie`re plastification apparaˆıt sur la paroi interne du
solide (r = a) quand Σ˜ atteint la valeur Σ˜e :
Σ˜e = h β (1− ϕ) avec 0 ≤ β = t
t+
√
3/2
≤ 1
2
(9.53)
On s’attendait e´videmment a` ce que Σ˜ controˆle la premie`re plastification puisque ce
re´sultat a e´te´ de´montre´ dans le cas ge´ne´ral a` la section 9.2.3.
• Phase de plasticite´ contenue
Au cours de cette phase, le solide est divise´ en deux zones (cf. Fig. 9.1) : une
couronne e´lastique (c ≤ r ≤ b) ou` la plasticite´ n’a pas encore e´te´ active´e et une
zone plastique (a ≤ r ≤ c) se propageant a` partir du rayon inte´rieur. Introduisant
p
Σ
a
c
b
zone e´lastique
zone plastifie´e
Fig. 9.1 – Sphe`re creuse de Drucker-Prager sature´e
la notation pc = −σrr(c), l’expression de σ dans la couronne e´lastique (c ≤ r ≤ b)
s’obtient aise´ment a` partir de celle de la phase e´lastique en remplac¸ant a par c et p
par pc :
∀c ≤ r ≤ b


σrr = A
′ − 2B
′
r3
σθθ = A
′ +
B′
r3
avec
A′ = −p+ Σ + pc
1− (c/b)3
B′ =
c3
2
Σ + pc
1− (c/b)3
(9.54)
et (9.53) devient maintenant :
Σ + pc
1 + pc/h
= h β
(
1− (c/b)3) (9.55)
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Nous devons maintenant de´terminer l’expression de σ dans la couronne plastique.
Commenc¸ons par remarquer sur (9.51) que, durant la phase e´lastique, σθθ ≥ σrr car
on a conside´re´ Σ + p ≥ 0. On suppose que cette relation entre les composantes de σ
persiste dans la zone plastifie´e ou` la saturation du crite`re (f s(σ) = 0) s’e´crit alors :
f s (σ) =
(√
2
3
+
2
3
t
) [
(σθθ − σrr) + 3
2
β (σrr − h)
]
= 0 (9.56)
L’e´quation d’e´quilibre d’un champ du type (9.50) est donne´e par :
∂σrr
∂r
+ 2
σrr − σθθ
r
= 0 (9.57)
En tenant compte de (9.56), l’inte´gration de (9.57) entre a et c conduit a` la relation
suivante entre p et pc :
pc + h = (p + h)
(a
c
)3β
(9.58)
L’e´limination de pc entre (9.55) et (9.58) fournit une relation entre Σ˜ et le rayon c :
Σ˜ =
Σ + p
1 + p/h
= h
{(a
c
)3β [
β
(
1−
(c
b
)3)
− 1
]
+ 1
}
(9.59)
Deux cas extreˆmes peuvent eˆtre conside´re´s dans l’e´quation (9.59) :
→ c = a correspond au crite`re de premie`re plastification (9.53),
→ c = b correspond a` l’e´tat limite Σ˜+ relatif a` un chargement (p,Σ) re´pute´ appar-
tenir a` la frontie`re du domaine de re´sistance macroscopique :
Σ˜+ = h
(
1− ϕβ) (9.60)
Remarquons que nous avons pu construire la solution en contrainte en ne conside´rant
que les e´quations statiques et le crite`re sans aucune re´fe´rence a` la cine´matique. Les
re´sultats sont donc valables quelle que soit la re`gle d’e´coulement (plasticite´ associe´e
ou non). Nous avions de´ja` note´ au chapitre 6 que l’estimation des e´tats limites d’un
milieu poreux de Drucker-Prager ne de´pendait pas de la re`gle d’e´coulement.
E´tant donne´ que l’objectif du proble`me est de de´crire l’e´volution du domaine actuel
d’e´lasticite´ au cours du processus de chargement au moins au voisinage de l’e´tat (p,Σ)
actuel, il faut proce´der a` une de´charge e´lastique a` partir de cet e´tat actuel et rechercher
les points de nouvelle plastification dans son voisinage. Dans la suite de ce proble`me,
la notation δX est utilise´e pour de´signer la variation de la grandeur physique X entre
sa valeur atteinte dans le processus de charge plastique et la valeur obtenue apre`s une
de´charge e´lastique conduisant a` la de´termination du domaine d’e´lasticite´ actuel. Ainsi la
variation du champ de contrainte δσ est donne´e par :
∀a ≤ r ≤ b


δσrr = δA− 2δB
r3
δσθθ = δA+
δB
r3
avec
δA = −δp+ δ (Σ + p)
1− ϕ
δB =
a3
2
δ (Σ + p)
1− ϕ
(9.61)
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Le domaine d’e´lasticite´ au voisinage de l’e´tat actuel (p,Σ) est de´crit a` l’aide de trajets
e´lastiques (δp, δΣ) tels que :
sup
a≤r≤c
f s (σ + δσ) = 0 (9.62)
Exploitant la forme (9.50) de σ et la solution (9.61), (9.62) devient :
sup
a≤r≤c
{√
6
δB
r3
+ t δA
}
= sup
a≤r≤c
{(√
3
2
(a
r
)3
+ t
)
δ (Σ + p)
1− ϕ − t δp
}
= 0 (9.63)
Deux cas de chargement peuvent alors eˆtre envisage´s :
• δ (Σ + p) > 0
On de´duit de (9.63) que la nouvelle plastification apparaˆıt en r = a et :
δΣ = (β (1− ϕ)− 1) δp (⇒ δp > 0) (9.64)
• δ (Σ + p) < 0
D’apre`s (9.63), on conclut que la nouvelle plastification apparaˆıt en r = c et :
δΣ =
(
β (1− ϕ)
β
(
1− (a/c)3)+ (a/c)3 − 1
)
δp (⇒ δp < 0) (9.65)
Dans les deux directions, la variation de Σ est line´aire par rapport a` celle de p mais,
pour c 6= a, les pentes (9.64) et (9.65) sont diffe´rentes selon la variation (croissante ou
de´croissante) de p. Si δp > 0, la pente (9.64) ne de´pend pas de la valeur de c et correspond
a` la pente du crite`re de premie`re plastification de´finissant le domaine initial d’e´lasticite´
d’e´quation Σ˜ = Σ˜e (9.53). Si au contraire δp < 0, la pente (9.65) est affecte´e par l’extension
de la zone de´ja` plastifie´e. La frontie`re du domaine d’e´lasticite´ actuel est donc localement
biline´aire et pre´sente un point anguleux au niveau de l’e´tat actuel du chargement (p,Σ)
(cf Fig. 9.2). Par conse´quent Σ˜ (9.49) ne peut eˆtre une contrainte effective puisque si tel
e´tait le cas, la frontie`re du domaine serait line´aire. Si c = a, les pentes (9.64) et (9.65)
co¨ıncident puisque le crite`re est celui de la premie`re plastification.
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Fig. 9.2 – E´volution du domaine d’e´lasticite´ actuel - ϕ = 20%, t = 0.5
Quatrie`me partie
IRRE´VERSIBILITE´S DANS LES
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Chapitre 10
Mode´lisation des fissures et
comportement re´versible
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10.1 Lien entre le mode`le 2-D et le mode`le 3-D de fissure 201
L’objectif poursuivi dans cette partie est de construire le comportement macroscopique
d’un milieu fissure´. De nombreux re´sultats concernant l’homoge´ne´isation des milieux fis-
sure´s se sont fonde´s sur la the´orie de la Me´canique de la Rupture (citons entre autres
[20], [1], [59], [63], [64], [83]). Une alternative a` cette the´orie consiste a` mode´liser les fis-
sures comme des objets tridimensionnels repre´sente´s par des ellipsoides aplatis auxquels
il est possible d’appliquer les sche´mas de l’homoge´ne´isation des milieux ale´atoires ([79],
[32]). Dans le cadre d’un comportement re´versible, quelques e´tudes ont montre´ que cette
approche permettait de retrouver les re´sultats issus de la Me´canique de la Rupture ([32],
[81], [31], [84]) mais qu’elle pouvait en outre rendre compte de situations plus complexes
incluant des interactions entre fissures ainsi que des he´te´roge´ne´ite´s dans la matrice. Ce
chapitre rappelle le lien existant entre le mode`le 2-D et le mode`le 3-D de fissure puis
diffe´rents comportements re´versibles obtenus a` partir des re´sultats du chapitre 2 base´s
sur le proble`me d’Eshelby.
10.1 Lien entre le mode`le 2-D et le mode`le 3-D de
fissure
10.1.1 Cohe´rence ge´ome´trique
Le point de vue bidimensionnel consiste a` mode´liser une fissure au sein d’une matrice
Ωs comme deux surfaces semblables se´pare´es par une distance infinite´simale par rapport
a` l’extension de la fissure de sorte qu’il soit possible de conside´rer que ces surfaces sont
superpose´es et correspondent a` une interface F a` une e´chelle (macroscopique) ou` la fissure
repre´sente une he´te´roge´ne´ite´. On se limite ici aux fissures planes et on de´signe par n
la normale au plan de la fissure. On de´signe par F+ la face supe´rieure et par F− la
face infe´rieure telles que n est dirige´ de F− vers F+. Pour pouvoir faire le lien avec
le mode`le tridimensionnel, il faut en outre mode´liser F comme un disque de rayon R
(ou e´ventuellement comme une bande de largeur 2R si on se place dans le cadre des
de´formations planes).
Le mode`le tridimensionnel consiste a` conside´rer la fissure comme un ellipsoide aplati I
(cf. Fig. 10.1) de rayon R et de rapport d’aspect infinite´simal ω  1 (ou un cylindre a`
base elliptique de grand axe de longueur 2R et de rapport d’aspect infinite´simal dans le
cadre des de´formations planes). Maintenant que le lien ge´ome´trique est effectue´, il faut
assurer la cohe´rence entre les cine´matiques propres a` ces deux mode`les du point de vue
de leur impact macroscopique.
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fissures v.e.r. Ω
Fig. 10.1 – Mode´lisation ge´ome´trique des fissures
10.1.2 Cohe´rence cine´matique
Au cours de l’e´volution du domaine, les points en vis-a`-vis des faces de la fissure peuvent
avoir des cine´matiques diffe´rentes engendrant une discontinuite´ de de´placement [[ξ ]] = ξ+ − ξ−
ou` ξ+ (resp. ξ−) de´signe le champ de de´placement sur la face supe´rieure (resp. infe´rieure).
Les variables cine´matiques pertinentes a` l’e´chelle macroscopique sont la moyenne de la
discontinuite´ normale de de´placement β et la moyenne de la discontinuite´ tangentielle de
de´placement γ :
1
SF
∫
F
[[ξ ]] dS = β n + γ avec γ · n = 0 et SF = pi R2 (10.1)
Dans un raisonnement de changement d’e´chelle, il est utile de rappeler que la de´formation
macroscopique est obtenue par moyenne du champ microscopique (1.28). Il s’agit donc de
calculer l’inte´grale de ε sur le v.e.r. a` laquelle la contribution de la fissure vue comme
une interface ou` existe une discontinuite´ de de´placement est, d’apre`s (1.23) :∫
F
[[ξ ]]
s⊗ ndS = SF
(
β n⊗ n + γ s⊗ n
)
(10.2)
Conside´rons maintenant la fissure en tant qu’objet tridimensionnel. Dans le contexte de
la pre´sente e´tude ou` les diffe´rents composants du v.e.r. sont dote´s d’un comportement
e´lasto-plastique, le champ de de´placement est continu. La contribution de la fissure a`
l’inte´grale de ε est alors simplement :∫
I
ε dΩ = VI < ε >I avec VI =
4
3
pi R3 ω (10.3)
La cohe´rence cine´matique entre les deux mode`les se traduit alors par l’e´galite´ entre les
deux expressions (10.2) et (10.3) :
β n⊗ n + γ s⊗ n = VI
SF
< ε >I=
4R
3
ω < ε >I (10.4)
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Comme β et γ sont des grandeurs finies, il de´coule de (10.4) que < ε >I= O (1/ω) et on
note :
η = ω < ε >I=
3
4R
(
β n⊗ n + γ s⊗ n
)
(10.5)
La de´composition de (10.4) sur les parties sphe´rique et de´viatorique donne, compte tenu
de (10.5) :
β =
4R
3
ω < εv >I=
4R
3
ηv (10.6)
β
(
n⊗ n− 1
3
1
)
+ γ
s⊗ n = 4R
3
ω < εd >I=
4R
3
ηd (10.7)
Il reste encore a` ve´rifier la cohe´rence entre le comportement de la fissure bidimensionnelle
et celui de l’ellipsoide. Cette cohe´rence sera assure´e dans la suite par un choix judicieux
du comportement du mate´riau fictif occupant l’ellipsoide c’est-a`-dire un choix adapte´ au
type de fissure bidimensionnelle que l’on cherche a` mode´liser.
L’inte´reˆt de l’approche tridimensionnelle de la fissure est qu’elle permet de traiter un
proble`me sur un milieu fissure´ a` l’aide des outils d’homoge´ne´isation base´s sur le proble`me
d’Eshelby (cf. 2). Elle pre´sente e´galement l’avantage par rapport a` la Me´canique de la
Rupture de pouvoir s’affranchir de l’hypothe`se de dilution ainsi que de l’homoge´ne´ite´ de
la matrice.
Le proble`me d’homoge´ne´isation se pose sur un v.e.r. Ω que l’on suppose dans un premier
temps compose´ d’une phase matricielle Ωs dans laquelle sont plonge´es plusieurs fissures de
meˆme orientation n, meˆme rayon R, meˆme rapport d’aspect ω et meˆme comportement.
Soit N le nombre de fissures par unite´ de volume, on appelle  le parame`tre de densite´
de fissure introduit dans [20] :
 = N R3 (10.8)
La famille de fissures occupe le domaine note´ Ωf dont la fraction volumique vaut :
ϕf =
|Ωf |
|Ω| =
4
3
pi  ω (10.9)
On note que, comme ω est fonde´ a` tendre vers 0, la fraction volumique ϕf est infinite´simale.
Il faut toutefois noter que cela n’est pas une condition suffisante pour ne´gliger les inter-
actions entre les he´te´roge´ne´ite´s (ici les fissures) car ϕf , qui tend vers 0, n’est pas le bon
parame`tre pour mesurer celles-ci. En raison de la forme en ellipsoide aplati des fissures,
le bon parame`tre pour de´terminer l’impact des interactions est  (10.8). En particulier,
ce n’est que si  est infinite´simal que le sche´ma dilue´ est pertinent.
Dans la suite, nous allons utiliser les re´sultats du proble`me d’Eshelby (cf. annexe 3.1) pour
estimer la localisation de la de´formation dans les fissures intervenant dans (10.4). Toutes
les fissures, ayant la meˆme forme et la meˆme orientation, pre´senteront donc le meˆme e´tat
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de de´formation, ce qui sous-entend que la moyenne de ε calcule´e sur une fissure dans
(10.4) est e´gale a` la moyenne sur le domaine Ωf .
On peut e´galement e´tendre le raisonnement a` plusieurs familles de fissures indexe´es par
j ∈ {1, . . . , N}. Une famille regroupe toutes les fissures ayant meˆme orientation nj, meˆme
rayon Rj, meˆme rapport d’aspect ωj et meˆme comportement. Si Nj de´signe le nombre de
fissures par unite´ de volume de la j e`me famille, le parame`tre de densite´ de fissure j de
cette famille s’e´crit :
j = Nj R3j (10.10)
La j e`me famille occupe le domaine note´ Ωj dont la fraction volumique vaut :
ϕj =
|Ωj|
|Ω| =
4
3
pi j ωj (10.11)
10.2 Comportement re´versible des fissures
Cette section traite de diffe´rents types de fissures ne mettant pas en jeu de phe´nome`nes
dissipatifs (fissures ouvertes, fissures ferme´es adhe´rentes et fissures ferme´es lisses). Elle
rappelle les re´sultats obtenus dans [31] et [33]. La phase solide est e´lastique line´aire
de tenseur d’e´lasticite´   s. Pour chaque type de fissure, on construit un mate´riau fictif
e´lastique line´aire de tenseur d’e´lasticite´   j occupant l’espace tridimensionnel de la fissure.
Le comportement macroscopique du milieu fissure´ est e´lastique line´aire et s’obtient par
la me´thode base´e sur les re´sultats du proble`me d’Eshelby (cf. annexe 3.1) et expose´e a` la
section 2.1.4. En tenant compte de la relation de cohe´rence (2.11), le tenseur d’e´lasticite´
macroscopique (2.17) peut s’e´crire ici :
 hom =   s +
N∑
j=1
ϕj
(
  j −   s) :   j avec   j =<   >Ωj (10.12)
=   s +
4
3
pi
N∑
j=1
j
(
  j −   s) : (ωj   j) (10.13)
=   s :
(
 − 4
3
pi
N∑
j=1
j
(
 −   s−1 :   j) : (ωj   j)
)
(10.14)
ou` les   j peuvent eˆtre estime´s par le proble`me auxiliaire d’Eshelby. Il est impe´ratif a`
ce stade de noter que   j de´pend de ωj. Or d’apre`s la relation (10.5), on s’attend a` des
de´formations singulie`res dans les fissures donc a` d’e´ventuelles grandes variations de ωj
rendant alors le proble`me de localisation non line´aire. Il est bien mis en e´vidence dans
[33] que ces non line´arite´s ge´ome´triques imposent d’e´crire la localisation en vitesse ; ωj
e´tant alors fixe´ a` sa valeur instantane´e, la localisation en vitesse est de nature line´aire et
s’e´crit formellement a` l’aide du meˆme tenseur   j. On note sur (10.13) que c’est en re´alite´
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la limite de ωj  
j lorsque ωj tend vers 0 qu’il va falloir estimer. D’apre`s (10.5) transpose´
en vitesse, la cohe´rence entre les mode´lisations impose a` cette limite d’eˆtre finie. En
remplac¸ant ωj  
j par celle-ci, il apparaˆıt que le tenseur d’e´lasticite´ tangent identique a`
(10.14) ne de´pend plus des non line´arite´s ge´ome´triques. Si, au cours du processus de
chargement, les fissures ne changent pas de statut i.e. gardent un tenseur   j constant, en
inte´grant la loi de comportement en vitesse, il de´coule que le comportement macroscopique
est e´lastique line´aire de tenseur d’e´lasticite´

hom inde´pendant du chargement. Dans le cas
contraire ou` les fissures changent de statut, il faut prendre en compte les modifications
du tenseur tangent au cours du temps. Par exemple, le cas de la fermeture de fissures
initialement ouvertes est traite´ dans [33] ; on montre que l’e´tat des fissures (ouvert ou
ferme´) est gouverne´ par la contrainte macroscopique Σ, ce qui engendre une de´pendance
du tenseur tangent en Σ et rend le comportement macroscopique non line´aire. Pour la
suite, on fait l’hypothe`se que les fissures gardent leur statut au cours du processus de
chargement. Dans ce cas, il est manifeste que le raisonnement base´ sur une localisation
en de´formation, aussi contestable soit-il, conduit au bon re´sultat. Comme on le pre´voyait
en introduisant η (10.5), c’est la localisation de ce dernier tenseur qui joue un roˆle dans
le comportement macroscopique.
En choisissant   j ≤   s (au sens des formes quadratiques) puisque les fissures affaiblissent
le mate´riau sain, l’expression (10.13) met en e´vidence les termes directement responsables
de la mesure de l’endommagement de la phase solide.
Dans le cas ge´ne´ral d’un sche´ma d’estimation base´ sur le proble`me d’Eshelby de milieu
de re´fe´rence   o et en tenant compte de l’interaction (2.35), le tenseur   j est estime´ par :
 
j =
(
 +   jo :
(
  j −   o))−1 :(
ϕs (  +   so : (
  s −   o))−1 +
N∑
k=1
ϕk
(
 +   ko :
(
  k −   o))−1
)−1
(10.15)
ou`   jo de´pend de l’orientation et du rapport d’aspect ωj de la j
e`me famille de fissures ainsi
que de   o tandis que   so, de´pendant aussi de
  o, fait re´fe´rence a` la distribution spatiale de
la phase solide.
Le volume occupe´ par les fissures est infinite´simal donc ϕs ≈ 1 et, en multipliant (10.15)
par ωj, on obtient, en tenant compte de (10.11) :
ωj  
j = ωj
(
 +   jo :
(
  j −   o))−1 :(
(  +   so : (
  s −   o))−1 + 4
3
pi
N∑
k=1
k ωk
(
 +   ko :
(
  k −   o))−1
)−1
(10.16)
Il de´coule de (10.16) que le point crucial de la localisation consiste en la de´termination
de la limite :
  j
o(
  j,nj) = lim
ωj→0
ωj
(
 +   jo (ωj,nj) :
(
  j −   o))−1 (10.17)
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ou` on a rappele´ que   jo de´pendait de ωj et nj.
On obtient donc la relation line´aire reliant η a` la de´formation macroscopique E :
∀x ∈ Ωj η =   jo : E
avec   jo =
  j
o(
  j,nj) :
(
(  +   so : (
  s −   o))−1 + 4
3
pi
N∑
k=1
k
  k
o(
  k,nj)
)−1 (10.18)
Avec cette notation, l’expression de

hom (10.14) devient :
 hom =   s :
(
 − 4
3
pi
N∑
j=1
j
(
 −   s−1 :   j) :   jo
)
(10.19)
Examinons maintenant les diffe´rents mode`les de fissure   j et leur impact sur

hom (10.19)
via l’estimation de la localisation (10.16). Comme nous conside´rerons les effets des diffe´rentes
familles de manie`re inde´pendante, nous omettrons la re´fe´rence a` j.
10.2.1 Cas des fissures ouvertes
Dans une mode´lisation bidimensionnelle, une fissure ouverte se caracte´rise par l’existence
d’un e´cart entre les deux faces de la fissure. Dans le cas sec, une telle fissure repre´sente
donc un espace vide, ce qui entraˆıne la nullite´ du vecteur-contrainte sur l’interface :
σ · n = 0 (10.20)
Cette condition a` l’interface sugge`re naturellement de choisir le vide comme “mate´riau”
fictif occupant l’espace du mode`le tridimensionnel de fissure, c’est-a`-dire un mate´riau
e´lastique line´aire de tenseur d’e´lasticite´   f =

. Signalons que le mode`le tridimensionnel
est capable de rendre compte d’un espace ge´ome´trique entre les faces de la fissure en
conside´rant un rapport d’aspect ω non nul. Toutefois le mode`le de fissure impose que ω
demeure infinite´simal, ce qui implique que la limite (10.17) a bien un sens. Celle-ci est
de´signe´e par le tenseur note´ simplement
 
o =
 
o(
  f =

) introduit dans [79] :
 
o(n) = lim
ω→0
ω (  −   o (ω,n) :   o)−1 = lim
ω→0
ω (  −   o (ω,n))−1 avec   o =   o :   o
(10.21)
Le tenseur
 
o de´pend du milieu de re´fe´rence (
  o) et de l’orientation n de la fissure mais
ne de´pend e´videmment plus de ω. Dans le cas ou` le milieu de re´fe´rence est isotrope, en
orientant la normale a` la fissure dans la direction e3, les composantes du tenseur   o sont
donne´es, au voisinage de ω = 0, par les expressions (3.45) a` (3.50) et le tenseur
 
o par
(12.4).
On examine maintenant deux exemples de v.e.r. pre´sentant des fissures ouvertes. On
envisage notamment deux types de microstructures entraˆınant l’utilisation de sche´mas
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d’homoge´ne´isation diffe´rents. Rappelant que l’indice “o” apparaissant dans plusieurs ten-
seurs ci-avant est relatif au milieu de re´fe´rence du sche´ma choisi, cet indice sera modifie´
en fonction du sche´ma.
Application a` une seule famille de fissures aligne´es
Prenons une seule famille de fissures aligne´es de normale n et supposons que la phase
solide joue le roˆle d’une matrice dans laquelle sont incluses les fissures de sorte que l’on
puisse justifier l’utilisation du sche´ma de Mori-Tanaka i.e.   o =   s (les indices “o” sont
alors remplace´s par “s”). Dans ce cas, la limite de l’e´quation (10.16) devient :
lim
ω→0
ω   f =
 
s(n) :
(
 +
4
3
pi 
 
s(n)
)−1
=
  
s(n) (10.22)
ou`
  
s(n) peut encore s’e´crire (en simplifiant (10.15) dans le cas N = 1 et
  f =

) :
  
s(n) = lim
ω→0
ω
(
 − (1− 4
3
pi ω)   s (ω,n)
)−1
(10.23)
Le tenseur d’e´lasticite´ homoge´ne´ise´ (10.19) s’e´crit alors :
 hom =   s :
(
 − 4
3
pi 
  
s(n)
)
=   s :
(
 +
4
3
pi 
 
s(n)
)−1
(10.24)
En vertu du re´sultat de´montre´ a` la section 3.3, la syme´trie de

hom est assure´e. Toute-
fois, en utilisant le sche´ma de Mori-Tanaka, on effectue une hypothe`se implicite sur la
distribution spatiale des phases (solide et fissures) couple´e avec la forme des inclusions ;
ici la distribution est ellipsoidale avec un rapport d’aspect tendant vers 0. Dans [88], une
nouvelle me´thode d’estimation (fonde´e sur la recherche de bornes) est propose´e. Celle-ci
permet de de´coupler la distribution spatiale des phases et la forme des inclusions.
Application a` une distribution isotrope de fissures
Examinons maintenant le cas d’une re´partition isotrope de fissures : on suppose que la
distribution des orientations des fissures est isotrope et que les rayons sont tous identiques
R. On passe ainsi de N familles dans (10.19) et (10.16) a` une distribution continue. On
appelle ici N le nombre total de fissures par unite´ de volume et  = NR3 le parame`tre
de densite´ de fissure. La distribution e´tant isotrope, l’angle solide sin θ dθ dφ comporte un
nombre de fissure par unite´ de volume valant
dN = N
4 pi
sin θ dθ dφ (10.25)
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Le passage a` cette distribution continue fait intervenir dans (10.16) le groupement :
4
3
pi
N∑
j=1
j ωj
(
 −   jo
)−1 ≡ 
3
∫ 2 pi
φ=0
∫ pi
θ=0
ω (  −   o)−1 sin θ dθ dφ
→
ω→0

3
∫ 2 pi
φ=0
∫ pi
θ=0
 
o sin θ dθ dφ =
4
3
pi    o (10.26)
ou`   o est de´fini comme la moyenne de
 
o lorsque n parcourt la sphe`re unite´. Ce tenseur
est exprime´ en (12.5) dans l’hypothe`se ou`   o est isotrope.
Si les fissures peuvent eˆtre conside´re´es comme une phase inclusionnaire dans la phase
solide matricielle, on utilise le sche´ma de Mori-Tanaka (   o =   s). A` l’aide de (10.19),
(10.15) et du passage au continu (10.26) avec l’indice “o” devenu “s”, on obtient un
tenseur d’e´lasticite´ macroscopique :
 hom =   s :
(
 +
4
3
pi    s
)−1
(10.27)
On s’inte´resse ensuite a` un v.e.r. compose´ d’une phase solide et de fissures avec une
distribution des phases totalement de´sordonne´e de sorte que la phase solide ne puisse plus
eˆtre conside´re´e comme une phase matricielle. On suppose en outre que le de´sordre est tel
que le comportement macroscopique puisse eˆtre conside´re´ comme isotrope :
 ac = 3 kac  + 2µac  =
Eac
1− 2 νac  +
Eac
1 + νac
 (10.28)
L’objectif est de trouver le seuil de percolation d’un tel v.e.r. en appliquant le sche´ma
auto-cohe´rent i.e.   o =

hom =

ac donc les indices “o” sont remplace´s par “ac”.
La distribution de la phase solide e´tant isotrope, on remplace   so dans l’expression (10.16)
par le tenseur   ac relatif a` une sphe`re plonge´e dans le milieu homoge´ne´ise´. De plus, comme

ac est isotrope, l’expression de   ac de´coule de (3.28). Puis, en tenant compte de (10.26),
on exploite (10.19) et (10.16) pour finalement obtenir :
 ac :
(
 +
4
3
pi    ac : (  +   ac : (
  s −  ac))
)
−   s =  (10.29)
Le tenseur d’e´lasticite´ macroscopique

ac est solution de l’e´quation non-line´aire (10.29),
la non-line´arite´ provenant de la de´pendance de   ac et   ac en

ac. En prenant les parties
sphe´rique et de´viatorique de (10.29), on obtient deux e´quations dont les inconnues sont
{kac, µac} ou {Eac, νac} (10.28). Ces e´quations admettent une solution telle que Eac > 0
tant que  reste infe´rieur a` ∗ (seuil de percolation pour lequel Eac = 0). Ce seuil ∗ et la
valeur de νac correspondante sont solutions des e´quations :

5 νac3 − 84 νac2 + 117 νac − 10 = 0
∗ =
27
16
1− 2 νac
(1 + νac)2
(10.30)
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La re´solution de (10.30) donne ∗ ≈ 1.158 et νac ≈ 0.091. Il est a` noter que le seuil de
percolation me´canique que l’on vient de mettre en e´vidence est supe´rieur au seuil de per-
colation de la perme´abilite´ du meˆme v.e.r. (la phase solide e´tant suppose´e imperme´able)
qui vaut ∗perm = 9/16 [36]. Ceci signifie que pour cette valeur de , les fissures forment un
espace connecte´ qui permet un e´coulement de fluide tout en laissant une certaine raideur
au v.e.r..
10.2.2 Cas des fissures ferme´es lisses
Ces fissures se caracte´risent par un vecteur-contrainte purement normal, autrement dit
des contraintes de cisaillement nulles, et une discontinuite´ normale de de´placement nulle :
σ · n = σnn n , σnn ≤ 0 ; β = 0 (10.31)
Si σnn vient a` s’annuler, la fissure s’ouvre et on est ramene´ au cas pre´ce´dent. On suppose
donc ici que la fissure reste ferme´e i.e. que la contrainte normale au niveau de cette fissure
est maintenue dans un e´tat de compression.
Une mode´lisation tridimensionnelle consiste donc a` introduire un mate´riau offrant une cer-
taine raideur en compression isotrope (kf > 0) et un module de cisaillement nul (µf = 0)
soit un tenseur d’e´lasticite´   f = 3kf  .
Supposons que le milieu de re´fe´rence soit isotrope i.e.   o = 3ko  + 2µo  . La limite (10.17)
s’e´crit ici
  ′
o =
 
o(
  f = 3kf  ) :
  ′
o(n) = lim
ω→0
ω
{
 −   o (ω,n) :
[(
1− k
f
ko
)
 + 
]}−1
(10.32)
A` l’aide des composantes (3.45) a` (3.50) de   o, on montre que le tenseur
  ′
o ne de´pend
pas de kf tant que ce module reste non nul. Il s’e´crit donc :
  ′
o(n) = lim
ω→0
ω (  −   o (ω,n) :  )−1 (10.33)
  ′
o est e´crit sous forme matricielle en (12.7). On note que :
 :
  ′
o =
  ′
o :  =

et  :
  ′
o =
  ′
o :  =
  ′
o (10.34)
Comme le tenseur
  ′
o est responsable de la localisation de η (10.18), le re´sultat (10.34)
est bien cohe´rent avec la nullite´ du de´placement normal (10.31) en raison de la relation
(10.6).
Revisitons maintenant les exemples e´tudie´s dans le cas des fissures ouvertes.
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Application a` une seule famille de fissures aligne´es
En suivant scrupuleusement la meˆme de´marche que dans le cas ouvert, on a :
lim
ω→0
ω   f =
  ′
s(n) :
(
 +
4
3
pi 
  ′
s(n)
)−1
=
  
s
′(n) (10.35)
ou`
  
s
′(n) peut encore s’e´crire :
  
s
′(n) = lim
ω→0
ω
(
 − (1− 4
3
pi ω)   s (ω,n) : 
)−1
(10.36)
Le tenseur d’e´lasticite´ homoge´ne´ise´ (10.19) s’e´crit alors :
 hom =   s :
(
 − 4
3
pi 
  
s
′(n)
)
=   s :
(
 +
4
3
pi 
  ′
s(n)
)−1
(10.37)
Application a` une distribution isotrope de fissures
Pour cet exemple aussi, on adapte facilement les re´sultats concernant les fissures ouvertes.
Le groupement (10.26) se transpose ici en :
4
3
pi
N∑
j=1
j ωj
(
 −   jo : 
)−1 ≡ 
3
∫ 2 pi
φ=0
∫ pi
θ=0
ω (  −   o :  )−1 sin θ dθ dφ
→
ω→0

3
∫ 2 pi
φ=0
∫ pi
θ=0
  ′
o sin θ dθ dφ =
4
3
pi    ′o (10.38)
ou`   ′o est de´fini comme la moyenne de
  ′
o lorsque n parcourt la sphe`re unite´. Ce tenseur
est exprime´ en (12.8) dans l’hypothe`se ou`   o est isotrope.
Dans le cas de l’application du sche´ma de Mori-Tanaka, l’homologue de (10.27) est ici :
 hom =   s :
(
 +
4
3
pi    ′s
)−1
(10.39)
Dans le cas de l’application du sche´ma auto-cohe´rent, l’e´quation dont

ac est solution est
l’homologue de (10.29) :
 ac :
(
 +
4
3
pi    ′ac : (  +   ac : (
  s −  ac))
)
−   s =  (10.40)
On note que, comme   ′ac (12.8) ne pre´sente pas de composante sur  , il de´coule de (10.40)
que kac = ks. Ceci n’est pas e´tonnant, e´tant donne´ que les fissures lisses transmettent
inte´gralement les contraintes normales (de compression). En revanche le module de ci-
saillement µac est affecte´ par la pre´sence de fissures. Il est obtenu en re´solvant l’e´quation
scalaire cre´e´e par la projection de (10.40) sur  . Cette e´quation pre´sente une solution stric-
tement positive pour µac tant que  ne de´passe pas le seuil de percolation ∗ = 225/64. A`
la percolation, µac s’annule mais pas kac qui vaut ks donc Eac est nul et νac = 1/2.
10.2 Comportement re´versible des fissures 211
10.2.3 Cas des fissures ferme´es adhe´rentes
Les fissures ferme´es adhe´rentes n’admettent pas de discontinuite´ de de´placement. La
mode´lisation tridimensionnelle correspond a` un mate´riau offrant une raideur en com-
pression mais e´galement en cisaillement, autrement dit un tenseur   f de´fini positif. Pour
cette famille de fissures, la limite (10.17) est nulle :
lim
ω→0
ω
{
 −   o :
[(
1− k
f
ko
)
 +
(
1− µ
f
µo
)

]}−1
=

si kf , µf 6= 0 (10.41)
D’apre`s la re`gle de localisation (10.18) et les relations (10.6) et (10.7), ce re´sultat est bien
cohe´rent avec un mode`le de fissure adhe´rente. On en de´duit imme´diatement que de telles
fissures n’endommagent pas le mate´riau puisqu’elles transmettent tous les efforts. Si le
mate´riau ne pre´sente que des fissures de ce type, d’apre`s (10.19), on a ici

hom =   s.
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On aborde dans le pre´sent chapitre les effets irre´versibles susceptibles d’eˆtre induits par les
fissures. Ces effets peuvent s’ave´rer primordiaux dans le calcul de structures ge´ologiques
comme en te´moignent par exemple les travaux sur le plissement de roches fracture´es dans
[48] et [49]. Ceux-ci s’appuient sur un comportement e´lasto-plastique rendant compte de
la pre´sence de fissures plastiques sans interactions.
On suppose ici que les fissures sont ferme´es et ont un comportement plastique i.e. les
faces peuvent eˆtre a` l’origine d’une dissipation d’e´nergie tandis que le comportement de la
phase solide reste e´lastique. On envisage trois types de comportement plastique : d’abord
des fissures purement cohe´rentes avec une re`gle d’e´coulement associe´e, puis des fissures
frottantes non dilatantes (non associe´es) et enfin des fissures frottantes avec une re`gle
d’e´coulement associe´e. D’une part, en restreignant notre approche a` l’hypothe`se de dilu-
tion des fissures, on retrouve dans le cas des fissures frottantes non dilatantes des re´sultats
obtenus dans le cadre de la Me´canique de la Rupture dans [1] et plus re´cemment dans
[81]. D’autre part, notre approche permet, dans le dernier type de fissure mentionne´, de
mettre en e´vidence un effet de dilatance.
On fait l’hypothe`se dans la suite que le chargement est tel que les fissures restent ferme´es
(i.e. Tn ≤ 0). Dans le cas contraire, il faut se´parer les fissures en une population de fis-
sures ferme´es et une population de fissures ouvertes (ayant atteint le crite`re d’ouverture
Tn = 0) comme cela est fait dans [33] pour mettre en e´vidence un comportement non-
line´aire re´versible.
On envisage e´galement dans ce chapitre de mode´liser la propagation de fissures plastiques.
Le mode`le de propagation s’appuie, comme dans [84], [39] et [37], sur un raisonnement
thermodynamique macroscopique exploitant l’expression de l’e´nergie libre du v.e.r. cal-
cule´e par changement d’e´chelle.
Lorsqu’il s’agit de recourir a` un sche´ma d’homoge´ne´isation line´aire, on fait l’hypothe`se
dans tout le chapitre que la microstructure du v.e.r. incite a` utiliser le sche´ma de Mori-
Tanaka. Cette hypothe`se conduit a` une simplification notable des relations (10.18) mais
il est bien e´vident qu’en revenant a` ces relations ge´ne´rales, les re´sultats du pre´sent cha-
pitre peuvent eˆtre transpose´s a` un autre sche´ma. De plus, on se place dans le cas ou`   s
est isotrope. Ceci signifie que l’on pourra se reporter a` la section 12.2 pour obtenir les
expressions des tenseurs
 
s,
  
s etc..
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11.1.1 Crite`re de plasticite´ d’une fissure et re`gle d’e´coulement
Dans le re´gime e´lastique, on peut montrer par la the´orie de la Me´canique de la Rupture
que l’e´tat de contrainte est uniforme sur les faces de la fissure (voir par exemple [81]). Ce
re´sultat est bien compatible avec l’approche tridimensionnelle pour laquelle les estimations
des e´tats de de´formation et de contrainte sont uniformes dans la fissure en vertu de la
technique d’estimation base´e sur les re´sultats d’Eshelby. On effectue l’hypothe`se (ve´rifie´e
a posteriori) qu’il en est de meˆme dans le re´gime plastique atteint lorsque le crite`re de
plasticite´ est sature´. Dans la mode´lisation bidimensionnelle, le crite`re est argumente´ par
le vecteur-contrainte au niveau de la fissure, n de´signant toujours la normale a` la fissure :
f2d (T ) ≤ 0 avec T = σ · n = Tn n + T t (11.1)
Comme dans le cas de l’e´lasticite´ a` la section 10.2, l’ide´e de la mode´lisation tridimension-
nelle passe ici par la construction d’un milieu fictif plastique (sur lequel on de´finit un e´tat
de contrainte) de crite`re de plasticite´ anisotrope e´crit a` partir du crite`re bidimensionnel :
f3d (σ) = f2d (σ · n) (11.2)
Par construction, l’activation du crite`re 2d et celle du crite`re 3d sont simultane´es.
Supposons maintenant que la re`gle d’e´coulement du mode`le 2d s’e´crive a` l’aide du poten-
tiel g2d(T ) et montrons que le potentiel du mode`le 3d est :
g3d (σ) = g2d (σ · n) (11.3)
La re`gle d’e´coulement bidimensionnelle est donne´e par :
β˙ n + γ˙ = λ˙
∂g2d
∂T
, λ˙ ≥ 0 (11.4)
Puis en diffe´rentiant (11.3), on obtient :
dg3d (σ) =
∂g2d
∂T
· d (σ · n) =
(
∂g2d
∂T
⊗ n
)
: dσ =
(
∂g2d
∂T
s⊗ n
)
: dσ (11.5)
soit donc :
∂g3d
∂σ
=
∂g2d
∂T
s⊗ n (11.6)
On introduit alors (10.5) et (11.4) dans (11.6) multiplie´e par λ˙ :
η˙ = µ˙
∂g3d
∂σ
avec µ˙ =
3
4R
λ˙ ≥ 0 (11.7)
La relation (11.7) montre que g3d est bien le potentiel plastique du mode`le 3d. Ceci montre
en particulier que si la plasticite´ est associe´e dans le mode`le 2d, elle l’est e´galement dans
le mode`le 3d.
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11.1.2 Re`gle de localisation et comportement macroscopique
On suppose a` partir de maintenant que le v.e.r. n’est compose´ que d’une seule famille
de fissures : elles sont toutes aligne´es, ont le meˆme rayon et les meˆmes caracte´ristiques
me´caniques. On choisit de de´finir le vecteur e3 comme la normale aux fissures. Le point
de vue adopte´ est celui d’une mode´lisation tridimensionnelle des fissures. Au cours de
la phase e´lastique, on montre par les sche´mas classiques d’homoge´ne´isation base´s sur le
proble`me d’Eshelby que l’on peut estimer l’e´tat de de´formation et de contrainte dans les
fissures par des tenseurs uniformes qui sont d’ailleurs les meˆmes dans toutes les fissures
puisque ce sont des inclusions identiques. Une fois le crite`re de plasticite´ atteint simul-
tane´ment sur toute la famille des fissures, on suppose que cet e´tat demeure uniforme.
A` partir de la connaissance de l’e´tat de contrainte σf des fissures, on souhaite de´terminer
l’e´tat de de´formation ou plutoˆt le tenseur η (10.5) qui s’e´tablit dans celles-ci. Le raison-
nement qui va suivre n’est pas spe´cifique a` un comportement particulier des fissures (en
l’occurence plastique) mais il reveˆt une importance particulie`re ici du fait que la forme
de σf va pouvoir eˆtre pre´cise´e en fonction du crite`re choisi.
Comme l’e´tat de contrainte σf des fissures est conside´re´ comme donne´, celles-ci se com-
portent comme si elles e´taient dote´es d’une e´lasticite´ nulle (   f =

) et d’une pre´contrainte
σf . Ainsi le proble`me a` re´soudre est celui que l’on a pose´ dans la section 2.2.2 consacre´e
au the´ore`me de Levin avec la loi de comportement :
σ(x) =   (x) : ε(x) + σp(x) avec


  (x) =   s ; σp(x) = 0 (x ∈ Ωs)
  (x) =

; σp(x) = σf (x ∈ Ωf )
(11.8)
Les deux parame`tres de chargement du v.e.r. sont la de´formation macroscopique E au
contour et l’e´tat de contrainte des fissures σf . De´composons line´airement le proble`me en
deux sous-proble`mes (cf. Fig. 11.1) :
• le proble`me PI est tel que le v.e.r. est soumis a` E −   s−1 : σf au contour et a` la
contrainte nulle dans les fissures,
• le proble`me PII est tel que le v.e.r. est soumis a`   s−1 : σf au contour et a` σf dans
les fissures.
Le proble`me PI correspond manifestement au cas d’un v.e.r. a` fissures ouvertes e´tudie´
au chapitre pre´ce´dent. On montre en particulier que ηI s’e´crit :
ηI =
  
s :
(
E −   s−1 : σf) (11.9)
avec
  
s e´crit en (10.22) ou (10.23). On dispose e´galement de la moyenne de σ
I de´termine´
a` l’aide du tenseur d’e´lasticite´ homoge´ne´ise´ du proble`me d’un v.e.r. a` fissures ouvertes
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Ωs
Ωf
E
σf
≡
P
E −   s−1 : σf
0
+
PI
  s−1 : σf
σf
PII
Fig. 11.1 – Premie`re de´composition du proble`me pose´ sur un v.e.r. fissure´
de´duit de (10.19) :
< σI >=   s :
(
 − 4
3
pi 
  
s
)
:
(
E −   s−1 : σf) (11.10)
La solution du proble`me PII est uniforme :
σII = σf ; εII =   s−1 : σf (11.11)
Comme εII est uniforme et non singulier notamment au voisinage des fissures, il de´coule
que ηII = 0.
Par superposition, on montre donc que la relation entre η d’une part et E et σf d’autre
part est inte´gralement contenue dans la solution de P I :
η =
  
s :
(
E −   s−1 : σf) =   s :   s−1 : (   s : E − σf) =   s : (E −   s : σf) (11.12)
La dernie`re e´galite´ provient d’une proprie´te´ prouve´e a` l’annexe 12.3. On y montre no-
tamment que le tenseur   s est conside´re´ au sens de sa limite lorsque ω tend vers 0. Il se
de´duit de (12.10) lorsque   s est isotrope.
En invoquant a` nouveau la superposition Σ =< σI > + < σII > et en utilisant (11.12),
on montre que la loi de comportement macroscopique s’e´crit :
Σ =   s :
(
E − 4
3
pi η
)
ou E =   s−1 : Σ +
4
3
pi η (11.13)
Dans le re´gime purement e´lastique, les fissures se comportent comme des fissures par-
faitement adhe´rentes, le tenseur d’e´lasticite´ macroscopique est donc   s. Ainsi le terme
de´pendant de η dans (11.13) correspond a` la de´formation plastique macroscopique :
Epl =
4
3
pi η (11.14)
Alternativement, on peut e´crire η en fonction de Σ et σf . En exploitant (11.12), (11.13)
et la relation (10.22) entre
  
s et
 
s, on obtient :
η =
 
s :
  s−1 :
(
Σ− σf) (11.15)
On note que la localisation en contrainte (11.15) ne de´pend pas de la densite´ de fissure.
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11.1.3 Calcul de l’e´nergie libre macroscopique
La phase solide est purement e´lastique et les fissures sont ferme´es donc elles ne pre´sentent
pas de discontinuite´s de de´placement d’origine e´lastique. L’e´nergie libre macroscopique
s’e´crit par conse´quent :
Ψ =
1
|Ω|
∫
Ωs
1
2
ε :   s : ε dΩ (11.16)
Pour de´terminer Ψ, l’ide´e est de proce´der a` une nouvelle de´composition line´aire du
proble`me P pose´ sur le v.e.r. soumis a` E au contour et a` l’e´tat σf dans les fissures
en deux sous-proble`mes (cf. Fig. 11.2) :
• le proble`me PEL est tel que le v.e.r. est soumis a` E −Epl au contour et a` la
contrainte macroscopique Σ dans les fissures,
• le proble`me PR est tel que le v.e.r. est soumis a` Epl au contour et a` σf −Σ dans
les fissures.
Ωs
Ωf
E
σf
≡
P
E −Epl
Σ
+
PEL
Epl
σf −Σ
PR
Fig. 11.2 – Seconde de´composition du proble`me pose´ sur un v.e.r. fissure´
Les champs homoge`nes suivants ve´rifient toutes les e´quations de PEL, ils en forment donc
la solution :
εEL = E −Epl ; ηEL = 0 ; σEL =   s : (E −Epl) = Σ (11.17)
Par line´arite´, on de´duit de (11.17) que :
ηR = η ; < σR >= 0 (11.18)
La de´composition permet d’e´crire :
|Ω|Ψ = I1 + I2 + I3 (11.19)
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avec
I1 =
1
2
∫
Ωs
εEL :   s : εEL dΩ = |Ω| 1
2
(
E −Epl) :   s : (E −Epl) (11.20)
I2 =
∫
Ωs
εR :   s : εEL dΩ (11.21)
I3 =
1
2
∫
Ωs
εR :   s : εR dΩ (11.22)
En exploitant l’uniformite´ de εEL (11.17), la moyenne nulle de σR (11.18) et la limite
|Ωf | → 0, on montre :
I2 =
∫
Ω
σR : εEL dΩ−
∫
Ωf
σR : εEL dΩ = 0 (11.23)
Appliquant maintenant le lemme de Hill au couple (σR, εR) avec (11.18) et en rappelant
l’uniformite´ de σf
R
= σf −Σ au niveau des fissures, on a :
I3 =
1
2
∫
Ω
σR : εR dΩ− 1
2
∫
Ωf
σR : εR dΩ = −1
2
σf
R
:
∫
Ωf
εR dΩ (11.24)
avec d’apre`s (11.18) et (11.14) :∫
Ωf
εR dΩ = |Ω| 4
3
pi ηR = |Ω| 4
3
pi η = |Ω|Epl (11.25)
On en de´duit donc l’expression de Ψ :
Ψ =
1
2
(
E −Epl) :   s : (E −Epl)− 1
2
σf
R
: Epl (11.26)
Le proble`me PR se pre´sente formellement comme le proble`me P en remplac¸ant dans ce
dernier E par Epl et σf par σf
R
. En adaptant (11.12), on peut donc e´crire :
η = ηR =
  
s :
(
Epl −   s−1 : σf R
)
(11.27)
En exploitant (11.14) et la relation (10.22) entre
  
s et
 
s, il vient :
Epl = −4
3
pi 
 
s :
  s−1 : σf
R
ou η = −   s :   s−1 : σf R (11.28)
On introduit les tenseurs suivants :
τ 1 = e1 ⊗ e3 + e3 ⊗ e1 ; τ 2 = e2 ⊗ e3 + e3 ⊗ e2 (11.29)
Le tenseur
 
s :
  s−1 n’est pas inversible mais sa restriction au sous-espace engendre´ par
e3 ⊗ e3, τ 1 et τ 2 l’est (12.24). En notant
(
 
s :
  s−1
)†
, l’inverse de ce tenseur restreint
et
 
le projecteur sur le sous-espace que l’on vient de mentionner (12.25), on de´duit de
(11.28) :
 
: σf
R
= − 3
4 pi 
(
 
s :
  s−1
)†
: Epl (11.30)
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Or Epl (ou η) appartient a` l’image du projecteur
 
donc (11.26) peut encore s’e´crire
comme la somme d’une e´nergie e´lastique restituable ΨEL et d’une e´nergie bloque´e R :
Ψ
(
E,Epl, 
)
=
1
2
(
E −Epl) :   s : (E −Epl)︸ ︷︷ ︸
ΨEL
(
E,Epl
) +
3
8 pi 
Epl :
(
 
s :
  s−1
)†
: Epl︸ ︷︷ ︸
R (Epl, )
(11.31)
En examinant l’expression de la dissipation macroscopique en l’absence de propagation
(˙ = 0), il apparaˆıt que la force thermodynamique associe´e a` la variable thermodynamique
interne Epl est Σ + σf
R
= σf :
D = − ∂Ψ
∂Epl
: E˙
pl
=
(
Σ− 3
4 pi 
(
 
s :
  s−1
)†
: Epl
)
: E˙
pl
=
(
Σ + σf
R
)
: E˙
pl
= σf : E˙
pl
(11.32)
On retrouve bien que le crite`re de plasticite´ macroscopique est relie´ au crite`re microsco-
pique par le fait que c’est l’e´tat de contrainte dans la fissure qui gouverne la plasticite´ :
F (Σ,σf
R
) = f3d(Σ + σ
f R) = f3d(σ
f) (11.33)
La variable de contrainte re´siduelle sur la fissure σf
R
constitue le parame`tre d’e´crouissage
cine´matique : le domaine actuel d’e´lasticite´ s’obtient a` partir du domaine initial par trans-
lation de −σf R (cf. Fig. 11.3).
Σij
Σkl
−σ
f
R
Σ
Domaine d’e´lasticite´ initial
Domaine d’e´lasticite´ actuel
Fig. 11.3 – E´crouissage cine´matique
11.1.4 Crite`re de charge plastique
Supposons que le crite`re soit active´ a` un certain instant. On se pose alors la question
de l’e´volution ulte´rieure, a` savoir si les fissures sont en charge plastique ou non. Comme
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nous avons fait l’hypothe`se que toutes les fissures e´taient semblables (aligne´es et de meˆme
taille), celles-ci sont toutes simultane´ment soit en charge soit e´lastiques. Pour de´terminer
si le syste`me est en charge, il suffit d’envisager une e´volution purement e´lastique du v.e.r.
(i.e. de chacune des fissures) et d’examiner si une telle e´volution conduit a` la violation du
crite`re. Dans le re´gime e´lastique, l’e´volution du champ de contrainte est homoge`ne donc,
au niveau de la fissure, on a σ˙f = Σ˙. Ainsi le crite`re est localement viole´ si :
∂f3d
∂σf
: Σ˙ > 0 (11.34)
Autrement dit, d’apre`s (11.33), le v.e.r. est en charge plastique si et seulement si :
f2d (T ) = f3d
(
σf
)
= 0 et
∂F
∂Σ
: Σ˙ =
∂f3d
∂σf
: Σ˙ =
(
∂f2d
∂T
s⊗ e3
)
: Σ˙ > 0 (11.35)
Durant un processus de charge, c’est l’e´volution de l’e´tat de contrainte re´siduel σf
R
,
conside´re´e fixe dans le test (11.35), qui assure le respect du crite`re. Si l’expe´rience est
pilote´e en de´formation, la condition de charge (11.35) devient :
f2d (T ) = 0 et
(
∂f2d
∂T
s⊗ e3
)
:   s : D > 0 (11.36)
11.2 Exemples de fissures plastiques
11.2.1 Fissures purement cohe´rentes
Le comportement plastique purement cohe´rent d’une fissure ferme´e (ve´rifiant donc Tn ≤ 0)
correspond au crite`re suivant (crite`re de von Mises) :
f2d (T ) = ‖T t‖ − To (11.37)
La plasticite´ est suppose´e parfaite, ce qui donne la re`gle d’e´coulement :
β˙ = 0 ; γ˙ = λ˙T t , λ˙ ≥ 0 (11.38)
Comme γ˙ et T t appartiennent au plan dirige´ par (e1, e2) (cf. Fig. 11.4), on introduit le
repe`re cylindrique d’axe e3 tel que er = T t/ ‖T t‖. L’angle forme´ par (e1, er) est appele´ θ
et eθ = e3 ∧ er (cf. Fig. 11.4). On note alors :
γ˙ = γ˙ er , γ˙ ≥ 0 (11.39)
On e´largit la de´finition des tenseurs τ 1 et τ 2 (11.29) en introduisant la notation ge´ne´rale :
τ i = ei ⊗ e3 + e3 ⊗ ei ; i ∈ {1, 2, r, θ} (11.40)
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γ
n = e3
e1
e2
T
Tn
T t
θ
Fig. 11.4 – Fissure purement cohe´rente
D’apre`s (10.5) et (11.39), il vient :
4R
3
η˙ =
γ˙
2
τ r (11.41)
D’apre`s la condition (11.35), le v.e.r. est ici en charge si et seulement si :
τ r : Σ˙ > 0 (11.42)
En phase de charge, σf sature le crite`re (11.37), il s´e´crit donc, par de´finition de la
direction er :
σf = Tn e3 ⊗ e3 + To τ r
+σ11 e1 ⊗ e1 + σ22 e2 ⊗ e2 + σ12 (e1 ⊗ e2 + e2 ⊗ e1) (11.43)
L’e´criture en vitesse de la re`gle de localisation (11.15) donne ici :
η˙ =
 
s :
  s−1 :
(
Σ˙− σ˙f
)
(11.44)
On a choisi ici la re`gle de localisation en fonction de Σ˙ plutoˆt que de D mais le reste de
l’e´tude peut aise´ment eˆtre adapte´ en choisissant la re`gle de localisation (11.12). Le tenseur
 
s :
  s−1 se de´duit de (12.23) avec  = 0 et s’e´crit :
 
s :
  s−1 =
2
pi
1− νs
µs
{
e3 ⊗ e3 ⊗ e3 ⊗ e3
+
1
2− νs
(
1
2
(τ 1 ⊗ τ 1 + τ 2 ⊗ τ 2)
)}
(11.45)
En introduisant (11.41) et (11.43) dans (11.44) et en notant que la partie de σf e´crite sur
la seconde ligne de (11.43) appartient au noyau de
 
s :
  s−1 (11.45) et ne joue donc pas
de roˆle dans l’e´quation de localisation, on de´duit :
3
8R
γ˙ τ r =
 
s :
  s−1 :
(
Σ˙−
(
T˙n e3 ⊗ e3 + To θ˙ τ θ
))
(11.46)
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En projetant (11.46) successivement sur e3 ⊗ e3, τ r et τ θ qui sont des directions propres
de
 
s :
  s−1 (11.45), on obtient les e´quations :
0 = e3 ⊗ e3 :   s :   s−1 :
(
Σ˙− T˙n e3 ⊗ e3
)
(11.47)
3
4R
γ˙ = τ r :
 
s :
  s−1 : Σ˙ (11.48)
0 = τ θ :
 
s :
  s−1 :
(
Σ˙− To θ˙ τ θ
)
(11.49)
dont les inconnues sont Tn, γ et θ.
L’e´quation (11.47) permet de de´terminer la valeur de la contrainte normale Tn. Sa-
chant que e3 ⊗ e3 est une direction propre de l’ope´rateur   s :   s−1 (11.45), on de´duit
que l’e´volution de Tn (tant que cette grandeur reste ne´gative) est la meˆme que dans le
domaine e´lastique :
T˙n = (e3 ⊗ e3) : Σ˙ = (e3 ⊗ e3) :   s : D (11.50)
La dernie`re e´galite´ provient du fait que η˙ (11.41) n’a pas de composante suivant (e3 ⊗ e3)
dans la loi incre´mentale obtenue par de´rivation de (11.13). Comme (11.50) est valable
en phase e´lastique aussi bien qu’en phase de charge plastique, cette e´quation peut eˆtre
inte´gre´e en supposant que l’e´tat initial est naturel. On en de´duit alors la condition assurant
le caracte`re ferme´ des fissures :
Tn = (e3 ⊗ e3) : Σ = Σ33 ≤ 0 (11.51)
L’e´quation (11.48) permet, a` l’aide de (11.41), de relier directement η˙ au taux de contrainte
macroscopique Σ˙ :
η˙ =
1
2
(τ r ⊗ τ r) :   s :   s−1 : Σ˙ = 1
2
(τ r ⊗ τ r) :   ′s :   s−1 : Σ˙ (11.52)
La dernie`re e´galite´ provient des formes particulie`res que prennent
 
s (12.4) et
  ′
s (12.7).
On de´duit ensuite de (11.13) et (11.52) le comportement macroscopique en vitesse valable
en phase de charge plastique :
Σ˙ =   s :
{
 +
4
3
pi 
(
1
2
(τ r ⊗ τ r) :   ′s
)}−1
: D (11.53)
Dans les e´quations (11.48) et (11.49), la partie de Σ˙ qui intervient est sa projection sur
l’espace vectoriel engendre´ par τ 1 et τ 2 (ou de manie`re e´quivalente par τ r et τ θ) car cet
espace est un espace propre pour l’ope´rateur
 
s (12.4). Soit donc Σ˙
P
, la projection de Σ˙
sur cet espace :
Σ˙
P
=
1
2
(τ 1 ⊗ τ 1 + τ 2 ⊗ τ 2) : Σ˙ = 1
2
(τ r ⊗ τ r + τ θ ⊗ τ θ) : Σ˙ = Σ˙13 τ 1 + Σ˙23 τ 2
(11.54)
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Notant Σ˙P =
√
Σ˙213 + Σ˙
2
23 et θΣ = arctan (Σ˙23/Σ˙13), on a :
Σ˙
P
= Σ˙P
(
cos (θΣ − θ) τ r + sin (θΣ − θ) τ θ
)
(11.55)
D’apre`s (11.55), on de´duit aise´ment que le crite`re de charge plastique (11.42) s’e´crit :
Σ˙P cos (θΣ − θ) > 0 (11.56)
L’e´quation (11.49) permet de de´terminer l’angle θ en fonction de la “rotation” de Σ˙ au
cours du temps :
Σ˙P sin (θΣ − θ) = To θ˙ (11.57)
Dans (11.57), Σ˙P et θΣ sont des fonctions du temps donne´es (si l’expe´rience est pilote´e
en contrainte) tandis que θ est l’inconnue. Cette e´quation n’est e´videmment valable que
lorsque (11.56) est satisfaite, notamment a` l’initiation de la phase plastique (t = to) ou`
θ(to) = θo en rappelant que l’angle θo est de´fini par la direction de T t a` l’instant ou` le
crite`re est atteint. Dans le cas particulier ou` θΣ est une constante (le tenseur Σ˙
P
a une
direction fixe) telle que cos (θΣ − θo) > 0 et Σ˙P(t) est une fonction positive, l’e´quation
(11.57) s’inte`gre en :
θ(t) = θΣ − 2 arctan
{
tan
(
θΣ − θo
2
)
exp
(
− 1
To
∫ t
u=to
Σ˙P (u) du
)}
(11.58)
On note sur (11.58) que si la condition (11.56) est ve´rifie´e initialement, elle le reste (tant
que θΣ est constant i.e. Σ˙
P
ne tourne pas). De plus, θ tend asymptotiquement vers θΣ,
ce qui signifie que T t et γ˙ (et meˆme γ) ont tendance a` venir s’aligner sur la direction du
glissement Σ˙
P
(11.55) :
erΣ = er (θΣ) = cos θΣ e1 + sin θΣ e2 (11.59)
Examinons le cas particulier ou` θΣ = θo, ce qui se produit par exemple lorsque θΣ est
constant depuis l’e´tat initial naturel du v.e.r.. Dans ce cas, d’une part θ est constant et
vaut θΣ et d’autre part Σ˙
P
(11.55) est coline´aire a` τ r. En phase de charge plastique, le
comportement macroscopique en vitesse (11.53) devient
Σ˙ =   s :
(
 +
4
3
pi 
  ′
s
)−1
: D (11.60)
Autrement dit, dans une telle situation (ou` Σ˙
P
garde une direction fixe), le tenseur
d’e´lasticite´ tangent du comportement incre´mental en plasticite´ est identique a` celui qui
sort de l’e´tude des fissures e´lastiques ferme´es lisses (10.37). Ceci se comprend aise´ment en
remarquant qu’en phase de charge plastique, σ˙f (11.43) ne pre´sente pas de composante
de cisaillement dans le plan de la fissure.
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Dans le cas ge´ne´ral, on se donne une se´quence de chargement Σ(t) telle que les fissures
restent ferme´es i.e. ve´rifiant (11.51) a` chaque instant. La re´ponse du v.e.r. commence
par une phase e´lastique jusqu’a` ce que le crite`re des fissures soit atteint, ce qui fixe l’angle
θo. Si θo et l’angle du chargement θΣ sont tels que le v.e.r. se trouve en charge plastique
(11.56), alors il faut re´soudre l’e´quation diffe´rentielle (11.57) dont θ est solution. Le com-
portement macroscopique incre´mental est alors donne´ par (11.53) tant que la solution θ
et θΣ satisfont (11.56). Dans le cas contraire, le comportement incre´mental du v.e.r. est
celui de la matrice e´lastique. En suivant a` chaque instant l’e´tat de contrainte des fissures,
il est possible de de´terminer si le v.e.r. rebascule dans une phase e´lasto-plastique, auquel
cas on recommence le raisonnement suivant l’initiation de la plasticite´.
Achevons l’e´tude des fissures purement cohe´rentes en de´terminant la re´ponse du v.e.r.
soumis a` un cisaillement simple du type :
Σ(t) = Σ13(t) τ 1 = Σ13(t) (e1 ⊗ e3 + e3 ⊗ e1) (11.61)
Dans un premier temps, la fonction Σ13(t), initialement nulle, est croissante. La solution
E13
Σ13
To/(2µ
s)
To
phase e´lastique
phas
e e´la
sto-p
lasti
que
de´charge e´lastique
2To
Fig. 11.5 – Cisaillement simple d’un v.e.r. a` fissures purement cohe´rentes
purement e´lastique est alors admissible
2µs E = Σ = Σ13(t) τ 1 = σ
f (11.62)
tant que le crite`re n’est pas atteint i.e. tant que
Σ13 ≤ To (11.63)
A` la saturation du crite`re, le vecteur-contrainte au niveau de la fissure vaut T = Toe1 soit
θ = 0. Si Σ13 continue de croˆıtre apre`s cette valeur, le crite`re de charge plastique (11.56)
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est satisfait et, comme Σ˙ suit un trajet purement radial, on de´duit de la loi incre´mentale
(11.60) :
E =
1
2µs
{
To +
(
1 + 
16
3
1− νs
2− νs
)
(Σ13 − To)
}
τ 1 (11.64)
Au cours de la phase e´lasto-plastique, l’e´tat de la fissure est le suivant :
σf = To τ 1 (11.65)
η =
2
pi
1
µs
1− νs
2− νs (Σ13 − To) τ 1
(
=
3
4 pi 
Epl
)
(11.66)
Apre`s une certaine pe´riode de charge plastique jusqu’a` la valeur Σ13 = Σ13, l’e´tat de
de´formation associe´ E e´tant donne´ par (11.64), on de´cide de faire de´croˆıtre Σ13(t). En
d’autres termes, θΣ passe de 0 a` pi donc le crite`re (11.56) n’est plus satisfait et le compor-
tement redevient e´lastique :
2µs
(
E −E) = Σ−Σ = (Σ13 − Σ13) τ 1 = σf − To τ 1 (11.67)
La loi de de´charge e´lastique (11.67) est valable jusqu’a` ce que σf atteigne l’e´tat de
contrainte −Toτ 1 soit
Σ13 = Σ13 − 2To (11.68)
Les phases successives (phase e´lastique, charge plastique et de´charge) sont repre´sente´es a`
la Fig. 11.5.
On remarque sans peine que l’expe´rience que l’on vient d’e´tudier peut eˆtre, de manie`re
e´quivalente, pilote´e en de´formation selon le glissement simple :
E(t) = E13(t) τ 1 = E13(t) (e1 ⊗ e3 + e3 ⊗ e1) (11.69)
11.2.2 Fissures frottantes non dilatantes
De telles fissures obe´issent a` un crite`re d’interface de Coulomb [57]. Comme celui de von
Mises, ce crite`re se pre´sente comme une limitation de la norme de T t mais la valeur limite
de´pend ici du niveau de confinement de la fissure i.e. :
f2d (T ) = ‖T t‖+QTn (11.70)
ou` Q est le coefficient de frottement de la fissure.
La re`gle d’e´coulement est la meˆme que dans le cas des fissures purement cohe´rentes :
β˙ = 0 ; γ˙ = λ˙T t , λ˙ ≥ 0 (11.71)
On note qu’un tel mode`le de fissure n’est pas en mesure d’induire d’effets dilatants puisque
β˙ = 0 et que l’e´coulement (11.71) ne respecte pas la re`gle de normalite´ au crite`re (11.70)
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(ce mode`le de plasticite´ n’est donc pas associe´).
On introduit le meˆme repe`re cylindrique que dans le cas des fissures purement cohe´rentes
i.e. er de´signe le vecteur unitaire dirige´ selon T t. La loi de comportement (11.71) implique
que γ˙ et η˙ peuvent encore s’e´crire ici respectivement (11.39) et (11.41).
Lorsque le crite`re est sature´, la condition de charge plastique (11.35) devient ici :(
Q e3 ⊗ e3 + 1
2
τ r
)
: Σ˙ > 0 (11.72)
En adoptant a` nouveau les notations (11.54) et (11.55), (11.72) devient :
Q Σ˙33 + Σ˙
P cos (θΣ − θ) > 0 (11.73)
La saturation du crite`re (11.70) et la de´finition de er et de τ r (11.40) conduisent a` un
tenseur des contraintes au niveau des fissures de la forme :
σf = Tn (e3 ⊗ e3 −Q τ r)
+σ11 e1 ⊗ e1 + σ22 e2 ⊗ e2 + σ12 (e1 ⊗ e2 + e2 ⊗ e1) (11.74)
La re`gle de localisation (11.44) donne ici :
3
8R
γ˙ τ r =
 
s :
  s−1 :
(
Σ˙− T˙n (e3 ⊗ e3 −Q τ r) +QTn θ˙ τ θ
)
(11.75)
En projetant (11.75) successivement sur e3 ⊗ e3, τ r et τ θ, on obtient les e´quations :
0 = e3 ⊗ e3 :   s :   s−1 :
(
Σ˙− T˙n e3 ⊗ e3
)
(11.76)
3
4R
γ˙ = τ r :
 
s :
  s−1 :
(
Σ˙ +Q T˙n τ r
)
(11.77)
0 = τ θ :
 
s :
  s−1 :
(
Σ˙ +QTn θ˙ τ θ
)
(11.78)
Comme pour les fissures purement cohe´rentes, on de´duit de (11.76) que :
T˙n = (e3 ⊗ e3) : Σ˙ (11.79)
puis par inte´gration :
Tn = (e3 ⊗ e3) : Σ = Σ33 ≤ 0 (11.80)
En introduisant (11.79) dans (11.77) et en exploitant (11.41) et τ r :
 
s = τ r :
  ′
s, on ob-
tient :
η˙ =
1
2
(τ r ⊗ τ r) :   ′s :   s−1 : (  +Q (τ r ⊗ e3 ⊗ e3)) : Σ˙ (11.81)
Le comportement macroscopique en phase de charge plastique s’e´crit donc :
Σ˙ =   s :
{
 +
4
3
pi 
(
1
2
(τ r ⊗ τ r) :   ′s :   s−1 : (  +Q (τ r ⊗ e3 ⊗ e3)) :   s
)}−1
: D
(11.82)
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L’e´quation (11.78) re´gissant la rotation θ de T t donne ici avec les notations (11.54) et
(11.55) :
Σ˙P sin (θΣ − θ) = −QTn θ˙ (11.83)
L’e´quation (11.83) se de´duit de (11.57) en remplac¸ant la constante To par −QTn. Or ce
dernier groupement est une fonction du temps directement relie´e au chargement macro-
scopique Σ par (11.80).
Si l’on se donne maintenant un certain trajet de chargement Σ(t) tel que les fissures
restent ferme´es i.e. ve´rifiant (11.80) a` chaque instant, la re´ponse du v.e.r. est obtenue
en plusieurs e´tapes. Le comportement macroscopique est tout d’abord e´lastique jusqu’au
moment (e´ventuellement initial) ou` le crite`re (11.70) est localement atteint. Comme dans
le cas des fissures purement cohe´rentes, l’e´tape suivante consiste a` envisager une se´quence
plastique en re´solvant l’e´quation diffe´rentielle (11.83) en conside´rant que la solution θ(t)
n’est valable que tant qu’elle satisfait (11.73) sinon la re´ponse (en vitesse) redevient
e´lastique. Durant la phase e´lasto-plastique, le comportement en vitesse est donne´ par
(11.82).
Envisageons un trajet de chargement forme´ de deux se´quences successives : la premie`re
consiste a` confiner le v.e.r. en appliquant une compression simple :
Σ = −S e3 ⊗ e3 avec S > 0 (11.84)
de sorte que Tn (11.80) prenne une valeur ne´gative en l’occurence −S et que le v.e.r.
n’entre pas en charge plastique, puis la seconde est telle que Tn ne varie plus, autrement
dit d’apre`s (11.79) :
(e3 ⊗ e3) : Σ˙ = Σ˙33 = 0 (11.85)
Il apparaˆıt alors clairement que les e´quations a` re´soudre au cours de la seconde phase
de chargement sont rigoureusement les meˆmes que pour un milieu a` fissures purement
cohe´rentes pour lequel on a fixe´ le seuil To a` la valeur :
To = −QTn = QS (11.86)
On peut par exemple envisager une se´quence de cisaillement simple du type (11.61) ou,
de manie`re e´quivalente, une se´quence de glissement simple (11.69) en transposant les
re´sultats de la section pre´ce´dente.
11.2.3 Fissures frottantes dilatantes
Dans cette section, les fissures obe´issent toujours au crite`re de Coulomb :
f2d (T ) = ‖T t‖+QTn (11.87)
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La diffe´rence avec la section pre´ce´dente est que la re`gle d’e´coulement est cette fois associe´e,
autrement dit :
β˙ = −λ˙ Q2 Tn ; γ˙ = λ˙T t , λ˙ ≥ 0 (11.88)
En exploitant le fait que λ˙ n’est non nul que si le crite`re est sature´ et en introduisant
le repe`re cylindrique comme dans les sections pre´ce´dentes, la re`gle d’e´coulement (11.88)
peut encore s’e´crire :
β˙ = Q γ˙ ; γ˙ = γ˙ er (11.89)
Cette re`gle d’e´coulement peut donc induire localement de la dilatance (cf. Fig. 11.6) i.e.
γ
β
[[ξ ]]
n = e3
T
Tn
T t
Q
Fig. 11.6 – Fissure frottante dilatante
β > 0 sans toutefois remettre en cause l’hypothe`se de fermeture des fissures dont le crite`re
porte sur la contrainte normale (Tn ≤ 0). Physiquement, la dilatance est due a` la pre´sence
d’aspe´rite´s sur les faces des fissures. Ainsi les plans moyens des faces peuvent s’e´loigner
sans que le contact ne soit perdu (cf. Fig. 11.7), c’est-a`-dire tout en transmettant des
contraintes normales de compression.
Introduisons les tenseurs suivants (a` noter qu’ils de´pendent de θ) :
−→ β > 0
Fig. 11.7 – Repre´sentation sche´matique de la dilatance d’une fissure ferme´e
U = Q e3 ⊗ e3 + 1
2
τ r ; V = e3 ⊗ e3 −Q τ r (11.90)
D’apre`s (10.5) et (11.89), l’e´coulement du point de vue tridimensionnel s’e´crit :
4R
3
η˙ = γ˙U (11.91)
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Comme le crite`re est celui de Coulomb, la condition de charge plastique s’e´crit encore
(11.72) :
U : Σ˙ > 0 (11.92)
ou encore (11.73) avec les notations (11.54) et (11.55) :
Q Σ˙33 + Σ˙
P cos (θΣ − θ) > 0 (11.93)
Le crite`re de Coulomb implique e´galement que l’e´tat de contrainte de la fissure saturant
le crite`re s’e´crit comme en (11.74) :
σf = Tn V + σ11 e1 ⊗ e1 + σ22 e2 ⊗ e2 + σ12 (e1 ⊗ e2 + e2 ⊗ e1) (11.94)
En introduisant (11.91) et (11.94) dans la re`gle de localisation en vitesse (11.44), on
obtient :
3
4R
γ˙U =
 
s :
  s−1 :
(
Σ˙− T˙n V +QTn θ˙ τ θ
)
(11.95)
Pour obtenir T˙n, il suffit de projeter (11.95) sur V . En notant que les tenseurs U , V
(11.90) et τ θ sont orthogonaux deux a` deux et que V et τ θ sont e´galement orthogonaux
au sens du produit scalaire de´fini par le tenseur
 
s :
  s−1 (11.45), il vient en projetant
(11.75) sur V :
T˙n =
V :
 
s :
  s−1 : Σ˙
V :
 
s :
  s−1 : V
=
(
(2− νs) e3 ⊗ e3 −Q τ r
2− νs + 2Q2
)
: Σ˙ (11.96)
S’agissant de θ, il est manifeste qu’en projetant (11.95) sur τ θ, on obtient l’e´quation
diffe´rentielle re´gissant cet angle. Celle-ci est identique a` celle obtenue dans le cas des
fissures frottantes non dilatantes (11.83) :
Σ˙P sin (θΣ − θ) = −QTn θ˙ (11.97)
On observe donc qu’il existe un couplage entre les fonctions Tn et θ solutions du syste`me
diffe´rentiel forme´ par (11.96) et (11.97).
Pour trouver γ˙, il suffit d’appliquer a` (11.75) la “pseudo-inverse”
(
 
s :
  s−1
)†
de
 
s :
  s−1
(cf. (12.24) en annexe 12.3) puis de projeter le re´sultat sur U (11.90). Le tenseur
(
 
s :
  s−1
)†
se de´duit de (12.24) avec  = 0 et s’e´crit :
(
 
s :
  s−1
)†
=
pi
2
µs
1− νs
{
e3 ⊗ e3 ⊗ e3 ⊗ e3
+ (2− νs)
(
1
2
(τ 1 ⊗ τ 1 + τ 2 ⊗ τ 2)
)}
(11.98)
On montre alors :
3
4R
γ˙ =
U : Σ˙
U : (
 
s :
  s−1)† : U
=
4
pi
1
µs
1− νs
2− νs + 2Q2 U : Σ˙ (11.99)
232 Comportement irre´versible des fissures
On note que le signe positif de cette expression est bien cohe´rent avec la condition de
charge plastique (11.92). L’introduction de (11.99) dans (11.91) fournit :
η˙ =
U ⊗U : Σ˙
U : (
 
s :
  s−1)† : U
=
4
pi
1
µs
1− νs
2− νs + 2Q2 U ⊗U : Σ˙ (11.100)
Ainsi le comportement macroscopique incre´mental en phase de charge plastique est obtenu
en injectant (11.100) dans la de´rive´e temporelle de (11.13) :
Σ˙ =   s :
(
 +
4
3
pi 
U ⊗U :   s
U : (
 
s :
  s−1)† : U
)−1
: D (11.101)
Inte´ressons-nous a` une expe´rience de cisaillement simple du v.e.r. :
Σ(t) = Σ13(t) τ 1 = Σ13(t) (e1 ⊗ e3 + e3 ⊗ e1) (11.102)
Lors d’une phase e´lastique, on a :
D = E˙ =
Σ˙
2µs
=
Σ˙13
2µs
τ 1 (11.103)
Envisageons un trajet monotone croissant a` partir de Σ13(0) = 0. Le crite`re (11.87) est
sature´ de`s le de´part et il est manifeste d’apre`s (11.103) qu’une e´volution e´lastique viole le
crite`re. Le v.e.r. est donc imme´diatement soumis a` une charge plastique. On note alors
que tant que Σ13 reste croissant, la syme´trie du proble`me sugge`re θ = θΣ = 0. Lors de la
phase de charge plastique initiale, (11.101) fournit les composantes non nulles de E :

E13 =
1
2µs
(
1 + 
16
3
1− νs
2− νs + 2Q2
)
Σ13 (a)
E33 = 
16
3µs
Q
1− νs
2− νs + 2Q2 Σ13 (b)
(11.104)
Il apparaˆıt en examinant (11.104 a) que, dans la phase plastique d’une expe´rience de ci-
saillement simple, le milieu a` fissures dilatantes pre´sente une raideur apparente croissante
avec Q et valant la raideur du milieu a` fissures cohe´rentes ou frottantes non dilatantes
lorsque Q = 0. On constate sur (11.104 b) l’effet de la dilatance des fissures sur le com-
portement macroscopique en re´gime plastique, qui se traduit par une dilatation dans la
direction de la normale aux fissures.
On suit a` chaque instant l’e´tat du vecteur-contrainte sur les fissures par inte´gration de
(11.96) :
Tn = − 2Q
2− νs + 2Q2 Σ13 (11.105)
Durant cette phase de charge plastique, le vecteur-contrainte sur les fissures s’e´crit :
T = Tn (−Q e1 + e3) (11.106)
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Apre`s avoir atteint une certaine valeur de Σ13 note´e Σ13 correspondant a` la valeur T n de
Tn par (11.105) et donc a` la valeur −QT n de T1 d’apre`s (11.106), on fait de´croˆıtre Σ13. On
entame alors une phase de de´charge e´lastique pendant laquelle la loi incre´mentale (11.103)
est satisfaite. La variation des e´tats de contrainte et de de´formation e´tant homoge`ne dans
le v.e.r., on en de´duit facilement que Tn est constant et que :
T =
(−QT n + Σ13 − Σ13) e1 + T n e3 (11.107)
Le crite`re de plasticite´ est donc a` nouveau atteint lorsque :
Σ13 − Σ13 = 2QT n = − 4Q
2
2− νs + 2Q2 Σ13 soit Σ13 =
2− νs − 2Q2
2− νs + 2Q2 Σ13 (11.108)
On peut ainsi simuler un trajet cyclique de charges et de´charges. Sur la Fig. 11.8, on
observe paralle`lement la loi de comportement et l’e´tat de contrainte de la fissure a` travers
une succession de phases e´lasto-plastiques et de phases e´lastiques. Chaque phase e´lasto-
plastique contribue a` augmenter la valeur absolue de la contrainte normale de compression
s’appliquant sur la fissure (σf33 sur la Fig. 11.8(b)) et par conse´quent a` repousser le seuil
de replastification.
Contrairement aux cas des fissures cohe´rentes ou frottantes non dilatantes, l’expe´rience
E13
Σ13
(1)
(2)
(3)
(4)
(5)
phase e´lasto-plastique
phase e´lastique
(a) loi E13 − Σ13
σf33
σf13
(1)
(2)
(3)
(4)
(5)
(b) trajet de σf
Fig. 11.8 – Cycle de cisaillement simple d’un v.e.r. a` fissures frottantes dilatantes
de cisaillement simple n’est pas e´quivalente a` celle de glissement simple i.e. pilote´e par la
de´formation :
E(t) = E13(t) τ 1 = E13(t) (e1 ⊗ e3 + e3 ⊗ e1) (11.109)
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Dans ce cas, la saturation du crite`re e´tant e´galement obtenue de`s le de´but de l’expe´rience,
le comportement (11.101) s’inte`gre en :


Σ13 = 2µ
s
(
1−  16 (1− 2 ν
s) (1− νs)
Γ + ∆
)
E13 (a)
Σ33 = −2µs  32Q (1− ν
s)2
Γ + ∆
E13 (b)
(11.110)
avec Γ = 3 (1− 2 νs) (2− νs + 2Q2) et ∆ = 16 (1− νs) (1− 2 νs + 2Q2 (1− νs))
Dans le cas de l’expe´rience de glissement simple, la dilatance se manifeste par une contrainte
macroscopique Σ33 de compression (11.110 b) [8]. Signalons e´galement que la raideur
de´duite de (11.110 a) est croissante avec Q. Celle-ci est donc supe´rieure a` sa valeur en
Q = 0 qui co¨ıncide avec la raideur obtenue dans le cas d’un milieu a` fissures purement
cohe´rentes ou frottantes non dilatantes sollicite´ par un glissement simple (11.64).
La technique d’homoge´ne´isation base´e sur le proble`me d’Eshelby que nous venons de
mettre en œuvre nous a permis de traiter des milieux pre´sentant des fissures frottantes
non dilatantes ou a` plasticite´ associe´e. L’extension de la me´thode au cas interme´diaire
ou` la cine´matique des fissures se caracte´rise par un angle de dilatance quelconque est
imme´diate.
11.3 Propagation de fissures plastiques
On envisage dans la pre´sente section de prendre en compte une e´ventuelle propagation des
fissures plastiques. Le phe´nome`ne de propagation de fissures dissipatives ou non a de´ja`
e´te´ e´tudie´ dans le cadre de la Me´canique de la Rupture ([22], [58], [1], [64]). Le recours
a` un sche´ma d’homoge´ne´isation offre la possibilite´ de calculer, dans un cadre plus large
en prenant notamment en compte les inte´ractions, l’e´nergie macroscopique (dont de´rive
la force thermodynamique gouvernant la propagation) en fonction des caracte´ristiques
microscopiques. Divers re´sultats ont de´ja` e´te´ obtenus dans le cas de fissures non dissipa-
tives ([84], [39] et [37]). Nous nous proposons de traiter le cas de fissures dissipatives. La
me´thode de de´termination du crite`re de propagation est ici fonde´e sur l’hypothe`se que les
fissures se propagent dans leur plan de manie`re isotrope i.e. elles restent mode´lise´es par
des interfaces circulaires et leur propagation est quantifie´e par une augmentation de leur
rayon ou du parame`tre de densite´ de fissure correspondant. Cette approche pre´sente des
inconve´nients :
• elle ne permet pas de de´finir un crite`re d’initiation de fissures ; selles celles qui
existent de´ja` peuvent se propager,
• elle n’offre pas la possibilite´ de rendre compte du phe´nome`ne de branchement.
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Toutefois, s’il existe une distribution d’orientations de fissures assez riche, la direction
privile´gie´e de branchement correspondra au plan de l’une des familles dont nous saurons
pre´dire la propagation le long de ce plan. Ceci rend la mode´lisation plus re´aliste mais la
simplicite´ de sa mise en œuvre incite dans un premier temps a` la confronter au cas d’une
seule famille de fissures aligne´es qui demeurent ferme´es et adhe´rentes dans le re´gime
e´lastique.
11.3.1 Crite`re de propagation
La propagation de fissures est un phe´nome`ne irre´versible. Or une e´volution irre´versible
du v.e.r. doit satisfaire l’ine´galite´ de Clausius-Duhem :
D = Σ : E˙ − Ψ˙ ≥ 0 (11.111)
L’expression et les arguments de l’e´nergie libre macroscopique ont e´te´ obtenus en (11.31).
Le parame`tre de densite´ de fissure  est ici une variable interne susceptible d’e´voluer. En
rappelant la loi de comportement (11.13)-(11.14), la dissipation s’e´crit :
D = − ∂Ψ
∂Epl
: E˙
pl − ∂Ψ
∂
˙ ≥ 0 (11.112)
E´tant donne´ que le terme plastique de la dissipation correspond a` du frottement au niveau
des le`vres des fissures tandis que la propagation s’explique plutoˆt par des concentrations
de contrainte en pointe de fissure, on suppose classiquement que les contributions de E˙
pl
et de ˙ sont de´couple´es, ce qui implique :
− ∂Ψ
∂Epl
: E˙
pl ≥ 0 ; −∂Ψ
∂
˙ ≥ 0 (11.113)
La force thermodynamique associe´e a` la variable Epl a de´ja` e´te´ e´voque´e au paragraphe 11.1.3
dans la relation (11.32) : c’est l’e´tat de contrainte au niveau de la fissure.
La force thermodynamique associe´e a` la variable  s’e´crit en exploitant (11.31) :
F = −∂Ψ
∂
=
3
8 pi 2
Epl :
(
 
s :
  s−1
)†
: Epl (11.114)
Cette force s’interpre`te comme un taux de restitution de l’e´nergie associe´ a` la propagation
de fissure. Conforme´ment a` un re´sultat montre´ dans le cadre de la Me´canique de la Rupture
dans [1], on note e´galement ici que  n’intervient que dans le terme d’e´nergie bloque´e dans
(11.31), ce qui implique que F correspond a` un taux de restitution de l’e´nergie bloque´e
i.e. stocke´e dans l’e´tat relache´.
Il apparaˆıt sur (11.114) un couplage entre la plasticite´ et l’endommagement puisque la
force thermodynamique associe´e a` l’endommagement de´pend de la de´formation plastique.
On observe sur (11.98) que
(
 
s :
  s−1
)†
repre´sente une forme quadratique positive et
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meˆme de´finie si on la restreint au sous-espace engendre´ par e3 ⊗ e3, τ 1 et τ 2 auquel Epl
appartient. On a donc :
∀Epl 6= 0 F (Epl, ) > 0 (11.115)
La positivite´ de F et celle de la dissipation (11.113) impliquent que la modification des
fissures ne peut aller que dans le sens d’une augmentation du rayon de celles-ci i.e. ˙ ≥ 0.
En rappelant (11.28), F peut e´galement s’exprimer en fonction de l’e´tat de de´formation
ou de contrainte re´siduel au niveau de la fissure :
F = 2 pi
3
η :
(
 
s :
  s−1
)†
: η (11.116)
=
2 pi
3
σf
R
:
 
s :
  s−1 : σf
R
(11.117)
=
2 pi
3
(
σf −Σ) :   s :   s−1 : (σf −Σ) (11.118)
L’expression (11.117) montre que la force thermodynamique associe´e au phe´nome`ne de
propagation n’est controˆle´e que par l’e´tat de contrainte re´siduel au niveau de la fissure.
En s’inspirant d’une me´thode classique de Me´canique de la Rupture, on introduit le crite`re
de propagation suivant :
h (F) = F − Fo (11.119)
Un tel crite`re est comparable a` un crite`re de plasticite´ parfaite puisqu’il ne de´pend que
de la force thermodynamique F . La propagation est donc re´gie par le crite`re suivant :

F < Fo ou
(
F = Fo et F˙ < 0
)
⇒ ˙ = 0
F = Fo et F˙ = 0 ⇒ ˙ ≥ 0
(11.120)
Il est important de souligner que d’apre`s (11.114), la propagation de fissures ne peut eˆtre
initie´e que lorsque le v.e.r. a de´ja` subi une phase plastique i.e. Epl 6= 0. De plus cette
propagation s’accompagne ne´cessairement d’une charge plastique. En effet, si ce n’e´tait
pas le cas, on aurait E˙
pl
= 0 et ˙ > 0, autrement dit, d’apre`s (11.114), F˙ < 0, contredisant
ainsi l’hypothe`se de propagation.
Partant d’un parame`tre initial  = o, le crite`re de propagation est atteint pour une valeur
Eplo de E
pl telle que :
Fo = 3
8 pi 2o
Eplo :
(
 
s :
  s−1
)†
: Eplo (11.121)
Puis a` tout instant ou` la propagation est active, la saturation du crite`re h (11.119) impose
la liaison suivante entre  et Epl :
Fo = 3
8 pi 2
Epl :
(
 
s :
  s−1
)†
: Epl (11.122)
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On note, en rapprochant (11.31) et (11.122), qu’au cours de la propagation le terme
d’e´nergie bloque´e croˆıt line´airement avec  :
R (Epl, ) = 3
8 pi 
Epl :
(
 
s :
  s−1
)†
: Epl = Fo  (11.123)
D’apre`s (11.117), on de´duit aussi que le crite`re de propagation correspond, dans l’ensemble
des champs de contrainte re´siduels σf
R
, au domaine d’e´quation :
Fo = 2 pi
3
σf
R
:
 
s :
  s−1 : σf
R
(11.124)
En utilisant (11.45), il apparaˆıt que ce domaine restreint au sous-espace engendre´ par
e3 ⊗ e3, τ 1 et τ 2 (les autres composantes de σf R ou de σf ne jouant aucun roˆle) corres-
pond a` un ellipsoide de re´volution d’axe e3 ⊗ e3.
Examinons maintenant l’impact de la propagation sur le comportement du v.e.r. dans
le cas des diffe´rents types de fissures de´ja` e´tudie´s.
11.3.2 Fissures purement cohe´rentes
On a de´montre´ en (11.51) que la composante suivant e3 ⊗ e3 de σf valait en permanence
Σ33 (en phase e´lastique aussi bien qu’e´lasto-plastique). Ainsi les seules composantes de σ
f R
qui vont jouer un roˆle a` la fois comme variables d’e´crouissage cine´matique dans (11.33) et
comme variables responsables de la propagation dans (11.124) sont les composantes selon
τ 1 et τ 2 i.e. σ
f R
13 et σ
f R
23.
Dans le plan engendre´ par τ 1 et τ 2, d’une part le crite`re d’e´lasto-plasticite´ tridimensionnel
relatif a` (11.37) correspond a` un domaine circulaire de rayon To et d’autre part le crite`re
de propagation (11.124) correspond a` un cercle centre´ a` l’origine de rayon :
Ro =
√
3
8
µs
2− νs
1− νs Fo (11.125)
Partant d’un domaine d’e´lasticite´ initial centre´ a` l’origine, le re´gime e´lasto-plastique
du v.e.r. va provoquer une translation du domaine centre´ a` l’instant actuel en −σf R
(e´crouissage cine´matique mis en e´vidence en (11.33)) jusqu’a` ce que ce centre rencontre
e´ventuellement le cercle de rayon Ro (11.125). Si cela se produit, les fissures peuvent se
propager selon la re`gle (11.120). On en conclut aise´ment l’existence d’une charge limite
dans ce plan ; en effet, (Σ13,Σ23) appartient ne´cessairement au disque de rayon To +Ro
(cf. Fig. 11.9).
Imaginons devoir interpre´ter les re´sultats d’une expe´rience de cisaillement simple (11.61)
d’un milieu pre´sentant des fissures cohe´rentes sans connaˆıtre a priori l’existence de cette
fissuration. Apre`s la phase e´lastique, la phase de charge plastique (cf. Fig. 11.5) s’in-
terrompt lorsque le crite`re de propagation est atteint. Ceci se produit donc lorsque Σ13
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Fig. 11.9 – Crite`res de plasticite´ et d’endommagement d’un mate´riau a` fissures purement
cohe´rentes
atteint la valeur de To +Ro (cf. Fig. 11.9). Il est alors possible de continuer a` de´former le
syste`me E˙13 > 0 a` charge constante, ce qui peut s’interpre´ter macroscopiquement comme
un me´canisme d’e´coulement plastique libre (cf. Fig. 11.10) alors que la nature re´elle du
me´canisme mis en jeu implique de fac¸on essentielle la propagation des fissures. Cette phase
pendant laquelle la charge reste constante s’accompagne d’une propagation des fissures
˙ > 0 mais l’endommagement n’est pas perceptible par une simple de´charge e´lastique
car, les fissures e´tant ferme´es adhe´rentes, la de´charge correspond au comportement du
mate´riau sain. Pour ne pas commettre l’erreur d’interpre´ter l’expe´rience en invoquant
seulement un comportement e´lasto-plastique, il faut pouvoir mettre en e´vidence un effet
macroscopique propre de l’endommagement afin de le distinguer du comportement e´lasto-
plastique. Par exemple, on peut soit continuer la de´charge jusqu’a` atteindre a` nouveau
une phase e´lasto-plastique avec e´crouissage, soit proce´der a` une ouverture des fissures (en
appliquant Σ33 > 0) avant la de´charge. En effet, dans les deux cas, la raideur tangente
(11.60) ou (10.24) de´pend de  et sera donc sensible a` une augmentation de ce parame`tre
par rapport a` sa valeur initiale c’est-a`-dire a` l’endommagement du mate´riau.
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Fig. 11.10 – Cisaillement simple et endommagement d’un v.e.r. a` fissures purement
cohe´rentes
11.3.3 Fissures frottantes non dilatantes
Dans le cas ou` l’on s’inte´resse a` un processus de chargement en deux phases identique a`
celui e´voque´ a` la fin du paragraphe 11.2.2 (compression simple (11.84) puis cisaillement),
il est facile de voir que le traitement d’un v.e.r. a` fissures frottantes non dilatantes est
parfaitement similaire a` celui expose´ pre´ce´demment (cf. § 11.3.2) en posant toujours la
relation (11.86).
Conside´rons maintenant un trajet de chargement quelconque assurant le caracte`re ferme´
des fissures (Σ33 ≤ 0) et n’entraˆınant aucune rotation du vecteur-contrainte sur la fissure
(par exemple tel que Σ23 = 0). Le domaine d’e´lasticite´ initial ainsi que le crite`re d’en-
dommagement sont repre´sente´s dans le plan (e3 ⊗ e3, τ 1) sur la Fig. 11.11. La contrainte
normale Tn sur la fissure vaut constamment Σ33 d’apre`s (11.80). Au cours d’une phase de
charge plastique, les composantes de l’e´tat de contrainte des fissures sont alors donne´es
par (11.74). Fixons par exemple Σ˙13 > 0 de sorte que l’on ait τ r = τ 1. On en de´duit donc
les composantes efficaces (i.e. re´gissant l’e´crouissage ou l’endommagement) de l’e´tat de
contrainte re´siduel :
σf
R
33 = 0 ; σ
f R
13 = − (QΣ33 + Σ13) (11.126)
Comme on a suppose´ Σ˙13 > 0, il est clair sur la Fig. 11.11 que pour que le syste`me
reste en charge plastique apre`s la premie`re plastification (atteinte pour Σ13 = −QΣ33), il
faut que QΣ33 + Σ13 soit croissant et donc positif. Il apparaˆıt sur (11.126) que −σf R qui
de´signe, en tant que parame`tre d’e´crouissage cine´matique, le sommet du coˆne d’e´lasticite´
actuel est dirige´ suivant τ 1 (axe vertical de la Fig. 11.11). Le coˆne actuel a donc subi une
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Fig. 11.11 – Crite`res de plasticite´ et d’endommagement d’un mate´riau a` fissures frottantes
non dilatantes
translation paralle`le a` τ 1. De plus, le crite`re de propagation des fissures est controˆle´ par
σf
R
via (11.124), ce qui revient a` e´crire le crite`re suivant sur Σ (cf. Fig. 11.11) :
QΣ33 + Σ13 = Ro (11.127)
ou` Ro est donne´ par (11.125). Si le chargement du v.e.r. est pilote´ en contraintes selon un
trajet radial (Σ13/Σ33 = cste), il est clair que, lorsque le crite`re de propagation (11.127) est
atteint, Σ ne peut plus e´voluer et le comportement s’apparente a` nouveau abusivement,
comme sur la Fig. 11.10, a` un e´coulement plastique libre. En revanche, si le chargement
Σ se situe a` tout instant sur la branche d’e´quation (11.127), Σ peut continuer a` e´voluer
avec Σ˙13 = −QΣ˙33 ; c’est ce qui peut se produire si l’expe´rience est pilote´e en de´formation.
En effet, on de´duit d’abord de (11.28) et (11.126) les composantes de Epl :
Epl33 = 0 ; E
pl
13 = 
8
3µs
1− νs
2− νs (QΣ33 + Σ13) (11.128)
La de´formation e´lastique s’e´crit quant a` elle Eel =   s−1 : Σ dont on de´duit les composantes
suivantes dans le cas de de´formations longitudinales nulles dans les directions 1 et 2 :
Eel33 =
1
2µs
1− 2 νs
1− νs Σ33 ; E
el
13 =
1
2µs
Σ13 (11.129)
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La de´formation totale obtenue en sommant les contributions de (11.128) et (11.129) s’e´crit
dans la situation ou` le crite`re de propagation (11.127) est atteint :
E33 =
1
2µs
1− 2 νs
1− νs Σ33 ; E13 =
1
2µs
(
Σ13 + 
16
3
1− νs
2− νs Ro
)
(11.130)
En supposant que la propagation soit active, on exploite (11.130) ainsi que la liaison
Σ˙13 = −QΣ˙33 pour de´duire :
˙ =
√
3
8
µs
2− νs
1− νs
1
Fo
(
Q
1− νs
1− 2 νs E˙33 + E˙13
)
(11.131)
L’hypothe`se de propagation n’est ve´rifie´e que si l’on envisage un trajet (E˙33, E˙13) tel que
˙ (11.131) soit positif c’est-a`-dire si :
Q
1− νs
1− 2 νs E˙33 + E˙13 ≥ 0 (11.132)
La relation (11.131) re´git alors l’endommagement tandis que la contrainte macroscopique
Σ e´volue en fonction de E˙33 :
Σ˙13 = −Q Σ˙33 = −2µsQ 1− ν
s
1− 2 νs E˙33 (≥ 0) (11.133)
11.3.4 Fissures frottantes dilatantes
E´tudions maintenant l’impact de la propagation sur le comportement de mate´riaux a`
fissures frottantes dilatantes. Conside´rons, comme dans le paragraphe pre´ce´dent, un trajet
de chargement en contrainte Σ tel que les fissures restent ferme´es (Tn ≤ 0) et tel que
Σ23 = 0. On suppose e´galement que l’on impose Σ˙13 > 0 et que la plasticite´ se produit de`s
le de´but du processus soit Σ13 > −QΣ33 ≥ 0. En vertu de l’e´quation (11.96), la projection
de l’e´tat de contrainte au niveau de la fissure σf (11.94) sur le sous-espace engendre´ par
e3 ⊗ e3, τ 1 et τ 2 s’e´crit :
 
: σf =
(e3 ⊗ e3 −Q τ 1)⊗ ((2− νs) e3 ⊗ e3 −Q τ 1)
2− νs + 2Q2 : Σ (11.134)
On en de´duit donc les composantes utiles de l’e´tat de contrainte re´siduel σf
R
:

σf
R
33 = −
2Q
2− νs + 2Q2 (QΣ33 + Σ13)
σf
R
13 = −
2− νs
2− νs + 2Q2 (QΣ33 + Σ13)
(11.135)
En plus de son appartenance a` l’inte´rieur de l’ellipse d’endommagement d’e´quation (11.124),
le sommet du crite`re actuel se trouve donc sur la demi-droite d’e´quation (cf. Fig. 11.12) :
−σf R13 =
2− νs
2Q
(
−σf R33
)
, −σf R13 ≥ 0 (11.136)
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Fig. 11.12 – Crite`res de plasticite´ et d’endommagement d’un mate´riau a` fissures frottantes
dilatantes
L’exploitation des relations (11.136) dans le crite`re d’endommagement (11.124) fournit
un crite`re portant sur Σ :
QΣ33 + Σ13 =
√
1 +
2Q2
2− νs Ro (11.137)
ou` Ro est donne´ par (11.125). On de´duit donc de ce crite`re les meˆmes conclusions que dans
le cas non dilatant. D’une part, un trajet radial en contraintes (Σ13/Σ33 = cste) conduit
ne´cessairement a` une limitation de Σ qui ne peut plus e´voluer de`s lors que le crite`re
d’endommagement est atteint et le comportement s’apparente a` nouveau abusivement,
comme sur la Fig. 11.10, a` un e´coulement plastique libre (c’est par exemple le cas lors
d’une expe´rience de cisaillement simple). D’autre part, si le chargement Σ se situe a` tout
instant sur la branche d’e´quation (11.127), Σ peut continuer a` e´voluer avec Σ˙13 = −QΣ˙33 ;
c’est ce qui peut se produire si l’expe´rience est pilote´e en de´formation. En effet, on de´duit
d’abord de (11.28) et (11.135) les composantes de Epl :

Epl33 = 
16
3µs
Q
1− νs
2− νs + 2Q2 (QΣ33 + Σ13)
Epl13 = 
8
3µs
1− νs
2− νs + 2Q2 (QΣ33 + Σ13)
(11.138)
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En supposant les de´formations longitudinales nulles dans les directions 1 et 2, la de´formation
e´lastique s’e´crit comme en (11.129), ce qui, avec (11.138), fournit les composantes de la
de´formation totale dans la situation ou` le crite`re de propagation (11.137) est atteint :

E33 =
1
2µs
(
1− 2 νs
1− νs Σ33 + 
32
3
Q
1− νs√
(2− νs + 2Q2) (2− νs) Ro
)
E13 =
1
2µs
(
Σ13 + 
16
3
1− νs√
(2− νs + 2Q2) (2− νs) Ro
) (11.139)
A` l’aide du syste`me (11.139) et du crite`re (11.137), il est possible de de´terminer le compor-
tement macroscopique a` tout instant i.e. (Σ33,Σ13) ainsi que  en fonction de (E33, E13).
Pourvu que le re´sultat demeure cohe´rent avec le crite`re de propagation (11.120) et no-
tamment la positivite´ de ˙, on montre :
˙ =
1− 2 νs
1− 2 νs + 2Q2 (1− νs)
√
3
8
µs
2− νs + 2Q2
1− νs
1
Fo
(
Q
1− νs
1− 2 νs E˙33 + E˙13
)
(11.140)
et
Σ˙13 = −Q Σ˙33 = −2µsQ 1− ν
s
1− 2 νs + 2Q2 (1− νs)
(
E˙33 − 2Q E˙13
)
(11.141)
On note que la positivite´ de ˙ est soumise a` la meˆme condition que dans le cas non dilatant
i.e. (11.132). En revanche, contrairement a` (11.133) l’e´volution de Σ de´pend ici de E˙13.
Conside´rons une expe´rience de glissement simple :
E(t) = E13(t) τ 1 = E13(t) (e1 ⊗ e3 + e3 ⊗ e1) avec E13(0) = 0 et E˙13(t) > 0
(11.142)
Le re´sultat (11.141) indique que, lors d’une telle expe´rience, Σ13 peut continuer de croˆıtre
meˆme pendant la phase d’endommagement. Ceci de´voile un effet de la dilatance puisque
ce re´sultat est mis en de´faut dans le cas des fissures non dilatantes pour lesquels l’e´volution
de Σ n’est re´gie que par E˙33 (11.133). La Fig. 11.13 repre´sente a` titre comparatif les lois
Σ13(E13) pour le chargement de glissement simple (11.142) dans les cas de fissures frot-
tantes dilatantes et non dilatantes. Seul le cas dilatant fait apparaˆıtre une augmentation
de Σ13 dans la phase de propagation alors que pour l’expe´rience de cisaillement simple
(11.61), la contrainte est stationnaire pour les deux types de fissures.
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Fig. 11.13 – Glissement simple d’un v.e.r. a` fissures frottantes dilatantes ou non
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12.1 Convention de Voigt
Soit   un tenseur d’ordre 4 de´compose´ sur la base canonique :
  = Aijkl ei ⊗ ej ⊗ ek ⊗ el (12.1)
Si   est un ope´rateur agissant sur les tenseurs d’ordre 2, ses composantes satisfont les
syme´tries :
Ajikl = Aijlk = Aijkl (12.2)
Seules 36 composantes sont alors inde´pendantes et l’espace vectoriel consitue´ de tels ten-
seurs est isomorphe a` l’espace des matrices de R6. On adopte la convention suivante pour
repre´senter matriciellement   :
  ≡


A1,1,1,1 A1,1,2,2 A1,1,3,3
√
2A1,1,2,3
√
2A1,1,3,1
√
2A1,1,1,2
A2,2,1,1 A2,2,2,2 A2,2,3,3
√
2A2,2,2,3
√
2A2,2,3,1
√
2A2,2,1,2
A3,3,1,1 A3,3,2,2 A3,3,3,3
√
2A3,3,2,3
√
2A3,3,3,1
√
2A3,3,1,2
√
2A2,3,1,1
√
2A2,3,2,2
√
2A2,3,3,3 2 A2,3,2,3 2 A2,3,3,1 2 A2,3,1,2
√
2A3,1,1,1
√
2A3,1,2,2
√
2A3,1,3,3 2 A3,1,2,3 2 A3,1,3,1 2 A3,1,1,2
√
2A1,2,1,1
√
2A1,2,2,2
√
2A1,2,3,3 2 A1,2,2,3 2 A1,2,3,1 2 A1,2,1,2


(12.3)
12.2 Quelques tenseurs utiles pour l’e´tude des fis-
sures
Dans ce paragraphe, on repre´sente sous la convention de Voigt des tenseurs de´finis dans la
partie IV caracte´rise´s ici au cas ou` le milieu de re´fe´rence dans lequel est plonge´e la fissure
est isotrope (   o = 3ko  + 2µo  ).
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• Tenseur   o(n = e3) = limω→0 ω (  −   o (ω, e3))−1
  o(n = e3) ≡


0 0 0 0 0 0
0 0 0 0 0 0
α α β 0 0 0
0 0 0 γ 0 0
0 0 0 0 γ 0
0 0 0 0 0 0


avec α =
4
pi
νo (1− νo)
1− 2 νo β =
4
pi
(1− νo)2
1− 2 νo γ =
4
pi
1− νo
2− νo
(12.4)
La moyenne de
 
o lorsque n parcourt la sphe`re unite´ vaut :
  o =
1
4 pi
∫ 2 pi
φ=0
∫ pi
θ=0
 
o(n) sin θ dθ dφ
=
4
3 pi
1− νo2
1− 2 νo  +
8
15 pi
(1− νo) (5− νo)
2− νo  (12.5)
• Tenseur   o(n = e3) = limω→0 ω
(
 − (1− 4
3
pi ω)   o (ω, e3)
)−1
 

o(n = e3) ≡


0 0 0 0 0 0
0 0 0 0 0 0
α α β 0 0 0
0 0 0 γ 0 0
0 0 0 0 γ 0
0 0 0 0 0 0


α =
4
pi
νo (1− νo)
1− 2 νo + 16
3
 (1− νo)2 β =
4
pi
(1− νo)2
1− 2 νo + 16
3
 (1− νo)2
γ =
4
pi
1− νo
2− νo + 16
3
 (1− νo)
(12.6)
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• Tenseur   ′o(n = e3) = limω→0 ω (  −   o (ω, e3) :  )−1
 
′
o(n = e3) ≡


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0
4
pi
1− νo
2− νo 0 0
0 0 0 0
4
pi
1− νo
2− νo 0
0 0 0 0 0 0


(12.7)
La moyenne de
  ′
o lorsque n parcourt la sphe`re unite´ vaut :
 
′
o =
1
4 pi
∫ 2 pi
φ=0
∫ pi
θ=0
  ′
o(n) sin θ dθ dφ =
8
5 pi
1− νo
2− νo  (12.8)
• Tenseur   o′(n = e3) = limω→0 ω
(
 − (1− 4
3
pi ω)   o (ω, e3) : 
)−1
 

o
′(n = e3) ≡


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0
4
pi
1− νo
2− νo + 163  (1− νo)
0 0
0 0 0 0
4
pi
1− νo
2− νo + 163  (1− νo)
0
0 0 0 0 0 0


(12.9)
• Tenseur   o(n = e3) = limω→0   o (ω, e3)
 
o(n = e3) ≡


0 0 0 0 0 0
0 0 0 0 0 0
0 0
1
2 µo
1− 2 νo
1− νo 0 0 0
0 0 0
1
2 µo
0 0
0 0 0 0
1
2 µo
0
0 0 0 0 0 0


(12.10)
250 Annexes
12.3 Proprie´te´s du tenseur de localisation des fis-
sures ouvertes
Montrons les proprie´te´s suivantes :
  
o :   o =
  
o :
  o−1 (12.11)
  
o :   o est syme´trique (12.12)
et en particulier, en prenant  = 0 :
 
o :   o =
 
o :
  o−1 (12.13)
 
o :   o est syme´trique (12.14)
• Preuve de (12.11)
En utilisant
  o (ω,n) =   o (ω,n) :
  o (12.15)
il vient successivement :
  
o :   o = lim
ω→0
ω
(
 − (1− 4
3
pi ω)   o (ω,n)
)−1
:   o (ω,n) (12.16)
= lim
ω→0
ω
(
 − (1− 4
3
pi ω)   o (ω,n)
)−1
:   o (ω,n) :
  o−1 (12.17)
= lim
ω→0
ω
1− 4
3
pi ω
(
−  +
(
 − (1− 4
3
pi ω)   o (ω,n)
)−1)
:   o−1 (12.18)
= lim
ω→0
ω
(
 − (1− 4
3
pi ω)   o (ω,n)
)−1
:   o−1 (12.19)
=
  
o :
  o−1 (12.20)
• Preuve de (12.12)
On e´crit successivement :
  
o :   o = lim
ω→0
ω
(
 − (1− 4
3
pi ω)   o (ω,n)
)−1
:   o (ω,n) (12.21)
= lim
ω→0
ω
(
  o
−1 (ω,n)− (1− 4
3
pi ω)   o
)−1
(12.22)
Le tenseur dont on calcule la limite dans (12.22) est syme´trique car   o et
  o le sont. Or
l’ensemble des tenseurs syme´triques est un ferme´ donc
  
o :   o est syme´trique.
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Dans le cas ou`   o est isotrope, on de´duit de (12.6) et (12.10) l’expression suivante pour
n = e3 :
  
o :   o =
  
o :
  o−1 ≡


0 0 0 0 0 0
0 0 0 0 0 0
0 0 α 0 0 0
0 0 0 β 0 0
0 0 0 0 β 0
0 0 0 0 0 0


α =
2
pi
1
µo
(1− νo) (1− 2 νo)
1− 2 νo + 16
3
 (1− νo)2 β =
2
pi
1
µo
1− νo
2− νo + 16
3
 (1− νo)
(12.23)
On introduit e´galement une “pseudo-inverse” de
  
o :
  o−1 note´e
(
  
o :
  o−1
)†
et s’e´crivant
avec les meˆmes valeurs de α et β :
(
 

o :  
o−1
)†
≡


0 0 0 0 0 0
0 0 0 0 0 0
0 0
1
α
0 0 0
0 0 0
1
β
0 0
0 0 0 0
1
β
0
0 0 0 0 0 0


(12.24)
Le tenseur
 
=
(
  
o :
  o−1
)†
:
  
o :
  o−1 =
  
o :
  o−1 :
(
  
o :
  o−1
)†
de´signe donc le projecteur
orthogonal sur le sous-espace vectoriel des tenseurs d’ordre 2 syme´triques engendre´ par
e3 ⊗ e3, τ 1 et τ 2 (de´finis en (11.29)) :
 
= e3 ⊗ e3 ⊗ e3 ⊗ e3 + 1
2
(τ 1 ⊗ τ 1 + τ 2 ⊗ τ 2) ≡


0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0


(12.25)
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L’objectif du travail pre´sente´ dans ce me´moire consistait essentiellement a` de´terminer cer-
taines proprie´te´s macroscopiques non line´aires des ge´omate´riaux a` partir d’informations
disponibles a` l’e´chelle infe´rieure en exploitant et adaptant les outils de la microme´canique.
Les non line´arite´s que nous avons traite´es sont d’origine physique, c’est-a`-dire qu’elles
sont dues aux proprie´te´s non line´aires des constituants eux-meˆmes, et concernent des
phe´nome`nes irre´versibles (en l’occurence la plasticite´). Les ge´omate´riaux font l’objet
d’autres types de non line´arite´s. Citons par exemple les non line´arite´s ge´ome´triques lie´es
au phe´nome`ne d’ouverture ou de refermeture de fissures [33] ou encore les non line´arite´s
a` la fois ge´ome´triques et physiques dues aux transformations finies [32].
Dans ce travail, nous nous sommes base´s sur des ide´es et des outils d’homoge´ne´isation
line´aire et non line´aire disponibles dans la litte´rature et nous les avons adapte´s afin de
rendre compte des effets de frottement et de dilatance qui sont souvent primordiaux dans
les ge´omate´riaux.
Dans la partie I, nous avons rappele´ quelques outils fondamentaux du changement
d’e´chelle en milieu ale´atoire et quelques re´sultats d’homoge´ne´isation line´aire en les adap-
tant e´ventuellement en vue d’une utilisation dans les parties suivantes. Nous avons notam-
ment revisite´ les sche´mas classiques d’homoge´ne´isation base´s sur le proble`me d’Eshelby
[44] en incorporant un type d’inclusion pre´sentant une interface lisse dans le but de
mode´liser les de´fauts d’adhe´rence d’inclusions dans les ge´omate´riaux et de quantifier leur
impact sur les proprie´te´s macroscopiques.
Nous nous sommes ensuite attache´s dans la partie II a` fournir une me´thode de de´termination
du crite`re de re´sistance macroscopique d’un ge´omate´riau. En nous ramenant a` un proble`me
visqueux, il est apparu que ce crite`re pouvait eˆtre estime´ par des techniques d’homoge´ne´isation
non line´aire. Nous avons e´galement montre´ qu’une technique base´e sur un comportement
microscopique non line´aire fictif judicieusement choisi e´tait en mesure de conduire a` une
estimation des e´tats limites dans le cas ou` la matrice du ge´omate´riau avait un comporte-
ment plastique non associe´. Ces me´thodes ont e´te´ applique´es au cas d’une matrice de von
Mises pour laquelle on retrouve des re´sultats classiques mais elles ont surtout e´te´ mises en
œuvre dans le cadre nouveau d’une matrice frottante de Drucker-Prager. Nous avons no-
tamment construit le crite`re macroscopique correspondant a` un v.e.r. poreux sur lequel
nous avons constate´ que la re`gle d’e´coulement de la matrice (plasticite´ associe´e ou non)
avait peu d’impact. En revanche, s’agissant d’un v.e.r. renforce´, la re`gle d’e´coulement
de la matrice jouait un roˆle capital. De plus, nous avons mis en e´vidence l’influence de la
nature de l’interface entre les renforts et la matrice d’un tel v.e.r..
Bien que tre`s efficace car aboutissant a` des re´sultats analytiques, la me´thode d’homoge´ne´isation
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non line´aire de type se´cante base´e sur la notion de de´formation de re´fe´rence pre´sente des
inconve´nients lie´s au fait qu’elle traite la non line´arite´ selon une technique de moyenne.
Une telle de´marche s’ave`re pre´judiciable lorsque la grandeur moyenne´e est fortement
he´te´roge`ne. Nous avons montre´ sur des exemples analytiques simples de sphe`res creuses
que cet inconve´nient pouvait eˆtre contourne´ en proce´dant a` une partition du domaine
concerne´ par la moyenne. Une e´tude nume´rique dans [12] a prouve´ l’inte´reˆt de ce proce´de´
sur le cas d’un v.e.r. a` matrice de von Mises. Une perspective inte´ressante serait de traiter
le cas d’une matrice de Drucker-Prager. S’agissant du milieu renforce´, il serait e´galement
inte´ressant de traiter des cas ou` les inclusions ne sont plus rigides mais pre´sentent un
crite`re de re´sistance fini. De meˆme, on pourrait chercher a` tenir compte d’un crite`re
d’interface plutoˆt que des cas extreˆmes d’adhe´rence parfaite ou d’absence de frottement.
Les mate´riaux cimentaires sont un exemple de mate´riaux en vue dans cette e´tude : les
paˆtes de ciment a` une e´chelle qui re´ve`le simultane´ment des renforts et des pores (duˆs
par exemple a` la dissolution des cristaux de Portlandite et a` la de´calcification de la ma-
trice de C-S-H) ([11], [25]) mais aussi les mortiers et les be´tons. Meˆme si la mode´lisation
que nous avons adopte´e permet de traiter plusieurs types de morphologies et d’inter-
faces entre la matrice et les inclusions, une description fine des ge´omate´riaux ne saurait
eˆtre syste´matiquement re´duite aux inclusions conside´re´es dans cette e´tude (vides ou ren-
forts rigides adhe´rents ou sans frottement). En effet, la complexite´ des ge´omate´riaux peut
ne´cessiter une mode´lisation faisant intervenir des inclusions elles-meˆmes he´te´roge`nes. La
pre´sence de telles inclusions justifierait alors un recours a` des me´thodes d’homoge´ne´isation
base´es sur des motifs morphologiques repre´sentatifs [103]. Cette approche pourrait notam-
ment eˆtre mise a` profit dans l’analyse du comportement du be´ton pour lequel il existe une
zone de faiblesse entre les granulats et le mortier, appele´e interface de transition (ITZ)
[55].
Une autre perspective envisageable a` la suite de cette partie concerne l’exploitation de
re´sultats de calcul a` la rupture pour estimer les me´canismes responsables des changements
de ge´ome´trie dans le cadre des transformations finies ([29], [10]). Nous avons montre´ sur un
exemple simple dans [10] qu’il e´tait raisonnable d’estimer l’e´tat de contrainte actuel et le
champ de vitesse d’un ge´omate´riau soumis a` des transformations finies respectivement par
la charge limite et un me´canisme d’e´coulement plastique libre relatifs a` la ge´ome´trie ac-
tuelle. Conside´rant que ces deux informations peuvent eˆtre estime´es par notre approche,
il est possible de construire une loi de compaction tenant compte a` chaque instant de
l’e´volution de la microstructure mise a` jour selon le me´canisme d’e´coulement.
Dans la partie III, apre`s avoir mis en place les lois d’e´tat de la poroplasticite´, nous
avons construit, selon une approche microme´canique, le crite`re de plasticite´ macrosco-
pique d’un milieu poreux de´pendant non seulement de l’e´tat de contrainte macroscopique
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mais aussi de la pression. Il s’agissait donc de passer a` R7 du point de vue de la dimen-
sion de l’espace des variables d’e´tat (contraintes et pression). Nous avons ensuite de´duit
de ce crite`re une condition d’existence d’une contrainte effective susceptible de re´gir la
poroplasticite´. L’existence d’une telle contrainte effective permet de formuler le crite`re
du milieu sature´ a` partir de celui du milieu sec dont le seul argument est le tenseur des
contraintes macroscopiques i.e. un e´le´ment de R6. La condition d’existence obtenue nous
a notamment permis de de´montrer que si la contrainte effective de Terzaghi gouvernait
le comportement poroplastique, le crite`re local e´tait ne´cessairement insensible a` la partie
sphe´rique (Tresca ou von Mises par exemple), la re´ciproque e´tant un re´sultat classique.
Nous avons ensuite examine´ le cas de crite`res locaux sensibles au confinement (Mohr-
Coulomb ou Drucker-Prager en sont des exemples) pour aboutir a` la conclusion attendue,
e´tant donne´ le caracte`re tre`s contraignant de la condition d’existence, que les candidats
les plus probables pour eˆtre contrainte effective ne convenaient pas. Ce point a notam-
ment e´te´ illustre´ sur un exemple de construction analytique de l’e´volution du domaine
d’e´lasticite´ actuel d’une sphe`re sous pression.
Meˆme si nous avons montre´ que le comportement e´lasto-plastique macroscopique d’un
milieu poreux sature´ a` matrice frottante ne pouvait eˆtre formule´ a` l’aide d’une contrainte
effective et donc de´couler du cas sec, il pourrait s’ave´rer inte´ressant d’examiner l’influence,
en terme d’erreur commise, d’un choix de contrainte effective sur un certain trajet de char-
gement ou meˆme sur un calcul de structure a` l’e´chelle macroscopique.
Dans la partie IV, apre`s un rappel montrant que les sche´mas d’homoge´ne´isation base´s
sur le proble`me d’Eshelby pouvaient eˆtre mis a` profit pour mode´liser des milieux a` fis-
sures ouvertes ou ferme´es sans dissipation, nous sommes parvenus a` exploiter ces meˆmes
sche´mas dans le cadre de l’homoge´ne´isation de milieux a` fissures plastiques. Plusieurs
types de comportements plastiques des fissures ont pu eˆtre traite´s. La me´thode a prouve´
son efficacite´ dans la prise en compte du crite`re de plasticite´ mais e´galement la cine´matique
de la fissure, ce qui a notamment permis de tenir compte du phe´nome`ne de dilatance duˆ
aux frottements et d’en de´duire son impact sur le comportement macroscopique. En nous
penchant sur le proble`me de la propagation de fissures plastiques, nous avons retrouve´ le
re´sultat selon lequel celle-ci e´tait couple´e a` la plasticite´ et e´tait gouverne´e par l’e´tat de
contrainte re´siduel des fissures. Cette e´tude nous a permis d’aboutir au comportement
macroscopique d’un milieu a` fissures plastiques se propageant pour les diffe´rents types de
fissures envisage´s.
Les de´veloppements pre´sente´s dans cette partie partent d’hypothe`ses quelquefois un peu
trop restrictives, comme par exemple l’existence d’une seule famille de fissures. L’avan-
tage de la technique d’homoge´ne´isation utilise´e est qu’elle laisse entrevoir la perspective
de prendre en compte des situations plus complexes ou` coexistent plusieurs familles de
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fissures. La suite logique de ce travail consistera aussi a` utiliser les comportements de
milieux fissure´s que nous pouvons identifier dans le calcul d’une structure.
Dans ce me´moire, nous nous sommes attache´s a` de´velopper des me´thodes aboutissant
a` la de´termination de comportements macroscopiques en tenant compte de non line´arite´s
a` l’e´chelle microscopique et nous les avons mises en œuvre dans des situations pre´cises.
Ces me´thodes pre´sentent l’avantage d’eˆtre adaptables a` d’autres cas de microstructures
ou de comportements que ceux traite´s. Elles offrent des perspectives de recherche qui nous
semblent inte´ressantes.
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