Further evidence for asymptotic safety of quantum gravity by Falls, Kevin et al.
Further evidence for asymptotic safety of quantum gravity
K. Falls,1, 2 D. Litim,1 K. Nikolakopoulos,1 and C. Rahmede3, 4
1Department of Physics and Astronomy, University of Sussex, Brighton, BN1 9QH, U.K.
2Institute for Theoretical Physics, U Heidelberg, 69120 Heidelberg, Germany
3Karlsruhe Institute of Technology, Institute for Theoretical Physics, 76128 Karlsruhe, Germany
4Technical University Dortmund, Institute for Theoretical Physics, 44221 Dortmund, Germany
The asymptotic safety conjecture is examined for quantum gravity in four dimensions.
Using the renormalisation group, we find evidence for an interacting UV fixed point for
polynomial actions up to the 34th power in the Ricci scalar. The extrapolation to infinite
polynomial order is given, and the self-consistency of the fixed point is established using
a bootstrap test. All details of our analysis are provided. We also clarify further aspects
such as stability, convergence, the role of boundary conditions, and a partial degeneracy of
eigenvalues. Within this setting we find strong support for the conjecture.
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3I. INTRODUCTION
This paper investigates the asymptotic safety conjecture for gravity, and is the continuation of a
study initiated in [1]. Asymptotic safety for gravity stipulates that a fully-fledged quantum theory
of the metric field may exist fundamentally, provided the short distance fluctuations of the metric
field lead to an interacting fixed point [2]. The importance of ultraviolet (UV) fixed points for the
definition of quantum field theory has been noted long ago [3, 4]. Many theories are known where
the fixed point is non-interacting, a prominent example being asymptotic freedom of QCD [5, 6].
Much less is known about the existence of interacting UV fixed points. A few rigorous results are
available in settings where perturbation theory remains intact. In 4D quantum gauge theories,
interacting UV fixed points have been found recently in [7]. For gravity, reliable interacting UV
fixed points arise close to two dimensions, in the spirit of the epsilon expansion [2, 8–11], or with
the help of large-N techniques [12–14], where N denotes the number of matter fields.
Identifying interacting UV fixed points in a reliable manner faces two key challenges. Firstly,
if a theory is asymptotically free, the set of relevant, marginal, and irrelevant invariants is known
beforehand. It then suffices to retain the finite set of classically relevant and marginal invariants
in the action. Provided a theory is asymptotically safe, residual interactions in the UV modify the
power counting of invariants. The set of relevant and marginal invariants is then no longer known
beforehand, and it cannot be taken for granted that invariants which are classically irrelevant will
remain irrelevant at an interacting fixed point [2]. For gravity, one may then wonder whether
high powers of e.g. the Ricci scalar, such as R256, may become relevant at an interacting fixed
point? The task therefore must consist in identifying a procedure by which a fixed point can
be identified, self-consistently, despite of the fact that explicit studies are often confined to a
finite number of invariants [1]. Secondly, in four-dimensional gravity, Newton’s coupling carries
inverse mass dimensions and conventional pertubation theory is not applicable at highest energies.
Furthermore, the theory is not offering a natural small expansion parameter, and non-perturbative
techniques are required to deal with strong coupling effects.
Interestingly, the lack of a priori information about the set of relevant invariants can be compen-
sated with the help of an auxiliary hypothesis [1]. We will assume that invariants with increasing
canonical mass dimension remain increasingly irrelevant at an interacting UV fixed point. The
rationale for this relates to the fact that quantum fluctuations would have to overcompensate in-
creasingly large canonical mass dimensions to turn irrelevant invariants into relevant ones [2]. It
is then conceivable that an ordering according to the canonical mass dimension remains a good
principle even in the interacting quantum theory. The virtue of the auxiliary hypothesis is that it
can be falsified, allowing for systematic tests of the asymptotic safety conjecture.
In this paper, we test the asymptotic safety conjecture for quantum gravity in concrete terms.
The primary questions we wish to address with this are: Can an interacting UV fixed point be
identified self-consistently, and if so, what are its properties? What is the impact of high-order
curvature invariants? Is it safe to assume that the canonical mass dimension offers a good guiding
principle? We study these topics, examplarily, for gravitational actions which are high-order
polynomials in the Ricci scalar. With Newton’s coupling, the cosmological constant and the R2
coupling, these models contain three of the classically relevant and marginal invariants, plus an
increasing number of canonically irrelevant invariants. Curvature invariants other than powers of
the Ricci scalar are neglected, which is our main approximation. We expect that an interacting
UV fixed point, should it exist in the full theory, becomes visible even if only a subset of invariants
is taken into account. As such, this paper is an extension of [1] including more background, details,
and further insights.
For our explicit computations we adopt a functional version of Wilson’s renormalisation group
(RG) [15, 16], which is based on the successive integrating-out of momentum degrees of freedom.
A feature of this continuum method is that it can be applied even at strong coupling [17]. Op-
4timisation techniques are available to maximise the physics content within given approximations,
also offering analytical access to the relevant RG flows [18, 19]. Furthermore, a large body of
work exists showing that these techniques can be used to access interacting fixed points and strong
coupling effects [17, 20]. For gravity, these methods have been made available in [21], see [22–27]
for reviews. Applications thus far include Einstein-Hilbert, higher-derivative, non-local, and f(R)-
type approximations [21, 28–43]. To connect with some of the earlier work, we adopt the rationale
of [32, 36–38]. The strength of this setup is that it admits a well-controlled heat kernel expansion
in powers of the Ricci scalar. Our main technical novelty here is to provide ways how the expansion
and the fixed point search can be performed to very high polynomial order by combining algebraic
and numerical methods.
The outline of the paper is as follows. In Sec. II., we recall the renormalisation group, introduce
some notation, and specify our approximations. We then analyse the classical and quantum fixed
points of our model (Sec. III), provide a systematic algorithm to determine fixed point coordinates
algebraically, and determine two remaining free parameters numerically, including error estimates.
A stable fixed point is identified for polynomial actions in the Ricci scalar up to some maximum
order N = 35. The good convergence permits a large-N extrapolation, the results of which are
also given. In Sec. IV we present our results for the scaling exponents, including a discussion
of degenerate eigenvalues, the enhanced gap in the eigenvalue spectrum, convergence, and an
underlying eight-fold periodicity pattern. We also analyse the impact of the boundary condition on
the fixed point search, finding that the convergence is improved through suitable choices (Sec. V). In
Sec. VI, we review the bootstrap hypothesis for asymptotic safety, and explain how it is realised in
the data. A brief discussion of the near-Gaussianity of subleading eigenvalues is given in Sec. VII,
followed by our conclusions (Sec. VIII). An appendix provides more details of the explicit RG
equations (App. A).
II. GRAVITATIONAL RENORMALISATION GROUP
In this section, we introduce our set-up and detail the relevant RG equations. We adopt the
framework of the functional renormalisation group for gravity, which is based on a Wilsonian
momentum cutoff to successively integrate-out momentum modes. We begin with euclidean grav-
itational actions which are functions of the Ricci scalar R,
S =
∫
d4x
√
det gµν F (R) . (2.1)
where R = R(gµν) denotes the Ricci scalar and gµν the metric field. Actions which are generic
functions of the curvature scalar are of interest for cosmological model building and dark energy,
see [44]. Classically, they can be re-written as standard Einstein-Hilbert gravity coupled to a scalar
field with a potential determined through the function F . Expanding the action polynomially, we
recover the Einstein-Hilbert action
F (R) =
Λ
8piG
− 1
16piG
R+ · · · . (2.2)
up to higher order corrections in the Ricci scalar. Here, Λ denotes the cosmological constant,
G = 6.67 × 1011 m3/(kg s2) Newton’s constant, and Λ/(8piG) the vacuum energy. In general, the
action (2.1) need not to be polynomial in the curvature scalar.
We are specifically interested in the quantum theory associated to a polynomial action in the
Ricci scalar in view of the asymptotic safety conjecture for gravity. Provided the theory develops
a non-trivial UV fixed point, it may become a candidate for a fundamental quantum theory of the
metric field [2]. As soon as quantum fluctuations are taken into account, the couplings turn into
running couplings Λ → Λk, G → Gk and F → Fk, whereby the classical action (2.1) becomes a
5quantum effective action Γk to evolve with the RG momentum scale k at which the theory is probed.
A particularly useful continuum method to describe the change of the gravitational effective action
with RG momentum scale is given by Wilson’s renormalisation group. It is based on a coarse-
grained version of the path integral where the propagation of fluctuations with momenta smaller
than the RG scale k are suppressed. In its modern form, the dependence of the effective action on
the RG scale is given by an exact functional identity [15]
∂tΓk =
1
2
STr
1
Γ
(2)
k +Rk
∂tRk , (2.3)
and t = ln(k/k0) where k0 is some arbitrary reference scale which does not enter into any of the
later results. Here, the (super)trace stands for a sum over modes and fields including appropriate
minus signs for fermions and ghosts. The regulator function Rk can be chosen at will, though
within a few constraints to ensure that the RG flow interpolates between the microscopic theory in
the UV and the full quantum effective theory in the IR. We exploit this freedom to obtain explicit
analytical RG flows for all couplings [32] adopting the ideas of [18, 19].
Functional flows (2.3) for actions (2.1) have been derived in [36–38], and in [40] based on the
on-shell action, also using [19, 32]. Diffeomorphism symmetry is controlled with the help of the
background field method [21, 45] which splits the metric gµν = g¯µν+hµν into a classical background
g¯µν and a quantum part hµν . For F (R) theories it is sufficient to choose the background metric to
be that of a maximally symmetric four-sphere to obtain a closed flow equation. This is achieved
by expanding Γk to quadratic order in the fluctuation hµν around the four sphere, taking the
second variation to obtain Γ
(2)
k and then setting gµν = g¯µν . To facilitate consistency checks and
a comparison with earlier findings we have adopted the approach put forward in [36, 37] with the
same choice of gauge-fixing
SGF =
1
2α
∫
d4x
√
g¯ χµχ
µ (2.4)
where χν = ∇¯µhµν − 14∇¯νhµµ which leads to a ghost part of the action for the ghost field Cµ
Sgh =
1
α
∫
d4x
√
g¯ C¯ν
δχν
δµ
Cµ. (2.5)
In this computation we will use the Landau-De Witt gauge α → 0, which simplifies the flow
equation. It has been shown [46] that this value of α is a fixed point value for the running gauge
parameter.
In order to evaluate the trace via heat kernel techniques we need to have the second variation
organised in terms of the laplacian operator ∇2 on the four sphere 1 . For this reason we decompose
the quantum fluctuations, according to the transverse-traceless decomposition [47] which was first
used for RG computations in [28]
hµν = h
T
µν +∇µξν +∇νξµ +∇µ∇νσ −
1
4
gµν∇2σ + 1
4
gµνh. (2.6)
Here h = gµνhµν is the trace of the fluctuation, h
T
µν denotes the transverse-traceless part of hµν ,
ξµ is a transverse vector that together with the scalar σ makes up the longitudinal-traceless part
of hµν according to (2.6). These fields obey the differential constraints:
hTµµ = 0 ; ∇νhTµν = 0 ; ∇νξν = 0 . (2.7)
1 From here on we drop the bar notation, where it is understood that all metrics, covariant derivatives etc. are
evaluated on the maximally symmetric background, e.g. ∇2 = ∇¯2
6The advantage of this decomposition, along with the gauge choice α→ 0, is that the RG flow (2.3)
simplifies considerably, splitting into a sum of several traces. Those over hTµν and h are independent
of the gauge parameter and come only from Fk(R). In the traces containing contributions from ξ
and σ, the gauge fixing term dominates since these traces become independent of Fk(R).
Similarly, for the ghost fields we adopt their decomposition into transverse and longitudinal
parts according to
Cµ = cT µ +∇µc , C¯µ = c¯Tµ +∇µc¯ , (2.8)
where cTµ and c¯
T
µ are transverse vectors and c and c¯ are scalars. They obey the differential con-
straints:
∇µc¯Tµ = 0 ; ∇µcTµ = 0 . (2.9)
Since this decomposition involves a change of variables, it induces Jacobians for the transformation
which appear as determinants of the operators
JV = −∇2 − R
4
, JS = −∇2
(
−∇2 − R
3
)
, Jc = −∇2 (2.10)
originating from the vector, scalar and ghost fields, respectively. These can be properly taken into
account by exponentiating the determinants with the introduction of some auxiliary field variables.
The contributions resulting from the ξ and σ components together with the contributions from
ghost fields and Jacobians simplify significantly.
The Wilsonian momentum cutoff function Rk in (2.3) is chosen according to the prescription
that for each individual component of the inverse propagator Γ
(2)
k we perform the substitution
−∇2 → −∇2 + Rk(−∇2) to obtain Γ(2)k + Rk, where Rk is the scalar cutoff function. For our
computation we use the optimised cutoff [18, 19, 32] given by
Rk(y) = (k2 − y)θ(k2 − y). (2.11)
RG flows with (2.11) are known to have good stability and convergence properties [20, 32, 33, 48–
51]. Equally important, the choice (2.11) also allows for analytical RG equations [32], which is
central for our work.
For fixed point studies, it is convenient to introduce dimensionless couplings. The dimensionless
Newton coupling g and dimensionless cosmological constant λ are defined as
g ≡ Gk k2 , λ ≡ Λk
k2
. (2.12)
We also find it convenient to introduce a dimensionless Ricci scalar. From now on, for notational
simplicity and unless stated otherwise, we denote it again as R meaning that R¯ = Rk2 instead
refers to the dimensionful Ricci scalar. We then also introduce the dimensionless function f(R) as
Fk(R¯)
k4
=
1
16pi
f(R) (2.13)
where it is understood that f is still a function of k. The factor 1/(16pi) is purely conventional
and has been adopted to ensure that the dimensionless Newton coupling is related to f as g =
−1/f ′(R = 0) without further numerical factors, see (2.12). In general, the functional RG flow for
(2.13) takes the form
∂tf + 4f − 2Rf ′ = I[f ] . (2.14)
7The terms on the LHS account for the canonical running of couplings, and those on the RHS
originate from quantum fluctuations. In our case, the function I[f ] (given in appendix A) has
homogeneity degree zero in f with I[a f ] = I[f ] for any a 6= 0. Furthermore, the terms on the
RHS also involve the flow of higher order derivatives of f up to the second order,
I[f ] = I0[f ] + I1[f ] · ∂tf ′ + I2[f ] · ∂tf ′′ . (2.15)
This structure comes about due to background field dependences introduced via the Wilsonian
regularisation [50, 52], and also appears in (generalized) proper-time RG flows [53]. Additional
flow terms on the RHS are expected to enhance the stability of the RG flow, as they correspond to
effective resummations [52]. The functions In depend explicitly on f and its first three derivatives,
and on R. Explicit expressions are given in the appendix A. Below, we exploit the RG flow (2.14)
as a generating function for the RG flows for all polynomial couplings of the theory.
III. FIXED POINTS
In this section, we discuss classical and quantum fixed points, detail our numerical methods,
and summarize results for a non-trivial ultraviolet fixed point.
A. Classical fixed points
As a warm-up we first discuss the ‘classical’ fixed points of our theory, as these may be achieved
as asymptotic limits of the quantum theory. In the absence of fluctuations the RG flow (2.14)
becomes
(∂t + 4− 2R∂R) f = 0 . (3.1)
It states that all (dimensionful) couplings in the classical theory are independent of the energy
scale. The linearity of the flow in f implies the existence of a Gaussian fixed point f∗ ≡ 0 . From
the flow for the inverse
(∂t − 4− 2R∂R) (f−1) = 0 (3.2)
we also conclude the existence of an ‘infinite’ Gaussian fixed point [54] associated to the asymptotic
vanishing of
1/f∗ ≡ 0 . (3.3)
More specifically, the RG flow (3.1) has the general solution
f(R, t) = R2 ·H (Re2t) (3.4)
for arbitrary function H(x) which is determined by the boundary conditions at t = 0. Fixed points
correspond to t-independent solutions to (3.4). A trivially t-independent solution is achieved via
the boundary condition H(x) = const. It leads to a line of fixed points corresponding to R2-theories
of gravity,
f∗ = λ2R2 , (3.5)
parametrized by the free parameter λ2, which has the role of a marginal coupling due to the
vanishing canonical mass dimension of the R2 coupling in four space-time dimensions. As such
(3.5) is both an UV and IR fixed point. The Gaussian and infinite Gaussian fixed points arise
8from (3.4) in asymptotic UV and IR limits where t → ±∞. The discussion of these cases is
simplified due to the linearity of (3.1) and (3.2), and we can limit ourselves to the scaling analysis
for monomials in the Ricci scalar f ∼ λnRn (no sum). The result (3.4) then states that the
couplings scale canonically with Gaussian eigenvalues ϑG,
λn(t) = λn(0) exp(ϑG,nt)
ϑG,n = 2n− 4 .
(3.6)
Consequently, the dimensionless vacuum energy term (n = 0) and the dimensionless Ricci coupling
(n = 1) are relevant operators, and their dimensionless couplings diverge towards the IR, leading
to the infinite Gaussian fixed point (3.3). Using (2.13), we can relate the IR diverging couplings
λ0 and λ1 to the dimensionless Newton coupling and cosmological constant to find g ≡ −1/λ1 and
λ ≡ −(λ0)/(2λ1), which translates into
1/λ→ 0 , g → 0 . (3.7)
We conclude that general relativity with positive (negative) vacuum energy corresponds to the
IR fixed point (3.7), provided that λ is positive (negative). Furthermore, this fixed point is
IR attractive in both couplings. The theory also displays an IR fixed point corresponding to a
vanishing vacuum energy,
λ = 0 , g → 0 . (3.8)
This fixed point is IR attractive in g and IR repulsive in λ, in contrast to (3.7). Classically, it can
only be achieved by fine-tuning the vacuum energy to zero through the boundary condition. This
analysis can straightforwardly be extended to higher order monomials including non-local ones,
such as inverse powers in the Ricci scalar. According to (3.6), for all couplings with n > 2 (n < 2)
the Gaussian fixed point λn → 0 is IR attractive (repulsive) and therefore approached in the IR
limit (UV limit), whereas the infinite Gaussian fixed point 1/λn → 0 is IR repulsive (attractive)
and therefore approached in the UV limit (IR limit).
Next we discuss in which limits the classical fixed points may arise out of the full RG flow
(2.14). To that end, we divide (2.14) by f , finding
4 +
(
∂t − 2R∂R
)
ln f = I[f ]/f . (3.9)
Note that the LHS of (3.9) and I[f ] both have homogeneity degree zero in f . Furthermore, the
fluctuation-induced term I[f ] is generically non-zero also in the limit of vanishing f . However, the
classical limit requires the vanishing of the RHS which, therefore, is parametrically achieved as
I[f ]/f → 0 for 1/f → 0 . (3.10)
We thus conclude that the classical limit (3.10) arises from the full RG flow (2.14) through the
infinite Gaussian fixed point (3.3). This specifically includes the IR fixed point for the couplings λ0
and/or λ1 which entail classical general relativity in the deep IR with a vanishing or non-vanishing
vacuum energy, see (3.7), (3.8). It also includes the possibility for a classical limit arising through
(3.5) for asymptotically large-fields 1/R → 0, leading to an R2-type theory. These results are
straightforwardly extended to dimensions different from d = 4.
B. Strategy for quantum fixed points
Next we turn to the fluctuation-induced fixed points of the theory, which arise through the
non-vanishing RHS of (2.14). Provided that the RG flow (2.13) has a non-trivial fixed point where
∂tf∗ ≡ 0, its location is determined by the function I0,
0 = −4f∗ + 2Rf ′∗ + I0[f∗] , (3.11)
9see (2.15), and (A3) for an explicit expression. A non-trivial UV fixed point is a candidate for
an asymptotically safe short distance theory of gravity. An analytical solution for the third-order
non-linear differential equation (3.11) is presently not at hand, and we have to content ourselves
with approximate ones. To that end we adopt two complementary methods which have been tested
successfully in critical scalar theories.
Firstly, we assume that the fixed point solution is polynomially expandable to high order, at least
for small curvature scalar. If so, the fixed point condition provides equations for the polynomial
couplings, which can be solved algebraically for all but a few couplings [50]. Its solution constitutes
a formally exact solution to (3.11) up to the highest order of the polynomial approximation, and
within the radius of convergence of the expansion. The remaining free parameters must then be
determined by other means, for example by imposing boundary conditions for the highest couplings.
This corresponds to a bootstrap. The strength of this procedure is its algebraic exactness, leading
to a maniable set of equations which can be extended systematically to higher orders. Furthermore,
the expansion is best in the regime where the reliability of the heat kernel techniques used in the
derivation of the flow are best. Finally, fixed points and universal exponents can reliably be deduced
within a polynomial approximation [50, 55]. On the other hand, the weakness of our method is
that a closure of the procedure requires certain assumptions about the highest couplings. The
stability of a solution together with the boundary condition then needs to be tested with increasing
polynomial order. Also, polynomial approximations are limited to a finite region in field space due
to a finite radius of convergence.
Extending polynomial fixed point solutions beyond this limit requires extra work. Here, we use
direct numerical integration techniques to find the fixed point solution of (3.11), without primarily
relying on a polynomial approximation [50, 56, 57]. The strength of this strategy is that it makes
no assumptions as to the functional form of its solution, polynomial or otherwise. In turn, the
weakness of this procedure is that a numerical integration requires high-accuracy initial data,
eg. the derivatives of f at vanishing curvature scalar. Also, the accuracy in the result is limited
by that of the integration algorithm. Furthermore, identifying the fixed point for all fields may be
hampered by technical artefacts for intermediate or large curvature scalar [41]. Below, we combine
both of these methods to test the reliability in our results.
C. Algebraic fixed points
We now discuss the algebraic procedure leading to closed expressions for the fixed point co-
ordinates [50]. Our strategy is independent of the actual RG flow and can be adopted for other
forms of the equation as well. We begin with a polynomial expansion of (3.11) about vanishing
curvature scalar,
f(R) =
∞∑
n=0
λnR
n . (3.12)
Inserting (3.12) into (3.11) leads to algebraic equations amongst all couplings. Specifically, the
β-functions for all couplings follow from inserting (3.12) into (2.14),
βn ≡ ∂tλn . (3.13)
The fixed point conditions βn = 0 can then be solved algebraically, order by order, starting at
n = 0. Evidently, these solutions are also solutions to (3.11). Note that the differential equation
(2.14) with (2.15) serves as a generating function for the β-functions of all polynomial couplings
of the theory. Solving βn = 0 starting with n = 0 only constitutes definite equations for all but a
finite set of couplings. The reason for this is that the RG flow for a coupling λn depends on the
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couplings up to λn+2. Therefore solving βn provides us with an expression for λn+2, and λ0 and
λ1 remain unspecified to any order. Hence, solving βn−2 = 0 allows us to express λn for all n ≥ 2
in terms of lower order couplings,
λn = λn(λi, i < n) . (3.14)
In a second step, these expressions for the couplings are further reduced, recursively, to functions
of the two unspecified couplings λ0 and λ1 only. This procedure provides us with an exact two-
parameter family of fixed point candidates
λn = λn(λ0, λ1) , (3.15)
where n ≥ 2. For example, the coupling λ2 is given by
λ2(λ0, λ1) = −1
9
12piλ30 + 6 (5piλ1 + 1)λ
2
0 + 2λ1 (9piλ1 + 1)λ0 − 9λ21
12piλ20 + 3 (4piλ1 + 1)λ0 − 7λ1
(3.16)
Similar, though increasingly more complex expressions are found for the higher order couplings.
Given the algebraic expressions (3.15), it remains to identify the correct values for the remaining
couplings λ0 and λ1, which are not determined by the algebraic procedure. To that end, we adopt
the following strategy: we assume that a finite order approximation of (3.12) retaining the first N
couplings is a valid approximation. This implies that the couplings λN and λN+1 no longer appear
on the level of the action. We therefore may impose an auxiliary condition for the (unspecifed)
higher-order couplings λN and λN+1. Most of the times, we are adopting free boundary conditions,
λN = 0
λN+1 = 0 .
(3.17)
This boundary condition assumes that the couplings and the corresponding invariants are absent
throughout, and that the recursive fixed point solution (3.15) should reflect this. This strategy has
been tested previously for critical scalar theories. In practice, (3.17) must be seen as an additional
input into the search strategy, and its applicability needs to be confirmed a posteriori. We defer a
detailed discussion of more general boundary conditions, and the stability of fixed point solutions,
to Sec. V.
At order N in the approximation, each of the conditions (3.17) with (3.15) leads to a constraint
in the (λ0, λ1) plane. Since the higher-order couplings are algebraic functions of (λ0, λ1), the
boundary conditions (3.17) lead to a high-order polynomial equation in λ0 (or λ1). In principle,
these may have many roots in the complex plane. It then remains to identify those roots
λ0 = λ0,∗
λ1 = λ1,∗
(3.18)
which are real, and numerically stable under extended approximations with increasing order N . If
so, the fixed point qualifies as a candidate for a fundamental fixed point of the theory.
Polynomial expansions are not bound to the form (3.12) and can equally be performed about
non-vanishing dimensionless Ricci scalar,
f(R) =
∞∑
n=1
λn(R−R0)n , (3.19)
where R0 6= 0 is the expansion point. One finds that all higher order couplings λn ≡ n! f (n)(R0)
for n > 2 can be expressed as rational functions in terms of three independent couplings λ0, λ1 and
λ2, except for a few exceptional points in field space where the recursive solution reduces to two
independent couplings. Generically, three additional conditions are required to uniquely identify
the fixed point. We have confirmed that this method works, but it is often more demanding than
(3.12) to which we stick for most of our analysis.
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Figure 1: Contour plot for the fixed point condition at order N = 16 in the (λ0, λ1) plane. Shown are the
nullclines P16 = 0 (full blue line) and P17 = 0 (dashed green line) as well as the nullcline Q16 = 0 (full black
line). The nullcline Q17 = 0 is outside the plotted region. Consistency conditions (3.23), (3.24) identify the
lower left fixed point, indicated by a full red circle, as a reliable candidate. Three empty red circles indicate
fixed point candidates which have failed the consistency condition (3.24) (see text).
D. Identifying critical couplings
Following our strategy, in a first step we have obtained explicit algebraic expressions for the
couplings (3.15) as functions of two free parameters λ0 and λ1 to high order with the help of two
independent codes using Mathematica(TM) and C++ software. In a second step, we then need
to find the coordinates of ultraviolet fixed point(s) up to some maximal order in the polynomial
expansion, N = Nmax by identifying the stable roots (3.18) for each and every order in the
approximation, under the auxiliary condition (3.17). Specifically, we have used the following
strategy. The algebraic expressions (3.15) are rational functions of λ0 and λ1, and we write them
as ratios of polynomials Pn(λ0, λ1) and Qn(λ0, λ1),
λn = Pn/Qn . (3.20)
The order of these polynomials grows rapidly with n. For n = 2, P2 is a cubic in λ0 and quadratic
in λ1, see (3.16), whereas for n = 35, the polynom P35 is of degree 264 in λ0 and of degree 167 in
λ1, containing in total about 45 000 distinct terms. To identify stable roots at order N from the
boundary condition (3.17), we analyse the solutions of
PN (λ0, λ1) = 0
PN+1(λ0, λ1) = 0 .
(3.21)
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Figure 2: Same as Fig. 1, but for the fixed point condition at approximation order N = 8 (left panel) and
N = 24 (right panel). Shown are the nullclines P8 = 0 and P24 = 0 (full blue line), P9 = 0 and P25 = 0
(dashed green line) as well as the nullclines Q8 = 0 and Q24 = 0 (full black line), respectively. The nullclines
Q9 = 0 and Q25 = 0 are outside the plotted regions. In either case, consistency conditions identify the lower
left fixed point (full red circle) as a reliable candidate. Four empty red circles in the right panel indicate
fixed point candidates which have failed the consistency test (3.24). The left panel also shows an example
where the nullclines P8 = 0 = P9 have a joined zero with the nullcline Q9 = 0 (no fixed point). Comparing
with Fig. 1 we note that the density of fixed point candidates increases with increasing N .
Solutions to each of (3.21) provide us with curves in the (λ0, λ1) plane. We refer to theses as
‘nullclines’. Joint zeros are the points where the nullclines (3.21) intersect. These provide a pair
of values (3.18), and thus fixed point candidates. For consistency, we also check the nullclines of
the denominators
QN (λ0, λ1) = 0
QN+1(λ0, λ1) = 0 .
(3.22)
If (3.21) and (3.22) have identical solutions, more work is needed to decide whether this is a fixed
point candidate or not. We require that (3.22) does not hold for solutions to (3.21). We then
analyse all fixed point candidates one-by-one, focussing on the regime in parameter space close to
where fixed points have been found at lower orders. In principle, the high order of the polynomials
Pn may result in a large number of potential fixed point candidates in the complex plane. In
practice, we only find a small number of real solutions at any order, and a unique one which
consistently persists from order to order. Our guiding principle for the identification of a fixed
point are as follows. We require
• consistency condition I : fixed point coordinates at expansion order N
should not differ drastically from those at order N − 1 . (3.23)
If we find several fixed point candidates, we also compute their universal eigenvalues to differentiate
between them. As secondary criterion, we require that
• consistency condition II : universal eigenvalues at expansion order N
should not differ drastically from those at order N − 1 . (3.24)
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Figure 3: Convergence pattern for all fixed point coordinates λn(N) with increasing order of the polynomial
approximation N , normalised to the values for Nmax = 35, and with n = 0, 1, 2, · · · , 34 from bottom to top.
Note that the lines for each λn are shifted from each other by n for better display.
We find that this procedure converges well. It is illustrated in Fig. 1 for the example of N =
16. Here, dashed (full) lines correspond to the nullclines of P16 (P17), and the thick black line
corresponds to the nullcline of Q16. In the selected patch of parameter space we find four fixed
point candidates. After detailed inspection, we conclude that the lower-left fixed point is the
relevant one (full dot), linked to the fixed point found at lower orders. The other fixed point
candidates (open dots) are viewed as ‘spurious’.
We briefly comment on additional fixed point candidates besides the main one, illustrated in
Fig. 2 for approximation order N = 8 and N = 24. In the search of fixed points and starting
at order N = 9 we encounter spurious fixed points. With ‘spurious’ we refer to fixed points
which either only appear in a few selected orders in the expansion and then disappear, or whose
coordinates or universal properties change drastically from order to order, such as a change in
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the number of negative eigenvalues. The arrow in Fig. 2 (left panel) shows an example where the
nullclines Q8, P8 and P9 have a joint simple zero, implying that the joint zero of the nullclines
P8 = 0 and P9 = 0 does not correspond to a fixed point. Furthermore, with increasing N , the
number of fixed point candidates increases, see Fig. 2 (right panel). We conclude that the spurious
UV fixed points are artefacts of the polynomial expansion and we do not proceed their investigation
any further. The physically relevant fixed point appears as an ‘accumulation point’, surrounded
by a slowly increasing number of spurious fixed point candidates. This pattern is similar to the
one observed in simpler models at criticality, eg. O(N)-symmetric scalar field theories.
E. Fixed point couplings and convergence pattern
Our numerical results for the stable root (3.18), and thus all couplings (3.15) up to the order
Nmax = 35, are summarized in Figs. 3, 4, and 5. The couplings are mostly of order one, and their
signs follow, approximately, an eight-fold periodicity in the pattern
(+ + + +−−−−) . (3.25)
Four consecutive couplings λ3+4i−λ6+4i come out negative (positive) for odd (even) integer i ≥ 0.
Periodicity patterns such as this one often arise due to convergence-limiting singularities of the
fixed point solution f∗(R) in the complexified R-plane, away from the real axis. This is well-known
from scalar theories at criticality where 2n-fold periodicities are encountered regularly [50, 58].
Fig. 3 shows the convergence of all couplings with increasing N . Broadly speaking, we note
that couplings converge well after a period of stronger fluctuations initially, in particular for a
few higher order couplings, but much less so for the lower order ones. We exploit the periodicity
pattern to estimate the asymptotic values of couplings λn(N →∞) from an average over an entire
cycle based on the eight highest order values in the approximation between Nmax − 7 and Nmax,
〈X〉 = 1
8
Nmax∑
N=Nmax−7
X(N) , (3.26)
where X(N) stands for the N th order approximation for the quantity X. Fig. 4 shows the first six
fixed point couplings as a function of the order N in the expansion, normalised to their asymptotic
value (3.26). The first two couplings λ0 and λ1 converge rapidly towards their asymptotic values,
and settle on the percent level starting from N ≈ 10. As expected, the convergence is slower for
the higher order couplings. An interesting exception is the R2 coupling λ2, which only just starts
settling within 5% of its asymptotic value at the order N ≈ 24 of the expansion, and hence much
later than some of the subleading couplings. Furthermore, its value even becomes negative once,
at order N = 8, see Tab. I. The origin for this behaviour, we believe, is that the R2 coupling is
the sole marginal operator in the set-up, whereas all other operators have a non-trivial canonical
dimension. On the level of the RG β-function a non-vanishing canonical mass dimension leads to
a term linear in the coupling,
∂tλn = (2n− 4)λn + quantum fluctuations , (3.27)
where the quantum terms are at least quadratic in the couplings. The linear term helps stabi-
lizing the fixed point and the convergence of the coupled system. The absence of a linear term
necessitates that all quantum terms accurately cancel amongst each other. Hence, the RG flow
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N g∗ λ∗ g∗ × λ∗ 10× λ2 θ′ θ′′ θ2 θ3
2 0.98417 0.12927 0.12722 2.3824 2.1682
3 1.5633 0.12936 0.20222 0.7612 1.3765 2.3250 26.862
4 1.0152 0.13227 0.13429 0.3528 2.7108 2.2747 2.0684 −4.2313
5 0.96644 0.12289 0.11876 0.1359 2.8643 2.4463 1.5462 −3.9106
6 0.96864 0.12346 0.11959 0.1353 2.5267 2.6884 1.7830 −4.3594
7 0.95832 0.12165 0.11658 0.07105 2.4139 2.4184 1.5003 −4.1063
8 0.94876 0.12023 0.11407 −0.01693 2.5070 2.4354 1.2387 −3.9674
9 0.95887 0.12210 0.11707 0.04406 2.4071 2.5448 1.3975 −4.1673
10 0.97160 0.12421 0.12069 0.1356 2.1792 2.1981 1.5558 −3.9338
11 0.97187 0.12429 0.12079 0.1354 2.4818 2.1913 1.3053 −3.5750
12 0.97329 0.12431 0.12099 0.1604 2.5684 2.4183 1.6224 −4.0050
13 0.97056 0.12386 0.12021 0.1420 2.6062 2.4614 1.5823 −4.0163
14 0.97165 0.12407 0.12055 0.1474 2.4482 2.4970 1.6699 −4.0770
15 0.96998 0.12378 0.12006 0.1369 2.4751 2.3844 1.5618 −3.9733
16 0.96921 0.12367 0.11987 0.1301 2.5234 2.4051 1.5269 −3.9590
17 0.97106 0.12402 0.12043 0.1398 2.5030 2.4582 1.5811 −4.0154
18 0.97285 0.12433 0.12096 0.1509 2.3736 2.3706 1.6051 −3.9487
19 0.97263 0.12430 0.12090 0.1490 2.4952 2.3323 1.5266 −3.8741
20 0.97285 0.12427 0.12090 0.1551 2.5415 2.4093 1.6038 −3.9805
21 0.97222 0.12417 0.12073 0.1504 2.5646 2.4370 1.5965 −3.9938
22 0.97277 0.12428 0.12089 0.1532 2.4772 2.4653 1.6506 −4.0332
23 0.97222 0.12418 0.12073 0.1498 2.4916 2.3853 1.5876 −3.9629
24 0.97191 0.12414 0.12065 0.1472 2.5271 2.3999 1.5711 −3.9596
25 0.97254 0.12426 0.12084 0.1503 2.5222 2.4334 1.5977 −3.9908
26 0.97335 0.12440 0.12109 0.1551 2.4328 2.4025 1.6237 −3.9734
27 0.97318 0.12437 0.12104 0.1539 2.5021 2.3587 1.5673 −3.9182
28 0.97329 0.12436 0.12104 0.1568 2.5370 2.4047 1.6050 −3.9728
29 0.97305 0.12432 0.12097 0.1549 2.5537 2.4262 1.6044 −3.9849
30 0.97337 0.12438 0.12107 0.1565 2.4951 2.4527 1.6446 −4.0165
31 0.97310 0.12434 0.12099 0.1549 2.4997 2.3865 1.5995 −3.9614
32 0.97291 0.12431 0.12094 0.1534 2.5294 2.3980 1.5882 −3.9606
33 0.97319 0.12437 0.12103 0.1547 2.5306 2.4228 1.6042 −3.9819
34 0.97367 0.12445 0.12117 0.1574 2.4660 2.4183 1.6311 −3.9846
35 0.97356 0.12443 0.12114 0.1567 2.5047 2.3682 1.5853 −3.9342
mean (all) 0.98958 0.12444 0.12320 0.1580 2.4711 2.3996 2.3513 −3.9915
mean (cycle) 0.97327 0.12437 0.12105 0.1557 2.5145 2.4097 1.6078 −3.9746
st. dev. (%) 0.02668 0.04025 0.06673 0.89727 1.122 1.085 1.265 0.603
Table I: The fixed point values for the dimensionless Newton coupling g∗, the dimensionless cosmological
constant λ∗, the R2 coupling λ2, the universal product λ · g, and the first four exponents to various orders
in the expansion, including their mean values and standard deviations.
of classically marginal interactions is much more sensitive to the precise numerical value of cou-
plings including higher-order ones. Therefore, to establish the existence of the fixed point in f(R)
quantum gravity and its stability, it becomes mandatory to extend the expansion to high orders,
N  8. Interestingly, the higher order couplings λ3 and λ4 converge more rapidly than λ2 and
settle within 5% of their asymptotic value starting at N ≈ 12 and 16, respectively. This also hints
at the special role played by the R2 interaction. Notice also that the convergence behaviour in
each coupling reflects the underlying eight-fold periodicity pattern.
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Figure 4: Zoom into the convergence of the first six polynomial fixed point couplings λn with increasing
order of the expansion N , (3.12). The couplings fluctuate about the asymptotic value 〈λn〉 (3.26), (3.28)
with a decreasing amplitude and an approximate eight-fold periodicity. Note that the convergence of the
R2-coupling is slower than some of the higher-order couplings. The shift term n3 has been added for better
display.
F. Infinite-N limit
We can use our findings and (3.26) to obtain an estimate for the value of polynomial couplings
in the N →∞ limit. Specifically, for the fixed point coordinates, we find the infinite-N estimates
〈λ0〉 = 0.25574 ± 0.015%
〈λ1〉 = −1.02747 ± 0.026%
〈λ2〉 = 0.01557 ± 0.9%
〈λ3〉 = −0.4454 ± 0.70%
〈λ4〉 = −0.3668 ± 0.51%
〈λ5〉 = −0.2342 ± 2.5%
(3.28)
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Figure 5: The rate of convergence of the three leading couplings λ0(N), λ1(N) and λ2(N) towards their
asymptotic values (N →∞) as given by the number of relevant digits Dn (3.30) (from top to bottom). The
mean slopes range between 0.04 − 0.06 (dashed lines), and the data points are connected through lines to
guide the eye. The curve for λ0 is shifted upwards by two units for better display.
for the first six couplings. Clearly, the couplings λ0 and λ1 show excellent convergence with an
estimated error due to the polynomial approximation of the order of 10−3 − 10−4. The accuracy
in the couplings λ2, λ3 and λ4 is below the percent level and fully acceptable for the present study.
The coupling λ5 is the first one whose accuracy level of a few percent exceeds the one set by λ2.
Notice also that the mean value over all data differs mildly from the mean over the last cycle of
eight, further supporting the stability of the result. On the other hand, had we included all data
points in the error estimate, the standard deviation, in particular for λ2 and λ5, would grow large
due to the poor fixed point values at low orders.
The results (3.28) translate straightforwardly into fixed point values for the dimensionless New-
ton coupling and the cosmological constant,
〈g∗〉 = 0.97327 ± 0.027%
〈λ∗〉 = 0.12437 ± 0.041% . (3.29)
Note that because λ is given by the ratio of λ0 and λ1 its statistical error is essentially given by
the sum of theirs.
In Fig. 5 we estimate the rate of convergence for the couplings with increasing order in the
expansion. To that end we compute the number of relevant digits Dn(N) in the coupling λn
achieved at order N in the approximation, using the definition [50, 57]
10−Dn ≡
∣∣∣∣1− λn(N)λn(Nmax)
∣∣∣∣ . (3.30)
We could have used 〈λn〉 rather than λn(Nmax) in (3.30) to estimate the asymptotic value. Quanti-
tatively, this makes only a small difference. The estimate for the growth rate of (3.30) is insensitive
to this choice.
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In Fig. 5 we display the number of stable digits (3.30) for the first three couplings. Once more
the eight-fold periodicity in the convergence pattern is clearly visible. The result also confirms that
the precision in the leading fixed point couplings λ0 and λ1 is about 10
−3 to 10−4 at the highest
order in the expansion, in agreement with (3.28). The average slope ranges between 0.04 − 0.06,
meaning that the accuracy in the fixed point couplings increases steadily by roughly one decimal
place for N → N + 20.
From the results for the fixed points, we can conclude a posteriori that the boundary condition
(3.17) adopted for the fixed point search is viable, as it has provided us with results stable under
extension to higher order. Presumably this is linked to the relative smallness of couplings at the
fixed point, all of which are of order one or smaller. We come back to this aspect in Sec. V.
G. Scale-invariant products of couplings
Fixed point couplings are non-universal. Still, some universal quantities of interest are given by
specific products of couplings which remain invariant under global re-scalings of the metric field
gµν → ` gµν . (3.31)
Under (3.31), the couplings scale as
λn → `4−2n λn . (3.32)
The classically marginal coupling λ2 remains invariant under the rescaling (3.31). All other cou-
plings scale non-trivially. Consequently, various products of couplings can be formed which stay
invariant under (3.31). Such invariants may serve as a measure for the relative strength of the
gravitational interactions [10].
For couplings including up to λ4R
4, and also using (3.26), we may construct six independent
invariants with values
〈λ0/λ21〉 = 0.2421 ± 0.07%
〈λ0λ23〉 = 0.0507 ± 1.39%
〈λ1λ3〉 = 0.4577 ± 0.71%
〈λ0λ4〉 = −0.0937 ± 0.49%
〈λ23/λ4〉 = −0.5411 ± 0.61%
〈λ21λ4〉 = −0.3872 ± 0.56% ,
(3.33)
and similarly to higher order. Note that the error, a standard deviation, is of the same order of
magnitude as the error for the first few critical exponents. Amongst these invariants, an important
one is the product of fixed point couplings g∗ ·λ∗ ≡ λ0/(2λ21), given in the first line of (3.33). When
expressed in terms of the more conventional couplings g∗ and λ∗, we find the universal product
〈g∗ · λ∗〉 = 0.12105± 0.07% (3.34)
with an accuracy which is an order of magnitude better than the one in the scaling exponents.
The numerical value can be interpreted as a measure for the strength of gravitational couplings
[10], inasmuch as (3.34) remains unchanged under rescalings (3.31), unlike the fixed point values
(3.29) themselves. Furthermore, we also find that
〈g∗ · λ∗〉 = 〈g∗〉 · 〈λ∗〉 (3.35)
within the same accuracy as (3.34), see also (3.29). Similar results are found for (3.33). This
supports the view that the cycle-averaged values have become independent of the underlying
polynomial approximation.
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Figure 6: The eigenvalues ϑn(N) for all approximation orders N (real part if complex), sorted by magnitude.
To guide the eye, lines connect the nth smallest eigenvalue per approximation order N coresponding to
the columns (4.11), from bottom to top: n = 0, · · · , N − 1. Note the eight-fold periodicity pattern in
the convergence with increasing N , and the large negative eigenvalue which is an artefact of the N = 3
approximation.
IV. SCALING EXPONENTS
In this section, we address universal aspects of our results as well as the stability of the search
strategy.
A. Eigenperturbations and stability matrix
In critical phenomena, fixed point coordinates are often non-universal and not measurable in
any experiment. Instead, the scaling of couplings in the vicinity of a fixed point are universal. To
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Figure 7: Close-up of Fig. 6 into the convergence of the first four exponents θ′ = −Reϑ0, θ′′ = Imϑ0,
θ2 = −ϑ2 and θ3 = −ϑ3 – see (4.13), (4.14). Shown are θ′ (blue line), 1 + θ′′ (red line), θ2 (yellow line)
and −θ3 (green line) together with their mean values (straight gray line). Data points converge with an
eight-fold periodicity and decreasing amplitude.
linear order, small perturbations δ f from the fixed point function f evolve according to(
1− E2[f ]
)
∂t δf =
(
2R∂R − 4 + E3[f ]
)
δf (4.1)
where higher order terms in |δf |  1 have been supressed. Here, E2 (E3) are second (third) order
differential operators in the dimensionless Ricci scalar R. Their explicit expressions are given in
(A24) and (A25). Eigenperturbations δfϑ with eigenvalue ϑ obey
∂t δfϑ = ϑ · δfϑ . (4.2)
Then (4.1) can be used to determine the set of well-defined (finite, no poles) eigenperturbations
as well as the set of eigenvalues ϑ. The sign of eigenvalues control whether eigenperturbations are
relevant, marginal, or irrelevant. Notice that the fixed point solution f is an integral part of (4.1).
The structure of the non-linear eigenvalue problem as given by (4.1) is reminiscent of the well-
known Wilson-Fisher fixed point in lower-dimensional statistical field theory. There, powerful
methods have been established to reliably deduce the eigenvalues from (4.1). In the polynomial
approximation adopted here, the running of small deviations from the fixed point (4.1) can be
written in terms of small deviations from the fixed point in a polynomial coordinate basis for the
function f , leading to
∂t δλi = Mij δλj + subleading , (4.3)
where the subleading terms are higher order in δλ = λ− λ∗. The universal exponents then follow
as the eigenvalues of the stability matrix,
Mij =
∂βi
∂λj
∣∣∣∣
λ=λ∗
(4.4)
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which is, to order N in the approximation, a square, real, and in general non-symmetric N × N
matrix, and βi ≡ ∂tλi. The computation of the stability matrix (4.4) and its eigenvalues is more
involved than finding the fixed points, because additional flow terms proportional to I1 and I2 in
(2.15) have to be taken into account as well, see (A4) and (A5) for explicit expressions. This is
mirrored in (4.1) due to the presence of the differential operator E2 on the LHS. Using (2.14) and
(3.12), the β-functions can be expressed as
βi = Ui + Vijβj (4.5)
where both Ui and the matrix Vij are explicit functions of all couplings λn. One then finds the
fully resolved β-functions as
β = (I − V )−1U (4.6)
where we have suppressed indices, and I denotes the identity matrix. With increasing approxi-
mation order N , inverting the non-numerical matrix (I − V ) to find the functions βi, and to then
compute (4.4), becomes algebraically very demanding. Therefore, we adopt a different path and
use (4.5) to compute the stability matrix (4.4) directly at the fixed point. We find
M = (I − V )−1 ∂U
∂λ
∣∣∣∣
λ=λ∗
. (4.7)
Here, the matrix (∂U/∂λ)ij stands for ∂Ui/∂λj . At the fixed point, the numerical matrix (I−V )|∗
can be inverted reliably using standard methods. More generally, this technique is useful whenever
the RHS of the flow contains terms proportional to the flow itself.
We have computed (4.7) and its sets of eigenvalues {ϑn} for all N up to Nmax = 35. Our results
are summarised in Figs. 6, 7, 8 and Tab. I. We also confirm earlier findings up to order N = 8,
which have been obtained by first resolving (4.5) for βi, and then computing (4.4). A discussion
of the large-order behaviour of eigenvalues is deferred to Sec. VI.
B. Eigenvalues and scaling exponents
We now discuss our results for the eigenvalues in more detail. While some of them may come
out as complex conjugate pairs, it is the real part of eigenvalues which decides whether the corre-
sponding eigenperturbation is relevant, marginal, or irrelevant. Therefore at each approximation
order N , we order the corresponding set of eigenvalues {ϑn} according to the size of their real
parts,
Reϑn(N) ≤ Reϑn+1(N) . (4.8)
We can then write these eigenvalues, for each N , into the rows of a matrix T with elements
TNn := ϑn(N) . (4.9)
This is a Nmax × (Nmax − 1) matrix, with n ranging from n = 0 to n = Nmax − 1, and N ranging
from N = 2 to N = Nmax. T is not a square matrix because the lowest approximation order
is N = 2 rather than N = 1. If n > N − 1, we have that TNn = ϑn(N) = 0. This makes the
eigenvalue matrix T in (4.9) a lower triangular matrix. The rows, columns, and diagonals of the
eigenvalue matrix (4.9) encode information about the convergence and stability of the polynomial
approximation. By construction, each row TN of the matrix of eigenvalues (4.9) displays the N
universal eigenvalues at order N , sorted by magnitude of their real parts (4.8),
TN := {ϑn(N) | n = 0, · · · , N − 1} (4.10)
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The approximation order N has N eigenvalues, and hence the N th row generically has N non-zero
entries. Each column Cn of (4.9) (n fixed) shows how the n
th largest eigenvalue depends on the
approximation order N ,
Cn := {ϑn(N) | N = 1, · · · , Nmax} . (4.11)
Each column Cn has Nmax − n non-vanishing entries. Finally, we will also be interested in the
diagonals of (4.9),
Di := {ϑN−i(N)|N = δ1,i + i, · · · , Nmax} . (4.12)
Each diagonal Di shows the set of i
th largest eigenvalue at approximation order from N = Nmax
down to N = i+ δ1,i, and has Nmax + 1− i− δ1,i entries. The significance of the diagonals (4.12)
will be discussed in Sect. VI in more detail.
In Fig. 6, we display the real parts of all eigenvalues (4.10) for all approximation orders N ≤
Nmax, corresponding to the columns (4.11) of the eigenvalue matrix (4.9). Each line connects the
nth largest eigenvalue from each of the sets (4.10), corresponding to the columns of (4.9). If the
eigenvalue is a complex conjugate pair, it corresponds to a single point in Fig. 6. We note that the
scaling exponents also show an eight-fold periodicity pattern in their convergence.
Sometimes it is customary to discuss universality in terms of the critical scaling exponents θn,
to which the eigenvalues ϑn relate as
θn ≡ −ϑn . (4.13)
The results for the first few exponents (4.13) are displayed in Fig. 7 (see Tab. II for numerical
values). The leading exponents are a complex conjugate pair θ0 = (θ1)
∗, and we write it as
θ0,1 = θ
′ ± iθ′′ . (4.14)
Only the first three exponents θ0, θ1 and θ2 have a positive real part, whereas all other have a
negative real part. From Fig. 7 we notice that the exponents oscillate about their asymptotic
values with an eight-fold periodicity and a decreasing amplitude. We estimate their asymptotic
values from an average over an entire period (3.26), leading to the exponents
〈θ′〉 = 2.51 ± 1.2%
〈θ′′〉 = 2.41 ± 1.1%
〈θ2〉 = 1.61 ± 1.3%
〈θ3〉 = −3.97 ± 0.6% .
(4.15)
Here, the accuracy in the result has reached the percent level for the first two real and the first
pair of complex conjugate eigenvalues. The error estimate (4.15) allows us to conclude that the
ultraviolet fixed point has three relevant directions. The asymptotic estimates 〈θ′〉, 〈θ′′〉 and 〈θ3〉
depend only mildly on whether the average is taken over all approximations, or only the highest
ones, see Tab. I. An exception to this is the exponent θ2. The slow convergence of the fixed
point coupling λ2 has led to a very large eigenvalue at approximation order N = 3. Although the
eigenvalue rapidly decreases by a factor of nearly 20 with increasing N , its presence is responsible
for the overall mean value to deviate by 40% from 〈θ2〉, (4.15), see Tab. I. We therefore conclude
that the large eigenvalue θ2(N = 3) is unreliable and an artefact of the approximation N = 3. We
come back to this aspect in Sec. V.
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ϑn(N) asymptotically safe fixed point
eigenvalues Gaussian N = 35 31 23 15 11 7
ϑ0 −4 −2.5047 −2.4997 −2.4916 −2.4751 −2.4818 −2.4139
ϑ1 −2 −2.5047 −2.4997 −2.4916 −2.4751 −2.4818 −2.4139
ϑ2 0 −1.5853 −1.5995 −1.5876 −1.5618 −1.3053 −1.5003
ϑ3 2 3.9342 3.9614 3.9629 3.9733 3.0677 4.1063
ϑ4 4 4.9587 5.6742 5.6517 5.6176 3.0677 4.4184
ϑ5 6 4.9587 5.6742 5.6517 5.6176 3.5750 4.4184
ϑ6 8 8.3881 8.4783 8.4347 8.3587 6.8647 8.5827
ϑ7 10 11.752 12.605 12.366 12.114 10.745
ϑ8 12 11.752 12.605 12.366 12.114 10.745
ϑ9 14 14.089 15.014 15.384 15.867 13.874
ϑ10 16 17.456 17.959 18.127 18.336 16.434
ϑ11 18 19.540 20.428 20.510 20.616
ϑ12 20 22.457 23.713 23.686 24.137
ϑ13 22 25.158 25.087 23.686 27.196
ϑ14 24 26.014 25.087 23.862 27.196
ϑ15 26 26.014 26.048 26.311
ϑ16 28 27.235 28.534 28.734
ϑ17 30 30.289 31.848 32.045
ϑ18 32 33.131 34.205 34.361
ϑ19 34 35.145 36.606 36.629
ϑ20 36 38.069 39.876 40.008
ϑ21 38 40.914 42.258 49.675
ϑ22 40 42.928 44.707 49.675
ϑ23 42 45.640 48.011
ϑ24 44 48.708 50.248
ϑ25 46 49.101 52.159
ϑ26 48 49.101 52.159
ϑ27 50 50.800 52.291
ϑ28 52 53.591 55.422
ϑ29 54 56.658 56.048
ϑ30 56 58.625 56.048
ϑ31 58 60.755
ϑ32 60 63.796
ϑ33 62 69.299
ϑ34 64 69.299
Table II: The large-order behaviour of asymptotically safe eigenvalues for a selection of orders N in the
polynomial expansion in comparison with Gaussian eigenvalues. If the eigenvalues are a complex conjugate
pair, only the real part is given.
C. Gap in the eigenvalue spectrum
At the Gaussian fixed point, the eigenvalue spectrum is equidistant, with θG,n = 4 − 2n for
n ≥ 0, see (3.6). Consequently, the model has two relevant and one marginal coupling. The least
relevant eigenvalue, θG,2, is marginal. We denote the distance between the least relevant and the
least irrelevant eigenvalue as the ‘gap’ ∆ in the eigenvalue spectrum. The gap in the spectrum is an
observable, and its value is interesting in that it captures information about quantum corrections
to the borderline between relevancy and marginality or irrelevancy of eigenoperators. Classically,
the gap reads ∆G ≡ θG,2 − θG,3, meaning
∆G = 2 . (4.16)
At the interacting fixed point detected here, the eigenvalues θ2 and θ3 continue to mark the
divide between relevant and irrelevant couplings in the UV. The smallest relevant eigenvalue θ2 =
1.61 is much larger and thus more relevant than the classically marginal eigenvalue θG,2 = 0.
24
At the same time the most relevant of the irrelevant eigenvalues, θ3 = −3.97, is less relevant
than the perturbative estimate θG,3 = −2. In consequence, we find that the gap ∆ = θ3 − θ2
between the smallest relevant (in absolute size) and the smallest irrelvant eigenvalues widens due
to asymptotically safe interactions,
∆UV ≈ 5.58 . (4.17)
This is much larger than the gap at the Gaussian fixed point, ∆UV > ∆G. The enhancement of the
gap should be seen as a consequence of the quantum dynamics. Numerically, the result is stable
from order to order in the approximation.
D. Convergence and periodicity
Both the fixed point coordinates and the universal eigenvalues display an eight-fold periodicity
pattern in their convergence pattern. This becomes transparent in Fig. 8 which displays our results
for the eigenvalues (real part if complex). To simplify the order-by-order comparison, in each of
the eight sub-plots we compare four eigenvalue sets TN , whose approximation orders differ by
multiples of the periodicity ∆N = 8. Thereby we cover results from all data sets TN between
N = 4 and N = 35. We note that two neighboring points in Fig. 8 with the same magnitude
indicate a complex conjugate pair of eigenvalues.
We notice that the eigenvalues of approximation orders differing by multiples of the periodicity
are essentially on top of each other, except for the highest eigenvalues. More often than not, the
highest eigenvalues are a complex conjugate pair, which settle towards their physical values only
once further higher order couplings are retained. A few conclusions can be drawn from Fig. 8:
Firstly, the first few eigenvalues are remarkably stable to all orders N , including the leading
complex conjugate pair. This result is at the root for the high accuracy in the estimates (4.15).
Secondly, we also notice that eigenvalues remain stable provided the approximation is extended by
∆N = 8, consistent with the eight-fold periodicity pattern observed in the underlying fixed point
values. Thirdly, we observe that the size of exponents grows linearly with n, roughly as ϑn ≈ 2n
for large n. The largest eigenvalues at each N are either a complex conjugate pair, or real. If
the largest eigenvalues are a complex conjugate pair, they stick out in magnitude and deviate
visibly from estimates for larger N for the same exponent θn. With increasing N , however, these
eigenvalues rapidly decrease, and some but not all of them turn into real eigenvalues. If the largest
eigenvalue is real, its size compares well with estimates from approximations with larger N .
Fig. 9 and Fig. 10 show our results for all scaling exponents including their imaginary parts in all
approximations considered. In Fig. 9, the large gray dots indicate the results for the approximation
N = 35. Smaller coloured dots indicate the results for all other approximations 4 ≤ N ≤ 34. Most
eigenvalues are real, and many eigenvalues never develop an imaginary part. Those which do show
a stronger dependence on the approximation order, except for the smallest complex conjugate pair
ϑ0,1 which is confirmed to be remarkably stable. The imaginary parts of the subleading pairs ϑ4,5
and ϑ7,8 have varied more strongly with the order of the approximation. For some of the higher-
order eigenvalues such as the pair ϑ33,34, the order of our approximation is not yet good enough
to settle whether these will come out real or complex in the asymptotic limit N →∞. In Fig. 10
the convergence of scaling exponents in the complex plane is made transparent for all 4 ≤ N ≤ 35.
From order to order, the small eigenvalues start converging rapidly. The higher eigenvalues are
often a complex conjugate pair, and with increasing order these either settle to complex values,
or bifurcate into real ones. Evidently, there are no large jumps or discontinuous changes in the
order-by-order development of the eigenvalue spectrum. In Fig. 11 we display the angles
φn = arctan
Imϑn
Reϑn
(4.18)
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Figure 8: Convergence and eight-fold periodicity pattern of the real part of eigenvalues ϑn(N) with
increasing order of the approximation N , covering the range N = 4, · · · , 35. From top left to bottom right,
each sub-plot shows four sets TN of eigenvalues (4.10) with approximation orders differing by multiples of
the approximate periodicity ∆N = 8. In each sub-plot, different symbols and colour coding are used to
distinguish the data sets with decreasing N ; colour-coding as indicated.
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Figure 9: Distribution of eigenvalues at the ultraviolet fixed point in the complex plane. Gray-filled circles
underlay the results for the eigenvalues ϑn at the highest approximation order N = 35. Small coloured
circles indicate eigenvalues for the approximations 4 ≤ N ≤ 35. Most eigenvalues are real. The imaginary
part of eigenvalues are more sensitive to the approximation and show slower convergence.
between real and imaginary part of all eigenvalues in (4.10) for all approximation orders N . The
majority of eigenvalues is real with φ = 0. The leading complex conjugate pair ϑ0,1 occurs under
an angle of φ ≈ ±pi/4. The angle converges visibly fast with increasing N . The next-to-leading
and the next-to-next-to-leading complex conjugate pairs ϑ4,5 and ϑ7,8 appear with angles close to
±pi/3 and ±pi/8, respectively. Their convergence is much slower though. We conclude that the
overall convergence of exponents is quite good. The largest eigenvalues per approximation order
can probably not be trusted quantitatively if these are a complex conjugate pair.
E. Interactions and degenerate scaling
We briefly comment on the appearance of complex conjugate pairs of scaling exponents. The
matrix M in (4.4) is in general a non-symmetric real matrix, and therefore some of its eigenval-
ues may become complex. At the asymptotically safe fixed point in f(R) quantum gravity, we
find several such complex conjugate pairs of exponents, including the pairs ϑ0,1, ϑ4,5, and ϑ7,8
which persist systematically even to high approximation order. One may wonder whether complex
eigenvalues are a stable characteristic of fixed point gravity or limitations of our approximations.
Here, we wish to point out that complex eigenvalues indicate, prima facæ, a degeneracy within
the coupled system at criticality, which can be understood as follows. In the limit where quantum
fluctuations are absent, the matrix M becomes diagonal, and its eigenvalues real
ϑ = ϑ∗ . (4.19)
Quantum fluctuations are responsible for the occurrence of off-diagonal entries of the matrix M . If
the eigenvalues remain real (and non-degenerate), then two linearly independent eigenperturbations
can unambiguously be distinguished by their decay (or growth) rate with RG scale. On the other
hand, if some of the interaction-induced off-diagonal entries happen to be numerically large, the
stability matrix (4.4) can develop complex conjugate pairs of eigenvalues
ϑ 6= ϑ∗ . (4.20)
As a consequence, the RG scaling of two linearly independent eigenperturbations becomes entan-
gled, to the extend that their envelope decay (or growth) rate with RG scale is governed by exactly
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Figure 10: Order-by-order evolution of the eigenvalue spectrum at the ultraviolet fixed point in the complex
plane. Shown are 32 shots for the order-by-order convergence of eigenvalues for all approximations from
N = 4 (top left) to N = 35 (bottom right). Axes and colour coding exactly as in Fig. 9.
one and the same universal index, the real part of their eigenvalue
Reϑ . (4.21)
The sole difference between these eigenperturbations then relates to a relative phase, controlled by
the eigenvalue’s imaginary part, which thereby serves as a measure for the entanglement: the larger
|Imϑ| the larger the entanglement between eigenperturbations, and vice versa. The presence of a
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Figure 11: Tomography of the angles φ (4.18) of eigenvalues in the complex plane at the ultraviolet fixed
point as a function of the order of approximation 4 ≤ N ≤ 35. Most eigenvalues are real with φ = 0.
The leading complex pair of eigenvalues settles close to φ ≈ ±pi/4. The next-to-leading and the next-to-
next-to-leading complex conjugate pair appear close to the angles ±pi/3 and ±pi/8, respectively, and their
convergence is slower. Colour-coding as in Figs. 9 and 10.
complex eigenvalue thus implies that the leading behaviour of the associated eigenperturbations is
exactly the same, with differences related to phase shifts appearing at subleading level.
It is conceivable that degeneracies are lifted through additional interactions, neglected in the
present approximation. In fact, adding more interaction terms can reduce large off-diagonal entries
of the stability matrix into smaller ones, leading to the occurrence of real exponents within the
larger system of couplings. Known examples which lift the degeneracy of ϑ0,1 include Einstein-
Hilbert gravity in higher dimensions [33, 34], the inclusion of fourth order derivative couplings [59],
extended ghost interactions in Einstein-Hilbert gravity [60], or the inclusion of matter fields. More
work is required to decide whether complex scaling exponents survive in the physical theory, or
whether they arise due to our approximations by eg. neglecting other interaction terms.
V. NON-PERTURBATIVE BOUNDARY CONDITIONS
In this section, we test the stability of the fixed point solution against variations of the boundary
condition (3.17), and put forward the idea of self-consistent boundary conditions.
A. Boundary conditions
Thus far we have identified fixed points and their eigenvalues by increasing the order of expan-
sion one by one, achieving a coherent picture for a non-trivial UV fixed point with the help of free
boundary conditions
λN = 0
λN+1 = 0
(5.1)
for the fixed point search. The stability in the fixed point coordinates with increasing order
confirms that we have identified one and the same underlying fixed point at each and every order
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in the expansion.
To clarify the role of the boundary condition (5.1) we perform the fixed point search at or-
der N by using a one-parameter family of boundary conditions which are informed by the non-
perturbative fixed point values (3.28), namely
λN = α · λnpN
λN+1 = α · λnpN+1 .
(5.2)
Here, the numbers λnpi stand for the non-perturbative values of the higher order couplings which
are not part of the RG dynamics at approximation order N . In other words, we use the asymptotic
estimates (3.28) as input. More generally, boundary conditions such as (5.2) could be interpreted
as the presence of an external non-dynamical gravitational background field without any quan-
tum dynamics of its own. The free parameter α is then used to interpolate between the original
‘free’ boundary condition (3.17) (α = 0) adopted initially to detect the fixed point, and an im-
proved boundary condition where the choice for the higher order couplings is guided by the by-now
known non-perturbative result (α = 1) obtained from the α = 0 search. For notational simplic-
ity, we refer to results achieved at approximation order N with boundary condition (5.2) as the
‘Nα-approximation’. In this convention our results in Tab. I correspond to the N ≡ Nα=0 approx-
imation.
From the point of view of the RG flow, the boundary condition (5.2) with α = 1 means that we
splice non-perturbative information originating from higher orders back into a smaller sub-system
of relevant couplings. The boundary condition then acts like a ‘non-perturbative background’
generated from non-dynamical higher-order couplings. Evidently, by virtue of the exact recursive
relations amongst the fixed point couplings (3.15), we find that the fixed point coordinates in any
of the approximations Nα=1 are given exactly by the asymptotic values (3.28). Hence, the primary
effect of the non-perturbative boundary condition is to re-align the fixed point coordinates with
those achieved for asymptotically large approximation order.
A secondary effect relates to the impact of the non-dynamical higher order couplings on the
universal scaling exponents for the dynamical couplings. This can be seen as follows. At approxi-
mation order Nmax, the stability matrix M is a Nmax×Nmax matrix. In the full theory the model
contains infinitely many couplings Nmax → ∞, and the stability matrix M (4.4) would formally
become infinite-dimensional. Suppose now that we only wish to retain N < Nmax couplings as
dynamical ones, but that we have some information about fixed point values for the remaining
non-dynamical couplings λi with N < i ≤ Nmax. The full stability matrix then decomposes as
M =
(
A B
C D
)
(5.3)
into submatrices A,B,C and D. Here, A is the N×N sub-matrix corresponding to the N retained
‘dynamical’ couplings. The entries of the (Nmax −N)×N matrices B and CT decode the mixing
between the ‘dynamical’ and the ‘non-dynamical’ couplings. Finally, the (Nmax − N) × (Nmax −
N) matrix D mainly encodes the mixing of the suppressed couplings amongst themselves. At
approximation order N , the eigenvalues of M reduce to those of the matrix A, and the admixture
due to B,C and D is neglected. The eigenvalues of A, however, are still informed by all fixed
point couplings λn up to n = N + 2, including non-dynamical ones. As such, the eigenvalues of
the matrix A are sensitive to the boundary condition such as (5.2) imposed on the non-dynamical
couplings.
B. Effects of non-dynamical higher-order couplings
Next we analyse this effect quantitatively for the case with three and four dynamical couplings.
We start with N = 3. We recall the result in the Nα=0 = 3 approximation, where the exponent θ2
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Figure 12: Continuity of the fixed point for R2 gravity, shown in terms of the critical exponents θ2(α) (left
panel) and θ′(α), θ′′(α) (right panel) as functions of α. The curves smoothly interpolate between (5.4)
(α = 0) and (5.5) (α = 1). Note the substantial decrease of θ2 with increasing α. The dependence on α
becomes very weak already around the prefered value α ≈ 1.
deviates substantially from the asymptotic value,
θ′ = 1.3765
θ′′ = 2.3250
θ2 = 26.862 .
(5.4)
Adopting now the improved boundary condition as described above, we find for Nα=1 = 3 the
scaling exponents
θ′ = 3.0423
θ′′ = 2.0723
θ2 = 1.3893 .
(5.5)
The effect is substantial. Most notably, the exponent θ2 in (5.5) is vastly different from its value
at N0 = 3, (5.4), and all three values (5.5) are now significantly closer to the asymptotic ones
(4.15). Quantitatively, at order N0 = 3 the exponents (θ
′, θ2) differ from the asymptotic ones
(4.15) by about (50%, 1700%). This is reduced to (15%, 15%) as soon as the correct background
values for the non-dynamical couplings are retained, (5.5). The universal phase θ′′ stays within
5% throughout. The remaining difference between (5.5) and (4.15) is due to the fact that the RG
dynamics of higher order couplings is not taken into account in the former, encoded in the matrices
B,C and D in (5.3). Empirically, we conclude that only about 15% of the scaling exponents’ values
is attributed to the dynamics of all higher order interactions. Conversely, about 85% of their values
is due to the dynamics of the three leading couplings, in conjunction with the correct fixed point
value for non-dynamical higher order couplings.
We now turn to the next approximation order, N = 4. The results for Nα=0 = 4, given in Tab. I,
are already closer to the high-order result than those for Nα=0 = 3, owing to the presence of the
R3 interaction. Therefore, we may expect that an improved boundary condition which now affects
the non-dynamical R4 and R5 couplings should only lead to small modifications. Quantitatively,
for Nα=1 = 4, we find
θ′ = 2.9010
θ′′ = 2.3042
θ2 = 1.8336
θ3 = −2.9824 .
(5.6)
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Figure 13: Continuity of the fixed point for R3 gravity, showing the coordinates (left panel) and the
exponents (right panel) as functions of α. The result smoothly interpolates between the data in Tab. II
(α = 0) and (5.6) (α = 1). Note that the dependence on α becomes very weak already close to the preferred
value α ≈ 1.
This should be compared with the approximation Nα=0 = 4 given in Tab. I, and with the asymp-
totic values (4.15). Already at this order, the effect is less pronounced. It is very encouraging that
the dynamical effect of the higher-order interactions only leads to a comparatively small quanti-
tative shift with respect to (5.5), without affecting the qualitative result. The results (5.5), (5.6)
also establish that the fixed point of the system is already carried reliably by a low-order approxi-
mation, provided the boundary condition is informed by the fixed point coordinates to high order.
This pattern persists to higher N .
C. Continuity in the boundary condition
At low order in the approximation order N , in particular at Nα=0 = 3, the coordinates and
scaling exponents deviate more strongly from their asymptotic value. This raises questions as to
whether these solutions are spurious rather than images of the physical fixed point, and whether
there are ways of improving the low-order results. To answer this question, we assess the continuity
of our results subject to the boundary condition. We vary α over some range, 0 ≤ α ≤ 2 to
understand how strongly the scaling exponents are affected by the boundary condition. Our results
to order N = 3 in the approximation are given in Fig. 12. We note that all three exponents vary
strongly with α close to the boundary condition (3.17), and up to α < 1/2, but substantially less
so once α > 1/2. Interestingly, this result also establishes that the fixed point at order Nα=0 = 3 is
in fact continuously connected with the improved result Nα=1 = 3. Most importantly, the relative
variations with α are small,
∂ ln θ′
∂ lnα
∣∣∣∣
α=1
≈ −0.0339
∂ ln θ′′
∂ lnα
∣∣∣∣
α=1
≈ 0.0383
∂ ln θ2
∂ lnα
∣∣∣∣
α=1
≈ −0.761 .
(5.7)
We conclude that imposing self-consistent boundary conditions, provided they are available, im-
proves the solution for the low order couplings and scaling exponents.
The corresponding results for N = 4 are shown in Fig. 13. We note that the fixed point
coordinates depend weakly on α. In addition, the universal eigenvalues show a weak and smooth
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dependence on α, and the value α = 1 is not distinguished. We conclude that the fixed point is
stable under variations of the boundary condition imposed on the higher-order couplings. These
results establish the self-consistency of the fixed point solution established here.
D. Discussion
We briefly discuss our results in the light of earlier findings [31, 37, 61, 62]. With increasing
approximation order, we have established that the perturbatively marginal R2 coupling shows a
much slower rate of convergence than the perturbatively relevant and some of the perturbatively
irrelevant couplings. In fact, roughly N ≈ 24 orders in the Ricci scalar are needed to ensure
that the R2 coupling stays within 5% of its large-N estimate. The R0, R1, R3 and R4 couplings,
for comparison, achieve the same level of accuracy starting already at the much lower orders
N = 4, 4, 12 and 16, respectively. The comparatively slower convergence of the R2 coupling is
related to its vanishing canonical mass dimension, and also to the underlying eight-fold periodicity
pattern, highlighting again the importance of a high-order study. A side effect of this is the
occurrence of a numerically large eigenvalue θ2 in (5.4) at approximation order N = 3. This has
been observed in earlier studies [31, 37, 61, 62] which have retained the same operator content (up
to including R2 invariants), irrespectively of the finer details of the implementation of the RG flow.
This is now understood as an artefact of the boundary conditions (3.17) adopted for the fixed point
search. The use of improved boundary conditions without otherwise changing the approximation
already proves sufficient to stabilise both the fixed point coordinate and the exponents. Comparing
the improved low-order result (5.5) with the high-order results in Fig. 7, we have established that
the eigenvalues settle at values much closer to their N → ∞ extrapolation without the necessity
of introducing fully dynamical higher order invariants into the action.
VI. BOOTSTRAP FOR ASYMPTOTIC SAFETY
In this section, we discuss our results in the light of the asymptotic safety conjecture for gravity
and a bootstrap test put forward in [1].
A. Asymptotic freedom
In asymptotically free theories with a trivial UV fixed point such as QCD, the canonical mass
dimension of invariants in the fundamental action dictates whether the corresponding couplings
are relevant, marginal, or irrelevant at highest energies. Then, standard dimensional analysis
can be applied to conclude that operators with increasing canonical mass dimension will become
increasingly irrelevant in the UV. Stated differently, for asymptotically free theories the set of
universal eigenvalues
{ϑG,n} (6.1)
is known a priori, and given by the Gaussian values. The before-hand knowledge of the set (6.1),
and, therefore, the fundamental action and its relevant or marginal free parameters, is at the root
for reliable approximation schemes for asymptotically free theories, eg. those used in perturbative
or lattice QCD. If quantum Einstein gravity were asymptotically free, its Gaussian values would
simply be given by (3.6), modulo mulitplicities.
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B. Asymptotic safety
In the absence of asymptotic freedom, residual interactions at highest energies become impor-
tant. Quantum scale invariance can be achieved provided the theory develops a non-trivial UV
fixed point. However, a perturbative operator ordering according to canonical mass dimension can
no longer be taken for granted and the set of relevant, marginal, and irrelevant operators will be
modified. Unlike for asymptotic free theories, and in the absence of further information about the
nature and structure of these interactions, the set of universal eigenvalues at an asymptotically
safe UV fixed point
{ϑn} (6.2)
is not known a priori. Any set of eigenvalues (6.2) whose subset of negative eigenvalues remains
finite would be in accord with the principles of the asymptotic safety conjecture. In turn, the
fixed point theory could lose its predictive power if infinitely many eigenvalues changed their sign
in the step from (6.1) to (6.2) due to quantum corrections. We conclude that the feasibility of
an asymptotic safety scenario necessitates that invariants with a sufficiently large canonical mass
dimension remain irrelevant even at an asymptotically safe UV fixed point [2].
C. Bootstrap hypothesis
The observation that an interacting quantum theory may, potentially, develop many ways to
become asymptotically safe leads to a lack of a priori information about the relevancy or irrelevancy
of operators and their eigenvalues (6.2). In practice, tests for asymptotic safety with lattice or
continuum methods are often bound to a finite set of invariants {Oi} retained in the fundamental
action. If the theory displays RG fixed points, these necessarily will have finitely many relevant
eigendirections (6.2). How can we then be certain that this approximate study provides us with
a reliable snapshot of the physical theory? We would need to know whether further invariants,
eg. some of those not retained in the study, will not lead to new relevant directions. This dilemma
is by no means generic to asymptotic safety of gravity. This conceptual challenge arises whenever
perturbatively non-renormalisable theories are tested for their non-perturbative renormalisability,
including non-gravitational ones, eg. non-linear σ-models and Gross-Neveu models in more than
two space-time dimensions, and QCD in more than four space-time dimensions.
In [1], we have proposed to circumnavigate this dilemma with the help of a bootstrap. The idea
is to compensate, at least partly, the lack of a priori information for (6.2) by a working hypothesis
for the operator ordering at an interacting fixed point. We will assume that
• the relevancy of invariants at an interacting fixed point continues
to be governed by the invariant′s canonical mass dimension . (6.3)
The hypothesis trivially holds true for any non-interacting theory, and in particular for asymptoti-
cally free (UV) fixed points. It also holds true for theories with a weakly-coupled (UV) fixed point
where anomalous dimensions of invariants are perturbatively small, see [7] and references therein.
By continuity in the coupling strength, we expect that this persists even in the interacting theory,
at least for invariants with a sufficiently large canonical mass dimension. This point of view relates
with an observation made earlier in [2]: there, it has been argued to be unlikely that invariants
with a large canonical mass dimension will become relevant at an asymptotically safe fixed point,
because quantum corrections would have to be strong enough to revert the sign of increasingly
large canonical mass dimensions. On the other hand, it is expected that low order eigenvalues
become strongly modified, including changes of signs, as a consequence of interactions.
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Figure 14: The bootstrap test for asymptotic safety. From left to right, each line shows the entries of the
ith diagonal Di (4.12) of the eigenvalue matrix (4.9), with i = 1, · · · , 33. The left-most line D1 thus connects
the largest eigenvalue at approximation order Nmax with the largest at order Nmax − 1, and so forth. The
positive slope of all curves Di indicates that the working hypothesis is satisfied on average, although not
for each and every order. (see main text).
The main benefit of a physically motivated working hypothesis such as (6.3) is that it can be
put to the test by using the canonical mass dimension of invariants as the ordering principle [1]. If
the hypothesis is confirmed from order to order in an expansion in the canonical mass dimension
of invariants, this would strengthen the view that the fixed point is a stable property of the theory,
even beyond those orders studied explicitly.
D. Testing asymptotic safety
In Fig. 14 we summarize the evidence in support of the working hypothesis (6.3). We display
the order-by-order variation of eigenvalues in the following manner. Each line Di in Fig. 14 for
i = 1 to 33, shows the eigenvalue set (4.12) – the diagonals of the eigenvalue matrix T introduced
in (4.9) – thus showing the ith largest eigenvalue from all approximation orders N which have
at least Nmax + 1 − i eigenvalues. For example, the left-most line D1 connects, from top right to
bottom left, the largest eigenvalue at approximation order Nmax with the largest at order Nmax−1,
and so on, decreasing in steps of ∆N = ∆x = 1. The base points for the sets Di are located at
x(Nmax) = 31 + 3i for better display. The working hypothesis states that the addition of an
invariant with a new largest canonical mass dimension should result in the appearance of a new
largest eigenvalue, larger than those encountered at lower orders in the approximation. If realised
in the data, this pattern requires that all curves in Fig. 14, on average, should rise from order
to order (with increasing x). This is confirmed from the data: the positive slope of all curves Di
indicates that the working hypothesis is satisfied. In particular for all curves from D3 onwards this
pattern is very stable, except for a few sideward variations, which occur precisely when a complex
eigenvalue settles in the spectrum. Then, as discussed in Sect. IV E, their real parts become
degenerate. The stronger variation in the largest and second largest eigenvalue sets D1 and D2
can also be understood. These are related to the fact that the largest eigenvalues, more often than
not, come out as a complex conjugate pair. When this happens, as detailed in Sect. IV D, these
eigenvalues are often not reliable quantitatively, and the presence of more couplings is required
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Figure 15: The overlay of all data sets for the universal scaling exponents ϑn(N) for 2 ≤ N ≤ 35 [1],
amended by the fit for the large-order behaviour (7.1), (7.2) including estimated errors (shaded area).
before these start converging towards their asymptotic values. From the data, this already happens
visibly from the set of third largest eigenvalues D3 onwards. We conclude that the fixed point is
self-consistent in the sense coined above.
VII. NEAR-GAUSSIANITY
In this section, we discuss the large-order behaviour of universal eigenvalues.
A. Large-order behaviour
Expanding the analysis given in [1], we show in Fig. 15 the sets of all eigenvalues from all
approximation orders (4.9) on top of each other. We find that the eigenvalues ϑn vary by about
20% due to the inclusion of higher order invariants with N > n+ 1. As already noted earlier, the
largest deviations from the best estimate (N = 35) arise from those lower-order approximations for
which the largest eigenvalues are a complex conjugate pair. These, however, then stabilise rapidly
with increasing approximation order. Fig. 15 also confirms the good numerical convergence of
exponents for all n. Most interestingly, we also observe that the real part of the asymptotically
safe exponents become near-Gaussian [1]. To see this more quantitatively, we have performed in
[1] a least-square linear fit of the real parts of the eigenvalues per approximation order in the form
ϑn = a · n− b . (7.1)
for 24 data sets with 11 ≤ N ≤ 34. For each of these fits, we omit the two largest values for the
reasons detailed earlier. We also omit the first few lowest exponents, as these may not yet display
the large-n asymptotics. We find that the correlation coefficients are very close to one for the fits
of all data sets, supporting the applicability of the parametrisation (7.1). We have also tested fits
to higher polynomials in n, finding that the coefficients for the non-linear terms are negligible.
The non-perturbative coefficients in (7.1) at the ultraviolet fixed point come out as [1]
aUV = 2.17± 5%
bUV = 4.06± 10% ,
(7.2)
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Figure 16: The relative variation (7.4) of the non-perturbative eigenvalues ϑn(N) with respect to their
Gaussian counterparts ϑG,n, including data from all approximation orders 4 ≤ N ≤ 35. Mean values for
each n (green dots) are connected by a wavy full green line. A thin gray line connects the data at order
N = 35. With increasing n, the envelope (7.6) provides a good estimate for the upper bound (dashed line).
where the error estimate, roughly a standard deviation, arises from the average over data sets [20].
Fig. 15 shows all data sets including the fit (7.1), (7.2) within its estimated errors, indicated by
the shaded area. Classically, the universal eigenvalues would take Gaussian coefficients
aG = 2
bG = 4 .
(7.3)
The differences between (7.2) and the Gaussian coefficients (7.3) serve as an indicator for the non-
perturbative corrections due to asymptotically safe interactions. Our results establish that the UV
scaling exponents remain near-Gaussian at high orders. The off-set bUV is compatible with the
classical value, though with a slight bias towards larger values, whereas the slope aUV comes out
larger than the Gaussian slope. It is tempting to speculate that this may be a consequence of the
smallness of Newton’s coupling at an ultraviolet fixed point.
The smallness of the estimated error in the coefficients (7.2) has the additional benefit that it
permits an extrapolation of the result (7.1) towards higher n. In particular, our results indicate
that even higher order invariants of the form
∫ √
gRM−1 with M > Nmax will only add increasingly
irrelevant eigendirections at the UV fixed point. These observations also show that the search for
asymptotically safe fixed points can reliably be limited to a finite polynomial basis of curvature
invariants.
B. Eigenvalue shifts
The near-Gaussianity of large-order eigenvalues can be made more precise. In Fig. 16, we
show a semi-logarithmic plot for the relative shift of the eigenvalues away from Gaussian values,
introducing
vn(N) = 1− Reϑn(N)
ϑG,n
. (7.4)
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The colour-coding of the data shows the trend that |vn(N)| decreases with increasing N . Based
on the data up to 1/Nmax ≈ 0.03, we conclude that (7.4) resides in the 10–20% range,
|vn(N)| < 0.1− 0.2 , (7.5)
decreasing with increasing n. In addition, we estimate the asymptotic behaviour of (7.4) by taking
the average values for each n over all approximation orders N . These are indicated in Fig. 16
by green dots and connected with a green line to guide the eye. The mean values show a much
smoother dependence on n, slowly decaying with increasing n. Their envelope is characterised by
four maxima which are fitted very well by a simple exponential,
v¯n ≈ v · exp
(
− n
ne
)
. (7.6)
In Fig. 16, the envelope of mean values (7.6) is shown by a black dashed line. All mean values
from n > 5 onwards, and most entries from the high-order data sets, are below the envelope.
Quantitatively, we have
v = 0.220± 0.003
ne = 46.68± 0.92 .
(7.7)
The significance of (7.6) with (7.7) is as follows. The parameter v is a measure for the mean
relative variation in (7.4) at low n, and the parameter ne states at which order the relative variation
becomes reduced by a factor of e. With Nmax/ne ≈ 34 , the reduction at Nmax is by a factor of 12 ,
consistent with (7.5). The new piece of information here is that the data shows a consistent, albeit
slow, asymptotic decay towards near-Gaussian values. If this pattern persist to higher orders,
extrapolation of (7.6), (7.7) predicts that
vn(N)→ 0 (7.8)
for sufficiently large n, and 1/N → 0. This is interesting inasmuch as near-Gaussian eigenvalues
are not mandatory for the asymptotic safety conjecture to apply. For example, deviations such as
(7.5), or even more substantial modifications of eigenvalues up to
vn(N) < 1 (7.9)
at large orders would still be compatible with asymptotic safety. In this sense, in our gravity
model the quantum modifications of the high-order eigenvalues at the fixed point are moderate.
It is then conceivable that asymptotic safety persists under the inclusion of further curvature
invariants beyond those studied here.
C. Origin of near-Gaussianity
The appearance of near-Gaussian eigenvalues at large orders despite of a non-trivial, interacting,
fixed point is quite intriguing. Here, we want to shed some light into its origin. In Figs. 6 and 8
we already observed that, at fixed approximation order N , at least one of the three eigenvalues
ϑN−1, ϑN−2, and ϑN−3 is real. The largest real eigenvalue is then either ϑN−1 or ϑN−3. If the
eigenvalues with the largest real part are a complex conjugate pair ϑN−1 = ϑ∗N−2, their values
are numerically less reliable as these change visibly for approximation orders > N . On the other
hand, if ϑN−1 is real, it appears to only change mildly compared to approximation orders > N .
Therefore one may suspect that the largest real eigenvalue within each set of eigenvalues (4.10) is
already a good estimate for the physical eigenvalue.
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Figure 17: Shown is ϑ¯n, the largest real eigenvalue at approximation order N = n + 1, as a function of n
and in comparison with the Gaussian eigenvalues ϑG,n (full line). Crossed circles (full dots) indicate that
ϑ¯n arises as the (third) largest real eigenvalue at polynomial approximation order N = n+ 1, see (7.10).
Specifically, we wish to check whether the physical eigenvalue ϑn for large n is already well-
approximated by the largest real eigenvalue at approximation order N = n+1, which is the lowest
approximation order at which a non-zero eigenvalue ϑn(N) = ϑN−1(N) arises in the spectrum.
We denote this eigenvalue as
ϑ¯n = max
m
ϑm(N = n+ 1)
∣∣∣
Imϑm=0
. (7.10)
Empirically, as already mentioned, ϑ¯n is then either ϑN−1 or ϑN−3 in the set of eigenvalues TN
(N = n+ 1); see (4.10). In Fig. 17 we display (7.10) as a function of fixed n = N − 1 from which
it had been taken. Crossed circles indicate that the eigenvalue defined in (7.10) is ϑ¯n = ϑN−1 of
the set TN , whereas full dots indicate ϑ¯n = ϑN−3 and hence the existence of a complex conjugate
pair of eigenvalues with a larger real part.
We first compare ϑ¯n for different approximation orders n = N−1 with the Gaussian eigenvalues
ϑG,n (3.6), shown by the full line in Fig. 17. For low values of n, the largest real eigenvalue ϑ¯n
differs slightly from ϑG,n. For larger n, both lines are on top of each other at the percent level and
below, showing that
ϑ¯n
ϑG,n
→ 1 (7.11)
for 1/n → 0. Hence, all eigenvalues (7.10) are near-Gaussian. Next we keep n fixed but increase
the approximation order to N1 > N = n + 1. We recall from the previous subsections that the
results for ϑn(N1) from high enough approximation orders N1 are also approaching near-Gaussian
values, eg. (7.8). Numerically, the inclusion of further operators results in a 10–20% shift once
the underlying higher-order couplings have settled. The extrapolations (7.8) and (7.11) of the full
data shows that these deviations decrease even further,
ϑn ≈ ϑ¯n (7.12)
for sufficiently large n, beyond Nmax studied here. We conclude that ϑ¯n in (7.10) is a good estimate
for ϑn, already on the 10–20% level for the approximations studied here, and, also in view of (7.12),
increasingly better with increasing n.
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D. “As Gaussian as it gets”
We close with a brief discussion of the main physics picture as it has emerged from our study.
We have analysed the effect of quantum fluctuations for a template version of 4D quantum gravity
whose action is a high order polynomial in the scalar curvature. The primary effect of the quan-
tum fluctuations of the metric field is to generate an interacting gravitational fixed point for all
couplings. These effects have conveniently been parametrised in terms of a curvature-dependent
function f(R).2 The gravitational fixed point comes out strongly coupled in the sense that the
graviton anomalous dimension becomes large, of order unity. The fixed point is self-consistent
in that it arises consistently, order by order in the polynomial approximation of the underlying
action. The fixed point is physical in that gravity remains an attractive, albeit much weakened,
force at highest energies.
The vacuum energy and Newton’s constant remain relevant couplings in the UV even in the
presence of quantum fluctuations, as one might have expected based on dimensional analysis. The
classically marginal R2 invariant becomes relevant quantum-mechanically. Higher order interac-
tions Rn (with n ≥ 3) all remain irrelevant in the UV, dynamically, despite of residual interactions.
The theory thus has a three-dimensional UV critical surface. UV finite trajectories emanating out
of the fixed point are characterised by three parameters, which must be viewed as free parameters
of the fundamental theory. Ultimately, these are not fixed by the UV fixed point itself and can
only be determined by experiment or observation.
Quantitatively, on the level of the universal exponents, quantum effects induce a shift ∆ϑn
away from Gaussian values,
ϑG,n → ϑn = ϑG,n + ∆ϑn (7.13)
Most notably, with increasing canonical mass dimension of curvature invariants we also observed
that the universal scaling exponents (7.13) become “nearly Gaussian”, as a consequence of
∆ϑn/ϑn → 0 , (7.14)
with increasing n, see (7.8), (7.11). The smallness of (7.14) would seem to suggest that a small
expansion parameter is hidden in the model. This result is intriguing because the perturbative non-
renormalisability of gravity disallows an asymptotically free UV fixed point with exact Gaussian
scaling. Instead, in the presence of residual UV quantum fluctuations, the gravitational couplings
must re-arrange themselves away from Gaussian values. Dynamically, they do this in such a
manner that their universal scaling exponents remain nearly Gaussian.3 From this point of view,
the interacting theory has become “as Gaussian as it gets”. The price to pay for the theory’s
perturbative non-renormalisability is that its quantum theory displays three relevant directions,
rather than than two relevant and a marginal one. No further relevant directions (and hence no new
fundamentally free parameters) are induced by higher order curvature invariants Rn once n > 2.
Still, the presence of higher order couplings is of importance on a quantitative level inasmuch as
they stabilise the fixed point for the lower order curvature invariants and the scaling exponents.
This affects most notably the R2 coupling which has a vanishing canonical mass dimension: here,
the feedback from higher order interactions is crucial to stabilise the R2 interaction.
2 This is similar in spirit to studies of strongly-coupled QEDd=4, where quantum effects have been parametrised in
terms of a non-perturbative anomalous dimension, e.g. [63, 64]. The present model may equally be rewritten in
terms of a curvature-dependent anomalous dimension for the graviton.
3 Examples of non-gravitational quantum field theories with exact Gaussian scaling exponents at interacting fixed
points are known in lower dimensions, e.g. (φ2)3d=3 at large-N .
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VIII. CONCLUSIONS
We have put forward a detailed systematic search for asymptotically safe fixed points in four-
dimensional quantum gravity for actions which are high-order polynomials in the Ricci scalar [1].
Evidence for asymptotic safety is found order by order in a polynomial expansion of the action
up to including 34 powers in the Ricci scalar, corresponding to N = 35 independent curvature
invariants, thereby exceeding earlier investigations [36, 37, 39] by more than twenty powers in the
curvature scalar. The N → ∞ limit has also been performed for the first time. Fixed points
and scaling exponents are stable, and the results predict a three-dimensional critical surface of
couplings with non-Gaussian exponents, and near-Gaussian scaling exponents related to invariants
with a large canonical mass dimension.
Our findings also show that quantum scale invariance of gravity in the UV can be tested self-
consistently by means of a bootstrap [1]. Scaling exponents only deviate moderately from classical
values, suggesting that a polynomial expansion is viable despite of the facts that neither an explicit
small expansion parameter has been identified, nor that the exact set of relevant couplings was
known beforehand (Fig. 14). Also owing to the near-Gaussianity of results, it is safe to assume that
the canonical mass dimension of invariants controls the relevancy of operators at an interacting
fixed point. It will be interesting to test this pattern for actions with more complicated curvature
invariants such as Riemann and Ricci tensor invariants, which offer more sensitivity to the dynamics
of the metric field [65].
We have also found structural hints for the near-Gaussian behaviour of eigenvalues as shown
in Fig. 17. If this is a property of the full quantum theory, it may be feasible to identify a small
parameter underneath the mechanism for asymptotic safety. This is left for future work. On
the technical side, we have put forward powerful algebraic and numerical methods to find exact
expressions for fixed point candidates. The technique is quite general, and can be exploited even
beyond the models studied here.
Our work can be expanded in several directions. First and foremost, it is mandatory to study
quantum gravity beyond the tensor and momentum structures retained here, possibly including
non-local invariants [66, 67]. It will also be important to study extensions of functional RG
flows beyond the present levels of approximation. Of particular interest is the disentanglement
of background and fluctuation fields [68], as first quantified in [52, 69, 70] for scalar and gauge
theories. Some of this has recently been implemented in [71], and for Einstein-Hilbert gravity
in [60, 72–75]. More work is required to exploit this for the theories considered here. Equally
interesting are recent ideas to exploit convexity properties of the gravitational action [76], which
may help to simplify the systematics.
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Appendix A: Fluctuation-induced interactions
In this section, we provide the explicit RG equations adopted in this paper. We recall the
dimensionless version of the RG flow (2.14),
∂tf(R)− 2Rf ′(R) + 4f(R) = I[f ](R) . (A1)
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The RHS encodes the contributions from fluctuations and arises from the operator trace (2.3) over
all propagating fields. It generically splits into several parts,
I[f ](R) = I0[f ](R) + ∂tf
′(R) · I1[f ](R) + ∂tf ′′(R) · I2[f ](R) . (A2)
The additional flow terms proportional to ∂tf
′(R) and ∂tf ′′(R) arise through the Wilsonian mo-
mentum cutoff ∂tRk, which we have chosen to depend on the background field. Furthermore, the
terms I0[f ](R), I1[f ](R) and I2[f ](R) depend on f(R) and its field derivatives f
′(R), f ′′(R) and
f ′′′(R). There are no flow terms ∂tf ′′′(R) or higher because the momentum cutoff Rk is propor-
tional to the second variation of the action. A dependence on f ′′′(R) in I0[f ] results completely
from rewriting ∂tF
′′(R¯) in dimensionless form. In the following expressions, we will suppress the
argument R = R¯/k2.
All three terms I0[f ], I1[f ], I2[f ] arise from tracing over the fluctuations of the metric field
for which we have adopted a transverse traceless decomposition. The term I0[f ] also receives
f -independent contributions from the ghosts and from the Jacobians originating from the split of
the metrical fluctuations into tensor, vector and scalar parts. To indicate the origin of the various
contributions in the expressions below, we use superscipts T , V , and S to refer to the transverse
traceless tensorial, vectorial, and scalar origin. The specific form of I0[f ], I1[f ], I2[f ] depends
on the gauge choice as in Sec. 7 of [37]) and on the regulator choice (with the optimized cutoff
[18, 19]). With these considerations in mind, we write the various ingredients in (A1) as
I0[f ] = c
[
P Vc
DVc
+
PSc
DSc
+
P T10 · f ′ + P T20 ·R · f ′′
DT
+
PS10 · f ′ + PS20 · f ′′ + PS30 ·R · f ′′′
DS
]
(A3)
I1[f ] = c
[
P T1
DT
+
PS1
DS
]
(A4)
I2[f ] = c
PS2
DS
. (A5)
In our conventions, the numerical prefactor reads c = 1/(24pi). It arises from our normalisation
factor 16pi introduced in (2.13), divided by the volume of the unit 4-sphere, 384pi2. Note that
the factor is irrelevant for the universal exponents at the fixed point. The first two terms in (A3)
arise from the vector (V) and scalar (S) parts of the ghosts and Jacobians, while the third and
fourth arise from the tensorial (T ) and scalar (S) metric fluctuations, respectively. Both (A4)
and (A5) only have contributions from the tensorial and scalar metric fluctuations. The various
denominators appearing in (A3), (A4) and (A5) are given by the f -dependent terms
DT [f ] = 3f − (R− 3)f ′ (A6)
DS [f ] = 2f + (3− 2R)f ′ + (3−R)2f ′′ . (A7)
and the f -independent terms
DVc = (4−R) (A8)
DSc = (3−R) . (A9)
The various terms P in the numerators of (A3), (A4) and (A5) are polynomials in R. They arise
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through the heat kernel expansion of the traces, and are given by
P Vc =
607
15
R2 − 24R− 144 (A10)
PSc =
511
30
R2 − 12R− 36 (A11)
P T10 =
311
756
R3 − 1
3
R2 − 90R+ 240 (A12)
P T20 =−
311
756
R3 +
1
6
R2 + 30R− 60 (A13)
PS10 =
37
756
R3 +
29
15
R2 + 18R+ 48 (A14)
PS20 =−
37
756
R4 − 29
10
R3 − 121
5
R2 − 12R+ 216 (A15)
PS30 =
181
1680
R4 +
29
15
R3 +
91
10
R2 − 54 (A16)
P T1 =
311
1512
R3 − 1
12
R2 − 15R+ 30 (A17)
PS1 =
37
1512
R3 +
29
60
R2 + 3R+ 6 (A18)
PS2 =−
181
3360
R4 − 29
30
R3 − 91
20
R2 + 27 . (A19)
From the explicit expressions it is straightforward to confirm that I0[f ] has homogeneity degree
zero in f ,
I0[a · f ] = I0[f ] (A20)
for any factor a 6= 0, whereas I1[f ] and I2[f ] have homogeneity degree −1, Ii[a · f ] = a−1 Ii[f ]
(i = 1, 2). This establishes that the entire fluctuation-induced contribution I[f ] on the RHS of the
flow equation (A2) has homogeneity degree zero.
At a fixed point, the flow equation becomes a third order differential equation for f(R). When
resolved for f ′′′(R), the RHS contains algebraic denominators which vanish for specific R. These
points are
R= 3
R= 4
(A21)
due to the f -independent terms (A8) and (A9). Furthermore, the prefactor R · PS30 of f ′′′ in (A3)
given in (A16) vanishes for real R at
R=−9.99 855 · · · ,
R= 0 ,
R= 2.00 648 · · · .
(A22)
The point R = 0 is uncritical for our purposes. The other points will require some fine-tuning to
extend a well-defined fixed point solution from small fields to arbitrary large fields. Note that the
existence of these requirements also relates to technical choices of our approximation.
Finally, we also provide the defining equations for eigenperturbations at a non-trivial fixed
point, as required for the study in Sec. IV A. We consider small perturbations δf about the fixed
point solution f = f∗ with ∂tf = 0 to find the differential equation(
1− E2[f ]
)
∂t δf =
(
− 4 + 2R∂R + E3[f ]
)
δf (A23)
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for the eigenperturbations δf to linearised order. Here, the nth order differential operators En are
given by
E2 = I1[f ] · ∂R + I2[f ] · ∂2R (A24)
E3 = c
[
P T10 · ∂R + P T20 ·R · ∂2R
DT [f ]
+
PS10 · ∂R + PS20 · ∂2R + PS30 ·R · ∂3R
DS [f ]
−P
T1
0 · f ′ + P T20 ·R · f ′′
(DT [f ])2
(
3− (R− 3)∂R
)
−P
S1
0 · f ′ + PS20 · f ′′ + PS30 ·R · f ′′′
(DS [f ])2
(
2 + (3− 2R)∂R + (3−R)2∂2R
)]
(A25)
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