
















































because of having  limited  resources,  the  injured people are  ranked  according  to  the necessity  to 





strategy  consisting  of  three  levels:  (i)  survey/triage  forensic  inspection,  (ii)  preliminary  forensic 
examination, and (iii) in‐depth forensic examination. The first stage, in which many potential sources 
of digital evidence  for  specific  information are  reviewed,  is alternatively  referred  to as  survey or 
triage. The same idea that triage is part of forensic examination, is supported in later works [4–8]. 
Casey  [4] underlines  that  triage  is  effective  for prioritizing,  but  it  is not  a  substitute  for  a more 
thorough review. Casey [5] argues that triage is a technical process, which can be performed outside 
a laboratory by professionals with basic training and limited oversight. Categorizing digital triage as 






a  forensic process by definition”.  It  is not  clear  to which definition Cantrell et al.  [13]  refer.  It  is 
possible to suppose that it is the definition by Rogers et al. [2]. However, other definitions exist, and 
this statement is not true for all the cases [7,11,14]. Koopman and James [11], and Roussev et al. [7] 
use  the  term  “digital  forensic  triage”.  If  digital  triage  is  not  the  forensic  process,  then  the  term 
“forensic”  cannot  be  used  together  with  the  term  “digital  triage”,  because  it  misleads.  Hong   
et al. [14] introduce a triage model that is adapted to the requirements of the legal Korean system. 
Consequently,  the proposed  triage model adheres  to  the  rules of  the  forensic process. Moreover, 

































operating  system  under  investigation.  The  CFFTPM  originates  from  child  pornography  cases. 
Nevertheless, it is general enough to be applicable to other possible cases; however, the model cannot 
be considered as the ultimate solution for every case. It is also important to note that the proposed 
















the  changes  in  search  and  the  conditions  of  the  onsite  seizure.  To  establish  a  triage  model,  a 
questionnaire that consists of 48 questions, which are provided in the paper, was prepared; it was 
answered by  58  respondents  in  total. The paper presents  a  large discussion of  the  results. After 
assessing  the  results of  the questionnaire,  a new  triage model  is proposed. The  triage process  is 




filename‐  or  contents‐based  keywords  search;  and  file/directory  path‐based  search.  Another 
important procedure in the execution step is the detection of suspicious files. The proposed triage 
model  can  be  applied  only  to  personal  computers  and  it  is  tailored  to  the Korean  legal  system 
requirements for the privacy protection. 
Overill  et  al.  [20]  propose  an  attractive  idea  to  introduce  triage  template  pipelines  into  the 
investigative process  for  the most popular  types of digital crimes, enabling digital evidence  to be 
examined  according  to  a  number  of  prioritised  criteria.  Each  specific  digital  crime  has  its  own 
template of prioritised devices and the data based on the cost‐effectiveness criteria of front‐loading 
probative value  and back‐loading  resource utilisation. The  authors declare  that  about  80% of  all 




















and  registry  extraction,  can  fit  into  the  time  budget  in  the  workstation  triage.  To  increase  the 
performance  of  the  file  acquisition,  Roussev  et  al.  [7]  implement  a  Latency‐Optimized  Target 
Acquisition  (LOTA) scheme. The main  idea of  this scheme  is  that  the metadata of a  filesystem  is 
parsed to make an inverse map from blocks to files before cloning the target. This procedure allows 
sequential  scanning  of  blocks  and  reconstructing  the  files.  The  LOTA  scheme  enables  an 
improvement of a factor of  two  for  files  larger  than 1 M and a factor of 100 for smaller files.  It  is 














that have  forensics value  is based on profiles. The authors do not  expect  that  the  examiners  can 
prepare the profiles themselves, therefore, the profiles must be created and stored in a library. The 
sifting  collectors  firstly  collect  the metadata according  to  the defined profile. Then  they  interpret 
metadata, determine  sectors  of  interest,  and  assemble  them  in  the  disk  order. As  a  result,  their 
methods are not suitable for unknown filesystems. If profiles are not possible to define, the alternative 





test  cases.  Faster  image  acquisition  time  gives  less  accuracy. One  important  limitation  of  sifting 












are positive  for  the existence of all contraband  files. The experiment was conducted  in  legitimate 






Resource Descriptive  Framework  (RDF)  is used  as  the  basis  of  the  ontology. The  representative 
feature of the approach is that the layered multiple ontologies are designed over the same dataset. 
The description of  the ontologies used  is vague. The  authors  find  some  advantages of  the RDF; 
however,  they recognize  that a Web Ontology Language (OWL) could provide more possibilities. 
The authors suggest  that  the approach  is applicable  for  the extraction of  information  from social 
networks,  though, no  evidence of  such application  can be  found  in  the paper. The  implemented 
system to provide a proof‐of‐concept consists of a knowledge base, data ingestors, reasoners, and a 
visualiser.  The  visualiser  is  hardcoded  into  the  used  ontology.  Neither  test,  nor  real  cases  are 





evidence  in  a  timely manner;  (ii)  To  decrease  the  backlog  of  files  at  a  forensic  laboratory.  The 
proposed model is based on Rogers et al. [2] and it has four phases: planning, assessment, reporting, 
and  threshold.  The  DFT  model  has  inherent  risks  associated  with  it.  They  are  as  follows:  the 







of handling digital evidence. The  first version of  the DFT model was  implemented  in Canada six 
years  ago.  The  implementation  achieved  the  goals  pursued  by  the  model;  however,  persistent 
attention needs to be turned to the risks associated with the model. 
Leimich et al. [28] propose a variation of cloud forensic methodology tailored to a live analysis 





to  the acquisition of  the NameNode contents of  to pinpoint  the affected DataNodes. The  forensic 
analysis of the DataNodes is out of scope of the proposed methodology. The methodology contains 
nine  phases:  preparation,  live  acquisition  of  the  NameNode,  initial  cluster  reconnaissance, 
checkpointing via a forensic workstation, live artefact analysis, establish ‘suspect’ transactions and 












of  the forensics process, not  just  triage models, because according  to  the author,  the single model 
proposed by Rogers et al. [2] exists for the onsite triage process. The author selects activities, which 










Peersman et al.  [29] present an approach  that  incorporates artificial  intelligence and machine 
learning techniques (support vector machines) to automatically label new Child Sexual Abuse (CSA) 
media. The approach employs two stages for labelling the unknown CSA files. The first stage uses 
the  text  categorization  techniques  to determine whether a  file  contains CSA content based on  its 
filename.  The  text  categorization  applies  the  following  features:  predefined  keywords,  forms  of 
explicit  language  use,  expressions  relating  to  children  and  family  relations  in  English,  French, 
German, Italian, Dutch, and Japanese. Additionally, all patterns of two, three, and four consecutive 
characters are extracted from the filenames. The second stage gets the files from the first level and 
examines  the  visual  content  of  images  and  audio  files.  The  second  stage  bases  the  decision  on   
multi‐modal  features.  The  multi‐modal  features  consist  of  the  following  representations:   
colour‐correlograms, skin features, visual words and visual pyramids, and audio words for audio 
files. The conducted experiment shows a false positive rate of 20.3% after the first stage. The second 
stage  reduces  the  false  positive  rate  to  7.9%  for  images  and  4.3%  for  videos.  The  approach  is 









The decision  is based on  the data,  contained  in  these  file  types,  relevance  to  the  case. The other 
possibility considered for reducing data volume is a thumbnailing of video, movie, and picture files. 
The thumbnailing significantly reduces large image files. Once the file types are selected and some 
thumbnails are  loaded  into  the  forensics software,  the  logical  image  file  is created. The presented 
methodology can be applied using common digital forensics tools. The methodology is applied to 























The weights are  assigned  to  the  features. Two approaches  are used  for  assigning weights  to  the 
features,  automatic  and  manual.  The  automated  feature  weights  are  quantified  using  the   
Kullback–Leibler measure. The manual weights are determined on the basis of the surveyed digital 
forensic  experts’  contribution.  The  Naïve  Bayes  classifier  is  used  for  the  experiment.  The  only 
improvement is achieved in the child pornography case. 
Horsman  et  al.  [10]  extend  the  ideas presented  in  [37]  and discuss  a Case‐Based Reasoning 
Forensic Triager  (CBR‐FT) method  for  retrieving  the evidential data based on  the  location of  the 
digital evidence in the past cases. The CBR‐FT maintains a knowledge base for gathering the previous 




with a PRF above 0.5 are used, while  the  second  stage  is optional.  If  the  examiner  suspects  that 
additional  evidence  can  exist,  s/he  proceeds  to  the  second  stage.  During  the  second  stage,  the 
examiner focuses on identifying similar patterns in cases stored in the CBR‐FT knowledge base. The 
CBR‐FT knowledge base must cover enough cases to reflect its target population correctly. That is 
the  first  restriction  for application of  the method. The study  focuses on  fraud offences and  it has 
















proposed  method  adopts  the  Monte  Carlo  Tree  Search  strategy  that  is  used  in  games  for  the 
filesystem  search, which  is  called Monte Carlo  Filesystem  Search  (MCFS).  The  original  random 
selection is leveraged with non‐binary scoring to keep guided search. Three file scoring methods are 
introduced, each built on the previous one: simple scorer, type of interest scorer, and similarity‐based 







of child pornography. The experiment shows  that  the proposed MCFS  is an effective method  for 
larger and complex tree structures of the file system hierarchy. The search efficiency can be improved 
by around a third compared to uninformed depth‐first search. However, the integration of domain 
knowledge  and  skin  tone  detection  scoring  showed  lower  results  than  expected. An  additional 
investigation  is  necessary  to  improve  these  customizations.  In  general,  the  improved  proposed 














































data analysis. The used  technique  consists of  two  steps—removal of known data and  recovering 



























































For  the  experiment,  the  authors use  1.5 TB of  raw data  that  consist of many disk  images, RAM 




the  triage  takes  significantly more  time  that  the  triage  itself. However,  the digest  formation  can 
proceed in parallel with the acquisition process. The problem of the method is to have the identified 













and  LDFS  analysis.  The  LDFS  collection  system  gathers  volatile  and  non‐volatile  data  such  as: 
memory  dump,  page  file,  web  browser  artifacts,  instant  messaging  services  clients,  Windows 
Registry, and file system metadata. The distinctive feature of the LDFS collection system is that it can 





Windows OSs  (Microsoft,  Redmond, WA, USA).  Several  experiments  are  conducted  to  test  the 
performance of the system. The largest collection time does not exceed 49 min. The LDFS analysis 
















1. A  tool  can  simultaneously  deliver  data  into  multiple  extraction  operations  and  create  the 
forensic duplicate   
2. A tool can store extracted information in both, the XML format and SQLite database   
3. A  tool  should  provide  a  user‐friendly  interface  to  facilitate  the  viewing,  sorting,  and 
classification of files   






Garfinkel  [45] extends  the  research work presented by Garfinkel et al.  [53] and  introduces a 
forensic  tool  bulk_extractor  devoted  to  the  initial  part  of  an  investigation.  The  base  of  the 
bulk_extractor  is  the analysis of bulk data. The bulk_extractor scans raw disk  images or any data 
dump for useful patterns (emails, credit card numbers, Internet Protocol (IP) addresses, etc.). It uses 
multiple scanners tailored to the certain patterns and heuristics to reduce false positive results and 














relevance  to  the  investigated  case. The ANT  is developed on  the basis of  the Preboot  eXecution 
Environment (PXE) protocol and is composed of a network server that runs various services, and the 
clients, which are the systems to be analyzed, in a physically isolated network. The ANT server boots 
a suspected computer via a network. The authors provide many  technical details  that explain  the 





































A  high‐level  overview  of  system  work  is  presented.  The  possibilities  to  deploy  the  enhanced 










authors do not suggest a  framework and evaluate  the  tools  in  their best way  imagined. The  first 
principle to assess is the access to volatile data. The next principle to assess is the adherence of tools 
to forensic principles ensuring the admissibility of the collected evidence to the court. An experiment 
shows  that no  single  considered  tool  is better  than others. All  the  tools have  their  strengths and 










bulk_extractor  [45]. The  fiwalk  tool  recognizes  and  interprets  the  content  of  filesystems  that  are 





















drive; however,  the  changes are greater  in number  than  those of  similar Linux‐based  tools. Two 
lessons can be learned from the development of Forensics2020. Firstly, a multi‐threaded, multi‐stage 
tool allows the examiner to interact with the evidence while the system is performing the forensics 
processing.  Secondly,  the mounting  of  the  hard drive  by  a  bootable  tool  has  influence  over  the 
perception of the forensic soundness. 
Haggerty  et  al.  [60] propose  an  approach  to  automate  the  visualization  of  quantitative  and 










the  laboratory.  It  is  noteworthy  that  over  the  past  years  it  has  been  used  under  the  name  of 
“LiveView”. The interface of the tool is oriented to the examiners with little training. The OpenLV 
asks for configuration and creates a virtual machine out of a forensic  image or physical disk. The 
virtual  machine  enables  booting  up  the  image  and  gains  an  interactive  environment  without 
modifying the underlying image. The tool natively supports only the dd/raw image format. Other 
formats require third party software that can be integrated into the tool, which is Windows centric, 
and  a  limited  Linux  support  is  added. Additionally,  the OpenLV  aids  to  remove  the  barrier  of 




perform  a  live  triage  of  digital  devices.  Training  is  important  for  the  law  enforcement  officers; 
therefore, the tool will have a field of its application. The VCSS is an open source project, and it is 
















software  written  in  Python  under  Slax  operating  system  (Software  Manufacturer,  City,  State, 
Country). runs from an external device. SlackStick reads the memory blocks on the target machine 











To  mitigate  the  threats  associated  with  a  big  data  platform,  the  development  of  the  system 
HANSKEN is based on eight design principles. They are enumerated in the order of the priority: 1. 
Security, 2. Privacy, 3. Transparency, 4. Multi tenancy, 5. Future proof, 6. Data retention, 7. Reliability, 
and  8. High  availability. The  first  three principles  are  sociological; meanwhile  the other  five  are 
business principles and define the system boundaries. The system uses its own forensic image format. 
The authors  justify  the need  for  its own  format; however  it could be  the  limitation of  the system, 




investigation. The authors admit  that  triage  is a valuable approach  for ordering  the processing of 
images, not for leaving images unprocessed. Such form of triage is planned to be included into the 
system HANSKEN.  The  system  is  implemented  on  the Hadoop  realization  of MapReduce.  The 
system HANSKEN was planned to be put into production at the end of the year 2015. 
Koven  et  al.  [69]  further  explore  and develop  the  idea of  email data visualization  [60]. The 
authors present a visual email search  tool  InVEST. Firstly,  the  tool preprocesses  the email data  to 
create indexes for various email fields. The duplicate information and junk data are excluded from 
indexing. Next,  the user  starts  the  search process with defined keywords. The  search  results are 
presented  in  five  different  visual  views.  The  visual  views  enable  better  understanding  and 
interpreting of the search results as well as finding the relationships between the search entities. The 
diverse  views  show  different  relationships  between  search  entities  and  present  the  contextual 
information  found within  these  results. All  the views  support  the possibility  to  refine  the  search 















achieved  if  acquisition  and  processing  start  and  complete  at  almost  same  time.  The 








































The evolution of modern digital devices  is outpacing  the  scalability and effectiveness of  the 








process. Moreover,  the  legitimacy of  the process depends on  the  jurisdiction  system of a specific 
country. Therefore,  the digital  triage model must be adjusted  individually according  to  the  legal 
system of a specific country. Live triage raises important legal concerns. Sometimes, the process of 








The number of mobile devices  is  increasing quite  rapidly. Digital  triage of mobile devices  is 
harder than that of desktop computers. It also appears that due to the nature of mobile devices, many 
forensics procedures must inevitably involve live forensics as the device needs to be powered on. To 
address  this  problem,  more  effective  methods  for  live  triage  and  tools  for  mobile  devices   
are necessary.   
High‐level training is required from the examiners on the field. It would be cost‐effective to hire 
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