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Zusammenfassung
Eine eﬃziente Untersuchung solchen Verhaltens ist notwendig, um die Natur von Molekü-
len besser zu verstehen und die Voraussagbarkeit von Moleküldynamik (MD) Simulatio-
nen zu verbessern. In dieser Arbeit schlagen wir ein Umgewichtungs-Schema für Markov
Modelle (MSMs) basierend auf dem Girsanov Theorem vor, das es erlaubt, die Rechenko-
sten der Analyse zu reduzieren, wenn die potentiellen Energie eines Moleküls gestört wird.
Die Methode wurde erfolgreich für Metadynamik erweitert und implementiert, um das
MSM eines molekularen Systems in einer deutlich kürzeren Rechenzeit im Vergleich zu
einer standardisierten MD-Simulation zu erstellen. Wir schlagen auch eine neue Methode
zur Diskretisierung des inﬁnitesimalen Generators in eine Ratenmatrix vor, die auch zur
eﬃzienten Untersuchung von Hamiltonschen Störungen verwendet werden könnte.
VII
Abstract
The dynamical response of molecular systems, when the potential energy function is per-
turbed at a microscopic level, is diﬃcult to predict without a numerical or laboratory
experiment. This is due to the non-linearity and high-dimensionality of molecular sys-
tems. An eﬃcient investigation of such a behaviour is necessary to better understand
the nature of molecules and to improve the predictability of Molecular Dynamics simula-
tions. In this thesis we propose a reweighting scheme for Markov State Models (MSMs),
based on the Girsanov theorem, that permits to reduce the computational cost of the
analysis when the potential energy function of a molecule is perturbed. The method
has been successfully extended and implemented with metadynamics, in order to build
the MSM of a molecular system in a signiﬁcantly shorter computational time compared
to a standard unbiased MD simulation. We also propose a new method to discretize
the inﬁnitesimal generator into a rate matrix, that could be used to eﬃciently study
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Motivation In the last decades, classical Molecular Dynamics (MD) simulations [1, 2]
became a fundamental tool for the study of biomolecules, like proteins and RNA/DNA
molecules. The general idea is to model a molecule like a system of particles, governed
by the Newton's equations of motion, whose reciprocal interactions are approximated by
an analytic potential energy function, parametrized in a text ﬁle commonly referred to
as forceﬁeld. To perform an MD simulation means to solve numerically the equations of
motion and to produce a time-discretized molecular trajectory that describes the time
evolution of the positions of the atoms in space.
A trajectory can be used to understand several molecular processes, e.g. protein
folding processes or the interactions between molecules like ligands and protein [3, 4, 5].
Often MD simulations are used to sample the stationary distribution of molecules and
to estimate phase-space ensemble averages of observable functions.
Due to the high-dimensionality and the complexity of the system, molecules are
particularly sensitive to external perturbations of the potential energy function. Even
a slight modiﬁcation of the forceﬁeld can have huge consequences on the dynamics of
the system, this makes impossible to predict in advance which could be the eﬀect of an
arbitrary perturbation.
The high sensitivity and unpredictability of molecular systems has been conﬁrmed
also experimentally. There exist indeed several forceﬁelds, for the same molecule, built
on the basis of diﬀerent initial hypotheses or diﬀerent approximations, which exhibit
diﬀerent dynamical behaviours [6].
Thus, the following questions arise: What is the intrinsic origin of such diﬀerent
dynamic eﬀects? Which components of the forceﬁeld have the largest impact on the
dynamics of the molecules? How can we improve the forceﬁelds in order to successfully
predict the dynamics of a molecule? But overall, how can we investigate eﬃciently the
diﬀerences between similar forceﬁelds?
A naive approach, to study the eﬀect of a modiﬁcation of the potential energy func-
tion, would be to manually edit the ﬁle that parametrizes the forceﬁeld, to run an MD
simulation and to analyze the new trajectory. On the other hand this approach is time
consuming and computationally expensive. Indeed, every time that one desires to study
a diﬀerent modiﬁcation, one should perform a new simulation.
The aim of this thesis is to present and to discuss new eﬃcient tools, developed in
the last years, that could help the scientiﬁc community to answer the posed questions.
Markov State Models Although MD simulations are a valid support to laboratory
experiments for the investigation of biomolecules, their use is still limited by the com-
2putational cost necessary to obtain a long enough trajectory, that well represents the
dynamics of the molecule. The transition between conformations can be a very fast or
a very slow process, due to the high barriers of the potential energy function that slows
the exploration of the phase space. For example, fast oscillations of covalent bonds occur
on timescales of femtoseconds, while conformational changes, like slow folding processes,
can occur even at timescales of microseconds or milliseconds [7].
Observing rare transitions, can require to run an MD simulation for a long time,
causing a sharp growth of the computational cost. For example, the supercomputer
Anton [8], specialized in MD simulations, can generate a trajectory of 10 µs of a large
protein per day (more than 20,000 atoms, in explicit solvent), then almost three months
are necessary to produce a trajectory of 1 ms. Fig. 1.1 shows the unfolding-folding process
of the protein gpW realized with Anton [9], that takes about 50 µs, corresponding to
approximately 5 days of simulation. In conclusion, MD simulations need very high-
eﬃcient computers to capture the slowest timescales that are the most interesting from
a biological point of view.
A diﬀerent approach has been developed in the last years that does not consider only
single long trajectories, but ensembles of short trajectories and studies the dynamics
of molecules from a statistical point of view. This approach is based on the concept
of the propagator [10, 11, 12, 13, 14], a continuous operator that propagates forward
in time probability density functions. Because it is not possible to work with a high-
dimensional continuous operator, typically, after having discretized the state space in
disjoint microsets, one tries to discretize the operator into a matrix on few relevant
degrees of freedom. Markov State Models (MSMs) [12, 15, 16, 17, 18, 13, 19, 20, 21]
provide a simpliﬁed model of the dynamics, easy to build and that uses MD trajectories
in a more proﬁcient manner. This tool permits to discretize the propagator in a transition
probability matrix, whose elements are estimated as time-lagged correlation functions
from MD simulations.
Coming back to the earlier questions, MSMs have been successfully used to analyze
the dynamics of molecules [22, 23, 24, 25, 26, 27]. On the other hand, MD simulations are
always necessary to build a MSM. If one desires to study the perturbation of a potential
energy function through MSM, one cannot avoid to perform an MD simulation with the
modiﬁed forceﬁeld.
This is the main contribution of this thesis. We discuss a reweighting scheme for
MSMs, where the MSM of a biased system is built from the trajectory produced by an
unbiased MD simulation.
Dynamical reweighting: state of the art In MD there exist several reweighting
schemes for diﬀerent problems and applications.
Statistical reweighting methods try to recover the correct stationary distribution or
the free energy proﬁle of a molecular system from a MD trajectory produced by a biased
simulation. For example, weighted histogram analysis method (WHAM) [28] is used
when parallel simulations are perturbed by diﬀerent biases at the same time, like in
umbrella sampling [29, 30, 31].
Dynamical reweighting methods attempt to recover the correct information about the
dynamics, for example the transition probabilities or the transition rates, from biased
simulations as well. On the other hand, dynamical reweighting methods encounter more
diﬃculties and their application is limited to special cases. Schemes for parallel tempering
MD simulations [32, 33, 34], can be used to construct the MSM of a biomolecular system,
by optimizing the data from MD simulations realized at temperatures diﬀerent from the
3Figure 1.1: Unfolding-folding event of the protein gpW realized with the supercomputer
Anton. (A) Folded structure at the beginning of the process. (B) Unfolded structure
during the process. (C) Folded structure at the end of the process. Figure taken from
reference [9].
environmental one. These schemes imply a reweighting along the time discretized paths,
however cannot be extended to the limiting case of continuous paths.
In reference [35, 36], the authors propose a method to recover the rates of transitions
between diﬀerent metastable states in metadynamics simulations, where the Hamiltonian
is biased by a time dependent sum of Gaussian functions estimated for few relevant
coordinates. The correct escape rate for the unbiased system can be determined from
the acceleration given by the bias. On the other hand, the method assumes that no
bias is deposited over the transition states, thus the metadynamics potential does not
converge to the free energy proﬁle.
Discrete transition-based reweighting analysis method (dTRAM) [37, 38, 39] permits
to recover the MSMs of systems subjected to thermostatic and Hamiltonian perturba-
tions, by assuming local equilibrium of the microstates. The reweighiting is performed
directly to the transition probabilities, thus it is extremely sensitive to large biasing
potentials.
Girsanov reweighting To overcome all these problems and limitations, we have devel-
oped a new method [40, 41], based on the Girsanov theorem [42], that permits a correct
reweighting of path ensemble averages like the time-lagged correlation functions used to
build MSMs. Thus, we need only a simulation, at a single potential energy function,
to build diﬀerent MSMs for several perturbations of the original forceﬁeld, reducing the
computational cost and time. The advantage of the method, compared to the above-
mentioned, is that we do not need to assume local equilibrium nor we have problems in
the limit of continuous paths.
In our experience, the method has shown potentiality also in other research areas.
For example, Girsanov reweighting could be useful in combination with enhanced sam-
pling techniques [43, 44, 45, 46, 29], where the potential energy function of a system is
perturbed along few relevant coordinates, in order to ﬁll the metastable regions and to
facilitate the exploration of the phase space. To test our hypothesis, we have considered
metadynamics simulations, which cannot be used directly to build MSMs, because the
bias aﬀects signiﬁcantly the dynamics of the system. Girsanov reweighting, together with
metadynamics, permits to recover the proper MSM of the unbiased system, reducing the
time necessary to sample the phase space and the rare transitions between metastable
4states.
The inﬁnitesimal generator approach Associated to the propagator and the transi-
tion probability matrix already mentioned, exist respectively the inﬁnitesimal generator
and the rate matrix, which describe the dynamics in terms of transition rates. How-
ever, the discretization of the inﬁnitesimal generator is more diﬃcult. We present a new
method, named Square Root Approximation (SQRA), which approximates the rates
between adjacent microsets as the geometric average of the Boltzmann weight of the
microsets. In this way, we provide an algebraic relation between the potential energy
function and the rate matrix. The advantage compared to MSMs is that we do not need
any more to calculate time-lagged correlation functions.
This method is still at an early stage of development, but a reweighting scheme can
be implemented, properly handling the Boltzmann weights of the microsets. Thus, we
believe that also SQRA could be helpful to answer the initial posed questions.
Figure 1.2 gives an overview of the methods used and developed in this thesis.
1.1 Outline
The thesis is organized as follows:
• Chapter 2: the main equations of motion used to study molecular dynamics are
presented. Afterward the propagator, the closely related transfer operator and
MSMs are discussed. Finally the chapter recalls the main steps to derive the
Girsanov reweighting and the Square Root Approximation.
• Chapter 3: In the ﬁrst part, a general introduction to MSMs is given. Then, some
useful applications of MSMs in drug design are discussed.
• Chapter 4: MSMs are used in combination with ab-initio simulation, in order
to show the high versatility of the method, that is not limited to classical MD
simulations.
• Chapter 5: The Girsanov reweighting paper, which treats in detail the method and
describes the ﬁrst results for full atomistic simulations, is presented.
• Chapter 6: Girsanov reweighting is used together with metadynamics and MSMs,
exploiting all the advantages oﬀered by these methods.
• Chapter 7: A new algorithm, based on the Girsanov theorem and metadynam-
ics, is used to calculate dynamical estimators with a signiﬁcant variance reduction
compared of the numerical simulation.
• Chapter 8: The theory underlying SQRA and ﬁrst results for diﬀusion processes
and the Alanine dipeptide is presented.
• Chapter 9: The conclusions of the thesis are drawn and interesting insights for
future works are discussed.
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2.1 The physical model
Consider a molecular system of N atoms, governed by the equations of motion:
q˙ = M−1p
p˙ = −∇V (q)− γ(q, p)p+ Fext ,
(2.1)
where q and p denote respectively the position and the momentum of the atoms of the
system, M is a diagonal matrix N ×N , whose entries are the masses of the atoms, V (q)
is the potential energy function that governs the interaction between the atoms, γ(q, p) is
the friction and Fext is any external force acting on the system. The state of the system
at time t is represented by x(t) = {q(t), p(t)} ∈ Γ ⊂ R6N , where Γ is the phase space
and can be decomposed in its position and momentum space Γq × Γp = Γ. The classical
Hamiltonian function
H(x) = H(q, p) = 1
2
pTM−1p+ V (q) (2.2)
is the internal energy of the system. In general, γ and Fext rule the interaction of the
system with a thermostat, i.e. a heat bath that keeps the system at constant tempera-
ture and at constant volume or pressure. If the thermostat is deterministic, the equation
of motion models a Hamiltonian dynamics and the internal energy is conserved. For
example, the Nosé Hoover thermostat [47, 48, 49] introduces an additional mass, which
interacts with the system, simulating a kinetic exchange with a heat bath. If the thermo-
stat is stochastic, the equation of motion models a Langevin dynamics and the internal
energy is not preserved.
We are interested in experiments performed at constant temperature and volume,
thus the system can exchange energy with a thermal bath, but cannot exchange parti-
cles. The states that satisfy these conditions, compose the canonical ensemble (NV T ),







exp (−βH(x)) dx , (2.3)
where β = 1kBT , kB is the Boltzmann's constant, T is the temperature and Z is the
canonical partition function. µpi(x) is a probability density function and deﬁnes the




µpi(x) dx , ∀A ⊂ Γ , (2.4)
8with pi(Γ) = 1.
A diﬀerent approach to study the dynamics of molecular systems, is to consider en-
sembles of trajectories in the phase space and to study the time evolution of probability
density functions ρt(x), that denote with which probability the system assumes the state
x at time t. The time evolution of the probability density ρt(x) is governed by a con-
tinuous operator, called propagator P(τ), which propagates the probability density from
time t to time t + τ . However, depending on the choice of the dynamics the operator
P(τ) satisﬁes diﬀerent properties.
Our aim is to build an operator that well represents an experiment performed under
the canonical ensemble conditions (NVT) and that can be discretized in a transition
probability matrix, whose entries can be eﬃciently estimated.
As we will see in the next sections, the dynamics of the process x(t) should be
Markovian, time-homogeneous, ergodic and reversible. In this case the propagator has a
unique invariant measure, with eigenvalues real, positive and discrete. Moreover, under
these conditions, the propagator can be transformed in the transfer operator T (τ), which
can be easily discretized into a transition probability matrix T(τ), whose matrix elements
Tij(τ) can be numerically estimated as time-lagged cross-correlation functions.
In the next sections, we will see which is the best dynamics to obtain the desired
properties of the propagator P(τ) and how we can derive the transfer operator.
2.2 Hamiltonian dynamics
Consider the case with no friction and no external forces acting on the system, then
γ(q, p) = 0 and Fext = 0 in eq. 2.1, then the dynamics of the system is exactly described









and the internal energy (eq. 2.2) is a conserved quantity.
The Liouville theorem states that, given the Hamilton's equations (eq. 2.5), then the
probability density is locally conserved, i.e. it satisﬁes the continuity equation[50, 51]:
∂ρt(x)
∂t
+∇x(ρtx˙) = 0 , (2.6)



















where {...} denote the Poisson brackets and the imaginary unit i is not more than a
convention that makes L a Hermitian operator.
1Eq. 2.8 can be found written also as
∂tρt(x) = (−p · ∇q +∇qV (q) · ∇p) ρt(x) = iLρt(x) . (2.7)
9The solution of the diﬀerential eq. 2.8 ρt(x) is propagated forward in time by the
already mentioned propagator P(τ) : L1 → L1, also known as Frobenius-Perron operator
[10, 11]:
ρt+τ (y) = P(τ)ρt(y) = exp (τ iL) ρt(y) . (2.9)
For this reason, the Liouville operator iL is also called generator of the propagator.
While the propagator transports probability densities, there exists another operator,
the Koopman operator [10, 53] K(τ) : L∞ → L∞ which transports observable functions
in time:
K(τ)ft(y) = E[ft+τ (x)|xt = y] . (2.10)
The Koopman operator is the left-adjoint of the propagator:
〈K(τ)f , g〉 = 〈f , P(τ)g〉 , (2.11)
given f ∈ L∞ and g ∈ L1.
The canonical measure deﬁned in eq. 2.4 is an invariant measure, i.e. pi(A) =
P(τ)pi(A) , ∀A ⊂ Γ. However, pi is not the only invariant measure. Because the dy-
namics is purely deterministic, the initial state x always determines exactly the ﬁnal
state y after a lag-time τ . An initial state x(0) determines exactly a closed path in
phase-space and the associated invariant measure. It follows that exists an inﬁnite num-
ber of invariant measures induced by all possible initial states [11, 12]. In conclusion,




Consider the equation of motion (eq. 2.1) with a constant friction γ > 0 and a stochastic
external force Fext = σB˙t [54, 52]:
q˙ = M−1p
p˙ = −∇V (q)− γp+ σB˙t ,
(2.12)
where σ is the volatility of the system according to the Einstein relation σ =
√
2kBTMγ.
Eq 2.12 describes a closed, but not isolated system that interacts with the environment
exchanging energy in order to keep constant the temperature.
Complementary to the stochastic diﬀerential equation (eq. 2.12), there exists the
Fokker-Planck equation [54, 52], that describes the stochastic process x(t) as time evo-




















 = Aρt(x) . (2.14)
This equation is also known as forward Kolmogorov equation. Note that if σ = 0 and
γ = 0, eq. 2.14 reduces to the Liouville equation.





∆p − p · ∇q +∇qV (q) · ∇p − γp · ∇p
)
ρt(x) = Aρt(x) . (2.13)
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In Langevin dynamics, the propagator P(τ) takes the form [12, 14]:
ρt+τ (y) = P(τ)ρt(y) = exp(τA)ρt(y) =
∫
Γ
p(x,y, τ)ρt(x) dx . (2.15)
where p(x,y; τ) is the conditional probability to ﬁnd the system in state y, at time t+ τ ,
given the state x at time t. The Koopman operator K(τ) : L∞ → L∞ which transports




p(x,y; τ)ft(y)dy = E[ft+τ (x)|xt = x] . (2.16)
From eq. 2.15 and eq. 2.16 emerges the diﬀerence between the propagator and the Koop-
man operator. The ﬁrst one is a "forward" operator and averages over the initial states
x, the second one is a "backward" operator and averages over the ﬁnal states y.
The canonical measure deﬁned in eq. 2.3 is the unique invariant measure. However,
the molecular conformations are objects in the position space, thus we would prefer an
operator deﬁned only on Γq instead of Γ [12]. Another problem that arises from Langevin
dynamics, is that the friction term is a dissipative process, thus the dynamics is non-
reversible. As we will see in the next section, reversibility is important to construct a
self-adjoint operator.
2.3.2 Brownian dynamics
Consider the limit case of a stochastic dynamics with high friction, known as over damped
Langevin dynamics or Brownian dynamics [54, 52]. Because γpMp˙, the inertial forces
are neglected and the equation of motion reads
q˙ = p
γp = −∇V (q) + σB˙t .
(2.17)















 = Sρt(q) , (2.19)
where S is the generator of the propagator P(τ) which is deﬁned only in the position
space Γq:
ρt+τ (y) = P(τ)ρt(x) = exp(τS)ρt(x) =
∫
Γq
p(x, y, τ)ρt(x) dx , (2.20)
where x and y denote conformational states in the space Γq. We point out that in
Brownian dynamics, the state of the system is fully determined by the position of the
atoms in space. In eq. 2.20 x, y ∈ R3N denote states in the position space Γq, while in
eq. 2.15 x,y ∈ R6N denote states in the phase space Γ.





∆q −∇qV (q) · ∇q
)
ρt(q) = Sρt(q) . (2.18)
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p(x, y; τ)ft(y)dy = E[ft+τ (x)|xt = x] . (2.21)







exp (−βV (x)) dx , (2.22)
which is the Boltzmann distribution deﬁned only on the position space Γq as requested.
Properties of Brownian dynamics The continuous process q(t), solution of the
equation of motion (eq. 2.17), satisﬁes the following properties [13, 55, 14]:
1. Markovianity The time continuous process q(t) is memoryless, i.e. the probability
to evolve its state does not depend on the past, but only on the current state. The
process is called Markovian and satisﬁes the equation
P[q(t+ τ) = y | q(s) = x 0 < s < t] = P[q(t+ τ) = y | q(t) = x s = t] . (2.23)
The process is also time-homogeneous if the transition from q(t) to q(t + τ) does
not depend on the time t, then
P[q(t+ τ) = y | q(t) = x] = P[q(s+ τ) = y | q(s) = x 0 < s < t] . (2.24)
If the process is Markovian and time-homogeneous, the propagator does not depend
on time and the existence of at least one invariant measure µ(q) is guaranteed.
2. Ergodicity If the state space Γq does not contain isolated subsets, i.e. each state
of the system is reachable from any other state through a continuous path in the
state space, then the process q(t) is ergodic. Thus, for t → ∞, each state is vis-
ited an inﬁnite number of times proportional to the stationary distribution µpiq(x)
(eq. 2.22). This property guarantees also the uniqueness of the invariant measure.
3. Time-reversibility The time-continuous process q(t), solution of the eq. 2.17, is time-
reversible if we get the same process running the time backward. Thus, the solution
{q(t), 0 ≤ t < +∞} has the same probability to be generated as {q(−t), 0 ≤ t <
+∞}. A time reversible process satisﬁes the detailed balance condition:
µpiq(x)p(x, y; τ) = µpiq(y)p(y, x; τ) . (2.25)
Reversibility guarantees the self-adjointness of the propagator (eq. 2.20) and the
Koopman operator (eq. 2.21), respectively with respect to the weighted scalar prod-
ucts 〈· , ·〉pi−1q and 〈· , ·〉piq :
〈f , P(τ)g〉pi−1q = 〈P(τ)f , g〉pi−1q , (2.26)
with f, g ∈ L1 and
〈u , K(τ)v〉piq = 〈K(τ)u , v〉piq , (2.27)
with u, v ∈ L∞
In the next sections, we will see that the propagator (eq. 2.20) of a process that satisﬁes
these three properties, can be rewritten in a more convenient operator called transfer
operator.
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2.4 The dominant eigenspace of the propagator
The operator P(τ) is characterized by eigenfunctions li associated to eigenvalues λi(τ)
[12, 13, 55, 14, 56]:
P(τ)li = λi(τ)li . (2.28)
The eigenvalues are real valued and λi(τ) ∈ (0, 1]. Because µpiq is the unique invariant
measure, we have P(τ)µpiq = µpiq . Then µpiq is the eigenfunction l1 associated to the
eigenvalue λ1(τ) = 1 . The other eigenfunctions have both positive and negative values
and represent a kinetic exchange between regions with diﬀerent sign. Self-adjointness of
P(τ) implies that its eigenfunctions form a complete basis, thus we can decompose any





Because of Markovianity of the process, the Chapman-Kolmogorov equation holds:
ρt+kτ (x) = P(τ)kρt(x) k ∈ N . (2.30)




















Thus we have decomposed the probability density function in the equilibrium distribu-
tion, the ﬁrstM−1 slow processes associated to eigenvalues λi(τ) <≈ 1 and all the other
eigenfunctions that represent fast kinetic exchanges associated to eigenvalues λi(τ) >≈ 0.
Since the eigenvalues λi(τ) < 1 , ∀i > 1, after a long time, ρ(t → ∞) = µpiq , indeed all





where ti = − τlog λi(τ) denotes the implied time scale (or relaxation time scale) at which
the contribution of the ith eigenmode is reduced to 36%.
As example, in ﬁg. 2.1, we illustrate the time evolution of the probability density
ρt of a one dimensional diﬀusion process governed by a triple-well potential. At time
t = 0, ρ0(x) = δx0(x), then the density function evolves into a function with three
peaks corresponding to the three minima of the potential energy function. The system
is characterized by two slow processes associated to the relaxation timescales t2 ≈ 450
timesteps and t3 ≈ 2100 timesteps. The other kinetic processes decay after few timesteps.
The eigenfunction l2 represents a kinetic exchange between the right-hand side minimum
and the other two minima on the left, while l3 represents an exchange between the middle
minimum and the two on the sides. We observe that when the processes l2 and l3 decay,





Figure 2.1: Diﬀusion process with triple-well potential. (A) Time evolution of proba-
bility density. (B) Exponential decay of the eigenvalues. (C) First three left and right
eigenfunctions, ﬁgure taken from reference [56].
2.5 Markov State Models
In Markov State Models (MSMs) [12, 15, 16, 17, 18, 13, 19, 20, 21] the continuous
model described by the propagator is converted to a discrete problem and the dynamics
is described by a transition probability matrix T(τ). On the other hand, building an
MSM means also to reduce the dimensionality of the problem. Thus, the ﬁrst step is
to determine a subspace of the state space X ⊂ Γq, where the relevant dynamics of the
system takes place. Afterwards, the space X is discretized into n disjoint microstates Ai
such that ∪Ai = X.
The transition probability matrix T(τ) describes the probability that a Markovian
jump from a microstate Ai to Aj occurs:
Tij(τ) =P [q(t+ τ) ∈ Aj |q(t) ∈ Ai]
=
P [q(t+ τ) ∈ Aj AND q(t) ∈ Ai]
P [q(t→∞) ∈ Ai]
=




Note that we have used the classical deﬁnition of probability that two dependent events
E1 and E2 occurs:
P(E2|E1) = P(E1 ∩ E2)
P(E1)
. (2.33)
The numerator (eq. 2.32) represents the joint probability that q(t) ∈ Ai and q(t+τ) ∈ Aj
and reads:





p(x, y; τ)µpiq(x) dxdy . (2.34)
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While the denominator (eq. 2.32) represents the probability distribution of the process
at equilibrium:
piq [q ∈ Ai] =
∫
Ai
µpiq(x) dx . (2.35)
2.5.1 From propagator to transfer operator
We now introduce the transfer operator T (τ) : L1piq → L1piq that acts on weighted functions
u(x) = ρ(x)/µpiq(x) [11, 12, 15, 13, 55, 14]:




p(x, y; τ)ut(x)µpiq(x)dx . (2.36)
Because of reversibility, the transfer operator is self-adjoint with respect to the weighted
product scalar 〈· , ·〉piq :
〈u , T (τ)v〉piq = 〈T (τ)u , v〉piq , (2.37)
with u, v ∈ L1piq . From a mathematical point of view, the transfer operator is equivalent
to the Koopman operator has deﬁned in eq. 2.21.
The advantage of the transfer operator is that it permits to derive the transition
probability matrix (eq.2.32) via Galerkin discretization:
Tij(τ) =













































p(x, y; τ)µpiq(x)dxdy ,
(2.38)
where 1i is the indicator function:
1i(x) :=
{
1, x ∈ Ai
0, x 6∈ Ai
. (2.39)
The transition probability matrix is interpreted as a discretized version of the contin-
uous propagator (eq. 2.20) or of the transfer operator (eq. 2.36). In the ﬁrst case,
it left-multiplicates the vectors p(t) = [p1(t), ..., pn(t)]
>, in the second case, it right-
multiplicates the vectors u(t) = [u1(t), ..., un(t)]
>:
p>(t+ τ) = p>(t)T(τ) ,
u(t+ τ) = T(τ)u(t) ,
(2.40)
where p(t) and u(t) are respectively the discrete version of the functions ρt and ut.
Note that when the trajectory is projected on the discrete state space, the Markov
property is lost [13, 21, 57, 56], then one must choose a ﬁne discretization in order to
reduce this systematic error. To test the validity of an MSM, one can plot the implied
time scales as a function of the lag time τ . For small values of the lag time, the implied
timescales are an increasing monotonic functions. But for a large enough value of τ , the
implied timescales are constant, indicating that the Markov property is satisﬁed.
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MSMs from time-correlation functions One advantage of MSMs is that the nu-
merator in eq. 2.32, can be interpreted as a time-lagged correlation function between two
observable functions a(x) and b(x):





a(x)µpiq(x)p(x, y; τ)b(y) dx dy . (2.41)
This quantity can be estimated from long trajectories q(t). The BirkhoﬀKhinchin the-
orem states that, if the process q(t) is ergodic, than the time-average tends to the space
average for t→ +∞, then the time correlation function (eq. 2.41) can be written as:






a(x(s))b(x(s+ τ))ds . (2.42)








1i(x(s))1j(x(s+ τ))ds . (2.43)
In MD, a long discretized trajectory can be chopped in m short trajectories of length







1Bi([x0]k) · 1Bj ([xn]k) (2.44)
where [x0]k and [xn]k are respectively the initial and the ﬁnal states of the kth short
trajectory. Thus the correlation matrix is a "counting matrix", because given an MD
trajectory, Cij(τ), is the number of transitions between the set Ai to Aj within a time





Note that piqi can be estimated as sum over the rows of the correlation matrix piqi =∑
j Cij(τ).
2.6 Girsanov reweighting
Girsanov reweighting [40, 41] is a technique to reweight the MSM built from a dynamics
at potential Vref to the MSM of a modiﬁed potential Vmod, without re-sampling the
dynamics at Vmod (ﬁg. 2.2). The method is based on the Girsanov theorem [58, 42],
that states the conditions under which a path probability measure can be deﬁned with
respect to the Wiener measure and how to reweight path ensemble averages. Because, the
correlation functions (eq. 2.41) can be formulated in terms of a path ensemble averages,
we could apply the Girsanov theorem successfully to MSMs [40, 41].
We recall here the concept of path space, path probability density and path ensemble
average. For more details, see refs. [41, 59], included respectively in chapters 5 and 6.
2.6.1 Path space and path ensemble average
Let ω = {x0 = x, x1, ...., xn} be a discretized path of length τ = n ·∆t in the positional
space Γq, that is a solution of a Brownian dynamics with drift deﬁned by the gradient of
the potential energy function Vref (eq. 2.17) and x0 = x is the initial state.
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The path space, i.e. the set of all possible paths ω of length τ which start in x0 = x,
is denoted by Ωτ,x = Γ
n
q ⊂ R3N ·n.
The path probability density is the probability that a path ω ∈ Ωτ,x is generated by
the equation of motion and is deﬁned as the product of conditional probabilities between
consecutive steps:
µP (ω) = µP (x1, x2, ..., xn |x0 = x)
= p(x0, x1; ∆t) · p(x1, x2; ∆t) · ... · p(xn−1, xn; ∆t) .
(2.46)
If we assume that the path ω is a solution of a Brownian dynamics (eq. 2.17), with
potential energy function Vref , the conditional probability is written









then the path probability density is strictly dependent on the potential energy function.
Let f(ω) = f(x1, x2, ..., xn) be a path observable, i.e. a suitable function which assigns
a real-valued number to each path ω. The path ensemble average of f(ω) for dynamics
at Vref is the expected value respect to the path probability density µP (ω):
EP [f |x0 = x] =
∫
Ωτ,x









µP (x1, x2, ..., xn |x0 = x) f(x1, x2, ..., xn)×
× dx1,dx2, ...,dxn . (2.48)
Because the Brownian dynamics is ergodic, the Birkhoﬀ's theorem holds, then, given a
set of m paths Sτ,x = {ω1, ω2, ...ωm} ⊂ Ωτ,x, associated to the dynamics Vref , eq. 2.48
can be written as







A diﬀerent potential energy function Vmod would generate a diﬀerent path probability
density µ
P˜
(ω) and a diﬀerent path ensemble average E
P˜
[f |x0 = x]. However, if the
path probability ratio Mτ,x(ω) = µP˜ (ω)/µP (ω) exists, EP˜ [f |x0 = x] can be estimated
in terms of the path probability density µP (ω):
E
P˜
[f |x0 = x] =
∫
Ωτ,x
µ˜P (ω) f(ω) dω =
∫
Ωτ,x
Mτ,x(ω)µP (ω) f(ω) dω . (2.50)
It follows that given a set of m paths Sτ,x generated by Vref ,
E
P˜







The Girsanov theorem [58, 42] asserts that, if the path probability measure P˜ is absolutely






(ω)dω = 0 ⇒ P (A) =
∫
A
µP (ω)dω = 0 ∀A ⊂ Ωτ,x , (2.52)
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where Bis is a pure Wiener process in direction i, generated to integrate the equation of
motion with Vref and U = Vmod− Vref is the diﬀerence between the two potential energy
functions. Note that in eq. 2.53, the path ω is a continuos path.
2.6.2 Girsanov reweighting for MSMs
The correlation function (eq. 2.41) is a double integral, where the integral over the initial
state x is a phase-space ensemble average of an observable function a(x), respect to the
probability density µpiq (eq. 2.22):




The second integral (eq. 2.41), over the ﬁnal state y, is an expectation of the function
b(x), weighted by the path probability density µP (ω). Indeed, given a discretized path
ω, where x0 = x and xn = y, the conditional probability between the state x and y, after
a lag-time τ , is deﬁned as the integral of the path probability density µP (ω) over all the
intermediate states:








µP (x1, x2, ..., xn |x0 = x) dx1 dx2 ...dxn−1 . (2.55)
The second integral of the correlation function (eq. 2.41), is a path ensemble average of
the function b(x) evaluated at the ﬁnal state xn of the path:





















p(x, y; τ) b(y) dy . (2.58)
Thus, the correlation function (eq. 2.41) can be written as:
corr(a, b; τ) = Epiq [a(x) · EP [ b(xn) |x0 = x]] . (2.59)
If we consider a modiﬁed dynamics Vmod, with the associated path probability density
µ
P˜
and the stationary probability density µpiq , the correlation function reads:
c˜orr(a, b; τ) = Epiq [a(x) · EP˜ [ b(xn) |x0 = x]] . (2.60)
Eq. 2.60 can be written in terms of µpiq and µP , introducing two proper reweighting







exp (−βU(x)) . (2.61)
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The second one is the ratio between the two path probability densities Mτ,x(ω), deﬁned
in eq. 2.53 by the Girsanov theorem. Then, eq. 2.60 can be written as







Mτ,x(ω)µP (ω)b(xn) dω dx . (2.63)
In MSMs a(x) = 1Ai(x) and b(xn) = 1Bj (xn), thus the entries of the counting matrix























g([x0]k)1Ai([x0]k) ·Mx,τ (ωk)1Bj ([xn]k) . (2.64)
where the last equality holds because of the Birkhoﬀ's theorem and permits to estimate
the matrix C˜(τ) for the modiﬁed dynamics Vmod, from a set of m paths generated from
the reference dynamics Vref .
Finally, the entries of the transition probability matrix between the microset Ai and





2.7 The inﬁnitesimal generator
In the previous sections, we have introduced the Liouville operator L (eq. 2.8), the
Fokker-Planck operator A (eq. 2.14) and the Smoluchowski operator S (eq. 2.19), which
describe how the probability density function ρt changes in an inﬁnitesimal time interval.
Thus, these operators can be interpreted as time derivatives of the propagator.
In the case of Brownian dynamics, the operator S, also named inﬁnitesimal generator,






which acts on suitable functions ρ(x) ∈ L1.
The eigenfunctions of S are identical to those of P(τ), while the eigenvalues θi satisfy
λi(τ) = exp(τθi) ∀i ∈ [1,+∞] , (2.67)
with θi ∈ [−∞, 0] and θ1 = 0. It follows that both the operators contain the same
information about the dynamics of the system.
Like for MSMs, instead of the operator S, we consider the operatorQ, generator of the




















Figure 2.2: Workﬂow of a reweighting scheme. Given a potential energy function Vref ,
one needs to run an MD simulation in order to build the counting matrix C(τ) and the
relative MSM. A new simulation is necessary if one desires to study a modiﬁed potential
energy function Vmod. A dynamical reweighting scheme uses the same trajectory, in order
to produce MSMs for diﬀerent potential energy functions Vmod, with no need to run new
MD simulations.
Given an arbitrary discretization of the space in disjoint microsets, the entries of the













(pjQji − piQij) , (2.70)
where pi, pj are respectively the ith and jth elements of the vector p, approximation of
the probability density function ρ, while C is a normalization constant and the notation
i ∼ j denotes neighboring microsets. The matrix Q has the properties of a rate matrix:
1. The diagonal elements satisfy Qii = −
∑
j 6=iQij
2. The sum of the rows is zero:
∑
j Qij = 0 ,
thus the entry Qij describes the transition rate from the set j to the neighbor set i.
2.7.1 Square root approximation of the inﬁnitesimal generator
Square Root Approximation [57] (SQRA) is a technique to discretize the inﬁnitesimal
generator Q (eq. 2.68) for a Brownian dynamics in a rate matrix Q. In this section,
we describe the main steps to derive the method assuming a Voronoi tessellation of the
conformational space, but we refer the reader to the article included in chapter 8 of this
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thesis, where we describe in detail the theory underlying the method and we show that
the rate matrix converges to the inﬁnitesimal generator in the limit of inﬁnitely small
microsets. The method is presented also in reference [60] and [61, 62], where has been
derived from the maximum path entropy principle.
Consider a Voronoi tessellation of the position space Γq = ∪ni=1Ωi in n cells and the
transition probability matrix T(τ) as deﬁned in eq. 2.32, that describes the transition
probability to jump from a cell Ωi to the cell Ωj . The rate matrix Q satisﬁes the
time derivative Q := ∂T(τ)∂τ
∣∣∣
τ=0
, which can be written in terms of the ﬂux between










µpiq(x) dx is the probability that the system assumes a position x ∈ Ωi,
∂Ωi∂Ωj is the common surface between neighboring cells Ωi and Ωj and Φ(z) denotes
the ﬂux of the conﬁgurations z ∈ ∂Ωi∂Ωj , through the inﬁnitesimal surface ∂Ωi∂Ωj . The
derivation of eq. 2.71 is stated in the appendix A of the article presented in chapter 8.




















where 〈Φ〉ij is the mean value of the ﬂux through the surface ∂Ωi∂Ωj , assuming a constant
potential function.
If the Voronoi cells are small enough, the ﬂux through two adjacent cells can assumed
to be constant Φˆ = 〈Φ〉ij and the Boltzmann density of a cell surface is almost equal to
the Boltzmann density of the cell itself, i.e. pi|Ωi ≈ pii. Moreover, the density of the cell
Ωi is almost equal to the density of the cell Ωj , i.e. pii ≈ pij , and the Boltzmann weight
of the intersecting surface can be estimated as average value. In principle, several mean-
value calculations could be used, but only by geometric mean the discretized operator





















that can be estimated analytically up to the scaling factor Φˆ.
In the work presented in chapter 8 (section II.B), we prove that in the limit of inﬁnitely
small Voronoi cells, the rate matrix based on the square root approximation converges
to the continuous inﬁnitesimal generator.
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Chapter 3
Markov State Models in drug design
In the last decades, ligand-target binding models evolved from the simplistic lock and
key mechanism [63], where the enzyme active site was assumed to be a rigid lock which
can ﬁt only in a single substrate, to modern models like the conformational selection
model [64] and the induced ﬁt model [65], where conformational changes are induced
by the binding process. However, these models do not take into account the dynamics
of the ligand, which is diﬃcult to characterize from laboratory experiments, and cannot
fully explain most of the binding processes.
Molecular Dynamics (MD) simulations [1, 2] can be useful to overcome this problem.
In MD simulations, the atoms of a molecule are described as points in the space, moving
according to the Newton's equations of motion, where the potential energy function
that describes the interactions between atoms, is parametrized in order to ﬁt ab-initio
calculations or laboratory experiments. Nowadays, the development of new algorithms
and special purpose computers like Anton [8, 9], has permitted a signiﬁcant improvement
in sampling the conformational space and the conformational changes by MD simulations.
On the other hand, the time discretized trajectory, produced by an MD simulation,
contains the positions of each atom for each time step and analyzing such amount of
data to extract only the relevant information, can be a hard task.
Markov State Models (MSMs) [12, 15, 16, 17, 18, 13, 19, 20, 21] are a clever and
successful tool that permits to optimize the use of MD simulations. From a set of short
trajectories, MSMs capture the relevant dynamics of molecular systems, approximating
it as a Markov jump process.
In the work [56] included in this chapter, we present an introduction to MSMs and
we explain how can be useful to drug design applications. For example in [66], MSMs
have been used to extract representative structures for molecular docking. In other
works [67, 68, 69, 70, 71, 25, 72, 73], the transition paths and mean ﬁrst passage times
between the unbound and bound states of a binding process have been estimated by MD
simulations and MSMs.
I have contributed writing parts of the theory section and providing the MSM exam-
ple for a one-dimensional diﬀusion process.
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1 Introduction
Starting from the lock-and-key model [1], models of ligand-target binding have
been extended to acknowledge the role of conformational flexibility. In current
models, the targets are assumed to fluctuate between several different confor-
mations. In the conformational selection model [2], one of these conformations
is the active state i.e. the conformation which is assumed in complex with the
ligand. The ligand then “selects” this conformation from the ensemble and sta-
bilizes it by forming a complex. By contrast, in the induced fit model [3], the
active conformation is not sampled by the apo-target. Instead, the receptor
and the ligand form an unspecific encounter complex. This weak complex then
triggers a conformational rearrangement in the receptor which leads to the fully
formed complex. While examples of mechanisms have been found [4–7], most
binding processes fall somewhere in between these two extremes.
The conformational selection and the induced fit model neglect the confor-
mational dynamics of the ligand, which is justified if the ligand is either rigid
or its dynamics is fast compared to the dynamics of the target. However, this
is not always a valid assumption. In particular, peptides and peptidomimetics
exhibit a complex and often slow conformational dynamics. It is increasingly
recognized that the flexibility of the target and the ligand and their mutual
interaction are crucial factors in the ligand binding process. Thus, to system-
atically vary the thermodynamic and kinetic properties of a drug molecule, not
only binding affinities but also dynamics need to be taken into account.
Experimentally, it is difficult to characterize the full conformational ensemble
and its dynamics. However, an increase in computer power combined with
improved algorithms has rendered molecular-dynamics simulations useful tools
in structure-based drug design [8]. With progress in distributed computing [9],
special purpose computer [10], and GPU devices [11], trajectories of several tens




A visual inspection of these trajectories is sometimes not feasible, due to the
shear size of the data set, and almost always unrewarding, because it does not
yield a quantitative description of the system. 1 While statistical analyses of
the trajectory for the stationary properties of the system have been used rou-
tinely for decades, methods which yield a model of the dynamics have matured
only recently. Markov state models (MSMs) [12–17], in which the dynamics
is approximated as a Markovian jump process between distinct microstates,
are the most widely used dynamic models. MSMs have been used to improve
ensemble docking, to optimize a specific conformation in a ligand, to identify
cryptic allosteric sites and to characterize ligand-binding processes as well as
inactive-to-active transitions in signaling proteins. We do not aim at a com-
prehensive survey of the literature on this subject, nor do we focus on specific
results. Our goal is to explain the different ways in which MSMs can be helpful
in structure-based design.
2 Markov state models
MD simulations. Markov state models [12–17] are constructed from time
series of the molecular dynamics, which can be generated by classical molecular-
dynamics (MD) simulations. In a MD simulation, the molecular system is
represented by N particles, where mi denotes the mass and ri(t) ∈ R3 the
three-dimensional coordinates of the ith particle at time t. The dynamics of the




= −∇V (r1(t), ..., rN (t)) + thermostat ∀i ∈ [1, N ] (1)
where V (·) is a pre-defined potential energy function which determines how the
particles interact. The thermostat term ensures that the simulation samples
the canonical ensemble, and a wide range of algorithms have been proposed to
achieve this task [18]. The MD simulation program then generates a trajectory
of the particle positions
r(t) = (r1(t), r2(t), . . . rN (t)) ∈ R3N (2)
by numerically integrating eq. 1 (including the thermostat terms). Often, the
momentum pi(t) ∈ R3 of each particle is additionally calculated yielding a phase
space trajectory
x(t) = (r1(t),p1(t), . . . rN (t),pN (t)) ∈ R6N . (3)
where Ω ⊂ R6N is the 6N -dimensional phase space or, equivalently, state space
of the system. For a detailed explanation of the MD simulation technique, see
Refs. [19–21]. Ref. [8] gives an overview of the current use of MD simulations
in computational drug design.
1Nonetheless, any good researcher would have a look at the raw data before proceeding
with more complex analyses.
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The molecular ensemble. An individual trajectory samples an extremely
high-dimensional space and is usually far to complex to be comprehensible by
visual inspection. It needs to be further analyzed to transform the trajectory
data into information about the molecular system. To achieve this, one shifts
the view point from the dynamics of the individual system to the properties of
an ensemble of systems.












where Q is the partition function, kB is the Boltzmann constant, T is the tem-
perature, and H(x) is the classical Hamiltonian of the system. We assume that
the dynamics is ergodic, i.e. each region of the state space has to be reachable
from any other region of the state space. In practice, this means that the tra-
jectory has to be long enough such that all relevant parts of the state space have
been sampled sufficiently. In this case, the ensemble average of any observable











where Ttrj is the length of the trajectory. Eqs. 4 and 5 are the starting point
for MD analysis methods, which yield information on the stationary properties
of the system.
The propagator. To gain insight into the dynamics of the system, one con-
siders a time-dependent probability density pt(x) and the transition probability
density p(x,y; τ), i.e. the probability density to find the system in state y at
time t+ τ , given that it has been in state x at time t. Note that the transition
probability density is parametrized by the lag time τ , which denotes the time
interval at which the states of the system are evaluated. Different values of τ
yield different transition probability densities. Additionally, the transition prob-
ability density relies on two assumptions on the dynamics of the system. First,
p(x,y; τ) is independent of t, which is the case if no time-dependent forces act
on the system (time-homogeneous dynamics). Second, the transition probabil-
ity density only depends on the current state x and not on any of the previous
states of the system, i.e. the dynamics need to be Markovian. We make a third
assumption, namely that the dynamics fulfill detailed balance
pi(x)p(x,y; τ) = pi(y)p(y,x; τ) . (6)
That is, in an ensemble which is distributed according to the Boltzmann distri-
bution pi(x), the number of transitions from state x to y within time τ is equal
to the number of transitions in the opposite direction.
3
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The transition probability density p(x,y; τ) defines the propagator P(τ),
a mathematical object that propagates the probability density function pt(x)
forward in time
pt+τ (x) = P(τ)pt(x) . (7)
Because we assumed Markovian dynamics, the probability density at t+nτ can
be obtained by applying the propagator n times
pt+nτ (x) = Pn(τ)pt(x) = P(nτ)pt(x) . (8)





Note that the lag time τ defines the time resolution at which the time-evolution
of the probability density can be represented by P(τ).
The dominant eigenspace. The advantage of introducing the propagator is
that the slow dynamics of the system can be rationalized using a small set of
its eigenfunctions li(x) and eigenvalues λi(τ)
P(τ)li(x) = λi(τ)li(x) , (10)
the so-called dominant eigenspace. For ergodic and detailed-balanced dynam-
ics, the eigenvalues are real-valued and lie on the interval λi(τ) ∈ ]0, 1]. The
largest possible eigenvalue λ1(τ) is unique and always exists. Its associated
eigenfunction l1(x) is equal to the Boltzmann distribution
pi(x) = P(τ)pi(x) = P(τ)l1(x) . (11)
The eigenfunctions l1(x), l2(x) . . . form a complete basis of the Hilbert space of
probability density functions. This means that any probability density function




ci li(x) , (12)
where the eigenfunctions are ordered according to their associated eigenvalues.
Inserting eq. 12 into eq. 8 yields














i (τ) li(x) . (13)
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The time evolution of a probability density can be regarded as a superposition
of dynamic modes li(x) with amplitudes ci λ
n
i (τ). Because λi(τ) ∈ ]0, 1], the
factor λni (τ) decays exponentially






where ti is the implied timescale (its) of the ith mode
ti = − τ
ln(λi(τ))
. (15)
Note that, for Markovian dynamics, the implied timescales are independent of τ .
The smaller λi(τ), the faster ci λ
n
i (τ) decays to zero. Thus, for sufficiently large
nτ , the fast decaying modes can be neglected, and the dynamics is determined
by the slowest M modes. This works particularly well, if there is gap in the
eigenvalue spectrum between λM (τ) and λM+1(τ) (Fig. 1.b). The first mode is
the Boltzmann density, for which always c1 = 1. And because λ1(τ) = 1, this
mode does not decay (t1 =∞). Hence, for n→∞, eq. 13 yields eq. 9.
Fig. 1 illustrates the dominant eigenspace of a diffusion on a one-dimensional
potential energy surface (Fig. 1.a). An example trajectory is shown in Fig. 2.a.
The eigenvalue spectrum (Fig. 1.b) has a gap between λ3(τ) and λ4(τ). Thus,
besides the stationary Boltzmann distribution (Fig. 1.c), the system has two slow
modes: l2(x) (Fig. 1.d) and l3(x) (Fig. 1.e). Note that the number of slow modes
coincides with the number of minima in the potential energy surface. The modes
represent kinetic exchange processes between regions in which the eigenfunction
assumes a negative sign and those regions in which the eigenfunction assumes a
positive sign. The mode l2(x) represents the exchange between the minimum on
the right-hand side of the potential energy surface and the two other minima, i.e.
the transition across the largest barrier in the system. The equilibration across
this barrier takes place on a timescale of approximately t2 = 1260 timesteps.
The mode l3(x) represents the equilibration between the central minimum and
the two minima on the left and right side of the potential energy surface, which
takes place on a timescale of approximately t3 = 300 timesteps. The modes
thus contain a wealth of information on the energy minima of the system and
the relative height of the barriers between them.
We remark that the theory of Markov state models is usually not formulated
in terms of the propagator, but in terms of the closely related transfer operator.
In fact, for detailed-balanced dynamics, the transfer operator is the adjoint of the
propagator. The two operators share the same eigenvalues, the eigenfunctions
of the transfer operator ri(x) are related to the eigenfunctions of the propagator
by li(x) = pi(x)ri(x). For the sake of brevity, we here omit the discussion of the
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Figure 1: Dominant eigenspace of the propagator. (a) energy function; (b)
eigenvalue spectrum at τ = 100 timesteps; (c)-(e) dominant eigenfunctions,
continuous lines: true eigenfunctions, histogramm: MSM approximation.
The Markov state model. The analytical expression of the propagator con-
tains the potential energy function and is too complex to be analyzed directly.
Instead one approximates the propagator by a transition matrix T(τ) whose
elements can be estimated from a MD trajectory.
The state space Ω is discretized into a set of m non-overlapping microstates
A1, A2 . . . Am, such that
⋃m
i=1Ai = Ω and Ai∩Aj = ∅ for i 6= j. The probability
density pt(x) is then approximated as a probability vector pt whose elements




pt(x) dx . (16)
Eq. 7 can then be approximated as
p>(t+ τ) = p>(t)T(τ) . (17)
The elements of the transition matrix T(τ) represent the transition proba-
bilities between pairs of microstates, i.e the conditional probability of finding
the system in state Ai at time t+ τ , given that it has been in state Ai at time t
Tij(τ) = P[x(t+ τ) ∈ Aj | x(t) ∈ Ai] . (18)





Cˆij(τ) are the number of transition between state Ai and state Aj within lag
time τ which have been sampled by the trajectory. We use the “hat” to denote
estimated properties. The transition count Cˆij(τ) is normalized by the total
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number of outgoing transitions from state Ai, thereby yielding a probability.
Consequently, the transition matrix Tˆ(τ) is row-normalized, where each row
vector tˆi(τ) represents the probability distribution of reaching any microstate
Aj in the state space within time τ , starting from state Ai.
Mathematically, Cˆij(τ) is an estimate of a correlation function




1Ai(t)1Aj (t+ τ) dt , (20)
where we used the abbreviated notation 1Ai(t) = 1Ai(x(t)). The function
1Ai(x) =
{
1 if x ∈ Ai,
0 if x /∈ Ai.
(21)
is the indicator function of microstate Ai. One can show that Tij(τ) =
Cij(τ)∑
j Cij(τ)
is a valid discretization of the transfer operator and, by extension, the propa-
gator, and that the discretized operator converges to the true operator if the
microstates are infinitesimally small [22, 24].
Fig. 2 illustrates the estimation of an MSM on a trajectory x(t) which sam-
ples a one-dimensional potential energy function V (x) (Fig. 2.a). The one-
dimensional state space is discretized into six microstates {A1 . . . A6} and a
sliding window of length τ (blue box) is moved across the time axis. The two
green dots denote the states at time t and t + τ , in this case x(t) ∈ A6 and
x(t+ τ) ∈ A3. Consequently, the element C63(τ) of the transition count matrix
is increased by one (Fig. 2.b). Only the state at the beginning and at the end of
the sliding window are relevant for the transition. The system might visit other
states within the time window τ . The transition matrix can be visualized as a
kinetic network, in which the edges correspond to the transition probabilities
(Fig. 2.b).
Thus, a MSM replaces a dynamics which is continuous in space by a jump
process between discrete microstates. However, the discretization introduces
an error. In particular, although the continuous dynamics is Markovian (eq. 8:
Pn(τ) = P(nτ)), the discretized dynamics is not
Tn(τ) ≈ T(nτ) . (22)
It is therefore crucial to validate each MSM.
Two test for the deviation from Markovian behavior are commonly used: the
Chapman Kolmogorov test [16] and the implied timescale test [13]. The Chap-
man Kolmogorov test starts from an initial distribution p0 which is restricted to
a particular set of microstates, e.g. all microstates which belong to the central
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Figure 2: Construction of a MSM. (a) example trajectory; (b) count matrix; (c)




pi(x) dx. This distribution is propagated by a transition matrix
T(τ0) n times, and in the resulting probability distribution, the elements corre-
sponding to S are added to find the probability of being in this set of microstates

















This probability is compared to the corresponding probability estimated from










This test has to be carried out over a wide range of values for n. If the resulting
curves pMD(S, S, nτ0) and pMSM(S, S, nτ0) are close enough, the model with lag
time τ0 is a valid model. The advantage of the Chapmann Kolmogorov test is
that it directly probes equation 22. The disadvantages are that the test has to
be repeated for many values τ0 and that its results tend to be sensitive to the
choice of S.
The implied timescale test probes eq. 15. One estimates MSMs at arange of
lag times τ and plots resulting implied timescales as function of τ (Fig. 3). For
small values of τ , the implied timescales are an increasing monotonic functions,
but after a certain value τMarkov, the implied timescales become approximately
constant, thus indicating that for τ ≥ τMarkov the MSM is approximately Marko-
vian [24]. Fig. 3 shows the implied timescales associated to the second and third
dominant eigenfunction, obtained from a MSM with 100 microstates (solid line)
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Figure 3: Implied timescale test for the one-dimensional diffusion process (a) its
of mode l2(x), (b) its of mode l3(x), gray area: its < τ , solid line: MSM with
100 microstates, dashed line: MSM with 6 microstates.
implied timescales converge to a constant function at much smaller values of
τ than for the 6-microstate MSM. The approximaton error of the 6-microstate
MSM is als demonstrated in Fig. 1.c-e, which shows the MSM eigenvectors as
a histogram. As a rule of thumb, the finer the discretization, smaller the ap-
proximation error. However, one faces the following trade-off: the larger the
number of microstates, the lower the average number of observed counts per
transition. Thus, by decreasing the approximation error one tends to increase
the statistical uncertainty [25, 26]. The challenge in the construction of MSMs
is to balance these two errors.
To summarize, the construction of MSM from a MD simulation consists
of three fundamental steps (Fig. 4): (1) discretization of the state space, (2)
estimation of the transition probabilities, and (3) validation of the MSM. Sev-
eral features of the MSMs can be utilized for rational drug desing. From the
microstates, one can extract representative structures of the conformational
ensemble (section 3). The microstates can be aggregated into long-lived confor-
mations (section 4), and the kinetic network can be analyzed (section 5).
3 Microstates
Structure-based drug design methods, such as molecular docking to a known
binding pocket and the detection of new binding pockets, requires high-resolution
structures of the target. However, targets are not entirely rigid, and minor fluc-
tuations on the surface of the protein might heavily affect the shape or acces-
sibility of any binding pocket. Using only a single crystal structure arbitrarily
limits the predictive power of any structure-based approach. MD simulations in
principle cover the entire conformational ensemble of a target, however, using
each frame of the trajectory is a starting point for a structure-based design is
computationally prohibitive. Thus, a method is needed which extracts mean-
ingful representatives from the conformational ensemble. The discretization of
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Figure 4: Workflow of MSM analyses for drug design
yields a small number of microstates (compared to the number of frames) and
mirrors the features of the free-energy landscape. In particular, it ensures that
slowly interconverting structures are assigned to different microstates. From
each microstate, a representative structure is extracted and the set of represen-
tative structures is processed by the structure-based method of choice. Addi-
tionally, the MSM readily provides the relative probability and the life-time of
each microstate.
In Ref. [27], this approach has been used for a docking study to MDM2.
MDM2 is an interesting target for anti-cancer drugs because it binds to the
tumor-suppressor p53 and thereby blocks its activity. Inhibiting MDM2 might
thus restore p53 activity in cancer cells. However, the N-terminal lid region
of MDM2 transiently covers its binding cleft, making MDM2 a particularly
difficult receptor for docking studies. The authors conducted simulations of
the apo-MDM2 and constructed an MSM with 2000 microstates. A set of ten
ligands, for which crystal structures in complex with MDM2 are available, was
then docked to representatives of each MDM2 microstate. For each ligand,
the twenty docking poses with best docking score were considered as suitable
docking poses. This approach recovered the correct docking pose for eight of
the ten ligands from the conformational ensemble of the apo-MDM2, whereas
the success rate of docking the set of ligands to any of the available receptor
structures was considerably lower.
Knowledge of the conformational ensemble of the target is also important
for the detection of binding sites. The group of G.R. Bowman analyzed MSM
microstates to identify cryptic allosteric sites in TEM β-lactamase and two
other receptors [28, 29]. Targeting allosteric sites is a promising avenue for
several reasons. Allosteric sites drastically increase the range of possible targets,
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including proteins which were previously considered undruggable. The allosteric
drug might be effective at lower affinities, because they do not have to compete
with a natural ligand. Additionally, they might be highly specific, because
allosteric sites are less evolutionarily conserved and therefore more unique than
orthosteric sites. Finally, with allosteric drugs, one can potentially increase a
desired activity of the target. Computational methods for the rational design
of allosteric drugs have been reviewed in [30]. Unfortunately, many allosteric
sites only open transiently in the conformational ensemble and are often not
detectable in a crystal structure of the receptor, hence the adjunct “cryptic”.
TEM β-lactamase hydrolyzes β-lactam antibiotics and thereby confers an-
tibiotic resistance. Based on extensive MD simulations, the conformational
space of TEM β-lactamase was discretized into 5,152 microstates. Representa-
tive structures from each microstate were then screened for pockets using the
program LIGSITE [31]. Pockets close to the orthosteric binding site and those
visible in the crystal structure were discarded, and the remaining pockets were
clustered into merged pockets. The relative probability of a given pocket in
the conformational ensemble was estimated as the sum of the relative prob-
abilities pii of all microstates Ai in which the pocket occurred. This yielded
a considerable number of transiently open pockets. The authors then used a
mutual-information analysis [32,33] to identify those pockets which are coupled
to the orthosteric site. The approach correctly identified a known allosteric
binding site as the most accessible transient pocket, with a relative probability
of 53% and the strongest coupling to the orthosteric site. Additionally, it yielded
a series of previously unknown allosteric sites with sufficient relative probability
to be binding pockets. In a subsequent study [34], the group virtually screened
a library of compounds against an ensemble of TEM β-lactamase structures
which contained the cryptic pockets identified by the MSM analysis. Experi-
mental screening of the hits from the virtual screening identified one inhibitor
and two activators of TEM β-lactamase.
4 Long-lived conformations
Peptidomimetics and cyclic peptides mimic the folded structure of a protein
and open up a route to inhibiting protein-protein interactions [35,36]. However,
their dynamics is complex and often not markedly faster than the dynamics of
the target. Moreover, small modifications to the chemical structure can induce
startling variations in the affinity or the bioavailability of the drug. To design
these ligands, it is paramount to understand the dynamic equilibrium between
the targeted long-lived conformation and the competing long-lived conforma-
tions.
Long-lived conformations consist of a set microstates which show high tran-
sition rates within the set and low transition rates to microstates outside of the
set, see for example microstate 5 and 6 in Fig. 2. The relative stability of a
long-lived conformation is obtained by summing over Boltzmann populations pii
of each microstate in the set.
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The Bayesian agglomerative clustering engine (BACE) algorithm [37] uses
the observed transition counts to extract long-lived conformations from an
MSM. For each pair of microstates, a Bayes factor is calculated which com-
pares how likely the observed transitions have been generated from the same
underlying distribution (i.e. both microstates belong to the same long-lived
conformations) or from two different distributions (i.e the microstates belong to
different long-lived conformations). By iteratively merging microstates accord-
ing to the Bayes factor and recalculating the Bayes-factor matrix, the algorithm
yields an aggregation of the microstates into long-lived conformations.
The Perron-Cluster Cluster Analysis+ (PCCA+) [38] is based on the insight
that the dominant MSM eigenvectors contain information on the slow dynamics
and thus on the long-lived conformations. Each microstate corresponds to a
point in the M -dimensional space of the dominant eigenvectors. One can show
that, for dynamics which exhibits long-lived conformations, the microstates are
arranged along a simplex in this space, where each vertex of the simplex corre-
sponds to one long-lived conformation. PCCA+ identifies long-lived conforma-
tions by aggregating microstates in the vicinity of each vertex.
Although identifying long-lived conformations from an MSM has become a
routine analysis, comparing long-lived conformations of different chemical con-
structs or in different external conditions remains a challenge. Of course, the
long-lived conformations can be compared a posteriori by visual inspection or
by calculating the RMSD. This, however, amounts to matching conformational
sub-ensembles - a task which is often sensitive to the choice of distance measure.
On the other hand, comparing single representatives of each conformation tends
to be sensitive to the choice of the representative. A direct comparison of the
long-lived conformations of two different systems is only possible if the MSMs
are built using a common discretization. For this, one concatenates the trajec-
tories of both systems and decides on a discretization based on this combined
data set. The count matrices are then estimated on this discretization from each
data set separately. As a result, the eigenvectors of the MSMs can be compared
directly. For example, a shift in the population of the ith microstate from one
system to the other results in a shift in the ith element of the first (left) tran-
sition matrix eigenvector. Likewise, if the long-lived conformations change, the
set of microstate which defines these long-lived conformations changes. Thus,
one can match long-lived conformations in different systems by comparing their
sets of microstates.
This approach has been used in Ref. [39] to compare a set of cyclic peptide
hairpin mimetics. These peptides were designed to mimic a β-hairpin segment
of LapD which forms an interface with LapG and thereby modulates the activity
of LapG. The two proteins occur in the bacterium Pseudomonas fluorescens and
are involved in bacterial biofilm formation. The objective of the study was to
identify those molecules in which the hairpin structure was particularly stable,
and to rationalize the stability relative to the competing conformations. A pre-
screening of a larger set of constructs yielded four nine-residues constructs, each
of which was covalently cross-linked by two linkers. These constructs had two
design switches: a substituent in the terminal linker could be either a hydrogen
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(R=H) or a methyl group (R=CH3), and the N-terminal valine was incorporated
either in its D-isomer (D-Val) or its L-isomer (L-isomer), yielding four possible
combinations. MSMs with a common discretization were constructed for the
D-isomers and L-isomers, respectively, and revealed a native and a near-native
conformation, whose populations could now be compared directly. Interestingly,
in the D-isomers, the native structure was more for the R=CH3 construct than
for the R=H construct, whereas is was the opposite in the L isomers. This could






































Figure 5: MSMs of Cyclosporin A (a) hierarchy of the free-energy in water,
(b) hierarchy of the free-energy in chloroform, (c) updated hypothesis for the
diffusion of cyclosporin A across a membrane. Adapted with permission from
Ref. [40]. Copyright 2016 American Chemical Society.
In some cases, a crucial feature of a drug molecule relies on a shift in the
stability of its long-lived conformations. For example, cyclosporin A, a cyclic
peptide, and an immunosuppressive drug, crosses membranes by passive diffu-
sion despite its high molecular weight and lipophilicity. However, the peptide
is capable of forming a closed structure in which many backbone hydrogen
bond donors and acceptors are engaged in intramolecular hydrogen bonds are
thus shielded from the solvent (Fig. 5). It has thus been hypothesized that
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cyclosporin A crosses the membrane in the closed conformation and that a suit-
able design would hence be to stabilize this particular structure. We investigated
this hypothesis [40] and simulated cyclosporin A in water and in chloroform as
a proxy for the membrane interior. We then constructed MSMs based on a
common discretization. The resulting long-lived conformations and hierarchy of
the free-energy landscape are shown in Fig. 5.a and b. Both simulations sam-
pled the open and the closed conformation. In water, the closed conformation
was neither energetically favorable nor particularly stable: it quickly intercon-
verted with the long-lived conformations W2 and W5 (Fig. 5.a). Intriguingly,
we could identify a half-open structure and which was present and long-lived
in both ensembles. In water, this structure is energetically more favored and
more stable than the closed structure, and it is highly populated and stable in
chloroform. The existence of this third conformation was supported by NMR
data. We thus proposed that there is actually an ensemble of congruent confor-
mations which occur in polar and apolar solvent and can thus diffuse through a
membrane (Fig. 5.a). An appropriate design strategy would then be to stabilize
not a single structure but to enable the peptide to form as many congruent
conformations as possible.
5 Transition paths
Direct simulation and MSM analysis of ligand binding processes have become
available in recent years. Investigated systems include the wide range of target-
receptor pairs: serine protease trypsin - benzamidine [41–43], DNA - cisplatin
[44], LAO-binding protein - L-arginine [45], choline-binding protein - choline
[46], MDM2 - transactivation domain of p53 [47], and GPCR S1P1R - lipid
inhibitor ML056 [48]. Likewise, MSMs of transitions between inactive and active
states of signaling proteins have been reported for the GPCR β2 adrenergic
receptor [49, 50], Src kinase [51], and the cyclic nucleotide-binding domain of
protein kinase A [52]. What these systems have in common is a clearly defined
initial state I, i.e. the unbound state or the inactive state, and an equally well-
defined final state F , i.e. the bound state or the active state. Both, the initial
and the final state, usually consist of several microstates. MSMs can be used to
characterize the transition paths and mean first passage times between I and
F .
The mean first passage time (MFPT) [53] of a microstate outside of the final
state, Ai /∈ F , is the average time it takes to get from this microstate to any
microstate within the final state, Af ∈ F . If Aj is a microstate on the way
between, Ai and the final state F , and if a transition Ai → Aj has been made,
then MFPT(i) = τ + MFPT(j), i.e. the time τ it took to get to Aj plus the





Tij(τ) · [τ + MFPT(j)] , (26)
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where Tij(τ) is the transition probability from Ai to Aj . We define that, for
microstates which belong to the final state,
MFPT(f) = 0 ∀Af ∈ F . (27)
Eq. 26 can be set up for all the microstates. One obtains a system of linear
equations which can be solved iteratively. The MFPT from initial to final state







MFPT are particularly useful for binding processes, because they can be con-







and thus be compared to experiment.
Contrary to rates, transition paths are difficult to elucidate experimentally.
Using transition path theory [54, 55], these paths can be extracted. The flux
fij(τ) between two microstates Ai and Aj is the total probability to observe
a transition Ai → Aj within τ . When considering all possible trajectories,
fij = piiTij(τ). From these trajectories, one extracts the reactive trajectories,
i.e. those trajectories which go directly from the initial state I to the final state
F without hitting I in between. This yields an effective flux,
f effectiveij = q
−
i · piiTij(τ) · q+j (30)
where q−i is the probability that the trajectory came from the initial state I,
when it reached Ai, rather than from the final state F , and q
+
j is the probability
that the trajectory will proceed to the final state F after leaving Aj . q
−
i and
q+j are the called backward and forward committor, respectively. Both proper-
ties can be calculated from the transition matrix by solving a system of linear
equations. In the present set of trajectories, many contain recrossing events, i.e.
sequences like Ai → Aj → Ai → Aj . . . . This yields a high effective flux be-
tween Ai and Aj , which however does not mean that many reactive trajectories
pass through Ai and Aj . One therefore reduces the set of trajectories further,
and removes all trajectories which contain recrossing events or detours. The
probability to observe a transition Ai → Aj in this set of trajectories is the net
flux
f+ij (τ) = max{0, f effectiveij (τ)− f effectiveji (τ)} . (31)
For detailed-balanced processes, and if the microstate are arranged such that
q+i ≤ q+j , eq. 31 can be rearranged as
f+ij (τ) = piiTij(τ)(q
+
j − q+i ) . (32)
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Representing the net flux matrix as network graph usually yields a very intuitive
representation of the transition paths from I to F , see Refs. [43, 45]
In addition to mean first passage times and transition paths, many authors
have extracted long-lived conformations from their MSMs and have found that
ligand binding processes, as well as activation processes are not purely diffusive
but proceed via a series of metastable states [41–47,49,51,52]. Also, binding free
energies have been estimated from MSMs [41–47]. The results are comparable
to or slightly better than the Molecular Mechanics Poisson-Boltzmann Surface
Area method (MMPB-SA) [42, 44], but not as good as the estimates from a
free-energy perturbation [42].
6 Outlook
In our account, we have not touched on the question of how to find a suitable dis-
cretization. In practice, the actual discretization is preceded by a dimensionality
reduction of the trajectory, either by manually choosing relevant coordinates or
by means of dimensionality reduction method. Many of the studies we men-
tioned used the time-lagged independent component analysis (tICA) [56,57] to
find a suitable low-dimensional representation of the system. Similar to the
principle component analysis, tICA is a coordinate transformation. It yields
an optimal slow subspace which decorrelated (at lag time τ) from the remain-
ing coordinates. This subspace is then usually discretized into non-overlapping
microstates and a conventional MSM is constructed.
Besides this, several advanced discretizations, such as the core-set method
[58, 59] and the variational approach to molecular dynamics [60, 61]. These
methods abandon the use of discrete microstates and instead use functions of
the conformational space as ansatz functions for the discretization of the transfer
operators. This significantly reduces the approximation error of the model and
thus yields a more accurate description of the conformational dynamics.
Another important development are dynamical reweighting methods [62–64].
So far, MSMs have been estimated from direct simulations of the conformational
transitions. With dynamical reweighting methods, one can estimate a dynamical
model from a biased simulation, such as a metadynamics simulation [65] or a
replica-exchange MD [63]. This drastically increases the range of molecular time
and length scale, for which dynamical models can be contructed.
User-friendly software packages [66, 67] have made MSMs accessible to a
wide range academic researchers. This has led to innovative ways to use this
technique in structure-based drug design. Currently, the work-flows of an MSM
analysis have not been automized to the point where they can be routinely
in pharmaceutical companies. However; as the accuracy of dynamics models
further improves and the sampling becomes less of an issue, taking the confor-
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The Vibrational Spectrum of the
hydrated Alanine-Leucine Peptide
in the Amide region from IR
experiments and First Principles
Calculation
The state of a molecular system is described by a wave function, that is a solution of the
time-dependent Schrödinger equation. The Born-Oppenheimer approximation separates
the Schrödinger equation into two components, the motion of the atomic nuclei and the
motion of the electrons. This approximation is possible because the electrons are much
lighter than the atomic nuclei and the respective timescales of motion are separated by
several orders of magnitude. In the Born-Oppenheimer picture, the energy of the nuclei
can also be separated in levels of translational, vibrational and rotational energy, that
can be determined by spectroscopy experiments. For example, in infrared spectroscopy
(IR spectroscopy or vibrational spectroscopy), one can measure the vibrational modes of
chemical structures. Usually a sample of matter (solid, liquid or gas) is passed by a beam
of infrared light and according to the absorption spectrum, it is possible to determine
the frequencies at which the molecule can vibrate, or in other words which vibrational
energy transitions are allowed.
In the last years, IR spectra can be obtained also by computer simulations, com-
plementing the results from laboratory experiments. The measure of IR spectra can be
improved by quantum chemical calculation of conformations, like harmonic normal mode
analysis. However, typically, ab-initio simulations of big molecules, like polypeptides in
explicit solvent are computationally expensive. An alternative solution is to determine
the conformations through ab-initio simulations in implicit solvent or in vacuum, but this
is an approximation that does not consider the eﬀect of the temperature, anharmonicites
and the interaction of the molecule with the solvent.
In collaboration with Irtaza Hassan, from Physics department, Frëie Universität
Berlin, to overcome this problem and to improve the measure of IR spectra of polypet-
pides, we used classical MD simulations in explicit solvent, together with MSMs and
PCCA+, to determine the conformations [74].
We have studied the Alanine-Leucine peptide and built the IR spectra, combining
the following techniques:
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1. Molecular Dynamics (MD) simulations [1, 2]: the molecular system is described by
a classical potential energy function governing the interaction between the atoms.
A spatial trajectory of each atom is determined by integrating numerically the
Newton's equations of motion.
2. Markov State Models (MSMs) [11, 12, 15, 16, 17, 18, 13, 19]: under certain con-
ditions, the dynamics of the system is described as time evolution of a probability
density function, that converges to a stationary distribution under the action of a
continuous operator called propagator. With MSMs, the state space is discretized
into disjoint microstates. Then, an MD trajectory is used to approximate the
dynamics of the system as a Markov jump process between microstates and the
propagator is discretized into a transition probability matrix, whose eigenvectors
the eigenvalues contain the dynamical properties of the system.
3. Reduced Perron Cluster analysis (PCCA+) [75]: from the eigenvectors of the MSM,
PCCA+ operates a fuzzy clustering, i.e. determines few metastable macrostates
and assigns to each microstate the probability to belong to a macrostate.
4. First-principle simulations (or ab-initio simulations) [76]: chemical properties of
molecules are recovered from computer simulations based on the fundamental laws
of quantum mechanics. The Schrödinger equation is solved with no need of pre-
parametrized forceﬁeld, like in classical MD simulations. On the other hand, ﬁrst-
principle simulations have a signiﬁcant computational cost and need a large amount
of computer capacity, thus simulations are usually limited to small molecules.
We have ﬁrst performed an MD simulation of Alanine-Leucine, in order to sample the
state space and to produce a trajectory to build the MSM. Afterward, the MSM has been
reduced with PCCA+ to determine three metastable states and the associated transi-
tion probabilities. Finally we have chosen four representative conformations belonging
to the metastable states and performed ﬁrst-principle simulations, starting from each
representative conformation, in order to estimate the IR spectrum of the peptide. All
the computed spectra are in good agreement with the experiments.
My contribution was to construct the MSM of the Alanine-Leucine and to ﬁnd the
metastable states by PCCA+.
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a b s t r a c t
We have combined infrared (IR) experiments with molecular dynamics (MD) simulations in solution at
finite temperature to analyse the vibrational signature of the small floppy peptide Alanine-Leucine. IR
spectra computed from first-principles MD simulations exhibit no distinct differences between confor-
mational clusters of a-helix or b-sheet-like folds with different orientations of the bulky leucine side
chain. All computed spectra show two prominent bands, in good agreement with the experiment, that
are assigned to the stretch vibrations of the carbonyl and carboxyl group, respectively. Variations in band
widths and exact maxima are likely due to small fluctuations in the backbone torsion angles.
 2018 Elsevier B.V. All rights reserved.
1. Introduction
IR spectroscopy techniques are extensively used in the liquid
and gas phase at finite temperature to probe molecular vibrations.
This provides information about the chemical structure of a mole-
cule and its interaction with the environment. Vibrational spec-
troscopy has furthermore been successful in revealing the
secondary structure of peptides and proteins and allows to probe
conformational dynamics via time-resolved measurements [1].
The dynamics of complex bio-molecules involves characteris-
tics timescales ranging from 1012 to 100 seconds i.e. from struc-
tural vibrations to complex conformational transitions. Peptides
are frequently used model systems of proteins to study their con-
formational dynamics because of their reduced complexity and the
shorter time-scales (up to milli- or micro-seconds).
Molecular simulations can assist to evaluate the dynamics at
atomic level and to find the conformations which are responsible
for the vibrational fingerprints observed in experimental IR spec-
tra. Often, the assignment of the measured IR spectra is aided by
quantum chemical calculations (harmonic normal mode analysis)
of one or few conformations of the respective molecule in vacuum
or by using implicit solvent models. The spectra calculated for the
different conformations are then matched with experimental spec-
tra to identify which conformation is responsible for the measured
vibrational signatures. This approach, albeit straightforward, lacks
finite temperature, anharmonicites and usually does not account
for the explicit interaction with the solvent. Recently, substantial
progress has been made to improve the description of solute–sol-
vent interactions by including specific solvent molecules explici-
tely into an otherwise implicit-solvent model [2,3] also for the
computation of vibrational spectra [4,5]. For small molecules cor-
rections for anharmonic effects in vibrational spectra can be
obtained from vibrational self-consistend field approaches aug-
mented by correlated methods [6–13].
Inclusion of explicit solvation, thermal and anharmonic effects
altogether is possible by employing molecular-dynamics based
approaches which are enjoying increasing popularity and have
been used successfully to calculate IR spectra of small peptides
[14–16].
The computational expenses of such first-principles simula-
tions, however, prevent the exploration of dynamical processes
on time scales beyond 10—1000s of picoseconds, even on density
functional theory (DFT) level with generalised-gradient functionals
with still limited accuracy. Correlated wave function methods with
large basis sets, which would give spectroscopic accuracy, are com-
putationally far too demanding for MD simulations.
On the other hand, classical, force-field based MD simulations
are a means to exhaustively sample the conformational space of
a molecule. Such MD simulations combined with Markov state
models (MSMs) allow describing the conformational dynamics of
poly-peptides [17–19]. The fixed point-charge model, typically
used in force-field based simulations, does not allow to take any
change in electronic density into account and therefore cannot
accurately model the changes in dipole moment associated with
the vibrational motions.
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Approaches such as frequency maps [20–22], instantaneous
normal mode calculations [23–26], quantum-classical descriptions
[27,28], perturbed matrix methods [29], or polarisable force fields
[26] all attempt at combining the strengths of quantum chemical
calculations (accurate electron densities) with that of classical
MD simulations (comprehensive sampling of the conformational
space).
In this work, we follow a combined approach by sampling the
conformational dynamics of a small floppy peptide in water by
classic MD simulations. From these data, we constructed a MSM,
identified the meta-stable sets and the time scales associated with
the slowest processes. For representative conformations of the
meta-stable sets, individual first-principles molecular dynamics
simulations were performed. From these simulations the vibra-
tional signatures were then computed in the frequency range that
is most sensitive to the peptide conformation, so-called amide
bands (1300–1800 cm1) [30,31]. The experimental IR spectrum
of Alanine-Leucine (Ala-Leu) in water was then assigned by using
the combined information from all the calculations.
We chose the peptide Ala-Leu because of its size: it is just large
enough to exhibit conformational dynamics and small enough to
allow for long enough first-principles simulations to compute IR
spectra from. The uncapped zwitter-ionic form has the further
advantage of one charged carboxyl group and a carbonyl group,
absorbing at different frequencies, rather than the similar frequen-
cies of two carbonyl groups in a capped peptide. Furthermore, a
transition that, in a longer peptide would correspond to a a-
helix/b-sheet transition via a torsion around one of the backbone
angles (WLeu), in the short peptide Ala-Leu rotates the carboxyl
group. Because of the chemical equivalence of the two carboxyl
atoms, this rotation yields two chemically equivalent conforma-
tions. The bulky side-chain of the Leucine amino acid furthermore
gives rise to richer conformational dynamics.
2. Methods
2.1. Theoretical background
2.1.1. Markov state models
A Markov state model of the long-time conformational dynam-
ics is constructed from discrete partitioning of the conformational
space into micro-states1 (Markov states) [32,18]. To this end, a tran-
sition matrix T is set up that estimates the underlying stochastic pro-
cess, here transitions between conformational micro-states of the
system. The entries of the matrix are
Tij sð Þ ¼ Pðxtþs ¼ jjxt ¼ iÞ ð1Þ
The elements of the transition matrix represent the conditional
probabilities of finding the molecule in state j at time t þ s, given
it was in state i at time t. This matrix defines a Markov process in
which the propagation of the system is entirely determined by
knowing its present state xt and is independent of its past. The
dynamic system furthermore fulfils detailed balance, that is in equi-
librium all processes are reversible with the number of transitions
i! j equal to the number of transitions j! i.
The eigenvalues ki sð Þ and eigenvectors ri; lTi (right and left) of
the transition matrix are important ingredients to understand the
prominent features of the conformational dynamics
T sð Þri ¼ riki sð Þ
lTi T sð Þ ¼ ki sð ÞlTi
ð2Þ
The transition matrix is row-stochastic
XN
j¼1
Tij sð Þ ¼ 1 8i ð3Þ
and for ergodic dynamics its largest eigenvalue k1 sð Þ ¼ 1 . The cor-
responding left eigenvector is the stationary distribution.
The other eigenvalues ki>1 sð Þj j < 1 define the implied time-
scales which can be understood as molecular relaxation timescales
ti ¼  slog jkiðsÞj ð4Þ
The corresponding eigenvectors represent the conformational tran-
sitions that occur on those timescales [32,33,18].
2.1.2. Theory of Infrared (IR) spectra









where E! is the applied external field vector, l! is the dipole vector
of the molecular system. I xð Þ is the intensity as a function of the
reciprocal wavenumber of the radiation, x (in cm 1) and xfi is
the reciprocal wavenumber associated with the transition between
the initial and final vibrational states of the system jii and hf j,
respectively. qi is the density of the molecules in the initial vibra-
tional state jii. Within Linear Response Theory [35], the above equa-
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dth r! tð Þ  r! 0ð Þi expðixtÞ ð7Þ
where T is the temperature, kB the Boltzmann constant, c is the
speed of light in vacuum, and V is the volume. The angular brackets
represent the statistical average, as sampled by MD simulations, of
the autocorrelation of the dipole moment l! of the absorbing mole-
cule. Eq. (6) yields the complete IR spectrum of the molecular sys-
tem. For the assignment to vibrations of molecular groups, power
spectra are computed from the Fourier transform of the autocorre-
lation of the velocities (Eq. (7)) of individual groups. See also review
[16] on theoretical spectroscopy of floppy peptides at room
temperature.
2.2. Molecular simulations and analysis
2.2.1. Markov state model
Using the trajectory of partially deuterated Ala-Leu (see Fig. 1)
in deuterated water obtained from classical MD simulations (see
supplementary material for details), a Markov state model was
constructed on the conformational space spanned by the torsion
angles wAla, vLeu , /Leu and wLeu (highlighted in Fig. 1). Such torsion
coordinates have proven useful to capture the essential dynamics
of small peptides such as Ala-Leu [36,32,37–39].
The conformational space reduced to the four dimensions corre-
sponding to torsion angles was then discretised into micro-states
(corresponding to conformational clusters), based on the one-
dimensional distribution of the torsion angles wAla and vLeu and
the two-dimensional joint distribution (the ramachandran plot)
of the torsion angles /Leu and wLeu (see Fig. 2). Two states for the
torsion angles wAla and vLeu, respectively, were found, while the
ramachandran plot was divided into four conformational states.
All the possible combinations define 2 2 4 ¼ 16 micro-states
onto which the MD trajectory was projected. Based on the
1 Please not that a micro-state in the context of this work refers to a set of
conformations and not to a point in phase space.
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transition probabilities between them, micro-states were merged
into three meta-stable sets and a coarse-grained transition matrix
was constructed (see section Markov state models in the supple-
mentary material).
2.2.2. First-principles molecular dynamics simulations
For one representative conformation of each micro-state, we
performed first-principles molecular dynamics simulations in
explicit water at 300 K. The same deuteration (ND3 and ND in
the peptide and D2O water) as for the classical force field simula-
tions (see Molecular mechanics simulations in supplementary
material) was applied. For each of the four representative confor-
mations of Ala-Leu three to four individual first-principles simula-
tions were run for 20–80 ps (see Fig. S5 for individual runs) from
which spectra were calculated. For further details please see the
supplementary material.
2.3. Experimental setup
Infrared absorption spectra were taken with an Equinox 55 FTIR
device (Bruker). Ala-Leu (Sigma–Aldrich, CAS 3303-34-2) was dis-
solved in D2O and placed between two CaF2 windows with a spacer
thickness of 0.05 mm. Absorption of D2O was subtracted in Fig. 4 to
stress the absorption signals of Ala-Leu. Note, in D2O the exchange-
able protons will exchange to deuterons. However, a residual
amount of partially or undeuterated Ala-Leu remains to be present
in the sample.
3. Results
3.1. Markov state model
Fig. 3 shows the coarse-grained model as a transition graph
between meta-stable sets, together with representative conforma-
tions of the most probable micro-states in the set. Meta-stable set I
consists of micro-states with a left-handed helix conformation and
has the lowest probability. The transition into this set, correspond-
ing to a torsion around ULeu, is the slowest process. The two other
meta-stable sets, II and III, have similar probability and are domi-
nated by micro-states, labelled 0 and 4, and 2 and 6, respectively
(see Table S1 in section Markov-state-model in the supplementary
material for the complete list of micro-states in each meta-stable
set and for further details).
The transition between the conformations in the two meta-
stable sets II and III corresponds mainly to a torsion around WLeu.
Transitions between micro-states within the same set, i.e. between
0 and 4, and between 2 and 6, respectively, both correspond to a
torsion of the leucine side chain vLeu.
3.2. Infrared spectrum
In the course of the individual first-principles simulations ini-
tiated from conformations representing micro-states 0, 4, 2, and
6, respectively, the system occasionally undergoes changes in the
torsion angles wAla, vLeu , /Leu and wLeu that correspond to transi-
tions between micro-states. Hence, an individual simulation can
be composed of parts that belong to different micro-states, e.g. 0
and 4. In most simulations, there are only a few jumps between
micro-states. In order to analyse the vibrational fingerprint for
individual micro-states, we have partitioned the first-principle
trajectories by the micro-states 0, 4, 2, and 6 and computed
spectra from the respective parts of the trajectories. For the
time series of torsion angles and the assigned micro-state see
supplementary Fig. S5.
The experimental infrared spectrum of Ala-Leu in water is pre-
sented in Fig. 4 together with the spectra computed from the first-
principles MD simulations. The assignment (given as labels in
Fig. 4) is based on the computed power spectra with further aid
from normal mode calculations (see supplementary material).
The most prominent band is the stretch vibration of the carboxyl
group (mCOO) at 1590 cm1. Note that the most intense band of
the mCOO vibration has been used to normalise intensities and
therefore shows a relative intensity of one for all spectra. The other
Fig. 1. Scheme of the Ala-Leu peptide and the torsion angles wAla ; vLeu , /Leu ; and
wLeu used for discretisation of the conformational space. Note that wLeu is a pseudo-
backbone dihedral angle since there is no nitrogen atom of a subsequent amino
acid, but a second oxygen atom of the carboxyl terminus. That is, in the short
peptide there is no nitrogen atom of the next amino acid but an oxygen atom of the
C-teminus instead. Note that WLeu is a pseudo-backbone dihedral angle. A 180
torsion around WLeu , thus does not mean an actual conformational change, but
rather an inter-conversion of two chemically equivalent structures. ‘‘D” denotes a
deuterium atom.
Fig. 2. Distribution of the torsion angles wAla , vLeu , /Leu and wLeu obtained from the classical MD simulation of Ala-Leu in water.
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band in the amide I region at 1660 cm1 contains components
of the carbonyl group (mC@O) and the peptide bond (mNAC).
The intensity ratio of the two bands, mC@O and mCOO, is well
reproduced by the computed spectra. The mC@O band is actually
composed of two contributions with varying intensity ratios as
can be seen from the spectra computed from the individual
micro-states (Fig. 4b) and also indicated in the considerable error
in the composed, weighted spectrum (Fig. 4a middle).
The amide II bands at 1450 cm1 and 1480 cm1, assigned
to bend (dNAD and dCAH) and stretch (mNAC), with some con-
tribution from the C@O group, are slightly less well reproduced;
the higher frequency band is calculated at too high frequency
(1540 cm1) with too little intensity. The small shoulder at
1550 cm1 in the experimental spectrum of Ala-Leu is likely
due to remains of undeuterated Ala-Leu in the sample. Experi-
ments on N-methylacetamide [40] report the dN-H bend vibra-
tion of the undeuterated species at this frequency (1570
cm1) and the dN-D at 1450 cm1 as in our spectrum of Ala-
Leu).
The three smaller bands in the amid III region at 1360 cm1,
1390 cm1, and 1410 cm1 in the experimental spectrum are
computed as one broad band at 1380 cm1 due to the averaging
of several simulations, with also a significant variance in the inten-
sities. The spectra computed individually for the micro-states
(Fig. 4b) give rise to two shoulders, albeit with some error, which
can be interpreted as corresponding to the lower and higher fre-
quency bands resolved in the experimental spectrum. The main
vibrational contribution stems from the terminal ND3-group and
dNAD and mNAC, but there are also COO contributions in varying
amounts, depending on the individual simulation. The C@O group
does not contribute to the bands in this frequency range. According
to Krimm and Bandekar, both amide II and amide III bands are lin-
ear combinations of the same group movements, i.e. dNAD and
mNAC [41]. In our simulations these bands show different intensity
ratios for different simulation runs. As can be seen in the computed
power spectra (supplementary Fig. S13) not only do the dNAD and
mNAC contributions fluctuate, there are additional contributions by
the C@O and COO group to the bands in the amide II and amide III
region, respectively, that vary considerably, explaining the
different intensities computed for those bands.
Fig. 4. (a) Experimental (top) and computed (middle) Infrared spectrum of Ala-Leu in water combined from the Boltzmann-weighted average of spectra computed for
different micro-states (bottom). (b) Individual computed spectra of micro-states 0 (orange), 4 (blue), 2 (green), and 6 (magenta) (top to bottom). The shaded areas indicate the
error as computed from the standard deviation from the mean. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
Fig. 3. Coarse-grained model of the conformational dynamics of Ala-Leu in water.
The three meta-stable sets, I–III, are represented as circles whose size corresponds
to the probability of the respective set. The thickness of the arrows between the
circles indicates the transition probability between a pair of meta-stable sets. The
molecular structures in the boxes next to the circles are representative conforma-
tions of the most probable micro-states in the respective set. See Table S1 for the
micro-states that constitute each set. Arrows between the coloured boxes indicate
the coordinate of the conformational transition connecting two micro-states. The
colour of the boxes correspond to micro-state 0 (orange), 4 (blue), 2 (green), and 6
(magenta), respectively. Carbon atoms are shown in cyan, oxygen atoms in red,
nitrogen atoms in blue, hydrogen atoms in white and deuterium atoms in pink. One
of the two carboxyl oxygen atoms is shown as sphere to illustrate the change inWLeu
between meta-stable set II and III. Note that a WLeu-torsion of 180 inter-converts
two chemically equivalent conformations. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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3.3. Comparison of sampled conformations and resulting spectra
The distribution of the torsion angles within the partitions of
trajectories belonging to micro-state 0, 4, 2, or 6, respectively,
are shown in supplementary Fig. S13. Within the range of the tor-
sion angles wAla; vLeu, /Leu and wLeu, assigned to the respective
micro-states, there are different fluctuations within the individual
runs, resulting in wider, narrower, and occasionally almost bi-
modal distributions.
The computed IR spectra show variations in the band
assigned to the mC@O/mNAC stretch vibration, both in intensity
and the exact location of the maximum. In many of the simula-
tions, the computed mC@O/mNAC band has a shoulder, others
show broadening, and in extreme cases (0-run4, 2-run2 in sup-
plementary Fig. S13), a second band can be observed. Compar-
ison with the distributions of /Leu shows that these correspond
to the shape of the mC@O/mNAC band in the IR spectrum in as
much as narrow bands are only observed for narrow distribu-
tions, and broad distributions, with shoulders, correspond to a
broadening or splitting in the mC@O/mNAC peak. This effect is
generally more pronounced in the power spectra than in the IR
spectra, indicating that the dipole moments are less affected
by the variance in torsion angle than the velocities of the C@O
and NAC groups.
A similar observation can be made for the distributions of wLeu
and the shapes of the mCOO bands. Narrow distributions corre-
spond to narrow bands, shoulders in the wLeu distribution corre-
spond to shoulders or broadening in the mCOO band.
The two bands in the amide II region are present in almost all
computed spectra, albeit with some fluctuation in their intensities.
The dCAH contribution, mainly of the Leu sidechain varies in exact
frequency, not always matching the computed IR-band at 1540
cm1, suggesting only a minor contribution of dCAH to the IR
intensity.
The amide III region exhibits considerable variation of the band
intensities. Neither amide II nor amide III region show any relation
to the torsion angle distributions, likely because the bands in these
regions are composed of motions by several groups, NAC, ND, and
ND3 with contributions of the COO group.
Analysis of the distribution of number of hydrogen bonds
from the same parts of the first-principles trajectories (Fig. S9
in the supplementary material) shows that all polar groups
are almost always engaged in at least one hydrogen-bond with
a water molecule. In a few cases, (2-run1, 4-run3, and 6-run1) a
second hydrogen bond between C@O and water is counted with
> 30% probability. These are the runs of the respective micro-
state with the red-most mC@O band, indicating a slightly higher
probability of further weakening of the C@O bond by an addi-
tional hydrogen-bond in these cases. Observed and computed
broad or even split mC@O/mNAC bands can thus be explained
by the C@O group being in different hydrogen-bonded states,
resulting in different amounts of red-shift. For the simulation
of micro-state 0 with the highest probability of a second
hydrogen-bond to C@O, the mC@O band is on the low frequency
side, too. This is, however, also the case for other simulations of
micro-state 0 with no particular relation to the hydrogen-bond
probabilities. More detailed analysis of the hydrogen-bond inter-
actions reveals differences in the hydrogen-bond distances and
the distributions of donor-hydrogen-acceptor angles between
the different simulations of the micro-states (see Figs. S10 and
S11). The impact of water molecules within hydrogen-bond dis-
tance on the frequency of the mC@O band, such as a red-shift, is
thus further modulated by the orientation within the hydrogen-
bond and thus the strength of that interaction.
4. Discussion
The probability distribution of peptide conformations obtained
from the classical molecular dynamics simulations suggest a left-
handed helix to be very improbable in the Ala-Leu peptide whereas
conformations that correspond to a right-handed a-helix or b-
sheet dominate. PolyProline (pPII) conformations, which have been
suggested to coexist with b- conformers for the dialanine peptide
[42], are observed in the classical simulations of Ala-Leu only tran-
siently. Accordingly, such conformations have not been taken into
account explicitly in the conformation-specific first-principles sim-
ulations. In one first-principle simulation, backbone angles that
correspond to pPII-conformations have been observed as transition
states between two conformational states (4 and 6) and thus only
for short life-times (see Fig. S5 4-run1).
All transitions between meta-stable sets as well as those
between the two most probable micro-states in the same meta-
stable set (0$ 4 and 2$ 6, respectively), equilibrate on time
scales that are not accessible in the first-principles dynamics. Still,
a few conformational transitions between different micro-states
are observed in the course of some of the first-principles simula-
tions. We have therefore dissected the first-principle trajectories
into parts that sample only the same micro-state and used these
parts for the computation of spectra.
The computed IR spectra show a considerable variance in the
band intensities for simulations of the same micro-state. In con-
trast, there are no (further) differences between spectra computed
for the different micro-states. This is to be anticipated for spectra
of micro-states 0 and 2, and 4 and 6, respectively, since these cor-
respond to chemically equivalent conformations. The conforma-
tional difference between micro-states 0 and 4, and between 2
and 6, is the orientation of the leucine side chain as defined by tor-
sion angle vLeu. The effect on the amide region, if any, is smaller
than or comparable to the variances between spectra from differ-
ent runs initiated from the same conformation.
The experimental and the computed spectra are dominated by
the bands assigned to the carbonyl (mC@O) and carboxyl (mCOO)
stretch vibration, respectively. IR spectra of several other small
peptides (N-acetyl-Gly-N-methylamide, N-acetyl-Ala-N-
methylamide) with capped termini all show only a broad band
assigned to the mC@O stretch vibration [43]. Computations of the
spectra reveal that the mC@O of Alanine-dipeptide absorbs at
almost the same frequency in either the a-helix or polyproline/b-
sheet conformation but with a width that corresponds to the
experimentally observed spectrum [42,44]. Slightly longer pep-
tides, that can form intramolecular hydrogen bonds and thereby
stabilise folds such as turns, Ac-Ph-Pro or trialanine, are reported
with mC@O frequencies that differ by  20—30 cm1 [45–47], giv-
ing rise to a shoulder or a double peak. Two-dimensional IR-
experiments have furthermore revealed that the two peaks are
due to coupled C@O dipoles rather than two conformations [48].
Spectra of (Ala)5, unlabelled and isotope-labelled with 13C@O and
13C=18O at individual C@O groups to shift their vibrational frequen-
cies, show dual bands, separated by  20 cm1, for both, the
isotope-shifted and the unshifted groups [49]. Conformational
analysis of classical MD simulations, combined with models for
transition dipole coupling, reveals the coupling strength, and hence
the detailed band shape, to depend on the conformation [49].
In the short peptide Ala-Leu studied in this work, there is only
one C@O group. Any coupling would therefore have to be with
the COO group. The mCOO band is observed at 1590 cm1, at the
same position reported for IR spectra of tripeptides ((Ala)3, (Ser)3,
(Val)3) [43]. In Ala-Leu, the two groups, C@O and COO, exhibit
two well-separated (50 cm1) vibrational signals of rather differ-
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ent intensity, suggesting no or only very weak coupling. The mC@O
band maximum differs by 20—30 cm1 between simulations,
some of which indicate a dual peak also within the same simula-
tion. The width of the frequency fluctuations for the computed
mC@O band indicates a relation with the width of the distribution
in torsion angle /Leu sampled in that particular simulation. The
small differences in this torsion, and similarly of the wLeu torsion,
give rise to fluctuations in the relative orientation of the C@O
and the COO groups (and their corresponding dipoles). Likely, this
also leads to fluctuations in the mutual impact of the two groups.
Whether and how much the two groups are indeed coupled has to
be revealed by future 2D-IR experiments.
5. Conclusions
The slow conformational dynamics of Ala-Leu in water are
dominated by torsions around backbone angles /Leu and wLeu. The
slowest process can be attributed to changes in the /Leu torsion
angles that lead to transitions to the least probable conformation,
a left-handed helix. The most probable part of the conformational
space can be formally assigned to the a-helix and b-sheet regions
(as assigned by a discretisation of the relevant torsion angles).
The inter-conversion of these two regions along wLeu is the second
slowest process. In the uncapped peptide, these two conformations
are, however, actually chemically equivalent and correspondingly
exhibit the same spectral signature. Another subdivision of confor-
mations can be made by the orientation of the leucine side chain,
corresponding to a torsion around vLeu.
The IR spectra computed from the first-principles MD simula-
tions reproduce the experimental spectrum of Ala-Leu in reason-
able agreement. In accordance with the chemical equivalence of
the conformers with the same absolute wLeu value, their spectra
are very similar. The orientation of the leucine side chain is not
reflected in the amide region of the vibrational spectrum of Ala-
Leu as can be seen from comparison of the spectra computed for
individual conformations.
The amide I region is very well reproduced by the simulations.
The two prominent bands are assigned to the stretch vibrations of
the carboxyl group, COO, and the carbonyl group, C@O, respec-
tively. Fluctuations in the backbone torsion angle wLeu result in a
broadening of the mCOO band. The simulations furthermore reveal
the mC@O band to be composed of (at least) two frequency compo-
nents. The variance in the exact frequency of this band can be
attributed to mainly variations in the backbone torsion angle /Leu
within the same area of the peptide fold. These small fluctuations
occur on short time-scales and are therefore averaged out in the
experimental spectrum, explaining the observation of only one
broad mC@O band.
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Girsanov reweighting for path
ensembles and Markov state models
In Molecular Dynamics (MD) [1, 2], the time evolution of a molecule, with potential
energy function V (x) is studied through computer simulations that solve the equation
of motion. The potential energy function is parametrized in a ﬁle, called forceﬁeld, that
describes the inter- and intra-molecular interactions.
Nowadays, diﬀerent forceﬁelds have been developed. However, even if they describe
the potential energy function of the same molecule, they exhibit diﬀerent dynamical
properties [6]. This behaviour is caused by the high sensitivity of molecular systems to
external perturbations. Thus, a deeper investigation of the potential energy functions and
the associated dynamical eﬀects is necessary, to improve the forceﬁelds parametrization
and to better understand the dynamics of molecules.
In the last years, Markov State Models [11, 12, 15, 16, 17, 18, 13, 19] (MSMs) have
become a successful tool to analyze sets of short MD trajectories. MSMs approximate the
dynamics of molecular systems through a transition probability matrix T(τ), that is the
discretized version of the classical propagator. In order to build an MSM, one produces a
fully atomistic trajectory by MD simulation, then projects the trajectory on few relevant
coordinates and estimates the time-lagged correlation function between Voronoi cells.
To study the eﬀect of a modiﬁcation of the potential energy function on the dynamics,
one should modify the forceﬁeld, to perform a new MD simulation and to analyze the
data. But this approach is time consuming and computationally expensive, because for
each modiﬁcation, a new MD simulation and MSM is necessary.
An alternative to reduce the eﬀort and the computational cost, would be to develop
a reweighting scheme for dynamic properties of molecules, during the data analysis of
MD trajectories.
Thus, a reweighting scheme for MSMs should act on the time-correlation functions.
Because time-correlation functions are, from a mathematical point of view, path ensemble
averages, the Girsanov theorem [42, 40] can be used to reweight MSMs. The Girsanov
theorem states the conditions under which the change of measure is allowed and provides
a formula to estimate in practise the ratio between path probability densities.
In the paper [41], included in this chapter, we propose a new method, called Girsanov
reweighting that works on full MD simulations. Given a molecular system, described by
a reference potential energy function V (x) and an associated time-discretized trajectory
xt, through Girsanov reweighting we can construct the transition probability matrix T˜(τ)
for diﬀerent perturbed potential energy functions V˜ (x), using the same trajectory xt and
with no need of further MD simulations.
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To explain how to implement the Girsanov theorem in MSMs, we have rewritten the
MSMs theory in terms of path probability measures and path ensemble averages. Indeed,
as already mentioned, MSMs are built from time-lagged correlation functions, which can
be interpreted as path ensemble averages. In this way, it is straightforward to deﬁne a
reweighting factor as the ratio of the path probability densities associated to the two
diﬀerent dynamics V (x) and V˜ (x).
Girsanov reweighting can be used in several further applications:
1. To study how each forceﬁeld components modiﬁes the molecular dynamics [77, 78]
2. To reweight the trajectories produced by enhanced sampling simulations (meta-
dynamics [43, 44, 45, 46], Hamiltonian replica exchange [79], umbrella sampling
[29, 30]) and to obtain the dynamics of the original unbiased models
3. To optimize the force ﬁelds by ﬁtting experimentally measured time correlation
functions [6]
I contributed to this paper describing in detail the theory underlying the Girsanov
reweighting. Afterward, I discuss practical issues and how the method can be eﬃciently
implemented in real world applications. I carried out all the simulations and the MSMs
construction, by Girsanov reweighting, of the systems described in the paper: the two-
dimensional process, the high-dimensional diﬀusion process, the Alanine dipeptide and
the Valine dipeptide, in implicit and explicit solvent, including the benchmark test. I
also provided a working script for OpenMM simulations [80].
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The sensitivity of molecular dynamics on changes in the potential energy function plays an important
role in understanding the dynamics and function of complex molecules. We present a method to
obtain path ensemble averages of a perturbed dynamics from a set of paths generated by a reference
dynamics. It is based on the concept of path probability measure and the Girsanov theorem, a result
from stochastic analysis to estimate a change of measure of a path ensemble. Since Markov state
models (MSMs) of the molecular dynamics can be formulated as a combined phase-space and path
ensemble average, the method can be extended to reweight MSMs by combining it with a reweighting
of the Boltzmann distribution. We demonstrate how to efficiently implement the Girsanov reweighting
in a molecular dynamics simulation program by calculating parts of the reweighting factor “on the fly”
during the simulation, and we benchmark the method on test systems ranging from a two-dimensional
diffusion process and an artificial many-body system to alanine dipeptide and valine dipeptide in
implicit and explicit water. The method can be used to study the sensitivity of molecular dynamics on
external perturbations as well as to reweight trajectories generated by enhanced sampling schemes to
the original dynamics. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4989474]
I. INTRODUCTION
Molecular dynamics (MD) simulations with explicit sol-
vent molecules are routinely used as efficient importance
sampling algorithms for the Boltzmann distribution of molec-
ular systems. From the conformational snapshots created by
MD simulations, one can estimate phase-space ensemble aver-
ages and thus interpret experimental data or thermodynamic
functions in terms of molecular conformations.
In recent years, the scope of MD simulations has consid-
erably widened, and the method has been increasingly used
to construct models of the conformational dynamics.1–5 Most
notably Markov state models (MSMs),6–14 in which the con-
formational space is discretized into disjoint states and the
dynamics is modeled as a Markov jump process between these
states, have become a valuable tool for the analysis of complex
molecular dynamics.15–19
For the construction of dynamic models, one has to esti-
mate path ensemble averages. For example, in MSMs, the
transition probabilities between a pair of states Bi and Bj are
estimated by considering a set of paths Sτ = {ω1,ω2, . . . ωn},
each of which has length τ, counting the number of paths
which start in Bi and end in Bj and comparing this number to
the total number of paths in the set (vertical line of blue boxes
in Fig. 1).
Suppose, one would like to compare the dynamics in
a reference potential energy function V (r) to the dynam-
ics in a series of perturbed potential energy functions V (r)
+ U(r, κ), where U(r, κ) represents the perturbation and κ is a
a)Electronic mail: bettina.keller@fu-berlin.de
tunable parameter, e.g., a force constant. While for phase-
space ensemble averages, numerous methods exist to reweight
the samples of the reference conformational ensemble to
yield ensemble averages for the perturbed systems,20–23 sim-
ilar reweighting schemes have not yet been developed for
path ensemble averages of explicit-solvent simulations. This
means that currently one would have to re-simulate the
dynamics at each parameter value (vertical lines of green
boxes in Fig. 1) and then construct a MSM for each
simulation separately. This is computationally extremely
costly.
An alternative would be to reweight the path ensemble
average at the reference potential energy function to obtain
path ensemble averages for the perturbed systems (reweight-
ing box in Fig. 1). From measure theory, it is well known that
a reweighting factor is given as the ratio between the proba-
bility measure associated with the reference potential energy
function and the probability measure associated with the per-
turbed potential energy function. This applies to reweighting
phase space ensemble averages as well as to reweighting path
ensemble averages. Figure 2 illustrates the idea of a path
ensemble reweighting method. The figure shows two sets of
paths: one generated by a Brownian dynamics simulation with-
out drift, Sτ [Fig. 2(a)], and the other generated by a Brownian
dynamics simulation with drift, S˜τ [Fig. 2(b)]. Both simula-
tions sample the same path space Ωτ,x but the probability with
which a given path is realized differs in the two simulations.
In Figs. 2(a) and 2(b), the sets of paths, Sτ and S˜τ , are colored
according to their respective path probability density µP(ω)
and µP˜(ω). Figures 2(c) and 2(d) show again Sτ ; this time
however we colored the paths according to the probability den-
sity µP˜(ω) with which they would have been generated by a
0021-9606/2017/146(24)/244112/15/$30.00 146, 244112-1 Published by AIP Publishing.
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FIG. 1. Workflow of a reweighting scheme. V (r) is the reference potential
energy function, V (r) + U(r, κ) is the perturbed potential energy function,
where κ is a tunable parameter,ω is the trajectory generated by a MD simula-
tion at the potential V (r) or V (r) + U(r, κ) and at a fixed thermodynamic state
point. A MSM is an expected value with respect to a path probability measure
P and a stationary distribution pi, which can be estimated from the trajectory
ω. A dynamical reweighting scheme, reweights the path probability measures
P and pi of the reference dynamics, to the path probability measures of a per-
turbed potential energy functions P˜ and pi. Thus, we can use the trajectory
generated at V (r) to estimate dynamical expected value (e.g., MSMs) at the
perturbed potential energy functions.
Brownian dynamics with drift. For Brownian dynamics, this
probability can be calculated directly [Fig. 2(c)]; for other
types of dynamics, a reweighting method has to be used [Fig.
2(d)]. To estimate a path ensemble average for the Brownian
dynamics with drift from Sτ , the contribution of each path
FIG. 2. Two sets of trajectories starting from x(t = 0) = 0 with time step
∆t = 0.001. (a) Set Sτ generated by a Brownian motion without drift, asso-
ciated with path probability measure P. Color intensity represents P˜. Color
intensity represents P˜. (b) Set S˜τ generated by a Brownian motion with drift
a = 20, associated with path probability measure P˜. (c) Set Sτ , color inten-
sity represents P˜ (direct calculation). (d) Set Sτ , color intensity represents P˜
(Girsanov formula).
ω to the estimated value is multiplied by the ratio Mτ,x(ω)
= µP˜(ω)/µP(ω) (Fig. 1).
Path ensemble reweighting schemes have initially been
developed in the field of importance sampling for stochastic
differential equations.24–26 For Langevin dynamics, the Gir-
sanov theorem27,28 provides us with an expression for the
probability ratio, and thus reweighting path ensemble averages
become possible for this type of dynamics (Sec. II C). It has
recently been demonstrated that the theorem can be applied to
reweight Markov state models of Brownian dynamics in one-
and two-dimensional potential energy functions.29
Here we demonstrate how the Girsanov reweighting
scheme can be applied to explicit-solvent all-atom MD simu-
lations. For this, we need to address to critical pillars on which
the Girsanov reweighting scheme rests:
• The equation of motion needs to contain a stochas-
tic term which generates random forces drawn from a
normal distribution (white noise).
• To calculate the reweighting factor, the random forces
need to be accessible for each MD simulation step.
In all-atom MD simulations, the system is propagated by the
Newton equations of motion which do not contain a stochastic
term. We will discuss how the Girsanov theorem can nonethe-
less be applied to this type of simulation (Sec. IV B). The
second point, in principle, requires that the forces are writ-
ten out at every MD simulation step, i.e., at a frequency
of femtoseconds rather than the usual output rate of several
picoseconds. This quickly fills up any hard disc and slows the
simulation by orders of magnitudes. We will present a com-
putational efficient implementation of the reweighting scheme
(Sec. IV A).
When applying the Girsanov theorem to reweight an
MSM, an additional difficulty arises:
• The degrees of freedom which are affected by the per-
turbation might not be part of the relevant subspace of
the MSM.
We found that the reweighting becomes problematic in this
case and propose to project the perturbed degrees of freedom
onto the relevant subspace during the estimation of the ratio
of probability measures (Sec. II E).
The Girsanov reweighting method is demonstrated
and benchmarked on several systems, ranging from two-
dimensional diffusion processes (Sec. IV C), over molecular
model systems which follow a Langevin dynamics (Sec. IV D),
to all-atom MD simulations of alanine and valine dipeptides
in explicit and implicit solvents (Sec. IV E).
II. THEORY
A. Molecular dynamics
Consider a molecular system with N particles, which
evolves in time t according to the Langevin equation
M
dv(t)
dt = −∇V (r(t)) − γv(t) + ση(t),
v(t) = dr(t)dt , (1)
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where M is the mass matrix and r(t) and v(t) ∈R3N are the
position vector and the velocity vector. V (r) is the poten-
tial energy function. The interaction with the thermal bath
is modelled by the friction coefficient γ, and an uncorre-





where kB is the Boltzmann constant and T is the temperature
of the system.
The phase-space vector x(t) = {r(t), v(t)} ∈ Γ fully repre-
sents the state of the system at time t, where Γ = R6N denotes
the phase space of the system. The dynamics in Eq. (1) is





where β = 1kBT , H(x)= 12 v>Mv + V (r) is the classical Hamil-
tonian of the system, and Z = ∫Γ exp
[−βH(x)] dx is the par-
tition function. The function µpi(x) is associated with the
probability measure
pi(A) = P(x ∈ A) =
∫
A
µpi(x)dx , ∀A ⊂ Γ, (4)
where pi(A) represents the equilibrium probability of finding
the system in a subset A of the phase space Γ. The expected
value of a function a(x) : Γ → Rwith respect to the probability











where Sn = {x1, . . . xn} is a set of states distributed according
to Eq. (3). When the phase space vectors xi are generated by
numerically integrating Eq. (1), the second equality only holds
if the sampling is ergodic. Equation (5) defines a phase-space
ensemble average. The subscript pi indicates the measure for
which the expected value is calculated.
B. Path ensembles and MSMs
A path ω = {x(t = 0)= x0, x1, x2, . . . , x(τ)= xn} is a time-
discretized realization of the dynamics x(t) on the time interval
[0, τ = n · ∆t] starting at a particular point x0 ∈ Γ, where
∆t is the time step and n ∈ N is the number of time steps.
The associated path space is denoted as Ωτ,x =R6N ·n. A sub-
set of the path space A is constructed as a product of subsets
Ai ⊂ Γ of the state spaceA = A1 ×A2 · · · ×An, where the sub-
set Ai represents the phase space volume in which xi may be
found. The probability that by integrating Eq. (1) one obtains
a path ω which belongs to the subset A ⊂ Ωτ,x is given
as









p(x0, x1; ∆t) p(x1, x2; ∆t) . . . p
× (xn−1, xn; ∆t) dx1 dx2 . . . dxn . (6)
The function p(xi, xi+1; ∆t) is the transition probability den-
sity, i.e., the conditional probability to be in xi+1 after
a time ∆t given the initial state xi. The function P is
a path probability measure and is the analogon to pi in
phase space ensemble averages [Eq. (4)]. The path proba-
bility measure is associated with the path probability density
function
µP(ω) = µP(x1, x2, . . . , xτ)= p(x0, x1; ∆t) p(x1, x2; ∆t) . . . p
× (xn−1, xn; ∆t) (7)
and hence the formal analogon to Eq. (4) in the path space is
P(A) = P(ω ∈ A) =
∫
A
µP(ω)dω , ∀A ⊂ Ωτ,x, (8)
where the integration over dω is defined by Eq. (6).
Let f : Ωτ,x → R be an integrable function, which assigns














f (x1, x2, . . . , xn)µP(x1, x2, . . . , xn)







f (ωk) , (9)
where we again assumed that the paths have a common initial
state x(t = 0) = x0, and Sτ,x,m = {ω1,ω2, . . . ωm} corresponds
to a set of paths of length τ generated by numerically inte-
grating Eq. (1). When the paths are extracted from a single
long trajectory, the last equality only holds if the sampling is
ergodic. Equation (9) defines a path ensemble average. The
subscript P indicates that the expected value is calculated with
respect to a path probability measure.
For Markov processes, one can define a transition proba-
bility density p(x, y; τ), i.e., the conditional probability to be
in xn = y after a time τ given that the path started in x0 = x,
by integrating the path probability density over all interven-
ing states and applying recursively the Chapman-Kolmogorov
equation








µP(x1, x2, . . . , y) dx1 dx2 . . . dxn−1.
(10)
Markov processes can be approximated by Markov state
models.6–12,14 In these models, the phase space is discretized
into disjoint sets (or microstates) B1, B2, . . . Bs with ∪mi=1Bi
= Γ, where the indicator function of the ith state is given as
1Bi (x) :=

1, if x ∈ Bi,
0, otherwise.
(11)







p(x, y; τ) 1Bj (y) dy dx , (12)
where µpi(x) is the equilibrium probability density [Eq. (3)].





Tij(τ) are the elements of the transition matrix whose domi-
nant eigenvectors and eigenvalues represent the slow dynamic
processes for the system.6–12,14
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Because of Eq. (10), one can regard the inner integral
of the cross correlation function Cij(τ) [Eq. (12)] as a path
ensemble average [Eq. (9)] which depends on the initial state
x0 = x of the path ensemble∫
Γ








µP(x1, x2, . . . , xn)
× 1Bj (xn) dx1 dx2 . . . dxn
= Ex0P [1Bj (xn)] . (14)
This expected value is a linear operator and it is called the
backward transfer operator. The outer integral in Eq. (12) is a




µpi(x0) 1Bi (x0)Ex0P [1Bj (xn)]dx0
= Epi[1Bi (x0)Ex0P [1Bj (xn)]]
= EP,pi[1Bi (x0)1Bj (xn)], (15)








f (ω) µP(ω) dω dx0. (16)
Equation (16) extends Eq. (9) to path ensembles with arbitrary
initial states. The elements Cij(τ) can be estimated from a set
of paths of length τ, Sτ,m = {ν1, ν2 . . . νm}, in which the initial














1Bi ([x0]k) · 1Bj ([xn]k), (17)
where [νk]t=i = [xi]k denotes the ith time step of the kth
path.
C. Dynamical reweighting
We alter the reference dynamics [Eq. (1)] by adding a
perturbation U(r) : Γ → R to the potential energy function
V (r). Thus, V˜ (r) = V (r) + U(r) is the perturbed potential
energy function, and the Langevin equations of motion are
M
dv(t)
dt = −∇V˜ (r(t)) − γv(t) + ση(t),
v(t) = dr(t)dt . (18)









where H˜(x) = 12 v>Mv + V˜ (r) is the Hamiltonian of the per-
turbed system and Z˜ is its partition function. The perturbation
of the potential energy function also changes the transition
probability density p˜(xi, xi+1; ∆t), which gives rise to a per-
turbed path probability density µP˜(ω) [Eq. (7)] and a perturbed
path measure P˜ [Eq. (6)].
Reweighting methods compare the probability measure
of the perturbed systems to the probability measure of a ref-
erence system. We first review the derivation of a reweighting
scheme for phase space probability measures before discussing
path space probability measures. The perturbed phase-space
probability measure p˜i is said to be absolutely continuous





µpi(x) dx = 0 ⇒ pi(A) =
∫
A
µpi(x) dx = 0 . (20)
This condition is sufficient and necessary to define the likeli-
hood ratio between probability measures





exp (−βU(x)) . (21)
The function g(x) is also called the Radon-Nikodym derivative
(Radon-Nikodym theorem28) and can be used to construct the
phase-space probability measure of the perturbed system, from








As a consequence, if g(x) can be calculated, one can estimate
a phase space ensemble average [Eq. (5)] for the perturbed
dynamics [Eq. (18)] from a set of states Sn = {x1, . . . xn}which
























×∀A ⊂ Ωτ,x . (24)
Thus we can reweight a path ensemble average, by using the
likelihood ratio between the path probability density µP˜(ω)
and µP(ω). For diffusion processes like (1) and (18), the

























where ηik are the random numbers, along the dimension i
at a time step k, generated to integrate Eq. (1) of the refer-
ence dynamics and ∇iU(rk) is the gradient of the perturbation
along the dimension i measured at the position rk . Note that
to evaluate Eq. (25) one needs the positions and the random
numbers for every time step of the time-discretized trajectory.
Equation (25) is derived in Appendix B. We remark that the
quantity Mτ,x(ω) exists also for continuous paths (∆t → 0).
In this case, the existence of the Radon-Nikodym derivative is
guaranteed by the Girsanov theorem27,28 that states the condi-
tions under which a perturbed path probability density P˜ can
be defined with respect to a reference path probability density
P. The differences between time-continuous and time-discrete
paths are discussed in Appendixes A and B.
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Analogous to the reweighting of phase-space ensemble












Mτ,x(ωi) f (ωi) . (26)
The second equality shows how to estimate the path ensemble
average EP˜[f (ω)] at the perturbed dynamics [Eq. (18)] from a
set of paths Sτ,x,m = {ω1,ω2, . . . ωm}which has been generated
by the reference dynamics [Eq. (1)].
D. Reweighting MSMs
When reweighting a MSM, we estimate the cross corre-
lation function C˜ij(τ) for the perturbed dynamics [Eq. (18)],
from a set of paths of length τ, Sτ,m = {ν1, ν2 . . . νm}, which
has been generated by the reference dynamics [Eq. (1)]. The
cross correlation function C˜ij(τ) is a combined phase space and
path ensemble average [Eq. (16)]. Thus, both averages have to















f (ω) Mτ,x(ω) µP(ω) dω dx0 . (27)
With a(x0) = 1Bi (x0) and f (ω) = 1Bj (xn), we obtain








1Bj (xn) Mτ,x(ω) µP(ω) dω dx0 , (28)
which can be estimated from a set of paths Sτ,m







g([x0]k)1Bi ([x0]k) ·Mx,τ(νk)1Bj ([xn]k) ,
(29)
where [xi]k is the ith time step of the kth path. As in Eq. (12),
the initial states of the paths are not fixed but are distributed
according to the equilibrium distribution µpi(x) of the unper-
turbed dynamics. Finally, the transition probability between





The Radon-Nikodym derivative for path ensembles g(x) con-
tains the ratio of the partition functions Z/˜Z as a multiplicative
factor. Since this factor appears both in the numerator and the
denominator of Eq. (30), it gets canceled, and the partition
functions do not have to be calculated.
Tij(τ) [and analogously T˜ij(τ)] is an element of the s × s
MSM transition matrix T(τ), where s is the number of dis-
joint sets (microstates). We characterize the MSM by plotting
and analyzing the dominant left and right eigenvectors of the
transition matrix
T(τ)ri = λi(τ)ri,
l>i T(τ) = λi(τ)l>i ,
(31)
where l>i denotes the transpose of vector li. We assess the
approximation quality of the MSM by checking whether the
implied time scales
ti = − τln(λi(τ)) = const, ∀ τ > 0 (32)
are constant.9,12
E. Projection
We now consider a perturbation U(·) that does not directly
affect the relevant coordinates used to construct the MSM. In
such a situation, the perturbation acts mainly on the coordi-
nates directly perturbed and has a minor effect on the other
degrees of freedom, in particular on the relevant coordinates
that do not capture the full effect of the perturbation. Thus the
reweighting may become problematic because the reweight-
ing formula (25) is dominated by large, fluctuating gradients.
To address this issue, we propose to project the gradient of the
perturbation onto the coordinates used to construct the MSM.
Let us assume that the MSM has been built on a combination































〈χj,k , χj,k〉 χj,k . (34)
To understand why the projection reduces the variance of
the estimator, note that M =Mτ,x admits the decomposition
M = ˆMN , where ˆM = ˆMτ,x denotes the part of the Radon-
Nikodym derivative associated with the projected perturbation
and ˆN = ˆNτ,x denotes the part corresponding to its orthogo-
nal complement; for simplicity, we will drop the subscripts
in the following. We call the relevant coordinates that enter
ˆM the resolved coordinates and call all other coordinates
unresolved.
Now let Z be any random variable that is independent of
the unresolved variables. Then, for a fixed initial condition,
the variance of the reweighted estimator is given by
Var[ZM] = EP[Z2M2] − (EP[ZM])2, (35)
where EP[Z2M2] = E ˜P[Z2M] and EP[·] denotes the expec-
tation with respect to the reference measure P. Since the
estimators with reweighting factor M or ˆM are both unbiased,
it follows that the projection decreases the variance if
E
˜P[Z2M] ≥ E ˜P[Z2 ˆM] . (36)
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TABLE I. Overview of the notation.
State: x Path: ω
Space Γ ⊂ R6N Ωτ ,x = Γn ⊂ R6N ·n





Probability density µpi (x) |t→∞ µP(ω)
Probability of a state/path pi(A) = ∫A µpi (x)dx P(A) = ∫A µP(ω)dω
Expected value Epi [f (x)] = ∫A f (x)µpi (x)dx EP[f (ω)] = ∫A f (ω)µP(ω)dω
Absolute continuity pi(A) = 0⇒ pi(A) = 0 P˜(A) = 0⇒ P(A) = 0
Radon-Nikodym derivative dpidpi , see Eq. (21) dP˜dP , see Eq. (25)
In addition to Z being independent of the unresolved variables,
we further assume that ˆM and N are independent under ˜P, an
assumption that is at least approximately satisfied in our case
as is justified by the numerical experiments. As a consequence,
E
˜P[Z2M] = E ˜P[Z2 ˆM]E ˜P[N] , (37)
and it follows by Jensen’s inequality and N ≥ 0 that
1 = E
˜P[1/N] ≥ 1/E ˜P[N] , (38)
which implies thatE
˜P[N] ≥ 1. Note that 1 = E ˜P[1/N] follows
from the fact that 1/N is a probability density with respect
to ˜P. Further note that by the strict convexity of the function
f (x) = 1/x for x ≥ 0, the inequality is strict unless N is ˜P-a.s.
constant. Hence, assuming that N is not constant, we conclude
that (36) holds even strictly, which implies that elimination of
the unresolved variables strictly decreases the variance of the
estimator.
In Table I we summarize the main notation used in the
theory section (Sec. II).
III. METHODS
A. Two-dimensional system
The Brownian dynamics on a two-dimensional potential
energy function V (x, y),
dxt = −∇xV (xt , yt) + σdBxt ,
dyt = −∇yV (xt , yt) + σdByt ,
(39)
has been solved using the Euler-Maruyama scheme30 with an
integration time step of ∆t = 0.001. The term Bit denotes a
standard Brownian motion in the direction i = x, y, σ = 1 is
the volatility, and the random variables ηi were drawn from a
standard Gaussian distribution. The reference potential energy
function was
V (x, y) = (x2 − 1)2 + (y2 − 1)2 + |x − y| , (40)
and the perturbed potential energy function was V˜ (x, y, )
= V (x, y) + U(y) with
U(y) = −y. (41)
For both potential energy functions, trajectories of 8× 107 time
steps were produced. In both simulations, the path probability
ratio Mτ,x was calculated using Eq. (25). The MSMs have
been constructed by discretizing each dimension x and y into
40 bins, yielding 1600 microstates. The chosen lag time was
τ = 400 time steps.
B. Many-body system in three-dimensional space
We designed a six-particle system, in which five particles
form a chain while the sixth particle branches the chain at
the central atom [Fig. 6(a)]. The position of the ith particle is
ri ∈ R3. The potential energy between two directly bonded










with rij = rj  ri. The bond potential energy function is a
tilted double well potential. This ensures that the potential
energy function of the complete system has multiple minima
with varying depths. No non-bonded interactions were applied.










The Langevin dynamics [Eq. (1)] of this system have been
solved using the Bru¨nger-Brooks-Karplus (BBK) integrator31
with an integration time step of ∆t = 0.001. The masses M
of the particles, the temperature T, the friction coefficient γ,
and the Boltzmann constant kB were all set to one. The per-
turbed potential energy function was V˜ (r) = V (r) + U(r)
with






The perturbation is a harmonic potential energy along the
through-space distance between atoms (2, 4) and (3, 4), respec-
tively [green dashed line in Fig. 6(a)]. For both potential energy
functions, trajectories of 3.2 × 108 time steps were produced.
The MSMs were constructed on the two-dimensional space
spanned by the bond-vectors r12 and r13, i.e., on two coor-
dinates which were not directly perturbed. Each dimension,
x and y, has been discretized into 40 bins, yielding 1600
microstates. The chosen lag time was τ = 400 time steps.
In both simulations, the path probability ratio Mτ,x was calcu-
lated by projecting the gradient vectors ∇U (r24) and ∇U (r34)
on the vectors r12 and r13 and subsequently evaluating
Eq. (33).
C. Alanine and valine dipeptides
We performed all-atom MD simulations of acetyl-alanine-
methylamide (Ac-A-NHMe, alanine dipeptide) in implicit
and explicit water and of acetyl-valine-methylamide (Ac-V-
NHMe, valine dipeptide) in implicit water. All simulations
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were carried out with the OPENMM 7.01 simulation pack-
age,32 in an NVT ensemble at 300 K. Each system was
simulated with the force field AMBER ff-14sb.33 The water
model was chosen according to the simulation, i.e., the Gen-
eralized Born Surface Area (GBSA) model34 for implicit
solvent simulation and the TIP3P model39 for explicit sol-
vent simulation. For each of these setups, the aggregated
simulation time was 1 µs and we printed out the posi-
tions every nstxout = 100 time steps, corresponding to 0.2
ps. A Langevin thermostat has been applied to control the
temperature, and a Langevin leapfrog integrator35 has been
used to integrate Eq. (1). For implicit solvent simulations,
interactions beyond 1 nm are truncated. For explicit solvent
simulations, periodic boundary conditions are used with the
Particle-Mesh Ewald (PME) algorithm36 to estimate Coulomb
interactions.
In the alanine dipeptide simulations, we have per-
turbed the potential energy function of the backbone dihedral
angles φ and ψ. The reference potential energy functions
were
V (φ) = 0.27 cos(2φ) + 0.42 cos(3φ), (45)
V (ψ)= 0.45 cos(ψ − pi) + 1.58 cos(2ψ − pi) + 0.44 cos(3ψ − pi),
(46)
where the parameters have been extracted from force field
files and pi denotes the mathematical constant. The perturbed
potential energy function was a harmonic potential along each










where κφ and κψ are the force constants, which could be
adjusted after the simulation [Figs. 7(a) and 7(b)]. The gradi-
ent ∇ri U(·) in Eq. (25) is defined with respect to the Cartesian
coordinates. Thus, applying the chain rule, the path probabil-

























































In the valine dipeptide simulation, we have perturbed the
χ1 side-chain dihedral angle. The reference potential energy
function was
V (χ) = 0.337 cos(χ) + 0.216 cos(2χ − pi) + 0.001 cos(4χ − pi)
+ 0.148 cos(3χ) , (49)
where the parameters have been extracted from force field
files and pi denotes the mathematical constant. The perturbed






where κχ is the force constant, which could be adjusted after





























The MSM, for both alanine dipeptide and valine dipeptide
simulations, has been constructed by discretizing the dihedral
angles φ and ψ into 36 bins each, yielding 1296 microstates.
The chosen lag time was 20 ps for both the implicit and explicit
solvent simulations.
To study the distribution of the force of the solvent on
the solute, we have also performed one all-atom MD simu-
lation of acetyl-alanine-methylamide in explicit water at 300
K, with the GROMACS 5.0.2 simulation package,37 the force
field AMBER ff-99SB-ildn,38 the TIP3P water model,39 and
the velocity-rescaling scheme.40 The simulation time was
250 ns. We have printed out the trajectory and the total
forces every 1 ps, and afterwards we have rerun the sim-
ulation, loading the saved trajectory but excluding the sol-
vent. To obtain the value of the force of the solvent on the
solute, we have subtracted the new forces to those initially
saved.
IV. RESULTS AND DISCUSSION
A. Efficient implementation
To estimate a MSM at a perturbed potential energy func-
tion V (x) + U(x, κ) with the dynamical reweighting method,
one simulates a long trajectory x(t) at a reference potential
energy function V (x) using an integration time step ∆t. From
this trajectory m, short paths of length τ = n∆t are extracted,
yielding a set of paths Sτ,m = {ν1, ν2, . . . νm}, which can sub-
sequently be used to evaluate Eq. (29), where g([x0]k) is given
by Eq. (21) and Mx,τ(νk) is given by Eq. (25) or Eq. (33). As
discussed in Sec. II C, the factor Z/˜Z cancels for the estimate
of T˜ij(τ) [Eq. (30)] and the partition functions do not need to
be calculated.
Let us assume that the simulation integrates the Langevin
equations of motion for the reference potential energy func-
tion V (x) [Eq. (1)]. To estimate a MSM with transition
probabilities T˜ij(τ) for the dynamics in the perturbed poten-
tial energy function from a set of paths Sτ,m = {ν1, ν2, . . . νm},
we need to know the value of the perturbation U([xt]k , κ),
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the gradient of the perturbation ∇U([xt]k , κ) and the random
numbers ηk generated at every time step of the simulation
of each path νk , and the volatility σ. The volatility is deter-
mined by the temperature and the friction coefficient [Eq. (2)],
both of which are input parameters for the simulation algo-
rithm.
In a naive implementation of the reweighting method,
one would hence write out the positions and random num-
bers at every time step and calculate g([x0]k) and Mx,τ(νk)
in a post-analysis step. The advantage of this approach
is that the set of paths can be reweighted to the path
probability measure of any perturbation U(x, κ), as long
as the absolute continuity is respected [Eq. (20)]. On the
other hand, this approach is hardly practical because writ-
ing out a trajectory at every integration time step quickly
fills up any hard disc and slows down the simulation
considerably.
We therefore decided to compute the probability ratios
g([x0]k) and Mx,τ(νk) “on the fly” during the simulation. In
practice, the lag time τ of a MSM can only assume values’
integer multiples of the frequency nstxout at which the posi-
tions are written to file, i.e., of τ = n∆t =A · nstxout · ∆t
with A ∈ N. The discretized Itoˆ integral and the discretized
Riemann integral in Eq. (25) are sums from time step k
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“on the fly” and write out the results at the same fre-
quency nstxout as the positions. The path probability ratio







The potential energy of the perturbation U(xt) is written out
at the frequency nstxout, and the complete weight g([x0]k) ·
Mx,τ(νk) is calculated during the construction of the MSM. The
lag time τ can be chosen and varied after the simulation. The
modification of the MD integrator can be readily implemented
within the MD software package OpenMM.32 An example
script is provided in the supplementary material.
The approach requires that the perturbation potential
energy function U(r, κ) is chosen prior to the simulation.
Note however that if the perturbation potential energy func-
tion depends linearly on the parameter κ, i.e., if κ is a force
constant U(r, κ) = κ ·U(r), then the two integrals are written as
I(a, U(r, κ)) = κ · I(a, U(r)) and R(a, U(r, κ)) = κ ·R(a, U(r)).
Thus, it is sufficient to calculate I(a, U(r)) and R(a, U(r))
“on the fly” and to scale the integrals after the simulation to
any desired value of κ. A single simulation is sufficient to
allow for reweighting a whole series of perturbation potential
energy functions. Also, the integrator can be modified such
that the Itoˆ integrals I1(a), I2(2) . . . and the Riemann integral
R1(a), R2(2) . . . of several functionally different perturbation
energy functions U1(r), U2(r) . . . are calculated. Thus, using a
single reference simulation, one can reweight to several func-
tionally different perturbations and scale these perturbations
by an arbitrary force constant.
If the perturbation U(r) affects only a small subset of
all interactions in the system, the computational cost of cal-
culating of I i(a) and Ri(a) is modest. The blue line in Fig. 3
shows the computational costs for simulating alanine dipeptide
in implicit water with n = 0, 1, 2, 3, 4, 5 different perturba-
tions as the number of days required to obtain a trajectory of
1 µs for each perturbation on a small workstation. The red
line in Fig. 3 shows the computational cost of implementing
the same n perturbations into a single reference simulation.
For a single perturbation, 30% of the computational cost is
saved by dynamical reweighting, whereas for 5 perturbations
more than half of the computational cost is saved. Note that
the curve has been obtained by measuring the computational
cost and not by extrapolating from the cost of a single per-
turbation. The gain is even greater, if the dependence on
a force constant is to be studied. Moreover, in simulation
boxes of larger systems with explicit solvent, the number
of interactions affected by a typical perturbation is orders
of magnitudes smaller than the total number of all interac-
tions. Thus, the computational cost of calculating the integrals
I i(a) and Ri(a) “on the fly” becomes negligible. We remark
that, if I i(a) and Ri(a) are too large, the Girsanov reweighting
method might become numerically intractable. This might be
the case if the perturbation is too strong and hence ∇iU(r) is
large or if τ = n∆t is too large. Thus, a good discretization,
which allows for the use of small lag times τ, is crucial in
applying the Girsanov reweighting method to MSMs of larger
molecules.
FIG. 3. Number of days needed to product a trajectory of alanine dipeptide in
implicit solvent of 1 µs. The system has been perturbed by adding a harmonic
potential to different dihedral angles. The blue line denotes the time needed
to perform, respectively, 1,. . . ,5 simulations with different potential energy
functions (i.e., different perturbations). The red line is the time necessary to
perform one single simulation and to compute the Girsanov formula on fly for
1,. . . ,5 different perturbations at the same time. The benchmark test has been
realized on a CPU Intel(R) Core(TM) i5-4590CPU @ 3.30 GHz with 15
GB of RAM.
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B. Stochastic forces
The dynamical reweighting method has been derived by
using the Langevin equation of motion as the starting point. It
relies on the assumption that the random forces are generated
by a Wiener process (Appendix B), and it can hence be used
directly for MD simulations thermostatted by a Brownian or a
Langevin thermostat.
However from a physical perspective, the Langevin
dynamics only approximates the Hamiltonian dynamics of the
complete system, by splitting the system in a subsystem S
and a heat bath B and replacing the interaction of the sub-
system with the heat bath by a friction term and a stochastic
process. To develop a dynamical reweighting method for a
Hamiltonian dynamics simulation, one could split the system
into two subsystems S and B, measure the forces which sub-
system B exerts on subsystem S, and use these forces as a
substitute for the random forces in the path probability ratio.
We have tested this on alanine dipeptide by performing a sim-
ulation in explicit solvent. We measured the force distribution
of the bath degrees of freedom on the heavy atoms of alanine
dipeptide and found that they considerably differ from a Gaus-
sian distribution (Fig. 4). Moreover, we would expect that the
random forces do not fulfill the usual goodness-criteria of a
random number generator. Thus, overall we are skeptical that
estimating a substitute for the random forces from a Hamilto-
nian dynamics simulation, including simulations thermostat-
ted by the Nose´-Hoover or the Berendsen thermostat, will be
successful.
Other thermostats, such as the velocity-rescaling or the
Andersen thermostat, use random numbers which are however
not converted into a Wiener process. For the time-discrete tra-
jectories generated by MD simulations with these thermostats,
it is possible to derive reweighting schemes based on the
probability of the sequence of random numbers. However, as
explained in Appendixes A and B, the path probability ratio
would diverge in the limit of continuous paths.
We therefore decided to use the Langevin leapfrog inte-
grator35 to integrate the Langevin equation of motion for both
the implicit and explicit solvent simulations and used the
random forces generated by the integrator to reweight the path
ensemble.
FIG. 4. Distribution of the force of the solvent on the 5th and 6th atoms of
the alanine dipeptide. (Blue) Force on the x direction, (green) force on the y
direction, and (red) force on the z direction.
C. Two-dimensional system
As a first application, we consider the Brownian dynam-
ics of a particle moving on a two-dimensional potential energy
function [Eq. (39)]. The reference potential energy function
V (x, y) [Eq. (40), Fig. 5(A)] has two minima at (1, 1) and
(1, 1) which are connected by a transition state at (0, 0). We
added a perturbation [Eq. (41)] which tilts the energy func-
tion V˜ (x, y) along the direction y, such that the minimum at
(1, 1) becomes much deeper than the minimum at (1, 1).
Figures 5(B) and 5(E) show the dominant left MSM eigenvec-
tors of the two systems (direct MSMs). The first eigenvector
corresponds to the equilibrium distribution. In both cases, the
second eigenvector represents the transition between the two
wells, while the third eigenvector corresponds to an exchange
of probability density between the transition state region and
the two wells.
Figure 5(C) shows the MSM eigenvectors obtained by
reweighting the simulation in V (x, y) to the perturbed poten-
tial energy function V (x, y) + U(y) (reweighted MSM). Both
eigenvectors [Eq. (31)] and implied time scales [Eq. (32)]
are in perfect agreement with Fig. 5(E). This confirms that
reweighting MSMs using the Girsanov formula works well for
a low-dimensional Brownian dynamics.29 Note that the simu-
lation in the reference potential energy function V (x, y) exhibits
frequent transitions between the two minima, and thus Eq. (24)
is certainly fulfilled. By contrast, in the perturbed system
V˜ (x, y), the simulation sampled considerably fewer transitions
FIG. 5. Two-dimensional system. (A) Reference potential. (B) Dominant left eigenvectors of the reference potential. (C) Dominant left eigenvectors reweighted
from the reference dynamics. (D) Perturbed potential. (E) Dominant left eigenvectors of the perturbed potential. (F) Dominant left eigenvectors reweighted from
the perturbed dynamics.
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between the minima and only a small fraction of the sim-
ulation time was spent in the minimum in the lower left
corner. Figure 5(F) shows the dominant eigenvectors of a
MSM of the reference dynamics constructed by reweight-
ing the perturbed path ensemble. The fact that Fig. 5(C)
is in excellent agreement with Fig. 5(B) demonstrates that
the reweighting method yields accurate results even for path
ensembles with low numbers of transitions across the largest
barriers of the system and thus suggests that it can be applied
to high-dimensional dynamics on rugged potential energy
surfaces.
D. Many-body system in three-dimensional space
As a second example, we studied a six-particle system,
in which five particles form a chain while the sixth particle
branches the chain at the central atom Fig. 6(a). We constructed
the MSM on the central bonds r12 and r13 but applied the
FIG. 6. Many-body system. (a) The perturbation acts on r24 and r34, while the
MSM is constructed on the distances r12 and r13. (b) Dominant eigenvectors
obtained by direct simulations of the reference and perturbed system and
by reweighting the reference simulation. (c) Eigenvectors projected on the
coordinates r12 and r13: blue: reference, green: perturbed, and red: reweighted.
perturbation potential energy function along the through-space
distances r24 and r34. Thus, the perturbation was projected
onto the reaction coordinates r12 and r13 during the reweight-
ing. The reference potential energy function for each bond is
a tilted double well potential, such that the reference system
exhibits four metastable states [first row of Fig. 6(b)]. The six-
particle system and the reference potential energy function are
symmetric. Thus the MSM of the reference system has two
degenerate dominant eigenvectors with implied time scales of
1.1 · 104∆t.
The perturbation contracts the bonds, thereby stabilizing
the metastable state at the lower left corner in the 1st eigenvec-
tor [second row of Fig. 6(b)]. Its effect is to break the symmetry
and to accelerate the dynamics, yielding implied time scales of
6.7 ·104∆t and 5.9 ·104∆t. The third row of Fig. 6(b) shows the
eigenvectors and the implied time scales obtained by reweight-
ing the simulation at the reference potential energy function to
the perturbed potential energy function. The projection of the
eigenvectors [Fig. 6(b)] demonstrates that the direction simu-
lations of the perturbed system and the reweighted model are
in almost perfect agreement. The relative error of the implied
time scale of the second and third eigenvectors is 5.2% and
0.7%, respectively.
E. Alanine dipeptide and valine dipeptide
Figure 7 shows the results for alanine dipeptide (Ac-A-
NHMe) in implicit water. The MSM has been constructed on
the φ and ψ backbone dihedral angles, and the slow eigen-
vectors of the unperturbed system are shown in Fig. 7(c).
The first eigenvector shows the typical equilibrium distribu-
tion in the Ramachandran plane.41 The second eigenvector
represents torsion around the φ angle and corresponds to a
kinetic exchange between the Lα-minimum (φ > 0) and the α-
helix and β-sheet minima (φ < 0). The associated time scale
is 2.8 ns. The green arrows in Fig. 7(c) represent the fre-
quency of the transitions, with the transition Lα↔ β-sheet
conformation occurring more frequently than the transition
Lα ↔ α-helical conformation. The third eigenvector repre-
sents a transition β-sheet ←→ α-helical conformation, i.e.,
torsion around ψ, and is associated with a time scale of
27 ps.
We perturbed the dynamics by adding a harmonic poten-
tial to the dihedral angle potentials of the φ- and ψ-angle
[Figs. 7(a) and 7(b), Eq. (47) with κφ = 0.5 and κψ = 0.5].
The α-helical region is somewhat stabilized by the perturba-
tion but otherwise the dominant eigenvectors are very similar
to the unperturbed system [second row in Fig. 7(c)]. How-
ever, the perturbation changes the relative frequency of the
two possible transitions (green arrows) in the second eigen-
vector, resulting in an increased implied time scale of 4.5 ns.
The third row of Fig. 7(c) shows the dominant eigenvectors
of the perturbed system obtained by reweighting the reference
simulations, and Fig. 7(d) shows the projection of the eigen-
vectors of all three models onto the φ− and ψ-torsion angle.
The reweighted model is in excellent agreement with the direct
simulation of the perturbed systems. The relative error of the
implied time scale associated with the second eigenvector is
4.1%.
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FIG. 7. Alanine dipeptide. (a) Potential energy function along φ: blue:
reference potential energy function V (φ) [Eq. (45)], green: perturbed potential
energy function V (φ) + U(κφ = 0.5, κψ = 0,φ,ψ) [Eq. (47)]. (b) Potential
energy function along ψ: blue: V (ψ) [Eq. (46)], green: V (ψ) + U(κφ = 0, κψ
= 0.5,φ,ψ) [Eq. (47)]. (c) Dominant MSM eigenvectors of alanine dipeptide.
(d) Eigenvectors projected onto the φ and ψ backbone torsion angles: blue:
reference, green: perturbed, and red: reweighted.
Figure 8(a) shows the implied time scale test [Eq. (32)]
for alanine dipeptide in implicit water. All three systems
(reference, perturbed, and reweighted) show constant implied
time scales, indicating that the MSMs are well converged.
Moreover, the graph shows that the reweighting method can
recover the implied time scales of the perturbed system over
a large range of lag times τ. We have repeated the alanine
dipeptide simulations in explicit water. The eigenvectors are
very similar to those of alanine dipeptide in implicit water
FIG. 8. Alanine dipeptide. (a) Implied time scales in implicit solvent. (b)
Implied time scales in explicit solvent. Reference potential (blue line),
perturbed potential (green line), and reweighting method (red dashed line).
(data not shown), but the associated implied time scales dif-
fer from the implicit solvent simulations [Fig. 8(b)]. In the
unperturbed system, the implied time scale of the second
eigenvector was 3.1 ns and the implied time scale of the third
eigenvector was 75 ps. Perturbing the dihedral angle potentials
slightly increased the implied time scale of the second eigen-
vector to 3.5 ns and left the implied time scale of the third
eigenvector unaffected. The implied time scales of the ref-
erence simulation and the direct simulation of the perturbed
system were constant, whereas we noticed a slight drift in the
implied time scale of the second eigenvector for the reweighted
MSM. At τ = 45 ps, the measured implied time scale is 3.4 ns
which corresponds to a relative error of 2.8%.
We also tested the dynamical reweighting method on
valine dipeptide (Fig. 9). Here, however, we perturbed the
potential energy function of the χ-side chain dihedral angle
[Fig. 9(a)] by adding a harmonic potential, while constructing
the MSM on the φ and ψ backbone dihedral angles. Thus, the
perturbation did not directly act on the variables of the MSM.
The perturbation of the χ angle had no effect on the eigen-
vectors of the MSM [Fig. 9(b)], but it did change the implied
time scales. It caused a decrease of the implied time scale of
the second eigenvector from 1.3 ns in the reference simulation
to 1.0 ns in the perturbed simulation and a slight increase of
the implied time scale of the third eigenvector from 159 ps
in the reference simulation to 170 ps in the perturbed simu-
lation. Reweighting the reference simulation to the perturbed
potential energy function recovered the results of the direct
simulation of the perturbed system. The implied time scales
obtained by the reweighting calculation were 1.0 ns (relative
error: 4.9% before rounding to ns) for the second eigenvec-
tor and 179 ps (relative error: 5.3%) for the third eigenvector.
This shows that the dynamical reweighting method also works,
when the perturbation acts on degrees of freedom which are
not part of the relevant coordinates on which the MSM is
constructed.
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FIG. 9. Valine dipeptide. (a) Reference potential energy function of the side-
chain dihedral angle χ, V (χ) (blue line), and perturbed potential energy
function, V (χ) + U(κχ = 0.5, χ) (green line). (b) First three MSM eigen-
vectors of the valine dipeptide, where the MSM is constructed in the space
spanned by the φ- and ψ-backbone dihedral angle. (c) Associated implied
time scales as a function of the lag time τ. Reference potential (blue line),
perturbed potential (green line), and reweighting method (red dashed line).
Figure 10 illustrates how to use the dynamical reweight-
ing method to study the influence of a force constant on the
molecular dynamics. It shows the implied time scale of the
second and third MSM eigenvectors of alanine dipeptide in
explicit water as a function of the force constant κφ , where
the perturbation potential energy is given by Eqs. (45) and
(47). The scan has been repeated with different values of the
force constant κψ for the potential energy function of the ψ-
backbone dihedral angle [Eqs. (46) and (47)]. The dynamics is
more sensitive to a change in the value of κφ than to a change
of κψ , but the overall effect of the perturbation is moderate. It
is important to point out that MSMs which are summarized in
Fig. 10 have been constructed from a single simulation at the
reference potential energy function. During this simulation,
the Itoˆ integral I(a) and the Riemann integral R(a) have been
calculated for κφ = 1 and κψ = 1, and the force constants have
been scaled after the simulation during the construction of the
MSM, as described in Sec. IV A.
FIG. 10. First and second implied time scales of alanine dipeptide in explicit
solvent as a function of the parameters kφ , kψ , estimated with the Girsanov
reweighting methods.
V. CONCLUSION
We have presented the Girsanov reweighting scheme,
which is a method to study the dynamics of a molecular
system subject to an (external) perturbation U(κ, x) of the
(reference) potential energy function V (x). It allows for the
estimation of a dynamical model, e.g., a MSM, of the per-
turbed system from a simulation at the reference potential
energy function. The underlying assumption is that the equa-
tion of motion generates a path ensemble and that we can
define a probability measure on this ensemble. A perturbation
of the potential energy function causes modification of the
probability measure. The Girsanov theorem guarantees that
the probability ratio between these two measures exists (under
certain conditions) and leads to an analytical expression for
this ratio [Eq. (25)]. By reformulating the MSM transition
probabilities as path ensemble averages, we can apply the
Girsanov reweighting scheme to obtain the transition prob-
abilities of the perturbed system from a set of paths generated
at the reference potential energy function. The method can
be extended to the variational approaches,42,43 milestoning
approaches,44,45 or tensor approaches46 to molecular dynam-
ics, since in each of these methods the molecular transfer
operator is discretized and the resulting matrix elements are
estimated as path ensemble averages.
Calculating the path probability ratio requires knowledge
of the random forces at each integration time step. For the
explicit solvent simulations, we have introduced stochastic
forces by using a Langevin thermostat. In an efficient imple-
mentation of the method, two terms which are needed to
calculate the probability ratio should be calculated “on the
fly” during the simulation. We have demonstrated this using
the MD simulation toolkit OPENMM.32
Two other dynamical reweighting schemes for MSMs
have been published in recent years. In the reweighting scheme
for parallel tempering simulations,47,48 the path probability
density is defined for time discretized paths at a reference
temperature and then reweighted to different temperatures
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using statistically optimal estimators.49,50 Like the Girsanov
reweighting scheme, this method relies on the random forces
at each integration time step and reweights the contribution of
each path to the estimate of the transition probability indi-
vidually. We remark that the reweighting to different ther-
modynamic states cannot be extended to the limiting case
of continuous paths because for different volatilities the path
probability ratio relative to the Wiener process cannot be
defined (see Appendix A). This however seems to be of lit-
tle practical importance. In the Transition-Based Reweight-
ing Analysis Method (TRAM),51–53 rather than reweighting
the probabilities of each individual path, the MSM transition
probabilities Tij(τ) are directly reweighted to a different poten-
tial energy function or a different thermodynamic state using
a maximum likelihood estimator for the transition counts.
This becomes possible, if one additionally assumes that the
dynamics is in local equilibrium within each microstate of
the MSM, which possibly renders the method more sensi-
tive to the MSM discretization than path-based reweighting
methods.
We have tested the Girsanov reweighting method on sev-
eral systems, ranging from diffusion in a two-dimensional
potential energy surface to alanine dipeptide and valine dipep-
tide in implicit and explicit water. Importantly, the direct sim-
ulations of the perturbed potential energy function (Figs. 6,
7, and 9) are only included as a validation for the method.
In an actual application, one would only simulate the system
at the reference potential energy function and then reweight
to the perturbed potential energy function, thus saving the
computational time of the direct simulation of the perturbed
system.
Girsanov reweighting could be useful in several areas of
research. First, one can very efficiently test the influence of
a change in the potential energy function on the dynamics of
the molecule. The influence of a change in the force constant
on the dynamics is particularly easy to study. The Girsanov
reweighting method can therefore be applied to improve the
dynamical properties of force fields,41 by, for example, tuning
the force constants to match an experimentally measured cor-
relation time. Similarly, one can use Girsanov reweighting to
understand the influence of restraining potentials54,55 on the
dynamics of the system. Second, the method can be used to
understand which degrees of freedom have the largest influ-
ence on the slow modes of the molecule.56,57 For example, for
alanine dipeptide, we showed that the slow dynamic modes are
more sensitive to a force field variation in the φ-backbone dihe-
dral angle than they are to a variation in the ψ-backbone dihe-
dral angle. Last but not least, Girsanov reweighting can be used
to account for the effect of any external potential which has
been added to the simulation in order to enhance the sampling.
Thus, one can, for example, estimate MSMs from metadynam-
ics simulations,58,59 Hamilton replica exchange simulations,60
or umbrella sampling simulations.61
SUPPLEMENTARY MATERIAL
See supplementary material for the example script for the
implementation of the dynamical reweighting method with
OpenMM.32
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APPENDIX A: TIME-DISCRETE AND CONTINUOUS
PATH SPACE MEASURES
Path probability densities of time-discrete paths are
derivatives with respect to the Lebesgue measure dω
= dx1dx2 . . . dxn, i.e., µP(ω) = dP/dω. Here, we discuss why
it is difficult to extend the concept of path probability den-
sities to time-continuous paths. Consider a diffusion process
xt ∈ Γ ⊂ R which is a solution of the stochastic differential
equation
dxt = a(xt)dt + σdBt , 0 ≤ t ≤ τ , (A1)
where a(·) is a drift, Bt is a Brownian motion, σ is a volatility,
and τ is the total time. Discretizing Eq. (A1) using the Euler-
Maruyama method yields62
xk+1 = xk + ak∆t + ηkσ
√
∆t, 0 ≤ k ≤ n , (A2)
where ak = a(xt), ∆t is a time step, and ηk is a random num-
ber drawn from a standard Gaussian distribution. Iterating
Eq. (A2) n times generates a time-discrete path as defined in
Sec. II B. Likewise, the path space isΩτ,x = Γn. The path prob-
ability measure P and the associated path probability density
µP(ω) are given by Eqs. (6) and (7), respectively.
For a Brownian motion with drift, there is an analytical
expression for the transition probability density p(xk , xk+1;∆t)
of time-discrete paths,










The probability density of a path (x0, x1, . . . , xn) conditional
on starting at x0 is then simply given by the product of the
corresponding transition probabilities,














Ideally, one would like to see the continuous path density
on the space of, say, continuous curves, to emerge in the limit
∆t → 0, n → ∞ with n∆t → τ. However, a short moment of
reflection convinces us that this cannot be the case: First, the
normalization constant, the denominator in (A4), diverges as
∆t → 0 and n→ ∞. Second, the paths of the Brownian motion
are nowhere differentiable and, as a consequence, the term
(xk+1 − xk)/∆t in the path density becomes ill-defined. Third,
the reference measure in µP = dP/dω is the n-dimensional
Lebesgue measure dω that has no meaning for n→ ∞.
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APPENDIX B: DERIVATION OF THE GIRSANOV
FORMULA
We now show how the problems described in Appendix A
can be solved by considering path densities with respect to ref-
erence measure other than the Lebesgue measure, which then
gives rise to the Girsanov formula. We note that our short
derivation stays purely formal and is given for the reader’s
convenience. The interested reader may consult standard text-
books on Stochastic Differential Equations (SDEs).28,63 Anal-
ogously to Eqs. (A1) and (A2), we define a second diffusion
process with initial conditions x0 = x ∈ R by
dxt = b(xt) dt + σdBt (B1)
and
xk+1 = xk + bk∆t + ηkσ
√
∆t . (B2)
Given a particular path ω starting at x0, the likelihood ratio
















In Eq. (B3), the normalization constants get canceled which
solves the first problem mentioned in Appendix A. Rearrang-
ing the fraction, moving the product into the exponent, and
expanding the quadratic terms yield
Mτ,x(ω) = exp *,
n∑
k=0



























In the second line, terms which do not contain either ak∆t or bk∆t cancel. Hence, ∆t cancels in the overall expression and hence
the time derivative of xt does not appear. This solves the second problem from Appendix A.
The remaining terms have straightforward interpretations: Taking the limit ∆t → 0 and n → ∞ such that n∆t → τ, the























(bk − ak)(xk+1 − xk) =
∫ τ
0
(b(xs) − a(xs))dxs =
∫ τ
0
(b(xs) − a(xs)) (a(xs)ds + σdBs) . (B6)
























































Equation (B7) is an analytical expression for the likelihood
ratio of time-continuous paths. In other words, even though
the probability densities of the discrete paths have no straight-
forward extension to the continuous case, their likelihood ratio
is always well defined, provided that the two processes are
driven by the same Gaussian noise process to yield cancellation
of the problematic terms (and further technical integrability
conditions).
In this paper, we use the Euler-Maruyama discretization
Mτ,x(ω) = exp *,
n∑
k=0











of the Girsanov formula (B7) which is consistent with
the Euler-Maruyama discretization of the corresponding
SDEs.
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In the previous chapters we have introduced MSMs, a tool to approximate the dynamics
of a molecular system as a jump process between microstates, i.e. small disjoint sets of the
state space. To build an MSM, one needs of a time discretized trajectory (or a collection
of replicas), that samples the state space and the rare events, i.e. the transitions through
the high barriers of the potential energy function. Thus, the quality of the MSM depends
on the quality of the trajectory and a system characterized by high barriers, could be
diﬃcult to sample, producing a large statistical error of the MSM.
Several enhanced sampling techniques, exist in MD ﬁeld to solve this problem, e.g.
metadynamics [43, 44, 45, 46] or umbrella sampling [29, 30]. The general idea is to add a
bias, i.e. a function of relevant coordinates, to the potential energy function, in order to
drive the system out of the minima and to force the system to explore rare conformational
states. Typically, these tools are used to reconstruct the free energy proﬁle of the system,
i.e. the projection of the potential energy function on relevant coordinates.
On the other hand, the bias modiﬁes the Hamiltonian and aﬀects the dynamical
properties of the system. It follows that a trajectory produced by a bias potential cannot
be used to build a correct MSM describing the dynamics of a molecular system and
then, typically, MSMs cannot be used together in combination with enhanced sampling
techniques.
A solution to this problem, is oﬀered by Girsanov reweighting [40, 41], a recent
technique that permits to reweight path ensemble averages, like the correlation functions
used to build the MSMs, when the Hamiltonian of the system is perturbed by an external
potential energy function.
In this chapter, we present a recently published paper [59], where Girsanov reweight-
ing has been implemented with metadynamics, in order to reweight the MSMs produced
by biased simulations and obtain the correct information about the dynamics of an un-
biased molecular system. Thus, Girsanov reweighting closes the missing link between
metadynamics and MSMs, providing a tool that exploits the advantages of both the
techniques. The combination of these methods can be relevant to study the dynamics
of systems with high barriers and reduce the computational cost to build the MSM of a
molecular system.
In metadynamics, one chooses a proper set of relevant coordinates, then perturbs the
Hamiltonian with a sum of Gaussian functions deposited along the relevant coordinates.
After a long time, the time-dependent bias converges to minus the free energy proﬁle.
The method is excellent to ﬁnd the free energy surface of the system, however, the bias
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accelerates signiﬁcantly the dynamics of the system. If a metadynamics trajectory is used
to build an MSM, one would obtain smaller timescales respect to the unbiased dynamics.
We use Girsanov reweighting in order to reweight a metadynamics simulation and to
build the MSM for the unbiased system. We have developed two protocols:
1. Buildup protocol: The reweighting is applied directly on the time-dependent bias
produced during the metadynamics simulation.
2. Rerun protocol: A ﬁrst simulation is used to build the metadynamics potential,
then a second simulation is performed with the bias as constant perturbation. The
reweighting is performed on the second simulation.
I contributed to the paper describing the theory of metadynamics, of Girsanov reweight-
ing and how can be used together to construct an MSM. I carried out all the simula-
tions and the MSMs construction, by Girsanov reweighting, of the systems described in
the paper: the one-dimensional diﬀusion process, the Alanine-dipeptide, the VGVAPG
hexapeptide and the β-hairpin peptide.
https://doi.org/10.1063/1.5027728
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Metadynamics is a computational method to explore the phase space of a molecular system. Gaussian
functions are added along relevant coordinates on the fly during a molecular-dynamics simulation
to force the system to escape from minima in the potential energy function. The dynamics in the
resulting trajectory are however unphysical and cannot be used directly to estimate dynamical prop-
erties of the system. Girsanov reweighting is a recent method used to construct the Markov State
Model (MSM) of a system subjected to an external perturbation. With the combination of these
two techniques—metadynamics/Girsanov-reweighting—the unphysical dynamics in a metadynam-
ics simulation can be reweighted to obtain the MSM of the unbiased system. We demonstrate the
method on a one-dimensional diffusion process, alanine dipeptide, and the hexapeptide Val-Gly-
Val-Ala-Pro-Gly (VGVAPG). The results are in excellent agreement with the MSMs obtained from
direct unbiased simulations of these systems. We also apply metadynamics/Girsanov-reweighting
to a β-hairpin peptide, whose dynamics is too slow to efficiently explore its phase space by direct
simulation. Published by AIP Publishing. https://doi.org/10.1063/1.5027728
I. INTRODUCTION
Molecular dynamics (MD) simulations yield a realization,
xt , of the conformational dynamics of a molecular system at
atomistic resolution, where x ∈ Γ is a point in the molecular
phase space Γ and t is the time. MD simulations are typically






which can then be interpreted in terms of the underlying
phase-space probability density µΓ(x). Molecular systems are
characterized by a vast phase space and high barriers in the
potential energy function. Thus, the sampling of the phase-
space probability density converges slowly, which renders the
estimation of ensemble averages from direct unbiased simula-
tions computationally expensive or even prohibitive for many
systems.
A wide range of techniques have been developed to
enhance the sampling in MD simulations, such as replica
exchange MD,1 umbrella sampling,2 and metadynamics.3–6
These simulations yield unphysical trajectories. However, the
phase-space ensemble average of the unbiased molecular sys-
tem can nonetheless be estimated from these trajectories by
comparing the phase-space probability densities of the biased
and the unbiased system for each frame in the trajectory
(phase-space reweighting). The combination of enhanced sam-
pling and phase-space reweighting techniques has increased




It is important to note that the analysis of phase-space
ensemble averages only yields information on the relative
population of the various conformations of the molecular sys-
tem but not on the dynamics with which the system transi-
tions between these conformations. In fact, when estimating
phase-space ensemble averages from trajectory data, the time-
information is completely neglected. In principle, MD trajec-
tories contain the full information of the molecular dynamics.
Yet, extracting any interpretable dynamic properties from these
data is an intricate task.7–11 One property, which can read-
ily be estimated from MD trajectories, is the time-lagged
correlation function between two observable functions a(x)
and b(x),





a(x)µΓ(x)p(x, y; τ)b(y) dx dy, (2)
where p(x, y; τ) is the transition probability density, i.e.,
the probability to find the system at y after at time t + τ
given that it has been in x at time t. Markov state models
(MSMs)12–20 make use of cross-correlation functions to build
a transition probability matrix of the dynamics. From the dom-
inant eigenvectors and eigenvalues of the transition probability
matrix, one obtains a coarse-grained, and thus humanly under-
standable, representation of the complex and often multiscalar
molecular dynamics. MSMs have become an indispensable
tool for the elucidation of complex molecular dynamics and
have highlighted the importance of dynamic effects in under-
standing the function and macroscopic properties of molecular
systems.21–26
When constructing MSMs, one faces a similar sam-
pling problem as for the estimation of phase-space ensem-
ble averages. However until a few years ago, MSMs
could not be estimated from enhanced sampling simulations
because methods to reweight the transition probability density
0021-9606/2018/149(7)/072335/15/$30.00 149, 072335-1 Published by AIP Publishing.
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p(x, y; τ) from the biased dynamics to the unbiased dynam-
ics were lacking. Although protocols to optimally seed27 and
respawn28 simulations have been proposed, the limitation
to unbiased simulations made MSMs computationally very
expensive.
In recent years, several dynamic reweighting schemes32–36
have been published with which one can reweight a discrete
approximation of the transition probability density, namely,
P[xt+τ ∈ Bj |xt ∈ Bi], the conditional probability of finding the
system within state Bj at time t + τ, given that it has been in
state Bi at time t. Bi, Bj ⊂ Γ are discrete states in the phase space
of the system. These methods need to assume that the system
is in local equilibrium within state Bi before it transitions to
state Bj.
An alternative approach is the Girsanov reweighting
method for path ensemble averages,37–39 in which not the
transition probability P[xt+τ ∈ Bj |xt ∈ Bi] but the transition
probability density p(x, y; τ) is reweighted. One advantage of
this approach is that one does not need to assume local equilib-
rium or even the prior definition of a particular discretization
of the molecular phase space. Reweighting p(x, y; τ) becomes
possible by considering the ensemble of all possible paths ω
= {x0, x1, . . ., xn} of length τ which start in point x0 at time t
and end in point xn = y at time t + τ. Then, instead of reweight-
ing the transition probability as such, the probability density
with which each individual path occurs is reweighted from the
biased dynamics to the unbiased dynamics. Integrating over the
path ensemble with appropriately reweighted path probability
densities ultimately yields the transition probability density of
the unbiased system.
We have recently demonstrated the Girsanov reweighting
method for all-atom MD simulations and used it to reweight
MSMs from a reference potential energy function to a series
of perturbed potential energy functions.39 Since the transi-
tion probability density p(x, y; τ) is reweighted, the Girsanov
reweighting method can be applied to reweighted arbitrary
correlation functions [Eq. (2)] and to obtain the associated
dynamic properties, such as, for example, stopping times of
trajectories which reach a certain target set.40
In this contribution, we ask whether Girsanov reweight-
ing can be used to obtain unbiased MSMs from simulations
which are biased by a metadynamics potential. Metadynam-
ics3–6 is an enhanced sampling method, in which Gaussian
functions are deposited along collective variables such that
the system is driven out of the minima of the potential energy
function. When fully converged, the metadynamics potential
compensates the free energy surface in the space of the col-
lective variables. Thus, the bias is quite strong. On the other
hand, the variance of the Girsanov reweighting estimator sen-
sitively depends on the gradient of the bias. We choose a
heuristic approach and test whether a biasing strength which
yields an appreciable speed-up of the simulation is compati-
ble with the Girsanov reweighting method. First, we bench-
mark the biasing strength and the metadynamics/Girsanov-
reweighting method on a one-dimensional diffusion process.
Then, we demonstrate the method on two molecular systems
for which reference MSMs can be constructed by direct sim-
ulation (alanine dipeptide and a hexapeptide). Finally, we use
metadynamics/Girsanov-reweighting to obtain a MSM of a








dt = −∇Vt(r(t)) − γv(t) + ση(t),
v(t) = dr(t)dt ,
(3)
where M is the mass matrix, r(t) and v(t) ∈ R3N are the posi-
tion and the velocity vector. V t(r) is the potential energy func-
tion, which may be time-dependent. The interaction between
the molecular system and the solvent is modeled by the fric-
tion coefficient γ and an uncorrelated Gaussian white noise
η(t) ∈ R3N , which is scaled by the volatility σ according to
the Einstein relation σ =
√
2kBTγM where kB is the Boltz-
mann constant and T is the temperature of the system. The
state of the system at time t is represented by the vector x(t)
= {r(t), v(t)} ∈ Γ, where Γ = R6N denotes the phase space of
the system.
Numerical integration of Eq. (3) with a time step of ∆t
for n time steps yields a time-discretized trajectory ω = {x0,
x1, . . ., xn}. Note that the numerical integration requires a
sequence of normal random numbers for each dimension of
the position space η(i) = {η(i)1 , . . . , η(i)n }, with η(i)k ∼ N(0, 1)
and i ∈ [1, 2, . . . ,R3N ].
B. Metadynamics
A recurrent problem in MD simulations is that one needs
to generate very long trajectories to exhaustively sample the
phase space Γ. Metadynamics3,4 is a technique used to accel-
erate the exploration of the phase-space along a few relevant
coordinates (also known as collective variables) along which
the slowest transitions in the system occur. We consider a set
of d collective variables s = s(r) = {s1(r), s2(r), . . ., sd(r)}.
During the build-up phase in metadynamics, a time-dependent
potential Vmeta(s, t) is added to a reference potential V0(r), and
Eq. (3) is integrated with
Vt(r) = V0(r) + Vmeta(s(r), t). (4)
Thus, this build-up phase corresponds to a simulation of
Langevin dynamics with a time-dependent potential energy
function. The biasing potential is constructed as a growing







(si − si(r(t ′))2
2σ2si
+-, (5)
where W is the height of the Gaussian, and σs is the variance
of the Gaussian function along the collective variable s. At reg-
ular intervals τG, the biasing potential is updated by adding a
Gaussian function of widthσs, which is centered at the current
position r(t ′), to the current potential. Note that the parameter
τG is not related to the Markov model lag-time τ. The effect is
that already visited positions are discouraged and the system
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is driven out of the minima of the original energy potential. In
the long time limit, the biasing potential converges to minus
the free energy F profile along the collective variable Vmeta(s,
t →∞) = −F(s) + C, where C is a constant.
Well-tempered metadynamics is a variant of metadynam-
ics, in which the height of each Gaussian function W in Eq. (5)
is scaled according to







where W0 is the height of the Gaussian at Vmeta(s, t) = 0 and∆T
is a temperature-like parameter that controls the decay rate of
W. The higher the current metadynamics potential Vmeta(s, t) at
a position s, the smaller the height of the newly added Gaussian
functions. In the long time limit, the well-tempered metady-
namics potential [Eq. (5)] does not fully compensate the free
energy profile but converges to
Vmeta(s, t → ∞) = − ∆TT + ∆T F(s) + C, (7)











Note that ∆T controls the extent to which Vmeta(s, t → ∞)
compensates the free-energy profile. For ∆T → +∞, W →W0
and the standard metadynamics is retained, while for ∆T → 0,
unbiased MD is recovered.
Various reweighting schemes41–44 have been developed
to estimate phase-space ensemble averages of the reference
potential V0 from the biased simulation. Note, however, that
typically the build-up phase of a metadynamics simulation, i.e.,
the part of the simulation in which the metadynamics potential
grows, is not analyzed due to the difficulties that arise in ana-
lyzing dynamics at time-dependent potential energy functions.
Instead, the converged metadynamics potential Vmeta(s(r))
is used to construct a time-independent potential energy
function
V (r) = V0(r) + Vmeta(s(r)). (9)
MD simulation at this potential is carried out and analyzed by
phase-space reweighting methods. We will call this latter type
of simulation metadynamics rerun.
C. Markov state models
Consider a dynamic process which is Markovian, ergodic,
and reversible, such as Eq. (3). The time-evolution of the asso-
ciated phase-space probability density pt(x) can be represented
by a propagator P(τ), a continuous operator that transports
the probability density forward in time: pt+τ(y) = P(τ)pt(x) =
∫Γ p(x, y; τ)pt(x) dx. This propagator can be approximated by
Markov state models (MSM).12–18,20
In MSMs, the phase space is discretized into g disjoint sets
(or microstates) B1, B2, . . ., Bg with ∪gi=1Bi = Γ. Given a lag-
time τ, the probability of observing a transition from Bi to Bj,







1Bi (x)µΓ(x)1Bj (y) p(x, y; τ) dy dx, (10)
where 1Bi is the indicator function of the ith set
1Bi (x) B

1 if x ∈ Bi
0 otherwise
, (11)





where β = 1kBT ,H(x) = 12 v>Mv+V (r) is the classical Hamilto-
nian of the system, and Z = ∫Γ exp
[−βH(x)] dx is the partition
function.
The conditional transition probability P[xn ∈ Bj |x0 ∈ Bi]
of observing the system in Bj at time t + τ, given that it has





For reversible processes, the resulting transition matrix
T(τ): T ij(τ) is a matrix representation (approximation) of
the propagator. Its dominant eigenvectors and eigenval-





where l>k denotes the transpose of vector lk . If the implied time
scales
tk(τ) = − τln(λk(τ)) = const. ∀ τ > 0 (15)
are independent of the lag time τ, the approximation is
considered to be valid. In practice, one aims at finding a
region of τ, for which the implied time scales are roughly
constant.15,18
D. Girsanov reweighting
Girsanov reweighting37 is a method to reweight a path
ensemble averageEΩ[f ] which has been measured for dynam-
ics at potential V (r) to its corresponding value at V (r) + U(r),
without re-sampling the dynamics at V (r) + U(r). Because
Eq. (10) can be formulated in terms of a path ensemble aver-
age, Girsanov reweighting can be used to obtain the MSM for
dynamics at V (r) + U(r) by reweighting trajectories sampled at
V (r).38,39 We will explain the method using time-discretized
paths ω which are obtained by numerical integrating equa-
tion (3). For more details on path spaces and path probabil-
ities and the implications of using time-discrete rather than
time-continuous paths, see Ref. 39.
Let ω = {x0 = x, x1, . . ., xn} be a path of length τ = n ·∆t
which starts in a specific state x0 = x. The path space, i.e., the
set of all possible paths ω of length τ which start in x0 = x,
is Ωτ ,x. The path probability density, i.e., the probability of
observing a pathω ∈Ωτ ,x, is µΩ(ω) = µΩ(x1, x2, . . ., xn|x0 = x).
Let Sτ ,x ,m = {ω1, ω2, . . ., ωm} ⊂ Ωτ ,x be a sample of the path
space, which has been generated by integrating equation (3)
with V t(r) = V (r) and x0 = x. The probability density that
a particular path appears in the set is given by µΩ(ω). Let
furthermore f (ω) = f (x1, x2, . . ., xn) be a path observable, i.e.,
a function which assigns a real-valued number to each path
ω. The path ensemble average of f (ω) for dynamics at V (r) is
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obtained by a weighted integration over all paths, except for
the first state x0 = x,
EΩ[f | x0 = x] =
∫
Ωτ ,x









µΩ(x1, x2, . . . , xn | x0 = x)








The last equality only holds if the sampling is ergodic. Dynam-
ics at an altered potential V (r) + U(r) generate a different
path probability density µ˜Ω(ω) and a different path ensem-
ble average E˜Ω[f |x0 = x]. However, if the path probability
ratio Mτ,x(ω) = µ˜Ω(ω)/µΩ(ω) is defined, E˜Ω[f |x0 = x]
can be estimated from the set of paths Sτ ,x ,m sampled
at V (r),
E˜Ω[f | x0 = x] =
∫
Ωτ ,x












The Girsanov theorem specifies the conditions under which



























where ηik are the random numbers, along dimension i at time
step k, generated to integrate equation (3) with V (r), and
∇iU(rk) is the gradient of U(r) along dimension i measured
at the position rk .
E. Girsanov reweighting for MSMs
To use the Girsanov reweighting method on MSMs, the
cross-correlation function [Eq. (10)] has to be reformulated as
a path ensemble average. The transition probability p(x, y; τ)
in Eq. (10) is obtained from the path probability density µΩ(ω)
by integrating over all intermediate states between x0 = x and
xn = y,








µΩ(x1, x2, . . . , xn | x0 = x)
× dx1 dx2 . . . dxn−1. (19)
The indicator function of the final set Bj can be regarded as a
path observable f (ω) = f (xn) = 1Bj (xn) = 1Bj (y). Thus, the















µΩ(x1, x2, . . . , xn | x0 = x)
× dx1 dx2 . . . dxn−1
]
1Bj (xn) dxn, (20)
= EΩ[1Bj |x0 = x]. (21)
The integral over the initial states in Eq. (10) is then formally
a phase-space ensemble average [Eq. (1)] of an observable







µΩ(ω)1Bj (xn) dω dx
= EΓ[1Bi (x)EΩ[1Bj | x0 = x]]. (22)
The correlation function is thus a nested combination of
a path ensemble average and a phase-space ensemble average.
To obtain the correlation function C˜ij(τ) at V (r) + U(r), one
needs to reweight the path ensemble average EΩ[1Bj |x0 = x]





µ˜Γ(x) a(x) dx =
∫
Γ







The function g(x) is the probability ratio of the two phase-
space probability densities: µΓ(x) associated with V (r) and














Mτ,x(ω)µΩ(ω)1Bj (xn) dω dx.
(25)
In praxis, Cij(τ) is estimated from a set of m paths of
length τ, Sτ ,m = {ν1, ν2. . ., νm}, sampled at V (r) with initial







1Bi ([x0]k) · 1Bj ([xn]k), (26)
where [xi]k denotes the ith time step of the kth path. C˜ij(τ)
can be estimated from the same set of paths by reweighting







g([x0]k)1Bi ([x0]k) ·Mx,τ(νk)1Bj ([xn]k).
(27)
Finally, the transition probability between set Bi and set Bj for





The functions g(x) and Mτ ,x(ω) are two Radon-Nikodym
derivatives.37 In particular, g(x) represents a change of mea-
sure on the phase-space, while Mτ ,x(ω) represents a change
of measure on the path-space.
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F. Metadynamics/Girsanov reweighting
The metadynamics/Girsanov-reweighting method con-
sists of running metadynamics simulations and constructing
MSMs of the unbiased system by reweighting to the molecular
reference potential energy function V0(r). In rerun metady-
namics, the paths Sτ ,m = {ν1, ν2, . . ., νm} are sampled at the
time-independent potential given by Eq. (9). One would like
to reweight the resulting paths to the dynamics at V (r) + U(r)
= V0(r). Thus, the perturbation which enters Eq. (18) is
U(r) = V0(r) − V (r) = −Vmeta(r). (29)
A different application of the Girsanov reweighting to
metadynamics simulations exploits the fact that the Girsanov
theorem can also be used to reweight path ensembles gener-
ated by time-dependent potential energy functions. Thus, it
can be used to reweight the build-up phase of the metadynam-
ics potential. The perturbation which enters Eq. (18) is then
time-dependent and is given as
U(r, t) = V0(r) − V (r, t) = −Vmeta(r, t). (30)
Additionally, the phase-space probability ratio [Eq. (24)]
becomes time-dependent,







We consider a one-dimensional diffusion process xt which
is governed by the stochastic differential equation,
dxt = −∇V (xt) + σdBt , (32)
where Bt denotes a standard Brownian motion, σ = 1.5 is
the volatility, and V (x) is a one-dimensional potential energy
surface given by the function






− x3 + x. (33)
This function describes a one-dimensional triple-well poten-
tial. Equation (32) has been numerically integrated using the
Euler-Maruyama scheme
xn+1 = xn − ∇xV (xn)∆t + ση
√
∆t, (34)
where ∆t = 0.001 is the integration time step, η are indepen-
dent and identically distributed random variables drawn from
a standard Gaussian distribution, and n is the index of the time
step.
Direct simulations. We have first produced trajectories of
4e4, 4e5, 4e6, and 4e7 time steps. For each trajectory, we built
an MSM with enforced detailed balance, extracted the domi-
nant eigenvalues and eigenvectors, and estimated the implied
time scales [Eq. (15)] in the range of [10 : 500] time steps.
The MSMs were built by discretizing the interval x = −2 :
2 in 100 bins. The reference MSM is constructed on the tra-
jectory of 4e7 time steps with a lag-time of 50 time steps. To
obtain estimates of the uncertainties in the implied time scales,
we repeated each numerical experiment, i.e., simulation and
MSM construction, 50 times. Thus, for each of the considered
simulation lengths (4e4, 4e5, 4e6, and 4e7), we have 50 trajec-
tories and the associated MSMs. The implied time scales in the
column “Direct simulation” Table I are given as the average
for each sample of 50 MSMs, and the uncertainties are given
as the standard deviation.
Metadynamics build-up. The metadynamics potential
Vmeta(s(r)) [Eq. (5)] was generated with parameters W = 0.02,
σs = 0.2, and τG = 2000, where s(r) = x. Because Vmeta(s(r)) is
a sum over Gaussians, the gradient calculation becomes com-
putationally demanding as the number of terms in the sum
grows. To overcome this problem and keep the efficiency of
the simulation constant, we stored the bias at each update, on
a grid of 1000 bins between x = −2.0 and x = 2.0. We ter-
minated the build-up after 4e4 time steps (Vmeta4e4(x)), 4e5
time steps (Vmeta4e5(x)), 4e6 time steps (Vmeta4e6(x)), and 4e7
time steps (Vmeta4e7(x)) to obtain four different metadynam-
ics potentials for the metadynamics rerun experiments. We
reweighted the trajectory from each of the build-up phases
using Eqs. (30) and (31)and obtained an MSM of the unbiased
potential [Eq. (33)]. The MSMs were constructed analogously
to the MSMs of the direct simulation. As before, we repeated
TABLE I. Implied time scales associated with the second and third MSM eigenvector of the one-dimensional
diffusion process. The numbers show the average and standard deviation of a sample of 50 numerical experiments
(simulation and reweighted MSM).
Simulation Rerun Rerun Rerun Rerun
Time steps Direct simulation Vmeta4e4 Vmeta4e5 Vmeta4e6 Vmeta4e7 Build-up
4e4 1.5e3 ± 316 1.5e3 ± 415 1.61e3 ± 433 1.49e3 ± 309 1.74e3 ± 530 1.53e03 ± 142
345 ± 60 344 ± 60 353 ± 59 346 ± 50 391 ± 174 350 ± 48
4e5 1.53e3 ± 118 1.53e3 ± 107 1.49e3 ± 81 1.51e3 ± 86 1.57e3 ± 581 1.53e3 ± 76
357 ± 18 357 ± 17 355 ± 15 357 ± 17 381 ± 146 358 ± 16
4e6 1.52e3 ± 32 1.52e3 ± 34 1.52e3 ± 32 1.52e3 ± 21 1.5e3 ± 82 1.52e3 ± 26
357 ± 6 357 ± 5 357 ± 4 357 ± 4 347 ± 66 358 ± 5
4e7 1.53e3 ± 11 . . . . . . . . . . . . . . .
358 ± 2 . . . . . . . . . . . . . . .
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each numerical experiment, i.e., metadynamics build-up sim-
ulation and Girsanov-reweighted MSM, 50 times to obtain
averages and standard deviations of the implied time scales
(column “Build-up” in Table I).
Metadynamics rerun. We sampled the four meta-
dynamics potentials (Vmeta4e4(x), Vmeta4e5(x), Vmeta4e6(x),
Vmeta4e7(x)) by conducting simulations of 4e4, 4e5, 4e6, and
4e7 time steps for each potential. We reweighted each trajec-
tory using Eq. (29) and obtained an MSM of the unbiased
potential [Eq. (33)]. The MSMs were constructed analogously
to the MSMs of the direct simulation. In total, this yielded 16
different numerical experiments (metadynamics rerun simula-
tion and Girsanov-reweighted MSM). As before, we repeated
each numerical experiment 50 times to obtain averages and
standard deviations of the implied time scales (column Vmeta4e4
to Vmeta4e7 in Table I).
To numerically integrate Eq. (32) and to build the MSM,
we have written our own software in C++.
B. MD simulations
We performed MD simulations of acetyl-alanine-
methylamide (Ac-A-NHMe, alanine dipeptide), VGVAPG
hexapeptide, and a β-hairpin structure, in implicit water. All
simulations were carried out with the OpenMM 7.01 simula-
tion package45 in an NVT ensemble at 300 K. Each system
was simulated with the force field AMBER ff-14sb46 and the
GBSA model47 for implicit solvent simulation. A Langevin
thermostat has been applied to control the temperature and
a Langevin leapfrog integrator48 has been used to integrate
Eq. (3) with a time step of 2 fs. Interactions beyond 1 nm are
truncated. Metadynamics has been implemented through the
plugin Plumed2.6
Girsanov reweighting has been efficiently implemented
in OpenMM. We have estimated on the fly the terms of the
stochastic and the Riemann integral that appear in Eq. (18),























at the same frequency nstxout of the positions. After the sim-








where A ∈ N such that τ = n∆t = A · nstxout ·∆t. To
overcome numerical instabilities caused by Eq. (18), we
have used the high precision arithmetic libraries The GNU
Multiple Precision Arithmetric Library (GMPLib),49 The
GNU MPFR Library,50 and Eigen.51
1. Alanine dipeptide
For alanine dipeptide, we ran a reference simulation of
length 1 µs and we saved the positions every nstxout = 100
time steps, corresponding to 0.2 ps. The selected collective
variables were the backbone torsion angles φ and ψ.
To test the rerun method, we have performed a well-
tempered metadynamics with the parameters W = 1.2 kJ/mol,
σφ = σψ = 0.35 rad, and τG = 0.2 ps and bias factor
λ = T+∆T
∆T = 6.0 of 155 ps. The Gaussian functions were
stored on a squared grid with boundaries −pi and pi and a grid
spacing of 0.1 for both the torsion angles. We ran simula-
tions of length 20 ns, biased by the metadynamics potential
scaled by a factor 0.1, and build an MSM enforcing detailed
balance, by discretizing both torsion angles in 36 bins, result-
ing in 36 × 36 = 1296 microstates. The lag-time used for
the graphs of the eigenvectors was 100 ps, while the lag-
time range for the graphs of the implied time scales was
[0: 250] ps. This computational experiment was repeated 20
times to estimate the statistical uncertainty in the implied time
scales.
To test the reweighting during the build-up phase, we
applied a well-tempered metadynamics with the parameters
W = 0.0005 kJ/mol, σφ = σψ = 0.5 rad, and τG = 0.2 ps and
bias factor λ = 6.0. The simulation length was 500 000 time
steps corresponding to 100 ns. The MSM was built by dis-
cretizing both torsion angles in 36 bins, resulting in 36 × 36 =
1296 microstates and enforcing detailed balance. The lag-time
used for the graphs of the eigenvectors was 100 ps, while the
lag-time range for the graphs of the implied time scales was
[0: 250] ps.
2. Hexapeptide Val-Gly-Val-Ala-Pro-Gly
The hexapeptide was obtained by cutting off the residues
from 170 to 177 from the crystal structure of the Ca6 site
mutant of Pro-SA-subtilisin52 (PDB ID: 3VHQ). We have per-
formed 20 unbiased replica simulations of length 500 ns to
build a reference MSM.
The biased collective variable was the end-to-end distance
of the peptide, i.e., the distance between the amine nitrogen of
residue 1 and the carbonyl carbon of residue 6.
To test the rerun method, we have performed a meta-
dynamics simulation of 2 ns, with the parameters W = 0.1
kJ/mol, σ = 0.02 nm, and τG = 0.2 ps to build the bias.
Afterward, we have created two sets of simulations biased
by the metadynamics potential scaled by a factor 0.1. The first
dataset was of ten simulations of length 40 ns and was used
to build a single MSM. The second dataset was of ten sim-
ulations of length 100 ns and was used to build ten different
MSMs.
To test the reweighting during the build-up phase, we
applied a well-tempered metadynamics with the parame-
ters W = 0.0005 kJ/mol, σ = 0.02 nm, and τG = 0.2
ps and bias factor λ = 6.0. The simulation length was
100 ns.
In both the cases, the bias was stored on a one-dimensional
grid between 0.2 nm and 2.2 nm, with a grid-spacing of
0.03 nm.
The MSM have been built, enforcing detailed balance, by
discretizing the collective variable in 50 microstates. The lag-
time used for the graphs of the eigenvectors was 200 ps, while
the lag-time range for the graphs of the implied time scales
was [0: 600] ps.
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3. β-hairpin peptide
The β-hairpin structure has been extracted from the
immunoglobulin binding domain of streptococcal protein G53
(PDB ID: 1GB1). We have performed 48 simulations of length
350 ns (total simulation time of 16.8 µs).
Metadynamics has been realized by biasing the three
hydrogen-bonds, named r1, r2, and r3, connecting, respec-
tively, the residues 2-15, 4-13, and 6-11. The parameters used
to build the Gaussian functions are W = 0.15 kJ/mol, σ = 0.1
nm, and τG = 1 ps and bias factor λ = 6.0. The simulation
length was 50 ns.
The bias has been stored on a one-dimensional grid
between 0.0 nm and 5.2 nm, with a grid-spacing of
0.03 nm. Afterward, we ran 35 parallel simulations of length
40 ns, biased by the metadynamics potential, scaled by a
factor 0.1.
In the β-hairpin peptide, we did not use the metadynam-
ics collective variables to construct the Markov state model
but instead used the time-structure based Independent Com-
ponent Analysis (tICA) method to estimate a two-dimensional
subspace from the metadynamics rerun simulations. The input
coordinates of for tICA were the time series of the minimal
atom root-mean-square distances (minRMSD) to a reference
structure, i.e., |xi(t) − xi ,ref|, where i = 1, . . ., N is the atom
index and xi(t) are the Cartesian coordinates of atom i at time
t. As a reference structure, we chose the first frame of the tra-
jectory, i.e., xi ,ref = xi(0). The prefix “min” indicates that the
atom root-mean-square distances have been measured after a
rotational and translational fit has been applied to the struc-
ture at time t such that the overall RMSD between the two
structures (RMSDtot = 1N
√∑N
i=1(xi(t) − xi,ref )2) is minimized.
Then, we used the k-means algorithm on the two time-
independent coordinates with the largest eigenvalues of the
tICA matrix and clustered the data in 50 states. The MSM
has been stated on a Voronoi discretization which is generated
by the 50 cluster centers, enforcing detailed balance. MSM




We illustrate the metadynamics/Girsanov-reweighting
method on a one-dimensional diffusion process and test how
the strength of the bias influences the uncertainty in the
reweighted implied time scales. The potential energy function
[Eq. (33) and Fig. 1(a)] has three minima at x =−1.12, x = 0.05,
and x = 1.29, separated by two barriers located at x =−0.83 and
x = 0.61. The first left MSM eigenvector [Fig. 1(b)] is equal to
the Boltzmann distribution. The second eigenvector represents
FIG. 1. One-dimensional diffusion process. (a) Potential energy function. (b) First three left MSM eigenvectors. (c) Implied time scales associated with the
second and third eigenvector. (d) Free energy profile associated with the metadynamics potential. (e) First three left MSM eigenvectors—rerun. (f) Associated
implied time scales—rerun. (g) First three left MSM eigenvectors—build-up. (h) Associated implied time scales—build-up.
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the transition across the largest barrier at x = 0.61 with an asso-
ciated implied time scale of 1530 time steps [Figs. 1(b) and
1(c)]. The third eigenvector represents the dynamic exchange
between the middle well and the two wells on the sides with
an associated implied time scale of 358 time steps [Figs. 1(b)
and 1(c)].
The implied-time scale test in Fig. 1(c) shows that the
two largest implied time scales of the system are constant,
already at very small lag times. This indicates that for the
chosen discretization, the discretization error is negligible and
the MSM is an excellent approximation of the underlying
diffusion process. Thus, any deviation from this reference solu-
tion in the metadynamics/Girsanov-reweighting results can be
attributed to either statistical uncertainties or to errors due to
the reweighting procedure.
Column “Direct simulation” in Table I gives an overview
of the statistical uncertainties in the implied time scales for
the direct simulation of the process with different simula-
tion lengths: 4e4, 4e5, 4e6, and 4e7 time steps. As expected,
increasing the length of the simulation reduces the statistical
uncertainties. Note however that the shortest simulation with
4e4 time steps is more than an order of magnitude longer than
the slowest implied time scale, yet the statistical uncertainty
is still 20%. To decrease the uncertainty to less than 10%, a
direct simulation of 4e5 time steps is needed. Due to this slow
decrease of the statistical uncertainty with simulation length,
statistical uncertainties of 20% and more are quite common in
MSMs of molecular systems.57
1. Metadynamics/Girsanov reweighting
on rerun simulations
We produced four metadynamics potentials Vmeta4e4,
Vmeta4e5, Vmeta4e6, and Vmeta4e7 by writing out Vmeta(s,t)
[Eq. (5)] at t = 4e4, 4e5, 4e6, and 4e7 time steps. We chose
a protocol in which the metadynamics potential is build up
slowly such that the bias is distributed evenly across the
x-axis. Figure 1(d) shows the inverted metadynamics poten-
tials shifted by a constant such that all potentials coincide in
the right-hand minimum of the potential energy surface, i.e.,
−Vmeta4e4 + Cmeta4e4, −Vmeta4e5 + Cmeta4e5, etc. In the limit of
an infinitely long build-up phase, the sum of the metadynam-
ics potential and reference potential should yield a constant
potential, i.e., V (x) + Vmeta(x) = Cmeta. Then, up to a constant,
the inverted metadynamics potential is equal to the reference
potential, i.e., −Vmeta(x) + Cmeta = V (x). Indeed, the inverted
metadynamics potential for a build-up phase of t = 4e7 time
steps is almost equal to the reference potential [magenta line
in Fig. 1(d)]. The build-up phase of t = 4e4 time steps yields a
very weak metadynamics potential, whereas build-up phases
of t = 4e5 and t = 4e6 time steps yield metadynamics potentials
of intermediate strength.
Each of the four metadynamics potentials was used as a
constant bias for a new set of simulations. From these biased
simulations, we obtained MSMs of the reference system using
the Girsanov-reweighting method. For Vmeta4e4, Vmeta4e5, and
Vmeta4e6, the slowest MSM eigenfunctions are in excellent
agreement with the reference solution [Fig. 1(e)]. For Vmeta4e7,
the eigenvectors deviate in the region of the first minimum in
the potential energy surface from the reference solution. The
implied time scale test [Fig. 1(f)] shows that for the reweighted
MSMs (as for the reference MSM) the discretization error is
negligible for a wide range of lag times. To investigate the
statistical uncertainty of the implied time scales, we varied the
simulation length of each of the biased simulations between
4e4 and 4e6 time steps (columns “Vmeta4e4” to “Vmeta4e7”
in Table I). All of the estimates agree within the statistical
uncertainty with the corresponding reference values. For each
metadynamics potential, increasing the simulation length of
the biased simulation decreases the statistical uncertainty, as
would be expected.
However, increasing the bias does not necessarily
decrease the statistical uncertainty. For a given simulation
length, the biases Vmeta4e4 to Vmeta4e6 yield similar statisti-
cal uncertainties. By contrast, the largest bias Vmeta4e7 yields
much higher statistical uncertainties. The reason for this is that
the overall statistical uncertainty is a combination of the num-
ber of observed transitions and the variance of the estimator
for the path probability ratio Mτ ,x(ω) [Eq. (18)]. This variance
increases with the gradient of the bias ∇iU(r). Thus, a larger
bias increases the number of observed transitions across the
largest barrier in the reference system, which reduces the over-
all statistical uncertainty. But it also generates a larger gradient,
which yields a larger variance in the estimator of Mτ ,x(ω). In
metadynamics/Girsanov-reweighting, these two effects need
to be balanced when choosing the optimal bias. We suggest
to use a metadynamics potential which partially compensates
the free-energy profile along the collective variables. This can,
for example, be achieved by rescaling a metadynamics poten-
tial. If the metadynamics potential is fully converged, this is
equivalent to using a well-tempered metadynamics potential
as a bias [Eq. (7)].
Table I seems to indicate that for a given simulation
length, metadynamics/Girsanov-reweighting only marginally
improves on the statistical uncertainties compared to the
direct simulation. This seems to be an artifact of the one-
dimensional system. For higher-dimensional systems, bias-
ing a low-dimensional subspace considerably improved the
accuracy of the results compared to the direct simulation.
2. Metadynamics/Girsanov reweighting
during the build-up phase
Girsanov reweighting can also be applied to time-
dependent biasing potentials. Thus, it can be applied directly
to the build-up phase of the metadynamics potential. With
this strategy, one can omit the subsequent rerun simulation.
We reweighted build-up phases of t = 4e4, 4e5, and 4e6
time steps to obtain MSMs of the reference system. Both,
the reweighted eigenvectors and implied time scales are in
excellent agreement with the eigenvectors of the reference sys-
tem [Fig. 1(g) and Table I]. The uncertainty of the implied
time scales is reduced with respect to the direct simulations
(Table I).
B. Free energy profile from the reweighted MSM
For a sufficiently long build-up phase, the metadynam-
ics potential converges to minus the free energy F profile
along the collective variable Vmeta(s, t → ∞) = −F(s) + C.
In praxis, converging this estimate of the free energy profile
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often requires very long build-up simulations. With metady-
namics/Girsanov reweighting, the free energy profile can be
obtained from an unconverged metadynamics potential. From
a simulation with a constant, but not a fully converged meta-
dynamics biasing potential or from the build-up phase of the
metadynamics potential, an MSM of the reference system
is constructed in the space of the collective variables using
Girsanov reweighting. The first left eigenvector l0(s) of this
MSM represents the Boltzmann distribution of the reference
system,
l0(s) = pi(s) = 1Z exp(−β F(s)). (38)
Thus, the free energy profile can be obtained from
F(s) = − 1
β
log(pi(s)) + C = − 1
β
log(l0(s)) + C, (39)
where C is an arbitrary constant. We tested this approach
on the one-dimensional system with constant bias Vmeta4e6.
Because the position space of the system and the space of
the collective variables are identical in this case, F(s) = V (x).
In Fig. 2, the red points represent the free energy profile
obtained from the first eigenvector of the reweighted MSM,
built on the metadynamics trajectory of length 4e6 time steps.
The free energy profile obtained in this way fully matches
with the expected potential energy function, and it consider-
ably improved the free energy profile obtained by converting
the corresponding metadynamics potential Vmeta4e6 (Fig. 2,
green line).
C. Alanine dipeptide
As a first molecular test system for the metadynamics/
Girsanov-reweighting method, we used alanine dipeptide (Ac-
Ala-NHMe). We built an MSM of alanine dipeptide on the
space of the backbone torsion angles φ and ψ from 1 µs direc-
tion simulation of alanine dipeptide in implicit water as a ref-
erence. Figure 4(a) (first row) shows the well-known dominant
left MSM eigenvectors:57 the first eigenvector is the stationary
distribution with the typical conformational states (β region,
Lα region, and Rα region); the second eigenvector represents
the transition around the φ torsion angle corresponding to a
kinetic exchange between the Lα-minimum and the α-helix
and β-sheet minima; the third eigenvector represents the tor-
sion around ψ corresponding to a kinetic exchange between
the β region and the Rα-helical conformation. The associated
time scales of the two transitions are t1 = 2.8 ns and t2 = 27 ps.
The implied time scales are approximately constant, indicat-
ing that the MSM is a good approximation of the dynamics
FIG. 2. One-dimensional diffusion process. (Black) Potential energy func-
tion; (green) free energy profile associated with Vmeta4e6; (red dots) free energy
profile obtained from the first eigenvector of a reweighted MSM built from a
metadynamics simulation of 4e6 time steps.




Next, we performed a well-tempered metadynamics sim-
ulation of 155 ps, where we chose the φ and ψ backbone
torsion angles as collective variables. Figure 3(a) shows the
build-up of the metadynamics potential for 0 ≤ t ≤ 150 ps.
After 150 ps, the metadynamics potential is almost fully con-
verged in the φ-torsion angle and reasonably well-converged
in the ψ-torsion angle. Note that we use the metadynamics
bias to speed up the sampling in the collective variables and
not to measure the free-energy profile of the system. Thus,
full convergence is not required. On the contrary, our experi-
ments with the one-dimensional diffusion process had shown
that a fully converged metadynamics potential causes a large
variance in the estimator for path probability ratio Mτ ,x(ω).
We therefore rescaled the final metadynamics potential by a
FIG. 3. Time evolution of the metadynamics potentials on the relevant coordi-
nates. (a) Alanine dipeptide, potential every 15 ps, from 0 ps (green) to 150 ps
(black). (b) VGVAPG hexapeptide, potential every 200 ps, from 0 ps (green)
to 2000 ps (black). (c) β-hairpin, potential every 5 ns, from 0 ns (green) to
50 ns (black).
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FIG. 4. Alanine dipeptide. (a) First three left MSM eigenvectors. 1st row: reference; 2nd and 3rd rows: reweighting after two independent rerun simulations;
4th row: reweighting during the build-up phase. (b) Implied time scales associated with the second and third eigenvector, rerun method. Green: reference, blue:
average and standard deviation over twenty reweighted trajectories red: reweighting of a single trajectory. (c) Implied time scales associated with the second and
third eigenvector, build-up method. Green: reference, red: reweighting.
factor 0.1 and produced rerun simulations of 20 ns each at this
rescaled potential. This computer experiment was repeated
twenty times to account for the statistical uncertainty in the
reweighted MSMs. The Boltzmann distribution obtained from
the biased simulations is shown in Fig. 4(a) for two differ-
ent rerun simulations (second and third row, first column).
The sampling of the φ − ψ space is increased [compared to
Fig. 4(a), first row, second column], but the overall structure
of the underlying reference potential is still clearly visible.
To get an estimate of the speed-up of the rerun metadynamics
simulation compared to the unbiased simulation, we estimated
an MSM from the rerun trajectory without applying Girsanov
reweighting. The slowest process is still the torsion around φ,
but the associated time scale is now 780 ps (data not shown)
compared to 2.8 ns in the unbiased simulation. Thus, although
we used a moderate bias, we still gain a speed-up by roughly a
factor of 4.
Reweighting the rerun metadynamics simulations yielded
the dominant left eigenvectors shown in Fig. 4(a) (second and
third rows) that are in excellent agreement with the eigenvec-
tors of the reference system. However, the associated implied
time scales from single trajectories or aggregated trajecto-
ries are lower and less smooth then the implied time scale
plot of the direct simulation [Fig. 4(b), red dashed line]. The
blue line in Fig. 4(b) shows the average and standard devia-
tion over a set of twenty reweighted MSMs, which is in good
agreement with the reference model. Thus, the metadynamics/
Girsanov-reweighting yields the correct expected values and
the non-smoothness of the implied time scale plots is due to
statistical uncertainty, i.e., the variance of the estimator.
2. Metadynamics/Girsanov reweighting
during the build-up phase
We also constructed reweighted MSMs from the build-up
phase of the metadynamics potential. However, we chose a
much smaller height W for the Gaussians [Eq. (5)] such that
the growth of the metadynamics potential was slower than
the slowest time scale of the unbiased system. The build-
up simulation for the metadynamics potential was run for
100 ns. The corresponding sampling of the φ − ψ space is
shown in Fig. 4(a) (third row, first column). Reweighting the
build-up metadynamics simulations yielded the dominant left
MSM eigenvectors shown in Fig. 4(a) (third row). They are in
good agreement with the dominant MSM eigenvectors of the
unbiased system; in particular, they correspond to the same
conformational transitions. The population of the Lα-region is
overestimated, and overall the eigenvectors are “noisier” than
those estimated from the metadynamics rerun simulation. The
estimated slowest implied time scale is 3.8 ns.
D. Hexapeptide Val-Gly-Val-Ala-Pro-Gly
As non-trivial molecular system for which we can still
can generate a reference solution, we chose the hexapeptide
82
072335-11 L. Donati and B. G. Keller J. Chem. Phys. 149, 072335 (2018)
Val-Gly-Val-Ala-Pro-Gly (VGVAPG). The peptide has
charged termini and its slowest process is the opening and
closing of the salt-bridge between the positively charged N-
terminus and the negatively charged C-terminus [Fig. 5(b)].
Correspondingly, we chose the distance between the nitro-
gen atom of the N-terminus and the carboxyl-carbon of the
C-terminus as a collective variable for the metadynamics
potential as well as for the MSM.
We performed 10 µs of direct simulations of VGVAPG
and constructed a reference MSM. The dominant left MSM
eigenvectors are shown as green lines in Figs. 5(c) and 5(e).
The first eigenvector represents the Boltzmann distribution
along the reaction coordinates, which has two maxima. When
the hexapeptide is in the closed conformation, the distance
between the nitrogen atom and the carbon atom is around
0.25 nm. When the hexapeptide is in the open conformation,
the distance between the backbone termini varies between 0.6
and 1.8 nm. The slowest process is the exchange between
these two conformations and is associated with an implied time
scale of about 5 ns [Fig. 5(d), green line]. The second slowest
process is the exchange between open but relatively compact
conformations and conformations at the ends of the distance
distribution, i.e., very extended conformations or closed con-




We obtained an almost fully converged metadynamics
potential after 2 ns of metadynamics build-up simulation
[Fig. 3(b)]. As for the one-dimensional case and the alanine-
dipeptide, a fully converged metadynamics potential is not
the optimal bias for our purpose; thus, we rescaled the bias
by a factor 0.1 [blue and green lines in Fig. 5(a)] and then
we ran twenty biased simulations of 40 ns to 100 ns. The
left eigenvectors of the reweighted MSMs built from single
trajectories are in excellent agreement with the eigenvectors
of the reference system [Fig. 5(c), respectively, black and
green lines]. Also, the reweighted implied time scales, from
a MSM built on an aggregated trajectory (400 ns in total),
match those of the reference system for lag times of τ ≤ 300
ps [Fig. 5(d), red dashed line]. For larger lag times, they drift
to large values. The likely reason for this behavior is that the
variance of the estimator of Mτ ,x(ω) increases with the length
of τ, i.e., with the number of terms in the sum ∑nk=0 . . . in
Eq. (18). The blue line shows the average and standard devi-
ation of a set of ten reweighted MSMs each estimated from
a trajectory of 100 ns. As for alanine dipeptide, also here
the expected value is in good agreement with the reference
model.
FIG. 5. Hexapeptide VGVAPG. (a) Free energy profiles. (b) Open and closed conformations of VGVAPG. (c) First three left MSM eigenvectors, rerun method.
Green: reference, Black: reweighting of ten trajectories. (d) First two implied time scales, rerun method. Green: reference, blue: average over ten reweighted
trajectories, red: reweighting of a single trajectory. (e) and (f) First three left MSM eigenvectors and associated implied time scales, build-up method. Green:
reference, red: reweighting.
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2. Metadynamics/Girsanov reweighting
during the build-up phase
To reweight the build-up phase of the metadynamics
potential, we chose a slow build-up mode: 100 ns of well-
tempered metadynamics simulation. The free-energy profile
associated with the final metadynamics potential is shown
in red in Fig. 5(a). Girsanov reweighting of this simulation
yields eigenvectors which are in very good agreement with
the reference MSM [Fig. 5(e)]. Only the population of the
closed conformation is slightly under-estimated. The asso-
ciated implied time scales are in reasonable agreement with
the reference solution. Interestingly, the implied time scale
plots do not diverge for large lagtimes, as it was the case in
the metadynamics/Girsanov-reweighting models of the rerun
simulation.
E. β-hairpin peptide
As a last example, we chose the β-hairpin from the
immunoglobulin binding domain of streptococcal protein G.53
The rearrangement of the hydrogen-bond pattern in the β-
hairpin is a very slow process. In 16.8 µs of direct simu-
lation of the β-hairpin peptide, we did not observe a sin-
gle opening event. We nonetheless analyzed the dynamics
of this simulation by constructing a MSM in the tICA54,55
space of the closed peptide (Fig. 6). The most frequent struc-
tures are a hairpin laying on a plane and a twisted hairpin
along the axis of the H-bonds [Fig. 6(c)]. Thus the only
kinetic exchange revealed by the direct simulation is tor-
sion of the closed β-hairpin associated with a time scale
of 2.5 ns [Fig. 6(b)]. Note that this MSM is not a refer-
ence solution since the slowest process—the rearrangement




We have built a metadynamics potential in the space
of the distances r2, r4, and r6 [Fig. 6(c)] by conducting
50 ns of well-tempered metadynamics. From the time evo-
lution of the metadynamics potential on the relevant coordi-
nates r2 and r4, we deduce that the bias is far from conver-
gence [Fig. 3(c)]. Indeed, the metadynamics potential does
not relax toward a constant function, but it is subjected to
relevant fluctuations. Moreover, we cannot distinguish basins
of metastable states. Only the potential on the distance r6
relaxed toward an almost stable profile that suggests the exis-
tence of two metastable regions. On the other hand, during
this build-up phase, the β-hairpin did not only open but
in fact sampled completely extended structures. As before,
we scaled the obtained potential by a factor of 0.1 and
used it as a constant bias in 1.4 µs of metadynamics rerun
simulations.
To gauge the sampling in this biased simulation, we con-
structed tICA-MSMs without reweighting [Fig. 7(a), top row].
Additionally to the planar hairpin (structure A) and the twisted
hairpin (structure B), we found a half-open structure C in which
the hydrogen bonds toward the end of the β-hairpin are broken
[Fig. 7(d)]. The most extended conformation sampled by the
metadynamics simulation is the structure D [Fig. 7(d)]. The
eigenvectors of the reweighted MSMs are shown in the bot-
tom line of Fig. 7(a). The extended structure D is now located
on a barrier, while structures A, B, and C are still minima.
The slowest process is the exchange between the half-open
structure D and the two fully formed β-hairpin structures. The
associated implied time scale is in the range of 100 ns to 1
µs [Fig. 7(b)]. The second slowest process is the exchange
between the planar β-hairpin (structure A) and the twisted
FIG. 6. β-hairpin, reference simulation. (a) First three
tICA eigenvectors. (b) Implied time scale associated with
the second tICA eigenvector. (c) Conformations A and B.
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FIG. 7. β-hairpin, metadynamics simulation. (a) First three tICA eigenvectors. First row: rerun simulation, second row: rerun reweighting. (b) Implied time
scale associated with the second eigenvector (reweighting). (c) Frequency of the structures A, B, C, and D (red, left axis); r1 to r6 distances in nm, blue columns
from left to right (right axis). (d) Conformations A, B, C, and D.
hairpin (structure B). Figure 6(c) shows the reweighted rela-
tive population of the four structures (red bars) and the distance
of the hydrogen-bonds r1, r2, r3, r4, r5, and r6 connecting,
respectively, the residues 1-16, 2-15, 3-14, 4-13, 5-12, and 6-11
(blue bars).
V. DISCUSSION AND CONCLUSION
We have presented an application of the Girsanov
reweighting scheme38,39 to metadynamics,3–6 to recover the
correct dynamic properties of a molecular system from an
enhanced sampling simulation. We have studied two possi-
ble strategies. In the first one, that we called rerun, we have
first built a metadynamics bias, then we have rerun a sim-
ulation with the bias as a constant function and we applied
the Girsanov reweighting on the trajectory produced by the
second simulation. In the second strategy, we have applied
the Girsanov reweighting directly during the build up phase
of the metadynamics simulation, exploiting the validity of
the Girsanov theorem for time-dependent perturbations. Both
approaches recovered the correct unbiased dynamics for a wide
range of systems.
The major difference between the Girsanov reweight-
ing method and other dynamic reweighting methods32–36 is
that the probability density of each possible path of length
τ connecting two points x0 = x and xn = y is reweighted
and not the MSM transition probability as such. To reweight
path probability densities, two prerequisites need to be ful-
filled: (i) the equation of motion of the molecular systems
needs to contain a normal random noise term (Langevin
dynamics or Brownian dynamics); (ii) the gradient ∇iU(r)
and the random numbers need to be evaluated for each inte-
gration time step to obtain the path probability ratio Mτ ,x(ω)
[Eq. (18)]. The first condition is easily satisfied by using a
Langevin thermostat to maintain the temperature. The ran-
dom forces from this thermostat then serve as the random
noise term.39 The second condition, in principle, requires
that the two properties are written to file for each integra-
tor time step, which is not practical. However, if the bias
is known for each time step of the simulation, as in meta-
dynamics, two properties can be evaluated on the fly and
interim results for Mτ ,x(ω) are written to file at the same
frequency as the coordinates. For this approach, the inte-
grator of the MD simulation program needs to be modified
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accordingly,39 which is unproblematic in modular MD codes,
such as OpenMM.45
Thus in practice, Girsanov reweighting is not an anal-
ysis method that can be used independent of the MD sim-
ulation, but it is intertwined with the MD simulation pro-
gram. This slightly more complex set-up pays off in two
ways. First, one does not need to assume that the system
is in local equilibrium within a state Bi before it transitions
to a state Bj. Second, Girsanov reweighting can be used to
reweight arbitrary time-lagged correlation functions [Eq. (2)]
and is not limited to transition counts. In particular, it can
be used directly to reweight Markov models with advanced
discretization methods, such as tICA,54,55 variational Markov
models58,59 or core-set models.60,61 Girsanov reweight-
ing is closely related to the Onsager-Machlup action62–66
and path reweighting methods for parallel tempering
simulations.29–31
A critical assumption in metadynamics is that the collec-
tive variables, along which the metadynamics potential is built
up, are aligned with the slow conformational transitions of
the system such that the sampling in the degrees of freedom
orthogonal to the collective variables is fast. This condition
also needs to be fulfilled when applying Girsanov reweighting
to a metadynamics simulation. In this contribution, we have
therefore chosen systems with known collective variables.
Once a suitable set of collective variables for the metadynamics
simulations is known, it can be re-used as reaction coordinates
for the discretization of the MSM, thus yielding MSMs with a
small discretization error.
It is important to point out that the variance of the Girsanov
reweighting estimator is a critical factor in the metadynam-
ics/Girsanov reweighting method. It depends on the gradient
of the bias, the length of the paths τ (i.e., the MSM lag time),
and the number of paths of length τ (i.e., the sampling in
the rerun simulations). The gradient of the bias can be con-
trolled by scaling the metadynamics potential. Our results have
shown that a fully converged metadynamics potential is usu-
ally not the optimal choice but that suitable balance between
the speed-up of the simulation and suitable variance of the
Girsanov reweighting estimator can be achieved by rescal-
ing the potential by a factor of 0.1. The lag time τ can be
decreased by reducing the MSM discretization error. The fact
that a metadynamics simulation is only possible if a suitable
set of collective variables is known simplifies the search for a
good discretization drastically. The lag time could further be
reduced by using advanced discretization methods54,55,58–61 in
the space of the collective variables. Finally, the length of the
rerun simulation is limited by the available computer resources
and by the obvious requirement that computational costs of
a rerun simulation should be lower than those of a direct
simulation.
In conclusion, metadynamics/Girsanov-reweighting is a
valuable tool for obtaining dynamic properties, including
MSMs and Markov models with advanced discretizations,
from enhanced sampling simulations. Our results show that
metadynamics/Girsanov-reweighting considerably decreases
the computational costs of Markov models, and we expect
that this will make Markov models amenable to a wider circle
of scientists.
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An automatic adaptive importance
sampling algorithm for Molecular
Dynamics in reaction coordinates
Molecular systems are characterized by metastability and dynamical quantities like exit
times (i.e. the time necessary to leave a metastable state) and probabilities to jump
between a minimum to another one, are typically estimated by numerical experiments,
i.e. performing several simulations and estimating the interested quantities as arithmetic
averages. Moreover, as for MSMs, the quality of the estimators depends on the quality
of the sampling. Thus, a system characterized by high barriers is diﬃcult to study by
MC approach. This approach is not only time consuming, but the results of the analysis
are aﬀected by a signiﬁcant error.
In collaboration with Jannes Quer, from Zuse Institute Berlin, we propose a new
algorithm that improves the MC technique, reducing the computational cost and the
measurement error [81]. The algorithm relies on two existing methods: i) metadynamics,
that is used to drive the system out of the metastable regions o the phase space; ii) Gir-
sanov reweighting, which can be used to reweight path ensembles averages like exit times.
The novelty, compared to the previous chapter, is that the reweighting is performed on
diﬀerent quantities than time-lagged correlation functions.
Here we show that, Girsanov theorem not only can be used to reweight correctly path
ensemble averages, but that when the bias is built by metadynamics simulation, the error
on the measure reduces respect to standard MC simulations. Thus our algorithm permits
to obtain the same results that we would obtain with a classic MC approach, but with
a signiﬁcant variance reduction. Furthermore, the use of metadynamics accelerates the
exploration of the phase space. This brings to a relevant reduction of the computational
cost, because shorter simulations are suﬃcient to calculate the estimators.
The algorithm is divided in two steps. Firstly, we use metadynamics to construct the
free energy proﬁle of the considered metastable region, stopping the simulation when the
system is out of the well. Afterward we run a second simulation, with the Hamiltonian
perturbed by the bias constructed during the metadynamics simulation, starting at the
bottom of the considered well. In this way, the metastable region becomes a ﬂat region,
where the gradient of the potential energy function is almost zero and the system drives
out quickly from the initial metastable region into the next well. We repeat this biased
simulation a signiﬁcant number of times, in order to be able to estimate the observable
functions as arithmetic averages. Of course, the estimators thus calculated, are aﬀected
by the bias and do not represent the correct values for the unbiased system. Because
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the considered estimators can be interpreted as path ensemble averages respect to a
path probability measure, we can exploit the Girsanov theorem to make a dynamical
reweighting.
I contributed to the paper taking part to the development of the idea and the al-
gorithm, then I carried out the simulation and the analysis of the Alanine dipeptide
projected on the backbone torsion angles φ and ψ, Afterward I carried out a benchmark
test that shows how the variance of the estimators depends on the choice of metadynam-
ics parameters.
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1. Introduction and motivation. In molecular dynamics (MD) simulation,
dynamical quantities like exit times or transition probabilities play an important role.
These quantities of interest can be used to characterize the stability of a certain con-
formation, which is of importance in, for instance, computational drug design [38].
Often these observables are estimated by averaging over long-term trajectories of
some continuous space-time model, which describes the molecular movement, e.g.,
an overdamped Langevin equation. The sampling of dynamical quantities by MD
simulations is often difficult since high barriers impact the system, and thus the sam-
pling of ergodic trajectories is very time consuming. Thus, a molecular system is
characterized by metastability, and the transitions between metastable states are rare
events. Metastability arises from the multimodality of the stationary distribution of
the dynamical system; cf. [23]. For this reason it is often modeled by a Markov jump
process, which describes the jump from one metastable state to another; cf. [24, 31].
The estimation of dynamical quantities in such systems can be performed by ensem-
ble averages. We will call these estimators Monte Carlo (MC) estimators. The MC
approach for sampling these dynamical quantities is computationally costly and is af-
fected by high variance of the estimator. This problem is known in the computational
chemistry community as “the sampling problem.”
In this article, we propose a new method to reduce the variance of dynamical
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quantities estimated by MD simulations. To achieve this, we combine two strategies:
In the first step, we use metadynamics to bias the initial potential energy function,
and in the second step, we reweight the estimator of the quantity of interest using
Girsanov’s theorem.
Several methods have been suggested in the literature in order to solve the sam-
pling problem. Many of these methods are based on ideas from importance sampling
[29] or use other enhanced sampling approaches [3]. To sample stationary distributions
or free energy profiles of dynamical systems that are characterized by metastability,
different methods like metadynamics [21], umbrella sampling [35], adaptive biasing
force [9], and Boltzmann reweighting [4] have been proposed. These methods are
not designed for the sampling of dynamical quantities, and extending them for this
purpose, therefore, is not straightforward.
The methods that have been designed for the sampling of dynamical quantities can
be divided into two classes. The first class comprises splitting methods like forward
flux sampling [2], adaptive multilevel splitting [6], or milestoning [15]. The second
class comprises reweighting methods, sometimes called biased Brownian dynamics,
like [10, 40]. Since our approach is a reweighting method we will not discuss splitting
methods but refer the reader to [1] and the references therein for a detailed discussion.
Due to the interdisciplinary character of MD, several reweighting methods mo-
tivated by physical or mathematical arguments have been proposed. For instance, a
physically motivated reweighting technique for the reconstruction of time scales has
been proposed in [34]. The authors suggest a method to correct times scales from a
metadynamics simulation. For the correction of the time scale, transition path theory
is used and the derivation is based on a heuristic argument, which requires that the
saddle point is not perturbed.
A mathematical approach to the variance reduction of MC methods was proposed
by Milstein in [27]. The author proposes to use Girsanov’s theorem and add an
additional drift to the stochastic differential equation (SDE). The existence of an
optimal drift is derived. This optimal bias satisfies a Bellman equation. The variance
of this estimator is zero. Likewise, this work shows the difficulty of constructing a
proper sampling scheme. Since the optimal bias is a solution to a nonlinear partial
differential equation (PDE), the calculation is very costly or even impossible in high
dimensions.
In general the reweighting strategy given by Girsanov’s theorem always offers
an unbiased estimator for any change of drift. Using this property one can build a
suboptimal bias with lower computational cost to achieve the variance reduction.
Motivated by the connection between optimal control and importance sampling,
different strategies for a general setting have been suggested by [11, 13, 14]. The
authors derive importance sampling schemes for different assumptions based on the
Hamilton–Jacobi–Bellman (HJB) equation (continuous version of Bellman’s equation)
in the large deviation context. These ideas have been developed for the application
in MD as well; see [37]. In their work, the authors proposed a technique based on the
solution of a deterministic control problem associated with the sampling problem.
Another strategy for situations occurring in MD simulations has been studied in
[12]. The authors develop an importance sampling scheme for applications with so-
called resting points. The numerical examples of the article show that the importance
sampling scheme achieves better results when the resting point is taken into account.
In order to build such importance sampling schemes, a lot of knowledge about the
dynamical system is necessary, but finally this results in a better variance reduction.
In [16], an optimization strategy for building the optimal bias was proposed. To derive
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the optimization problem, the solution of the HJB equation is projected to a space of
parametrized ansatz functions. Then a stochastic optimization problem needs to be
solved to find the best approximation. The main challenge in this approach is to place
the ansatz functions such that the algorithm converges quickly. In [33], the author
develops a performance measure for an importance sampler related to small noise
diffusion processes. This offers the possibility of comparing the different importance
sampling schemes analytically.
In [40], an algorithm was proposed to overcome the problem of high dimensions.
Motivated by the work of Milstein, the authors developed a variance reduction scheme
restricted to reaction coordinates. They used an artificial drift to reduce the variance.
The correction terms to reweight the results from the biased sampling, arising due to
the artificial drift, are interpreted as weights. Hence, these weights are used to control
the influence of different trajectories and are updated according to a stochastic rule,
which is essentially the same as the Girsanov weight; cf. [28]. Based on these weights,
the authors introduce a split-and-kill strategy of trajectories in order to have a proper
sampling of the state space. The bias is placed in some reaction coordinates, which
project the dynamics into some manifold of interest. In order to find the optimal bias
in these reaction coordinates, they minimize a variational Smoluchowski equation.
This expression is written in integral form and uses the stationary density distribution.
Thus, the stationary distribution needs to be known a priori or has to be sampled by
numerical simulation.
Our approach is distinguished from the above approaches in the following way.
We do not try to find the optimal bias because it is computationally too expensive.
Instead, we use the fact that the reweighted estimator is unbiased and construct a
suboptimal bias, which will lead to a reasonable variance reduction. We use the
a priori knowledge that the considered dynamic system is metastable, and this is
why the metadynamics algorithm is used to construct the bias. For this, we need an
additional sampling but do not have to know the stationary distribution in advance.
Moreover, while the authors of [40] considered a very general approach of variance
reduction for solving PDEs by path integrals of SDEs, we focus on the special case of
metastable dynamical systems with a high energy barrier.
The article is structured as follows: First, we will give a short introduction into
importance sampling and the main result from stochastic analysis based on Girsanov’s
theorem. Then we are going to review the metadynamics algorithm and show how we
assimilate the algorithm for our needs. We will prove that Girsanov’s theorem can be
applied in the considered strategy. In the end we are going to apply our method to
different numerical examples followed by a summary and an outlook.
2. Theory. In this section we present the two main ingredients of our algorithm.
In the first part, we briefly review the main idea behind importance sampling, sup-
plemented with some necessary tools from stochastic analysis. The second part is a
short introduction into metadynamics and how the algorithm is assimilated.
2.1. Importance sampling. In this article we consider a diffusion process Xt ∈
Rn governed by the SDE
(1) dXt = −∇V (Xt)dt+
√
2β−1dBt, X0 = x,
where Xt is the state of the system at time t ≥ 0, V : Rn → R is a sufficiently smooth
(e.g., C∞) potential energy function, β > 0 is an arbitrary scaling factor for the noise,
often called the inverse temperature, and Bt is a standard n-dimensional Brownian
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motion with respect to the probability measure P on the probability space (Ω,P,F).
Moreover we assume that the process is trapped in a metastable region S ⊂ Rn, which
is an open and bounded set with a smooth boundary. Further, we define a target set
T that is an open and bounded set with a smooth boundary as well. Finally, we define
the stopping time τ = inf{t > 0 : Xt ∈ T } to be the first time that the process (1)
hits the target set T , e.g., when a dihedral angle of a biomolecule reaches a certain
value. The presented theory here can be generalized to a state-dependent function
prior to the Brownian motion; cf. [28]. But here we will consider the constant case
only.
We are interested in expectations of the form
(2) E[e−βg(X0:T )],
where X0:T is a trajectory of (1) until some finite time T and g is some functional on
C([0, T ] : Rn). We consider these types of quantities because they give us information
in terms of the temperature of the system. However, a generalization to other quanti-
ties expressed as expectations is possible. As pointed out by [37], an interesting case
of this quantity arises when g = 0 for X0:T ∈ A ⊂ C([0, T ],Rn) and g =∞ otherwise.
Then (2) becomes
(3) P[X0:T ∈ A].
Expectations like (2) are integrals over the entire state space and cannot be cal-
culated analytically. But, given an ensemble of paths, they can be approximated by
an unbiased MC estimator









where Xi0:T , i ∈ [1, . . . , N ], are independent paths of length T , all starting at the same
point X0 = x ∈ Rn, produced, for example, by numerical integration of (1). This




(E[e−2βg(X0:T )]− E[e−βg(X0:T )]2).













To build an importance sampling scheme for a metastable diffusion process, one
has to decrease the depth of the minima, which cause the metastable behavior. Since
the time evolution of the SDE (1) with a low temperature (i.e., large β) is a negative
gradient descent perturbed by some Brownian motion, the process Xt will stay in the
region around the minimum of V . By filling the metastable region in V (·), we change
the metastable behavior, and thus the sampling of the desired quantity of interest
gets easier. But this perturbation changes the underlying stationary distribution as
well. To compensate for this perturbation, we use Girsanov’s theorem to reweight
(or correct) the estimators. Another interpretation of this theorem is that it offers
94
AUTOMATIC ADAPTIVE IMPORTANCE SAMPLING FOR MD A657
a way to sample equilibrium quantities of some dynamics by sampling the dynamics
out of equilibrium. We can construct a bias, which influences the mutimodality of the
stationary distribution in such a way that low probability regions are more probable
or high barriers are easier to cross. The main advantage of Girsanov’s theorem is that
it is not necessary to know the stationary distribution a priori.
Next we state the proposition that gives us the correction term for the quantity
of interest sampled in a perturbed system. The proposition follows directly from
Girsanov’s theorem (cf. [28, p. 155]).
Proposition 1. Let Xt ∈ Rn and Yt ∈ Rn be an Itoˆ diffusion and an Itoˆ process
of the form
dXt = b(Xt)dt+ σ(Xt)dBt, t ≤ T, X0 = x,(7)
dYt = (u(Yt) + b(Yt))dt+ σ(Yt)dBt, t ≤ T, Y0 = x,(8)
where b : Rn → Rn and σ : Rn → Rn×m satisfy some Lipschitz condition such that
we can guarantee uniqueness and existence of the solution and the time T < ∞.
Furthermore, we define for an adapted measurable process a : Rn → R the stochastic
process
























holds, for any function f ∈ C0(Rn) and any stopping time τ adapted to the filtration
FT (the filtration associated to the Brownian motion B in (7) and (8)) we have
(11) ExP[f(X0:τ )] = ExP[Mτf(Y0:τ )].
Proof. We are going to give a short sketch of the proof here for completeness.
We define a new probability measure





a(Ys)ds+Bt, t ≤ T,
is a Brownian motion with respect to Q, and in terms of Bˆt the process Yt can be
represented by
dYt = b(Yt)dt+ σ(Yt)Bˆt, Y0 = x, t ≤ T.
Therefore, the Q-law of Yt with Y0 = x is the same as the P-law of Xt with X0 = x for
t ≤ T . This follows directly from the weak uniqueness of solutions of SDEs (see [28,
p. 71, Lemma 5.3.1]). Due to the absolute continuity of the two probability measures
Q and P, we can use a change of measure to rewrite the expectation. Thus, for any
function f ∈ C0(Rn) and any stopping time τ ≤ T which is adapted to the filtration
FT we can write
EP[f(X0:τ )] = EQ[f(Y0:τ )] = EP[Mτf(Y0:τ )],
which gives us the desired result.
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By setting b(·) = −∇V (·) and σ =
√
2β−1 we have the metastable SDE model
(1) and can use Proposition 1 to reduce the metastability in the dynamical system.
Furthermore, it is possible to derive another reweighting formula (9) if u(·) is of
gradient form (u(·) = ∇v(·)). Then one can use Itoˆ’s formula and calculate another
expression for the stochastic integral term in (9), as it done in [24, p. 838]. Applying
Itoˆ’s formula to v, we get












where ∇2 is the Laplacian. Now rearranging terms, we get a new expression for the

















This expression is still stochastic because Ys is a stochastic process. From the first
point of view it seems that this term could be more easily treated numerically com-
pared to the stochastic integral. We will investigate this in the example section.









0:τ )M i0:τ ,
where Y i0:τ and M
i
0:τ are independent samples from (8) and (9). For a(Yt) satisfy-
ing Novikov’s condition and a bounded stopping time, Mτ is a continuous bounded
local martingale which yields E[Mt] = 1, t ∈ [0, τ ]. Then the importance sampling
estimator is an unbiased estimator with expectation
(15) E[Iˆ] = E[e−βg(X0:τ )];














To apply Proposition 1 to dynamic quantities like exit times, we have to guarantee
the fulfillment of Novikov’s condition. This can be achieved by making different
assumptions on the stopping time. We will present two different approaches known
from the literature that state how these assumptions can be formulated.
96
AUTOMATIC ADAPTIVE IMPORTANCE SAMPLING FOR MD A659
Condition 1. Let W = C([0,∞],Rn) be the space of continuous paths of arbitrary
length equipped with the Borel σ-algebra σ(W ). This σ-algebra is generated by all
cylinder sets of the form {f ∈ W : f(t1) ∈ E1, f(t2) ∈ E2, . . . , f(tk) ∈ Ek}, where
k ∈ N, Ei ∈ B(Rn), and 0 ≤ t1 ≤ t2 ≤ · · · ≤ tk <∞. Further, let Ft = σ({ws : s ≤ t})
denote the σ-algebra generated by the Brownian motion (ws) up to time t <∞. Then
Girsanov’s theorem holds on the measurable space (W,σ(W )) as long as the family
(Mt)t≥0 of random variables













is a uniform integrable martingale. By Itoˆ’s formula, (Mt)t≥0 is a nonnegative local
martingale, which is uniformly integrable if Novikov’s condition (10) holds [28]. This
could be achieved by taking an admissible control which is defined up to a random
stopping time τ, as done in [17].
Condition 2. Another way to guarantee the applicability of Proposition 1 is to
assume that the stopping time is bounded for the specific problem. This assumption
is by far nontrivial and can only be shown analytically in a very few situations.
Anyhow, from a numerical viewpoint it is impossible to simulate trajectories which
have infinite length. One has to stop the simulation after a finite number of steps. The
quantity of interest can be approximated by the quantity of interest conditioned on
the event happening in a finite simulation time. This assumption can be formalized
by considering the stopping time τˆ = min(τ, TN ), where TN is the length of the
numerical simulation. Then Novikov’s condition follows for a reasonable function
u(·). This treatment has been suggested in [24].
Condition 1 implies that one uses a bias function only up to a certain finite time.
Thus, one can guarantee that the integral in the Girsanov weight (9) is bounded.
The simulation could continue without the bias function acting on the trajectory.
Condition 2 means that the sampling of the quantity of interest has to be finite in
time. If the sampling is too long (t > TN ), the simulation is stopped.
In conclusion, Proposition 1 gives us an option to sample the dynamic quantity of
interest from a different dynamical system without knowing the stationary distribution
a priori. The different dynamical system can be changed in such a way that the
quantity of interest is observed more often. The main difficulty of applying this
strategy to a metastable system is to determine the metastable regions to change it
accordingly. For this realization, we are going to use metadynamics. This algorithm is
used in MD to sample the free energy surface and can be seen as an adaptive biasing
method. In order to use this algorithm for our purposes, we are going to assimilate
the algorithm slightly.
2.2. Metadynamics. The method metadynamics was first proposed in [19] un-
der the name local elevation. It was reintroduced as metadynamics in [21]. It is
an adaptive method for sampling the free energy surface (FES) of high-dimensional
molecular systems. Thus, the main interest of this method is to find the stationary
distribution. The method combines dynamics in reaction coordinates with adaptive
bias potentials. The idea of this approach is to perturb the energy landscape when
the simulation is trapped in a metastable region. This is done by locally adding
Gaussian functions along a reaction coordinate, which fill up the minima in which the
simulation is trapped. In this way, it is possible to explore the energy landscape in
a rather short time compared to the plain sampling approach. The convergence of
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some certain variants of metadynamics was proven in [8].
In order to apply the method, it is assumed that the high-dimensional system
can be projected onto a few relevant collective coordinates. One possible way to find
these collective variables for stochastic dynamics is to average out the fast degrees of
freedom; see [22] or [39], for example. A more general overview can be found in [7]
and the references therein. In general this projection can be written as s : Rn → Rd
with d  n. Only the dependence of these parameters on the free energy F(s(x)) is
considered. The exploration of the FES is guided by the forces F ti = −∂F(si(x))/∂sti.
The exploration of the FES gets stuck in a local minimum of the FES. In order to
sample the FES more efficiently, a bias force is added to the system whenever the
simulation is stuck in such a minimum. With metadynamics, one constructs a bias
potential Vbias : Rd → R, which is composed of K ∈ N Gaussian functions. The













where wi ∈ R is a weight, ci ∈ Rd is the center of the Gaussian, and λ ∈ R is the width.
These functions are placed along the trajectory to allow for an easy escape from this
region, using the derivatives as an artificial force. The method can be parallelized
easily since the bias force depends on the history of the individual trajectory only.
This makes the method extremely efficient. Additionally, the bias also prevents the
trajectory from going back to the visited states.
For simplicity we assume that all considered functions and variables are in the
low-dimensional collective variable space and stick with the old notation. Of course,
Girsanov’s theorem is not restricted to the collective variable space.
2.3. Assimilation of metadynamics. We are going to assimilate the meta-
dynamics algorithm to the sampling of dynamical quantities of interest. For our
framework we do not have to calculate the complete FES. We only need a bias, which
makes sure the trajectory does not get trapped in the metastable region. This is the
reason why we add an additional sampling before we start sampling the quantity of
interest to build a bias. In order to build a bias, which decreases the metastability,
we use metadynamics in the metastable region only.
The bias is built in the following way: When the trajectory is trapped in a
metastable region, we start a metadynamics simulation until the trajectory has left
the metastable region. In every kth step, we add a Gaussian function to the potential
such that the metastability is reduced. The force is then changed with the gradient
of this Gaussian. When the trajectory hits the target set T for the first time, we save
the bias and stop the metadynamics simulation. The bias consists of #steps needed/k
bias functions. The choice of k is a compromise between adding as few bias functions
as necessary, getting a small hitting time τ, and not perturbing the potential too
much. Depending on the choice of the parameters w and λ, a certain number of bias
functions is needed. It is obvious that the simulation of metadynamics gets more
expensive the more bias functions are added due to the increasing number of function
evaluations. That is why all parameters should be adapted to the problem such that
the computation does not get too costly.
After having built the bias potential, the sampling of the original trajectory is
continued with the bias potential. To correct the quantity of interest at the end of
the calculation, we must sample the weights (9) as well. This can be done on the fly.
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Remark 1. The construction of the bias potential depends on the history of the
trajectory. Since the simulation to get the bias function is done in an additional
step, the potential is not time dependent. Furthermore, the discretization of (1)
always gives a discrete time Markov process because of the time independence of
the Brownian motion. The construction of the bias potential itself is not Markovian
because it depends on the history of the trajectory. Since the construction of the bias
function and the sampling of the quantity of interest are done independently of each
other, the bias does not have any influence on the Markovianity of the perturbed SDE
(8). In general, an extension of the proposed method for non-Markovian dynamics
should be possible. In this regard, one could use the metadynamics methods proposed
in [5] and the general reweighting formula given in [28].
Remark 2. The method is not restricted to the use of metadynamics. Any sto-
chastic approximation algorithm (e.g., adaptive biasing force) or even a deterministic
algorithm could be used, provided the bias satisfies Novikov’s condition. The method
is also not restricted to the case in which the drift term (b(·)) of the SDE is of gra-
dient form. Since the Girsanov formula does not use the stationary distribution, all
calculations are still valid. However, if the bias is not of gradient form, the alternative
Girsanov formula cannot be applied.
3. The algorithm. Now we present the algorithm in pseudocode. We will use
the metadynamics algorithm to build a bias in the metastable regions of the potential.
Then we sample the quantity of interest in this biased potential N times and reweight
the sampling with the weight given by (9).
Algorithm 1. Adaptive importance sampling.
dynamics Xt, Yt, starting set S, target set T
initialization: X0 = Y0 = x; wi, λi
Step 1: Build bias potential
while transition has not occurred do
sample the dynamics Xt given in eq. (8);
every kth steps: add a new bias function to u(·);
end while
save the bias potential;
Step 2: Sample the quantity of interest
for N do
sample the quantity of interest with the additional bias according to eq. (8);
sample the weights according to eq. (9);
end for
reweight according to eq. (11);
return estimators for quantities of interest
Proof of Novikov’s condition. To apply Girsanov’s theorem one has to make
sure that Novikov’s condition is satisfied.
Lemma 1. Let τˆ be the stopping time as given in Condition 2. Further, let the
bias potential consist of K < ∞ bias functions. We choose the weights of the bias
function Vbias(·) such that the sum is bounded
∑K
i=1 wi < Cw. If the perturbation
potential is uniformly continuous, then the Novikov condition holds and we can use
Proposition 1 to calculate path-dependent quantities from nonequilibrium sampling for
the equilibrium dynamics.
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Proof. Since the bias function is added to the potential V , the resulting SDE is
given by
(20) dYt = −∇V (Yt) +∇Vbias(Yt; c, w, λ)dt+
√
2β−1dBt, Y0 = x.









∣∣∣∇Vbias(Yt; c, w, λ)√
2β−1
∣∣∣2dt)] <∞.
We are going to show that the time integral is bounded, from which we can then






















∥∥∥∇Vbias(Yt; c, w, λ)∥∥∥2∞ <∞.
The ‖ · ‖∞ is bounded because the ansatz functions for the gradient are gradients
of Gaussian functions, which are bounded. Furthermore, the stopping time is bounded
due to Condition 2. It follows that the whole expression is bounded, and from this
we conclude that (21) is satisfied. Therefore Novikov’s condition holds.
4. Examples. In the following, we study different numerical examples of the
method presented above. We assume that the reaction coordinates are given such that
we have a low-dimensional representation of the high-dimensional dynamics. The first
1D example shows the construction of the bias potential with fixed parameters. In
the second 1D example we are going to use the alternative reweighting formula (13)
to correct the statistics from the nonequilibrium sampling. In the last part of this
section we will show a 2D example for alanine-dipeptide in reaction coordinates.
For the first examples we consider the dynamics given by (1) and the potential
given by




This potential has two minima at x = ±1 and a local maximum at x = 0. We are going
to calculate two different quantities of interest. The first quantity of interest is the
probability of all continuous paths which start at a point x in the metastable region S
and reach the target set in time τˆ . This can be written mathematically as P(A), where
A = {X0:τˆ ∈ C([0, τˆ ],Rn)|X0 = x(x ∈ S), Xτˆ ∈ T }. For this quantity of interest, we
choose g(Yt) = 0 for Yt ∈ S, t ∈ [0, τˆ ], and choose g(Yt) = 1 for Yt ∈ T , t ∈ [0, τˆ ].
The second quantity of interest is the moment generating function of the stopping
τˆ . To sample this, we set g(Y0:τˆ ) = τˆ . The trajectories Y0:τˆ are realizations of (8)
with b(·) = −∇V (·), u(·) is the bias constructed by the metadynamics simulation, and
σ =
√
2β−1. We compare our method with the results of a standard MC estimator for
the different quantities. We will see that in the first example, our method achieves the
variance reduction for both reweighting formulas given in this article. Furthermore,
the average transition time was decreased in the biased simulation. For this, we
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(a) The dashed-dotted line is the potential
function (22), and the black crosses show
a realization of (1) performing the desired
transition we want to sample.
(b) The dashed-dotted curve shows the orig-
inal potential (22). The solid black curve
shows the bias Vbias produced by the meta-
dynamics algorithm, and the dotted curve
shows the corresponding biased potential
(V + Vbias).
Fig. 1. (a) Trajectory of interest in the unperturbed potential. (b) Potential, bias, and perturbed
potential.
estimate the mean first hitting time (MFHT) for our experiments. The MFHT is the
average time trajectories needed to reach the target set. If the trajectory did not hit
the target set, the MFHT is set to TN .
For the performed 1D experiments, we define the metastable region S = [−1.5, 0].
We choose the starting point of the SDE (1) in the metastable region X0 = −1 and
fix β = 3.0 for all experiments. The stopping time is defined as the first hitting
time of the target set T = [0.9, 1.1]. In the first two examples we sampled 100,000
trajectories by using a standard Euler–Maruyama discretization with a time step
∆t = 10−4 in MATLAB; cf. [18]. Our aim was to investigate the variance within
the different trajectories. At maximum, we calculated TN = 15,000 time steps. The
random number generator was fixed at rng(1,’twister’) in order to have a better
comparison within the different examples. Other random number generators have
been tested showing similar results.
4.1. Diffusion in a double-well potential with fixed parameters. For this
computation we chose wi = 0.05, λi = 0.8 for all bias functions. The ci of every bias
function is chosen as the current value of the trajectory when the new bias function
is added. The weights are calculated by (9).
In this example, 79 bias functions have been used; see Figure 1(b) for the cal-
culated bias and the resulting potential energy. The estimators of the MC and the
importance sampling are in good agreement for both cases; cf. Table 1. Our results
show that the variance of the biased estimator is reduced for both quantities of interest
using the reweighting approach. The variance for the transition probability is reduced
by 65% and for the moment generating function by 76%. Hence, the automatically
generated bias potential by the adjusted metadynamics algorithm is actually a good
potential in the sense of importance sampling. Additionally, the MFHT is faster com-
pared to the plain MC approach. This experiment shows that our method achieves
the desired goals of variance reduction and computational speedup.
4.2. 1D with alternative reweighting formula. In this example, we use the
alternative reweighting formula as shown in (13). In order to calculate the bias, we
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Table 1
Comparison of the importance sampling estimators and the MC estimators for the simulation
with fixed parameters of the biased potential.
MC GIR
P (A) 4.8470× 10−2 4.8323× 10−2
Var 4.6121× 10−2 1.6404× 10−2
R(I) 4.4307 2.6504
E[e−βτ ] 2.569× 10−3 2.4885× 10−3




Comparison of the importance sampling estimators and the MC estimators for the simulation
with the alternative Girsanov formula.
MC AGIR
P (A) 4.8470× 10−2 4.8329× 10−2
Var 4.6121× 10−2 1.6407× 10−2
R(I) 4.4307 2.6504
E[e−βτ ] 2.5690× 10−3 2.4856× 10−3
Var 2.5850× 10−4 6.9170× 10−5
R(I) 6.2561 3.3459
MFHT 1.4804 1.4425
used the same parameters as in the first example. Since the random number generator
was fixed, the bias is exactly the same as in the first example; see Figure 1(b).
In order to calculate the Girsanov weights, we need Vbias, ∇Vbias, and ∇2Vbias.
For Vbias as given in (19), the derivatives can be calculated easily.
In this case, the MC estimator and the importance sampling estimator agree very
well; cf. Table 2. The variance reduction is very similar to the other reweighting
formula. The variance for the transition probability is reduced by 64%, and the
variance for the moment generating function is reduced by 73%. These experiments
show that the alternative Girsanov formula can be applied as well to correct the biased
estimators. The reduction of the MFHT is the same as in the first example since we
used the same seed for the random number generator.
4.3. 2D diffusion process. In this example, we consider the dynamics of the
molecule alanine-dipeptide (Ac-A-NHMe) in the limit of high friction. We reduced
the problem to the motion of the backbone torsion angles φ and ψ, modeled by the
overdamped Langevin equation:
(23)












where V (φ, ψ) is the potential energy function of the system, γ is the friction, and Bt
is a Brownian motion. The SDE in (23) has been solved using the Euler–Maruyama
scheme with the Boltzmann constant kB = 0.00831451 kJ/(mol ·K), at temperature
T = 300 K, with friction γ = 1 ps−1 and ∆t = 0.002 ps as integrator time steps.
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The constant σ represents the volatility of the Brownian motion and depends on the




The weights are calculated by (9). The reaction coordinate function V (φ, ψ) is not
known and is therefore estimated from a full atomic MD simulation at high tem-
perature as the FES of the relevant coordinates (φ, ψ). We performed an all-atom
MD simulation of acetyl-alanine-methylamide (Ac-A-NHMe, alanine-dipeptide) in ex-
plicit water at 900 K, with the GROMACS 5.0.2 simulation package [36], the force
field AMBER ff-99SB-ildn [25], and the TIP3P water model [20].
If we assume that the distribution of the relevant coordinates is proportional to
the true stationary distribution given by the Boltzmann distribution h(φ, ψ) ≈ pi(x) =
exp(−βV (x))/Z, with Z being the partition function, then the FES can be estimated
from the histogram h(φ, ψ) as
(25) V (φ, ψ) = − 1
β
log h(φ, ψ) + const.
Since we need the analytical value of the potential gradient, we have estimated a
bicubic spline of V (φ, ψ) using the ALGLIB [32] package.
In molecular dynamics simulation, the location of the minimum is usually not
known. However, it is easy to bring the system into a configuration in a local min-
imum by optimization algorithms like gradient descent. Thus, instead of estimating
the probability of jumping from one minimum to another, we have reformulated the
problem and try to estimate the probability of leaving the starting minimum after
a certain time. In order to approximate this probability we are going to calculate
the probability of all continuous trajectories, which have reached a certain distance
after some time. This can be formalized by calculating the probability of the set
A = {X0:τˆ ∈ C([0, τˆ ] : Rn)|X0 = x(x ∈ S), Xτˆ ∈ T }, where T = {z : |X0 − z| = dˆ}.
We have chosen to start all simulations at point {φ0 = −1.5;ψ0 = −0.2}, i.e., at
the bottom of the right α-region of the Ramachandran space [30] and at distance dˆ =
0.63, 0.83, 1.0. We have repeated our experiment 100 times, while each experiment
is a collection of 10,000 trajectories and the maximum number of time steps for a
single trajectory is 50. For each experiment, we estimated the bias by first running
a metadynamics simulation and stopping when the trajectory reaches the desired
distance dˆ. The bias is built adaptively with our method. Then we performed the
simulations adding the bias to V (φ, ψ) in the metastable regions.
Figure 2 shows the free energy profile of the system estimated from the full atomic
simulation (A), one example of metadynamics potential (B), and the biased poten-
tial (C). The effect of the metadynamics potential is to fill the local minimum and
accelerate the exit of the trajectory from it.
Figure 3 shows the free energy profile from a different point of view together with
two trajectories. While the trajectory spends a lot of time without any dominant
direction in the unbiased potential (A), it is forced to leave the local minimum in a
northerly direction in the second case (B).
In Table 3, we have collected the results for different experiments. The parameter
∆k denotes the frequency at which the metadynamics potential was updated. Since
in this kind of experiment the trajectories are quite short, we added a new Gaussian
function to the bias potential at every time step, with a new center ci equal to the
last state visited.
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Fig. 2. Free energy profile (A), metadynamics potential (B), and free energy profile and meta-
dynamics potential (C). To estimate the metadynamics potential, we have used wi = 0.9, λi = 1.6,
and ∆k = 1.
Fig. 3. FES of alanine-dipeptide (A), and biased FES (B). The circle (dˆ = 0.83) represents
the target that the trajectory has to hit.
Table 3
Table for the numerical examples with alanine-dipeptide.
MC1 GIR1 MC2 GIR2 GIR3 GIR4 MC5 GIR5
dˆ 0.63 0.63 0.83 0.83 0.83 0.83 1.0 1.0
wi - 0.9 - 0.15 0.9 0.9 - 0.9
λi - 1.6 - 0.5 0.5 1.6 - 2.0
∆k - 1 - 1 1 1 - 1
P (A) 6.46× 10−1 6.46× 10−1 3.04× 10−1 3.04× 10−1 2.96× 10−1 3.04× 10−1 1.53× 10−1 1.54× 10−1
Var 2.46× 10−5 1.97× 10−5 2.09× 10−5 1.11× 10−5 1.36× 10−3 1.14× 10−5 1.34× 10−5 5.21× 10−6
E[e−βτ ] 6.33× 10−1 6.33× 10−1 2.97× 10−1 2.97× 10−1 2.89× 10−1 2.97× 10−1 1.49× 10−1 1.50× 10−1
Var 2.37× 10−5 1.87× 10−5 1.98× 10−5 1.06× 10−5 1.28× 10−3 1.39× 10−5 1.27× 10−5 4.91× 10−6
MFHT 25.42 21.26 30.21 26.47 20.49 25.05 32.82 27.73
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In the first two columns (MC1, GIR1), we have considered a short distance dˆ =
0.63, and the results show that the reweighted estimator allows us to predict the MC
estimators with a variance reduction approximatively of 20% and a reduction of the
MFHT of 17%.
The next four columns (MC2, GIR2, GIR3, GIR4) report the data for the exper-
iments with dˆ = 0.83. In the first case (GIR2), we have used wi = 0.15 and λi = 0.5,
obtaining a variance reduction of almost 50% and MFHT reduced by 13 %. In the
next case (GIR3), we tried to increase the height of the Gaussians to wi = 0.9 with
a small variance λi = 0.5. The dynamics is strongly accelerated; thus the trajectory
leaves the local minimum quickly, but the precision of the estimators is reduced com-
pared to results obtained by MC estimators. In particular, we observe an increase
in the variance of two orders of magnitude. By increasing the variance of the Gaus-
sian functions to λi = 1.6, keeping w = 0.9 (GIR4), the results of the reweighted
estimators agree with the results obtained by MC simulations again.
The last two columns show the results for dˆ = 1. In this case, we have increased
the variance to λi = 2. We observe a variance reduction of almost 60%. However, in
this case the dynamics is slower and the MFHT is reduced only by 14%.
To study the dependence of the method on the metadynamics parameters, we
have repeated the last experiment with dˆ = 1.0 for six values of wi (the height of the
Gaussians) and six values of λi (the variance of the Gaussians).
Figure 4 shows the error of the reweighted estimators with respect to the esti-
mators obtained by MC simulations, while Figure 5 shows the variance reduction or
increase. The two figures give a heuristic argument for the presented choice of param-
eters. The success of the method depends on the choice of the initial parameters. If
the parameter λ of the Gaussian functions is bigger than the height w, we obtain the
best results, i.e., a better value of the estimators and a significant variance reduction.
This fact has a heuristic explanation. Thus, if the parameter λ is too small compared
to the height w, the bias results in high narrow peaks. Adding this bias leads to a
much more rugged potential. On the contrary, a large variance guarantees that the
minimum is filled properly.
5. Summary and outlook. In this article, we developed an algorithm for au-
tomatic assimilated importance sampling for dynamical quantities in metastable sys-
tems. For this, we considered metastable stochastic systems. The main idea is to bias
the dynamics in the metastable region. This can be achieved by constructing bias
functions raising the region around the minimum of the drift term. To build this bias,
we use the metadynamics algorithm, which was adjusted to create a bias decreasing
the metastability only. In order to correct the sampling in the perturbed system, we
proposed a reweighting scheme based on Girsanov’s theorem. We proved that the
reweighting scheme can be applied in our situation. We also considered an alterna-
tive reweighting formula which can be derived by using Itoˆ’s lemma. We tested our
approach in different numerical examples. In a 1D example, we showed that this algo-
rithm generates estimators for different quantities of interest with a reduced variance
compared to an MC estimator. The bias also reduces the MFHT of the rare events,
which results in shorter simulation time. We also tested the alternative reweighting
formula. The results of this approach are as good as the results of the original for-
mula. Whether one of the formulas has certain advantages compared to the other is
the subject to ongoing research. Recent work shows a deeper mathematical problem
with the alternative formula in the long-term limit; cf. [26]. In a 2D example, we also
showed that our method works for higher-dimensional reaction coordinates. Further-
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Fig. 4. Error of P (A) (A) and E[e−βτ ] (B) with respect to the same quantities estimated by
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Fig. 5. Ratio of the variance of P (A) (A) and E[e−βτ ] (B) with respect to variance of the same
quantities estimated by MC simulation as a function of the parameters wi and λi. The green color
denotes a variance reduction.
more, the 2D example gave us a heuristic understanding of how to choose the bias
parameters in order to achieve appropriate variance reduction. The first impression
is that a bigger bias potential is always better. But this is in general not the case for
two reasons: First, the numerical treatment of Girsanov’s formula is quite delicate,
and a higher bias makes this even worse. Second, the analysis of [33] showed that
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there is an exponential constant in the decay of the variance involved. A higher bias
function will also have an impact on this constant, leading to a slower decay of the
variance.
In the next step we aim at analyzing our importance sampling scheme in more
detail. One possible direction for this is the analysis of our method in terms of
subsolutions of the HJB equation as proposed in [33]. Another direction could be
to use log-Sobolev inequalities as proposed in [23]. We are especially interested in
discovering under which conditions our proposed method produces subsolutions of
the corresponding HJB equation.
Directly perturbing the gradient is another methodological path we are currently
following. An approach like this could use adaptive biasing force methods for building
the bias instead of metadynamics. First simulations have shown that this leads to an
even shorter MFHT because the perturbed gradient of the biased dynamical system
is smooth compared to the bias generated by the metadynamics approach. How the
variance of the estimator is influenced by this is the subject of ongoing research.
We suggest that our method proposed here serves the generation of an initial guess
at solving the optimization problem in [16]. The combination of these two methods
could lead to an optimized artificial force, which yields the potential to achieve an
even better variance reduction.
The split-and-kill strategy introduced by Zou and Skeel in [40] is a very appealing
idea to control the growth of the reweighting factor, which frequently causes numerical
issues. We are going to consider this strategy in the future and hope to introduce
more stability in the calculations of the reweighting factor.
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Estimation of the inﬁnitesimal
generator by square-root
approximation
In the previous chapters, the central subject was the transfer operator T (τ), i.e. a
continuous operator, that we use to study the dynamics of a molecular system as time
evolution of probability density functions. Associated to the transfer operator, exists an-
other continuous operator, named inﬁnitesimal generator Q, such that T (τ) = exp(τQ),
which provides a pattern of the dynamics of the molecular system in terms of transition
rates between states. The operators T (τ) and Q have the same eigenfunctions, while the
eigenvalues are linked by the relation λi(τ) = exp(τθi), where λi(τ) and θi are respec-
tively the eigenvalues of T (τ) and Q. It follows, that the same information about the
dynamics, can be recovered both from T (τ) and Q.
On the other hand, while MSMs is a consolidated method to discretize the transfer
operator in a transition matrix T(τ), there is not a valid tool to discetize the inﬁnitesimal
generator. Indeed, the elements of the matrix Q cannot be estimated from time-lagged
correlation functions as in MSMs.
In this work [57], we provide a method to discretize the inﬁnitesimal generator into
a rate matrix Q, oﬀering a new alternative tool to analyze the dynamical properties of
molecular system. The ﬁrst step is to build a Voronoi tessellation of the state space, that
permits a correct discretization of the inﬁnitesimal generator. Using the Gauss theorem,
the entries Qij are written in terms of the Boltzmann weight of the intersecting surface
between two adjacent cells and the ﬂux of the conﬁgurations through the surface. We
now introduce two approximations. Firstly, the ﬂux is assumed to be a constant scalar
that does not depend on the potential energy function. Secondly, the Boltzmann weight
of the intersecting surface is approximated as geometric average of the Boltzmann weight
of the cells.
In this way we provide an algebraic relation between the potential energy function
and the rate matrix and we are able to estimate the matrix elements Qij as the geometric
average of the Boltzmann weights of neighboring cells. In the limit of inﬁnitely small
Voronoi cells, the relation converges to the Fokker-Planck operator of an over-damped
Langevin dynamics, conﬁrming its validity [82]. A sketch of the proof, provided by
Martin Heida from Weierstrass Institute Berlin, is included in this work.
In principle, the importance of the method is that it provides a tool to estimate
the matrix Q, and then T(τ), with no need to perform MD simulations. Indeed, the
only information requested is the potential energy function of the system. In practice, a
110
simulation is always necessary for three reasons:
1. To determine a relevant subset of the state space of the system, discarding those
regions that contain unphysical or extremely rare conformations.
2. In case of high-dimensional systems, it is useful to consider only few relevant co-
ordinates and to replace the full dimensional potential energy function with a low
dimensional free energy proﬁle, that can be determined by MD simulation.
3. As explained more in detail in the paper, the rates obtained by square root ap-
proximation are scaled by an unknown factor Φˆ, i.e. the ﬂux that is assumed to
be constant. A strategy to estimate the ﬂux, is to run an MD simulation, to build
an MSM, then reduce the matrices Q and T(τ) to the conformational matrices by
PCCA+ [75] and to obtain the ﬂux from the eigenvalues.
The method can be improved in future works, by using an enhanced sampling method
to obtain in few computational time the free energy proﬁle of the system. Moreover, the
square root approximation formula can be modiﬁed to study the eﬀect of an Hamiltonian
perturbation on the dynamics, providing a new reweighting scheme.
I contributed to the paper providing a detailed explanation of the method and the
underlying theory. I carried out all the simulations and the analysis of the systems de-
scribed in the paper: the two-dimensional diﬀusion process and the Alanine dipeptide.
In particular I studied the sensitivity of the method to the input parameters: the size of
Voronoi cells and the environmental temperature. Furthermore, I carried out a test to
show that the ﬂux of the conﬁgurations Φˆ, between neighboring cells, does not depend
on an external perturbation of the potential energy function, according to the initial
assumption.
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In recent years, for the analysis of molecular processes, the estimation of time-scales
and transition rates, has become fundamental. Estimating the transition rates be-
tween molecular conformations is – from a mathematical point of view – an invariant
subspace projection problem. We present a method to project the infinitesimal gen-
erator acting on function space to a low-dimensional rate matrix. This projection
can be performed in two steps. First, we discretize the conformational space in a
Voronoi tessellation, then the transition rates between adjacent cells is approximated
by the geometric average of the Boltzmann weights of the Voronoi cells. This method
demonstrates that there is a direct relation between the potential energy surface of
molecular structures and the transition rates of conformational changes. We will show
also that this approximation is correct and converges to the generator of the Smolu-
chowski equation in the limit of infinitely small Voronoi cells. We present results
for a two dimensional diffusion process and Alanine dipeptide as high-dimensional
system.
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In the last decades, molecular processes, like conformational changes or binding processes,
have been modeled and studied trough Molecular Dynamics (MD) simulations. In MD
simulations, one numerically solves the equation of motion of a molecule, in order to obtain
a discretized trajectory, containing the position of each atom at each timestep. From a
sufficiently large ammount of MD trajectories, one can recover the Boltzmann distribution
and estimate phase-space ensemble averages.
Under certain conditions, the dynamics of a molecular system can be studied as time
evolution of probability densities ρt(x) governed by the forward propagator, P(τ)ρt(x) =
ρt+τ (x), where τ is called lag time. The propagator has a unique stationary distribution
pi(x), as long as the underlying diffusion process is Markovian, ergodic and aperiodic.
Numerically easier to handle than the propagator is the closely related forward trans-
fer operator1–3 T (τ), which propagates weighted probability densities ut(x) = ρt(x)/pi(x)
forward in time
ut+τ (x) = T (τ)ut(x) . (1)
Both, the propagator and the transfer operator can be projected to finite dimen-
sional matrices by a Galerkin discretization with respect to a set of ansatz functions
(χ1(x), χ2(x)...χn(x)). If the ansatz functions are orthonormal, the Galerkin discretiza-
tion of the transfer operator yields the matrix
T(τ) : Tij(τ) =
〈χi|T (τ)χj〉pi
〈χi|χi〉pi , (2)
where 〈f |g〉pi =
∫
Γ
f(x) · g(x) pi(x)dx. The denominator and the numerator can be inter-
preted as (time-lagged correlation) functions, 〈χi|T (τ)χj〉pi = cor(χj, χi; τ) and 〈χi|χi〉pi =
cor(χi, χi; τ = 0), and can thus be estimated from a realization of the underlying diffusion
process, i.e. from a trajectory produced by MD simulations.
A wide collection of methods have been developed to estimate the discretized version
of the transfer operator from numerical simulations. The discretization can be carried out
with respect to disjoint subsets of the conformational space (Markov state models1–9) or
with respect to continuous functions of the state space (core-set Markov models10, variational
Markov models11). The dominant eigenvectors and associated eigenvalues of a Markov model
contain information on long-lived molecular conformations, the kinetic exchange process
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between them and the associated equilibration times. This information can in turn be
used to derive the hierarchy of barriers and minima of the underlying molecular free-energy
surface. Markov models have been largely used in the last years and are now a fundamental
tool to study and analyze the dynamics of molecular systems12–17.




T (τ)− T (0)
τ
, (3)
that defines the differential equation
∂
∂t
ut(x) = Qut(x) , (4)
with solution
ut+τ (x) = exp(Qτ)ut(x)
= T (τ)ut(x) . (5)
Q and T (τ) have the same eigenfunctions, while the eigenvalues of λi(τ) of T (τ) are related
to the eigenvalues θi of Q, by
λi(τ) = exp(τθi) . (6)
It follows that one can recover the same information about the dynamics of the system,
both from the transfer operator and the generator.
The corresponding Galerkin discretization of the infinitesimal generator is called rate
matrix, it provides a transition pattern in terms of rates between adjacent disjoint subsets of
the conformational space. On the other hand, although several methods for the discretization
of transfer operators are available, the discretized infinitesimal generator is more difficult to
be estimated numerically, because it is not possible to derive the matrix elements of Q from
correlation functions. Furthermore, we will show in the “Discretization error” section, that
there is no analogous relation of eq. 5 for the discretized operators and then T(τ) 6= exp(Qτ)
(see fig. 1). This means that we cannot estimate Q from τ−1 log(T(τ)).
We propose a method to discretize the infinitesimal generator based on a Voronoi partition
of the conformational space. We start from the Galerkin discretization of the generator





where the ansatz functions are the characteristic functions of the Voronoi cells χi = Ωi,
i.e. a set of orthonormal functions. Then we derive a numerical scheme to estimate Q that
does not rely on correlation functions. Using the Gauss theorem, we write the rate between
two neighboring cells in terms of the flux Φˆ of configurations and of the Boltzmann weight
of the intersecting surface between adjacent cells. Assuming that the flux is constant, we
approximate the Boltzmann weight of the intersecting surface as the geometric average of the
Boltzmann weight of the cells (square root approximation, SQRA), finding a direct algebraic
relation between the potential energy function and the matrix elements Qij (eq. 7).
In principle, different types of averages (e.g. harmonic or arithmetic average) could be
used, but a recently published proof19 showed that the discretization of the generator con-
verges, in the limit of infinitely small Voronoi cells, to the continuous infinitesimal generator
Q, if the Boltzmann weight of the intersecting surface is approximated by the geometric
average. This SQRA has been used in literature before20–22. Interestingly, it cannot only
be derived from the transition flux density, but the same result has recently been obtained
from the maximum path entropy principle23.
The SQRA discretization closes an important gap in the discretization methods for dy-
namical operators. It is fundamentally different from the discretization methods for the
transfer operator. The matrix elements Qij are not estimated from correlation functions,
but are calculated from the Boltzmann weights of the cells Ωi and Ωj and a constant flux
factor Φˆ.
Estimating Boltzmann weights tends to be much easier than estimating correlation func-
tions. While for low-dimensional systems the Boltzmann weights can be estimated directly
from the potential energy function, for high-dimensional systems, it is more convenient use
the free energy profile on few relevant coordinates, which can be obtained from a wide range
of enhanced sampling protocols. However, a method to estimate efficiently the constant flux
Φˆ has so far been lacking.
We are now able to apply the SQRA to realistic systems. Using a two dimensional diffu-
sion process and alanine dipeptide as example of a high-dimensional system, we numerically
test the initial assumptions of the method: Does the SQRA approximation yield the correct
eigenspace of the system? Does the discretization error decrease in the limit of small Voronoi
cells? Is the flux indeed constant and is it independent of the potential? Note that alanine
dipeptide is a single amino acid, alanine, capped by two end groups. The end groups are
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chosen such that the central backbone torsion angles φ and ψ in alanine are subject to the
same steric hindrances as an alanine residue within a longer peptide chain. This molecule
thus serves as a standard test system for biomolecular dynamics simulations6,11,24,25.
In this paper, we give a detailed derivation of the SQRA, a summary of the proof that it
converges to an infinitesimal generator in the limit of small Voronoi cells and we discuss the
relations between operators described in fig. 1. Next, we provide an approach to estimate the
flux Φˆ based on the robust Perron cluster analysis in conformation dynamics (PCCA+)26.
II. THEORY
We consider ergodic and reversible Markovian processes, whose dynamics can be repre-
sented by the forward transfer operator1–3 T (τ) : L1pi(Γ)→ L1pi(Γ), defined for a certain finite
lag-time τ , that acts on relative probability densities ut(x) = ρt(x)/pi(x), where ρt(x) is the
probability density at time t and pi(x) is the stationary probability density. The transfer
operator propagates the functions ut(x) forward in time according to




p(x,y; τ)ut(x) pi(x) dx , (8)
where p(x,y; τ) is the conditional probability to find the system in state y, at time t + τ ,
given that it was in the state x at time t. The basis of our considerations is a discretization
of the state space Γ into disjoint subsets Ωi. The Galerkin discretization T (τ) (eq. 2) with
respect to these subsets, turns into a row-stochastic transition matrix T(τ). Its dominant
eigenvectors, approximations of the eigenfunctions of T (τ), contain information about the
dynamics of the dominant processes of the system1–7,9, associated with a timescale defined
as:
ti(τ) = − τ
ln(λi(τ))
, ∀ τ > 0 , (9)
where λi(τ) is the ith eigenvalue of the matrix T(τ). If ti(τ) does not depend on the lag
time τ , then the matrix T(τ) satisfies the Markovian property3,5 and the discretization is
considered valid, i.e. the underlying discretized molecular process can be approximated as
a Markov chain with time step τ in this discretized space. In this case ti is the implied
timescale at which the ith dominant process occurs.
Besides the transition matrix T(τ), we can also define a rate matrix Q, which is in the
same sense a discretization of the infinitesimal generator Q of the transfer operator. The
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infinitesimal generator and the transfer operator are related by











T (τ) = exp(Qτ) . (11)
Because the eigenvalues of Q and T (τ) are related by eq. 6, the implied timescales of the
kinetic processes can be derived also from the eigenvalues θi of the rate matrix:
ti = − 1
θi
. (12)
Note that the implied timescales derived from the eigenvalues of the rate matrix (eq. 12)
do not depend on the lag time. In the next section, we will show how to discretize the
infinitesimal generator Q, into a rate matrix Q, following Lie et al.21.
A. Square Root Approximation
Consider a Voronoi tessellation of the state space Γ = ∪ni=1Ωi, then define the transition
probability matrix T(τ), via eq. 2, the entries Tij(τ) describe the probability to jump from
the cell Ωi to the cell Ωj in a time span τ . The associated infinitesimal generator can be
discretized on the basis of the same tessellation (eq. 7). Formally, the transition probability




. Using the Gauss theorem one






Φ(z) pi(z)dS(z) , (13)
where ∂Ωi∂Ωj is the common surface between the cell Ωi and Ωj, pii is the Boltzmann
probability of the cell Ωi and Φ(z) denotes the flux of the configurations z through the
infinitesimal surface ∂Ωi∂Ωj. The complete derivation is provided in appendix A.























where 〈Φ〉ij represents the mean value of the flux through the surface ∂Ωi∂Ωj.
In what follows, we make the following assumptions
1. The flux Φˆ is constant and does not depend on the potential energy function, it holds
Φˆ = 〈Φ〉ij.
2. The cells are so small such that pi(x) is almost constant on every cell Ωi and on every
interface ∂Ωi∂Ωj, i.e. pi|Ωi ≈ pii and pi|∂Ωi∂Ωj ≈ piij.





The quantity sij (eq. 17), i.e. the Boltzmann density of the intersecting surface between two
neighboring cells Ωi and Ωj, is a surface integral that can be approximated by the Boltzmann












A second approximation is necessary to estimate the Boltzmann weight of the intersecting
surface piij. We have chosen to use the geometric mean of the Boltzmann weights of the
centers of the cells Ωi and Ωj, which corresponds to an arithmetic mean of the corresponding











In principle, other mean-value calculations could be used, but as we will show in the next
section, only by the geometric mean the discretized operator converges to the continuous












Note that it is not necessary to know the partition function of the system, because it would
cancel in the ratio pij/pii in eq. 20. Thus the unnormalized Boltzmann weights pii and pij can
be used.
The matrix Q, as formulated in eq. 20, is a valid approximation of the infinitesimal
generator Q (eq. 10), that satisfies the properties of a rate matrix:
1. The diagonal entries satisfy Qii = −
∑
j 6=iQij
2. The sum of the rows is zero
∑
j Qij = 0.








(ρjQji − ρiQij) , (21)
where ρ is the probability density, C is a normalization constant and the notation i ∼ j
denotes neighboring cells.
B. Convergence of the rate matrix
The square root approximation of the infinitesimal generator Q is based on a Voronoi
tessellation of the state space. In principle, it is not clear if this kind of approximation has
a physically meaningful limit, whenever the number of Voronoi cells tends to infinity. If this
limit exists, it is furthermore not clear whether the limit operator is physically reasonable.
An arbitrary refinement strategy of increasing the number of Voronoi cells will probably not
converge. However, a recent mathematical study19 which will be published separately, shows
that under suitable assumptions on the Voronoi tessellation, the square root approximation
converges towards the generator of the Smoluchowski equation, i.e., towards the Langevin
dynamics for the limit of high friction.
In what follows, let ε denote the maximal diameter of the cells and for given ε > 0 let
(P εi )i be the set of points that generate the Voronoi tessellation and let Ω
ε
i be the Voronoi cell




i ). In particular,
for the function pi(x) := exp (−βV (x)) we write vεi :=
√
piεi and using eq. 20 we denote the

















i∼j relates to the sum over all neighboring cells Ω
ε
j of the cell Ω
ε
i and where we
interpret (Lερ)εi as a function which is constant on every Ωεi . Written in a formal way, for
the scaling factor Cε = ε
−2 and a suitable positive definite symmetric matrix Ahom ∈ Rn×n,












→ ∇ · (Ahom∇ρ(x)) + β∇ · (ρ(x)Ahom∇V (x)) as ε→ 0 , (23)
provided that P εi → x as ε→ 0. In case that the Voronoi tessellations are isotropic, we find
Ahom = aI, where a > 0 is a constant and I is the identity. However, if for some reason the
tessellations are systematically anisotropic, the right hand side of eq. 23 can be brought into
the form of a classical Fokker-Planck operator via a coordinate transform. Hence, we also
call the right hand side of eq. 23 a Fokker-Planck operator. In what follows, we will roughly
explain how the convergence 23 can be obtained.
There exists a simpler version of eq. 22 known as the discrete Laplace operator F ε having
the form







Note that the use of L and F is opposite in19. It turns out that the understanding of the
asymptotic behavior of F ε is essential for the study of the asymptotic behavior of Lε.
In case the point process is a rectangular grid (fig. 2), the operator F ε has been studied
intensively and in broad generality from physicists (as generator of a markovian process that
models Brownian motion, see the review27) and mathematicians (for rigorous results, see the
review28). The notion of discrete Laplace operator can be understood as follows: On the
lattice εZn (that consists of all points x ∈ Rn such that (ε−1x) ∈ Zn, see fig. 2), the discrete
derivative in the j-th direction is given by dj,ερ(x) :=
1
ε
(ρ(x+ εej)− ρ(x)), where ej is the








[(ρ(x+ εej)− ρ(x)) + (ρ(x− εej)− ρ(x))] . (25)











= (F ερ)i , (26)
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where now i ∼ j relates to all neighbors xεj ∈ εZn of xεi s.t.
∣∣xεj − xεi ∣∣ = ε. We now show
that for twice continuously differentiable functions u, it holds
(F ερ)εi → ∆ρ as ε→ 0 if xεi → x . (27)
In order to show this, we use Taylor’s formula, i.e.
























































i ) +O(ε) . (29)
From this, we obtain that eq. 27 holds.


































V εi − V εj
)2 −O ((V εi − V εj )3) (31)








































)O ((V εi − V εj )3) . (32)
We know that for small ε ≈ 0, it holds (V εi − V εj ) ≈ ε∇V (xεi ) + O(ε2) and equivalently(
ρεi − ρεj

































































i ) · ∂jV (xεi ) +O(ε) . (34)
Thus, as ε→ 0 we observe that
(Lερ)εi → ∆ρ(x) + βρ(x)∆V (x) + β∇ρ(x) · ∇V (x) xεi → x
= ∆ρ(x) + β∇ · (ρ(x)∇V (x))
on the Grid εZn. Hence, we recover eq. 23 with Ahom = 1 for the cubic Voronoi tessellation.
On arbitrary Voronoi tessellations, things become more involved. In particular, the con-
vergence (eq. 27) or calculations like in eq. 29 and 34 do not hold anymore, as they rely
on the rectangular structure of Zn. However, the key ideas of the proof remain the same
with the difference that some terms which explicitly cancel out in the above calculation only
vanish in a “statistically averaged” sense, using G-convergence.
G-convergence is a concept from early stage in the development of Homogenization theory
and is rarely used (refer to29), since other concepts are usually much better suited. In the
discrete setting, G-convergence can be formulated in the following sense: The operator F ε
is called G-convergent if there exists a symmetric positive definite matrix Ahom such that
for every continuous f : Ω→ R the sequence ρε of solutions to






= f(P εi ) , (35)
converges in L2(Ω) to the solutions ρ of −∇ · (Ahom∇ρ) = f , where we interpret ρε as a
function that is constant on every cell Ωεi . Hence, G-convergence and convergence of the
SQRA-operator are more or less equivalent conditions on the tessellation. In recent years,
G-convergence (or eq. 27) has been proved for random operators





ωij (ρ(xj)− ρ(xi)) (36)
on the grid εZn for a broad range of random coefficients ωij (see the overview in28). However,
for stationary and ergodic tessellations, the recent results in19,30 seem to be the only ones.
In conclusion, we showed that the convergence in eq. 23 holds on the rectangular grid for
sufficiently smooth functions ρ. The calculations suggest that the result also holds on more
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general grids. However, on such more general grids, the mathematics behind the convergence
(eq. 23) becomes much more involved and is thus shifted to the article19. The results there,
are though more general as they state that solutions of Lερε = f ε converge to solutions of
Lρ = f provided f ε → f in L2(Q).
III. DISCRETIZATION ERROR
A. Relation between transition probability and rate matrices
The Markovian property of the transition probability matrix T(τ), i.e. the discretized
version of the transfer operator T (τ), is guaranteed only by a proper discretization of the
space3,31,32. For example, assume a discretization of the space into three disjoint sets A, B,
and C. If the system is in the state x ∈ A, it will jump to a set B or C with different
probabilities, depending on the position inside the set A. Because the position inside the
set A depends on the previous position, the Markovian property is lost, on the level of the
set A.
Note, that a fine enough discretization of the space prevents the loss of the Markovian
property. Alternatively, it can be proven that for a large enough value of the lag time τ , the
Chpaman-Kolmogorov condition T(n · τ) = T(τ)n holds3, guarantying the Markovianity of
the process.
With regard to the matrix Q, two problems arise:
• If τ is too small, the matrix T(τ) could not describe a Markovian process and the
matrix Q cannot be considered a proper generator of T(τ).
• If τ is large enough to guarantee the Markovianity of T(τ), then the generator Q is the
correct generator, but it is not physically meaningful. A proper generator is defined
for τ → 0, in other words for instantaneous transitions that occur between neighboring
sets. If τ is too big, then Q would describe instantaneous transition rates between
non-neighboring sets, that are not physical if we are considering a time-continuous
dynamics.
In conclusion, the matrix Q, obtained by square root approximation (eq. 20) is the Galerkin
discretization of the infinitesimal generator Q, but it is not the correct generator of the













· Φˆ = Q˜ij · Φˆ .
While the first term can be estimated analytically from the potential energy function of the
system, the factor Φˆ is unknown. Thus, we can estimate only the matrix Q˜, that represents
the correct rates up to the scaling factor Φˆ. Nonetheless, the eigenvectors of the matrix Q˜
are a correct approximation of the eigenfunctions of the continuous operator Q, while the
eigenvalues θ˜i, are scaled by the factor Φˆ as well, such that θi ≈ θ˜i · Φˆ, where θi are the
correct eigenvalues of Q.
Because the eigenvalues of the transfer operator λi(τ) are associated to the eigenvalues
of the infinitesimal generator θi by the relation
exp(τ θi) = λi(τ) ∀i > 1 , (37)
one could estimate the value of the flux, by comparing the eigenvalues of the rate matrix
Q˜, with the eigenvalues of the matrix T(τ) obtained by MSM. Unfortunately, because the
matrix Q is not the correct infinitesimal generator of T(τ), following this route would lead
to a wrong result.
Molecular systems are characterized by nc conformations in the space, i.e. metastable
subsets of the state space where the system stays for a time significantly longer then some
macroscopic time span. The matrices Q and T(τ) can be reduced to the nc × nc matrices
of the conformations Qc and Tc(τ) that satisfy
exp(τ Qc) = Tc(τ) . (38)
Thus, the flux can be obtained from the eigenvalues of the matrices of the conformations.
The derivation and the mathematical proof of eq. 38 is given in the appendix B.
Here, we propose a simple scheme to estimate Φˆ based on eq. 38. Firstly, one constructs
the matrix Q˜ by SQRA and the matrix T(τ) by MSM. Afterward, the two matrices are re-





∀i ∈ (1, nc] . (39)
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In eq. 39 the subscript i denotes that the flux Φˆi has been estimated from the ith pair
of eigenvalues {λci(τ), θ˜ci}. Actually, Φˆ should not depend on the choice of the eigenvalues,
but, in our numerical experiments, different values of Φˆi have been found for different pairs
of eigenvalues. The result improves, i.e. the difference reduces, if the Voronoi cells are more
homogeneously distributed. Thus, estimating the flux from different eigenvalues (eq. 39),
and the respective standard deviation can be used as a test to evaluate the quality of the
SQRA.
IV. METHODS
A. Two dimensional system
We consider the two-dimensional diffusion process governed by the stochastic differential
equation: dxt = −∇xV (xt, yt) + σdB
x
t
dyt = −∇yV (xt, yt) + σdByt
, (40)
where Bit denotes a standard Brownian motion in the direction i = x, y, σ is the volatility
and V (xt, yt) is a two-dimensional potential energy surface given by the function:






− x3 + x+ 2 + 2y2 . (41)
In principle, we could estimate the rate matrix of the system by SQRA, with no need
to integrate the equation of motion. We could generate a set of random points uniformly
distributed on R2, then discretize the space by a Voronoi tessellation and apply the SQRA
formula (eq. 20). On the other hand, only a subset of R2 is relevant for the dynamics
of the system, thus we solve numerically the equation of motion in order to sample the
conformational space. A discretized trajectory is also useful to build a MSM and to estimate
a correct value of the flux.
We have numerically integrated eq. 40 with the Euler-Maruyama scheme, producing
trajectories of 4 × 107 time-steps with a time step ∆t = 0.001, for several values of the
volatility σ.
Afterward, we have partitioned the sampled space with a Voronoi tessellation, picking
random points from the trajectories, such that the minimum distance between two points, is
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the distance r, an input parameter that represents the minimum diameter of the cells. Both
the parameter r and the volatility σ affect the quality of the Voronoi tessellation and the
number of cells. A simulation at high volatility, samples a larger subset of the state space,
thus the Voronoi cells are more homogeneously distributed and approximately of the same
size. We have produced trajectories with σ = 1.0, 1.5, 2.0, 2.5 and built Voronoi tessellation
with r = 0.1, 0.15, 0.2.
We point out that it is not necessary to know the complete Voronoi tessellation to build
the SQRA, but only the adjacency matrix that identifies the neighboring cells. Thinking of
the Voronoi diagram in terms of convex polyhedra21,33 permits to write a Linear Program
to estimate the adjacency matrix, improving the efficiency compared to usual algorithms.
To estimate the flux of the system, we have constructed MSMs with enforced detailed
balance34 for each trajectory. The MSMs have been constructed on the same tessellation
used for the SQRA, choosing a lag time range from 100 to 1000 time steps.
The PCCA+ analysis has been realized using three conformations as input parameter.
To study the dependence of the flux on the potential energy, we have perturbed the
potential energy function (eq. 41) with the function
U(κ, x) = κx (42)
where κ is a parameter that tunes the strength of the perturbation.
B. Alanine dipeptide
We studied alanine dipeptide in explicit water, built as Acetyl-alanine-methylamide (Ac-
A-NHMe) capped with an acetyl group on the N-terminus and n-methylamide on the C-
terminus (Ac-Ala-NHMe), in order to simulate the dynamics of the torsion angles within a
peptide chain.
The rate matrix has been constructed on the two relevant coordinates, the backbone
torsion angles φ and ψ. Thus, the potential energy function V (x) has been replaced by the
free energy profile F (φ, ψ) on torsion angles in the SQRA formula. Because an analytical
function for F (φ, ψ) is unknown, a MD simulation was necessary to estimate the free energy
profile from the histogram of the trajectory projected on φ and ψ.
We carried out simulations with the GROMACS 5.0.2 simulation package35, with the force
field AMBER ff-99SB-ildn36 and the TIP3P water model37. A velocity rescale thermostat38
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has been applied to control the temperature and a leap-frog integrator39 has been used to
integrate the equation of the motion with a timestep of 2 fs. We have performed simulations
in a NVT ensemble, at temperature of 300 and 900 K. The length of each simulation was
600 ns and we printed out the positions every nstxout=500 time steps, corresponding to 1
ps.
The space on relevant coordinates {φ, ψ} = [−pi, pi]× [−pi, pi] has been discretized with
a 2pi × 2pi-periodic Voronoi tessellation. To study the quality of the SQRA as a function of
the size of the cells, we used as minimum diameter r = 0.1, 0.14, 0.17 rad.
The trajectories used to sample the free energy profile has been used also to build the
MSMs and to estimate the flux. The MSMs have been built with enforced detailed balance
on the same Voronoi tessellation of the rate matrix, with a lag-time range of [0:300] ps.
V. RESULTS AND DISCUSSION
A. Two dimensional system
As first application, we illustrate the method for a two dimensional diffusion process.
The potential energy function (eq. (41), fig. 3-A) has three minima respectively at (-1.12,0),
(0.05, 0) and (1.29,0), separated by two barriers, whose highest points are approximatively
at (-0.83, 0) and (0.61,0).
Because the potential energy function is known and the system is two-dimensional, one
could build the discretized generator by SQRA, without producing any trajectory, but using
random points uniformly distributed on the space R2. This approach is not possible for high-
dimensional systems, in which the accessible state space, at a given temperature T , makes
up only a small fraction of the total state space. In high-dimensional systems, the accessible
state space has to be identified by a molecular simulation. Therefore we have numerically
solved the equation of motion to produce a discretized trajectory of the two dimensional
system and sample the most characteristic states of the space. Moreover, we used the
trajectory to select random states as centers of the Voronoi cells Ωi, whose Boltzmann
weight pii have been estimated as arithmetic mean of the unnormalized Boltzmann densities
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1Ωi(xk, yk) exp (−βV (xk, yk)) ∀ cell Ωi , (43)
where {xk, yk} are the coordinates of the kth point of the trajectory, 1Ωi(xn, yn) is the
indicator function of the Voronoi cell Ωi and nsteps is the length of the trajectory. The
quantity
∑nsteps
k=1 1Ωi(xk, yk) represents the number of times that the trajectory has visited
the cell Ωi.
We first discuss the results obtained from a simulation with volatility σ = 2.0 and a
partition of the space in 1725 Voronoi cells, realized with r = 0.1 as minimum diameter of
the cells (fig. 3-D).
Fig. 3-E shows the first three left eigenvectors of the matrix Q˜, i.e. of the matrix Q scaled
by the factor Φˆ. The first left SQRA eigenvector, associated to the eigenvalue θ1 = 0 has
only positive entries and represents the Boltzmann distribution. The dominant eigenvectors,
associated to eigenvalues θi < 0, have positive and negative values and represent kinetic
exchanges between regions with different sign. In particular, the second eigenvector describes
the slowest kinetic process between the region that includes the first and second minimum
(blue area in fig. 3-E) and the third minimum (red area in fig. 3-E), through the highest
barrier of the potential energy function. The third eigenvector represents the second slowest
transition, between the middle mininum and the two on the sides. All the other eigenvectors
(data not shown) describe faster dynamic exchanges inside the metastable regions. The left
SQRA eigenvectors are in great agreement with the left MSM eigenvectors (data not shown)
and are an excellent approximation of the eigenfunctions of the infinitesimal generator.
The respective eigenvalues θi of the generator are associated to the eigenvalues of the
transfer operator (eq. 6) and contain information about the implied timescales associated to
the kinetic processes of the system. Thus, from the eigenvalues of the rate matrix, we can
obtain a valid approximation of the implied timescales of the system according to eq. 12.
The advantage of estimating the implied timescales from the eigenvalues of the rate matrix
(eq. 12), respect to the eigenvalues of the transition probability matrix (eq. 9), is that it
is not necessary to verify the convergence of the implied timescales as in MSMs3. On the
other hand, if we do not know the value of Φˆ, then we can only know the eigenvalues θ˜i
of the matrix Q˜, that are correct up to the scaling factor Φˆ. The eigenvalues θ˜i are useful
anyway to evaluate how much a dominant process is faster than another one. For example,
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if the second eigenvector is associated to a timescale of t2 = 70.53 Φˆ
−1 time steps, while the
third eigenvector is associated to a timescale of t3 = 19.14Φˆ
−1 time steps, then the process
associated to the third eigenvector is 3.68 times faster than the process associated to the
second eigenvector (tab. I and II).
B. Estimation of the flux
To estimate the value of the flux Φˆ, we have built MSMs and the matrices of the con-
formations Q˜c and Tc(τ) by PCCA+. Because the system has three metastable states, the
matrices Q˜c and Tc(τ) are 3 × 3 and the flux Φˆ has been estimated comparing the second
and third eigenvalues of the matrices, i.e. {θ˜ci , λci(τ); i = 2, 3}. In each table that we present
(tabs. III, IV, V and VI), Φˆ2 denotes the flux estimated comparing the second eigenvalues,
Φˆ3 denotes the flux estimated comparing the third eigenvalues, Φ¯ is the average flux between
Φˆ2 and Φˆ3, ”std” is the standard deviation and ”rel. err.” is the relative error.
We have first studied how the flux depends on the volatility of the system, then we
have produced four trajectories respectively with σ = 1.0, 1.5, 2.0 and 2.5 and built four
rate matrices by SQRA and four transition probability matrices by MSM. The Voronoi
tessellation of the space has been realized with r = 0.15. The trajectories for σ = 1.0,
σ = 1.5 and σ = 2.0 and the respective partitions of the space are presented in fig. 3-(B, C,
D).
Increasing the volatility, that is linked to the temperature of the environment, the trajec-
tory samples a larger subset of the state space. Because the Voronoi tessellation is realized
picking random points from the trajectories, at high volatility, the tessellation consists of a
large number of cells, homogeneously distributed and approximately of the same size. The
average flux increases linearly with the volatility (tab. III, col. Φˆ), because high volatility
corresponds to a faster dynamics: a given cell is visited for a short amount of time, con-
sequently, the number of times that a cell border is crossed rises. We also observe that
the error on the flux, i.e. the difference between Φˆ2 and Φˆ3 reduces significantly increasing
the volatility (tab. III, col. ”rel. err.”). Thus, we deduce that the quality of the SQRA is
intrinsically linked to the quality of the Voronoi tessellation and the error on the measure
reduces when the cells are homogeneously distributed.
Afterward, we have studied how the flux depends on the size of the cells (parameter r,
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tab. IV). Keeping the volatility constant (σ = 2.0), but reducing the minimum distance
between centers (r = 0.2, 0.15 and 0.1), a single cell is visited for a shorter time and the
number of transitions through the intersecting surface, i.e. the flux, grows. We also note a
significant reduction of the relative error, that confirms the convergence of the rate matrix
to the continuous generator for small Voronoi cells.
Finally, we have studied how a perturbation (eq. 42 with κ = 0, 0.5, 1) of the potential
energy function affects the flux. The effect of such perturbation is to tilt the potential energy
function along the axis x and to modify respectively the Boltzmann weights. The experiment
has been repeated with σ = 1.5 and σ = 2.0 and the results are collected respectively in
tab. V and VI. In both the cases the perturbation does not affect the average flux, confirming
the initial assumption that the flux does not depend on the potential energy function.
C. Alanine dipeptide
As high dimensional system, we have studied alanine dipeptide (Ac-A-NHMe) in explicit
water. In principle, one could estimate the rate matrix using the full potential energy
function, that is parametrized by the forcefield36, but the resulting high-dimensional rate
matrix would be computationally intractable. We have constructed the rate matrix and the
MSM on two relevant coordinates, the backbone dihedral angles φ and ψ, that capture the
main dynamical properties of the system. Running a MD simulation was necessary only
to sample the free energy landscape, which can be recovered by a normalized histogram of
a long trajectory projected on the dihedral angles φ and ψ. If the two-dimensional space
{φ, ψ} is discretized by a Voronoi tessellation, then the Boltzmann weight of each cell is
proportional to the number of times that the system has visited the cell Ωi divided by the
length of the trajectory:





∀ cell Ωi (44)
where {φk, ψk} are the coordinates of the system at time step k and nsteps is the length of
the trajectory. Consequently, the free energy profile of the cell Ωi reads
Fi(φ, ψ) = − 1
kBT
log pii(φ, ψ) + C , (45)
where C is a negligible constant.
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We have first studied the rate matrix built on free energy profile obtained from a simu-
lation at 300 K. In this case, the MD simulation does not sample the full state space and
large regions of the space {φ, ψ}, are never visited (figs. 4-A,B). In particular, few trajectory
points are found in the barrier regions at φ ∼ 0, resulting large Voronoi cells in these regions.
We have built the Voronoi tessellation, on the same trajectory, with r = 0.1 (figs. 4-A) and
r = 0.17 (figs. 4-B). In both the cases the cells have significant different sizes in the minima
and barrier regions. The only way to improve the discretization, i.e. to have small cells
homogeneously distributed, is to increase the temperature to permit a better sampling of
the state space. Fig. 4-C shows a trajectory at temperature 900 K, that covers a larger
subspace of the state space, with a much more homogeneous Voronoi tessellation. From the
two dimensional system and from alanine dipeptide, we have learnt that simulations at high
temperatures (high volatilities), yield a homogeneous Voronoi discretization. Furthermore,
at high temperatures the flux can be estimated with much higher confidence, than at low
temperatures. This suggests that the Voronoi discretization for the SQRA should be based
on a high temperature simulation, even if the goal is to model the dynamics at room tem-
perature. The realistic magnitude of the implied timescales can be estimated from the high
temperature simulation in a second step. Indeed, the Boltzmann weights can be obtained
from the high temperature simulation by first calculating the free energy profile via eq. 45
and then converting Fi into the Boltzmann weights at room temperature via eq. 46. In
summary, we propose a strategy in which a model of the dynamics at room temperature is
obtained entirely from a simulation at high temperature.
Fig. 4-D shows the dominant left eigenvectors of the rate matrix built on the trajectory
sampled at 900 K. The first eigenvector represents the Boltzmann distribution with the
typical conformational states (β region, Lα region, and Rα region). The second eigenvector
represents a kinetic exchange between the Lα-minimum (φ > 0) and the α-helix and β-sheet
minima (φ < 0). The associated implied timescale is 146Φˆ−1 ps. The third eigenvector
represents a transition β-sheet ←→ α-helical conformation, i.e. a torsion around ψ, and
is associated to a timescale of 40Φˆ−1 ps. The eigenvectors are the same obtained from a
MSM25.
Even though the free energy profile was built on a trajectory produced at temperature
T = 900 K, the eigenvectors are a valid approximation of the eigenvectors of the system at
T = 300 K. Indeed, the simulation at T = 900 K was used only to build the free energy
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profile according to eq. 45, but the Boltzmann weights for the SQRA have been estimated
by the approximation
pii ≈ exp (−βFi(φ, ψ)) . (46)
where β = 1
KBT
has been set after the simulation with T = 300 K. Instead of this simple
approximation to get the free energy profile, higher-order reweighting schemes can be applied
as well40.
To estimate the value of the flux, we have constructed a MSM and the conformation
matrices assuming the existence of three metastable states (β-sheet, Lα-helix and Rα-helix).
Using a free energy profile obtained from a simulation at T = 900 K, the gap between Φˆ2
and Φˆ3 is statistically acceptable. If the Voronoi tessellation is built with r = 0.2, the error
was 8.58% (tab. VII, first row). Reducing the size of the cells (r = 0.17), the error reduces
to 2%, confirming the results obtained also for the two dimensional system (tab. VII, second
row).
By contrast, if the free energy was obtained from a simulation at temperature T = 300K,
the difference between Φˆ2 and Φˆ3 is not negligible. The relative error is greater than 100%,
and reducing the size of the cells (r = 0.17, 0.14 and 0.1) does not improve significantly
the result (table VII, third, forth and fifth row). The reason for these results is that an
insufficient sampling leads to an inhomogeneous Voronoi tessellation.
VI. CONCLUSION
The paper contributes to the classical molecular simulation community in three ways. It
provides an easy way to estimate the rates between metastable molecular conformations.
It shows that this type of discretization converges to a Fokker-Planck-operator. Finally, it
shows that there is an easy mathematical relation between the discretized generator of the
molecular process and the potential energy landscape.
Since many years the concept of transfer operator, well known in thermodynamics
and quantum mechanics, has been established inside the classical molecular simulation
community1–3 and new methods, such as Markov State Models1–9 have been developed to
provide a discretized version of the transfer operator, in order to reduce the complexity and
study conformational transition networks of molecular systems. The concept of transfer
operator is connected to the concept of generator, which is simply the time-derivative of the
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transfer operator. While the spatial discretization of the transfer operator is a transition
probability matrix of a Markov chain, the spatial discretization of the generator is a rate
matrix, which is, in general, hard to extract from time-discretized simulation data.
Our method simply uses the Boltzmann distribution of states for discretize the generator.
The first underlying assumption is that we can define a continuity equation for the time-
derivative of the transfer operator. Then, exploiting the Gauss theorem, we write the rate
between two neighbor states as a surface integral of the flux, weighted by the Boltzmann
density of the intersecting surface. The second assumption is a constant flux, i.e, the flux
does not depend on the potential energy but on the discretization of the space. Instead of
computing the Boltzmann weight of the intersecting surface of two adjacent Voronoi cells,
here, it is estimated as geometric average of the Boltzmann weight of the cells. This we
denoted as square root approximation (SQRA).
After having described in detail how to derive the SQRA, we have provided a mathemat-
ical proof that the rate matrix converges to the generator of the Smoluchowski equation19
for infinitely small subsets of the conformational space. The validity of the theoretical as-
sumptions has been confirmed also by numerical experiments. We have seen that the error
on the measure of the flux decreases, reducing the size of the Voronoi cells, i.e. that the
quality of the SQRA depends on the discretization of the state space. Moreover, we have
demonstrated that an external perturbation to the potential energy function does not affect
the value the flux, according to the second assumption about the independence of the flux
on the potential energy function.
While for low dimensional systems, the SQRA can be linked directly to the potential
energy function of the system; for high dimensional systems it is convenient to reduce the
dimensionality to relevant coordinates and to replace the potential energy function with a
free energy profile in few dimensions. In this paper, for Alanine dipeptide, we have performed
MD simulations at different temperatures in order to produce a discretized trajectories of
the system. Afterward, we have recovered the free energy profile from the histogram of
the trajectories projected on the backbone dihedral angles. The results have shown that
the quality of the SQRA improves using the free energy profile built from the simulation
realized at high temperature, which provides a better sampling of the state space.
The SQRA can be improved implementing enhanced sampling techniques like meta-
dynamics41,42 or umbrella sampling43, which offer a double advantage. Firstly, the MD
22
132
simulation time is notably reduced; secondly, they provide an analytical function for the
free energy profile.
An important further application of the square root approximation, is the possibility to
study the effect of Hamiltonian perturbation on the dynamics of molecular systems. Like
other reweighting methods44, SQRA can be useful to improve the parametrization of force
fields25 or to test the influence of restraining potentials45,46 on the dynamics of the system.
Furthermore, the method can be used to study the sensitivity of the dominant eigenspace
on the degrees of freedom of the system47,48.
In conclusion, we believe that the square root approximation can become a fundamental
tool for the study of the dynamics of molecular systems and can expands its borders of
applicability in different ways that will be treated in future works.
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Appendix A: Gauss theorem
The Gauss theorem can be used to rewrite the non-diagonal entries of the matrix Q as a
function of the flux and the stationary distribution.
Gauss theorem. Given a Voronoi tessellation of the state space Γ = ∪ni=1Ωi and the











where ∂Ωi∂Ωj is the common surface between the cell Ωi and Ωj, pii is the Boltzmann
density of the cell i and Φ(z) denotes the flux of the configurations z ∈ ∂Ωi∂Ωj, through
the infinitesimal surface ∂Ωi∂Ωj.
Proof The conditional probability density p(x,y; τ) denotes the probability of observing
the system in the state y, after a time τ , given that it has been in x. Because the system will
always assume a thermodynamic state, it yields
∫
Γ
p(x,y; τ)dy = 1. Thus, the conservation
of the conditional probability density, can be associated to the mass conservation of a fluid,
that moves in the state space Γ, transporting the properties of the system and we can





= −∇y · j (A2)
where j = p(x,y; τ)v(x) is the density flux and v(x) is the flow velocity. We interpret
the flux of the probability density as the probability per unit area per unit time, that a
trajectory passes through a surface. While the flow velocity vector represents the velocity
with which the system moves from the state x to y.
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where we have used:
(a) The discretized version of the transfer operator in eq. (8).
(b) The continuity equation.
(c) The divergence theorem. The vector ni is the unit vector orthogonal to the surface
∂Ωi.
(d) Because τ = 0, we have
p(x,y; τ) = δx=y (A4)
Then the density flux is j|τ=0 = δx=yv(x).
(e) If τ = 0, only instantaneous transitions between neighbor cells have to be taken into
account. Thus, the only points that satisfy x = y, are the points on the intersecting
surface ∂Ωi∂Ωj. The quantity Φ(z) denotes the flux of the configurations z trough the
infinitesimal surface ∂Ωi. Note that Φ(z) = −δx=yv(x) · ni = δx=yv(x) · nj where nj




Appendix B: Transition matrices in the space of conformations
In the following section, we explain why the relation exp(τ Qc) = Tc(τ) (eq. 38) is true.
We consider a partition of the state-space Γ into nc overlapping metastable conformations.
We now introduce a set of nc membership functions χ = {χ1, ..., χnc} such that the function
χi(x) : Γ→ [0, 1] provides the probability that a state x ∈ Γ belongs to the conformation Ci:
The membership functions meet the partition of unity property, i.e. ∀x ∈ Γ, ∑nci χi(x) =
1 ∀i. Thus the membership functions determine a standard nc-simplex.
Because of metastability of the conformations, a state x tends to not leave its starting
conformation Ci. Thus, the product between the generator Q and the membership function
χi is almost zero for each conformation i:
Qχi ≈ 0 ∀i = 1, ..., nc (B1)
For the identification of the conformations, it can be assumed, that the function χi spans
the same linear space as the leading first nc right eigenfunctions Fi of the generator Q,
associated to eigenvalues θi near zero
31. Thus, we can define an invertible transformation
matrix A of size nc × nc, such that χ = FA, then
Q(F A)i = θi(F A)i ≈ 0 (B2)
The transformation matrix A is finally used to prove that if Q is the infinitesimal gener-
ator of T (τ), then Qc is the generator of Tc(τ).
Lemma49,50 If the nc eigenfunctions F = {F1, ...,Fnc} of Q, associated to eigenvalues
θi ≈ 0, are pi-orthonormal and χ = FA is a regular basis transformation of these eigenfunc-
tions, then
if exp(τ Q) = T (τ) ⇒ exp(τ Qc) = Tc(τ)
Proof. The eigenfunctions Fi of Q are eigenfunctions also of T (τ) with eigenvalues
λi(τ) = exp(τ θi) (semigroup property). Thus it yields
T (t)Fi =λi(τ)Fi = exp(τ θi)Fi
QFi =θiFi
(B3)
The matrix Tc(τ) of the conformations is the Galerkin discretization of the operator T (τ)
on the basis of the membership functions χi. Since the membership functions are not
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orthogonal, the matrix Tc(τ) is the product of two matrices generated by the corresponding
inner products:
Tc(τ) = (〈χ, χ〉pi)−1 〈χ, T (τ)χ〉pi (B4)
Replacing χ = FA in eq. B4, then
Tc(τ) = (〈χ, χ〉pi)−1 〈χ, T (τ)χ〉pi
=
(
A> 〈F>, F〉pi A
)−1






=A> 〈F>, F〉pi Λ(τ)A
=A> Λ(τ) A .
(B5)
It follows that
Tc(τ) =A> Λ(τ) A
=A> exp(τ Θ) A
= exp(τ Q) .
(B6)
where the matrices Θ and Λ(τ) denote respectively the diagonal matrices nc × nc of the
eigenvalues θi and λ(τ)i. Then Q
c is an infinitesimal generator of Tc(τ). 
In practice, one can exploit the partition of unity property to determine the transforma-
tion matrix A using the Robust Perron Cluster Analysis (PCCA+)26. The eigenfunctions
F are unknown, thus one can use the eigenvectors of the matrix Q estimated by square root
approximation.
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FIG. 2. The role of the parameter in the case εZ2. As ε→ 0, the grid becomes finer and finer and
approximates the whole of R2.
FIG. 3. Two-dimensional system. (A) Potential energy function. (B) Trajectory generated with
σ = 1.0. (C) Trajectory generated with σ = 1.5. (D) Trajectory generated with σ = 2.0. (E) First
three left eigenvectors of the rate matrix
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FIG. 4. Alanine dipeptide. (A) Trajectory (φn, ψn) generated at temperature 300 K, Voronoi tessel-
lation with r = 0.17. (B) Trajectory (φn, ψn) generated at temperature 300 K, Voronoi tessellation
with r = 0.1. (C) Trajectory (φn, ψn) generated at temperature 900 K, Voronoi tessellation with
r = 0.17. (D) First three left eigenvector of the rate matrix.
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i θi I.T.S. (time steps)
1 0 -
2 -0.0142 70.5319 Φˆ−1
3 -0.0522 19.1482 Φˆ−1
4 -0.0738 13.5452 Φˆ−1
5 -0.0871 11.4772 Φˆ−1
6 -0.1252 7.9900 Φˆ−1
TABLE I. Two dimensional system. First five eigenvalues and implied timescales as function of
the flux. The volatility was set equal to 1.5 and the minimum distance between the centers of
neighbor cells was set equal to r = 0.1.
i
j
2 3 4 5 6
2 1.00 3.68 5.20 6.14 8.82
3 0.27 1.00 1.41 1.66 2.39
4 0.19 0.70 1.00 1.18 1.69
5 0.16 0.59 0.84 1.00 1.43
6 0.11 0.41 0.58 0.69 1.00
TABLE II. Two dimensional system. Ratio ITSi/ITSj between the first five implied timescales
of table I. The volatility was set equal to 1.5 and the minimum distance between the centers of
neighbor cells was set equal to r = 0.1.
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σ ncells Φˆ2 Φˆ3 Φ¯ std rel. err.
1.0 740 0.0080 0.0161 0.0121 0.0057 47,11%
1.5 1258 0.0461 0.0523 0.0492 0.0044 8.94%
2.0 1725 0.0913 0.0931 0.0922 0.0013 1.41%
2.5 2205 0.1427 0.1372 0.1400 0.0039 2.79%
TABLE III. Two dimensional system. Variation of the flux as function of the volatility σ. The
minimum distance between the centers of neighbor cells was set equal to r = 0.1.
r ncells Φˆ2 Φˆ3 Φ¯ std rel. err.
0.20 456 0.0207 0.0248 0.0227 0.0029 12.87%
0.15 784 0.0396 0.0425 0.0410 0.0021 5.12%
0.10 1725 0.0913 0.0931 0.0922 0.0013 1.41%
TABLE IV. Two dimensional system. Variation of the flux as function of the minimum distance
between the centers of neighbor cells. The volatility was set equal to 2.0.
κ ncells Φˆ2 Φˆ3 Φ¯ std rel. err.
0.0 1258 0.0461 0.0523 0.0492 0.0044 8.94%
0.5 1235 0.0459 0.0502 0.0480 0.0030 6.25%
1.0 1225 0.0449 0.0526 0.0487 0.0055 11.29%
TABLE V. Two dimensional system. Variation of the flux as function of an external perturbation.
The volatility was set equal to 1.5 and r = 0.1.
κ ncells Φˆ2 Φˆ3 Φ¯ std rel. err.
0.0 1725 0.0913 0.0931 0.0922 0.0013 1.41%
0.5 1722 0.0927 0.0922 0.0924 0.0003 0.36%
1.0 1720 0.0904 0.0926 0.0915 0.0015 1.64%
TABLE VI. Two dimensional system. Variation of the flux as function of an external perturbation.
The volatility was set equal to 2.0 and r = 0.1.
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Temp. (K) r ncells Φˆ2 Φˆ3 Φ¯ std rel. err.
900 0.20 740 11.4390 12.9166 12.1778 1.0448 8.58%
900 0.17 1005 17.0914 16.5862 16.8388 0.3572 2.12%
300 0.17 566 0.1238 2.5672 1.3455 1.7277 128.41%
300 0.14 792 0.1645 3.0356 1.6000 2.0301 126.88%
300 0.10 1423 0.3090 6.4278 3.3684 4.3266 128.45%







In this thesis we have presented several techniques [41, 59, 57] to improve the study of the
dynamics of molecular systems. The high sensitivity exhibited by molecules subjected
to external perturbations [6], has requested a deeper investigation of the models used in
MD simulations, in order to improve the development of forceﬁelds, i.e. the collection of
parameters that rule the interaction between atoms in an MD simulation.
The ﬁrst part of the thesis focused on MSMs and on how one would be possible
to implement a reweighting scheme to build the MSM of a perturbed system, from the
trajectory produced by MD simulation of an unbiased system.
The answer was provided by the Girsanov theorem [42], that permits a correct
reweighting of MSMs [40, 41]. The method is based on the concept of path probability
that is strictly dependent on the potential energy function of the system. The Girsanov
theorem guarantees, under certain conditions, the existence of the ratio between two
path probability densities, arisen from two diﬀerent potential energy functions. This
ratio permits the reweighting of path ensemble averages, like time-lagged correlation
functions and consecutively of MSMs.
Such reweighting scheme has become necessary, because studying perturbations di-
rectly from MD simulations is extremely expensive from a computational point of view.
Thus the main advantage of the method is to reduce the time to investigate the dynamical
eﬀects of a perturbation, through MD and MSMs analysis.
Girsanov reweighting is very versatile and could be implemented also with other MD
techniques like variational and milestoning approaches [55, 83, 84, 85, 86], because they
are based on path ensemble averages like MSMs.
A diﬀerent research area of interest, where Girsanov reweighting could be useful, is
the development of enhanced sampling methods, like metadynamics [43, 44, 45, 46] and
umbrella sampling [29, 30]. Typically, such methods, where the Hamiltonian is perturbed
by a bias, are used to explore the phase space and to build the free energy proﬁle on
few relevant coordinates. However, the bias of such techniques destroys the dynamics of
the system and does not permit to build the MSM of the unbiased molecule. Girsanov
reweighting can be used to recover the correct dynamical properties and to build the
proper MSM.We have successfully implemented the method for metadynamics simulation
[59, 81], for low dimensional diﬀusion processes and for full atomistic simulations. This
has permitted to reduce the time necessary to build the MSM of a molecular system.
On the other hand, as for other reweighting schemes [37, 38, 39, 35, 36], the method
is limited by the strength of the perturbation and on the choice of the lag time used
to build the MSM. The error on the measure can indeed grow sharply, in particular on
the estimation of the implied timescales. Thus a better understanding of the conditions
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and the limitations of the Girsanov reweighting is necessary and will be treated in future
works.
Another technique studied in this thesis is the so called Square Root Approximation
[60, 57], which is used to estimate a discretization of the inﬁnitesimal generator, i.e. a
transition rate matrix. The rate matrix studies the dynamics of molecules in terms of
rates between adjacent microsets of the state space, which are estimated as the product
between the geometric average of their Boltzmann weights and the ﬂux of conﬁgurations
through the intersecting surface. The relevance of the method lies in the fact, that it
does not depend on time-lagged correlation function as MSMs, but it directly depends on
the potential energy function of the system. This characteristic is fundamental because
it oﬀers a simple scheme to reweight the generator when the system is externally per-
turbed, both by changing the temperature or modifying the potential energy function.
If our insight is correct, this new method will close the gap in the reweighting meth-
ods for dynamical operators, oﬀering a valid solution also from the point of view of the
inﬁnitesimal generator.
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