The inverse problem involving the determination of a three-dimensional biological structure from images obtained by means of optical-sectioning microscopy is ill posed. Although the linear least-squares solution can be obtained rapidly by inverse filtering, we show here that it is unstable because of the inversion of small eigenvalues of the microscope's point-spread-function operator. We have regularized the problem by application of the linear-precision-gauge formalism of Joyce and Root [J. Opt. Soc. Am. A 1, 149 (1984)]. In our method the solution is regularized by being constrained to lie in a subspace spanned by the eigenvectors corresponding to a selected number of large eigenvalues. The trade-off between the variance and the regularization error determines the number of eigenvalues inverted in the estimation. The resulting linear method is a one-step algorithm that yields, in a few seconds, solutions that are optimal in the mean-square sense when the correct number of eigenvalues are inverted. Results from sensitivity studies show that the proposed method is robust to noise and to underestimation of the width of the point-spread function. The method proposed here is particularly useful for applications in which processing speed is critical, such as studies of living specimens and timelapse analyses. For these applications existing iterative methods are impractical without expensive and/or specially designed hardware.
INTRODUCTION
Light microscopy is a powerful tool for the noninvasive examination of biological specimens. Specimens are frequently labeled with fluorescent probes that are specific for certain cells or for defined molecular components within cells. Visualization of these fluorescent probes in three dimensions is critically important for understanding the three-dimensional (3-D) architectures of cells and cellular components.
Computational optical-sectioning microscopy is one method for reconstructing 3-D images of living biological structures from data acquired by using light microscopy. These data are obtained by first labeling the specimen with a dye that fluoresces when exposed to light. Then a series of two-dimensional (2-D) images is collected while the specimen is stepped through focus. Since photons are detected from anywhere in the specimen, each 2-D image contains information from both the current in-focus plane and the out-of-focus planes. The effect of the photons from out-of-focus regions can be described by modeling the microscope's optics' and the detection process. In this paper we propose a linear, regularized algorithm that uses such a model to reconstruct 3-D images of the specimen from a sequence of corrupted 2-D images.
A number of image-processing algorithms have been applied with various degrees of success in computational optical sectioning. 2 6 Results from these algorithms indicate that processing of optical-section images can lead to improvements. The simplest and fastest processing method considers only the out-of-focus contributions from nearest-neighbor focal planes in the specimen.2 This method is useful for quickly evaluating the utility of a specimen but compromises the quality of the reconstructed 3-D image by ignoring out-of-focus contributions from more distant planes. A more sophisticated approach that has been employed and that does consider light contributions from distant planes is inverse filtering. This method is also relatively fast, but various empirical techniques are typically required to prevent amplification of noise in the image data. 3 4 More-accurate results have been obtained from an iterative method 3 5 that is based on a modified Van Cittert algorithm.' Although this method incorporates a nonnegativity constraint, it is computationally intensive and, in some cases, its convergence is not guaranteed. 6 The most sophisticated method in current use is an iterative regularized method that seeks a nonnegative solution using a Newton-type minimization algorithm. 6 Despite the quadratic convergence rate of this method of iteration, it is still too slow for interactive use during the course of an experiment and for studies that require the processing of many data sets.
Computational speed is often of the utmost importance to the biological researcher who may evaluate dozens of specimens in an experiment before selecting one for continued study. In addition, researchers often examine living specimens in time-lapse analyses. In these applications, processing speed is critical for determining whether the specimen is behaving properly during the course of the experiment. For these applications, iterative methods are impractical without expensive and/or specially designed hardware.
The need for fast processing and accurate results led us to the development of a linear, noniterative regularized method based on the linear precision gauge theory. 8 The method proposed here regularizes the least-squares solution within a rigorous theoretical framework at speeds 2 orders of magnitude faster than that of the iterative regularized algorithm described in Ref. 6 . The solutions obtained with our method incorporate a trade-off between the variance and the regularization error. Thus the proposed method yields stable solutions without using empirical techniques employed in the inverse-filtering approach. 3 4 The computational complexity of the proposed method is of the order of the 3-D fast Fourier transform. This computational speed is possible because the computations for the regularization need be done only once and the solution is not constrained to be nonnegative. In practice, the nonnegativity constraint provides only a modest improvement in image quality when the fluorescence is distributed throughout the specimen. 6 In such cases, one would expect the quality of images computed with the method proposed here to approach that of images computed with the iterative regularized algorithm.
BACKGROUND

Model for the Measured Data
A specimen o(x, y, z) with some thickness t is modeled as a stack of J planar sections along the z axis, such that t = JAz. Linear system theory can be applied to an optical system under the assumption that the 3-D specimen of interest is transparent and emits light incoherently. 4 9 The impulse response of the optical system of the microscope is obtained from the image of a point source and is called the incoherent point-spread function (PSF), s(x, y, z). The image of a point source in thejth section of the object when the microscope is focused on the kth plane at Zk is denoted by Sk-j(X, y) = s(x, y, Zd), where Zd = ZkjAz. This image is termed the defocused 2-D PSF, shown in Fig. 1 for several values of Zd- The data acquired in fluorescence imaging of a "thick" specimen by using optical sectioning consist of a set of K 2-D images, in which each image corresponds to a different focal-plane setting of the microscope. The kth data image ik(X, y) is given by where o&(x, y) is the jth section of the object, * denotes a 2-D convolution, and n(x, y) models noise in the system. It is evident from Eq. (1) that light emanating from all J sections in the object contributes to the image data formed for the kth focal plane. The set of K data images of Eq. (1), obtained by moving the focal plane to a different location along the z axis, is then the result of the 3-D discrete convolution of o(x, y, z) with s(x, y, z) over the dimensions x, y, z.
Problem Statement
The problem of interest is that of determining the object's intensity o(x, y, z) in terms of the data images defined in Eq. ( The problem of determining r given X, i.e., of inverting Eq. (2), is a linear estimation problem. The invertibility of S is an important issue, because S` does not exist. Since components of r in N(S), the null space of S, cannot be estimated from the observation, S can be restricted to Sr: N(S) -F, which is defined to be 1:1 onto R(S), the range of S. Although Sr' exists as the matrix of a continuous linear transformation, the transformation is badly behaved, as we show below. Thus the inverse problem is practically ill posed,' which means that the slightest noise or error in the observed data can yield large variations in the estimated solution. That the basic inversion problem is inherently ill posed is shown in the following subsection.
Review of the Linear Least-Squares Solution
The following parallels the work of Joyce and Root. (1) where B* is the conjugate transpose of B. Note that since Eq. (3) was derived without a nonnegativity constraint,
. 
which does not depend on o.2. The variance of f is easily derived as
for the general case, where Tr[-] denotes the trace of the matrix. Equation (5) is also the mean-squared error (MSE) because the estimate is unbiased, E{r -r = 0. For the white-noise case, the variance simplifies to
If G has dimension m, then the composite operator 
The inversion of small (<<1) eigenvalues in Eq. (7) yields a large var(X). Furthermore, as the image is reconstructed to higher resolutions, the dimension m becomes large and Am -oo [Eq. (7)]. Thus the image variance is unbounded even if the variance, U 2 , of the noise is arbitrarily small. In fact, this is what leads to the ill posedness of the LLSE.
It is easily shown" that the columns of the discrete Fourier transform (DFT) matrix are mutually orthogonal and that they are the right and left eigenvectors of any circulant matrix. Accordingly, the eigenvalues, {J}il' (where m = KM 2 ), of the block-circulant matrix S [Eq. (2) ] that correspond to the normalized DFT eigenvectors, {ei}m-', are samples from the Fourier transform of s(x, y, z), namely, the optical-transfer function, T(u, v,-q). The largest eigenvalue, ,-o, is equal to 1 since s(x, y, z) is normalized such that it preserves the light intensity of a point that passes through the microscope. Furthermore, most eigenvalues are small (<<1) or zero because of the shape and band limitations of T(u,v,,) (Fig. 2) . Note also that the number of distinct eigenvalues is less than m because of the rotational symmetry of s(x,yz) in the x, y plane. Accordingly, the normalized DFT vectors are eigenvectors of S*S, and it can be shown by using the diagonalization theorem of a general square matrix (see (2) has an unbounded variance, as predicted by Eq. (7), which shows that the inverse problem of interest is ill posed.
REGULARIZED LINEAR METHOD
To avoid the inherent instability of the pseudoinverse, one must settle for some estimation procedure that cannot yield the exact solution, even under conditions in which the noise is zero." Such a procedure, said to be regularized, yields estimates that lack some of the detail and fine structure present in r but have lower variances.
Motivated by the concept of the linear-precision gauge, 8 we have derived a regularized pseudoinverse that represents a parameterized family {CK} of continuous transformations with the property that C,, > S+ as K approaches some limit, where S is the pseudoinverse. The idea involved is as follows. An ordered sequence of linear approximations is set up such that, at each stage, a LLSE problem is solved and a better approximation is given to the original problem than is given by its predecessor. As the sequence progresses, the detail improves, but the MSE also increases. As was established by Joyce and Root, 8 a threshold of a tolerable MSE can be set, and the achieved detail at that level is the attainable precision.
Statement and Solution of the New Estimation Problem
In this subsection we derive a regularized pseudoinverse that is a sequence of LLSE's of in Eq. (2). We denote the normalized DFT vectors as {e}lo', which we order according to the corresponding ordered sequence of eigenvalues of S, 0ml. Let the space E,, G of dimension K c m be the space spanned by the first K eigenvectors. The r may be written as = + ( -K), where T, E E,, and (9) where c, Po. Using Eq. (13) 
The choice of the dimension K is important because of the inherent contradictions between the requirements for an unbiased estimation of r and a small variance of i_. To determine K we express the sequence of estimations of Eq. (10) as a linear precision gauge. 
Regularized Estimator and Linear Precision Gauge
Let EK 5 R', dim(E,) = K for K < m be a sequence of subeigenspaces spanned by the normalized DFT vectors {ei}lK such that EK C EK, 1 
where at = [ao,al,...,a,,l]. This is justified because expressions (9) and (18) are equivalent, as is shown below. Since XK = PKX is the orthogonal projection of X on FK, expression (9) can be rewritten as
which yields expression (18) by the definition of SK.
It has been shown that the solution of Eq. (14) is a sequence of unbiased regularized estimates obtained by
with a variance (equal to the MSE) given by Eq. (11). The sequence {EK} for K < m of subeigenspaces satisfying the conditions stated above forms a linear precision gauge.
Statistics of the Regularized Estimate
It has been shown that 'K is an unbiased estimate of r,.
However, when it is used as an estimate of r, ETK is a biased estimate. The difference between F, and T is the absolute bias at K, defined as bias. (7,) E{r -= r -QKPKr, (20) and measures the loss of attainable precision in the estimation. Note that because of the orthogonality prop- is a useful measure because it reflects the trade-off between the bias and the variance. The estimate TK that has the minimum MSE is optimal in the mean-square sense.
XK PKX = PKSr + Pv (14) estimate rK = QKaK for K < m. Since Eq. (11) is calculated as a function of the eigenspace dimension K. This information need be calculated only once and stored before the estimation process. It is used later to determine K for a specified variance of the estimate. Thus, by the chosen K in Eq. (19), a 3-D reconstructed image is obtained with two fast Fourier transforms. Accordingly, the method is efficient, especially for applications in which an experiment is repeated many times with the same optics.
SIMULATION RESULTS
To verify the theoretical predictions about the performance of the regularized method, computer simulations were performed. The statistics of estimates calculated in the simulations were compared with the theoretical ones The 3-D phantom used in the simulations consists of seven disjoint geometrical volumes in the x, y, z space, as shown in Fig. 3 . This phantom was chosen because it varies in all three dimensions and has sharp edges. Furthermore, all its structures have sizes (Fig. 3) larger than the full width at half-maximum (FWHM) of the PSF used in the simulations (FWHM = 0.6 m in the x, y plane and FWHM = 1.9 Aum in the x, z or y, z plane). Figure 4(a) shows section images of the phantom specimen, spaced 2 gum apart in the z direction.
The images shown in Fig. 4(b) are sections through the simulated microscopic data that were obtained from the 3-D discrete convolution of the phantom, o(x, y, z), with s(x, y, z) in Fig. 1 and contain additive white Gaussian noise. We note that the ideal s(x, y, z) used in the simula- tions differs from that experimentally determined,' 4 especially with regard to z-axis symmetry about the in-focus plane. Ordinarily, the PSF's of microscopes show asymmetry in the z axis resulting from optical aberrations." However, because the regularized method does not depend on z-axis symmetry of the PSF, it is still adequate for the purposes of this study.
In the simulations, thirty-two 64 x 64 images of the simulated data were used. For this grid and a nonoptimized implementation of the method, one reconstruction takes 7 s on a MIPS R3000 processor and R3010 floatingpoint coprocessor with 32 Mbytes of memory and running at 25 MHz.
In the following subsections results from three simulations are discussed. These experiments study the sensitivity of the regularized method to (a) the number of inverted eigenvalues, (b) the noise level in the simulated data, and (c) an inaccurate PSE We define Eq. (22) as the absolute SNR to distinguish it from the adjusted SNR, which compares the projection of the phantom on the eigenspace used (instead of the phantom) with the MSE. As the estimation sequence progresses, the absolute SNR becomes negative because of the large MSE values, in which case little information about the underlying object can be obtained from the estimate [ Fig. 6(b)]. Figures 6(a) and 6(b) show that estimates obtained in eigenspaces with low or high dimensions are poor in quality. Note that the theoretical and experimental results agree well (the average error is less than 0.01% for these statistics).
The plots in Fig. 6(c) are the variations of the bias and standard deviation (STD) of the sequence of estimates with respect to the eigenspace dimension. The theoretical and experimental results are very close (the average error is within 1.0% for the bias and 0.01% for the STD). The two curves cross but deviate from each other away from their intersection, which clearly shows the trade-off 
Effect of the Regularization at a Fixed Noise Level
First, we study the statistics of estimates obtained by varying the number of inverted eigenvalues in Eq. (10) at a constant noise level. An ordered sequence of estimates of the underlying phantom was obtained from the simulated data [ Fig. 4(b) ] with a signal-to-noise ratio (SNR) of 31 dB (a ratio of 1258:1). The statistics of each estimate were obtained from the calculated sample mean and variance of 1000 realizations. Figure 5 plots the eigenspace dimension K used in Eq. (10) against the estimate number. The estimate number indicates the number of distinct eigenvalues used, whereas K is the total number of eigenvalues used. Theoretical and experimental statistics of the sequence of estimates as a function of the eigenspace dimension are shown in Fig. 6 . In Fig. 6 (a) the average MSE for the estimation sequence is plotted against the eigenspace dimension. The MSE attains a minimum at dimension K = 19112, which is 14.6% of the maximum eigenspace dimension. The estimate that yields the minimum MSE is optimal in the mean-square sense (under the white Gaussian noise assumption) and yields the maximum absolute SNR plotted in Fig. 6(b) against the eigenspace dimension. The SNR was calculated by using between achieved resolution and variance in the estimated solutions. The region around the intersection is a desired regularized region for estimation, and estimates obtained outside this region are expected to be less satisfactory. It is important to note that the STD of the estimate becomes unbounded as the sequence progresses and the eigenspace dimension grows.
To demonstrate further the effect of the regularization on the estimation problem, we compare section images from three different estimates of the phantom, using the computed MSE and SNR. Figure 7 compares section images in the x, z plane of the estimates, the simulated data, and the phantom at a fixed y coordinate, while Fig. 8 compares section images in the x, y plane. The estimate obtained with the smallest number of eigenvalues (Figs. 7c  and 8c) is the minimum mean-square estimate, but its z-axis resolution is less satisfactory than that of the second estimate (Figs. 7d and 8d) . The third estimate (Figs. 7e and 8e ) obtained outside the regularized region has a negative SNR, which is evident in the background of the images. Note that because of the blurring effect of the PSF, structures F and G in the phantom (Fig. 7b ) cannot be distinguished in the simulated data (Fig. 7a) . Furthermore, the two lower structures in Fig. 8a are outof-focus light that is due to structures above and below the imaged object plane. The objective of the regularized linear method is to remove out-of-focus light and reverse the blurring effect of the PSF while stabilizing the variance of the estimate. Figures 7d and 8d show that the method can accomplish that when the correct set of eigenvalues is inverted in the estimation.
Effect of the Noise Level
The amount of noise present in the data affects the performance of the linear regularized method [Eq. (11)]. Accordingly, we have investigated the sensitivity of the method to noise. The plots in Fig. 9 are the results from several simulations with different noise levels in the simulated data. Although the noise level was varied, the variance of the estimate was kept constant at a specified level (STD = 12) for all the simulations. Thus, for a given noise level, theoretical predictions of the variance were used to determine the eigenspace dimension required for the regularization. It can be seen from the graph in Fig. 9a that the optimal eigenspace dimension drops rapidly as the noise level increases, indicating that regularization is necessary for maintenance of a specified variance for the estimate.
The average bias of the estimate increases with increasing noise level [ Fig. 9(b)] . As the noise level increases, one must reject more eigenvalues, i.e., the eigenspace dimension decreases, to maintain the fixed variance of the estimate. Because the bias is higher at low dimensions, we conclude that as the noise increases the bias increases also. This result is significant because it shows that for a desired variance of the estimate, the precision of the estimated solution depends on the noise level. Observe that for high noise levels the eigenspace dimension becomes very small [ Fig. 9(a) ] and the bias curve [ Fig. 9(b) ] approaches its maximum value [ Fig. 6(c) ]. This indicates that for such high noise levels the specified variance for the estimate is too optimistic.
The regularized linear method is robust to noise, because the decrease of absolute SNR [ Fig. 9(c) ] is very gradual (approximately 50% for a 98% change in the noise). As expected, the adjusted SNR values are always higher than the absolute ones [ Fig. 9(c) ], because they measure the quality of the estimated solutions in the constrained subeigenspaces.
Point-Spread Sensitivity Analysis
The true PSF of the microscope may not be known accurately. Because the regularization theory depends on the eigenspace of the PSF, we have investigated the effect of using an inaccurate point spread on the performance of the linear regularized method.
For this simulation study, a family of 3-D Gaussian functions was used as an approximation of the micro- The simulated data were generated with a point spread of FWHMZ = 1.124 m, which is defined to be the true PSF for this simulation. The estimate with a fixed specified variance was obtained from simulations with a different PSF, which corresponds to what would ordinarily be the best available approximation of the true PSE We found that underestimating FWHMZ had little effect on the estimate, while overestimating it seriously degraded the estimate (Fig. 10) . Overall, the behaviors of compared with corresponding images obtained from a, the simulated microscopic data and b, the phantom. The x, y plane is a cut from structures E and G of the phantom (see Fig. 3 ). The algorithm was able to remove the out-of-focus light (two lower structures) in the simulated data (a), as the images from the reconstructions (d and e) show. Note that the out-of-focus light is due to structures A, B, C, and D in the phantom (Fig. 3) . The bars on the right-hand side indicate the range of intensity values in each image. the two SNR curves in Fig. 10 are similar. As expected, the maximum SNR occurs at 0% error; however, the SNR curves are not symmetric around that point. The loss of performance resulting from negative percent error is rather small (only 2.7 dB at -52% error for the curve with a = 6), but it is severe for the overestimation case (the SNR is negative beyond +50% error). The drop in the performance as the specified STD of the estimate increases is expected, because the MSE increases, lowering the SNR.
From these results we conclude that the linear regularized method is robust with respect to negative error of the FWHM regardless of the STD of the resulting estimate. This implies that an experimenter should always take care to err on the side of underestimation of the FWHM of the best available approximation of the PSE Relative insensitivity to underestimation of the width of the PSF is an important and promising result, as the true PSF of the optical system is difficult to determine accurately.
CONCLUSIONS
We have presented a linear, noniterative regularized method for reconstructing 3-D images of living biological structures from optical sections. This is a one-step method that is fast enough for interactive use and particularly useful for time-lapse analyses. The regularization theory used by the method was verified with simulation studies in which the trade-off between the variance of the estimate and the regularization error was studied.
First, it was shown that the linear least-squares solution obtained by the pseudoinverse is unstable because of the inversion of small eigenvalues of the microscope's PSE Accordingly, the inverse problem was regularized by constraining the least-squares estimate to lie in a subspace spanned by the eigenvectors corresponding to a selected number of large eigenvalues. Because the inversion of small eigenvalues is avoided within this rigorous theoretical framework, stable solutions are possible without any empirical techniques being employed.
Results from computer simulations show that the tradeoff between the variance of the estimate and the regu- larization error determines the number of eigenvalues used in the reconstruction. It was shown that for the correct choice of eigenvalues the MSE of the estimate is minimum. Good reconstructions of the phantom were obtained in the desired regularized region, where the MSE is close to its minimum value. Thus we conclude that the regularization method yields estimates with tolerable variance and bias. Additional results show that, although the variance of the LLSE increases linearly with increasing noise level, the variance of the regularized LLSE can be kept at a specified threshold by allowing the bias to grow. The detail achieved at that specified variance is the attainable precision and depends on the noise level and the threshold. Because the variance of the estimate depends on only the noise level and the eigenvalues of the PSF, it can always be predicted. The effect of using an inaccurate point spread on the performance of the proposed method was studied with simulations. We found that, for a Gaussian PSF, the regularized linear method is more robust to underestimation of the FWHMZ than it is to overestimation. This relative insensitivity to underestimation of the width of the PSF is a promising result, because it is difficult to determine accurately the true PSF of the optical system.
The linear regularized method presented here provides a fundamental framework for rapid 3-D image reconstruction by means of optical sectioning. Given the results discussed above, we conclude that the method warrants further study. We are currently applying it to biological data and evaluating its performance. Future studies will compare the proposed regularized linear method with other methods applied to optical-sectioning microscopy.
