Abstract. We construct solutions for the fractional Yamabe problem that are singular at a prescribed number of isolated points. This seems to be the first time that a gluing method is successfully applied to a non-local problem. The main step is an infinite-dimensional Lyapunov-Schmidt reduction method, that reduces the problem to an (infinite dimensional) Toda type system.
Introduction
In this paper, we consider the problem of finding solutions for the fractional Yamabe problem in R n , n > 2γ for γ ∈ (0, 1) with isolated singularities at a prescribed finite number of points. This is, to find positive solutions for the equation
where Σ = {p 1 , · · · , p k } and β = n + 2γ n − 2γ is the critical exponent in dimension n. Remark that we are using the notation t β to denote the power nonlinearity |t| β−1 t, but this does not constitute any abuse of notation since any solution must be positive thanks to the maximum principle. c n,γ > 0 is a normalization constant and can be chosen arbitrarily.
Problem (1.1) can be formulated in geometric terms: given the Euclidean metric |dx| 2 on R n , we are looking for a conformal metric g u = u 4 n−2γ |dx| 2 , u > 0, with positive constant fractional curvature Q gu γ ≡ c n,γ > 0. This is known as the fractional Yamabe problem (positive case), and smooth solutions have been considered in [7, 6, 15, 17, 20, 13, 19] for instance. We remark that the nonlinearity in the right hand side of the equation is critical for the Sobolev embedding, a common feature of all Yamabe-type problems.
Instead, one could look at the singular version. Here the sign of Q γ is related to the size of the singular set Σ. For instance, when Σ is a smooth submanifold, [14] shows that the positivity of fractional curvature imposes some geometric and topological restrictions, while [30] considers very general singular sets in the case γ ∈ (1, 2), with the additional assumption of positive fractional curvature. See also [18] for some capacitary arguments on the local behavior of singularities.
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But all these results give necessary conditions for the existence of such metrics. On the contrary, the question of sufficiency is expected to have only partial answers, requiring that Σ has a very particular structure. Here we initiate the study of this issue, looking at the singular Yamabe problem with prescribed isolated singularities at the points {p 1 , . . . , p k }.
Thus our main theorem is: Theorem 1.1. Fixed any configuration Σ = {p 1 , · · · , p k } of k different points in R n , there exists a smooth, positive solution to (1.1).
As a corollary, we also obtain existence of conformal metrics on the unit sphere S n of constant fractional curvature with a finite number of isolated singularities. Note that our results will imply that this metric is complete.
It is shown in [4] that non-removable isolated singularities for the problem
u → +∞ as x → 0, u > 0, must satisfy the asymptotic behavior
where c 1 , c 2 are positive constants and r = |x|.
The geometric interpretation of (1.2) was considered in [9] . Indeed, it corresponds to the fractional Yamabe problem in a cylinder, which motivates the change (1.3) below. In the paper [10] the authors show, using a variational approach, the existence of "Delaunay"-type solutions for (1.2), i.e, solutions of the form
v L (− log r) on R n \ {0}, for some smooth function v L that is periodic in the variable t = − log r, for any period L ≥ L 0 . L 0 is known as the minimal period and has been completely characterized.
Radially symmetric singular solutions, known as Delaunay, for local problems have been known for a long time. For instance, for constant mean curvature surfaces, this construction is classical and goes back to [11] , while for the scalar curvature case γ = 1, which is the classical Yamabe problem, a good reference [28] .
Delaunay-type of solutions are useful in gluing problems, since they model isolated singularities: we cite, for instance, [25, 26, 29] for the construction of constant mean curvature surfaces with Delaunay ends, or [24, 27] for solutions to (1.1) in the local case γ = 1. However, these classical constructions exploit the local nature of the problem and, above all, the fact that (1.2) reduces to a standard second ODE in the radial case. There the space of solutions of this ODE can be explicitly written in terms of two given parameters, which is not the case for a non-local equation.
Here we are able to use the gluing method for the non-local problem (1.1). This seems to be the first paper where this construction is successfully applied in a non-local setting. The first difficulty is obvious: one needs to make sure that the errors created by the cut-and-glue procedure are not propagated by the non-locality of the problem but, instead, they can be handled through careful estimates.
Nevertheless, the main obstacle we find is the lack of a standard ODE for the calculation of model radial solutions with an isolated singularity, as one does in the classical cases. As we have mentioned this is the starting point of [24] or [25] . Thus, even though a Delaunay solution is our basic model for an isolated singularity, we construct bubble towers at each singular point that consist of perturbed half-Delaunay solutions (also known as half-Dancer solutions).
Our source of inspiration for this approach is [21] , where the author constructs new entire solutions for a semilinear equation with subcritical exponent, different from the spike solutions that were known for a long time. Malchiodi's new solutions do not tend to zero at infinity, but decay to zero away from three half lines; the method is to construct a half Dancer solution along each half-line.
The idea of gluing bubble towers allows to construct a suitable approximate solution for (1.1) with an infinite number of parameters to be chosen. Note that the linearization at this approximate solution is not injective due to the presence of an infinite dimensional kernel, so we use a Lyapunov-Schimdt reduction procedure. It is well known that one single bubble is non-degenerate [8] , and the kernel can be explicitly characterized. However, for our problem we perturb each bubble in the bubble tower separately; we find an infinite dimensional system of compatibility conditions, of Toda type, that allows to solve the original problem from the perturbed one.
These compatibility conditions do not impose any restrictions on the location of the singularity points p 1 , . . . , p k , but only on the Delaunay parameter (the neck size) at each point. We also remark that the first compatibility condition is analogous to that of the local case γ = 1 of [24] , this is due to the strong influence of the underlying geometry, while the rest of the configuration depends on the Toda type system. On the other hand, in the local setting a similar procedure to remove the resonances of the linearized problem was considered in [1] and the references therein. However, in their case the Toda type system is finite dimensional.
We remark here that in all our results we do not use the well known extension problem for the fractional Laplacian [5] . Instead we are inspired to the previous paper [10] to rewrite the fractional Laplacian in radial coordinates in terms of a new integro-differential operator in the variable t. In any case, if we write our problem in the extension, at least for the linear theory, it provides an example of an edge boundary value problem of the type considered in [22, 23] .
There are still many open problems. For instance, to find radially symmetric solutions for the fourth order Q-curvature equation. Here the difficulty is the lack of maximum principle, which one may be able to handle using [16] . We hope to return to this problem elsewhere.
The next natural question is to look at problem (5.7) when the singular set Σ has larger Hausdorff dimension N . In this case, in order to have a solution one needs to impose some necessary conditions (see [14, 30] ). The existence of singular solutions with larger Hausdorff dimension singular set will be studied separately [2] . The paper will be structured as follows: in Section 2 we recall some results about Delaunay solutions for (1.2) from [10] , while in Section 3 we use those as models to construct a suitable approximate solution for our problem. Sections 4 and 5 are of technical nature. Finally, the proof of Theorem 1.1 is contained in Section 6.
Delaunay-type solutions
In this section we recall some recent results in [9, 10] on the Delaunay solutions of
We may reduce (2.1) by writing u(x) = r Moreover, it is well-known that all the smooth solutions to problem (1.1) are of the form
For the standard bubble solution we have the following non-degeneracy result (Theorem 1 in [8] ):
n−2γ 2 of (1.1) is non-degenerate in the sense that all bounded solutions of equation
are linear combinations of the functions n − 2γ 2 w + x · ∇w, and ∂ xi w, 1 ≤ i ≤ n.
Note that we normalize the constant c n,γ in (2.1) such that the standard bubble is a solution. The exact value of the constants may be found in [9] but in this paper this is not important.
In [10] , the authors consider the existence of solutions v(t) which are periodic in t. Using the change of variable t = − log |x|, the equation (2.1) can be written as
where L γ is the linear operator defined by
for K a singular kernel given in (2.13) of [10] and
One has the following asymptotic behaviour for K:
Lemma 2.2 (Lemma 2.5 in [10] ). The asymptotic expansion of the kernel K is given by
|ξ| , |ξ| → ∞.
Since we are looking for periodic solutions of (2.2), we assume that
where
We are going to consider the problem
For this we shall work with the norm given by
, and the following functional space
corresponds to the standard bubble solution.
More precisely, for γ ∈ (0, 1), and for L large we have the following Holder estimates on ψ L :
for some α ∈ (0, 1), and ξ > 0 independent of L large.
As an immediate consequence of Proposition 2.3 we obtain periodic solutions for the original equation (2.2):
Corollary 2.4. For L large there exists a unique positive solution v L of (2.2) with the following properties (a) v L is periodic and even in t;
for some α ∈ (0, 1), and ξ > 0 independent of L.
Proof of Proposition 2.3. We denote the function
. By symmetry, this function satisfies the boundary condition at t = ± L 2 . We consider next the functional
Therefore, using Hölder's inequality, we easily get
where C is independent of L large. Hence, we need to estimate the
. Recalling (2.4) and the definition of v j , we have
As a consequence, we have
In order to estimate the first term, we divide the domain into two subsets, {|t| ≤ αL 2 } and {|t| ≥ αL 2 } for α ∈ (0, 1). In these two sets we have the estimates j =0 v j ≤ Ce
, respectively, by the exponential decay of v 0 . Hence one easily finds
In conclusion, we have
for some ξ > 0 independent of L large. Next we claim that the operator
. This follows from the non-degeneracy of the standard bubble and the fact that we are working in the subspace of even functions in t. This allows us to solve the problem via local inversion. In fact, we write
We can apply the contraction mapping theorem, obtaining a solution ψ which satisfies
For γ ∈ (0, 1), by the regularity estimates given in [10] and summarized in Remark 3.12 in the same paper (see also [12] ), it follows that ψ is smooth and we have the following estimate:
The maximum principle of [10] concludes the proof of the proposition.
Remark 2.5. Since the equation for v is translational invariant, if v(t) is a solution of (2.2), then v(t − t 0 ) is also a solution. In the following, we will use the periodic solution v L with period L which attains its minimum at the points t = jL, j ∈ Z. By Corollary 2.4, this periodic solution can be expressed as a perturbation of a bubble tower (or Dancer solution)
(1+ξ) for some ξ > 0 independent of L. For the rest of the paper we write
Now we consider only half a bubble tower; this is needed in order to have fast decay far from the singularity (t → −∞). We defineṽ
then one has the following asymptotic behaviour ofṽ L :
(this is the neck size). And for t ≤ 0, i.e. |x| ≥ 1, using the fact that v is exponential decaying,
and the corresponding solutionũ
(1 + o (1)).
Construction of the approximate solutions
We now proceed to define a family of approximate solutions to the problem using the Delaunay solutions from the previous section. We know that the Delaunay solution with period L has the form of a bubble tower, i.e,
for ψ L the perturbation function constructed in Corollary 2.4.
As we have mentioned, one of the main ideas is that, although we would like the approximate solution to have Delaunay-type singularities around each point of Σ, it should have a fast decay once we are away from Σ in order to glue to the background manifold R n . To this end, we will only take half a Delaunay solution (this is, only values j = 0, 1, . . .).
In addition, we would like to introduce some perturbation parameters R ∈ R, a ∈ R n , since each standard bubble has n + 1 free parameters which correspond to scaling and translations. This is done for each bubble in the bubble tower independently, thus we will have an infinite dimensional set of perturbations.
Keeping both aspects in mind, let us give the precise construction of our approximate solutionū. First, one can always assume that all the B(p i , 2) balls are disjoint, since we may dilate the problem by some factor κ > 0 that will change the set Σ into κΣ and a function u defined in R n \Σ into
Given L > 0 large enough, we will fixL
to be the Delaunay parameters, which also are related to the neck sizes of each Delaunay solution. They will be chosen (large enough) in the proof. They will satisfy the following conditions:
More precisely, they will be related by the following:
) ∈ R to be the perturbation parameters. Define the approximate solutionū as
where we have set
Next we will explain in detail the perturbation parameters q i , a 
, and the L Although the meaning of these compatibility conditions will become clear in the next sections, we have just seen that they are the analogous to those of [24] for the local case. The idea is that, at the base level, perturbations should be very close to those for a single bubble. This also shows, in particular, that although our problem is non-local, very near the singularity it presents a local behavior due to the strong influence of the underlying geometry.
However, for the rest of the parameters a
. ., we will have to solve an infinite dimensional system of equations. First let R i , q i be 2k parameters which satisfy
and let λ i,0
for some τ > 0, where
The exact value of the parameters will be determined in Section 6.
Let us give some explanation about the choice of parameters. Given the k(n + 2) balancing parameters
0 satisfying the balancing conditions (3.5)-(3.6), we first choose k(n + 2) initial perturbation parameters q i , R i ,â i 0 which are close to the balancing parameters, i.e (3.7)-(3.8). After that, we introduce infinitely many other perturbation parametersã We will prove next some quantitative estimates on the functionū, and in particular on its behaviour near the singular points. Before that we need to introduce the function spaces we will work with. Definition 3.2. We set the weighted norm
In other words, to check if u is an element of some C α γ1,γ2 , it is sufficient to check that u is bounded by a constant times |x − p i | γ1 and has its ℓ-th order partial derivatives bounded by a constant times |x − p i | γ1−ℓ for ℓ ≤ α near each singular point p i . Away from the singular set Σ, u is bounded by |x| γ2 and has its ℓ-th order partial derivatives bounded by a constant times |x| γ2−ℓ for ℓ ≤ α (note that here we are implicitly assuming that 0 ∈ Σ, in order to simplify the notation).
First, we define Z i j,l to be the (normalized) approximate kernels
Without loss of generality, assume in the following that p i = 0. For l = 0 we will repeatedly use the following estimates
, |x| ≥ 1.
In addition, for l = 1, . . . , n, we have 
Then one has the following orthogonality conditions (recentering at p i = 0):
Similar estimates also hold true for l = 0. Indeed,
for some C 0 > 0.
From now on, we choose − n−2γ 2 < γ 1 < min{− n−2γ 2 + 2γ, 0}. Define also
, and denote by C * and C * * the corresponding weighted Hölder spaces. Here τ (small enough) is given in the definition of the perturbation parameters (3.9)-(3.10). Remark that, to simplify the notation, many times we will ignore the small τ perturbation and just the weight near the singular set as dist(x, Σ) −γ1 , dist(x, Σ) −(γ1−2γ) , respectively. Our main result in this section is the following proposition: Proposition 3.3. Suppose the parameters satisfy (3.7)-(3.10), and letū be as in (3.4) . Then for L large enough, there exists a function φ and a sequence {c i j,l } which satisfies the following properties:
The proof is technically involved, so we prove some preliminary lemmas. We first show a result involving the auxiliary linear equation
Lemma 3.4. Suppose the parameters satisfy (3.7)-(3.10). Then there exists a weight
+ 2γ, 0} such that, given h with h * * < ∞, equation (3.17) has a unique solution φ in the space C * . Moreover, there exists a constant C independent of L such that
Note that Fredholm properties for the problem (3.17) in weighted spaces have been shown in [22, 23] , since it is an example of an edge boundary value problem when we look at the usual extension formulation for the fractional Laplacian from [5] . However, in Lemma 3.4 we show, in addition, that the estimates are independent of the choice of Delaunay parameters (L 1 , . . . , L k ).
We will postpone the proof of this lemma, instead we will show first some quantitative estimates on the functionū and in particular its behaviour near the singular set Σ and at infinity.
γū − c n,γū β . Then if the parameters satisfy (3.7)-(3.10), we have the following estimate on S(ū):
for some ξ > 0 independent of L large.
Proof. As usual, for simplicity, we prove the estimates in (3.19) for the L ∞ norm, namely, we prove the following estimates:
near each singular point p i and
for dist(x, Σ) ≥ 1. First we show the estimates for the particular case that all the parameters a i j , r i j are zero. Letū 0 be the approximate solution from (3.4) in this case. Without loss of generality, assume p 1 = 0 and we consider in the region dist(x, Σ) ≥ 1. In this region, χ i = 0 for all i, one has
First, using the fact that
and recalling the relation between L and L i from (3.3) we have
For I 2 , recall that by Corollary 2.4
we have for |x| large,
Thus one has for dist(x, Σ) ≥ 1,
Next, we consider the region
In this case, it is easy to check that
Last we consider the region |x| ≤ 1 2 . In this region we have χ 1 = 1 and χ i = 0 for i = 1, sō
where for the last inequality we have used (3.24) below in the region |x| ≤ 1 2 . We have also denoted
In any case, for t = − log |x| < L1 4 , we have
, |x| ≤ C, and for t ≥ L1 4 , we have
Combining the above two estimates, we have for γ 1 < 0,
So for |x| ≤ 1 2 , one has
Thus we get estimates (3.20) and (3.21) in this particular case.
Now we consider the case of a general configuration r i j , a i j . First we differentiate S(ū 0 ) with respect to these parameters. Since the variation is linear in the displacements of the parameters, we vary the parameter of one point at one time. Varying r i j , we obtain
From the estimate on φ i and the condition on r i j , we have the following estimates:
for a suitable choice of σ > 0. Next, when |x − p i | ≤ 1 for i = 1, for instance, similar to the estimates (3.22) and (3.23), one has
if we choose 0 < η < 2γ. On the other hand, if |t − t
which is chosen small enough. Combining the above two estimates yields, for |x| ≤ 1,
Moreover, recalling (3.9), one can get that for dist(x, Σ) ≥ 1,
and for dist(x, Σ) ≤ 1,
+ 2γ} and τ small enough. Similar estimates hold for
We conclude from the above that
Thus we have S(ū) * * ≤ Ce
as desired.
Proof of Lemma 3.4. The proof relies on a standard finite-dimensional Lyapunov-Schmidt reduction.
Step 1: Preliminary calculations. Multiply equation (3.17) by Z i ′ j ′ ,l ′ and integrate over R n ; we have
By the orthogonality condition satisfied by φ, we have that the left hand side of (3.25) is
Without loss of generality, assume that i ′ = 1 and p 1 = 0. First we consider the case l ′ = 0. Recalling the estimates for Z i ′ j ′ ,0 from (3.11), 27) and notice that γ 1 > − n−2γ 2 . Next,
where we have used − n−2γ 2
On the other hand, for
), then one can get similar estimates as above. In conclusion, one has
for every l ′ = 0, . . . , n, which gives a good control of the left hand side of (3.25). Now, for the first term in the right hand side of (3.25),
The next step is to isolate the term c i j,l in (3.25), by inverting the matrix R n (w
For this, recall the orthogonality estimates from (3.13)-(3.14), which yield, for all l = 0, . . . , n,
plus a tiny error. Then using Lemma A.6 in [21] for the inversion of a Toepliz-type operator, one has from (3.25) that
From the estimates for Z i j,l from (3.11)-(3.12) and the previous bound for c i j,l one can check that in
Combining the above two estimates yields
Step 2: A priori estimates. We are going to prove the a priori estimate (3.18) by a contradiction argument. First let us recall the problem we are going to consider:
where have we denotedh :
, and which satisfies, by (3.28) , that h * * ≤ C( h * * + o(1) φ * ).
We are going to prove that
for where (3.18) follows immediately.
Assume that there exist sequences {L
(n) * = 1. In the following we will drop the index n if needed. First by the Green's representation formula for the first equation in (3.29) we have
where G is the Green's function for the fractional Laplacian (−∆) γ , given by ( [5] )
First we consider the region {dist(x, Σ) ≥ 1}. Here, for I 2 ,
h (y)G(x, y) dy
one has
Putting all together, (3.33) I 2 ≤ C h * * |x| −(n−2γ) .
Next for I 1 ,
c n,γ βū β−1 φ G(x, y) dy =: I 11 + I 12 .
Since for dist(y, Σ)
and similar to the estimate above we get that
Moreover,
2 , by the above estimates one has (3.34)
Summarizing, from (3.33) and (3.34) we obtain that, for dist(x, Σ) ≥ 1,
by our initial hypothesis (3.31). Moreover, because of the same reason, we know that there exists p i such that
The next step is to consider the region {|x − p i | ≤ 1}. In order to simplify the notation, we assume that p i = 0, |x| < 1. Again, we use Green's representation formula (3.32), and we estimate both integrals I 1 , I 2 . On the one hand,
G(x, y)h dy =: I 21 + I 22 + I 23 + I 24 , where
Thus one has
On the other hand, for I 1 ,
Similar to the estimates forh,
The final step is to estimate I 12 . For this we consider φ in the region A j := λ i j+1 λ i j < |x| < λ i j λ i j−1 , and define a scaled functionφ j (x) = (λ
as n → ∞. Thenφ j will satisfy the following equation
Since |h| ≤ C h * * |λ i jx | γ1−2γ as n → ∞,φ j →φ in any compact set 1 R ≤ |x| ≤ R for R large enough (to be determined later), whereφ is a solution of the following equation
where w is the standard bubble solution and Z l , l = 0, · · · , n, are the corresponding kernels mentioned in Lemma 2.1. By the non-degeneracy of the bubble, one hasφ = 0, i.e.φ j → 0 in 1 R < |x| < R. If we consider the original φ, this is equivalent to that |x|
Using this result, we now consider I 12 :
Recalling (3.4), we have that in {|y| < 1},ū = |y|
R which can be small enough choosing R large enough but independent of n. Using this estimate we can assert that
In addition, by the previous argument we know that |x|
j }, and one has
Combining all the above estimates yields that in the set {|x| < 1} we must have |x| −γ1 φ(x) = o(1) as n → ∞, which is a contradiction to (3.35) . This completes the proof of the a priori estimate (3.30), as desired.
Step 3: Existence and uniqueness. Consider the space
Notice that the problem (3.17) in φ gets rewritten as Proof of Proposition 3.3. The proof relies on the contraction mapping in the above weighted norms. We set S(ū) = (−∆) γū − c n,γū β , and also define the linear operator
We have thatū + φ, φ ∈ C * solves equation (3.15) if and only if φ satisfies
Here we have defined
Also, by L −1 , we are denoting the linear operator which, according to Lemma 3.4, associates with h ∈ C * * the function φ ∈ C * solving (3.17).
We find a solution for (3.37) by a standard contraction mapping argument. First by the definition of G, one has
Fixing a large C 1 > 0, we define the set
Note that
. By our construction, we have that if dist(x, Σ) < 1,
and for dist(x, Σ) ≥ 1,
Combining the above two estimates, one has
, it is easy to see that for L large,
Therefore, by the above estimates for N (φ) and (3.19) , G is a contraction mapping in B C1 , thus it has a fixed point in this set. This completes the proof of the Proposition.
Estimates on the coefficients c i j,l
In this section we prove some estimates related to the coefficients c 
Then we have the following estimates onβ 
For j ≥ 1, we haveβ
where A 2 > 0, A 3 < 0 are two constants independent of L and σ = min{γ 1 + n−2γ
Proof. With some manipulation and the orthogonality condition satisfied by φ, we find that
where we have defined L 0 (φ) = (−∆) γ φ − c n,γ β(ū 0 ) β−1 φ.
Step 1: Estimate forβ 
In addition,
We estimate this expression term by term. For l = 0, one has
recalling (3.16). Similarly,
Combining the above estimates, we have for l = 0,
For l = 1, · · · , n, by the estimate for φ given in (3.16) and the bounds for the term I 1 from (3.26) in Section 3 one obtains a similar estimate as above. But this is not enough for our analysis; one needs to be more precise. In order to do this, first recall the definition ofū 0 from (3.4),
where U i are radial functions in |x − p i |.
Near each singular point p i , we can decomposē
And similarly, we can decompose S(ū 0 ) into two parts,
where E is radial function in |x − p i | and can be controlled by Ce
; the second term can be controlled by Ce
. We now proceed as follows. Let
Note that the existence of such a ϕ i can be proved similarly to the arguments in Section 3. Moreover, as in (3.16) one has
Then we decompose φ = k i=1 ϕ i χ i +φ. In this case, since we have cancelled the radial part in the error near each singular point p i by ϕ i , then the extra error will have an extra factor |x − p i | andφ will satisfy |φ| ≤ C e
Therefore, by the above decomposition of φ into radial and nonradial parts one deduces
Similar to the estimate of I 1 in the proof of Lemma 3.4, recalling the asymptotic behaviour ofφ near p i , we can get that the first term can be controlled by
in a ball B(p i , 1) (see (3.27) and notice the extra factor λ i j ). For the second term,
Combining the above two estimates,
Next, the asymptotic behaviour of Z i j,l at infinity, given by
Using similar argument, we obtain an analogous estimate forβ i j,l,3 . Thus for l = 1, · · · , n,
which completes the proof of Step 1.
Step 2: Estimate forβ 
Recalling the estimate for E from (3.19) one has I 2,j,0 ≤ Ce 
, which yields easily that
Next, for l = 0, . . . , n, we consider I 1,j,l : fixed i, j, substitute the expression forū 0 from (3.4),
Here L i j denotes the linearized operator around w i j . Looking at the equation that φ i satisfies and its bounds (see formula (3.2) and Corollary 2.4), we have in general the following estimates:
On the one hand, for l = 0, since Z i j,0 is odd in the variable t i − t i j , where we have defined t i = − log |x − p i |, by the above expansion for E,
Let us bound the two terms in this expression:
For the first integral, since v ′ (t ′ ) is odd in t ′ and j ′ ≤2j v i j ′ is an even function of t ′ , this integral is 0.
In the meantime, thanks to the exponential decaying of v, the second integral is bounded by e − n+2γ 2 t i j , and we may conclude that
In conclusion, one has I 1,j,0 ≤ Ce 
From the above two estimates, when j ≥ 1,
for some ξ, σ > 0.
On the contrary, for j = 0 one has
but can obtain more accurate estimates in this case. This is going to be the crucial step in the proof of the Lemma since it gives the formula for the compatibility conditions.
First, if l = 0,
In this case, by expression (7.1),
and by formula (7.2) and the relation that
On the other hand, for l = 1, · · · , n
and recall that Z 
Then combining the estimates forβ 
for some σ > 0 independent of τ and L.
• If i = I, J = j ≥ 1,
Proof. Fix i = I. We first consider the case in which J = j. We have
From the proof of the appendix, more precisely, (7.1) for l = 0 and (7.5) for l = 1, . . . , n, one can find that
for a constant A 0 > 0. Moreover,
which proves the assertion when J = j. Now we consider the case J = j, for which we have
From the equation satisfied by Z t,l,i , and taking derivative with respect to t, one can cancel the terms containing φ Li , which yields
Similar to the estimates before, one can get that for l = 1, · · · , n, by estimate (7.5) in the Appendix,
and from (7.3),
On the other hand, for l = 0, by (7.1),
and using (7.2),
Combining all the above estimates, the proof of the Lemma is completed.
From Lemma 4.1 and Lemma 4.3, we find the decay estimate for the β 
where σ is obtained in Lemma 4.1.
Proof. Using the notation in the previous subsection, we first estimate β i j,l,1 . Using Lemma 4.1 and Lemma 4.3, and integrating in t from 0 to 1, varying the parameters (a, R) = (0, R i ) to (a i j , R i j ), and using the estimates satisfied by the parameters. The integration yields
Similarly to the estimates in subsection 4.1, β i j,l,2 and β i j,l,3 can be bounded by
Hence we get the desired bounds on β 
Proof. We first consider the case l = 0. If we differentiate the first equation in Proposition 3.3 with respect to r i j , after some manipulation, we obtain that
We now introduce two new norms:
where t i = − log |x − p i | and σ > 0 is a small positive constant to be determined later. Similarly to the proof of Lemma 3.4, if we work in the above weighted norm spaces, one can check that given h * * σ < +∞, the following problem is solvable:
. . , l = 0, . . . , n, and the solution v satisfies v * σ ≤ C h * * σ where C only depends on σ. We would like to apply this estimate to (5.1), but we do not have the orthogonality condition on 
for some σ > 0 independent of L large. Since for i ′ = i, the orthogonality is satisfied, we set
for some α i j,l ∈ R. We would like to choose the numbers α i j,l so that the new functionφ will satisfy the orthogonality condition. In order to have this, we need
From estimate (5.4), one has
Thenφ will satisfy the following equation
In conclusion, to estimateφ and hence ∂φ ∂r i
j , it suffices to estimateĥ. So we now boundĥ term by term.
Concerning
j , we have from the arguments in Section 3 that
From the estimates satisfied by φ, the same estimate holds for the second term in (5.3) if σ < γ 1 + n−2γ 2 . For the third term, it contains the symbol δ jj ′ , so the estimate follows by the bounds for c i j,l in the proof of Lemma 3.4. Moreover, from (5.6), one can get the same estimate for the fourth term. In conclusion, one has ĥ * * σ ≤ Ce
Hence by the above reasoning, φ * σ ≤ Ce
(1+ξ) . Formulas (5.5) and (5.6) yield
Finally, by the definition of · * σ norm, we obtain the first assertion in (5.2).
Similarly, differentiating the first equation in Proposition 3.3 with respect to a i j and arguing as above, always keeping in mind that
which yields the second estimate in (5.2).
We now describe the asymptotic profile of the function
. First of all, we consider the ideal case when there is only one point singularity at p = 0 and u = u L , i.e., the exact Delaunay solution from (3.1). By definition, u L is a solution of (3.15) with φ = 0 and vanishing right hand side. For j ≥ 1, we assume that we are varying w j by a j , r j , and denote the corresponding approximate solution bȳ u L . We are still able to perform the reduction in Proposition 3.3 to find a solution of the formū L +φ of the following equation
Note that an estimate similar to that of Lemma 5.1 will hold true for the correspondingφ. But we also need to control the derivative of c j,l with respect to the perturbations. In order to do so, we first introduce some notation. Define
We are interested in the derivatives of β j ′ ,l ′ with respect to {ξ j,l } = {r j , a j,1 , · · · , a j,n } for l = 0, · · · , n.
Lemma 5.2. For L large, the following estimates hold:
(1+ξ) ),
And for l = 1, . . . , n,
Here the derivatives are evaluated at a j , r j = 0.
Proof. Differentiating the expression for β J,l with respect to r j , and recalling equation (5.8) one has
where we have definedL
. Since u L is the exact solution, the corresponding c j ′′ ,l = 0. Thus for the last term in (5.9) we have
In conclusion, one has
where we have used the fact that S(
Similarly, recalling the definition of Z J,l = λ j ∂wJ ∂a J,l
, and the estimates for ∂φ ∂aj from the previous paragraphs,
Both variations above can be calculated from Lemma 4.3, with the obvious modifications as we just have one singular point so there is no summation in i. Thus one has
The first four conclusions in Lemma 5.2 follow by taking different values of J and from the definition of λ j . Very similarly, for l = 1, . . . , n, applying Lemma 4.3 we obtain
In addition, by the symmetry of the problem, we have
This completes the proof of the Lemma.
The reason we have studied the special configuration u L is that we will identify the quantities 
Proof. As before, we write down the equations satisfied by φ andφ i ,
We will differentiate both expressions with respect to ξ i j,l ; one has from the first equation that
Here, by the definition of the approximate solutionū 0 i , one knows that
Next, differentiating the second equation,
To simplify this expression, recall that whenū Li = u Li is a exact solution, one has c j,l = 0,φ i = 0. So when evaluating at ξ j,l = 0, this equation becomes
Denote Lū0
Taking the difference of the above two expressions we obtain an equation for
Neglecting the terms in the last line, taking into account the estimates in Section 3, the estimates for 
In order to get the orthogonality condition R nφ (w
Differentiating the orthogonality condition of φ andφ i w.r.t r i j , in analogy with (5.4), we get
where we have used the fact thatφ i = 0 for u Li . Therefore, from (5.10) we have the following estimates:
Moreover,φ solves
By estimate (5.11), we know that the second term is bounded by e A similar argument yields
The proof of the Lemma is completed.
From the previous lemma we can obtain estimates on derivatives of β i j,l with respect to ξ i j,l . Lemma 5.4. In the previous setting, we have the following estimates
Proof. Recall that by the definition of β i j,l and β j,l ,
Differentiating the above equations w.r.t ξ i j,l and taking the difference, one has
By oddness, one can first get that the term in the last line vanishes. Moreover, by the estimates in Lemma 5.1 and 5.3, one can get that the first two lines can be controlled by e
when l = 0 and
The proof is completed. 
Derivatives of the numbers β
for j ≥ 1 if we choose τ < σ.
Lemma 5.6. Suppose a i j , r i j satisfy (3.7) -(3.10). For L large, letū and φ be as in Proposition 3.3, then we have the following estimates
for j ≥ 1 where ξ > 0 is a positive constant independent of L large.
Proof of the main theorem
In this section we prove our main results. We keep the notation and assumptions in the previous sections. Before we start, we define some notation:
For τ > 0, let us also introduce the weighted norm and space
At first glance, these infinite dimensional matrices are not invertible, since they have the trivial kernel (1, 1, · · · ) t , but they are indeed invertible in some suitable weighted norm, which is given in the following: Recall that in Proposition 3.3 one has found a solution u =ū + φ for
The solvability of the original problem (1.1) is reduced to the following system of equations:
for all i = 1, · · · , k, j = 0, · · · , +∞, and l = 0, · · · , n. Using the above lemma and a perturbation argument, we can prove the following result: We write the j−th component of For τ < ξ small enough, it follows that (G a , G r ) maps B into itself for L large. Furthermore, it is a contraction mapping. So by fixed point theory, there exists a fixed point in set B. Thus we have foundã We are now in the position to prove our existence result.
Proof of Theorem 1.1. By Proposition 6.2, we are reduced to find R i ,â , i = j, and
From the balancing condition (3.5) we know that 
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The balancing condition (3.5) also implies that
. . . [10] to show that u > 0. This concludes the proof of the main Theorem.
Appendix
In this appendix we will derive some useful integrals which are important in our proof. All of the following expressions may be found in A. Bahri's book [3] for the special case γ = 1. Below we derive the estimates for general γ.
We define 
