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Resumen—La fuente de una imagen digital se puede identificar
a trave´s de los rasgos que el dispositivo que la genera impregna
en ella durante el proceso de su generacio´n. La mayorı´a de
las investigaciones realizadas en los u´ltimos an˜os sobre te´cnicas
de identificacio´n de fuente se han enfocado u´nicamente en
la identificacio´n de ca´maras tradicionales DSC (Digital Still
Camera). Considerando que hoy en dı´a las ca´maras de los
dispositivos mo´viles pra´cticamente han sustituido a las DSCs se
detecto´ la necesidad de realizar investigacio´n sobre las te´cnicas
para identificar la fuente de ima´genes generadas por dispositivos
mo´viles. Las ima´genes digitales generadas por una ca´mara
digital contienen intrı´nsecamente un patro´n del ruido del sensor
que se puede usar como medio de identificacio´n de la fuente.
Especı´ficamente, las ca´maras digitales de dispositivos mo´viles
cuentan en su mayorı´a con un tipo de sensor que deja rasgos
caracterı´sticos en la imagen. En este trabajo se propone un
algoritmo basado en el ruido del sensor y en la transformada
wavelet para identificar el dispositivo mo´vil (marca y modelo)
que ha generado determinadas ima´genes bajo investigacio´n.
Palabras clave—Ana´lisis forense, imagen digital, patro´n de
ruido del sensor, PRNU. (Forensics analysis, digital image, sensor
pattern noise, PRNU).
I. INTRODUCTION
Con frecuencia las fotografı´as son consideradas como una
parte de la verdad al ser hechos reales capturados por disposi-
tivos electro´nicos (ca´maras). Sin embargo, con el desarrollo de
la tecnologı´a han surgido herramientas potentes y sofisticadas
que facilitan de una manera impresionante la alteracio´n de
las ima´genes digitales, incluso para quienes no tienen conoci-
mientos te´cnicos o especializados en el a´rea [1].
El desarrollo de las tecnologı´as digitales ha estado y con-
tinu´a avanzando a un ritmo imparable. Cada dı´a el nu´mero
de ca´maras digitales va creciendo, ası´ como la facilidad de
acceso a ellas. Las ca´maras digitales de mo´viles merecen
especial atencio´n, ya que estudios realizados indican que al
final del an˜o 2012 el nu´mero total de dispositivos mo´viles
activos alcanzo´ los 6,7 billones y se estima que para el verano
del 2013 este nu´mero igualara´ al total de la poblacio´n del
planeta 7,1 billones. El 83 % de estos dispositivos mo´viles
cuentan con ca´mara digital integrada, las cuales a diferencia
de las ca´maras digitales convencionales son llevadas por sus
duen˜os todo el tiempo a la mayorı´a de lugares que asiste y en
muchos casos tienen conexio´n a internet [2].
Debido al incremento en sus capacidades de almacena-
miento, procesamiento, usabilidad y portabilidad ası´ como
a su bajo coste, los dispositivos mo´viles esta´n presentes en
diversidad de actividades, lugares y eventos de la vida diaria. A
causa del extenso uso de las ca´maras digitales de dispositivos
mo´viles se han generado pole´micas, discusiones y normas
sobre la prohibicio´n de su uso en lugares como escuelas,
oficinas de gobierno, eventos empresariales, conciertos, em-
presas, etc. Una consecuencia ma´s de su extenso uso es que
las ima´genes digitales en la actualidad son utilizadas como
testigos silenciosos en procesos judiciales, siendo una pieza
crucial de la evidencia del crimen [3]. Es por ello que contar
con herramientas que permitan identificar a los dispositivos
que han generado una cierta imagen digital cobra importancia
ya que podrı´a servir en diversas a´reas como la lucha contra
la pornografı´a infantil, la prevencio´n de robo de tarjetas de
cre´dito, el combate a la piraterı´a, la prevencio´n de secuestros,
etc.
II. TE´CNICAS DE ANA´LISIS FORENSE EN IMAGENES
La investigacio´n en este campo estudia el disen˜o de te´cnicas
para identificar las caracterı´sticas, especialmente marca y
modelo, de los dispositivos utilizados para la generacio´n de
ima´genes digitales. El e´xito de estas te´cnicas depende del
supuesto de que todas las ima´genes adquiridas por un mismo
dispositivo presentan caracterı´sticas intrı´nsecas del dispositivo.
Las caracterı´sticas que se usan para identificar marca y modelo
de las ca´maras digitales se derivan de las diferencias que
existen entre las te´cnicas de procesamiento de las ima´genes
y las tecnologı´as de los componentes que se utilizan [4].
El mayor problema con este enfoque es que los diferentes
modelos de las ca´maras digitales usan componentes de un
nu´mero reducido de fabricantes, y que los algoritmos que
usan tambie´n son muy similares entre modelos de la misma
marca. Es por ello que la fiabilidad de la identificacio´n de
la ca´mara fuente depende en gran parte de la identificacio´n
de varias caracterı´sticas independientes del modelo. Segu´n
[4] se pueden establecer cuatro grupos de te´cnicas para este
fin: utilizacio´n de la aberracio´n de las lentes, interpolacio´n
de la matriz CFA, uso de las caracterı´sticas de la imagen e
imperfecciones del sensor. Esta u´ltima constituye el objeto de
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este trabajo. Adema´s de las anteriores existe otro grupo de
te´cnicas basadas en los metadatos.
Las te´cnicas basadas en el estudio de las huellas que los
defectos del sensor dejan sobre las ima´genes se dividen en
dos ramas: defectos de pı´xel y patro´n de ruido del sensor
SPN (Sensor Pattern Noise). En la primera se estudian los
defectos de pı´xel, los pı´xeles calientes, los pı´xeles muertos,
los defectos de fila o columna, y los defectos de grupo. En
la segunda se construye un patro´n del ruido promediando los
mu´ltiples residuos de ruido obtenidos mediante algu´n filtro de
eliminacio´n de ruido. La presencia del patro´n se determina
utilizando algu´n me´todo de clasificacio´n como correlacio´n o
ma´quinas SVM.
En [5] se estudian los defectos de los pı´xeles en los sensores
de tipo CCD, centra´ndose en la evaluacio´n de diferentes ca-
racterı´sticas para examinar las ima´genes e identificar la fuente:
defectos del sensor CCD, formato de los archivos usados, ruido
introducido en la imagen y marcas de agua introducidas por
el fabricante de la ca´mara. Entre los defectos del sensor CCD
considerados se encuentran los puntos calientes, los pı´xeles
muertos, los defectos en grupo y los defectos de fila o columna.
En sus resultados se observa que cada una de las ca´maras tiene
un patro´n de defecto diferente. Sin embargo, tambie´n se sen˜ala
que el nu´mero de defectos en los pı´xeles para una ca´mara
es diferente entre fotos y varı´a demasiado en funcio´n del
contenido de la imagen. Asimismo, se revela que el nu´mero de
defectos cambia con la temperatura. Al considerar u´nicamente
los defectos de los sensores de tipo CCD este estudio no es
aplicable al ana´lisis de ima´genes generadas por dispositivos
mo´viles.
En [6] se analiza el patro´n de ruido del sensor de un
conjunto de ca´maras, el cual funciona como una huella
dactilar, permitiendo la identificacio´n u´nica de cada ca´mara.
Para obtener este patro´n se realiza un promedio del ruido
obtenido a partir de diferentes ima´genes utilizando un filtro
de eliminacio´n de ruido. Para identificar la ca´mara a partir de
una imagen dada, se considera el patro´n de referencia como
una marca de agua cuya presencia en la imagen es establecida
mediante un detector de correlacio´n. El estudio se realizo´ con
320 ima´genes procedentes de 9 modelos distintos de ca´maras.
Tambie´n se demuestra que este me´todo esta´ afectado por
algoritmos de procesamiento de la imagen como la compresio´n
JPEG y la correccio´n gamma. Los resultados para fotografı´as
con diferentes taman˜os y recortadas no son satisfactorios [4].
En [7] se propone un enfoque para la identificacio´n de
la ca´mara fuente considerando escenarios abiertos, donde a
diferencia de los escenarios cerrados no se da por sentado
contar con acceso a todas las posibles ca´maras de origen de la
imagen. Este enfoque, considera 9 diferentes a´reas de intere´s
ROI (Region Of Interest) que se encuentran en las esquinas y
el centro de las ima´genes. El uso de las regiones de intere´s
permite trabajar con ima´genes de diferentes resoluciones sin
la necesidad de rellenar con ceros las ima´genes y sin el uso
de artefactos de interpolacio´n de color. Para determinar las
caracterı´sticas se calcula el SPN para cada uno de los canales
R, G y B. Asimismo, se calcula el SPN para el canal Y
(luminancia), genera´ndose un total de 36 caracterı´sticas para
representar cada imagen. Despue´s, las ima´genes tomadas por
la ca´mara bajo investigacio´n son etiquetadas como la clase
positiva y las tomadas por las ca´maras disponibles restantes
como las clases negativas. Despue´s de la fase de entrenamiento
de la SVM en la que se calcula el hiper-plano que separa
los casos positivos y negativos toman en cuenta las clases
desconocidas del escenario abierto moviendo el hiper-plano
generado por un valor dado ya sea hacia adentro (hacia las
clases positivas) o hacia afuera (las clases negativas). En los
experimentos utilizan un conjunto de 25 ca´maras digitales
de 9 fabricantes, 150 ima´genes en formato JPEG de cada
ca´mara con diferentes configuraciones de luz, zoom y flash.
Los resultados de los experimentos mostraron una precisio´n
del 94,49 %, del 96,77 % y del 98,10 %, utilizando conjuntos
abiertos con 2/25, 5/25, y 15/25 ca´maras, respectivamente,
definiendo un conjunto abierto x/y como el conjunto de y
ca´maras donde x ca´maras son usadas para entrenar y probar las
ima´genes que pueden pertenecer a cualquiera de las ca´maras
x conocidas, ası´ como a las otras y-x ca´maras desconocidas.
En [8] se basan en el trabajo de [6] para extraer el ruido
del sensor usando el ca´lculo de similitudes como me´todo
de la clasificacio´n. Exponen que el ruido del sensor puede
estar muy contaminado por los detalles de los escenarios y
proponen que entre ma´s fuerte es un componente del ruido
del sensor es menos fiable y por lo tanto debe ser atenuado.
Proponen una forma de atenuar los valores altos del ruido del
sensor y realizan experimentos de identificacio´n con 6 ca´maras
tradicionales diferentes (100 ima´genes de cada ca´mara). Para
las ima´genes de 1536x2048 pixeles obtuvieron una tasa de
acierto del 38.5 % con la implementacio´n sin la mejora y del
80.8 % con la mejora propuesta; para las ima´genes de 512x512
pı´xeles obtuvieron una tasa de acierto del 21.8 % sin la mejora
y del 78.7 % con la mejora propuesta.
III. ALGORITMO DE IDENTIFICACIO´N DE LA FUENTE
Debido a la propiedad determinista del patro´n de ruido del
sensor que esta´ presente en cada imagen capturada, se puede
usar este patro´n como huella para identificar el dispositivo
que genero´ la imagen objeto en investigacio´n. Haciendo una
analogı´a, se puede decir que el patro´n del ruido del sensor es
para una ca´mara digital lo que la huella para un ser humano.
Para poder identificar la marca y el modelo de la ca´mara
digital de un dispositivo mo´vil se requiere de un algoritmo
que nos permita extraer el ruido del sensor y otro que nos
permita obtener las caracterı´sticas de las huellas obtenidas para
ası´ poder clasificarlas e identificarlas.
Tomando como referencia las ideas principales de [6] se
propone un algoritmo para extraer el ruido del sensor (tambie´n
conocido como ruido residual) que se describe en el algoritmo
1.
Con el promediado a cero se limpia la huella de las
caracterı´sticas que no son intrı´nsecas al sensor aplicando como
se sugiere en [9], de tal manera que los promedios de las filas
y de las columnas sean iguales a cero. Esto se logra restando
el promedio de la columna a cada pı´xel de la columna y
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Algoritmo 1: Extraer ruido del sensor
Input: Imagen
varianza: (adaptativa o no adaptativa)
Result: Huella del sensor de la imagen
1 procedure EXTRAERHUELLA(I)
2 Realizar descomposicio´n wavelet de 4 niveles de In;
3 foreach nivel de la descomposicio´n wavelet do
4 foreach c ∈{H,V,D} do
5 Calcular la varianza local;
6 if varianza adaptativa then
7 Calcular 4 varianzas con ventanas de
taman˜os 3, 5 ,7 y 9 respectivamente;
8 Seleccionar la varianzas mı´nima;
else
9 Calcular la varianza con una ventana
de taman˜o 3;
10 Calcular los componentes wavelet sin ruido
aplicando el filtro de Wiener a la varianza;
11 Obtener la imagen limpia del ruido del sensor
aplicando la Transformada Inversa Wavelet;
12 Calcular el ruido del sensor con
Iruido=Ientrada−Ilimpia;
13 Aplicar a Iruido un promediado a cero;
14 Aumentar en Iruido el peso del canal verde con
Iruido=0,3·IruidoR+0,6·IruidoG+0,1·IruidoB ;
15 end procedure
posteriormente restando el promedio de la fila a cada pı´xel de
la fila. Esta operacio´n se aplica a todas las filas y columnas
de la imagen. Despue´s de limpiar la imagen se le da un
mayor peso al canal verde ya que debido a la configuracio´n
de la matriz de color e´ste contiene ma´s informacio´n sobre
la imagen que el resto de los canales de color [10][11]. La
identificacio´n de las ca´maras se realiza utilizando una ma´quina
de soporte vectorial SVM para lo que es necesario extraer una
serie de caracterı´sticas que representen a las huellas de los
sensores. Se calculan un total de 81 caracterı´sticas (3 canales
x 3 componentes wavelet x 9 momentos centrales) mediante
el algoritmo 2.
Con las caracterı´sticas que se extraen tanto de las ima´genes
para entrenamiento como para probar se alimenta la ma´quina
SVM y se obtienen las clasificaciones.
IV. EXPERIMENTOS Y RESULTADOS
Para evaluar la efectividad del algoritmo de identificacio´n de
la fuente de dispositivos mo´viles se realizaron dos experimen-
tos, en los que se consideraron los 1024x1024 pı´xeles centrales
de las fotografı´as como se recomienda ampliamente en [12].
La Tabla I resume los principales para´metros utilizados.
En el primer experimento se probo´ con un grupo de 8
ca´maras digitales de dispositivos mo´viles de 4 fabricantes. De
Apple se consideraron los modelos iPhone3G (A1), iPhone4S
(A2) y iPhone3 (A3); de BlackBerry el 8520 (B1); de Sony
Algoritmo 2: Extraccio´n de Caracterı´sticas
Input: Imagen
Huella del sensor de la imagen
Result: 81 caracterı´sticas
1 procedure EXTRAERCARACTERISTICAS(I)
2 Separar los canales R, G y B de la huella del sensor;
3 foreach canal de color do
4 Hacer una descomposicio´n wavelet de un nivel;
5 foreach c ∈{H,V,D} do
6 Calcular k momentos centrales con
mk =
1
n
n∑
i=1
|ci − c|k;
7 end procedure
Tabla I
PARA´METROS UTILIZADOS EN LOS EXPERIMENTOS
Para´metro Valor
Tipo de Fotos Sin ninguna restriccio´n
Dimensiones 1024 x1024
Fotos Entrenadas x Ca´mara 100
Fotos Probadas x Ca´mara 100
Ca´lculo de la Varianza Enfoque no adaptativo
Ericsson el UST25a (SE1) y el U5I (SE2); y de Samsung
el GTI9100 (S1) y el GTS5830 (S2). El algoritmo propuesto
obtuvo un porcentaje de acierto promedio de 93.625 % al
identificar entre marca y modelo como se observa en la matriz
de confusio´n de la Tabla II.
Tabla II
MATRIZ DE CONFUSIO´N DEL EXPERIMENTO 1
Ca´mara A1 A2 A3 B1 SE1 SE2 S1 S2
A1 92 1 0 0 0 1 0 6
A2 0 96 0 0 1 0 3 0
A3 0 0 99 0 0 0 1 0
B1 0 0 0 94 0 2 0 4
SE1 7 2 0 0 91 0 0 0
SE2 2 0 0 1 0 94 1 2
S1 4 8 0 0 0 5 83 0
S2 0 0 0 0 0 0 0 100
Con la finalidad de acercarse a escenarios ma´s reales el
segundo experimento se realizo´ con 14 ca´maras digitales de
dispositivos mo´viles de 7 fabricantes. De Apple se conside-
raron los modelos iPhone3G (A1), iPhone4S (A2), iPhone3
(A3) y iPhone5 (A4); de BlackBerry el 8520 (B1); de Sony
Ericsson el UST25a (SE1) y el U5I (SE2); de Samsung el
GTI9100 (S1), el GTS5830 (S2) y el GT-S5830M (S3); de Lg
el E400 (L1); de HTC el DesireHD (H1) y el Desire (H2);
y de Nokia el E61I (N1). El algoritmo propuesto obtuvo un
porcentaje de acierto promedio de 87,214 % como se puede
observar en la matriz de confusio´n de la Tabla III.
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Tabla III
MATRIZ DE CONFUSIO´N DEL EXPERIMENTO 2
Ca´mara A1 A2 A3 A4 B1 SE1 SE1 S1 S1 S3 L1 H1 H2 N1
A1 90 0 0 2 0 0 0 0 7 0 1 0 0 0
A2 0 91 0 3 0 0 0 3 0 0 0 1 2 0
A3 0 0 98 0 0 0 0 2 0 0 0 0 0 0
A4 0 0 1 88 0 0 0 0 0 0 3 6 0 2
B1 0 0 0 2 73 0 0 0 4 0 0 1 0 20
SE1 7 0 0 0 0 80 0 0 0 0 1 12 0 0
SE2 1 0 0 2 2 0 86 1 2 5 1 0 0 0
S1 4 5 0 4 0 0 1 83 0 0 1 0 2 0
S2 0 0 0 0 0 0 0 0 100 0 0 0 0 0
S3 0 0 1 0 0 0 8 0 0 85 0 1 0 5
L1 0 0 0 9 0 6 0 0 2 0 70 13 0 0
H1 2 0 0 0 0 11 0 0 1 0 1 85 0 0
H2 0 6 0 0 0 0 0 0 0 0 0 0 94 0
N1 0 0 0 0 2 0 0 0 0 0 0 0 0 98
V. CONCLUSIONES
En este trabajo se estudian las diferentes te´cnicas de ana´li-
sis forense de ima´genes para solucionar el problema de la
identificacio´n de la fuente de una imagen. Se describe la idea
principal de cada una de las te´cnicas ası´ como algunos de los
trabajos ma´s representativos que se han realizado aplica´ndolas.
De acuerdo a la estructura y funcionamiento de las ca´maras
digitales de dispositivos mo´viles las te´cnicas ma´s adecuadas
para realizar ana´lisis forense en ellas son las que se basan en el
ruido del sensor y las que utilizan las transformadas wavelet.
En virtud de lo anterior se propuso un algoritmo para la iden-
tificacio´n de los dispositivos mo´viles fuente combinando las
te´cnicas basadas en la huella del sensor y en la transformacio´n
wavelet. Por u´ltimo con los experimentos realizados y sus
resultados se demuestra que la combinacio´n de estas te´cnicas
es efectiva para la identificacio´n del modelo y fabricante con
un alto porcentaje de acierto.
Au´n estimando que son buenos los resultados obtenidos por
la te´cnica, obviamente existe margen de mejora de las tasas
de acierto, sobre todo teniendo en cuenta el caso en el que
el nu´mero de ca´maras aumenta considerablemente. Cuanto
mayor sea la mejora en la tasa de acierto mayor sera´ la
posibilidad de aplicacio´n de la te´cnica a situaciones reales. A
grandes rasgos las principales lı´neas de investigacio´n a tener
en cuenta en los trabajos futuros son: mejora en la seleccio´n
del recorte de la fotografı´a (distintas dimensiones y zonas),
optimizacio´n de los para´metros de configuracio´n de la ma´quina
SVM, optimizacio´n en la seleccio´n de la funcio´n wavelet y la
combinacio´n de esta te´cnica con otras como las basadas en las
caracterı´sitcas del color, las basadas en las me´tricas de calidad
de la imagen o las que utilizan otros tipos de caracterı´sticas
extraı´das del ruido del sensor.
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