This study compared numerical simulations of the hydro-morphodynamics of a stretch of the Po River (Italy) to detailed measurements of the river's morphology and water-sediment fluxes. A survey of the 8-km-long, 250-m-wide river section, previously described in former publications, was performed using two vessels. The first was equipped with a multibeam echo sounder for bathymetry and the investigation of bed forms, while the second was equipped with two acoustic Doppler current profilers (ADCPs) to map bed roughness, flow velocity, and suspended sediment fields. This 
INTRODUCTION
A variety of free-source and commercial codes are available for the numerical simulation of river morphodynamics.
In fact, after three decades of research, the science of computation fluid dynamics (CFD) has yielded a number of well-tested algorithms that are applicable not only to fixed but also to movable bed case studies (contributors include Mosselman ; Olsen ; Viscardi et al. ) . In large rivers, the cross-sectional width-to-depth ratio typically ranges from 10 to 100. In such cases, the shallow water approximation can be applied to extend the computational domain, leading to two-dimensional (2-D) numerical models (i.e., depth-integrated flow model). Several commercial models are available for this purpose. The Delft Hydraulics and Danish Hydraulic Institute (DHI) software packages simulate the 2-D shallow water flow equations and couple them with a sediment transport module to simulate river bed evolution. These numerical tools are designed to simulate river sections measuring tenths of kilometers over a longer period of time (e.g., 10 years) than that commonly employed with a full 3-D CFD. This type of simulation provides insight into the long-term impacts of changed hydrology and hydraulics on river channels, fluvial navigation, bank stability, and reservoir capacities, but with these advantages comes the disadvantage that certain physical processes must be modeled using approximations.
Oversimplifications involving the shear process, secondary flow and sediment transport require thorough verification of the results.
The objective of this study was to illustrate how the measurements from ADCPs could be used for the calibration of existing software, such as the 2-D model (MIKE21C) implemented by DHI. To this end, the results of that model were compared with morphology and stream flow maps of the Po River. The availability of historical data and continuous water level and discharge recordings made the Po River an ideal case study for the verification of novel techniques that could be applied in more remote parts of the world where the body of recorded data is lacking.
The survey of the 8-km-long, 250-m-wide river section, presented in full in Guerrero & Lamberti () , was carried out using two vessels in May 2007. The first was equipped with a MBES for bathymetry and bed form investigation, while two ADCPs were located on the second vessel to map velocities and suspended sediment fields. The hydraulic calibration was conducted using steady-state conditions by comparing measured and simulated velocity fields. This calibration was verified against a sensitivity analysis of the bed roughness parameter on the resulting water slope. Further sensitivity analysis was performed on the resulting bathymetry, alternate bar formation, and consequent sorting of transported sediments using 2-year morphodynamic simu- 
STUDY SITE AND MEASUREMENT TECHNIQUES
The Po River is the longest river in Italy. Its main channel is 650 km long, and its 71,000-km 2 catchment includes most of the Italian Alpine slopes, the Po Plain (Pianura Padana), and the Emilian slopes of the Apennine mountains, amounting to approximately one-quarter of Italy (Figure 1(a) ). The average and historical maximum discharges are approximately 1,500 and 12,000 m 3 /s, respectively, and the transport of bed sediment has been estimated to have decreased in the last century from 10 × 10 6 to 5 × 10 6 m 3 /year based on the past rate of delta extension and land subsidence data (Cati ) . 
MATHEMATICAL MODEL
A mathematical model of the water-sediment fluxes, bed morphology, and sediment size variation in curved alluvial rivers was applied to this case study. The bed level model for uniform sediment is formed by the equation of continuity for the sediment (Equation (1)), a transport rate model (Equation (2)), and a transport direction model (Equation (3)):
with the following variables: The bed shear stress representation in the depth-integrated flow model, or 2-D scheme, is particularly relevant to the calibration performed here. The bed shear stress (s and n components) and direction are approximated in the model by:
with the following variables: 
where λ is the adaptation length of the bed shear stress angle due to secondary flow, R s is the streamline curvature radius, and the β parameter represents the dampening effect of bed friction on the forcing term (i.e., the ratio of the water depth to the curvature radius). The adaptation length, λ, is assumed to be proportional to the water depth-Chezy parameter product. Therefore, λ has a low value for a low water depth over a rough bed. The Equation (7) partial derivative is negligible in this case, and the streamline curvature immediately triggers shear stress angle near the bed.
Conversely, λ has a high value for a high water depth over a smooth bed. In this case, the lag between the bed shear angle and forcing flow is not negligible. The β parameter is modeled as follows:
where k is the von Karman constant and α is the secondary flow parameter.
The verification of the bed shear stress direction model on the basis of the mapped velocity field using ADCP recording was a major task in this study. According to Olesen (), the vertical distribution of flow velocity is almost symmetric with respect to the half depth and regardless of the assumed mixing length model (e.g., logarithmic, power, or von Karman velocity profile) and the C value. This symmetric distribution means that flow transverse velocity distributions close to the water surface and the river bed are fairly similar except in their signs and that a transverse zero velocity is located near the half depth. Thus, the angle between the bed flux (i.e., the sediment flux near the bed) with respect to mean flow direction (i.e., the streamline direction) was assumed equal to half the angle between the near surface and near bed fluxes of water. Furthermore, the bed flux was assumed to be parallel to the bed shear stress. The angle between the near surface and near bed fluxes was mapped from ADCP profile of water velocity and, given the described symmetric distribution, one-half was used for comparison with the simulated bed shear stress angle in Equation (7).
The balance between the secondary flow and bed slope effects on sediment transport direction (Equation (3)) changes the resulting morphology. In fact, the secondary flow diverts sediment loads from the mean flux direction, producing a lateral deposition that increases the side-slope of the channel cross-section. Such a cross-sectional shape (i.e., a transverse bed slope) triggers gravitational sliding of the sediments, counteracting lateral deposition and leveling the channel cross-section. Therefore, the model parameters in Equations (2)- (5), and (8) (including the Chezy parameter) must be carefully calibrated to reliably simulate the sediment transport direction effect on a river channel's morphology. In particular, the G, a, e, and β parameters, according to Olesen (), Talmon () and Struiksma & Klaassen (), fall within the intervals 0.0-3.0, 0.5-1.0, 1-10, and 4-12, respectively, and are strongly dependent on the particulars of the case study.
The morphological model is also intended for use with non-uniform sediments (Olesen ) . The sediment mixture is divided into a number of discrete size fractions, and a sediment transport formula and Equation (1) are applied to model the sediment continuity for each size fraction.
NUMERICAL SIMULATIONS
To perform long-term morphodynamic simulations more rapidly, the mathematical model of the water-sediment fluxes, bed morphology, and sediment size variation is solved using a quasi-steady approach within the MIKE21C code. For this reason, the code is particularly well suited to long-term and slowly varying morphodynamic simulations and is therefore usually employed to predict the impact of hydraulic works and their effectiveness in modifying a river channel's morphology.
MIKE21C was applied to the investigated section of the Po River (Figure 1(b) ). Specifically, the bed roughness was first adjusted in the model by comparing the simulated to measured (1) longitudinal slopes of water free surface, and Hansen formulae assessments at Boretto appeared to be reliable when compared with historical data and were therefore assumed to estimate the incoming sediment discharge at the upstream fixed boundary of the model. In fact, the sediment transport per year was found to be approximately 
CALIBRATION OF THE HYDRODYNAMICS MODEL
A sensitivity analysis was performed on the longitudinal average slope of the simulated water surface by testing different roughness parameters. The hydrodynamic module was also applied to simulate the hydrological steady-state con- Figure 5 shows the simulated and derived (from the difference in water levels) water slopes over the corresponding discharge.
The model did not simulate the observed scatter of the water surface slope for a given flow discharge, but the corresponding mean values were accurately simulated depending on the fixed value of k s . Taking 36 m 1/3 /s as a fixed
Gauckler-Strickler parameter gave the lowest deviations between the simulated and observed water slopes over the entire discharge domain, although a positive correlation between k s and flow discharge can be argued, which is why the best-fit line for the discharge-slope dataset is also presented in Figure 5 . This fit line corresponds to the simulated water slope obtained when Equation (9) was assumed for k s . The water depth in this equation is the mean value over the simulated section at a given flow discharge, and the assumed relationship between the Chezy and Gauckler-Strickler parameters is also reported: The extended grid (shown in Figure 2 ) was applied to the next morphodynamic simulations to limit the effect of the inflow distribution at the upstream boundary when producing the differences between velocity fields. Further deviations, albeit at a lower magnitude and sporadically distributed, were also observed along the entire section. These differences reflected the limits of the model when simulating sudden modifications driven by unrepresented short-scale morphology. These limits notwithstanding, the root mean square of the mapped differences ( Figure 7 ) was approximately 10%, that is, the minimum for simulated maps with simulated and measured values, indicating significant differences in the short-length scale oscillation of δ s . Indeed, the applied model (Equation (7)) simulated longer length scale variations in δ s that were related to: (1) the river channel curvature; and (2) the alternate bar field. Other causes (i.e., bed forms) for the shear stress angle were not taken into consideration. Table 1 , the average sediment inflow (bed and suspended loads) was adjusted from 1.2 × 10 6 to 1.7 × 10 6 m 3 /year in increments of 0.1 × 10 6 and the ratios of bed load and suspended load to total load were evaluated at 20-80% and 50-50%. (2) Given that the code simulates the bed roughness with a fixed k s , or the Gauckler-Strickler parameter can be updated as a power law of water depth, and considering the results presented in Figure 5 , either a fixed Gauckler-Strickler parameter value of 36 m 1/3 /s was assumed, or Equation (9) was applied to simulate changes in bed roughness with changing hydrological conditions. (3) α (Equations (7) and (8)) oscillated within the interval 0.0-0.5. 4) G, a, and e (Equations (2) and (3)) were varied within the intervals 0.5-2.5, 0.5-1.0 and 1-5, respectively.
CALIBRATION OF THE MORPHOLOGICAL MODEL
Approximately 50 combinations were simulated, and the most significant results are presented and discussed in this paper. The final morphologies were evaluated with respect to the actual bathymetry ( Figure 6 ).
An average sediment inflow of 1.4 × 10 6 m 3 /year resulted in the lowest deviation between the simulated and surveyed bathymetry ( Figure 6 ) and was fairly close to analytical estimations listed in Table 1 . The sediment transport capacity allocation between the bed and suspended loads and the bed roughness modifications within the simulated ranges only slightly affected the resulting channel morphology, while the influence of the balance between secondary flow and bed slope appeared to be relevant. Table 2 qualitatively summarizes the sensitivity of the simulated morphology to the different parameters and their corresponding values for two classes of the resulting morphologies (i.e., bend-and alternate bar-dominated).
Figure 9(a) illustrates the simulated final morphology corresponding to two of the different sets of tested parameters that gave rise to the representative morphology dominated by either bend curvature or alternate bars. Table 3 lists the parameter sets for the two representative simulations, hereafter referred to as A and B.
The variation over time for one alternate bar in simulation B is presented in Figure 10 , which illustrates the time series of the bed level and mean grain size of the bed layer at the upstream bend apex (point x3 in Figure 9) together with the upstream boundary condition upon /s or variations with water depth, as in Equation (9). Both bed roughness models available in the code (i.e., the fixed (1)- (8). The bed shear stress direction, δ, and bed transverse slope had similar order of magnitudes affecting the sediment transport direction model (Equation (3)), whereas the longitudinal slope was far lower than unity and therefore negligible in the transport rate model (Equation (2)). These order of magnitudes made the sediment transport model (Equations (1)- (3)) sensitive to the α, G and a parameters, which were therefore accurately calibrated.
The allocation between the bed and suspended loads for a given total load directly affected the sediment transport continuity equation (Equation (1) but it also leveled the observed maximal scours and depositions that were better reproduced using a G value of 0.5.
In conclusion, the numerical code in this study was capable of reproducing longer length scale variations over the computational domain, but filtered out variations in the observed velocity-sediment field and morphology at smaller length scales.
