Abstract-In recent years, the Particle Swarm Optimization has rapidly gained increasing popularity and many variants and hybrid approaches have been proposed to improve it. Motivated by the behavior and the proximity characteristics of the social and cognitive experience of each particle in the swarm, we develop a hybrid approach that combines the Particle Swarm Optimization and the Differential Evolution algorithm. Particle Swarm Optimization has the tendency to distribute the best personal positions of the swarm near to the vicinity of problem's optima. In an attempt to efficiently guide the evolution and enhance the convergence, we evolve the personal experience of the swarm with the Differential Evolution algorithm. Extensive experimental results on twelve high dimensional multimodal benchmark functions indicate that the hybrid variants are very promising and improve the original algorithm.
I. INTRODUCTION
The Particle Swarm Optimization (PSO) algorithm is an Evolutionary Computation method, which belongs to the broad class of Swarm Intelligence methods. PSO was introduced in [1] , is inspired by the social behavior of bird flocking and fish schooling, and is based on a socialpsychological model of social influence and social learning. The fundamental hypothesis to the development of PSO is that an evolutionary advantage is gained through the social sharing of information among members of the same species. Moreover, the behavior of the individuals of a flock corresponds to fundamental rules, such as nearest-neighbor velocity matching and acceleration by distance [2] , [3] . The PSO algorithm is capable of handling non-differentiable, discontinuous and multimodal objective functions and has gained increasing popularity in recent years due to its ability to efficiently and effectively tackle several real-world applications [4] , [5] .
To improve the performance and the convergence behavior of Particle Swarm Optimization algorithm, several variations and hybrid approaches have been proposed [6] - [11] . One class of variations include hybrids that combine the PSO and the Differential Evolution (DE) algorithms [12] . These approaches aim to aggregate the advantages of both methods to efficiently tackle the optimization problem at hand. The PSO-DE hybrids usually combine the evolution schemes of both algorithms to produce a new evolutionary position scheme [13] - [17] , apply one of the two algorithms as local search to evolve some pre-specified particles [18] - [20] , or evolve the control parameters with one of the evolutionary approaches to produce a parameter-free hybrid [13] , [21] - [23] .
The current study has been motivated by the behavior and the proximity characteristics of the personal experience of each particle during the evolution process. Each particle interacts with the rest of the swarm particles. More specifically, the movement of each particle is controlled by forces; the best previous position of the particle (cognitive experience) and the position attained by the best particle in the swarm or neighborhood (social experience). Extensive simulations indicate that through the evolution process of the PSO algorithm, the cognitive experience of each particle tend to be distributed in the vicinity of the problem's optima.
To this end, we propose a hybrid evolutionary scheme to efficient evolve the social and cognitive experience of the swarm and enhance the convergence properties of the PSO algorithm. Here, we incorporate the DE algorithm, which is a simple and compact evolutionary algorithm exhibiting good convergence characteristics. Initial experimental results in a benchmark set consisting of twelve difficult highdimensional benchmark functions demonstrate that this is a promising approach.
The rest of the paper is organized as follows: Section II and Section III briefly describe the basic operations of the canonical PSO and the DE algorithms, respectively. In Section IV, we analyze the behavior of the cognitive and social experience in the PSO algorithm that motivated the proposed approach. In Section V we propose the new hybrid evolutionary scheme, while in Section VI, we present the experimental analysis. The paper concludes with a short discussion and some pointers for future work.
II. THE PARTICLE SWARM OPTIMIZATION ALGORITHM
The PSO algorithm is a population-based stochastic algorithm that exploits a population of individuals to effectively probe promising regions of the search space. Therefore, each individual (particle) of the population (swarm) moves with an adaptable velocity within the search space and retains in its memory the best position it ever encountered. There exist two main PSO versions; namely the global PSO and the local PSO. In the global PSO version, the best position ever attained by all individuals of the swarm is communicated to all the particles, while in the local PSO version, for each particle it is assigned a neighborhood consisting of a pre-specified number of particles and the best position ever attained by 978-1-4244-8126-2/10/$26.00 ©2010 IEEE the particles in their neighborhood is communicated among them [3] . More specifically, each particle is a D-dimensional vector, and the swarm consists of NP particles. Therefore, the position of the i-th particle of the swarm can be represented as: X i = (x i1 , x i2 , . . . , x iD ). The velocity of each particle is also a D-dimensional vector and for the i-th particle is denoted as: V i = (u i1 , u i2 , . . . , u iD ). The best previous position of the i-th particle can be recorded as: P i = (p i1 , p i2 , . . . , p iD ) and the best particle in the swarm (i.e. in minimization problems, the particle with the smallest fitness function value) is indicated by the index best. Furthermore, the neighborhood of each particle is usually defined through its index. The majority of the PSO variants utilize the ring topology which is the most common topology in the literature. In the ring topology, the neighborhood of each particle consists of particles with neighboring indices [24] , [25] .
In the present investigation, we consider the version of PSO proposed by Clerc and Kennedy [26] , which incorporates the parameter χ, known as the constriction factor. The main role of the constriction factor is to control the magnitude of the velocities and alleviate the "swarm explosion" effect that sometimes prevented the convergence of the original PSO algorithm [27] . As stated in [26] , the dynamic behavior of the particles in the swarm is manipulated using the following equations:
for i = 1, 2, . . . , N P , where χ is the constriction factor parameter, c 1 and c 2 are positive constants referred to as cognitive and social parameters respectively, and r 1 and r 2 are randomly chosen numbers uniformly distributed in [0, 1]. The cognitive parameter controls the experience influence of each particle with respect to its best performance found so far, while the social parameter with respect to the best position found by its society, i.e. either the whole swarm or its neighborhood. Furthermore, in a stability analysis provided in [26] , it was implied that the constriction factor is typically calculated according to the following formula:
, where φ = c 1 + c 2 and k = 1, and to guarantee the quick convergence of the scheme, the value of φ has to satisfy φ > 4. The aforementioned scheme is typically utilized for the constant φ = 4.1, with χ = 0.72984 and c 1 = c 2 = 2.05 [24] , [26] .
Below, we briefly describe the basic operators of the DE algorithm.
III. THE DIFFERENTIAL EVOLUTION ALGORITHM
The DE algorithm [12] is a stochastic parallel direct search method, which utilizes concepts borrowed from the broad class of Evolutionary Algorithms (EAs). The DE method requires few control parameters and several experimental studies have shown that DE has good convergence properties and outperforms other well known and widely used EAs [12] , [28] - [30] .
More specifically, DE is a population-based stochastic algorithm that exploits a population of potential solutions, individuals, to effectively probe the search space. Like PSO, the population of individuals is randomly initialized in the optimization domain with NP, D-dimensional, vectors following a uniform probability distribution. Individuals evolve over successive iterations to explore the search space and locate the minima of the objective function. Throughout the execution process, the user-defined population size, NP, is fixed. At each iteration, called generation, new vectors are derived by the combination of randomly chosen vectors from the current population. This operation in our context can be referred to as mutation, while the outcoming vectors as mutant individuals. Each mutant individual is then mixed with another, predetermined, vector -the target vectorthrough an operation called recombination. This operation yields the so-called trial vector. Finally, the trial vector undergoes the selection operator, according to which it is accepted as a member of the population of the next generation only if it yields a reduction in the value of the objective function f relative to that of the target vector. Otherwise, target vector is retained in the next generation. The search operators efficiently shuffle information among the individuals, enabling the search for an optimum to focus on the most promising regions of the solution space.
Here we describe the original mutation operators proposed in [12] . Specifically, for each individual x i g , i = 1, . . . , NP, where g denotes the current generation, the mutant individual v i g+1 can be generated according to one of the following equations:
1) "DE/best/1"
2) "DE/rand/1"
3) "DE/current-to-best/1"
is the best member of the previous generation, r 1 , r 2 , r 3 , r 4 , r 5 ∈ {1, 2, . . . , i − 1, i + 1, . . . , NP}, are random integers mutually different and not equal to the running index i, and F > 0 is a real parameter, called mutation or scaling factor. The user-defined mutation constant F , controls the amplification of the difference between two individuals, and is used to prevent the risk of stagnation, of the search process. It is also mainly responsible for the convergence rate of the algorithm. Therefore, an inappropriate mutation constant value can cause deceleration of the algorithm and decrease of the population diversity.
Furthermore, here we utilize the trigonometric mutation operator [31] , which performs a mutation according to the following equation, with probability τ µ :
6) "TDE/rand/1"
g ), (8) and with probability (1 − τ µ ), the mutation is performed according to Eq. (4). τ µ is a user defined parameter, typically set around 0.1. The values of p m , m = {1, 2, 3} and p ′ are obtained through the following equations:
Having performed the mutation, the recombination operator is subsequently applied to further increase the diversity of the population. Finally, the trial individual is accepted for the next generation only if it reduces the value of the objective function (selection operator):
IV. STUDYING THE COGNITIVE AND SOCIAL EXPERIENCE Numerous PSO variations have been proposed to improve the accuracy of solutions and PSO convergence behavior [7] , [25] , [32] . In [11] , [26] has been formally proven that each particle converges to a weighted average of its personal best and neighborhood best positions. Motivated by this finding new variants have been introduced that incorporate knowledge which exploit the best personal positions [33] . Moreover, the exploitation of the best personal experience has been incorporated in several PSO variants with multiple different methodologies. Specifically, some variants adapt the best personal positions using distributions that are based on best personal positions [33] , or include a weighted sum of best personal positions [25] . Other variants incorporate update schemes that utilize information of the best personal positions by means of an average of two or more best personal positions [19] , [34] . The aforementioned approaches and their convergence characteristics enhance our findings. Extensive experimental simulations have verified that the PSO algorithm tends to distribute the best positions encountered by the particles in the swarm to the vicinity of a minimum. Additionally, the local version of PSO has more explorative characteristics, and tends to distribute the best personal positions to regions around many minima, while the global version of PSO exhibits more exploitive characteristics and rapidly gathers the best personal experience to the basin of attraction of a (global or local) minimum. Here, to demonstrate the evolution of the swarm, as well as the best position of each individual, we utilize the Shekel's Foxholes benchmark function, which has twenty five local minima and one global minimum (f (−32, 32) = 0.998004). Fig. 1 illustrates contour plots of the Shekel's Foxholes function and the positions of a swarm consisting of 40 particles that have been evolved with the local version of PSO after 1, 5, 10, and 20 generations, while Fig. 2 demonstrates the distribution of their best personal experience. It is evident that an efficient strategy to adapt or evolve the social and cognitive experience of the swarm may enhance the original PSO scheme. 1: Initialize particles in the swarm 2: for each time step t do 3:
Algorithm 1
for each particle i in the swarm do
4:
Update position X i (t + 1) using Eqs. (1) and (2) 5:
Evaluate particle X i (t + 1).
6:
Update social and cognitive experience 7: if P i (t) has changed position then 8:
/* Evolve P i (t) utilizing one DE step in S p */ 9:
Mutate P i (t) and generate the corresponding mutant vector v i t through one of the mutation strategies defined by Eqs. (3) - (8) 10:
Recombine
12:
Update the P i (t) with the u i t , if f (u i t ) < f (P i (t)).
13:
end if 14: end for 15: end for
V. THE PROPOSED APPROACH
Motivated by the aforementioned PSO variants and our findings, we propose the evolution of the social and cognitive experience of the Particle Swarm Optimization algorithm with the Differential Evolution algorithm. In general, the evolutionary process is a very efficient procedure, but it demands a high number of function evaluations to effectively converge to an optimum. The incorporation of DE algorithm in each evolution step may result in an increase of the required function evaluations. To this end, we propose to evolve only the "promising" best personal positions of the swarm in the current generation. By "promising", we define the best personal position that has changed (improved) during the previous step and may evolve to an even better position. Extensive experimental results exhibit that the procedure of evolving only the "promising" particles is more effective than evolving the best personal positions of the whole swarm.
We define the best personal experience set as S p = {P 1 , P 2 , . . . , P NP }. Hence, after each time step of the PSO algorithm, we apply one DE step to the particles that their best personal positions have improved. The DE mutation operator is using individuals from the S p set. Specifically, the three main DE evolution steps (mutation, recombination, and selection) are applied to the promising personal bests. In the mutation procedure one of the aforementioned mutation strategies (Eqs. (3)- (8)) is utilized. A detailed algorithmic scheme of the proposed approach is illustrated in Algorithm 1.
We believe that the proposed evolutionary hybrid approach achieves a good balance between exploration and exploitation of the search space. The evolution of the personal experience will initially promote the exploration of the personal experience space while in the later time steps where the distribution of the personal best have been gathered in the vicinity of a local/global minimum, will promote exploitation of the gathered experience.
VI. EXPERIMENTAL RESULTS
This section compares the performance of the proposed PSO-DE hybrid variants with the original PSO algorithm discussed in Section II. To verify the effectiveness of the proposed approach we have used twelve widely known high dimensional benchmark functions with different characteristics. These function are from two recently proposed benchmark test sets [35] , [36] . The first set of six test functions (F 1 − F 6 ) are high dimensional multimodal functions, where the number of local minima increases exponentially with their dimensionality [35] . The remaining six test functions are high dimensional and scalable benchmark functions; two shifted unimodal (F 7 and F 8 ) and four shifted multimodal benchmark functions (F 9 -F 12 ) [36] . A brief description of the functions is provided in Table I . More specifically, n denotes the dimensionality of the function, S is the optimization range box, and f min stands for the global minimizer value. A detailed description of the benchmark functions can be found in [35] , [36] .
In this section, we report results averaged over 50 independent simulations. For each simulation and each PSO variant we have initialized the swarms using a uniform random number distribution with the same random seeds. Furthermore, all PSO variants have been implemented with the default parameters settings, i.e. a ring topology, φ = 4.1, χ = 0.72984 and c 1 = c 2 = 2.05 [24] , [26] . Regarding the DE control parameters, the common settings of F = 0.5 and CR = 0.9 were used for all hybrid variants [12] , [28] .
To evaluate the efficiency and effectiveness of the hybrid PSO-DE variants against the respective original PSO variants, we utilized the F 1 − F 6 50-dimensional benchmark functions to calculated two performance measures: the Success Rate (SR) and the Success Performance (SP) [28] , [29] , [37] . The SR is defined as the fraction of the number of times the algorithm has reached the global optimum during a pre-specified budget of function evaluations over the total number of simulations and the Success Performance measure is defined as the fraction of the mean Number of Function Evaluations (NFE) over the SR measure. In this set, we incorporate 100 particles in each swarm and a budget of 1, 000, 000 function evaluations for each simulation. Table II , for each algorithm and each benchmark function, illustrates the average number of function evaluations, and the SR and SP measures. It is evident that the proposed PSO-DE hybrid variants for both the global (gPSO) and the local (lPSO) versions of PSO exhibit superior performance with respect to the SP measure. The incorporation of the DE algorithm to evolve the personal experience speeds up convergence and in most of the cases improves the success rate (F 1 , F 3 , F 4 , F 5 , F 6 ). It has to be noted that in cases where the original PSO algorithm fails to converge, the hybrid variants improve the convergence rates (local version in F 2 , global version in F 3 and F 4 ). Another interesting observation is that the lPSO:DE/current-to-best/1 variant exhibits the best success performance in almost every benchmark functions. The first experimental results show that the exploitive DE mutation strategies, i.e. DE/best/1, DE/currentto-best/1, DE/best/2, and TDE/rand/1 exhibit better success performance.
Furthermore, the second experimental set includes extensive simulations over the remaining six shifted high dimensional benchmark functions. Bellow, we report experimental results for three different dimensions, i.e. n = 50, 100, and 500. Hence, for the case of 50-dimensional functions, we report results in Table III . More specifically, for each algorithm and each benchmark, the best solution achieved after a budget of (5000·n) function evaluations was recorded along with its function value. The obtained function values were analyzed statistically in terms of their mean value and standard deviation averaged over the 50 independent experiments. Moreover, Fig. 3 and Fig. 4 illustrate boxplots for the 100-dimensional and 500-dimensional benchmark functions based on the best fitness value that have reached within the available budget (5, 000 · n). In Figs. 3 and 4 , the labels of the x-axis correspond to the following PSO variants: label 1 represent the lPSO, labels 2-7 the PSO hybrids with DE mutation strategies (Eqs. (3)- (8)), label 8 the gPSO and 9-14 the hybrids with DE mutation strategies (Eqs. (3)- (8)). Finally, to provide a cumulative comparison over all the local and global PSO variants, we have utilized the Empirical Cumulative probability Distribution Function (ECDF) [37] of the best fitness values for all 500-dimensional benchmark functions. Fig. 5 illustrates the ECDF of the best fitness values of the original global PSO versus its hybrid PSO-DE variants (top) and the ECDF of the best fitness values of the original local PSO versus its hybrid PSO-DE variants (bottom). More successful approaches have low best fitness values and large values of the empirical cumulative probability distribution. In other words, the algorithm having the maximum area under its curve exhibits the best success performance over all benchmark functions. Studying the figures, it becomes evident that the original PSO variants are significantly improved by the evolution of the social and cognitive experience over all benchmark functions. All hybrid PSO-DE variants have improved their corresponding original PSO schemes with the most promising hybrids to be the gPSO:DE/rand/1 and gPSO:TDE/rand/1 for the global PSO version and lPSO:DE/rand/1 and lPSO:TDE/rand/1 for the local PSO version.
VII. CONCLUSIONS
In the present study, a hybrid approach of the Particle Swarm Optimization and the Differential Evolution algorithm has been presented. Motivated by the tendency of PSO to distribute the best personal positions of the swarm near to the vicinity of problem's optima, we evolve the social and cognitive experience of the swarm with the DE algorithm to further enhance the original PSO convergence characteristics. To achieve this, after each PSO evolution step, we evolve the best personal experience of the particles that have changed position during the previous step, with one of the six well known DE mutation strategies. Extensive experimental results on twelve high dimensional multimodal benchmark functions, indicate that the hybrid PSO variants are very promising, since always outperform and improve the original PSO algorithm. Future investigation should employ other evolutionary algorithms, more recent DE mutation strate- gies [23] , [38] , as well as a self adaptive strategy selection technique to alleviate the hybrid approach of selecting a prespecified mutation strategy.
