Abstract-Many approximation results in nonlinear system identification concern particular signal distributions. This seems to limit the applicability of these results to cases where the relevant signals have these distributions. However, by using a weighting method that modifies the cost function used in the identification method, the available approximation results can be used also for rather general classes of signal distributions. The purpose of this paper is to describe this weighting approach and to point at some interesting application areas within nonlinear system identification. In particular, it will be described how the impulse response of a Hammerstein system can be estimated consistently for an arbitrary input signal.
I. INTRODUCTION
Given input and output data from a dynamical system, a model can be estimated using methods for system identification. For example, a model can be found by minimizing the mismatch between system and model output measured by some cost function. Although it might be possible to find a model structure that contains the true system in some applications, most model structures will only be able to give an approximate model. In particular, this is usually the case when the system is nonlinear. Hence, it is interesting to discuss approximation issues in nonlinear system identification.
A number of useful results about approximate models for some classes of nonlinear systems are available in the literature. Typically, these results concern particular combinations of system and model structures, input distributions and cost functions. For example, a number of results are available for linear models of nonlinear regression systems with Gaussian regressors and quadratic cost functions [1] , [6] , [7] , [9] , [11] , [12] , [13] . Some of these results hold also for more general distributions, e.g., elliptical or separable distributions [19] .
Another example is linear models of nonlinear systems with random multisine inputs and quadratic cost functions. These signals imply various useful properties of the linear approximations of systems with convergent Volterra series in general, and of nonlinear systems with special structures, like Wiener, Hammerstein and Wiener-Hammerstein systems, in particular [20] , [22] , [23] . The main characteristic of a random multisine signal is that its phases ψ k are independent random variables with the property that E(e inψ k ) = 0, ∀n ∈ Z \ {0}. the actual, measured signals cannot be guaranteed to come from a stochastic process with one of these distributions. However, this seems to be a rash conclusion. By using some techniques originally designed for random number generation, the approximation results for particular classes of signal distributions can be generalized. The main idea is to introduce weighting factors in the cost function. This idea has been used previously to generalize some results about dimension reduction in nonlinear regression models [5] , [8] . Here, the main focus will be on some other problems in nonlinear system identification.
In Section II, the weighting approach is formulated first for a generic identification problem using the methods from [2] , [5] and [8] . Furthermore, a version of the algorithm from [8] for computing the weights based on measured data is described in Section III. With this method, the weighting approach can be used also when the experimental signal distribution is unknown. In Section IV, it is described how the weighting method can be used to obtain consistent estimates of the impulse responses of Wiener or Hammerstein systems for arbitrary input signals. This section contains also a numerical example in which a Hammerstein system is studied. Furthermore, some other possible identification applications where the weighting method might be useful are described in Section V. Finally, the use of the weighting method in deterministic identification problems and the relation between this method and the choice of cost function are discussed briefly in Section VI and some conclusions are drawn in Section VII.
II. WEIGHTED COST FUNCTIONS Consider a generic system
where the input x and output y are random variables that can be measured and e is a disturbance that is independent of x. Assume that dim(x) = m and dim(y) = n. Let x E denote the input vector when its probability density function is p E and let y E be the corresponding output from (1) and assume that a dataset
with N input and output measurements is available. Consider a generic model
where θ ∈ R p is a parameter vector, and a cost function
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parameter estimateθ N,w,E can be obtained by minimizing
where D ⊆ R p is some set of parameters. Consider a particular input probability density function p D that is such that the cost function converges to the mean-square error like
and, similarly, that
Assume that the input distribution defined by p D implies that θ * 1,D will have some useful properties, e.g., that it defines a natural approximation of the true system or that it reveals some interesting system properties. The most obvious way to obtain a consistent estimate of θ * 1,D is to perform an experiment where measurements y D (k) and x D (k) are collected and then to computeθ N,1,D .
Of course, this is not an option if the system identification should be performed based on an existing dataset with some other input distribution. Furthermore, designing a new experiment in order to obtain the desired input distribution might be difficult in some cases, either because the distribution of x cannot be controlled directly by the user or because the desired distribution is unsuitable for the particular application.
Hence, it would be interesting to have a consistent estimator of θ * 1,D that is based on data with the input probability density function p E instead of p D . It turns out that there are a couple of related, but different, ways to construct such an estimator. A common feature of these approaches is that they are all based on different choices of weighting functions w in (3).
Without any prior knowledge, nothing can be said about a nonlinear system in regions where there is no data. Hence, the measured x E (k) vectors must asymptotically be dense in the whole region where there should be x D (k) vectors. More specifically, it is assumed that the support S D of p D is a subset of the support S E of p E , i.e., that
Furthermore, it is assumed that
where M ≥ 1 is a constant.
A. Weightings Based on Importance Sampling
The first estimator of θ * 1,D is based on a procedure known as importance sampling. Let
and consider the estimatorθ N,q,E . Assume that this estimator converges to the parameter vector minimizing the meansquare error, i.e., that
w.p.1.
Let p denote the probability density function of e. Since e and x are independent for any input distribution and S D ⊆ S E , it follows that
and thus that θ *
This approach was proposed in [2] as a means to reuse data when estimating the expected value E(h(v)) of some function h of a random variable v for different distributions of v. This idea has also been used in [5] and [8] , but with approximate weights instead of the exact ones above. These approximate weights can be obtained from Monte Carlo simulations based on p D and do not require that p E is known. In [8] , it is discussed also how suitable choices of p D can be found by removing some percentage of the original measurements and assuming an elliptical distribution on the minimum volume ellipsoid (MVE) containing the remaining measurements. A version of this approach is presented in Section III.
B. Weightings Based on Rejection
The second approach that can be used for constructing a consistent estimator of θ * 1,D is based on the rejection method for random number generation. The underlying idea in this method is to choose binary weights w(x E (k)) randomly according to
whereq
For example, the randomness can be generated by using N independent realizations v k of a random variable v with uniform distribution on [0, 1]. Using these realizations, the weight selection in (5) can be rewritten as
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Let denote component-wise inequalities and let F x D denote the probability distribution function of x D . The probability distribution function of x E given that w = w(x E ) = 1 is
Here, the fifth equality follows from the fact that
and the last one holds since S D ⊆ S E . Hence, the x E (k) elements with positive weights will have the desired distribution and
Under the assumption that
θ N,w,E will be a consistent estimator of θ * 1,D . A well-known drawback with the rejection method is that it requires a large dataset if M is large. For example, assume that p E (x) = p D (x) everywhere except in a very small region where p D (x 0 ) = M p E (x 0 ) with M 1 for some x 0 . In this case, most weights obtained from the rejection method will be zero while most weights based on importance sampling will be equal to one. Typically, this will result in a slower convergence of the rejection-based estimator.
The rejection method has also been discussed by [2] in the context of estimating E(h(v)) for different distributions.
III. PRACTICAL ISSUES
A couple of practical issues have to be solved before the weighting method from the previous section can be applied to an estimation problem.
A. Choice of Target Distribution
First, a procedure for finding a suitable target distribution, which is defined by the desired target probability density function p D , is required. Since (4) is the only strict requirement on this distribution, there are many possible choices of p D . In order to get accurate estimates, it is important to avoid including regions where there are few measurements in the support S D of p D . Here, the aim has been to obtain an elliptical p D . Hence, its support has been chosen as an ellipsoid
wherem x andĈ x are estimates of the mean and covariance matrix of x, respectively, and where s e is a scaling factor that can be varied in order to cover a certain fraction of the measurements. An alternative to this approach is to use an estimate of the minimum volume ellipsoid (MVE) for the support of p D [8] . The MVE is the ellipsoid with smallest volume that contains a specified fraction of the measurements. Several estimators for the MVE have been proposed in literature [21] , [24] . However, for computational complexity reasons, this approach has not been used here.
When the support of p D has been determined, there are still many possible choices of an elliptical target probability density function. Any elliptically distributed random variable z with mean m z and covariance matrix C z can be written in the form [8] 
where C z = BB T , u is uniformly distributed on the surface of the unit hypersphere with dimension equal to that of z and r is a positive scalar-valued random variable that is independent of u. This implies that in order to characterize an elliptically distributed random variable, m z , C z and r need to be determined. Here, in the design of a z with probability density function p D , the estimated mean and covariance matrix of the x measurements have been used as m z and C z , respectively. Furthermore, the empirical probability density function of the lengths of the standardized x vectors in S D has been used as probability density function for the random variable r, following the approach suggested in [8] . The standardization of the x vectors has been made using the estimated mean and covariance matrix and the empirical probability density function has been estimated from a histogram with n h bins.
B. Monte Carlo Weightings
A problem with the weighting method as it was presented in Section II is that it requires knowledge of the experimental probability density function p E . Of course, it is possible to estimate the distribution of x from measured data, but a more convenient solution might be to use a Monte Carlo method for obtaining approximate weights directly from data [8] .
Consider a set (x(k)) N k=1 of x measurements and let
denote the Dirichlet cell around x(k). Using these regions, approximate weightŝ
can be calculated for k = 1, 2, . . . , N . Besides an insignificant scaling factor, the weightsq(x(k)) will be accurate approximations of the exact weights q(x(k)) for large N . Instead of solving the integral in (9) analytically, which can be hard, it can be solved approximately using Monte Carlo simulations. By generating P independent realizations of a random variable with probability density function p D (x) and counting the number of occurrences in each d(x(k)), the weights can be obtained. This is the method for weight generation that has been used here and it is described in more detail in [8] .
IV. BLOCK-ORIENTED SYSTEMS
Previously, the weighting method has been applied to a number of problems concerning dimension reduction in nonlinear regression analysis and general simulation problems [2] , [8] . However, there seems to be some applications concerning nonlinear system identification that remains to be investigated. One such application is estimation of impulse responses in block-oriented systems and this application will be described here, while some other identification applications are presented in the next section.
Block-oriented systems are systems that consist of cascaded blocks of linear time-invariant (LTI) subsystems and static nonlinearities. The two simplest forms of blockoriented systems are Hammerstein systems
and Wiener systems
y(t) = f (v(t)) + w(t), v(t) = G(q)u(t).
Here, q denotes the shift operator, qu(t) = u(t+1) and w(t) is an output disturbance.
It is well-known that the linear part of a Hammerstein or a Wiener system can be estimated without compensating for the nonlinearity at the input or output when the input signal is Gaussian [3] , [4] , [6] , [10] . This result can be generalized to signals with elliptical distributions in the Wiener case and to separable signals in the Hammerstein case [19] , but it does not hold for all input signals.
However, the weighting method provides a way to handle also arbitrary input signals. Consider a Wiener or Hammerstein system where the impulse response of the LTI subsystem is g(k). A linear least-squares (LLS) estimator θ LLS of this impulse response can be written
where ϕ(t) = u(t) u(t − 1) . . . u(t − n b + 1) T and where element i in θ corresponds to g(i − 1).
In the case of an elliptical input signal,θ LLS is a consistent estimator of cg(k), where c is some constant, but in the general case, this estimator is biased. However, by compensating for the deviation from an elliptical distribution using the weighting method, a consistent weighted LLS impulse response estimator can be obtained also for an arbitrary input signal. The advantages of the weighting method in this application are illustrated in the following example.
Example 1: Consider a Hammerstein system
where
and where w(t) is a white Gaussian disturbance signal with E(w(t)) = 0 and standard deviation 0.25. The input signal to this system is generated as
where e(t) is a white noise signal with uniform distribution on the interval [−1, 1]. Without the measurement noise in the system, this input signal gives an output signal with standard deviation 2.49, i.e., the signal to noise ratio is 10 (20 dB). The response of this system to a particular realization of the input signal has been simulated and a dataset with 20 000 input and output measurements has been collected. The LLS impulse response estimate has been computed from this dataset and the result is shown in Fig. 1 , together with the true impulse response. Furthermore, confidence intervals corresponding to two standard deviations are also presented there. The standard deviations of the impulse response estimator have been estimated from 100 Monte Carlo simulations of the complete experiment, where both the input and noise realizations have been varied. As can be seen in Fig. 1 , the bias in the LLS estimate is quite large. Since this bias depends on the nonlinearity in the system and the non-elliptical input signal distribution, it will not decrease much if the number of measurements is increased.
The weighting method based on importance sampling and the approach described in Section III has also been applied to the dataset. The support of p D has been chosen as in (7) using s e = 6. In this case, 14% of the original ϕ measurements were in the ellipsoid. An elliptical random variable has been designed using (8) . Here, the distribution of the r variable was estimated using a histogram with n h = 20 bins.
The weights were computed from P = 10 000 realizations of the elliptically distributed random variable. The resulting weighted LLS impulse response estimate is shown in Fig. 1 together with confidence intervals. As can be seen there, the weighting method has reduced the bias considerably.
V. OTHER POSSIBLE APPLICATIONS
The fact that it is hard to control signal distributions in nonlinear systems is a common problem in system identification. In this section, three identification and modeling problems in which the weighting method might be applied will be described. 
A. NARX Systems
Consider an NARX system
is a white noise signal that is independent of ϕ(s) for s ≤ t and u(t) is the input signal. The weighting method can be applied directly to this system in order to facilitate the estimation of a suitable approximate model.
B. Systems with Periodic Inputs
Consider a nonlinear system with a random P -periodic input u(t), i.e., an input with the property that u(t − P ) = u(t). Assume that the system output y(t) consists of two parts, y(t) = y nf (t) + e(t), where y nf (t) is the noise-free output of the system, which is determined completely by the input signal, and e(t) is a disturbance that is independent of the input signal. Assume that the system has the property that a periodic input eventually results in a periodic noisefree output y nf (t), and that the input signal has been applied since t = −∞ such that all nonperiodic transients have disappeared.
Let ϕ(t) = u(t) u(t − 1) . . . u(t − P + 1) T such that the nonlinear system can be written
for some function f TD . The weighting method can be applied directly to data from this system, but it might be better to consider the equivalent frequency domain description of the system in some cases.
The frequency domain version of (11) can be written
where Y , U and E are vectors containing the components of the discrete Fourier transforms (DFTs) of the signals y(t), u(t) and e(t) for t = 0, 1, . . . , P − 1, respectively. The frequency domain description is particularly useful if the input contains only a small number of frequency components, i.e., if most of the components U (n) of U are zero. In this case, it might be better to view the output as a function of the amplitudes A ni and phases ψ ni of the signal components at the excited frequencies. By using these stochastic variables for defining the input signal, the frequency domain description of the system can be written
where A and Ψ are vectors containing the A ni and ψ ni variables, respectively. The weighting method can be applied to the system (13) in order to compensate for an undesirable distribution of the amplitudes and phases. The distribution of Ψ is particularly important when linear approximations of the nonlinear system (13) are estimated [20] , [22] . If A and Ψ are independent, it is possible to use the weighting method just for Ψ.
C. Systems Written on State-Space Form
Consider a system written on state-space form
where w(t) and v(t) are system and measurement noises, respectively. Assume that the states x(t) can be measured as well as the input and output signals and consider the problem of estimating the functions f and h. This can be quite a challenging problem for a multiple input multiple output (MIMO) system with many state variables. If the vector z(t) = x(t) u(t) T could be guaranteed to have a Gaussian, or at least an elliptical, distribution, some methods for dimension reduction could be applied as an attempt to reduce the complexity of the modeling problem [11] , [12] . However, the distribution of z(t) is not elliptical in most applications. In these cases, the weighting method might be used for extending the applicability of the dimension reduction methods.
VI. DISCUSSION
Obviously, the main advantage with the weighting method is that the conditions on the signal distributions might be relaxed in some estimation problems. For example, the weighting method might be particularly useful for approximate identification of systems in closed-loop or of cascade connected nonlinear systems, since it is hard to control the input distribution in both these cases. The main limitation of the weighting method is that very large datasets are required if the input dimension (dim(x) in (1)) is high and some of the weights are large.
On a conceptual level, the weighting method can be a convenient tool when linking approximation results in a stochastic framework to the ones obtained with a deterministic setting [14] , [15] , [16] , [17] , [18] . It is obvious that the stochastic and deterministic frameworks are closely linked since, for a fixed dataset, it does not matter whether the input is viewed as purely deterministic or as a realization of a stochastic process. Any model estimated from the dataset using a particular numerical method will be the same no matter which theoretical framework is used, and the different viewpoints are just ways to describe how the dataset has been generated and how the results should be interpreted. The weighting that is used to obtain a consistent estimator of the optimal parameters for a different signal distribution in the stochastic framework can be used in exactly the same way in the deterministic framework. Hence, all stochastic approximation results that can be obtained by the use of special signal distributions can be obtained also in a deterministic framework without introducing a concept similar to the probability density function. The only necessary deterministic condition is that the signal components are dense in the region of interest.
In most estimation problems, the choice of cost function is determined completely by the statistical properties of the measurement noise. However, many estimation frameworks do not consider approximation issues, i.e., they assume that the true system (1) can be described exactly by the model (2) for some parameter vector θ = θ 0 such that f (x) = g(x, θ 0 ) for all x ∈ R m . This is often a rather unrealistic assumption and in general, the model residuals contain an input-dependent term coming from the unmodeled part of f for all values of θ. This term acts like an additional noise term that causes the parameter estimate to vary with the input realization even when there is no measurement noise e in the true system (1). It is hard to motivate why the cost function should be determined only by the measurement noise in these cases, and the weighting method can be viewed as a way to take into account also the approximation errors.
VII. CONCLUSIONS
The weighting method, which is based either on importance sampling or the rejection method, seems to give solutions to and insight into a number of different approximation problems in nonlinear system identification. In particular, it relaxes conditions on the input distributions needed to guarantee that the approximations will have some desirable properties. Here, it has been shown that the weighting method can be used to obtain consistent estimates of the impulse responses of Hammerstein systems for arbitrary input signals. However, further work is required in order to investigate the usefulness of the method in the other identification problems that have been mentioned here.
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