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a b s t r a c t
Regarding categories as simplicial sets via the nerve functor, we extend the notion of
a factorization system from morphisms in a category, to 1-simplexes in an arbitrary
simplicial set. Applied towhatwe call the simplicial set of short exact sequences, it gives the
notion of Kurosh–Amitsur radical. That is, we present a unified approach to factorization
systems and radicals.
© 2009 Elsevier B.V. All rights reserved.
0. Introduction
For a given factorization system (E,M) in a category C, every morphism f in C can be presented as
f = me withm inM and e in E,
and given a Kurosh–Amitsur radical, i.e. a pair (R, S), in which R and S are a radical and a semisimple class corresponding to
each other in the sense of Kurosh–Amitsur radical theory in a suitable category C, every object A in C can be included in a
short exact sequence
R→ A→ S with R in R and S in S.
Moreover, in both cases the two classes are required to be orthogonal to each other, although in the second case there are
several non-equivalent ways to define orthogonality adapted to different special situations.
The purpose of this paper is to develop a unified approach, where factorization systems and radicals will become special
cases of one concept. First we observe that in the expressions f = me and R→ A→ S above, f is uniquely determined by e
andm, but A is not uniquely determined by R and S. Therefore it is reasonable to begin by ‘‘dropping’’ this uniqueness of f and
hence, following a well-known procedure from homotopy theory, replace morphisms in a category with 1-simplexes in a
simplicial set. The notion of factorization system easily extends to the simplicial context (Section 3), and then applying to the
simplicial set constructed in Section 2, we obtain the notion of Kurosh–Amitsur radical as another special case (Section 4).
Preliminaries on simplicial sets are given in Section 1— in amost intuitiveway, by using displays and omitting technicalities.
Note:
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0.1
We do not attempt here to extend further properties of factorization systems and radicals to our new context. Some of
those properties would certainly require imposing additional conditions on the ground simplicial set. Moreover, it is well
known that even in the special case of radicals one needs such conditions on the ground category, and they aremuch stronger
thanwhat we require in Section 4: in fact, as follows from the results in [10], that ground category should be semi-abelian in
the sense of [8] and admit certain intersections of subobjects. Still, in order to convince the readers that investigating these
further properties is an attractive project, let us mention that our approach makes identical the following:
In the Kurosh–Amitsur radical theory: In the theory of factorization systems:
Closedness under ideals (Strong) left cancellation property
Closedness under homomorphic images (Strong) right cancellation property
Closedness under extensions Closedness under composition
These identifications are seen easily as soon as f = me and R → A → S become ‘‘the same’’ (see above). And the
properties listed in the table are fundamental to both theories of course.
0.2
The idea of using simplicial sets as ‘generalized categories’ is not new of course. In particular, it agrees with A. Joyal’s
work on quasi-categories, presented on various conferences and seminars (cf. e.g. [9]).
0.3
The simplicial set of short exact sequences constructed in Section 2 should be interesting from the point of view of
algebraic K -theory, since its geometry reflects deep exactness properties of the ground category. However, developing this
would go far beyond the scope of this paper.
0.4
The last section of the paper is intended for the reader familiar with general radical theory. Herewe explain that although
the key words of our paper coincide largely with those of B. J. Gardner’s paper [5], the approach and the results obtained
have nothing in common. (In an abelian category,where Kurosh–Amitsur radicals are the same as torsion theories andwhere
every prefactorization system is a factorization system, our orthogonality relation boils down to the usual one.)
For background on the general radical theory of rings see [12].
1. Simplicial sets
A simplicial set S is a functor S:∆op → Sets, where∆ is the category of finite non-empty ordinals (with order-preserving
mappings). For a given (fixed) simplicial set S we will use the following standard notation from algebraic topology (see
e.g. [3]):
• write [0] = {0}, [1] = {0, 1}, [2] = {0, 1, 2}, . . . for the objects of∆;
• Sn = S([n]), and its elements are called n-simplexes in S;
• di = din: Sn → Sn−1 is the S-image of the unique monomorphism [n− 1] → [n]whose image in [n] does not contain i;
• si = sin: Sn → Sn+1 is the S-image of the unique epimorphism [n+ 1] → [n] under which the inverse image of i has two
elements.
We illustrate this definitionwith two examples. The first of them is intuitive andwill help the unfamiliar reader get a feeling
for simplicial sets; in this example we also introduce notation that will be used in what follows. The second example will be
needed later in this paper.
Example 1 (Singular Simplicial Set of a Topological Space). Every topological space X determines its singular simplicial set
S(X), in which
S(X)n = Sn(X) = Top(∆n, X)
is the set of continuous maps from the usual n-dimensional geometric simplex∆n to X . Recall that∆n can be conveniently
defined as the set
∆n = {(x0, . . . , xn) : x0, . . . , xn are non-negative real numbers with x0 + · · · + xn = 1},
and then
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Fig. 1.
Fig. 2.
(i) consider∆n as a subset of the [n]-indexed copower of the additive group of real numbers in the category of topological
abelian groups;
(ii) after that∆(−) becomes a functor from∆ to the category Top of topological spaces1;
(iii) and then S(X) = Top(∆(−), X).
In order to make this construction very clear (for non-experts), and to motivate the additional simplified notation that we
are going to introduce, consider the case n = 3. A 3-simplex σ in S(X), i.e., a continuous map σ :∆3 → X can be displayed
as in Fig. 1 where a, b, c , d are points in the 4-dimensional space with coordinates (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)
and A, B, C , D their σ -images in X . We will briefly write
σ = ABCD.
Of course we should have in mind that neither the points A, B, C , D nor the displayed paths between them carry enough
information to determine σ , and not even the image of σ does so (unlike the points a, b, c , d, which really determine the
geometric simplex). Still, such a ‘Euclidean’ notation is very useful. For instance, when describing the maps
di = S3(X)→ S2(X) (i = 0, 1, 2, 3)
we simply write
d0(ABCD) = BCD, d1(ABCD) = ACD, d2(ABCD) = ABD, d3(ABCD) = ABC,
s0(ABCD) = AABCD, s1(ABCD) = ABBCD, s2(ABCD) = ABCCD, s3(ABCD) = ABCDD, (1)
the meaning of which is obvious.
Just like in the case S(X), we will use what we call Euclidean notation for an arbitrary simplicial set S, and in particular
use the same formulas for the di’s.
Example 2 (The Nerve of a Category). An arbitrary (small) category C determines a simplicial set N(C) called the nerve of C,
in which
N(C)n = Nn(C) = Cat([n], C)
is the category of all functors from [n] (regarded as a category) to C. This construction (also given in [3]) is very similar to
the singular simplicial set construction and, in particular, our display for n = 3 now becomes Fig. 2.
1 In fact, this functor is of course defined on, say, the (larger) category of finite sets and all maps between them, but we do not need this extension here.
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Note that Fig. 2 carries much more information on the 3-simplex σ than Fig. 1. Namely, here σ is uniquely determined by
the morphisms AB, BC, CD (which in the usual categorical notation would be A→ B, B→ C, C → D of course).
2. The simplicial set of short exact sequences
Let C be a category with zero (an object 0 which is initial and terminal at the same time), kernels, and cokernels. For
n ≥ 1, we define an n-simplex σ of short exact sequences in C as data consisting of
• objects Aij in C, defined for all 0≤ i < j ≤ n, and
• short exact sequences Aij ιijk→ Aik piijk→ Ajk in C, defined for all 0≤ i < j < k ≤ n, such that
• ιiklιijk = ιijl, pijklpiijl = piikl, and piijlιikl = ιjklpiijk whenever 0 ≤ i < j < k < l ≤ n.
(Hence 1-simplexes are just objects and 2-simplexes are short exact sequences.)
The set of isomorphism classes of all n-simplexes of short exact sequences in Cwill be denoted by En(C); in what follows
we will, however, ignore the distinction between these classes and their representatives. We also define E0(C) = {0}, and
there is a natural way to construct a simplicial set E(C) with E(C)n = En(C). In order to avoid long routine calculations, let
us just consider again the case n = 3.
At a first look it seems that writing σ = ABCD as in Section 1 does not make sense now because E0(C) = {0} and so
A = B = C = D = 0. However, in fact it does because the formulas (1) will then immediately tell us how to define the d’s
and s’s. Indeed:
• Looking at our σ = ABCD (as in case of the nerve of a category) as
(2)
we then see it as
(3)
equipped with the four short exact sequences that appear as the rows and columns of the commutative diagram
(4)
• Comparing the displays (2) and (3), we see that the formulas (1) give
d0(σ ) = BCD = (A12 → A13 → A23), d1(σ ) = ACD = (A02 → A03 → A23),
d2(σ ) = ABD = (A01 → A03 → A13), d3(σ ) = ABC = (A01 → A02 → A12).
(5)
• We see that using the diagram (4), which ‘knows everything about σ ’, instead of (3), would make the formulas (5) much
less intuitive.
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• Very similar arguments apply to the maps s. For, let us analyse, say, s0(ABCD) = AABCD. For σ = ABCD presented as (3)
above, the 4-simplex s0(ABCD) is to be displayed as
(6)
where the zero arrow denotes the zero object in C. The corresponding ‘full picture’ would involve five commutative
diagrams with short exact rows, two of which are the same as (4), and the three others are:
(7)
Our readers may be pleased to know that, in order to understand the rest of the paper, they do not need to check that
this indeed defines a simplicial set.
3. Factorization systems
A pair (e,m) of morphisms in a category C is said to be orthogonal, and we write e ↓ m if, whenevermu = ve in C, there
exists a unique morphismw which makes the diagram
(8)
commutative. Like every binary relation, the orthogonality relation determines a Galois connection (between classes of
morphisms in C), and a pair (E,M) of Galois closed classes corresponding to each other is called a prefactorization system in
C. That is, (E,M) is a prefactorization system if and only if
E = {e : e ↓ m for everym inM} and M = {m : e ↓ m for every e in E}. (9)
A prefactorization system (E,M) is called a factorization system if every morphism in C factors asme, wherem is inM and e
is in E. These definitions in this form together with various basic properties of factorization systems can be found e.g. in [1]
(most of them are originally from [2]).
The simplicial translation
We are going to translate these definitions into the simplicial language:
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Definition 3.1. A pair (e,m) of 1-simplexes in a simplicial set X is said to be orthogonal, and we write e ↓ m if, for every pair
(e′,m′) of 2-simplexes in X with
d2(e′) = e, d1(e′) = d1(m′), d0(m′) = m, (10)
there exists a unique 3-simplex f with
d2(f ) = e′, d1(f ) = m′. (11)
In the Euclidean notation this definition displays as
(12)
and says that the two solid triangles there determine a unique tetrahedron for which they are faces. Comparing (8) with
(12) we conclude
Proposition 3.2. A pair (e,m) of 1-simplexes in the nerve N(C) of a category C is orthogonal in the sense of Definition 3.1 if and
only if it is an orthogonal pair of morphisms in C in the usual sense. 
Next, we introduce:
Definition 3.3. A prefactorization system in a simplicial set X is a pair (E,M) of sets of 1-simplexes in X satisfying Eq. (9).
Such a pair is said to be a factorization system if (in addition) for every 1-simplex s in X there exists a 2-simplex t with d0(t)
inM, d1(t) = s, and d2(t) in E.
And again, obviously we have:
Proposition 3.4. A pair (E,M) is a (pre)factorization system in N(C) in the sense of Definition 3.3 if and only if it is a
(pre)factorization system in C in the usual sense. 
4. Kurosh–Amitsur radicals
Kurosh–Amitsur radicals for rings (associative, but not necessarily with identity) can be defined in many ways. Here we
do this in one of the familiar ways which, on the one hand, is close to our considerations and, on the other hand, it shows
how this notion corresponds to torsion theories in abelian groups.
A Kurosh–Amitsur radical is a pair (R, S) of classes of rings such that:
• R ∩ S = {0};
• R is closed under quotients (= homomorphic images);
• S is closed under ideals;
• every ring A has an ideal R(A) in Rwith A/R(A) in S.
There are various generalizations including categorical ones discussed in [10]. In particular, according toMlitz’s Theorem
([11], Theorem 2), for a variety of groups with multiple operators (=Ω-groups) in the sense P. Higgins [6], we can use
Definition 4.1. A pair (R, S) of classes of objects in a variety C ofΩ-groups is said to be a Kurosh–Amitsur radical if it satisfies
the following conditions:
(a) If R is in R, S is in S, R is an ideal in A, and A→ S is a surjective homomorphism, then R is contained in the kernel of
A→ S.
(b) Every object A in C has an ideal R(A) in Rwith A/R(A) in S.
Let us now return to Definitions 3.1 and 3.3 and apply them to the simplicial set E(C) described in Section 2. First we
take:
• objects R and S in C; the pair (R, S)will play the role of (e,m) of Definition 3.1;
• short exact sequences R → A → X and Y → A → S, to play the roles of e′ and m′. Note that the first of them begins
with R, the second one ends with S, and they have the same object A in the middle; that is, they are chosen according
to (10).
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We observe:
Proposition 4.2. Let C be a pointed category with kernels and cokernels (as in Section 2). Then, given short exact sequences
R→ A→ X and Y → A→ S, the implications (a)⇔ (b)⇔ (c)⇐ (d) hold for
(a) the morphism R→ A factors through the morphism Y → A;
(b) the morphism A→ S factors through the morphism A→ X;
(c) there exists a commutative diagram of the form
(13)
(whose rows are the short exact sequences above);
(d) there exists a 3-simplex f in E(C) with d2(f ) = R→ A→ X and d1(f ) = Y → A→ S. 
The clue to the relevance of the above considerations to radical theory is that, on the one hand, in the categories suitable for
‘classical’ Kurosh–Amitsur radical theory (see [10]) we also have (c) ⇒ (d) and, on the other hand, condition (d) gives, by
Mlitz’s theorem [11], a presentation of a pair of corresponding radical and semisimple classes. This is what we are going to
show below.
Definition 4.3. A category C is said to beweakly normal if it is pointed, has kernels and cokernels, and every composite en of
a normal epimorphism (i.e., a cokernel of somemorphism) e and a normalmonomorphism (i.e., a kernel of somemorphism)
n in it can be presented as a composite n′e′, where n′ is a normal monomorphism and e′ is a normal epimorphism.
In terms of classical algebra, the last condition can be expressed as ‘‘normal epimorphisms carry normal subobjects into
normal subobjects’’, which is one of the ‘old’ axioms defining semi-abelian categories (see [8], axiom (SA* 6)). But weak
normality is of course much weaker than semi-abelianness.
Lemma 4.4. In a weakly normal category condition (d) in Proposition 4.2 follows from and hence is equivalent to the other
conditions.
Proof. In the situation 4.2(c), let e and n be the morphisms A→ X and Y → A, respectively, and n′e′ = en as above. All we
need to show is that e′ is the cokernel of R→ Y and n′ is the kernel of X → S. Since n′ is a normal monomorphism and e′
is a normal epimorphism, this is the same as to show that the kernel and the cokernel of the composite Y → A → X are
R→ Y and X → S, respectively, which is obvious. 
Now, notice that the existence of short exact sequences R→ A→ X and Y → A→ S satisfying condition 4.2(d) is a direct
translation of the orthogonality of the pair (R, S), hence a pair (R, S) of objects in a weakly normal category C is orthogonal
in E(C) if and only if, for every pair of short exact sequences in C of the form (R → A → X, Y → A → S), the equivalent
conditions (a)–(d) of Proposition 4.2 are satisfied, and then a pair (R, S) of classes of objects in C is a factorization system in
E(C) if and only if it is a prefactorization system, i.e.
R = {R : R ↓ S for every S in S} and S = {S : R ↓ S for every R in R}, (14)
and for every object A in C there exists a short exact sequence R→ A→ S with R in R and S in S.
So we have:
Theorem 4.5. A pair (R, S) of classes of objects in a weakly normal category C is a factorization system in E(C) if and only if it
satisfies the following conditions:
(i) If R is in R, S is in S, R→ A is a normal monomorphism, and A→ S is a normal epimorphism, then R→ A factors through
the kernel of A→ S, or, equivalently, A→ S factors through the cokernel of R→ A.
(i) For every object A in C there exists a short exact sequence R→ A→ X with R in R and S in S. 
Comparing this with Definition 4.1, we conclude: by Mlitz’s Theorem ([11], Theorem 2; for a categorical version see [10],
Theorem 8 or [7], Theorem 3.4), Theorem 4.5 tells us that a factorization system in E(C) is the same as a Kurosh–Amitsur
radical, i.e. a pair (R, S), in which R and S are a radical and a semisimple class corresponding to each other in the sense of
Kurosh–Amitsur radical theory in a semi-abelian categorywith intersections of arbitrary sets of normal subobjects (= regular
monomorphisms). Hence this holds, e.g., if C is any variety of groups with multiple operators (Ω-groups) in the sense of P.
Higgins [6], which includes all varieties of groups, (non-unital) rings, algebras over rings (associative or not), etc.
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5. Concluding remarks
5.1
We would like to make it clear that, even though the concepts of a factorization system and of a radical, and even an
example involving a structure of short exact sequences also appear simultaneously in Gardner’s paper [5], there is no real
connection between his approach and ours.
Apart from the theoretical difference (we use simplicial sets as ‘generalized categories’, which allows considering short
exact sequences as ‘generalized factorizations’), there is a far-reaching practical difference:
The earlier way of considering radicals of rings in a categorical setting allows to consider the ‘usual’ (i.e., Kurosh–Amitsur
type) radicals of associative rings only in the category of these rings with those morphisms which have an accessible image
(a subring I of a ring A is said to be accessible if there exists a finite chain I = I0 C I1 C · · · C In = A). If we consider
the category of associative rings with all homomorphisms then Gardner’s approach covers only the so-called strict radicals
(which means that every subring of a semisimple ring is semisimple), and thus misses e.g. the Jacobson radical.
Our approach, on the other hand, makes it possible to cover all Kurosh–Amitsur radicals in an arbitrary variety of
multioperator groups, which, in our eyes, already fully compensates the disadvantage of involving simplicial sets instead
of categories. This approach is based on the knowledge of semi-abelian categories introduced in [8] although, as we have
noted above, it holds under muchmore general conditions. It may also be worth noting that the appearance of semi-abelian
categories sheds new light on the ‘old-style’ categorical radical theory surveyed in [10]. The presentation by means of the
so-called ‘new axioms’, which uses modern categorical notions, makes them no longer ‘‘greatly resemblant to categories of
multioperator groups’’ (cf. [5]) – in fact, there are examples of semi-abelian categories of other kinds – and, in our view, this
enhances considerably the relevance of this ‘old-style’ theory. Of course, this was not known when [5] was written.
5.2
In an abelian category, Kurosh–Amitsur radicals are the same as torsion theories with R the torsion class and S the
torsionfree class. In this setting, the orthogonality relation↓ for E(C) at the beginning of Section 4 is easily shown to coincide
with the usual orthogonality relation⊥ given by R⊥S ⇔ Hom (R, S) = 0, used in awidespread definition of torsion theories.
Moreover, in this case every prefactorization system is a factorization system.
In the category of associative rings with all homomorphisms, the same orthogonality relation Hom (R, S) = 0 yields
strict radicals (see [4]) but, as Gardner showed in the same paper [4], if we restrict ourselves to the category of associative
rings with only those morphisms whose image is an accessible subring, then the relation
R⊥S ⇔ there is no non-zero homomorphism f : A→ B such that f (A) is an accessible subring of B
defines precisely the Kurosh–Amitsur radicals of associative rings. In this setting, R⊥S implies R ↓ S in view of the property
‘‘image of an ideal is an ideal of the image’’, but the converse implication is not true, which is not surprising since in this
case not every prefactorization system is a factorization system.
In the category of all (not necessarily associative) rings, the situation is even worse: since the intersection of semisimple
classes need not be a semisimple class, Kurosh–Amitsur radicals cannot be defined simply by a Galois connection, hence the
‘direct approach’ does not work, while our factorization approach does.
5.3
In [5], Gardner presents factorization systems as ‘‘orthogonal theories which strongly resemble radicals’’. The most
important achievement of our simplicial approach, however, is that radicals and factorization systems are actually definable
as instances of the same notion.
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