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OPTIMISATION DES SE´QUENCES DE PISTES ET DU TRAFIC AU SOL SUR LES GRANDS AE´ROPORTS
Re´sume´ : Ces dernie`res anne´es, la phase de roulage au sol des avions a e´te´ mise en avant dans l’e´tude
des retards ae´riens sur les grands ae´roports. Cependant, le lien entre cette phase et l’optimisation des
se´quences d’avions sur les pistes reste encore peu e´tudie´. L’objectif de re´aliser des se´quences opti-
males sur les pistes doit pourtant permettre de mieux ge´rer le trafic au sol, pour respecter les cre´neaux
de de´collage impose´s tout en re´duisant les retards des avions : dans cette the`se, un algorithme de cal-
cul de se´quences optimales est mis en place et inte´gre´ a` la gestion du trafic au sol, mode´lise´e comme
un proble`me de re´solution de conflits entre avions. Deux me´thodes d’optimisation sont alors com-
pare´es : une me´thode de´terministe (utilisant un algorithme de type branch & bound) et une me´thode
stochastique (utilisant un algorithme ge´ne´tique). chacune des deux me´thodes pouvant fonctionner
avec et sans conside´ration des se´quences optimales sur les pistes. Les simulations effectue´es montrent
qu’une re´duction significative des retards peut eˆtre espe´re´e lorsque les se´quences sont optimise´es et
anticipe´es. La me´thode stochastique trouve de meilleures solutions, notamment en ce qui concerne
la gestion des arrive´es, mais la me´thode de´terministe reste inte´ressante, graˆce a` son temps de calcul
bien plus rapide.
Mots cle´s : ae´roport, optimisation, algorithmes ge´ne´tiques, branch & bound
RUNWAYS SCHEDULING AND GROUND TRAFFIC OPTIMISATION AT BUSY AIRPORTS
Abstract : In the last few years, many studies concerning air traffic delays have focused on ground
traffic management at busy airports. However, the link between the aircraft taxiing stage and runway
scheduling optimisation is still rarely considered. Performing optimal aircraft sequences on runways
should allow us to enhance the taxiing stage, while applying calculated take-off slots and reducing
globally the aircraft mean delay. In this thesis, an algorithm is first defined to compute optimal aircraft
schedules on runways. It is then integrated into the ground traffic management process, modeled
as a conflict resolution problem between aircraft. A deterministic method (using a branch & bound
algorithm) and a stochastic method (using a genetic algorithm) are both used to try and solve this
problem. Each of these methods can work with and without the consideration of optimal runway
scheduling. The simulations carried out show that the anticipation of the optimal runway schedules
can yield a significant delay reduction for airport ground traffic. The stochastic method provides the
best solutions, especially for arriving aircraft, while the deterministic method remains a considerable
option because of its very fast running time.
Key words : airport, optimisation, genetic algorithms, branch & bound
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Introduction
A` l’heure actuelle et malgre´ la crise e´conomique, le trafic ae´rien a repris sa croissance : l’OACI
(Organisation de l’Aviation Civile Internationale) pre´voit un taux moyen de croissance annuel de 4,6%
d’ici 2025 (en passagers/kilome`tres). Le nombre de vols en constante augmentation est re´gule´ par le
CFMU (Central Flow Management Unit) au niveau europe´en mais expose le syste`me a` un risque de
saturation dans les dix prochaines anne´es. La crise e´conomique vient par ailleurs ajouter de nouveaux
facteurs a` prendre en compte : la re´duction des couˆts pour les compagnies ae´riennes aussi bien que
pour le controˆle ae´rien devient une priorite´. De plus, la prise de conscience des enjeux e´cologiques
est e´galement de mise et conduit a` entreprendre de nombreuses actions pour re´duire la consommation
de carburant ou toute autre forme de pollution, ce qui transforme en profondeur les objectifs des plus
grands ae´roports.
Une fois de plus, l’ae´roport apparaıˆt ainsi au centre de toutes ces conside´rations. Il est le point de
rencontre d’un nombre de plus en plus grand d’intervenants, dont la coordination reste complexe et
parfois perfectible. La diversite´ des proce´dures d’exploitation au sein d’un ae´roport, mais e´galement
entre diffe´rents ae´roports, rendent malheureusement leurs modes de fonctionnement tre`s peu acces-
sibles et difficiles a` mode´liser dans leur globalite´. Le trafic ae´roportuaire est en outre caracte´rise´ par
des incertitudes e´leve´es (bien plus e´leve´es que celles du trafic en vol), notamment en ce qui concerne
les heures de de´parts effectives (pouvant s’ave´rer tre`s diffe´rentes des heures initialement pre´vues),
les vitesses de roulage (pouvant de´pendre des habitudes des e´quipages) et finalement les temps de
roulage (tre`s sensibles aux zones de congestion sur l’ae´roport). Encore aujourd’hui, toutes ces incer-
titudes rendent les heures de de´collage effectives des avions tre`s peu pre´visibles.
L’ae´roport est de plus tre`s sensible a` de nombreux facteurs exte´rieurs comme les conditions
me´te´orologiques (un simple orage ou la neige peut paralyser l’ensemble du trafic pour une dure´e
inde´termine´e) ou les menaces terroristes. Dans des cas moins extreˆmes, une mauvaise visibilite´ peut
s’ave´rer particulie`rement proble´matique pour les avions (contrairement a` ce qui se passe en vol).
Diffe´rentes normes de se´paration sont utilise´es selon les conditions d’exploitation : par exemple, une
largeur des aires prote´ge´es de 90 me`tres autour des pistes est suffisante par temps clair, mais est
e´largie a` 150 me`tres par mauvaise visibilite´, pour e´viter toute perturbation des aides radio-e´lectriques
utilise´es pour les atterrissages aux instruments. La se´curite´ est naturellement un point essentiel pour
les ae´roports, aussi bien autour des pistes que pre`s des installations, d’autant qu’en cas d’incident ou
de collision, la responsabilite´ entre le controˆle et les pilotes n’est pas toujours e´vidente a` de´montrer.
Dans le contexte e´cologique, l’ae´rodrome doit e´galement faire face a` de nombreux proble`mes en-
vironnementaux. Les deux points centraux concernent naturellement la limitation des e´missions chim-
iques et la re´duction du bruit, y compris lors du roulage. Ainsi, il devient de plus en plus souhaitable
de faire attendre les avions au parking, moteurs e´teints, plutoˆt que devant la piste, preˆts a` de´coller.
Afin de s’adapter a` tous ces e´le´ments, les ae´roports mettent en place de nombreuses innovations
technologiques, qui doivent permettre d’aider tous les intervenants dans leurs diffe´rentes taˆches. Ainsi,
des outils tels que les radars de surface pre´cis et suˆrs donnent lieu a` l’A-SMGCS (Advanced - Sur-
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face Movement Guidance & Control System), permettant de localiser pre´cise´ment tout mobile sur
l’ae´roport et de diffuser ces positions par l’ADS-B (Automatic dependent Surveillance - Broadcast).
D’autres outils inte`grent une cartographie de´taille´e des voies de circulation de l’ae´roport et permet-
tent de repre´senter la position de l’avion et le chemin qu’il doit suivre dans le cockpit (D-GPS : GPS
diffe´rentiel). La transmission automatique du chemin a` suivre aux avions peut alors eˆtre envisage´e
par Data-link (Transmission automatique de donne´es entre le sol et le bord). Dans un contexte plus
global, le CDM (Collaborative Decision Making) permet la diffusion de nombreuses informations
(retards pre´vus, changements de vols, etc.) entre les compagnies et le controˆle ae´rien, pour optimiser
l’exploitation des ressources en fonction des impre´vus.
Toutes ces innovations donnent acce`s a` de nombreuses donne´es et ouvrent de nouvelles possi-
bilite´s pour la gestion du trafic au sol. Les concepts associe´s sont classe´s en trois cate´gories : la notion
de AMAN (Arrival MANagement) se focalise sur la gestion des arrive´es, le concept de DMAN (De-
parture MANagement) concerne l’organisation des de´parts et la notion de SMAN (Surface MANage-
ment) se rapporte a` la gestion du trafic au roulage. Encore aujourd’hui, ces trois concepts ont tendance
a` eˆtre e´tudie´s se´pare´ment, alors que la ne´cessite´ de les relier devient de plus en plus e´vidente, pour
inte´grer les arrive´es bien avant qu’elles n’atterrissent et pre´voir les de´parts suffisamment toˆt, de fac¸on
re´aliste.
Ce dernier point correspond au sujet de cette the`se : apre`s un e´tat de l’art sur les e´volutions en
cours pre´sentant les diffe´rents projets, outils d’aide a` la de´cision ou simulateurs existants (premie`re
partie), une e´tude des possibilite´s d’optimisation des se´quences de de´collages et d’atterrissages sur
les pistes est mene´e (seconde partie). Cette e´tude pre´sente les difficulte´s lie´es a` la gestion des pistes :
les re`gles de se´paration entre mouvements impliquent que l’ordre des avions influence fortement les
de´lais engendre´s et le nombre (toujours croissant) de cre´neaux impose´s par le CFMU (en vue de
re´guler le trafic) restreint les possibilite´s d’optimisation pour les vols sans cre´neaux. L’objectif est
alors de re´duire les de´lais dus aux pistes tout en ge´rant de fac¸on pertinente les cre´neaux de de´collages
impose´s, en optimisant les se´quences d’avions programme´es sur les pistes.
Par la suite, la re´alisation de ces se´quences lors de la gestion de la phase de roulage est e´tudie´e
(troisie`me partie) : un mode`le de simulation des avions au roulage, incluant la pre´vision de trajec-
toires et la de´tection des conflits entre avions est pre´sente´. Ce mode`le permet une re´solution optimise´e
des conflits, en essayant d’absorber les de´lais dus au roulage dans ceux inhe´rents aux pistes : deux
me´thodes d’optimisation sont de´finies pour re´soudre ce proble`me : l’une est de´terministe et s’ap-
plique a` une simplification du proble`me global, l’autre est stochastique. Ces deux me´thodes sont com-
pare´es en terme de re´duction des de´lais, respect des cre´neaux de de´collage et pertinence des se´quences
d’avions calcule´es en avance. Enfin, les deux me´thodes d’optimisation sont utilise´es pour mesurer les
effets de diffe´rents facteurs caracte´risant la gestion de la phase de roulage des avions (dernie`re partie).
Cette the`se a donne´ lieu a` trois publications : les deux premie`res aux confe´rences International
Conference on Research in Air Transportation [Deau 08] et Air Traffic Management R&D Seminar
[Deau 09] organise´es par EUROCONTROL ; la troisie`me a` la confe´rence Recherche Ope´rationnelle
et Aide a` la De´cision [Deau 10] organise´e par la Socie´te´ Franc¸aise de Recherche Ope´rationnelle et
d’Aide a` la De´cision.
Premie`re partie
Contexte
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Chapitre 1
Le trafic ae´roportuaire
1.1 Introduction
Le trafic ae´roportuaire est constitue´ des diffe´rents appareils utilisant les voies de circulation et
les pistes de l’ae´roport. L’importance du trafic ae´rien engendre une grande complexite´ du trafic sur
l’ae´roport.
Ce chapitre pre´sente brie`vement le roˆle des controˆleurs ainsi que le fonctionnement des ae´roports
et la gestion de l’espace ae´rien en Europe. Il n’a pas pour objectif d’expliquer en de´tail le fonction-
nement ae´roportuaire mais il en pre´sente une vue globale.
Une pre´sentation du trafic ae´rien permet de comprendre comment ce dernier est ge´re´ par les
controˆleurs mais e´galement par l’organisme de re´gulation du trafic europe´en. Une e´tude du trafic au sol
pre´sente la structure d’un ae´roport, son fonctionnement et les outils mis a` disposition des controˆleurs
pour les aider. Enfin, la dernie`re partie de ce chapitre pre´sente les points qui semblent eˆtre un proble`me
dans la gestion du trafic et qui seront donc a` l’e´tude.
1.2 Organisation du trafic ae´rien en Europe
1.2.1 Controˆle du trafic ae´rien
La gestion du trafic ae´rien repre´sente une lourde responsabilite´ e´tant donne´ que la se´curite´ doit
eˆtre garantie tout en maximisant le de´bit du trafic. Cette se´curite´ se de´finit par des re`gles de se´paration
entre les avions qui doivent eˆtre respecte´es pour s’assurer qu’aucun proble`me ne survienne. Afin d’en
simplifier la gestion et de re´partir les responsabilite´s, l’espace ae´rien est de´coupe´ en plusieurs centres
de controˆle de´limite´s ge´ographiquement. Ces centres sont divise´s en secteurs qui seront alors chacun
sous la charge de deux controˆleurs : un controˆleur radar en relation directe avec les pilotes et un
controˆleur organique en relation avec les autres controˆleurs.
Selon les phases de vol, on distingue diffe´rents types de services de controˆle rendus a` l’usager de
l’espace ae´rien (figure 1.1 extraite de [Gotteland 04]) :
– Le controˆle en route se concentre sur les vols a` haute altitude (niveau de croisie`re). A ce
niveau, la surveillance du trafic s’effectue par l’interme´diaire d’un radar et en contact radio avec
les pilotes. Le controˆleur a la charge de donner des ordres aux avions (changement d’altitude,
de cap ou de vitesse) en vue de respecter les se´parations re´glementaires entre appareils.
– Le controˆle d’approche s’occupe des phases de monte´e et d’approche initiale des avions (la
phase de descente se de´compose en deux e´tapes d’approche : initiale et finale). La surveil-
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Attente Montée
Approche initiale
Approche finale
Décollage
Roulage
Postes de stationnement
Piste
Contrôle d’approche
Contrôle en route
Contrôle d’aéroport
FIG. 1.1 – Controˆle de la circulation ae´rienne
lance s’effectue e´galement par controˆle radar et contact radio. Lors de l’approche initiale, le
controˆleur a la possibilite´ de retarder l’approche finale d’un avion en rallongeant sa trajectoire
ou en utilisant une proce´dure d’attente (stack) afin de re´guler le flux d’arrive´es.
– Le controˆle d’ae´rodrome se charge des appareils en approche finale ou au de´collage, et de
la phase de roulage sur l’ae´roport qui consiste a` acheminer les avions d’un point a` un autre
en passant par la gestion des zones de parking. Cette phase inclut e´galement la gestion du
se´quencement des de´parts et des arrive´es au niveau des pistes. Une partie de la surveillance est
visuelle (depuis la tour de controˆle).
1.2.2 Re´gulation europe´enne du trafic ae´rien
L’organisme europe´en CFMU (Central Flow Management Unit) a pour objectif d’optimiser l’oc-
cupation de l’espace ae´rien en imposant des contraintes a` certains vols.
La re´gulation du trafic ae´rien s’effectue en fonction des plans de vol de´pose´s disponibles pour le
jour e´tudie´. Elle peut e´galement eˆtre influence´e par les donne´es des anne´es ou des semaines pre´ce´dentes
ou par certains phe´nome`nes re´pe´titifs (tels qu’une pointe de trafic autour d’un jour fe´rie´ par exemple).
La gestion des flux de trafic ae´rien (ATFM : Air Traffic Flow Management) permet d’adapter la
quantite´ d’avions qui occupent l’espace ae´rien afin de ne pas le saturer. La re´gulation du trafic est
re´alise´e en trois e´tapes distinctes qui repre´sentent diffe´rentes phases de cette gestion des flux :
– ATFM Strate´gique : cette phase prend place dans les mois qui pre´ce`dent le jour e´tudie´. Elle a
pour objectif de s’assurer que la quantite´ de trafic pre´vu ne de´passera pas la quantite´ the´orique
possible. Les vols re´guliers se voient affecter certains cre´neaux de de´part et d’arrive´e qui sont
ne´gocie´s entre les compagnies lors de cette e´tape.
– ATFM Pre´-tactique : quelques jours avant le vol, les pre´visions de trafic plus pre´cises sont
e´tudie´es et permettent de calculer les cre´neaux de de´collage a` imposer en vue de minimiser les
retards et de maximiser l’utilisation de l’espace ae´rien. Les sche´mas d’ouverture des centres
de controˆle sont e´galement de´finis. Ils de´terminent le de´coupage des centres en secteurs pour
chaque pe´riode de la journe´e.
– ATFM Tactique : la gestion de la re´-allocation de cre´neaux en temps re´el s’effectue dans cette
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phase le jour meˆme du vol. Certains cre´neaux de de´collage sont donc affecte´s lors de cette
e´tape. Certains vols peuvent e´galement se voir proposer un changement de route ou meˆme eˆtre
annule´s dans certains cas tre`s particuliers.
La re´gulation est mise en place par l’affectation de cre´neaux de de´collage a` certains vols lors des
phases pre´-tactique et tactique. Ces cre´neaux correspondent a` une heure pre´cise de de´collage qui doit
impe´rativement eˆtre respecte´e dans une feneˆtre de temps de 15 minutes autour de cet horaire (de 5
minutes avant l’heure fixe´e a` 10 minutes apre`s). Lorsqu’un cre´neau est manque´, une demande pour un
autre cre´neau doit eˆtre effectue´e par le pilote.
1.3 Gestion du trafic au sol
1.3.1 Structure d’un ae´roport
L’ae´roport est l’unique lieu de roulage des avions. Il est donc structure´ en fonction de ces derniers.
On peut y trouver diffe´rentes zones qui leurs permettent d’effectuer diverses taˆches :
– Les zones de parking : c’est une zone de manœuvres diverses telles que le push-back (sortie
du parking en marche arrie`re) et la vitesse des avions y est donc re´duite. Chaque parking est
autorise´ a` certains types d’avions, il y a donc des re`gles d’acce`s. Il est e´galement ne´cessaire de
se´quencer les entre´es-sorties de ces zones.
– Les pistes : les vitesses de roulage dans ces zones sont e´leve´es. Il y a donc e´galement ne´cessite´
de se´quencer les avions en tenant compte de ceux qui doivent traverser la piste. Certaines re`gles
de se´paration sont alors mises en place pour assurer la se´curite´. L’aire de piste de´termine une
zone de se´curite´ dans laquelle aucun mobile ne doit eˆtre devant un de´collage ou un atterris-
sage. Les avions acce`dent a` la piste via une bretelle d’acce`s. Sur les grands ae´roports, il existe
plusieurs bretelles d’acce`s et de libe´ration de piste ainsi que des bretelles de libe´ration rapide
qui permettent aux avions de terminer leur freinage en ayant de´ja` libe´re´ l’aire de piste.
– Les taxiways : ce sont les routes qui permettent d’acheminer un avion d’un point a` un autre
de l’ae´roport. Des re`gles de se´paration sont e´galement de rigueur dans ces zones et les avions
sont guide´s par les controˆleurs. Les taxiways peuvent eˆtre a` sens unique et parfois re´serve´s a` un
certain type d’avions.
Dans le cas des ae´roports comprenant plusieurs pistes, chaque piste peut se voir attribuer un unique
type de mouvements : soit des de´collages, soit des atterrissages. Cela permet de simplifier la gestion
des taxiways et des pistes. Il peut arriver e´galement qu’une piste accepte les deux types de mouve-
ments. Les pistes re´serve´es a` un seul type sont dites “spe´cialise´es” et celles qui acceptent les deux
types en meˆme temps sont dites “banalise´es”.
En fonction de plusieurs facteurs tels que la me´te´o ou le trafic pre´vu, chaque ae´roport posse`de
une configuration d’exploitation diffe´rente (par exemple : face a` l’est ou face a` l’ouest). Chaque con-
figuration est de´finie par des re`gles de circulation sur l’ae´roport telles que les sens uniques pour des
taxiways ou les voies d’acce`s aux parkings et les sens d’utilisation des pistes.
Lorsqu’un avion de´colle ou atterrit, il cre´e une turbulence de sillage qui empeˆche un second ap-
pareil d’utiliser imme´diatement la piste. Il existe trois principales cate´gories d’avions : Le´ger, Moyen
et Lourd. Les re`gles de se´paration des avions sur les pistes de´pendent avant tout de la cate´gorie des
deux avions concerne´s. Par exemple, un avion de cate´gorie le´ge`re devra attendre plus longtemps qu’un
avion lourd apre`s le de´collage d’un avion moyen.
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1.3.2 Controˆle d’ae´rodrome
Les controˆleurs ont pour roˆle de ge´rer le trafic au sol sur les diffe´rentes zones de l’ae´roport. On
distingue trois zones pouvant eˆtre ge´re´es par diffe´rents controˆleurs au sein de l’ae´roport :
– Les pistes : les controˆleurs ont la charge du se´quencement des mouvements sur la piste en re-
spectant les re`gles de se´paration. Ils ont la possibilite´ d’effectuer des actions telles qu’autoriser
le de´collage ou l’atterrissage d’un avion, modifier la vitesse d’un avion lors de sa descente finale
afin qu’il arrive plus rapidement ou plus lentement selon la disponibilite´ de la piste, affecter une
bretelle d’entre´e ou de sortie de piste ou encore imposer une remise de gaz lorsque la piste n’est
pas disponible pour une arrive´e. On appelle incursion piste le fait qu’un appareil entre sur la
piste alors qu’il n’a pas obtenu l’autorisation du controˆleur.
– Les parkings : les controˆleurs ont la responsabilite´ du se´quencement des avions dans les zones
de stationnement. Certaines zones de parkings pouvant eˆtre de´die´es a` une compagnie ae´rienne
particulie`re.
– Les taxiways : les controˆleurs sont charge´s de la surveillance du trafic au roulage et peuvent
imposer un chemin a` chaque avion. Ils peuvent donc donner la priorite´ a` un avion sur une
intersection ou encore ordonner l’arreˆt d’un appareil. Chaque avion est pris en charge par ces
controˆleurs durant toute sa phase de roulage.
Paralle`lement a` ces taˆches, les controˆleurs ont e´galement la charge de s’assurer du respect des
cre´neaux de de´collage impose´s par le CFMU. (cf. 1.2.2) Cette gestion s’effectue a` tous les niveaux de
l’ae´roport puisqu’il faut coordonner les trois zones : ne pas sortir trop tard ou trop toˆt du parking, ne
pas perdre trop de temps lors du roulage et eˆtre face a` la piste a` l’heure impose´e.
1.3.3 Domaines d’e´tude pour le controˆle d’ae´rodrome
L’aide au controˆle consiste a` mettre en œuvre des outils informatiques qui permettent de simplifier
la taˆche des controˆleurs. Ce type d’outils peut, a` titre d’exemple, fournir la liste des avions sur les
taxiways et les chemins qui leurs sont affecte´s, ou encore mettre a` disposition la liste des avions en
approche.
Les trois principaux domaines d’e´tude pour le controˆle d’ae´rodrome concernent la gestion au sol
des taxiways et des parkings (Surface MANagement ou SMAN) et la gestion des pistes qui se com-
pose de la gestion des de´collages (Departure MANagement ou DMAN) et des atterrissages (Arrival
MANagement ou AMAN).
La notion de Surface MANagement (SMAN) concerne la gestion de la phase de roulage des
avions, depuis leur parking jusqu’a` la piste de de´collage (ou respectivement pour un avion qui atterrit
depuis la sortie de la piste jusqu’a` son parking). Ce domaine d’e´tude traite donc de l’affectation d’un
chemin a` chaque avion, de l’heure de de´part du parking des avions et de la re´solution des conflits au
roulage. Les outils actuellement de´veloppe´s dans le domaine du SMAN permettent ge´ne´ralement aux
controˆleurs d’avoir une vision d’ensemble des mouvements actifs sur l’ae´roport a` chaque instant. Ces
controˆleurs peuvent alors anticiper les actions a` venir et prendre des de´cisions en conse´quence.
Les notions de Arrival MANagement (AMAN) et Departure MANagement (DMAN) sont
relatives a` la gestion des flux d’arrive´es et de de´parts. Leur objectif principal est de fournir aux
controˆleurs une se´quence pre´visionnelle d’atterrissages afin d’optimiser la gestion des arrive´es. Tout
comme on distingue les pistes qui n’acceptent que des de´collages ou des atterrissages, on distingue
e´galement le AMAN et le DMAN (les deux domaines d’e´tude peuvent eˆtre traite´s se´pare´ment). Les
outils de´veloppe´s dans le domaine des AMAN ont pour objectifs l’affectation des heures d’atterrissage
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et le se´quencement des arrive´es, alors que ceux de la cate´gorie DMAN sont principalement e´labore´s
pour affecter des heures de de´part du parking et pre´voir les heures de de´collage.
A` l’heure actuelle, une multitude d’outils d’aide a` la de´cision sont de´ploye´s sur les ae´roports pour
faciliter le travail des controˆleurs. Ces outils sont exploite´s dans le cadre de l’aide a` la de´cision et ne
font en aucun cas des choix a` la place du controˆleur. Ils ont donc un roˆle informatif avant tout. A titre
d’exemple, voici quelques outils utilise´s sur l’ae´roport de Roissy Charles de Gaulle :
– AVISO (Aide a` la VIsualisation au SOl) [Valle´e 01] traite les donne´es radar sur Roissy et permet
la visualisation de tout appareil en mouvement aussi bien sur les taxiways que sur les pistes. Il
est conside´re´ dans la cate´gorie SMAN.
– SALADIN (Syste`me d’Aide a` LA De´tection d’INcursions) [Valle´e 01] est une extension d’AV-
ISO qui permet de de´tecter les incursions piste et de´clenche une alerte le cas e´che´ant.
– MAESTRO (Moyen d’Aide a` l’Ecoulement Se´quence´ du Trafic avec Recherche d’Optimisa-
tion) [Bourdon 98] est un outil d’aide au controˆle qui ge`re principalement les arrive´es. Il ap-
partient donc a` la cate´gorie AMAN. Il permet de visualiser l’e´coulement du trafic a` l’arrive´e en
temps re´el. Parmi ses principaux objectifs figurent :
– l’ame´lioration de la coordination entre le controˆle en route, l’approche et l’ae´roport ;
– la re´duction des attentes en l’air ;
– la gestion globale des de´lais.
1.4 Difficulte´s identifie´es
La gestion des diffe´rentes phases du trafic ae´roportuaire implique de pouvoir maıˆtriser le lien
entre chacune des phases. La gestion du trafic au sol peut donc avoir une lourde influence sur le trafic
en vol et occasionner des retards. Les ope´rations au sol sont tre`s varie´es et sont sujettes a` certaines
incertitudes, par exemple : la vitesse de roulage des avions sur les taxiways ou encore les heures de
de´part du parking sont inconnues. Ces incertitudes impliquent une certaine difficulte´ pour anticiper le
trafic au roulage et donc pour de´finir un DMAN pertinent.
Le controˆleur doit donc eˆtre capable de ge´rer tous ces impre´vus tout en essayant d’optimiser le
trafic au sol :
– minimiser les temps de roulage,
– fluidifier le trafic (e´viter les points de congestion),
– respecter les cre´neaux impose´s par le CFMU.
Un objectif s’impose alors pour les controˆleurs qui doivent ge´rer a` la fois les arrive´es, les de´parts
et le cheminement des avions jusqu’a` leur parking (ou jusqu’a` la piste) en respectant les cre´neaux
impose´s par le CFMU : l’anticipation. En effet, les controˆleurs doivent ge´rer le trafic en temps re´el
et prendre en compte les avions qui doivent respecter un cre´neau dans un futur plus ou moins proche
afin de s’assurer que les avions concerne´s pourront bien s’inse´rer dans le trafic et de´coller dans le
temps imparti. Il est donc indispensable de pouvoir anticiper le trafic sur deux horizons diffe´rents : la
re´solution des conflits sur les quelques minutes a` venir, en conside´rant les avions actifs (au roulage) ;
et la prise en compte des se´quences de pistes sur la demi-heure ou l’heure qui suit afin de pre´voir a`
l’avance l’ordonnancement des avions sur la piste.

Chapitre 2
Analyse pre´liminaire
2.1 Introduction
Le chapitre pre´ce´dent de´crit le cadre ge´ne´ral dans lequel s’inse`re l’e´tude du trafic au sol. Il en
ressort que certaines ame´liorations peuvent pre´tendre a` la fois re´duire les retards, limiter la congestion
au sol et renforcer la se´curite´.
Ce chapitre pre´sente un e´tat de l’art de diffe´rents travaux concernant l’optimisation du roulage
au sol sur les grands ae´roports, incluant la gestion des pistes. La seconde partie pre´sente quelques
simulateurs d’ae´roports existants, dont celui qui est utilise´ lors de cette the`se. Enfin, la dernie`re partie
a pour but de souligner les points qu’il semble possible d’ame´liorer et qui constituent ainsi l’objectif
de cette the`se.
2.2 Projets pour le controˆle d’ae´rodrome
De nombreux travaux traitent de la gestion du trafic ae´roportuaire. Cette section en pre´sente la
partie en lien avec l’objet de cette the`se. Ces travaux peuvent se classer en trois cate´gories :
– Pre´diction et optimisation des temps de roulage : cette partie concerne quelques travaux qui
pre´sentent des me´thodes pour calculer, diminuer ou visualiser les temps de roulage des avions.
– Optimisation des se´quences d’avions sur les pistes : cette section pre´sente certaines e´tudes
portant sur la gestion exclusive des pistes. Des algorithmes de calcul de se´quences d’avions sur
les pistes ou d’optimisation de l’attente devant la piste y sont pre´sente´s.
– Gestion du cheminement des avions : cette dernie`re partie pre´sente un ensemble de travaux
qui traitent de la re´solution des conflits lors du de´placement au sol des avions. Cela inclut donc
la pre´diction d’un chemin pour chaque avion sur l’ae´roport et la gestion du temps de roulage.
Enfin, une dernie`re partie pre´sente les diffe´rents proble`mes souleve´s par les travaux expose´s.
2.2.1 Optimisation des temps de roulage
La complexite´ de la phase de roulage et toutes les incertitudes qui lui sont propres font que l’e´tude
de l’ame´lioration de la pre´diction du trafic est re´currente dans la litte´rature. La diversite´ des ae´roports
et de ses acteurs (pilotes, controˆleurs, techniciens, ...) joue e´galement un roˆle dans l’impossibilite´
d’appliquer tel quel un algorithme e´talonne´ sur un ae´roport particulier, aussi ge´ne´rale que puisse-t-
eˆtre la me´thode de calcul. La pre´diction du trafic est donc un point cle´ pour pouvoir ensuite optimiser
les temps de roulage.
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Ces temps peuvent eˆtre obtenus par une multitude de me´thodes de par la diversite´ des informations
disponibles. Ainsi, on peut simplement comparer et lier les donne´es fournies par diffe´rentes sources
(telles que les compagnies ae´riennes, les traces radars ou tout autre organisme pouvant fournir des
donne´es pertinentes) [Legge 08]. Ces informations peuvent eˆtre mises a` disposition de certains organ-
ismes dans le cadre du Collaborative Decision Making (CDM), qui consiste a` faire travailler ensemble
des personnels de la navigation ae´rienne et des compagnies ae´riennes [FAA 10] : cette mise en com-
mun des informations en temps re´el ame´liore nettement leur pertinence et permet de prendre des
de´cisions plus adapte´es aux situations de trafic a` venir.
Il est e´galement possible de calculer une estimation des temps de roulage par des algorithmes plus
complexes tels qu’un processus de de´cision de Markov utilisant une me´thode d’apprentissage. Cet
apprentissage se base sur l’e´tat courant du trafic et fournit une note pour chaque temps de roulage
pre´dit en le comparant avec la re´alite´. Une fois e´talonne´, l’algorithme est capable de pre´dire un temps
de roulage en fonction d’une situation donne´e avec une faible marge d’erreur [Balakrishna 09]. Ce
type d’algorithme ne peut en revanche calculer correctement des temps de roulage dans les situations
non encore expe´rimente´es (nouvelles configurations, modification de voies de circulation, nouvelles
proce´dures d’exploitation, etc.)
Pour eˆtre plus e´volutive, le mode`le de pre´diction peut e´galement utiliser une me´thode de type Fix
& Relax [De Pablo 05] qui explore l’arbre des pre´visions de trafic, contenant les heures de passage
ou d’attente de chaque avion en un point de l’ae´roport pour calculer les meilleurs temps de roulage
possibles. L’arbre des pre´visions est dynamique et s’adapte a` chaque situation de trafic, mais les
calculs restent relatifs a` un mode`le statistique calibre´ sur le trafic re´el et ne sont donc valables que sur
un ae´roport pre´cis, dans des situations de trafic connues.
L’optimisation des temps de roulage peut s’effectuer de fac¸on plus approfondie, en fonction de
chaque e´tape pouvant eˆtre ame´liore´e. On peut par exemple s’inte´resser a` l’affectation des parkings et
a` ses influences sur la congestion des zones de stationnement et sur le flux de passagers [Kim 10]. On
peut e´galement optimiser la phase de de´givrage des avions afin de re´duire les attentes, en optimisant
l’organisation des camions de de´givrage (en prenant en compte les caracte´ristiques de chaque camion
et le temps qu’il faudra pour de´givrer chaque avion) [Norin 09]. Plus globalement, le flux d’avions au
de´part peut eˆtre mode´lise´ et optimise´, par une meilleure gestion des heures de libe´ration du parking et
des aires d’attente devant les pistes [Burgain 08, Malika 10].
Il est e´galement possible de re´duire les de´lais en ame´liorant la coordination entre les controˆleurs,
graˆce a` de nouvelles interfaces contenant des donne´es plus pertinentes et permettant une communica-
tion directe entre les controˆleurs [Doble 09].
On peut envisager d’utiliser des donne´es fournies par un AMAN (Arrival MANagement, cf. 1.3.3)
au sein d’un SMAN (Surface MANagement, cf. 1.3.3) en se basant sur des re`gles de logique floue
[Bo¨hme 07]. Ces re`gles permettent de prendre une de´cision en fonction de diffe´rents crite`res juge´s
importants ou non tels que l’efficacite´ d’une action, la priorite´ d’un avion ou encore la probabilite´
d’utilisation d’une voie d’acce`s. Il en va de meˆme pour l’inte´gration de donne´es d’un DMAN (Depar-
ture MANagement, cf. 1.3.3) dans un SMAN en utilisant un concept de Hot Spot qui consiste a` de´cider
quelle se´quence est la plus pertinente entre celle fournie par le DMAN et celle fournie par le SMAN,
a` une intersection donne´e de l’ae´roport. Cette de´cision s’effectue en comparant plusieurs solutions
possibles en paralle`le a` chaque e´tape. L’objectif des liens entre AMAN-SMAN ou DMAN-SMAN est
de pouvoir mieux anticiper le trafic.
Globalement, ces mode`les sont prometteurs et donnent des re´sultats statistiquement satisfaisants,
mais la notion de conflits entre avions aux abords des zones de stationnement et des intersections
n’est pas prise en compte pre´cise´ment et peut entraıˆner localement des diffe´rences importantes entre
les temps de roulage pre´vus et les temps de roulage effectifs.
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2.2.2 Optimisation des se´quences d’avions sur les pistes
La majorite´ des syste`mes actuels utilisent la me´thode premier arrive´, premier servi (FCFS : First
Come, First Served) pour la gestion des pistes. Il s’ave`re que l’optimisation des se´quences d’avions
sur les pistes est de plus en plus a` l’e´tude car il en ressort une nette ame´lioration de l’utilisation des
pistes lorsque le flot d’avions y acce´dant est correctement agence´.
Cette optimisation implique donc qu’il faut classer les avions pour de´terminer leur heure d’util-
isation des pistes. On peut alors utiliser des me´thodes telles que la recherche tabou qui parcourt un
ensemble de solutions possibles en tenant compte des mouvements re´cents sur l’ae´roport. Ces solu-
tions de´finissent les positions d’attente des avions devant la piste ainsi que le chemin emprunte´ dans
les zones d’attente [Atkin 08].
Il est e´galement possible de de´couper le proble`me d’ordonnancement des avions en deux sous-
proble`mes : la gestion de l’attente devant les pistes et le calcul des se´quences. Les se´quences de
pistes sont optimise´es dans une premie`re e´tape. La faisabilite´ des se´quences est alors ve´rifie´e dans la
seconde e´tape qui consiste a` minimiser les temps d’attente devant les pistes en optimisant les chemins
emprunte´s par les avions dans les zones d’attente [Atkin 04].
Les se´quences de pistes peuvent eˆtre calcule´es en se basant sur diffe´rents crite`res. On peut par
exemple chercher la se´quence qui respecte au mieux les horaires pre´vus afin de satisfaire les passagers,
celle qui re´duit les temps d’attente des avions ou encore celle qui respecte le plus possible les cre´neaux
impose´s par le CFMU (cf. 1.2.2). Certains crite`res pouvant eˆtre en opposition, il peut s’ave´rer difficile
de tous les optimiser en meˆme temps. Une ponde´ration entre ces crite`res peut eˆtre mise en place afin
de conserver une certaine flexibilite´ et de pouvoir de´finir leur ordre d’importance. Il est alors possible
d’optimiser la se´quence en se basant sur le fonctionnement en FCFS et en effectuant un recuit simule´
qui utilise ces ponde´rations [Pick 07].
2.2.3 Gestion du cheminement des avions
Ce domaine d’e´tude est probablement le plus complexe des trois. Il consiste a` affecter une tra-
jectoire (un chemin et un ou plusieurs points d’attente) a` chaque avion sur l’ae´roport pour le mener
a` sa destination et re´soudre les conflits lors du roulage. Il faut donc prendre en compte de nombreux
parame`tres tels que la vitesse de roulage, les sens de circulation, le nombre d’avions en circulation ou
encore la position de chacun.
Le calcul des chemins de chaque avion demande la mise en œuvre d’algorithmes complexes qui
prennent en compte les divers parame`tres de la situation et le nombre plus ou moins grand d’avions
en mouvement sur l’ae´roport. Il est possible de re´soudre ce proble`me en utilisant des algorithmes de
programmation par contraintes [Rathinam 08]. Le crite`re a` optimiser est le temps total de roulage et
les variables du proble`me sont les heures de passage de chaque avion a` chaque intersection ainsi que
l’ordre des avions. Des contraintes sur les sens de circulation, sur les re`gles de se´paration des avions
ou encore sur la priorite´ des avions sont utilise´es. Cette approche permet une diminution significative
des de´lais sur l’ae´roport par rapport a` une gestion de type premier arrive´, permier servi, mais ne prend
pas en compte les incetitudes sur les heures de de´part du parking et les vitesses de roulage, ni les
proble`mes de congestion au niveau des zones de stationnement.
Il est possible d’inclure d’autres phases que le roulage dans la re´solution, telles que la phase de
push-back (sortie de l’avion de son parking en marche arrie`re) [Balakrishnan 07b]. En controˆlant
l’heure du push-back d’un avion, on peut s’assurer de son heure de de´part du parking et ainsi de son
temps de passage a` certaines intersections. Cela permet de limiter les conflits a` re´soudre, mais n’assure
pas une re´partition optimale des avions sur les voies de circulation.
14 CHAPITRE 2. ANALYSE PRE´LIMINAIRE
Les me´thodes de MIP (Mixed Integer Programming) [Smeltink 05] ou MILP (Mixed Integer Lin-
ear Programming) [Roling 08] peuvent donc eˆtre utilise´es dans le cadre de l’optimisation de la phase
de roulage des avions, mais ne´cessitent en ge´ne´ral une simplification du proble`me de re´solution de
conflits a` re´soudre.
Dans l’objectif de trouver des solutions plus globales et plus pre´cises, la re´solution des conflits
peut alors s’effectuer graˆce a` des algorithmes e´volutionnaires [Gotteland 04]. Ces algorithmes n’as-
surent pas de trouver une solution optimale mais permettent de prendre en compte les situations de
trafic de fac¸on plus re´aliste en un temps acceptable, en fonction de parame`tres comme l’horizon de
pre´diction, le pas de rafraıˆchissement du syste`me ou encore les incertitudes sur les vitesse de roulage.
2.2.4 Proble`mes pose´s
Dans la litte´rature de nombreux articles traitent de la pre´diction des temps de roulage. Le proble`me
est que ce n’est qu’une estimation de ces temps (plus ou moins pre´cise) et qu’elle n’est pas toujours
optimise´e.
L’e´tude des se´quences de pistes est en plein essor car l’optimisation de ces se´quences permet de
diminuer significativement les de´lais. Cependant, le calcul de ces se´quences se fait principalement
inde´pendamment de la re´solution des conflits au sol. Le lien entre la gestion des pistes et la gestion
du roulage est rarement mode´lise´e et reste tre`s complexe car il faut prendre un grand nombre de
parame`tres en compte et s’adapter a` chaque horizon de pre´diction (tre`s court pour la re´solution des
conflits au roulage et plus long pour le calcul des se´quences de pistes).
Il apparaıˆt e´galement qu’il subsiste une grande incertitude dans certains parame`tres de la gestion
du roulage. La plupart des mode`les fixent alors leur valeur (la vitesse de roulage des avions par exem-
ple) afin de pouvoir re´soudre les situations de trafic. De ce fait, les syste`mes propose´s peuvent s’ave´rer
inexploitables en temps re´el.
2.3 Simulateurs de trafic ae´roportuaire
2.3.1 Objectifs
Les simulateurs d’ae´roport peuvent avoir diffe´rents objectifs. Certains ont pour but d’analyser la
quantite´ de trafic en un point pre´cis de l’ae´roport, d’autres e´tudient les conse´quences d’une modifica-
tion topographique de l’ae´roport. Ils ont en revanche tous une base commune qui consiste a` reproduire
le trafic ae´roportuaire en mode´lisant ses contraintes re´elles. Lorsque la mode´lisation est suffisamment
de´taille´e, ces simulateurs permettent d’e´tudier les influences de certains facteurs, comme par exemple
des modifications topologiques telles que l’ajout d’un taxiway, de parkings, la fermeture d’une piste
ou des modifications moins concre`tes telles que donner la priorite´ a` une cate´gorie d’avion, modifier
une trajectoire ou encore changer le processus de de´givrage.
Un simulateur permet donc d’analyser des possibilite´s de sce´narios re´alisables afin d’en percevoir
a` l’avance les effets sur la re´alite´ et de pre´dire comment ame´liorer la gestion de l’ae´roport sans en
perturber le fonctionnement.
2.3.2 Exemples de simulateurs
Il existe actuellement quelques simulateurs qui sont utilise´s ou en cours de de´veloppement. On
peut citer par exemple :
2.4. CADRE DE TRAVAIL DE LA THE`SE 15
– TAAM (Total Airspace and Airport Modeler) [Curtis Holden 03] de´veloppe´ par Preston Avia-
tion Solution. C’est un simulateur gate-to-gate qui permet de mode´liser un vol depuis son de´part
du parking de son ae´roport d’origine jusqu’a` son arrive´ au parking sur l’ae´roport de destination.
– SIMMOD (SIMulation MODel) [FAA 02] est e´galement un simulateur gate-to-gate mis en
œuvre par la FAA (Federal Aviation Administration) qui met a` disposition de l’utilisateur des
informations telles que la consommation de fuel ou les temps de vol.
– CATS (CAML All purpose Traffic Simulator) - OPAS (Outil de Planification ATM et de Sim-
ulation) [DNSA/DTI 07] est en cours de de´veloppement par la DSNA/DTI (Direction des Ser-
vices de la Navigation Ae´rienne / Direction de la Technique et de l’Innovation). Il posse`de de
nombreux algorithmes de de´tection et de re´solution de conflits. Il existe plusieurs outils dans
OPAS, notamment OPAS-SOL qui concerne la gestion du roulage des avions.
– ATOS (Airport Traffic Optimization Simulator) [DNSA/DTI/R&D 07] est de´veloppe´ par le do-
maine R&D de la DSNA/DTI. C’est un simulateur de trafic au sol qui posse`de trois me´thodes de
re´solution de conflits : une me´thode de´terministe et deux me´thodes par algorithmes e´volution-
naires.
2.4 Cadre de travail de la the`se
2.4.1 Questions pose´es
Comme cela a` e´te´ mentionne´ dans la section 2.2, les algorithmes de´terministes fixent souvent des
parame`tres qui sont en re´alite´ incertains. Le simulateur ATOS qui sera utilise´ dans cette the`se permet
de conside´rer ces parame`tres avec une certaine marge d’erreur et de re´soudre les situations de trafic
en les inte´grant au proble`me de fac¸on re´aliste. ATOS n’a en revanche pas de gestion anticipe´e des
se´quences de pistes. L’objectif de cette the`se est donc d’inte´grer la gestion des se´quences de pistes
dans ce simulateur et de lier ces se´quences a` la re´solution des conflits au roulage. Cette ope´ration
devrait permettre d’anticiper de fac¸on pertinente le trafic et de re´duire les de´lais ge´ne´re´s.
2.4.2 Ordonnancement des avions sur les pistes
Afin d’optimiser le de´bit d’avions de l’ae´roport, les pistes sont souvent utilise´es a` leur maximum.
Comme il a e´te´ mentionne´ dans la section 1.3.1, des re`gles de se´paration doivent eˆtre respecte´es et
chaque avion doit attendre un certain temps pour pouvoir utiliser la piste apre`s un autre avion. Un
temps d’attente conse´quent entre deux avions subsiste alors durant l’utilisation des pistes. Ce temps
peut eˆtre re´duit si le se´quencement des avions sur les pistes est optimise´. Un meilleur ordonnancement
des avions sur les pistes est donc a` l’e´tude en vue de diminuer les de´lais et de respecter les cre´neaux
impose´s par le CFMU.
2.4.3 Lien entre gestion des pistes et gestion du roulage
L’attente des avions devant la piste avant le de´collage pose un ve´ritable proble`me car la file d’at-
tente peut s’e´tendre sur les taxiways et bloquer la circulation. Il en va de meˆme lorsqu’un avion qui
vient d’atterrir doit traverser une piste. Afin de respecter les cre´neaux impose´s par le CFMU et les
se´quences de pistes lorsqu’elles sont calcule´es, on doit e´galement s’assurer de l’ordre d’arrive´e des
avions devant la piste pour qu’ils ne se bloquent pas l’acce`s. On constate alors un e´troit lien entre
l’optimisation de l’utilisation des pistes et la gestion de la phase de roulage. L’ide´e serait donc de
limiter ces files d’attente en modifiant les chemins et les attentes des avions en fonction des se´quences
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d’avions pre´vues sur chaque piste. En effet, la politique de fonctionnement qui consiste a` acheminer
les avions le plus rapidement possible vers la piste ne porte pas ses fruits lors des heures de pointe
et entraıˆne la congestion du trafic. L’e´tude est donc porte´e sur le fait de faire attendre les avions en
amont et de les ordonnancer de`s leur roulage sur les taxiways pour qu’ils arrivent en se´quence et a`
l’heure souhaite´e devant les pistes.
Deuxie`me partie
Se´quencement des avions sur les pistes
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Chapitre 3
De´finition du proble`me
3.1 Introduction
L’objectif principal de l’e´tude des se´quences de pistes sur les grands ae´roports est de parvenir
a` les anticiper (entre 20 et 60 minutes a` l’avance) et de les optimiser, puis de comparer les de´lais
obtenus avec ceux du fonctionnement « premier arrive´, premier servi » ou des se´quences re´elles : cela
permet de quantifier la variation des de´lais en fonction de la strate´gie utilise´e et des parame`tres de la
re´solution. Ce chapitre a pour but de formuler le proble`me et d’expliquer sa mode´lisation.
La premie`re partie pre´sente une analyse pre´liminaire du proble`me tel qu’il se pose aux ope´ration-
nels et met en e´vidence ses principales contraintes. La seconde partie en de´duit une mode´lisation, en
formalisant les variables, les contraintes et un crite`re d’optimisation. Enfin, une analyse de la taille de
l’espace de recherche en fonction des parame`tres fournit une premie`re estimation de la complexite´ du
proble`me.
3.2 Analyse pre´liminaire
3.2.1 Gestion ope´rationnelle actuelle
L’expertise des controˆleurs re´ve`le que les strate´gies d’exploitation des pistes pour les de´parts
de´pendent de la densite´ du trafic : en pe´riode creuse, une me´thode de fonctionnement de type premier
arrive´, premier servi est utilise´e pour les de´parts non re´gule´s et ne semble pas proble´matique. Lors
d’une pe´riode charge´e, une « re´serve » d’avions en attente de de´collage se forme naturellement devant
la piste. Ces files d’attente sont strate´giquement re´parties sur diffe´rentes bretelles d’acce`s en fonction
des cate´gories des avions ou des cre´neaux a` respecter. Les se´quences de pistes sont donc construites
efficacement en temps re´el mais ne sont pas toujours optimales.
Sur les grands ae´roports, la gestion des arrive´es est re´alise´e par un AMAN (cf. 1.3.3) et l’ordre
des arrive´es n’est donc pas modifiable par le controˆle d’ae´rodrome, hormis en cas tre`s particulier de
remise de gaz. En revanche, les heures d’atterrissages peuvent eˆtre le´ge`rement modifie´es puisque des
ordres de changement de vitesse ou de sortie plus ou moins anticipe´e des volets peuvent eˆtre donne´s
aux avions. Si ces de´cisions sont prises suffisamment toˆt, il est possible d’avancer ou de retarder
d’environ trente secondes l’heure d’atterrissage initialement pre´vue.
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Donne´es en entre´e
Notation Description
N Nombre total d’avions.
A Ensemble des arrive´es.
T iatt Heure d’atterrissage de l’avion i pre´vue par le AMAN.
δatt Temps de de´calage possible pour les heures d’atterrissage.
D Ensemble des de´parts.
DC Ensemble des de´parts non re´gule´s.
DR Ensemble des de´parts re´gule´s.
T icfmu Heure de de´collage impose´e par le CFMU pour l’avion i.
T ipmin Heure minimale de sortie du parking de l’avion i.
Dirmin Dure´e minimale de roulage de l’avion i (sans attente et a` vitesse maximale).
T imin Heure minimale d’acce`s a` la piste pour l’avion i.
T imax Heure maximale d’acce`s a` la piste pour l’avion i.
Sepi/j Temps de se´paration minimal entre l’avion i et l’avion j sur la piste.
Sepmax Temps de se´paration maximal entre deux avions sur la piste.
Hp Horizon de pre´diction limitant le nombre d’avions pour la re´solution.
∆p Pas de de´calage de la feneˆtre glissante.
Matt Marge (en temps) derrie`re un atterrissage dans les se´quences calcule´es.
ξ Espace de recherche.
Variables
Notation Description
ti Heure pre´vue d’acce`s a` la piste de l’avion i.
TAB. 3.1 – Table des notations
3.2.2 Heures minimum d’acce`s a` la piste
Afin de pouvoir ordonnancer le passage des avions sur les pistes, il est naturellement indispensable
de savoir a` partir de quel moment ils pourront effectivement y acce´der.
Les avions qui arrivent sur l’ae´rodrome dans la demi-heure a` venir sont en vol et sont pour cette
raison beaucoup moins sujets aux incertitudes temporelles que les avions au de´part. Un AMAN peut
calculer des heures pre´cises d’atterrissage lors de la demi-heure qui pre´ce`de. L’heure d’acce`s mini-
mum a` la piste des arrive´es est donc disponible et relativement fiable.
Le cas des de´parts est plus de´licat a` ge´rer du fait des incertitudes sur l’heure de de´part du parking et
sur la vitesse de roulage. Ces incertitudes se re´percutent ine´vitablement sur la pre´vision des heures de
de´collage. Dans tous les cas, une heure minimale d’acce`s a` la piste peut eˆtre calcule´e, en conside´rant
l’heure de sortie du parking au plus toˆt associe´e au temps de roulage minimal (calcule´ avec la vitesse
de roulage maximale, sans attente) : l’avion ne pourra donc pas atteindre la piste avant cette heure
minimale.
3.2.3 Re`gles de se´paration
Dans le manuel d’exploitation de l’ae´roport, les re`gles de se´paration entre deux avions sur les
pistes sont exprime´es en temps et en distances. Elles sont extreˆmement de´taille´es et de´pendent de
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Attente apre`s le de´collage ou l’atterrissage d’un avionLe´gende :
temps
temps
temps
temps
temps
Se´quencements possibles, avec prise en compte des se´parations :
De´collage ou atterrissage d’un avion le´ger (L),
moyen (M) ou lourd (H)
M
M
M
M
M
L H
L H
LH
H L
L H
Avions classe´s par ordre d’heure d’acce`s minimale a` la piste :
FIG. 3.1 – Se´parations entre avions sur la piste
nombreux facteurs tels que les conditions me´te´orologiques, les bretelles d’acce`s utilise´es, les types
d’avions et de moteurs implique´s, la SID (Standart Instrument Departure) de de´part, ou encore la
configuration de l’ae´rodrome [DSNA 08].
Dans le cadre des simulations, toutes ces informations ne sont pas toujours disponibles ni meˆme
possibles a` inte´grer. Les se´parations sont donc mode´lise´es de fac¸on plus ge´ne´rale comme un temps de
se´paration minimum entre deux avions en fonction de leur cate´gorie de turbulence de sillage (le´ger,
moyen ou lourd). Ce mode`le est applicable tant que ces temps de se´paration minimaux restent au
moins aussi pe´nalisants que ceux correspondant aux re`gles de se´paration re´elles. Toutes les re`gles
pre´ce´demment cite´es peuvent ainsi s’exprimer en temps de se´paration. La figure 3.1 illustre l’influence
de l’ordre dans lequel trois avions de diffe´rentes cate´gories sont se´quence´s sur la piste : l’ordre premier
arrive´, premier servi est souvent bien plus pe´nalisant que l’ordre optimal (dernie`re ligne sur la figure).
En notant t1 l’heure de de´collage ou d’atterrissage d’un premier avion et Sep1/2 le temps de
se´paration ne´cessaire avec l’avion suivant, l’heure t2 d’acce`s a` la piste du second avion doit ve´rifier :
t2 ≥ t1 + Sep1/2
3.2.4 Gestion des cre´neaux impose´s par le CFMU
Comme introduit dans la section 1.2.2, une partie des avions au de´part se voit imposer un horaire
pre´cis de de´collage, note´ T icfmu (pour un avion i) . Ces de´parts doivent de´coller entre cinq minutes
avant et dix minutes apre`s l’heure fournie, comme illustre´ figure 3.2.
Lors de la phase de programmation, il est pre´fe´rable d’e´viter de pre´voir le de´collage d’un de´part
re´gule´ vers la fin de son cre´neau afin de s’assurer que ce cre´neau sera respecte´, meˆme en cas de retard
additionnel.
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temps
Tcfmu - 5 minutes Tcfmu + 10 minutes
Tcfmu
Feneˆtre de tole´rance
FIG. 3.2 – Feneˆtre de tole´rance d’un cre´neau impose´ par le CFMU
Dans la re´alite´, certaines situations de trafic ne permettent pas de respecter tous les cre´neaux
impose´s et quelques avions de´collent finalement en dehors de leur cre´neau initial.
Dans le cadre d’une simulation, un avion ne de´collera jamais avant le de´but de son cre´neau
puisqu’il sera toujours possible de le faire attendre au pre´alable. La situation de trafic pourra ne´anmoins
aboutir au non-respect de certains cre´neaux, notamment en cas d’heure de sortie du parking tardive.
3.3 Mode´lisation du proble`me
3.3.1 Pre´sentation ge´ne´rale
L’optimisation des se´quences de pistes consiste donc a` classer les avions, ce qui correspond a` un
proble`me d’ordonnancement sous contraintes, en optimisant un crite`re particulier. Cette section a pour
but de de´finir toutes ces notions.
Le choix des variables est simple mais la frontie`re entre le crite`re et les contraintes est plus am-
bigue¨. Par exemple, les cre´neaux impose´s par le CFMU ne peuvent pas toujours eˆtre respecte´s. On
ne peux donc pas mode´liser ces cre´neaux comme des contraintes strictes, bien que le fait qu’un avion
de´colle avant le de´but de son cre´neau ne repre´sente pas une solution acceptable : l’heure de de´but du
cre´neau repre´sente donc une contrainte stricte, alors que l’heure de fin doit donc plutoˆt eˆtre inte´gre´e
au crite`re a` optimiser.
Il existe diffe´rentes me´thodes de re´solution exactes ou approche´es pour re´soudre de tels proble`mes
d’ordonnancement. Dans le cas de Roissy, les pistes de l’ae´roport sont conside´re´es inde´pendantes.
Chaque se´quence pourra donc eˆtre calcule´e inde´pendamment des autres.
3.3.2 Variables
Les variables du proble`me sont les heures de de´collage et d’atterrissage des avions, soit :
(ti)1≤i≤N
avec N le nombre d’avions.
Le domaine de ces variables est restreint car un avion i ne peut pas acce´der a` la piste avant son
heure minimale T imin (cf. 3.2.2).
Pour un de´part, on note Dirmin la dure´e de roulage minimale de l’avion i et T
i
pmin son heure de
sortie du parking au plus toˆt. L’ensemble des de´parts non-re´gule´s (DC) ve´rifie alors :
∀i ∈ DC , T imin = T ipmin +Dirmin
Un avion re´gule´ ne doit pas de´coller avant l’heure de de´but de son cre´neau. Si l’appareil ne peut
pas eˆtre sur la piste avant cette heure a` cause de son temps de roulage, alors T imin correspond au meˆme
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calcul que pour les de´parts non re´gule´s (heure de sortie au plus toˆt du parking, plus la dure´e minimale
de roulage). Sinon, T imin correspond a` l’heure de de´but du cre´neau :
∀i ∈ DR, T imin = max(T icfmu − 5min, T ipmin +Dirmin)
avec DR l’ensemble des de´parts re´gule´s
Le domaine des heures d’atterrissage est plus restreint : comme mentionne´ pre´ce´demment, une
heure d’arrive´e est fixe´e dans la demi-heure pre´ce´dente et ne peut eˆtre que tre`s le´ge`rement modifie´e.
Soient δatt le temps de de´calage maximal possible des atterrissages (en acce´le´rant ou en ralentissant
l’avion) et T iatt l’heure d’atterrissage pre´vue par le AMAN pour l’avion i :
∀i ∈ A

ti ∈ [T imin;T imax]
T imin = T
i
att − δatt
T imax = T
i
att + δatt
avec A l’ensemble des arrive´es.
Le domaine des variables se re´sume donc par :{ ∀i ∈ D, ti ∈ [T imin; +∞[
∀i ∈ A, ti ∈ [T imin;T imax]
avec D = DC ∪ DR l’ensemble des de´parts.
3.3.3 Contraintes
La limite supe´rieure des cre´neaux impose´s par le CFMU ne pouvant pas eˆtre conside´re´e comme
une contrainte du proble`me, les re`gles de se´paration sur les pistes sont les seules restantes : pour
chaque paire (i, j) d’avions, ces contraintes s’expriment par une relation logique faisant intervenir les
temps de se´paration minimaux entre les deux avions (Sepi/j si i est programme´ avant j et Sepj/i
sinon). Cependant, le classement des arrive´es e´tant connu a` l’avance et fixe, il n’est pas ne´cessaire de
ve´rifier la se´paration de leur ordre inverse car il est impossible qu’il soit choisi :{ ∀(i, j) ∈ A2, i < j ⇒ ti + Sepi/j ≤ tj
∀(i, j) ∈ {1, ..., N}2 −A2, i 6= j ⇒ ti + Sepi/j ≤ tj ou tj + Sepj/i ≤ ti
Par ailleurs, l’ajout d’une marge augmentant les temps de se´paration entre les avions peut eˆtre
e´tudie´e, dans le but d’ame´liorer la pertinence des se´quences calcule´es malgre´ les incertitudes lie´es
a` la phase de roulage des avions. L’ajout de cette marge entre chaque paire de mouvements serait
naturellement trop contraignante car elle impliquerait des de´lais aussi peu re´alistes que ne´cessaires en
pe´riode de pointe, comme illustre´ figure 3.3. En revanche, une cause importante de non-respect des
se´quences pre´vues provient du temps de libe´ration de l’aire de piste par les arrive´es, qui peut parfois
de´passer la minute (temps de libe´ration mesure´s entre 30 et 90 secondes). Le mouvement suivant
ne pouvant pas utiliser la piste tant que l’aire de piste n’est pas libe´re´e, la se´paration re´glementaire
initialement pre´vue peut s’ave´rer insuffisante. L’ajout d’une marge spe´cifique aux se´parations derrie`re
les arrive´es a` faible turbulence de sillage semble donc a priori une strate´gie judicieuse (cf. figure
3.3). Cette marge, note´e Matt apparaıˆt ainsi comme un nouveau parame`tre du proble`me et ajoute de
nouvelles contraintes :
Pour chaque arrive´e i a` faible turbulence de sillage,
∀j ∈ {1..N}, (ti + Sepi/j +Matt ≤ tj)
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temps
temps
Décollage
Marge après un décollage ou un atterrissage
Attente après le passage d’un avion
AtterrissageLégende :
FIG. 3.3 – Insertion d’une marge dans la se´quence
3.3.4 Crite`re d’optimisation
L’optimisation des se´quences de pistes peut avoir plusieurs objectifs et peut donc faire intervenir
diffe´rents crite`res :
– Les cre´neaux impose´s par le CFMU doivent eˆtre respecte´s au mieux, en e´vitant autant que
possible de programmer les mouvements concerne´s vers la fin de leur cre´neau.
– Le retard doit eˆtre globalement minimise´, ce qui peut s’exprimer en fonction du retard moyen,
du retard maximal, et qui peut e´galement eˆtre enrichi par une mesure d’e´quite´ entre les diffe´rents
avions.
Par ailleurs, certaines questions peuvent trouver diffe´rentes re´ponses selon l’ae´roport, le type de
trafic et les strate´gies d’exploitation mises en place :
– Doit-on conside´rer les long-courriers comme prioritaires ?
– Faut-il prendre en compte la cate´gorie des avions dans le crite`re ?
– Faut-il respecter rigoureusement les cre´neaux impose´s par le CFMU, quitte a` retarder de fac¸on
conse´quente l’ensemble des de´collages non re´gule´s ?
Ces diffe´rentes conside´rations ont conduit a` envisager le crite`re de fac¸on e´volutive, en le de´finissant
globalement comme une ponde´ration entre diffe´rentes mesures relatives aux objectifs ope´rationnels.
Dans le cadre de cette the`se, le crite`re expe´rimente´ ne concerne que les de´collages, car les domaines
de de´finition des heures d’atterrissage limitent fortement les retards occasionne´s (moins d’une minute
par arrive´e, selon la valeur du parame`tre δatt). Le crite`re a` minimiser s’exprime alors comme une
ponde´ration entre le retard des de´parts non-re´gule´s et les e´carts aux cre´neaux impose´s par le CFMU :
f((ti)1≤i≤N ) = xdc
∑
i∈DC
(ti − T imin) + xdr
∑
i∈DR
fcfmu(ti, T icfmu)
avec N le nombre d’avions.
Les coefficients xdc et xdr permettent de donner plus ou moins d’importance aux de´lais des de´parts
non re´gule´s et aux e´carts aux cre´neaux impose´s par le CFMU.
La fonction fcfmu mesure la pe´nalite´ correspondant a` un e´cart au cre´neau impose´ (figure 3.4) :
– Entre 5 minutes avant ou apre`s l’heure impose´e, aucune pe´nalite´ n’est retenue (respect satis-
faisant du cre´neau).
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ti
+10 min.
+5 min.
T icfmu
fcfmu
FIG. 3.4 – Crite`re pour les vols re´gule´s
temps
Atterrissage ou de´collage d’un avion
Feneˆtre de temps
t+20 minutes t+40 minutest+30 minutesInstant t de la simulation
FIG. 3.5 – Modification de l’espace de recherche en fonction de l’horizon de pre´diction
– Entre 5 et 10 minutes apre`s l’heure impose´e, la pe´nalite´ est croissante et mode´re´e (car une telle
programmation ne supporte aucun retard additionnel).
– Au dela` du cre´neau, la pe´nalite´ est fortement augmente´e (discontinuite´ de la fonction fcfmu)
pour rendre le respect des cre´neaux prioritaire par rapport aux de´lais des autres avions.
∀i ∈ DR

ti ∈ [T icfmu − 5min;T icfmu + 5min] ⇒ fcfmu = 0
ti ∈ [T icfmu + 5min;T icfmu + 10min] ⇒ fcfmu = ti − (T icfmu + 5min)
ti ∈ [T icfmu + 10min; +∞[ ⇒ fcfmu = 4× (ti − T icfmu)
3.4 Analyse du proble`me
3.4.1 Parame`tres
La complexite´ du calcul des se´quences de´pend de diffe´rents parame`tres, dont les principaux sont :
– L’horizon de pre´diction Hp, qui correspond a` la taille de la feneˆtre de temps e´tudie´e. Plus la
feneˆtre est petite, moins il y a d’avions conside´re´s, comme le montre la figure 3.5. Elle fait donc
varier le nombre de variables du proble`me et la qualite´ de l’optimisation qui sera effectue´e.
– La flexibilite´ des heures d’atterrissage δatt, qui correspond au temps de de´calage possible d’un
atterrissage. Lorsque ce parame`tre varie, les heures d’arrive´es peuvent eˆtre plus ou moins
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de´cale´es dans la se´quence. Cela affecte donc le nombre de permutations possibles entre les
avions et influence directement la taille de l’espace de recherche.
– La marge Matt, dont l’objectif est d’ame´liorer la pertinence de la se´quence. L’augmentation
de cette marge re´duit le nombre de permutations possibles car elle impose une plus grande
se´paration entre certains avions.
3.4.2 Espace de recherche
Les variables du proble`me sont les heures de chaque mouvement sur la piste. Elles sont de´finies sur
des domaines entiers, correspondant au mode`le de discre´tisation du temps utilise´ dans le simulateur,
soient des pas de temps e´le´mentaires de cinq secondes.
Afin de pouvoir quantifier la taille de l’espace de recherche, il faut de´terminer la borne supe´rieure
des heures a` programmer. Par de´finition, seuls les avions dont l’heure minimale d’acce`s a` la piste est
incluse dans l’horizon de pre´diction sont conside´re´s :
∀i, T imin ≤ Hp
Un des pires cas correspond a` une arrive´e et un ensemble de de´parts ayant la meˆme heure minimale
d’acce`s a` la piste, en fin d’horizon de pre´diction Hp. Dans ce cas, la solution optimale consiste a`
programmer les de´collages a` la suite les uns des autres en respectant les re`gles de se´paration. En
notant Sepmax le plus grand temps de se´paration pouvant eˆtre impose´ entre deux avions, on obtient
alors une borne supe´rieure des heures de de´collage :
∀i ∈ D, ti ≤ Hp + |D|Sepmax
Les domaines de de´finition des heures d’atterrissage sont des intervalles borne´s d’amplitude 2δatt.
La taille totale de l’espace de recherche peut donc eˆtre majore´e comme suit :
|ξ| ≤ (Hp + |D|Sepmax)|D| × (2δatt)|A|
La taille de l’espace de recherche apparaıˆt donc bien exponentielle par rapport au nombre d’avions
et aucune me´thode polynomiale n’est connue pour le re´soudre : la re´solution d’un tel proble`me peut
engendrer des temps de calcul prohibitifs meˆme lorsque le nombre d’avions est petit.
Une autre approche pour formaliser le proble`me consiste a` chercher l’ordre optimal des mouve-
ments sur la piste : les heures de de´collage et d’atterrissage des avions peuvent ensuite eˆtre de´duites
se´quentiellement, en fonction des temps de se´paration et des heures minimales d’acce`s a` la piste.
L’ordre des arrive´es e´tant initialement fixe´, le proble`me revient a` choisir l’ordre des de´parts, en les
inse´rant le plus toˆt possible et dans cet ordre dans la se´quence des arrive´es. La taille de l’espace de
recherche se re´duit ainsi au nombre de permutations possibles des de´parts :
|ξ| = O(|D|!)
Cette approche permet de re´duire la taille de l’espace de recherche, mais par association avec les
proble`mes d’ordonnancement largement documente´s [Woeginger 03], lorsque les contraintes ne sont
pas line´aires, le se´quencement des avions apparaıˆt comme un proble`me NP-complet et ne peut eˆtre
re´solu par des me´thodes exactes que pour des faibles valeurs de |D|.
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FIG. 3.6 – Feneˆtre de temps glissante
3.4.3 Re´solution par feneˆtre glissante
La limitation du nombre d’avions par l’horizon de pre´diction implique une re´ite´ration du processus
pour les avions qui n’ont pas encore e´te´ conside´re´s.
Dans ce but, un syste`me de feneˆtre glissante est mis en place : en notant ∆p le pas de de´calage
de la feneˆtre glissante (∆p ≤ Hp), la se´quence est calcule´e a` un instant t0 sur l’horizon Hp, puis
a` l’instant t1 = t0 + ∆p (a` nouveau sur l’horizon Hp). Les heures de de´collage ou d’atterrissage
des avions pre´vues dans l’intervalle de temps [t0; t1] sont alors conside´re´es fige´es et ne peuvent plus
eˆtre modifie´es. Le dernier mouvement programme´ avant t1 devient alors une contrainte forte pour le
premier avion conside´re´ dans la nouvelle situation, comme l’illustre la figure 3.6.
Le processus est alors re´ite´re´ pour t2 = t1 + ∆p et ainsi de suite.
3.4.4 Mesures sur le trafic re´el
Durant la journe´e du 22 mars 2002, l’ae´roport de Roissy Charles de Gaulle a e´te´ utilise´ par 1454
avions. Parmi ces derniers, on de´nombre 735 de´parts, dont 278 re´gule´s, et 719 arrive´es. Ces vols sont
re´partis sur les pistes comme suit :
– Piste 27 (banalise´e) : 313 de´parts, dont 78 re´gule´s, et 299 arrive´es,
– Piste 26R : 422 de´parts, dont 200 re´gule´s,
– Piste 26L : 420 arrive´es.
Les figures 3.7 et 3.8 pre´sentent le nombre maximal d’avions programme´s sur chaque piste en
fonction de l’horizon de pre´diction. Ces mesures sont extraites directement des plans de vol de´pose´s
(demandes des compagnies ae´riennes) et ne tiennent donc pas compte de l’effet d’accumulation pou-
vant survenir suite aux retards des avions. Dans ce cadre, on mesure une augmentation line´aire du
28 CHAPITRE 3. DE´FINITION DU PROBLE`ME
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 10  20  30  40  50  60
N
om
br
e 
d’
av
io
ns
Horizon de prédiction (minutes)
Répartition du trafic
Nombre maximum d’avions
Nombre maximum de décollages non régulés
Nombre maximum de décollages régulés
FIG. 3.7 – Nombre maximal d’avions en fonction de la taille de l’horizon, sur la piste 26R
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 50
 10  20  30  40  50  60
N
om
br
e 
d’
av
io
ns
Horizon de prédiction (minutes)
Répartition du trafic
Nombre maximum d’avions
Nombre maximum de décollages non régulés
Nombre maximum de décollages régulés
Nombre maximum d’atterrissages
FIG. 3.8 – Nombre maximal d’avions en fonction de la taille de l’horizon, sur la piste 27
3.5. CONCLUSION 29
nombre d’avions en fonction de la taille de l’horizon de pre´diction (de l’ordre de 45 mouvements
maximum programme´s par heure sur les deux pistes) et on peut remarquer qu’il y a un peu plus de
de´parts re´gule´s que de de´parts non re´gule´s sur la piste 26R spe´cialise´e, alors qu’il y en a beaucoup
moins sur la piste 27 banalise´e. On constate e´galement un nombre de de´collages e´quivalent au nombre
d’atterrissages sur cette dernie`re.
Les proble`mes de se´quences de pistes qui se posent a` chaque pe´riode de la journe´e sont de na-
ture varie´e, faisant intervenir des proportions variables d’atterrissages, de de´collages re´gule´s et de
de´collages non re´gule´s.
3.5 Conclusion
L’optimisation des se´quences de pistes sur un ae´roport comme Roissy est un proble`me ope´rationnel
devant eˆtre re´solu en temps re´el. Ce proble`me se formule assez naturellement comme un proble`me
d’ordonnancement avec des contraintes de se´paration en temps. Ce proble`me est cependant fortement
combinatoire avec le nombre d’avions implique´s et ne peut donc pas eˆtre re´solu directement pour le
trafic d’une journe´e entie`re.
En revanche, une approche par feneˆtres glissantes doit permettre de de´composer le proble`me
global sur chaque piste en sous-proble`mes de tailles abordables (correspondant a` des pe´riodes de
temps infe´rieures a` une heure) pour finalement calculer des se´quences de pistes comple`tes (com-
prenant tous les mouvements pre´vus sur la journe´e) et optimise´es sur chaque pe´riode.
Par ailleurs, la diversite´ des crite`res envisageables impose que la ponde´ration choisie reste e´volutive
et que la me´thode de re´solution a` de´finir doit e´viter d’utiliser des proprie´te´s propres a` un choix parti-
culier de crite`re.

Chapitre 4
Calcul d’une se´quence d’avions sur une
piste
4.1 Introduction
La formulation du proble`me lors du pre´ce´dent chapitre identifie l’ordonnancement des avions
sur les pistes comme un proble`me NP-complet. Il existe diverses me´thodes pour re´soudre de tels
proble`mes, chacune ayant ses spe´cificite´s et ses domaines d’application.
La premie`re section de ce chapitre pre´sente une partie de ces me´thodes, dans le but de de´terminer
celles qui semblent les plus adapte´es. Des algorithmes standards existent pour la re´solution de tels
proble`mes mais ne permettent pas toujours d’utiliser leurs proprie´te´s spe´cifiques. Les solutions trouve´es
par de tels algorithmes ne sont donc pas toujours optimales (cela de´pend de la formulation du proble`me)
et le temps de calcul peut eˆtre conse´quent. Dans ce contexte, l’utilisation d’une librairie existante est
expose´e, puis une dernie`re partie pre´sente un algorithme spe´cifique pour re´soudre le proble`me.
4.2 Me´thodes de re´solution envisageables
4.2.1 Algorithmes gloutons
Les algorithmes gloutons consistent a` trouver une solution a` un proble`me pas a` pas en faisant le
choix d’un optimum local a` chaque e´tape. En ge´ne´ral, ce choix est de´finitif et l’algorithme s’arreˆte de`s
qu’une solution est obtenue : cette dernie`re n’est donc pas toujours optimale. De ce fait, ce type d’al-
gorithme est plus souvent utilise´ comme heuristique (appele´e alors heuristique gloutonne), fournissant
une e´valuation rapide d’une sous-partie de l’espace de recherche pour orienter ou limiter l’exploration
d’un algorithme cherchant un optimum global.
Lorsqu’un algorithme glouton ne trouve pas de solution acceptable, un retour en arrie`re (dit back-
track) est possible pour trouver une solution admissible : cela consiste a` reprendre la re´solution a` une
e´tape pre´ce´dente et a` effectuer un autre choix.
Dans l’optimisation des se´quences d’avions par exemple, chaque e´tape peut correspondre a` l’af-
fectation de l’heure de de´collage (ou d’atterrissage) d’un avion. Dans un tel algorithme, la se´quence
d’avions obtenue pourra correspondre a` une se´quence de type premier arrive´, premier servi. Le pre-
mier avion aura donc son heure minimale d’acce`s a` la piste :
t1 = T 1min
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Le second se verra affecter son heure minimale d’acce`s, ou l’heure de de´collage du premier addi-
tionne´e du temps de se´paration si cela s’ave`re ne´cessaire :
t2 = max(T 2min, t1 + Sep1/2)
En e´tendant ce calcul a` chaque avion, on obtient une relation de re´currence :{
t1 = T 1min
∀i ∈ [2;N ], ti = max(T imin, ti−1 + Sepi−1/i)
Dans le cas d’une arrive´e (dont l’heure d’atterrissage est borne´e), il se peut que cette de´finition des
(ti)1≤i≤N ne soit pas admissible (T imax < ti) : dans ce cas, l’algorithme glouton doit revenir a` l’e´tape
pre´ce´dente (calcul de ti−1), en remontant le rang de l’arrive´e d’une position dans le classement.
Ce type d’algorithme permet ainsi d’obtenir rapidement une solution de type premier arrive´ pre-
mier servi, mais ne convient pas pour trouver une se´quence optimale.
4.2.2 Programmation dynamique
La programmation dynamique se base sur le principe de la de´composition d’un proble`me en
plusieurs sous-proble`mes : ce type d’algorithme part du postulat que la re´solution optimale de chaque
sous-proble`me ame`ne a` une solution globale optimale. Il est donc impossible de re´soudre des proble`mes
qui ne peuvent pas eˆtre de´compose´s avec une telle me´thode.
Chaque sous-proble`me pouvant eˆtre lui meˆme divise´ en plusieurs proble`mes, on obtient un arbre
de proble`mes, dont les feuilles repre´sentent les proble`mes les plus simples et la racine le proble`me
global. Dans la plupart des cas, certains proble`mes ont dans leur de´composition un sous-proble`me
commun.
Pour ne pas avoir a` re´soudre plusieurs fois les meˆmes sous-proble`mes, il convient donc de me´moriser
le re´sultat de chaque sous-proble`me de´ja` re´solu, dans des tableaux de me´morisation par exemple. Pour
cette raison, la programmation dynamique est utilise´e la plupart du temps sous la forme impe´rative et
non re´cursive, afin d’e´viter plusieurs appels re´cursifs non de´sirables sur un meˆme sous-proble`me.[Rust 06]
Le calcul de la suite de Fibonacci est un exemple tre`s utilise´ pour illustrer l’inte´reˆt de la re´cursivite´
en programmation dynamique. Cette suite est de´finie par re´currence comme suit :
F(1) = 1
F(2) = 1
F(n) = F(n− 1) + F(n− 2),∀n > 2
L’algorithme II.1 permet de calculer efficacement les e´le´ments de cette suite, en utilisant un tableau
Fibome´morisant chaque valeur calcule´e : en effet, le proble`me consistant a` calculer la valeur Fibo[n]
peut se de´composer en deux sous-proble`mes : calculer Fibo[n−1] et Fibo[n−2]. On obtient ainsi un
arbre tre`s redondant de proble`mes (Fibo[n− 2] sera re´utilise´ pour trouver Fibo[n− 1]) et les feuilles
sont les valeurs connues Fibo[2] = 1 et Fibo[1] = 1. L’utilisation d’un tableau me´morisant chaque
valeur permet donc d’e´viter de calculer un nombre exponentiel de fois chaque valeur.
Dans le cadre des se´quences d’avions sur les pistes, la de´composition du proble`me est difficile-
ment envisageable : meˆme si la conside´ration de se´quences partielles permettrait de re´duire con-
side´rablement l’espace de recherche (diminution du nombre d’avions), la fusion de deux se´quences
partielles (meˆme optimales) est un proble`me aussi complexe que le proble`me initial (l’ajout d’un seul
mouvement a` une se´quence peut totalement changer l’ordre optimal des avions.)
La programmation dynamique ne semble donc pas approprie´e a` notre cas.
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Fibonacci(n) :
soit Fibo : Tableau de n e´le´ments
Fibo[1]← 1
Fibo[2]← 1
pour i de 3 a` n, faire⌊
Fibo[i]← Fibo[i− 1]+Fibo[i− 2]
retourner Fibo[n]
Algorithme II.1: Fibonacci : calcul de la suite de Fibonacci par programmation dynamique.
4.2.3 Programmation line´aire
La programmation line´aire consiste a` maximiser une fonction line´aire L(X ) =tCX = ∑ni=1 cixi
avec 0 ≤ X et un ensemble de contraintes line´aires : AX ≤ B.
D’un point de vue ge´ome´trique, les contraintes line´aires forment un polytope dans l’espace de
recherche. Les optima locaux sont toujours atteints sur un sommet de ce polytope (ils peuvent s’e´tendre
sur les areˆtes ou meˆme les faces dans certains cas). L’objectif est donc de trouver un sommet du poly-
tope qui soit un optimum global.
Il existe de nombreux algorithmes de re´solution de proble`mes de programmation line´aire, dont les
principaux sont :
– L’algorithme du simplexe [Talbot 08] : l’exploration commence par une solution admissible
correspondant a` un sommet du polytope puis continue de sommets en sommets voisins, en pas-
sant donc d’un optimum local a` un autre qui ame´liore la fonction objectif. S’il existe plusieurs
sommets adjacents qui ame´liorent la fonction objectif, une fonction appele´e re`gle de pivotage
(de´finie au cas par cas) en choisit un. Lorsqu’il n’existe plus de sommet adjacent qui ame´liore
l’objectif, le sommet courant est un optimum global.
– La me´thode du point inte´rieur [Gondzio 01] : cette me´thode consiste a` partir d’un point inte´rieur
au polytope (ge´ne´ralement proche du centre) et a` se rapprocher d’un sommet optimal graˆce a`
diffe´rents me´canismes : on peut par exemple utiliser la me´thode affine scaling, qui consiste a`
maximiser le crite`re en re´duisant le domaine a` un ellipsoı¨de centre´ sur le point repre´sentant la
solution courante (la nouvelle solution trouve´e sera alors le centre d’un autre ellipsoı¨de et ainsi
de suite jusqu’a` l’optimum).
– La me´thode de ge´ne´ration de colonnes [Desaulniers 05, Huart 09] : cet algorithme de re´solution
de proble`mes de grande taille consiste a` de´composer l’ensemble des contraintes en sous-ensembles
et a` conside´rer seulement une partie des variables et des contraintes du proble`me. Au fur et a`
mesure de la re´solution, les variables et contraintes non prises en compte sont re´inte´gre´es une a`
une en re´ite´rant la re´solution a` chaque fois pour affiner la solution.
Dans le cadre du calcul d’une se´quence d’avions sur une piste, ni le crite`re de´fini dans la partie 5.2,
ni les contraintes sont line´aires : cela re´duit donc les possibilite´s d’utilisation de ce type d’algorithmes
pour re´soudre le proble`me.
4.2.4 Programmation par contraintes
Dans sa formulation ge´ne´rale, la programmation par contraintes [Papadimitriou 82, Horst 95] est
de´finie par un triplet (X ,D, C) :
– X = {x1, x2, ..., xn} : l’ensemble des variables du proble`me,
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FIG. 4.1 – Exemple d’arbre de solutions en programmation par contraintes
– D = D1 ×D2 × ...Dn : les domaines respectifs de ces variables,
– C = {c1, c2, ..., ck} : un ensemble de contraintes entre les variables.
Chaque contrainte est une relation logique entre certaines variables : elle peut se repre´senter
comme une paire (t, R) avec t un sous-ensemble de variables et R les domaines restreints par la
contrainte pour ces variables.
L’objectif est de de´terminer une valeur pour chaque variable qui respecte toutes les contraintes : la
recherche de solutions admissibles peut eˆtre repre´sente´e par un parcours d’arbre dont chaque niveau
de profondeur correspond a` l’affectation d’une valeur a` une variable. Posons par exemple :
X = {a, b, c, d}
D = {0, 1}4
C = {a 6= b, a+ c ≤ b, cd = 1}
On obtient l’arbre de choix repre´sente´ par la figure 4.1. La re´solution consiste a` parcourir cet
arbre en ve´rifiant le respect des contraintes a` chaque nœud et en propageant les contraintes aux nœuds
suivants pour re´duire les valeurs possibles des variables non encore traite´es. Dans l’exemple, le nœud
repre´sentant « a = 0, b = 0 » (deuxie`me nœud dans un parcours en profondeur) ne respecte pas la
contrainte « a 6= b » et l’exploration remonte alors d’un niveau (e´tude de la branche « a = 0, b = 1»).
Afin d’acce´le´rer la recherche, les contraintes peuvent eˆtre relaxe´es (ignore´es) : si on relaxe la con-
trainte « cd = 1 » de l’exemple cite´, la solution {a, b, c, d} = {0, 1, 1, 0} devient acceptable. Lorsque
l’arbre de recherche est tre`s grand, la relaxation de contraintes permet de trouver des affectations aux
variables proches de l’affectation optimale dans un temps re´duit. Une fois que des valeurs proches
de la solution ont e´te´ trouve´es, les contraintes sont resserre´es (a` nouveau prises en compte dans la
re´solution) progressivement afin d’obtenir une solution optimale.
La formulation d’un proble`me de minimisation sous contraintes peut s’effectuer par l’ajout
d’une variable supple´mentaire c repre´sentant le crite`re a` minimiser. Cette variable est alors associe´e a`
une contrainte repre´sentant une borne supe´rieure : c ≤ B. Le proble`me est alors re´solu par ite´rations
en modifiant la borne :
– la borne est re´duite lorsqu’une solution est trouve´e,
– elle est augmente´e dans le cas contraire.
La variation de cette borne peut s’effectuer soit avec un pas e´le´mentaire fixe, soit par dichotomie.
Ce type de re´solution (parcours d’arbre, re´duction d’arbre avec utilisation de bornes) est appele´
algorithme de branch & bound [Miquel 01] : le principe ge´ne´ral de ces algorithmes consiste a` trou-
ver une solution admissible dans l’arbre d’exploration des solutions, en utilisant e´ventuellement des
heuristiques pour choisir quelle(s) branche(s) explorer a` chaque e´tape.
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Dans le cas d’une se´quence d’avions sur une piste, deux formulations sont possibles :
– soit par l’interme´diaire des heures de de´collage et d’atterrissage a` trouver ;
– soit par l’interme´diaire du rang de chaque avion dans la se´quence.
Dans ces deux cas, les contraintes sont relatives aux temps de se´parations re´glementaires entre les
avions.
La programmation par contraintes semble donc eˆtre adapte´e au proble`me. Le nombre de con-
traintes et l’espace de recherche e´tant toutefois tre`s grands, l’utilisation de librairies standards de
programmation par contraintes peut s’ave´rer insuffisante : comme souvent, la mise au point d’un al-
gorithme de branch & bound spe´cifique au proble`me peut permettre de re´duire conside´rablement le
temps de calcul d’une solution.
4.3 Re´solution a` l’aide d’une librairie de programmation par contraintes
4.3.1 Principes des librairies de programmation par contraintes (PPC)
Les librairies de programmation par contraintes sont des solveurs parame´trables permettant a` l’u-
tilisateur de formaliser facilement un proble`me par ses variables, leurs domaines, les contraintes et
e´ventuellement un crite`re a` minimiser et des heuristiques de recherche. On peut citer, parmi les plus
connues :
– Ilog Cplex [IBM 10] : un moteur de programmation mathe´matique haute performance multi-
plate-formes de´veloppe´ par IBM. Il est principalement optimise´ pour re´soudre des proble`mes
de programmation line´aire (PL) ou de programmation line´aire en nombre entier (PLNE). Les
librairies sont disponibles afin d’inte´grer directement les solveurs dans un code C, C++, Java ou
encore .NET. Cependant un environnement complet (CPLEX Studio Integrated Development
Environment) est mis a` disposition des utilisateurs afin d’utiliser un langage OPL (Optimization
Programming Language) de plus haut niveau pour re´soudre leurs proble`mes.
– Choco [EMN 10] : une librairie de programmation par contraintes libre d’acce`s, de´veloppe´e en
Java par l’E´cole des Mines de Nantes. Elle propose diverses me´thodes de re´solution telles que
des me´thodes de satisfaction (calcul d’une solution, de toutes les solutions ou par ite´ration sur
l’ensemble des solutions) ou encore des me´thodes d’optimisation (maximisation ou minimisa-
tion). Choco est donc une librairie ge´ne´rale de programmation par contraintes (en comparaison
avec CPLEX qui est optimise´ pour la PL et la PLNE).
– FaCiLe [CENA 05] : une librairie de programmation par contraintes libre d’acce`s, de´veloppe´e
en Ocaml a` l’ENAC. Sa description fait l’objet de la section suivante.
4.3.2 Description ge´ne´rale de la librairie Facile
FaCiLe est une librairie de programmation par contraintes sur les domaines finis (entiers ou en-
sembles d’entiers). Elle inte`gre les fonctionnalite´s habituelles de cre´ation et de manipulation de vari-
ables, d’expressions arithme´tiques, de contraintes (e´ventuellement non line´aires), de contraintes glob-
ales (contraintes s’exprimant sur l’ensemble des variables, comme la diffe´rence, la cardinalite´, le tri,
etc.) et d’heuristiques de recherche.
Lorsque cette librairie est inte´gre´e directement dans son langage de de´veloppement, elle tire parti
de tous les avantages du compilateur Ocaml :
– infe´rence de type et typage statique strict,
– polymorphisme,
– production de code natif optimise´ (pour la plupart des plates-formes),
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– gestion automatique de la me´moire.
Cette librairie permet donc d’effectuer rapidement du prototypage et des expe´rimentations sur
des proble`mes de programmation par contraintes. Pour toutes ces raisons, et parce que le simulateur
de trafic ae´roportuaire est e´galement e´crit en OCaml, cette librairie a e´te´ retenue pour la premie`re
imple´mentation du proble`me des se´quences d’avions sur une piste.
4.3.3 Imple´mentation du proble`me des se´quences d’avions
La premie`re e´tape consiste a` de´finir les variables du proble`me, en leur associant un domaine fini.
Cela ne´cessite la de´finition d’une borne supe´rieure Tsup des heures a` programmer : cette borne peut
eˆtre de´finie comme celle calcule´e au chapitre pre´ce´dent pour estimer la taille de l’espace de recherche
(partie 3.4.2) :
Tsup = H + |D|Sepmax
avec D l’ensemble des de´parts et Sepmax le temps de se´paration maximal pouvant eˆtre impose´ entre
deux avions. Les variables (ti)1≤i≤N (heures de de´collage ou d’atterrissage) sont ainsi de´finies sur
un domaine correspondant a` un intervalle fini d’entiers :{ ∀i ∈ A, ti ∈ [T imin; T imax], comme cela a e´te´ de´fini au 3.3.2
∀i ∈ D, ti ∈ [T imin; Tsup]
Les contraintes de se´paration ne diffe`rent pas de celles qui sont de´finies au 3.3.3, l’ordre des
arrive´es e´tant connu, la ve´rification de leurs se´parations s’effectue unilate´ralement. En revanche cette
ve´rification reste bilate´rale pour les de´parts :{ ∀(i, j) ∈ A2, i < j ⇒ ti + Sepi/j ≤ tj
∀(i, j) ∈ {1, ..., N}2 −A2, i 6= j ⇒ ti + Sepi/j ≤ tj ou tj + Sepj/i ≤ ti
Cela repre´sente donc au total :
N(N − 1)
2
contraintes
Le crite`re a` minimiser est de´fini comme la somme des pe´nalite´s associe´es aux heures de de´collage :
cela peut eˆtre imple´mente´ en ajoutant, pour chaque de´part i ∈ D, une variable ci associe´e a` des con-
traintes de de´finition :
– pour un de´part i non re´gule´ :
ci = ti − T imin
– pour un de´part i re´gule´, en de´finissant T0 = max(T imin, T
i
cfmu + 5min.) :
ti ≤ T0 ⇒ ci = 0
ti ≤ T icfmu + 10min.⇒ ci = ti − T0
ti > T
i
cfmu + 10min.⇒ ci = 4(ti − T0)
Une fois toutes ces variables et contraintes de´finies, le solveur de FaCile peut eˆtre utilise´ directe-
ment pour minimiser la somme des ci. Cette imple´mentation est tre`s rapide a` effectuer mais n’utilise
pas d’heuristique particulie`re pour orienter la recherche : les temps de calcul d’une solution risquent
donc d’eˆtre rapidement trop grand lorsque le nombre d’avions augmente, meˆme si la librairie garantit
toujours l’obtention d’un optimum global du proble`me.
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FIG. 4.2 – Arbre de permutations
4.4 E´laboration d’un algorithme spe´cifique
4.4.1 Principes
L’approche par classement (comme de´finie au 3.4.2) change la formulation du proble`me : les
variables ne sont plus les heures de de´collage et d’atterrissage mais le rang de chaque avion dans la
se´quence. L’arbre de recherche est donc re´duit aux permutations possibles des avions comme l’illustre
la figure 4.2 pour quatre mouvements. Les heures de de´collage et d’atterrissage peuvent eˆtre de´duites
du classement en positionnant chaque avion le plus toˆt possible apre`s celui qui le pre´ce`de.
La de´finition d’un algorithme de branch & bound spe´cifique doit ainsi permettre d’explorer rapi-
dement des classements inte´ressants en utilisant des heuristiques adapte´es au proble`me.
4.4.2 Premie`re mise en œuvre de l’algorithme
Chaque nœud de l’arbre des permutations correspond a` une se´quence d’avions de´ja` positionne´s (au
cours de l’exploration des nœuds supe´rieurs) et a` un ensemble d’avions non encore traite´s (ceux qui
le seront dans le reste de la branche a` parcourir). Pendant l’exploration de l’arbre, chaque nœud peut
donc eˆtre associe´ au couˆt de la se´quence partielle construite a` ce point. Ce couˆt fournit un minorant du
couˆt des se´quences pouvant eˆtre construites a` partir de ce nœud (car l’ajout des autres avions dans la
se´quence ne fera qu’augmenter son couˆt) : si ce couˆt s’ave`re supe´rieur ou e´gal au couˆt de la meilleure
solution de´ja` trouve´e, la suite de la branche n’a pas besoin d’eˆtre explore´e.
En conse´quence, l’exploration de l’arbre sera conside´rablement re´duite si des solutions proches
de l’optimum sont rapidement trouve´es : l’ordre dans lequel les diffe´rents classements sont explore´s a
une grande importance sur le nombre de nœuds qui seront effectivement visite´s. Un ordre de parcours
intuitif consiste a` partir du classement premier arrive´, premier servi, car dans le cas ou` ce classement
respecte les contraintes de se´paration, il constitue le meilleur classement possible : les de´lais des
de´parts non re´gule´s sont nuls et les cre´neaux sont respecte´s au mieux. Aucune pe´nalite´ n’e´tant associe´e
aux heures d’atterrissages, il semble par ailleurs judicieux de chercher initialement a` les positionner
le plus tard possible pour pouvoir inse´rer un maximum de de´collages plus toˆt. Un classement initial
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peut ainsi eˆtre de´fini en fonction des (ti)1≤i≤N suivants :{ ∀i ∈ D, ti = T imin
∀i ∈ A, ti = T imax
De plus, cette de´finition du classement initial permet de re´duire l’ensemble des avions pouvant
effectivement eˆtre positionne´s au rang suivant, a` chaque e´tape du parcours : en effet, les arrive´es
e´tant initialement classe´es en fonction de l’heure maximale d’atterrissage, aucun de´collage classe´
ulte´rieurement ne peut eˆtre inse´re´ plus toˆt (car son heure minimale de de´collage est supe´rieure a`
l’heure maximale d’atterrissage de l’arrive´e). Ainsi, si l’ensemble des avions restant a` inse´rer dans
la se´quence reste classe´ dans l’ordre initial, un sous-ensemble d’avions candidats au rang suivant
peut eˆtre extrait rapidement (complexite´ line´aire) puisqu’il s’agit des premiers d’entre eux (jusqu’au
prochain atterrissage).
Enfin, une ame´lioration supple´mentaire de l’algorithme consiste a` ve´rifier que le prochain atterris-
sage restant a` traiter (s’il y en a un) peut toujours eˆtre inse´re´, en le comparant au dernier mouvement
positionne´. Cette ve´rification peut eˆtre effectue´e pendant le calcul des avions candidats au rang suivant
et permet d’abandonner plus rapidement de nombreuses branches sans solution.
Sequence(E) : (E : avions a` se´quencer, dans l’ordre initial)
Candidats(S,R) : (S : se´quence partielle,R : avions restant a` se´quencer)
siR contient au moins une arrive´e alors
soient (ri)1≤i≤n les e´le´ments deR
soit a indice de la premie`re arrive´e deR
si S 6= ∅ alors soit d : dernier e´le´ment de S et td : son heure associe´esi T ramax < td + Sepd/ra alors retourner ∅
sinon retourner (ri)1≤i≤a
sinon retourner (ri)1≤i≤a
sinon retournerR
soit Cmax : +∞ (Couˆt de la meilleure solution trouve´e)
soit Solution : ∅ (Meilleure solution trouve´e)
Explorer(S,R) : (S : se´quence partielle,R avions restant a` se´quencer)
soit CS : couˆt de la se´quence partielle S
si CS < Cmax alors
siR = ∅ alors⌊
Cmax← CS
Solution← S
sinon pour chaque a ∈ Candidats(S,R), faire Explorer(S + a,R− a)
Explorer(∅, E)
retourner Solution
Avec S + a : se´quence obtenue en ajoutant a a` la fin de S
R− a : listeR prive´e de a
Algorithme II.2: Sequence : calcul de la meilleure se´quence d’avions sur une piste
L’algorithme II.2 correspond ainsi a` une premie`re version du parcours de l’arbre des permutations
en profondeur, prenant en compte les restrictions introduites ci-dessus. Cet algorithme sert de base
a` l’algorithme final, qui utilise d’autres proprie´te´s particulie`res au proble`me pour re´duire encore l’-
exploration, comme cela est de´taille´ dans la partie suivante. Dans sa version initiale, l’algorithme se
de´compose en deux fonctions :
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– La fonction Candidats extrait de la liste R des avions restant a` traiter ceux qui peuvent eˆtre
positionne´s imme´diatement a` la suite de la se´quence partielle S. Si le prochain atterrisage a`
traiter s’ave`re incompatible avec la se´quence partielle, la fonction retourne l’ensemble vide.
– La fonction Explorer visite re´cursivement tous les nœuds de l’arbre, en descendant toutes les
branches devant eˆtre explore´es : a` chaque e´tape, le couˆt de la se´quence partielle est compare´e au
couˆtCmax de la meilleure solution trouve´e a` ce point. Tant que le couˆt partiel est infe´rieur a` cette
borne, chaque avion de la liste des candidats (maintenue dans l’ordre initial) est successivement
ajoute´ a` la se´quence partielle (et supprime´ de la liste des avions non traite´s) pour former un
nouveau nœud a` explorer.
4.4.3 Ame´lioration de l’algorithme
Comme souvent dans les proble`mes d’ordonnancement, l’e´tude de proprie´te´s particulie`res au
proble`me permet de re´duire l’espace de recherche a` parcourir. Dans le cas d’une se´quence d’avions sur
une piste, trois diffe´rents types d’ame´liorations de l’algorithme ont e´te´ envisage´es et sont pre´sente´es
dans cette partie.
Affinement du minorant du couˆt
Le minorant utilise´ dans l’algorithme II.2 pour e´valuer le couˆt des se´quences pouvant eˆtre con-
struites a` partir de chaque nœud de l’arbre peut eˆtre affine´, car le couˆt f i associe´ a` chaque avion i est
toujours une fonction croissante de son heure de programmation ti : ainsi, un minorant cimin du couˆt
associe´ a` chaque avion restant i peut eˆtre calcule´ : il correspond au couˆt qui serait associe´ a` cet avion
s’il e´tait positionne´ le plus toˆt possible apre`s le dernier avion a de la se´quence partielle S :
∀i ∈ R, cimin = f i(max(T imin, ta + Sepa/i))
Un minorant Cmin du couˆt de toutes les se´quences pouvant eˆtre construites a` partir d’un nœud de
l’arbre, caracte´rise´ par la se´quence partielle S et la liste d’avions non encore positionne´s R est alors
donne´ par :
Cmin = CS +
∑
i∈R
cimin
Lorsque ce minorant est supe´rieur ou e´gal au couˆt de la meilleure solution trouve´e, la branche n’a pas
besoin d’eˆtre explore´e.
De´tection de syme´tries du proble`me
Les contraintes et le crite`re du proble`me sont de´finis en fonction des trois types de mouvements
devant eˆtre se´quence´s (arrive´es, de´parts non re´gule´s, de´parts re´gule´s) et de leurs cate´gories de turbu-
lences de sillage (le´ge`re, moyenne ou haute). L’ordre entre certaines paires d’avions « e´quivalents »
(meˆme type et meˆme cate´gorie) peut donc eˆtre fixe´ de´finitivement, sans que cela n’empeˆche d’obtenir
une se´quence optimale, puisque les contraintes et le crite`re associe´ aux deux avions sont identiques :
– Tout d’abord, l’ordre des arrive´es ne peut eˆtre modifie´ (mais cette contrainte est de´ja` inte´gre´e
dans la version initiale de l’algorithme).
– Deux de´collages non re´gule´s de meˆme cate´gorie de turbulence de sillage peuvent eˆtre syste´ma-
tiquement programme´s dans l’ordre de leurs heures minimales de de´collage (car dans l’ordre
inverse, le de´lai re´sultant ne pourrait en aucun cas eˆtre strictement infe´rieur). Le classement
initial de´fini au 4.4.2 peut donc eˆtre conside´re´ comme de´finitif dans ce cas.
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FIG. 4.3 – Branches sous-optimales pouvant eˆtre supprime´es
– Il en est de meˆme entre deux de´collages re´gule´s de meˆme cate´gorie, si leurs cre´neaux CFMU
sont classe´s dans le meˆme ordre que leurs heures minimales de de´collage, car le crite`re associe´
a` ce type de mouvement est la meˆme fonction croissante, de´finie en fonction de l’heure de
de´collage impose´e par le CFMU.
Suppression de branches sous-optimales
Au cours de l’exploration de chaque nœud de l’arbre, une dernie`re ame´lioration de l’algorithme
concerne les avions non encore traite´s, lorsque l’un d’entre eux, note´ i, peut eˆtre positionne´ au rang
n+ 1 (soit apre`s le dernier avion d de la se´quence partielle S), sans en retarder un second, note´ j :
∃(i, j) ∈ R2, ti + Sepi/j ≤ T jmin, avec ti = max(T imin, td + Sepd/i)
Le couˆt associe´ a` l’avion i e´tant une fonction croissante de son heure de de´collage ou d’atterrissage,
il ne peut eˆtre be´ne´fique de positionner l’avion j au rang n+ 1 apre`s la se´quence partielle S, car cela
retarderait l’avion i sans avancer l’avion j, comme illustre´ figure 4.3. Dans ce cas, l’avion j peut donc
eˆtre retire´ de l’ensemble des candidats au rang n+ 1 (bien que l’ordre entre l’avion i et l’avion j dans
la se´quence optimale ne soit pas connu a` ce stade).
4.4.4 Version finale de l’algorithme
Les ame´liorations de´crites dans la partie pre´ce´dente sont mises en place dans l’algorithme II.3,
par l’ajout de deux nouvelles fonctions a` l’algorithme II.2 :
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Sequence Opt(E) :
Heuristique(S,R) : (minorant du couˆt engendre´ par les avions deR apre`s S)⌊
retourner
∑
a∈R couˆt de a juste apre`s S
Ameliorable(S, i, j) : (teste si j peut eˆtre mieux que i juste apre`s S)
soit ti : heure au plus toˆt de i juste apre`s S
si ti + Sepi/j ≤ T jmin alors retourner Faux
sinon si i est une arrive´e alors retourner Faux
sinon si j est une arrive´e alors retourner Vrai
sinon si cate´gorie(i) 6= cate´gorie(j) alors retourner Vrai
sinon si i et j sont deux de´parts non re´gule´s alors retourner Faux
sinon si i et j sont deux de´parts re´gule´s alors retourner T jcfmu < T
i
cfmu
sinon retourner Vrai
Candidats(S,R) : (avions deR pouvant candidater juste apre`s S)⌊
retourner {rj ∈ R | ∀i < j, Ameliorable(S, ri, rj)}
soit Cmax : +∞ (Couˆt de la meilleure solution trouve´e)
soit Solution : ∅ (Meilleure solution trouve´e)
Explorer(S,R) : (S : se´quence partielle,R : avions restant a` se´quencer)
soit CS le couˆt de la se´quence partielle S
si CS+ Heuristique(S,R) < Cmax alors
siR = ∅ alors⌊
Cmax← CS
Solution← S
sinon pour chaque a ∈ Candidats(R), faire Explorer(S + a,R− a)
Explorer(∅, E)
Avec S + a : se´quence obtenue en ajoutant a a` la fin de S
R− a :R prive´e de a
Algorithme II.3: Sequence Opt : calcul optimise´ de la meilleure se´quence d’avions
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– La fonction Heuristique permet de calculer le minorant du couˆt restant a` ajouter pour obtenir
une se´quence comple`te a` partir de la se´quence partielle en cours.
– La fonction Ameliorable permet de se´lectionner les avions devant eˆtre retenus pour eˆtre can-
didat au rang suivant dans l’exploration en profondeur (afin d’e´liminer les cas syme´triques et
de supprimer les branches sous-optimales de l’arbre).
4.5 Conclusion
L’utilisation d’une librairie standard de programmation par contraintes permet d’obtenir aise´ment
un algorithme fonctionnel, en de´crivant simplement les variables, les contraintes et le crite`re du
proble`me. Cependant, le programme obtenu de cette manie`re risque d’aboutir a` des temps de cal-
culs rapidement prohibitifs lorsque le nombre d’avions augmente, car aucune proprie´te´ particulie`re du
proble`me n’est e´tudie´e pour re´duire l’exploration.
L’e´laboration d’un algorithme spe´cifique permet au contraire de mode´liser une approche par
classement des avions, a priori plus efficace : le classement initial des avions doit permettre d’une
part l’obtention de bonnes solutions de`s le de´but de la recherche, mais e´galement la de´tection des cas
syme´triques et la suppression de nombreux sous-espace non optimaux.
La performance et les re´sultats de ces deux algorithmes sont compare´s au prochain chapitre.
Chapitre 5
Applications et re´sultats
5.1 Introduction
Ce chapitre pre´sente les re´sultats obtenus dans le cadre de l’optimisation de se´quences d’avions
sur les pistes. Il a pour but de comparer et d’e´valuer les deux me´thodes de re´solution e´labore´es au
chapitre pre´ce´dent et de pre´ciser les valeurs envisageables pour chaque parame`tre.
En premier lieu, les deux me´thodes de re´solution sont applique´es a` des se´quences d’avions rela-
tives a` des situations de trafic re´elles et charge´es. Leur efficacite´ est compare´e en terme de temps de
calcul par rapport au nombre d’avions, puis les de´lais et le respect des cre´neaux impose´s par le CFMU
sont mesure´s en fonction du crite`re et des parame`tres. La dernie`re partie introduit l’utilisation d’une
feneˆtre glissante pour le calcul de se´quences sur une journe´e comple`te, afin d’e´tudier l’effet de l’hori-
zon de pre´diction et de mesurer plus globalement les effets du crite`re et des diffe´rents parame`tres.
5.2 Exemples de calculs de se´quences
5.2.1 Pre´sentation
L’objectif de cette premie`re partie est d’e´valuer l’efficacite´ des me´thodes de re´solution en terme
de temps de calcul, ainsi que les valeurs envisageables pour les diffe´rents parame`tres (coefficients
de´finissant le crite`re, flexibilite´ des heures d’atterrissage et marge derrie`re un atterrissage). Dans ce
cadre, la variation de chaque parame`tre est e´tudie´e individuellement, en conservant les autres valeurs
constantes. Chaque parame`tre est donc associe´ a` une valeur par de´faut, en fonction des pratiques ou
des objectifs ope´rationnels :
– Coefficients de´finissant le crite`re (cf. 3.3.4) : xdc = xdr = 1 (soit une pe´nalisation e´quivalente
des de´lais des de´parts non re´gule´s et des de´parts re´gule´s) ;
– Flexibilite´ des heures d’atterrissage : ± 30 secondes ;
– Marge derrie`re un atterrissage (en cas de libe´ration de piste tardive) : 5 secondes supple´mentaires
(soit 65 secondes minimum entre un atterrissage et le mouvement suivant).
Afin d’eˆtre comparables, les re´sultats pre´sente´s dans cette partie sont calcule´s a` partir des meˆmes
donne´es, issues des enregistrements de trafic e´coule´ sur l’ae´roport de Paris Charles de Gaulle, la
journe´e du 22 mars 2002 : cette journe´e est se´lectionne´e car elle correspond a` un trafic charge´, avec une
exploitation en mode banalise´ (de´collages et atterrissages) de la piste 27 et une exploitation en mode
spe´cialise´ (uniquement des de´collages) de la piste 26R, ce qui assure diffe´rents types de se´quences
d’avions a` optimiser. Les donne´es de´crivent :
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FIG. 5.1 – Temps de calcul des diffe´rentes me´thodes
– l’heure a` laquelle chaque de´part pre´vu est sense´ eˆtre preˆt a` libe´rer son parking ;
– le temps de roulage minimal restant pour chaque de´part (pre´vu ou en cours), calcule´ a` partir des
voies de circulation de l’ae´roport, dans sa configuration re´elle ;
– les heures d’atterrissage pre´vues par l’AMAN ;
– les temps de se´paration impose´s entre avions sur la piste, de´finis en fonction des types et des
cate´gories des avions utilise´s.
Pour chacune des deux pistes 27 et 26R, une situation correspondant a` un nombre maximal
d’avions est choisie :
– La situation a` 12h30 pour la piste 27, avec 42 mouvements programme´s dans l’heure qui suit :
12 de´parts non re´gule´s, 15 de´parts re´gule´s et 15 arrive´es.
– La situation a` 11h50 pour la piste 26R, avec 43 de´parts programme´s dans l’heure : 16 de´parts
non re´gule´s et 27 de´parts re´gule´s.
5.2.2 Comparaison des deux me´thodes
La figure 5.1 pre´sente les temps de calcul des deux me´thodes de re´solution en fonction du nombre
d’avions conside´re´s pour la piste 27 (a` gauche) et pour la piste 26R (a` droite). On constate que la
me´thode par classement, e´labore´e spe´cifiquement pour ce proble`me obtient des temps de calcul bien
meilleurs que ceux obtenus en utilisant directement la librairie FaCiLe. Cela montre l’inte´reˆt des pro-
prie´te´s particulie`res utilise´es dans la me´thode par classement pour re´duire le nombre de permutations
explore´es.
Lorsque les deux me´thodes aboutissent, les se´quences trouve´es ne sont pas toujours les meˆmes
mais correspondent bien au meˆme optimum du crite`re (comme illustre´ figure 5.2) : l’utilisation, meˆme
sans heuristique particulie`re, de la librairie FaCiLe permet ainsi de ve´rifier que la me´thode par classe-
ment, bien que n’explorant qu’une partie re´duite de l’espace de recherche, trouve bien un optimum.
Les temps de calcul obtenus avec la librairie FaCiLe peuvent certainement eˆtre largement ame´liore´s
en guidant l’exploration par la mise en place d’heuristiques, soit ge´ne´rales (largement documente´es
pour les proble`mes classiques d’ordonnancement de taˆches [Minton 93, Laborie 07]), soit spe´cifiques
telles que la prise en compte de la se´quence premier arrive´, premier servi dans notre cas). Les temps de
calcul obtenus avec la me´thode par classement e´tant largement satisfaisants pour un nombre d’avions
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FIG. 5.2 – Valeur du crite`re pour chaque me´thode
en rapport avec les besoins ope´rationnels, l’utilisation de la librairie Facile n’a pas e´te´ approfondie
dans le cadre de cette the`se et toutes les se´quences d’avions e´tudie´es par la suite sont calcule´es avec
l’algorithme par classement.
5.2.3 Influence du crite`re
Trois ponde´rations des de´lais affecte´s aux heures de de´collage sont envisage´es pour le crite`re
global, en affectant diffe´rentes valeurs aux coefficients de´finissant le crite`re (cf. 3.3.4) :
– La premie`re, note´e Ce correspond a` celle fixe´e par de´faut, qui pe´nalise de fac¸on e´quivalente les
de´lais des de´parts re´gule´s et non re´gule´s :
Ce : xdc = xdr = 1
– La seconde, note´e Cr, consiste a` pe´naliser davantage la programmation d’heures de de´collage
en fin de cre´neau impose´ par le CFMU, afin de limiter le nombre de ces cas et d’e´viter que des
cre´neaux ne soient finalement rate´s pour cause de retard additionnel au roulage :
Cr : xdc = 1, xdr = 2
– A` l’inverse, la dernie`re ponde´ration, note´e Cd consiste a` pe´naliser plus fortement le de´lai des
de´parts non re´gule´s, pour donner priorite´ a` la minimisation des de´lais des de´parts non re´gule´s,
au risque que certains de´collages soumis a` cre´neau soient programme´s en fin de pe´riode de
tole´rance :
Cd : xdc = 2, xdr = 1
Les de´lais inflige´s aux de´parts non re´gule´s sont pre´sente´s en fonction de chaque crite`re sur la
figure 5.3 et sont compare´s avec les de´lais inflige´s par la se´quence premier arrive´, premier servi (note´e
FCFS) :
– En optimisant la se´quence, le de´lai des de´parts sur la piste 26R repre´sente moins d’un tiers du
de´lai engendre´ par la se´quence premier arrive´, premier servi.
– La piste 27 e´tant exploite´e en mode banalise´, la re´duction des de´lais est moins importante (les
heures d’atterrissage sont peu flexibles et fixent partiellement la se´quence).
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FIG. 5.4 – Programmation des cre´neaux en fonction du crite`re
– Parmi les diffe´rentes ponde´rations e´tudie´es, on ve´rifie que le crite`re Cd est celui qui re´duit le plus
les de´lais des de´parts non re´gule´s. Cela s’explique par le fait que les de´collages programme´s en
fin de cre´neau impose´ (entre +5 et +10 minutes apre`s l’heure impose´e) sont moins pe´nalise´s,
ce qui permet aux de´parts non re´gule´s d’eˆtre programme´s plus toˆt.
Lorsqu’il y a un grand nombre de de´parts re´gule´s (comme sur la piste 26R), les cre´neaux de
de´collage impose´s par le CFMU sont naturellement moins bien respecte´s dans la se´quence premier
arrive´, premier servi, comme le montre la figure 5.4.
De plus, on constate que le nombre de cre´neaux non respecte´s est le meˆme pour chaque ponde´ration
e´tudie´e. En revanche, le nombre de cre´neaux programme´s tardivement augmente avec les crite`res Ce
et Cd.
La variation des de´lais et du respect des cre´neaux en fonction du crite`re pour une situation
pre´cise apparaıˆt relativement faible : le compromis entre la re´duction des de´lais et le respect des
cre´neaux impose´s par le CFMU semble ainsi acceptable pour les trois crite`res de´finis et le crite`re
initial (ponde´ration e´quivalente entre de´parts re´gule´s et non re´gule´s) peut donc eˆtre conserve´.
5.2.4 Influence de la flexibilite´ et de la marge
Les parame`tres de flexibilite´ des heures d’atterrissage et de marge derrie`re un atterrissage n’inter-
viennent que pour la piste 27 en mode banalise´ : l’objectif de ces mesures est de quantifier la variation
du de´lai et du respect des cre´neaux impose´s par le CFMU.
La figure 5.5 montre le de´lai impose´ aux de´parts non re´gule´s dans la situation e´tudie´e. On ve´rifie
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FIG. 5.5 – De´lai des de´parts en fonction de la marge et de la flexibilite´ (piste 27 a` 12h30)
naturellement que plus la flexibilite´ est grande et la marge faible, plus le de´lai est re´duit : la marge
augmente certaines se´parations et la flexibilite´ augmente les de´calages possibles des atterrissages, ce
qui donne plus de possibilite´s pour optimiser la programmation des de´collages.
Il faut alors faire un compromis entre la re´duction du de´lai et le re´alisme des se´quences d’avions
ainsi programme´es : une flexibilite´ au dela` de ±30 secondes est ope´rationnellement difficile a` mettre
en œuvre et une marge nulle risque d’aboutir trop souvent a` des se´quences non re´alisables.
La figure 5.6 montre la fac¸on dont sont programme´s les de´collages re´gule´s en fonction de la
marge et de la flexibilite´. On constate que le nombre de cre´neaux rate´s est plus e´leve´ lorsque la
flexibilite´ est nulle : les possibilite´s d’insertion de de´parts (re´gule´s ou non) entre les atterrissages de-
viennent insuffisantes. Lorsque la flexibilite´ est supe´rieure a` ±15 secondes, le nombre de cre´neaux
rate´s (quelque soit la marge) reste constant mais les de´lais ge´ne´re´s diminuent encore sensiblement (cf.
figure 5.5). Il est donc profitable d’augmenter la flexibilite´ autant que possible, en fonction des possi-
bilite´s ope´rationnelles. La valeur de ±30s indique´e par de´faut permet de re´duire significativement les
de´lais.
La marge influence peu le nombre de cre´neaux rate´s mais augmente fortement les de´lais (cf. figure
5.5) : a` moins de vouloir absolument privile´gier la pertinence des se´quences calcule´es au de´triment
des de´lais ge´ne´re´s, une marge supe´rieure a` 5 secondes semble inapproprie´e.
5.3 Calcul d’une se´quence sur une journe´e comple`te
5.3.1 Principes
Les mesures effectue´es dans la partie pre´ce´dente sont relatives a` une situation particulie`re sur
chaque piste : il apparaıˆt ne´cessaire de les confirmer en cherchant a` optimiser les se´quences d’avions
sur une journe´e comple`te de trafic et d’e´tudier leur sensibilite´ a` diffe´rents horizons de pre´diction.
Dans ce cadre, les se´quences d’avions sont construites par ite´rations sur des pe´riodes glissantes de
la journe´e. Ces ite´rations sont effectue´es en fonction des deux parame`tres supple´mentaires de´finis au
3.4.3 :
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FIG. 5.6 – Programmation des cre´neaux en fonction de la marge et de la flexibilite´ (piste 27 a` 12h30)
– L’horizon de pre´diction Hp correspond a` la taille des pe´riodes sur lesquelles chaque se´quence
est optimise´e par la me´thode par classement. Sa valeur par de´faut est fixe´e a` 30 minutes.
– Le pas de re´solution correspond au de´calage ∆p < Hp de la pe´riode, entre chaque calcul de
se´quence (en pratique, on prendra ∆p <
Hp
2 , pour des valeurs de Hp variant de 5 minutes a` 60
minutes).
Les calculs sont effectue´s en utilisant les plans de vol re´els de la meˆme journe´e (22 mars 2002
a` Roissy Charles de Gaulle) : on retrouve donc la piste 27 en mode banalise´, la piste 26R en mode
spe´cialise´ (pour les de´parts) et les parame`tres (coefficients du crite`re, flexibilite´ et marge) conservent
leurs valeurs par de´faut.
5.3.2 Influence de l’horizon
La figure 5.7 pre´sente le de´lai moyen et le de´lai maximal par avion (sur la journe´e), en fonction
de l’horizon de pre´diction. On ve´rifie que plus l’horizon de pre´diction est grand, plus les de´lais sont
re´duits, mais la re´duction du de´lai moyen reste tre`s faible (un horizon de pre´diction de 5 minutes ne
ge´ne`re que deux secondes de de´lai moyen supple´mentaire, compare´ a` un horizon de 30 minutes). Le
ve´ritable apport d’un horizon de pre´diction de l’ordre de 30 minutes est donc relatif au de´lai maximal
(qui est re´duit de plusieurs minutes) ou a` l’e´cart-type des de´lais (qui est re´duit de 83.2 a` 71.6, comme
l’indique le tableau 5.1).
La figure 5.8 illustre la distribution des cre´neaux en fonction de l’horizon. On constate que l’hori-
zon n’influence pas significativement cette re´partition. Les cre´neaux rate´s s’expliquent par le fait que
certains avions ne peuvent pas respecter leur cre´neau en raison d’une sortie tardive du parking et du
temps de roulage minimal (c’est le cas des 14 cre´neaux conside´re´s rate´s qui sont en fait impossibles a`
respecter).
En re´alite´, pre´dire une se´quence d’avions sur les pistes 60 minutes en avance s’ave`re incertain et
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FIG. 5.7 – De´lai moyen et maximal des de´parts (toutes pistes) sur la journe´e, en fonction de l’horizon
de pre´diction
Horizon de pre´diction De´lai moyen De´lai maximal E´cart type
Cre´neaux rate´s
(minutes) (secondes/avion) (secondes) (secondes)
5 37 825 83.2 14
10 36 705 75.5 14
30 35 705 71.6 14
60 35 615 70.7 14
TAB. 5.1 – De´lai des de´parts (toutes pistes) sur la journe´e, en fonction de l’horizon de pre´diction
Horizon Programmation satisfaisante Programmation tardive Cre´neaux CFMU rate´s
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FIG. 5.8 – Programmation des cre´neaux (toutes pistes), en fonction de l’horizon de pre´diction
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FIG. 5.9 – De´lai moyen et maximal des de´parts (toutes pistes) sur la journe´e, en fonction du crite`re
Type de crite`re
De´lai moyen De´lai maximal E´cart type
Cre´neaux rate´s
(secondes/avion) (secondes) (secondes)
FCFS 54 655 94.1 16
Cr 37 705 76.5 14
Ce 35 705 71.6 14
Cd 33 705 70.1 14
TAB. 5.2 – De´lai des de´parts (toutes pistes) sur la journe´e, en fonction du crite`re
peu fiable en raison des impre´vus du trafic au sol. On retient alors l’horizon de pre´diction de 30 min-
utes, qui aboutit de´ja` a` des de´lais moyens minimaux et qui correspond aux exigences ope´rationnelles.
5.3.3 Influence des diffe´rents crite`res
L’impact des diffe´rentes ponde´rations du crite`re sur les de´lais et le respect des cre´neaux est
mesure´e sur la journe´e comple`te.
La figure 5.9 pre´sente le de´lai moyen et le de´lai maximal par avion (sur la journe´e), en fonction
des ponde´rations du crite`re. On ve´rifie que le crite`re Cd minimise les de´lais. On confirme e´galement
que l’optimisation des se´quences d’avions sur les pistes re´duit fortement les de´lais par rapport aux
se´quences premier arrive´, premier servi : seul le de´lai maximal est plus faible avec une se´quence
premier arrive´ premier servi, car chaque avion utilise la piste le plus rapidement possible.
La figure 5.10 montre les diffe´rentes programmations des de´collages re´gule´s en fonction du crite`re
applique´. On ve´rifie la` encore que le crite`re Cr minimise le nombre de de´collages programme´s tardi-
vement.
Crite`re Programmation satisfaisante Programmation tardive Cre´neaux CFMU rate´s
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FIG. 5.10 – Programmation des cre´neaux (toutes pistes), en fonction du crite`re
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FIG. 5.11 – De´lai des de´parts (sur la piste 27) sur la journe´e, en fonction de la marge et de la flexibilite´
De la meˆme fac¸on que lors du calcul d’une se´quence particulie`re, on constate que la variation des
de´lais et du respect des cre´neaux est relativement faible. Le crite`re Ce peut donc eˆtre conserve´.
5.3.4 Influence de la flexibilite´ et de la marge
L’e´tude de l’influence des parame`tres sur les de´lais ge´ne´re´s pour une situation a montre´ qu’une
marge de 5 secondes et une flexibilite´ de ±30 secondes repre´sentent un bon compromis entre les
pratiques actuelles, la minimisation des de´lais et la programmation tardive des cre´neaux.
La figure 5.11 fournit le de´lai moyen et maximal, pour une journe´e comple`te, en fonction de ces
parame`tres : ces re´sultats confirment l’importance de la flexibilite´ des heures d’atterrissages (forte
diminution du de´lai moyen lorsque la flexibilite´ passe de 0 a` ±15 secondes) et l’augmentation impor-
tante du de´lai avec la marge.
La figure 5.13 pre´sente la programmation des de´collages re´gule´s en fonction de la marge et de la
flexibilite´. On constate que l’augmentation de la flexibilite´ ainsi que la re´duction de la marge diminu-
ent significativement le nombre de cre´neaux programme´s tardivement ou meˆme rate´s.
La flexibilite´ des heures d’atterrissage peut donc eˆtre fixe´e a`±30 secondes et la marge derrie`re un
atterrissage a` 5 secondes.
5.4 Conclusion
L’algorithme spe´cifique par classement e´labore´ au chapitre pre´ce´dent permet de calculer des
se´quences d’avions optimales sur 30 minutes avec un temps de calcul infe´rieur a` la seconde : dans
les se´quences obtenues, les de´lais des de´parts non re´gule´s, ainsi que le nombre de cre´neaux rate´s sont
diminue´s de fac¸on significative par rapport aux se´quences de type premier arrive´, premier servi.
La mise en place d’une marge derrie`re un atterrissage et de la flexibilite´ des heures d’atterrissage
permet de plus d’obtenir un compromis entre la pertinence des se´quences calcule´es et leur caracte`re
optimal. Le parame`tre de flexibilite´ admet cependant une limite ope´rationnelle et ne peut donc eˆtre
supe´rieure a` ±30 secondes. Les re´sultats obtenus confirment e´galement qu’un horizon de pre´diction
de l’ordre de la demi-heure (correspondant aux exigences actuelles des ope´rationnels) est suffisant
pour minimiser les de´lais ge´ne´re´s par les pistes.
Ces possibilite´s d’optimisation des se´quences d’avions au niveau des pistes incitent a` e´tudier plus
pre´cise´ment la phase de roulage des avions, car cette dernie`re doit pouvoir eˆtre largement ame´liore´e si
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Marge Flexibilite´ De´lai moyen De´lai maximal E´cart type
Cre´neaux rate´s
(secondes) (secondes) (secondes/avion) (secondes) (secondes)
0
0 204 3580 385.9 6
±5 120 1815 209.9 4
±10 102 1815 193.6 4
±15 84 810 139.7 3
±30 52 705 91.1 3
5
0 231 3756 426.1 9
±5 152 2005 273.2 4
±10 110 1820 205.0 4
±15 93 815 115.3 3
±30 62 865 117.8 3
10
0 333 3770 608.6 9
±5 211 3600 415.6 6
±10 143 3410 317.6 4
±15 100 845 161.9 4
±30 70 870 131.9 3
15
0 400 3895 706.1 9
±5 241 3775 450.0 9
±10 160 3610 356.2 4
±15 130 1830 248.7 4
±30 84 945 160.8 3
FIG. 5.12 – Mesures pour les de´parts sur la piste 27, en fonction de la marge et de la flexibilite´
Marge Flexibilite´ Programmation satisfaisante Programmation tardive Cre´neaux CFMU rate´s
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FIG. 5.13 – Programmation des cre´neaux sur la piste 27, en fonction de la marge et de la flexibilite´
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elle inte`gre l’objectif de re´alisation des se´quences. Le proble`me se pose alors de relier ces se´quences
optimales a` la phase de roulage, dans un contexte ope´rationnel : comment viser ces se´quences lors de
la re´solution des conflits au roulage ? Re´ciproquement, comment adapter correctement les se´quences
a` re´aliser a` chaque situation de trafic ?
Ces questions sont la principale motivation de la partie suivante.

Troisie`me partie
Re´solution du trafic au sol
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Chapitre 6
Formulation du proble`me
6.1 Introduction
La gestion de la phase de roulage sur les grands ae´roports constitue une taˆche tre`s complexe du
fait du nombre d’avions et des divers facteurs a` prendre en compte (tels que les re`gles de circulation,
la configuration de l’ae´roport, les incertitudes sur les vitesses de roulage ou encore les conditions
me´te´orologiques). Globalement, l’objectif est de re´soudre les conflits entre avions en de´terminant les
chemins qu’ils doivent emprunter et les e´ventuelles positions d’attente a` leur imposer. La re´solution de
ces conflits fait intervenir la situation courante des avions, leurs intentions et leurs trajectoires pre´vues
et e´ventuellement les se´quences d’avions souhaite´es sur les pistes. Il est donc ne´cessaire de mode´liser
chaque situation de trafic, en inte´grant pre´cise´ment toutes ces notions.
La mise au point de me´thodes d’optimisation permettant de re´soudre les conflits au roulage a
de´ja` e´te´ e´tudie´e [Gotteland 04], mais sans chercher a` anticiper et a` re´aliser des se´quences d’avions
sur les pistes. La partie pre´ce´dente a ne´anmoins de´montre´ qu’il peut eˆtre be´ne´fique de lier la gestion
du roulage aux se´quences optimales d’avions sur les pistes. La difficulte´ principale pour e´tablir ce
lien provient de la diffe´rence entre les ordres de grandeur des horizons de pre´diction (l’horizon de 30
minutes utilise´ et souhaite´ pour l’optimisation des se´quences est incompatible avec les incertitudes
lie´es a` la phase de roulage des avions). Ce chapitre a donc pour but de formuler le proble`me de
re´solution de conflits en inte´grant des se´quences d’avions sur les pistes calcule´es a` plus long terme
que ces conflits.
Dans un premier temps, une mode´lisation de la pre´vision de trajectoires au roulage avec incerti-
tudes sur la vitesse est pre´sente´e, puis les notions de conflits au roulage et de de´tection de ces conflits
sont introduites : un mode`le de simulation inte´grant deux horizons de pre´diction diffe´rents est alors
de´fini. Le premier horizon (plus grand, de l’ordre de la demi-heure) concerne le calcul des se´quences
optimales, tandis que le second (infe´rieur a` 10 minutes) est utilise´ pour la de´tection et la re´solution
des conflits au roulage. Par la suite, le proble`me de re´solution de conflits au roulage est formalise´ par
ses variables et ses contraintes. Deux crite`res a` minimiser lui sont alors associe´s : l’un correspondant
a` une gestion a` court terme de la phase de roulage des avions (minimisation des de´lais de roulage),
l’autre inte´grant en plus des se´quences d’avions a` re´aliser sur les pistes.
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FIG. 6.1 – Calcul des chemins possibles depuis un parking vers une piste dans ATOS
6.2 Pre´vision de trajectoires au roulage
6.2.1 Affectation de chemins
La description de´taille´e des voies de circulation de l’ae´roport (cf. figure 6.1) permet de le repre´senter
par un premier graphe oriente´ :
– Chaque nœud correspond a` un e´le´ment ponctuel de l’ae´roport : un parking, un point de report
apre`s push-back, une intersection, ou encore un point d’entre´e ou de sortie de l’aire de piste.
– Les arcs repre´sentent les portions de voies de circulation permettant a` un avion de se rendre
d’un nœud a` un autre : un taxiway, une bretelle d’acce`s a` une piste ou encore une voie d’entre´e
ou de sortie d’un parking. Chaque arc est associe´ a` un couˆt, repre´sentant nominalement le temps
ne´cessaire a` un avion pour le parcourir.
Ce graphe correspond logiquement a` la description topologique de l’ae´roport mais pose certains
proble`mes pour la mise en œuvre des contraintes lie´es au cheminement des avions (telles que l’im-
possibilite´ de changer de sens de circulation et l’adaptation de la vitesse de roulage en fonction de la
portion suivante).
Pour ces raisons, le simulateur ATOS exploite un graphe construit a` partir du graphe dual de celui
pre´ce´demment de´crit en l’adaptant aux enchaıˆnements autorise´s [Gotteland 04] :
– Les nœuds du graphe repre´sentent les liaisons entre les e´le´ments ponctuels de l’ae´roport, ainsi
que les parkings et les points situe´s sur un axe de piste. Ces derniers permettent de repre´senter
un chemin complet d’un avion avec son origine et sa destination.
– Les arcs sont de´finis par des couples de liaisons (L1,L2) ou des couples forme´s d’un point (un
parking ou un point d’un axe de piste) et d’une liaison : (p,L) ou (L, p). L’arc (L1,L2) n’existe
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que si le point de destination de L1 correspond au point d’origine de L2 et si l’enchaıˆnement
(L1 → L2) est autorise´. De meˆme, les arcs de type (p,L) et (L, p) n’existent que si le point p
correspond a` une extre´mite´ de la liaison L.
– Le couˆt associe´ a` un arc de´pend de la nature des nœuds implique´s et repre´sente le temps
ne´cessaire a` un avion pour re´aliser l’enchaıˆnement correspondant, parfois ponde´re´ par un coef-
ficient multiplicatif permettant de mode´liser les sens pre´fe´rentiels de circulation.
Ce graphe permet d’associer a` chaque avion un ensemble de chemins envisageables. L’e´nume´ration
de tous les chemins possibles e´tant trop combinatoire a` Roissy, seuls quelques uns d’entre eux doivent
eˆtre se´lectionne´s : pour cela, un compromis est de´fini entre le couˆt des chemins et leur diversite´. Un
algorithme spe´cifique [Gotteland 04] permet d’extraire les chemins les plus pertinents de l’ensemble
des chemins possibles : son principe est d’ite´rer une e´nume´ration des k plus courts chemins, en aug-
mentant progressivement le couˆt des arcs emprunte´s par les chemins pre´ce´demment trouve´s. La figure
6.1 illustre un ensemble de chemins trouve´s par cette me´thode, entre deux points de l’ae´roport de
Roissy Charles de Gaulle.
Chaque chemin est ensuite discre´tise´ en une suite de positions ponctuelles, en fonction des vitesses
nominales associe´es a` chaque portion de voie de circulation et du pas de discre´tisation du temps : la
liste de positions ainsi obtenue repre´sente la trajectoire de l’avion, en roulant a` la vitesse maximale en
chaque point (et sans attente).
6.2.2 Mode´lisation des incertitudes
Dans un souci de re´alisme et d’une e´ventuelle inte´gration dans un syste`me en temps re´el, la prise
en compte de l’incertitude relative aux vitesses de roulage est primordiale [Balakrishnan 07a]. En
effet, le fait de conside´rer une vitesse moyenne pour les avions n’assure pas la fiabilite´ des solutions
apporte´es puisque les pre´visions du syste`me pourraient ne pas correspondre a` la re´alite´ : les vitesses
re´elles observe´es a` partir des traces radar des avions montrent une grande diversite´ des vitesses sur
certaines portions de voies de circulation, sans corre´lation possible avec les autres donne´es disponibles
(court/long courrier, type d’avion, compagnie, etc.)
Pour cette raison, un taux d’incertitude δv sur la vitesse de roulage est de´fini. La vitesse v(p)
pre´vue d’un avion sur chaque future position p est alors de´limite´e par un intervalle de vitesses possi-
bles, de´fini en fonction de la vitesse maximale vmax(p) en ce point :
(1− δv)vmax(p) ≤ v(p) ≤ vmax(p)
La pre´diction des futures positions d’un avion inte`gre donc ce taux d’incertitude : la position
pre´vue d’un avion n’est plus ponctuelle mais correspond a` un ensemble de positions possibles, ap-
pele´ zone d’incertitude de l’avion, comme l’illustre la figure 6.2. Les zones d’incertitude des avions
augmentent line´airement avec le temps : plus la pre´diction de trajectoire s’effectue sur une longue
pe´riode, moins elle est pre´cise.
Dans le mode`le de temps discre´tise´, le nombre maximal de positions possibles npos(t) pour un
avion a` l’instant t de´pend du taux d’incertitude δv mais e´galement du pas de rafraıˆchissement du
syste`me, note´ ∆r : en effet, l’e´tude d’une situation de trafic doit toujours s’effectuer en avance sur la
re´alite´ et cette avance doit eˆtre supe´rieure au pas de rafraıˆchissement. De ce fait, la position initiale
des avions au de´but de l’horizon de pre´diction (a` l’instant note´ t0) est de´ja` sujette aux incertitudes. Le
nombre maximal de positions de la zone d’incertitude d’un avion a` l’instant t s’exprime alors comme
suit :
npos(t) = 1 + bδv(∆r + t− t0)c
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Donne´es en entre´e
Notation Description
N Nombre total d’avions.
A Ensemble des arrive´es.
D Ensemble des de´parts.
DC Ensemble des de´parts non re´gule´s.
DR Ensemble des de´parts re´gule´s.
P Ensemble des paires d’avions en conflit.
C Ensemble des clusters d’avions en conflit.
T icfmu Heure de de´collage impose´e par le CFMU pour l’avion i.
T ipmin Heure minimale de sortie du parking de l’avion i.
T imin Heure minimale d’acce`s a` la piste pour l’avion i.
Dirmin Dure´e de roulage minimale (sans attente et a` vitesse maximale) de l’avion i.
Hp Horizon de pre´diction pour le calcul des se´quences de pistes.
Hr Horizon de pre´diction pour la phase de roulage.
He Horizon de pre´diction e´tendu pour la re´solution des conflits apre`s Hr.
∆r Pas de rafraıˆchissement.
t0 Heure de de´but de la situation courante e´tudie´e.
vmax(p) Vitesse maximale d’un avion a` la position p.
v(p) Vitesse d’un avion a` la position p.
npos(t) Nombre de positions possibles d’un avion a` l’instant t de la pre´diction.
δv Taux d’incertitude sur la vitesse de roulage des avions.
ti Heure d’acce`s a` la piste de l’avion i pre´vue dans la se´quence de pistes.
natt Nombre d’attentes maximal pour chaque avion sur l’horizon de pre´diction. (parame´trable)
nch Nombre de chemins maximal pour chaque avion. (parame´trable)
nich Nombre de chemins disponibles pour l’avion i.
ωi Attente strate´gique calcule´e pour l’avion i.
Variables
Notation Description
ηi Chemin choisi pour l’avion i.
θi Niveau de priorite´ de l’avion i.
di De´lai de l’avion i.
i De´tour en temps de l’avion i.
niatt Nombre d’attentes effective pour l’avion i
τ ia Dure´e de la a
ie`me attente de l’avion i. (1 ≤ a ≤ niatt)
pi Pe´nalite´ pour l’avion i.
TAB. 6.1 – Table des notations
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1000m0
FIG. 6.2 – Repre´sentation des avions avec incertitudes sur la vitesse dans ATOS
La zone d’incertitude d’un avion est naturellement modifie´e lorsque ce dernier se voit imposer une
attente, car l’avion ne peut pas de´passer la position d’attente avant l’heure de fin d’attente : les ordres
d’attentes impose´s aux avions permettent ainsi de re´duire leurs zones d’incertitude.
6.3 De´tection de conflits
6.3.1 De´finition d’un conflit
Chaque zone de l’ae´roport (parking, taxiway, piste) posse`de des re`gles de se´paration spe´cifiques :
1. Deux avions ne peuvent naturellement pas occuper un parking au meˆme moment, mais les
avions au parking sont conside´re´s isole´s du reste du trafic et ne peuvent donc pas eˆtre en conflit
avec les avions au roulage ou gare´s dans d’autres parkings.
2. Lors de la phase de roulage, les pilotes ont la responsabilite´ de maintenir une distance de
se´curite´ avec les autres avions (cette distance restant a` leur appre´ciation). Dans le simulateur,
cette re`gle est mode´lise´e par une norme de se´paration en distance, fixe´e a` 75 me`tres (car cela
correspond a` la taille des plus gros avions).
3. Sur les pistes, en plus de la norme de se´paration en distance, les re`gles suivantes sont impose´es :
– les re`gles de se´paration en temps entre chaque mouvement (de´collage ou atterrissage) de´crites
en 3.3.3 doivent eˆtre respecte´es,
– un avion ne peut pas occuper l’aire de piste s’il se trouve devant un de´collage ou un atter-
rissage, mais peut en revanche l’occuper s’il se trouve derrie`re (ce qui permet notamment
l’alignement des avions suivants et les traverse´es de l’aire de piste derrie`re le mouvement en
cours).
Deux avions sont dits en conflit lorsqu’au moins une de ces re`gles n’est pas respecte´e dans la
pre´diction de leurs trajectoires. Chaque conflit peut eˆtre associe´ a` :
– la paire d’avions implique´s,
– l’instant du conflit,
– la nature du conflit (la re`gle qui n’est pas respecte´e).
La de´tection des conflits ne´cessite donc de simuler les de´placements pre´vus des avions sur l’hori-
zon de pre´diction et de mesurer le respect des re`gles pour chaque paire d’avions, a` chaque instant.
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FIG. 6.3 – De´tection des conflits avec incertitude
1000m0
FIG. 6.4 – Chevauchements possibles de zones d’incertitude
6.3.2 Conflits lie´s a` l’horizon de pre´diction limite´
Le taux d’incertitude sur la vitesse des avions au roulage (entre 20% et 50% pour des vitesses
maximales autour de 10m/s) rend inefficace l’utilisation d’un horizon de pre´diction supe´rieur a` 10
minutes [Gotteland 04] : au dela`, les zones d’incertitude des avions de´passent 1200 me`tres et de nom-
breux conflits sont de´tecte´s alors qu’ils n’auront finalement pas lieu. Il est donc ne´cessaire de con-
side´rer un horizon de pre´diction Hr limite´, entre 5 et 10 minutes selon le taux d’incertitude conside´re´,
pour la de´tection et la re´solution des conflits.
Cette limite de l’horizon de pre´diction implique que des conflits sans solution peuvent apparaıˆtre
dans une situation, car ils n’ont pas e´te´ de´tecte´s dans la situation pre´ce´dente (face-a`-face sur les
longues lignes droites, ou occupation prolonge´e de la piste alors qu’un atterrissage est programme´). En
vue d’e´viter de telles situations, un horizon de pre´diction e´tendu He > Hr est de´fini pour de´tecter en
avance les cas ou` elles risqueraient de survenir. Cet horizon e´tendu est donc associe´ a` deux nouveaux
types de conflits de´tecte´s de fac¸on pre´ventive :
– les risques de face-a`-face en fin d’horizon,
– les occupations d’aires de pistes utilisables par des atterrissages en fin d’horizon.
6.3.3 Conflits avec incertitude sur les vitesses
Les incertitudes sur la vitesse de roulage ne´cessitent d’adapter la notion de conflit, en l’e´largissant
a` des zones d’incertitude (et non plus des positions ponctuelles) : les re`gles de se´paration de´crites
doivent donc eˆtre respecte´es entre toutes les positions possibles des avions. La figure 6.3 (extraite de
[Gotteland 04]) illustre les conflits pouvant survenir dans chaque zone de l’ae´roport en tenant compte
des incertitudes sur les vitesses.
Un cas particulier doit cependant eˆtre conside´re´ : deux avions qui se suivent peuvent avoir des
positions possibles non se´pare´es sans eˆtre re´ellement en conflit, car sinon cela contraindrait le second
avion a` rouler a` la vitesse minimale. Dans la re´alite´, le pilote du second appareil adapte sa vitesse a`
celle de l’avion qui le pre´ce`de. L’ensemble des positions possibles des deux avions n’est donc pas
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1000m0 LFPG at 08:18:00
Solver period : 2 min.
Prediction : 7 min.
Speed uncertainty : 20%
CFMU Slots anticipation : 30 min.
Current criteria : 241
FIG. 6.5 – Groupement des avions en clusters
modifie´ mais il devient conditionnel (de´pendant de la vitesse qui sera adopte´e par le premier avion).
Ce cas se pre´sente uniquement sur les taxiways et n’est possible que si le second avion est passe´ par
la position la plus recule´e du premier : ceci assure que les avions sont l’un derrie`re l’autre et que leur
ordre ne peut eˆtre autrement (meˆme dans le cas ou` le premier avion aurait roule´ a` la vitesse minimale).
La figure 6.4 illustre le chevauchement possible des zones d’incertitude d’avions au roulage, sans
conflit.
6.3.4 Groupes d’avions en conflit
Dans le but de de´composer autant que possible le proble`me de re´solution de conflit en sous-
proble`mes inde´pendants, tout en cherchant une solution globalement optimale, une fermeture tran-
sitive doit eˆtre applique´e sur l’ensemble P des paires d’avions en conflit pour former les groupes
d’avions en conflit (appele´s clusters), note´s (Ci)1≤i≤n :
∀i ∈ {1, ..., n}, ∀a ∈ Ci,
{ ∃b ∈ Ci, (a, b) ∈ P
∀c ∈ C − Ci, (a, c) /∈ P
Chaque cluster repre´sente alors un ensemble d’avions en conflit qui peut eˆtre initialement con-
side´re´ inde´pendamment des autres. La figure 6.5 illustre la formation de ces clusters devant les pistes.
Lors de la re´solution des conflits d’un cluster, il est possible que les nouvelles trajectoires affecte´es
aux avions ge´ne`rent des conflits avec des avions n’appartenant pas au meˆme cluster. Il faut donc,
apre`s chaque re´solution des clusters, recalculer les paires d’avions en conflit et fusionner les clusters
conflictuels (s’il y en a) puis re´ite´rer le processus. Si une solution optimale est trouve´e pour chaque
cluster sans que de nouveaux conflits n’apparaissent, l’ensemble des solutions trouve´es forme une
solution optimale au proble`me complet.
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6.4 Simulation du trafic au sol
6.4.1 Principes
Chaque situation de trafic a` e´tudier correspond a` une heure de de´but t0, associe´e a` deux horizons
de pre´diction : l’un pour le calcul des se´quences d’avions sur les pistes (Hp), l’autre pour la re´solution
des conflits au roulage (Hr), avec Hr < Hp. Un certain nombre d’avions sont alors conside´re´s actifs
sur l’ae´roport : soit en mouvement sur les voies de circulation, soit au parking avec une heure de
sortie du parking pre´vue avant la fin de l’horizon de pre´diction le plus grand (Hp), soit en l’air avec
un atterrissage pre´vu avant la fin du meˆme horizon de pre´diction.
Dans ce contexte, chaque situation de trafic au roulage est e´tudie´e en fonction des parame`tres
suivants :
– Le taux d’incertitude δv, qui de´finit les tailles des zones d’incertitude des avions ;
– Le nombre maximal d’attentes natt pouvant eˆtre impose´es a` chaque avion : ope´rationnellement,
il est pre´fe´rable de faire attendre un avion plus longtemps mais a` un seul endroit afin de sim-
plifier les ordres a` donner aux avions et d’e´viter les erreurs de compre´hension. En pratique, on
prendra natt = 2 pour un horizon de pre´diction entre 5 et 10 minutes.
– Enfin, en fonction de sa position et de sa destination, chaque avion i peut eˆtre associe´ a` un
nombre variable de chemins possibles, note´ nich. Ces chemins sont indice´s du plus court au plus
long (en temps), et un parame`tre nch de´finit le nombre maximal de chemins envisage´s pour
chaque avion : nich ∈ [1; nch].
6.4.2 Heures minimales de de´collage
Dans le contexte de chaque situation de trafic, l’heure minimale de de´collage T imin de chaque
de´part non re´gule´ i ne s’exprime plus directement en fonction de son heure de sortie du parking T ipmin
mais peut de´pendre de t0 et de sa dure´e minimale de roulage restante Dirmin :
∀i ∈ DC , T imin = max(t0, T ipmin) +Dirmin
Il en est de meˆme pour un de´part re´gule´ : son heure minimale de de´collage s’exprime en fonction
de son temps de roulage restant s’il est de´ja` sorti de son parking, et de la contrainte relative au de´but
de son cre´neau impose´ :
∀i ∈ DR, T imin = max( max(t0, T ipmin) +Dirmin︸ ︷︷ ︸
Heure minimale de de´collage hors cre´neau
, T icfmu − 5min.)
6.4.3 Notions de de´tour et de de´lai
Les crite`res envisageables pour l’optimisation de la phase de roulage des avions font naturellement
re´fe´rence aux de´tours et aux de´lais des avions :
– La notion de de´tour est de´finie par l’augmentation du temps de roulage lorsqu’un avion est
de´vie´ de son plus court chemin. Ainsi, si on note li(k) le temps de parcours (sans attente) du
kie`me chemin possible pour l’avion i (avec k ∈ [1;nich]), le de´tour i de l’avion lorsqu’il suit
un chemin ηi se de´finit par :
i = li(ηi)− li(0)
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– La notion de de´lai repre´sente toute augmentation du temps de roulage lorsqu’un avion est a`
l’arreˆt ou qu’il change de chemin. Le de´lai di de l’avion i correspond donc a` la somme de ses
temps d’attentes et de son de´tour :
∀i ∈ [1;N ], di =
niatt∑
a=1
τ ia + i
avec N le nombre d’avions
τ ia la dure´e de la a
ie`me attente de l’avion i
niatt le nombre d’attentes de l’avion i
En re`gle ge´ne´rale, les de´tours sont conside´re´s plus couˆteux que les attentes : a` de´lai e´gal, il est
en effet toujours pre´fe´rable de pre´voir une attente pour un avion plutoˆt qu’un de´tour, d’une part parce
que l’avion reste immobile, d’autre part parce que le temps pre´vu d’attente peut eˆtre re´duit par la suite
(lors d’une re´solution ulte´rieure, avec une connaissance plus pre´cise de la positoin des avions), alors
qu’un de´tour implique le plus souvent un de´lai de´finitif.
6.4.4 Attente strate´gique
Les cre´neaux de de´collage impose´s par le CFMU correspondent a` des heures de de´collage re-
tarde´es par rapport a` l’heure demande´e initialement par la compagnie. Ceci implique que les de´parts
re´gule´s sont souvent en mesure d’atteindre la piste avant le de´but de leur cre´neau : cela se produit a`
chaque fois que l’heure du cre´neau se situe bien apre`s l’heure a` laquelle l’avion est preˆt a` libe´rer son
parking :
max(t0, T ipmin) +D
i
rmin︸ ︷︷ ︸
Heure minimale de de´collage hors cre´neau
< T icfmu − 5min.
Dans ce cas, il devient alors ne´cessaire de faire attendre l’avion, en essayant de minimiser la
geˆne occasionne´e aux autres avions. Cette attente diffe`re des autres types d’attentes imposables par le
controˆle car elle doit s’effectuer le plus toˆt possible, pour e´viter que l’avion concerne´ n’interfe`re avec
le trafic aux abords des pistes (l’attente au parking est naturellement la plus inte´ressante, lorsqu’elle
est possible). Ceci incite a` introduire la notion d’attente strate´gique, note´e ωi, qui correspond a` l’e´cart
entre le de´but du cre´neau et l’heure minimale de de´collage hors cre´neau :
∀i ∈ DR, ωi = max(0, T icfmu − 5min.− (max(t0, T ipmin) +Dirmin)︸ ︷︷ ︸
Avance sur le cre´neau
)
Dans le cadre de se´quences d’avions a` re´aliser au niveau des pistes, le centre du proble`me consiste
a` ordonner correctement l’ensemble des de´parts lie´s a` une meˆme piste (dans l’ordre indique´ par la
se´quence), et ce le plus toˆt possible pendant leurs phases de roulage. La notion d’attente strate´gique
peut dans ce cas eˆtre e´tendue a` tous les de´parts : chacun d’eux posse`de une heure souhaite´e de
de´collage et peut donc eˆtre amene´ a` devoir attendre en amont. A` chaque fois que ces attentes peuvent
eˆtre effectue´es au parking, cela doit de plus permettre de re´duire le nombre d’avions en mouvement sur
les voies de circulation, donc de fluidifier globalement le trafic au roulage et d’ame´liorer la se´curite´.
Le calcul de l’attente strate´gique de chaque avion de´pend alors de la se´quence dans laquelle il
apparaıˆt et doit faire intervenir son temps de roulage minimal restant (pour eˆtre e´galement applicable
entre de´parts situe´s dans des zones e´loigne´es de l’ae´roport) : un avion doit attendre tant que son temps
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L’avion 1 se situe avant l’avion 2 dans la se´quence de piste
De´part du parking de l’avion 2 seulement si l’on est assure´ que l’avion 1 sera devant lui au roulage
FIG. 6.6 – Heure strate´gique de de´part du parking
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de roulage minimal restant lui permet d’arriver devant la piste avant l’un de ceux qui sont programme´s
avant lui. Pour deux de´parts i et j lie´s a` la meˆme piste, il faut donc assurer :
ti < tj ⇒ max(t0, T ipmin) +Dirmin + ωi ≤ max(t0, T jpmin) +Djrmin + ωj
avec ti, tj les heures de de´collage programme´es des avions i et j dans la se´quence
t0 l’heure de la situation conside´re´e
Dirmin , D
j
rmin les dure´es minimales de roulage restantes
ωi, ωj les attentes strate´giques des avions
En cherchant malgre´ tout a` minimiser ces attentes strate´giques, la relation pre´ce´dente permet
d’obtenir une de´finition par re´currence, pour n de´parts (ui)1≤i≤n classe´s dans l’ordre de la se´quence
qui les relie :
ω1 = 0
ωi = max(0, max(t0, T
ui−1
pmin ) +D
ui−1
rmin + ωui−1︸ ︷︷ ︸
Heure de de´collage de ui−1
− (max(t0, T uipmin) +Duirmin)︸ ︷︷ ︸
Heure minimale de de´collage de ui
), ∀i > 1
Dans l’exemple de la figure 6.6, l’avion 2 (encore au parking) devra ainsi attendre que l’avion 1
(programme´ plus toˆt dans la se´quence) de´passe le point repre´sente´ par le carre´ rouge pour sortir du
parking, afin de limiter les risques qu’il ne se retrouve devant lui.
6.4.5 Boucle de simulation
Pour simuler le trafic d’une journe´e, les situations sont e´tudie´es par feneˆtres glissantes, sur des
pe´riodes successives. Ce mode`le de simulation permet e´galement une e´ventuelle inte´gration dans un
syste`me en temps re´el : la re´solution peut par exemple s’effectuer chaque minute pour les dix minutes
suivantes.
Du fait que l’heure minimale de de´collage peut changer a` chaque situation, les se´quences opti-
males d’avions sur les pistes doivent eˆtre recalcule´es pour chaque nouvelle situation (avant de proce´der
a` la re´solution des conflits).
Chaque situation est alors traite´e de la fac¸on suivante (comme illustre´ figure 6.7) :
1. Les se´quences de pistes optimales sont calcule´es sur l’horizon Hp (de l’ordre de 30 minutes) en
fonction de la situation courante du trafic.
2. Les conflits au roulage sont re´solus sur l’horizon Hr en inte´grant e´ventuellement les se´quences
optimales a` re´aliser.
3. Les trajectoires re´sultantes sont applique´es sur les ∆r premie`res minutes de la situation e´tudie´e
(avec ∆r entre une et deux minutes), pour former la situation suivante.
Dans un environnement en temps re´el, le passage a` la situation suivante ne´cessite un rafraıˆchis-
sement du syste`me, en tenant compte des positions re´elles des avions. Dans la simulation, ce rafraıˆchis-
sement est remplace´ par la re´duction des zones d’incertitude de chaque avion : une position ponctuelle
possible de l’avion est choisie et la pre´vision de la trajectoire de l’avion se fait a` partir de cette nou-
velle position. Cette ope´ration de´termine ainsi les nouvelles zones d’incertitude des avions pour le
de´but de la nouvelle situation e´tudie´e.
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Pre´diction
∆r
Pre´diction du trafic
Pre´diction du trafic
Situation e´tudie´e a` l’instant t
Application de la re´solution
Optimisation des se´quences de pistes
Re´solution des conflits au roulage
∆r
Situation e´tudie´e au temps t + ∆r
FIG. 6.7 – Simulation par feneˆtres glissantes
6.5 Formulation en proble`me d’optimisation
6.5.1 Pre´sentation
La gestion de la phase de roulage consiste a` re´soudre tous les conflits entre avions sur l’hori-
zon de pre´diction, en leurs attribuant des chemins (choisis parmi la liste des chemins possibles), et
e´ventuellement des positions et des temps d’attentes sur ces chemins.
Les travaux pre´ce´dents ([Gotteland 04]) ont montre´s que les conflits au roulage sont re´solus plus
efficacement lorsque les attentes impose´es de´coulent de niveaux de priorite´ entre avions : dans cette
approche, l’objectif est alors d’affecter un chemin et un niveau de priorite´ a` chaque avion, et les
trajectoires pre´cises (attentes comprises) des avions sont de´duites, dans l’ordre de´croissant des niveaux
de priorite´ : l’algorithme III.1 de´crit dans la partie 7.2 permet de de´terminer les attentes les plus
adapte´es a` imposer a` chaque avion, en fonction de son classement.
Cette partie formalise cette approche, en pre´cisant les variables et les contraintes du proble`me a`
re´soudre, puis en pre´sentant les deux de´finitions du crite`re qui seront compare´es : l’une sans notion
de se´quence optimale d’avions a` re´aliser, l’autre avec.
6.5.2 Variables
Dans l’approche par niveaux de priorite´, les variables du proble`me de´crivent le chemin et le
rang de chaque avion, de sorte que le classement des avions par priorite´ est mode´re´ par le choix
des chemins : un de´tour peut ainsi eˆtre ordonne´ a` un avion plus prioritaire, pour re´soudre un conflit
avec un avion qu’il l’est moins, mais qui n’aurait aucune solution sinon.
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Le domaine de la variable ηi repre´sentant le chemin de l’avion i sera alors l’intervalle entier
[1; nich].
Le rang de l’avion i est de´crit par la variable θi, dont le domaine est donc l’intervalle [1; N ], pour
un conflit regroupant N avions.
L’ensemble des variables pour la re´solution d’un conflit a` N avions est donc de´crit par :
∀i ∈ [1;N ]
{
ηi ∈ [1; nich]
θi ∈ [1; N ]
6.5.3 Contraintes
Les principales contraintes du proble`me restent les re`gles de se´paration impose´es entre avions,
de´crites au 6.3.1 :
– une distance minimale de se´paration entre tous les avions en mouvement ;
– des temps minimaux de se´paration entre chaque mouvement sur chaque piste.
Ces contraintes ne peuvent pas eˆtre relie´es formellement aux variables du proble`me : leur ve´rification
ne´cessite la simulation du trafic sur l’horizon de pre´diction avec les chemins et les niveaux de priorite´s
correspondants.
Les autres contraintes sont relatives aux rangs, pour que ces derniers de´finissent toujours une
permutation des N avions (deux avions ne doivent pas avoir le meˆme niveau de priorite´) :
∀(i, j) ∈ [1;N ]2, i 6= j =⇒ θi 6= θj
6.5.4 Crite`re sans se´quence d’avions a` re´aliser sur les pistes
Le crite`re a` minimiser mis en place dans [Gotteland 04] sert de base a` celui de´fini dans le cadre
de cette the`se. Il est de´fini par la somme des pe´nalite´s associe´es a` chaque avion. Trois cate´gories de
mouvements sont distingue´es pour cela : les arrive´es, les de´parts re´gule´s et les de´parts non re´gule´s :
– Pour une arrive´e, la pe´nalite´ est une ponde´ration particulie`re du de´lai et du de´tour :
∀i ∈ A, pi = xa1di + xa2i
Le de´tour est ainsi au moins aussi pe´nalisant que les attentes (lorsque 1 ≤ xa1 et 0 ≤ xa2),
puisqu’il intervient dans les deux termes.
– Pour un de´part non re´gule´, la pe´nalite´ pi se de´finit par une autre ponde´ration (plus importante,
pour favoriser les de´parts sur les arrive´es) des meˆmes mesures :
∀i ∈ DC , pi = xc1di + xc2i
avec : {
xc1 > xa1
xc2 > xa2
– Pour un de´part re´gule´, l’objectif du respect du cre´neau impose´ par le CFMU vient s’ajouter a`
la minimisation du de´lai : la pe´nalite´ pi (pour un de´part re´gule´ i) doit eˆtre de´finie non seulement
en fonction de son de´lai et de son de´tour mais e´galement en fonction de l’e´cart entre son heure
de de´collage re´sultante et son cre´neau T icfmu, en pe´nalisant fortement l’avance sur le cre´neau.
Il faut alors conside´rer l’attente strate´gique ωi de´finie au 6.4.4, pour mesurer l’e´cart entre le
de´lai impose´ a` l’avion et cette attente strate´gique.
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FIG. 6.8 – Fonction de calcul de la pe´nalite´ sans prise en compte des se´quences de pistes
La pe´nalite´ pour l’avion est alors calcule´e comme suit :
∀i ∈ DR
{
Si le cre´neau est respecte´ : pi = xr1|di − ωi|+ xr2i
Sinon : pi = xr3|di − ωi|+ xr4i
Pour que le respect des cre´neaux impose´s soit prioritaire sur le de´lai ge´ne´re´ aux avions, il faut
donc fixer les valeurs des coefficients xr3 et xr4 a` des valeurs plus grandes que celles des
coefficients xr1, xr2, xc1 et xc2.
La figure 6.8 donne l’allure ge´ne´rale de la pe´nalite´ selon le type de mouvement. En pratique, pour
rendre les de´lais des arrive´es moins pe´nalisants que ceux des de´parts, et donner priorite´ au respect des
cre´neaux de de´collage impose´s par le CFMU, les coefficients peuvent eˆtre de´finis comme suit :
Pour les arrive´es : xa1 = 1, xa2 = 1
Pour les de´parts non-re´gule´s : xc1 = 4, xc2 = 4
Pour les de´parts re´gule´s respecte´s : xr1 = 2, xr2 = 2
Pour les de´parts re´gule´s rate´s : xr3 = 10, xr4 = 10
Le crite`re global P a` minimiser s’obtient alors en faisant la somme des pe´nalite´s des avions
implique´s :
P =
N∑
i=1
pi avec N , le nombre d’avions.
6.5.5 Crite`re visant a` re´aliser des se´quences d’avions sur les pistes
Pour re´aliser des se´quences d’avions sur les pistes, le crite`re doit pe´naliser l’e´cart entre l’heure de
de´collage re´sultant de la re´solution des conflits et l’heure de de´collage pre´vue dans les se´quences. De
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la meˆme fac¸on que pour les avions re´gule´s dans la partie pre´ce´dente, l’attente strate´gique ωi de´finie au
6.4.4 doit eˆtre incorpore´e au crite`re. Cependant, le de´lai de chaque avion doit toujours eˆtre conside´re´,
afin de maintenir un de´bit de trafic suffisant : dans le cas contraire, l’arreˆt d’un de´part en avance par
rapport a` son heure pre´vue de de´collage ne serait pas pe´nalise´, ce qui pourrait provoquer rapidement
des situations de congestion sur l’ae´roport.
En conse´quence, le crite`re visant a` re´aliser les se´quences optimales d’avions est de´fini par dif-
fe´rentes ponde´rations du de´lai, du de´tour et de l’e´ventuel retard sur les heures de de´collage pro-
gramme´es pour les de´parts. Comme dans la partie pre´ce´dente, les ponde´rations de´pendent du type de
mouvement :
– Pour une arrive´e, l’heure d’atterrissage est fortement contrainte (flexibilite´ maximale de ±30
secondes), donc le respect des se´quences n’intervient pas dans le crite`re :
∀i ∈ A, pi = xa1di + xa2i
avec xa1 et xa2 les coefficients de´terminants l’importance du de´lai par rapport au de´tour.
– Pour un de´part non re´gule´, le crite`re doit prendre en compte l’e´cart entre l’heure de de´collage
re´sultante de la solution e´tudie´e et l’heure de de´collage ti programme´e dans la se´quence : le
retard sur l’heure programme´e peut notamment eˆtre mesure´ par la diffe´rence entre les deux,
lorsqu’elle est positive.
Le crite`re s’exprime alors en fonction de cet e´cart et de la diffe´rence entre le de´lai di impose´ a`
l’avion i et son attente strate´gique ωi :
∀i ∈ DC , pi = xc1|di − ωi|+ xc2i︸ ︷︷ ︸
De´lai et de´tour
+ xc3 max(0, T imin + di − ti)︸ ︷︷ ︸
Retard sur l’heure programme´e dans la se´quence
Les coefficients xc1 et xc2 de´terminent comme pre´ce´demment la ponde´ration entre le de´tour et
le de´lai, tandis que le coefficient xc3 permet de fixer l’importance du respect des se´quences a`
re´aliser par rapport aux de´lais ge´ne´re´s.
– Pour un de´part re´gule´, comme pour le crite`re sans prise en compte des se´quences, la pe´nalite´
doit eˆtre fonction du respect du cre´neau : tant que l’avion n’est pas en retard sur son cre´neau, la
pe´nalite´ est une ponde´ration comparable a` celle de´finie pour un de´part non re´gule´ ; dans le cas
contraire, la pe´nalite´ ne de´pend plus de l’heure programme´e dans la se´quence mais de l’heure
impose´e par le CFMU, afin de donner priorite´ au cre´neau : elle s’exprime alors par l’e´cart au
cre´neau impose´ :
– Si l’avion i peut de´coller avant la fin de son cre´neau :
pi = xr1|di − ωi|+ xr2i︸ ︷︷ ︸
De´lai et de´tour
+ xr3 max(0,max(t0, T ipmin) +D
i
rmin + di︸ ︷︷ ︸
Heure re´sultante de de´collage
−ti)
︸ ︷︷ ︸
Retard sur l’heure programme´e dans la se´quence
– Si l’avion i est en retard sur son cre´neau :
pi = xr4(max(t0, T ipmin) +D
i
rmin + di︸ ︷︷ ︸
Heure re´sultante de de´collage
−T icfmu)
︸ ︷︷ ︸
Retard sur l’heure impose´e par le CFMU
Les de´lais et les de´tours sont ponde´re´s par les coefficients xr1, xr2 et xr3 et le coefficient xr4
fixe l’importance du respect des cre´neaux impose´s par le CFMU.
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FIG. 6.9 – Fonction de calcul de la pe´nalite´ avec prise en compte des se´quences de pistes
La figure 6.9 illustre le calcul de la pe´nalite´ en fonction du type de mouvement. En pratique,
toujours pour rendre les de´lais des arrive´es moins pe´nalisants que ceux des de´parts et pour donner
priorite´ a` l’application des heures de de´collage calcule´es pour les de´parts re´gule´s, les coefficients
peuvent eˆtre de´finis comme suit :
Pour les arrive´es : xa1 = 1, xa2 = 1
Pour les de´parts non-re´gule´s : xc1 = 4, xc2 = 4, xc3 = 1
Pour les de´parts re´gule´s respecte´s : xr1 = 2, xr2 = 2, xr3 = 2
Pour les de´parts re´gule´s rate´s : xr4 = 4,
Le crite`re global a` minimiser s’exprime toujours par la somme des pe´nalite´s associe´es aux
avions :
P =
N∑
i=1
pi avec N , le nombre d’avions.
6.5.6 Taille de l’espace de recherche
Pour un proble`me a` N avions et avec l’approche par classement, une solution correspond a` une
affectation de chemins aux avions (nchN possibilite´s au maximum) et a` un choix de permutation (N !
possibilite´s). La taille de l’espace de recherche s’exprime par :
|ξ| ≤ nchN ×N !
Le proble`me est donc fortement combinatoire avec le nombre d’avions :
Pour
{
N = 15 avions
nch = 10 chemins par avion
On obtient : |ξ| < 1027 possibilite´s.
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6.6 Conclusion
Ce chapitre montre que la formulation du proble`me de re´solution de conflits au roulage ne´cessite
un contexte de simulation du trafic au sol, inte´grant une description de´taille´e des voies de circulation
de l’ae´roport, un mode`le de pre´diction de trajectoires capable de prendre en compte les incertitudes sur
les vitesses de roulage, et enfin un mode`le de de´tection de conflits permettant d’identifier les groupes
d’avions dont les trajectoires interfe`rent.
Dans ce contexte, l’approche par classement des avions permet de formaliser deux types de vari-
ables pour le proble`me : d’une part celles correspondant a` l’affectation de chemins aux avions, d’autres
part celles de´crivant leurs niveaux de priorite´. Deux crite`res sont alors mis en place afin d’eˆtre com-
pare´s : le premier consiste a` minimiser les de´lais des avions non re´gule´s en essayant de respecter au
mieux les cre´neaux impose´s aux avions re´gule´s ; tandis que le second vise a` re´aliser des se´quences
pre´-calcule´es d’avions sur les pistes, avec l’objectif de re´duire davantage les de´lais et d’ame´liorer le
respect des cre´neaux impose´s, ainsi que la pre´visibilite´ des heures de de´collage.

Chapitre 7
Re´solution des conflits au roulage
7.1 Introduction
Le proble`me de re´solution des conflits au roulage tel qu’il est formule´ au chapitre pre´ce´dent est
associe´ a` un espace de recherche dont la taille est fortement combinatoire avec le nombre d’avions et
le nombre de chemins conside´re´s par avion. Combine´e a` la prise en compte des incertitudes sur les
vitesses de roulage (qui complexifie la de´tection des conflits entre ces avions), la re´solution optimale
des conflits par une me´thode exacte n’est pas envisageable, meˆme sur un horizon de pre´diction limite´
de l’ordre de 5 minutes.
Les me´thodes de re´solution de conflits pre´sente´es dans ce chapitre ont donc pour objectif d’af-
fecter une trajectoire sans conflit a` chaque avion, meˆme si cela ne repre´sente pas force´ment une
solution optimale au proble`me formule´ dans sa forme la plus ge´ne´rale. Les deux crite`res pre´sente´s
au chapitre pre´ce´dent doivent cependant permettre de comparer les solutions obtenues avec et sans
prise en compte de se´quences optimales d’avions sur les pistes. Deux me´thodes de re´solution sont
pre´sente´es pour cela : la premie`re est de´terministe mais s’applique a` une simplification du proble`me
initial, l’autre est stochastique (base´e sur un algorithme e´volutionnaire) mais s’applique au proble`me
global.
7.2 Re´solution par une me´thode de´terministe
7.2.1 Classement des avions
Pour pouvoir trouver des solutions aux conflits entre avions avec une me´thode de re´solution
de´terministe, il est ne´cessaire de simplifier le proble`me formule´ au chapitre pre´ce´dent. Une simplifi-
cation intuitive consiste a` conside´rer les avions les uns apre`s les autres : dans ce contexte, le proble`me
e´le´mentaire a` re´soudre est celui d’un seul avion devant en e´viter d’autres (dont les trajectoires ont
de´ja` e´te´ calcule´es et deviennent des contraintes du proble`me a` re´soudre pour l’avion). La re´solution
du proble`me a` N avions se fait alors par ite´rations de la re´solution e´le´mentaire pour un avion, dans un
ordre pre´de´termine´.
Le classement initial des avions correspond ainsi a` des niveaux de priorite´ : le premier avion suit
sa trajectoire optimale, tandis que les suivants ont de plus en plus de contraintes. Ce classement initial
joue donc un roˆle majeur pour cette me´thode de re´solution de conflits : beaucoup de classements
correspondent a` un proble`me sans solution pour un avion, si par exemple un avion est moins bien
classe´ qu’un avion se trouvant derrie`re lui.
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Donne´es en entre´e
Notation Description
N Nombre total d’avions.
Dirmin Dure´e minimale de roulage de l’avion i (sans attente et a` vitesse maximale).
Hs Horizon de pre´diction pour le calcul des se´quences de pistes.
Hr Horizon de pre´diction pour la phase de roulage.
∆r Pas de rafraıˆchissement.
ti Heure d’acce`s a` la piste de l’avion i pre´vue dans la se´quence de piste.
nich Nombre de chemins disponibles pour l’avion i.
natt Nombre maximal d’attentes pour chaque avion.
ωi Attente strate´gique calcule´e pour l’avion i.
Variables
Notation Description
ηi Chemin choisi pour l’avion i.
θi Niveau de priorite´ de l’avion i.
pi Pe´nalite´ pour l’avion i
Algorithme ge´ne´tique
Notation Description
Tp Taille de la population.
f ig Fitness globale de l’individu i
fap Fitness partielle de l’avion a au sein d’un individu.
K Constante ajoute´ a` la pe´nalite´ d’un avion lorsqu’il est en conflit avec un autre.
Me´thode de´terministe
Notation Description
θ′i Niveau de priorite´ pour l’avion i exprime´ en heure absolue.
δprio Re´duction du niveau de priorite´ des arrive´es apre`s atterrissage (en minutes).
TAB. 7.1 – Table des notations
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Dans le contexte de se´quences d’avions a` re´aliser sur les pistes, cette me´thode posse`de un grand
avantage : le lien entre les se´quences d’avions a` re´aliser sur les pistes et la phase de roulage peut
s’effectuer simplement, en prenant un classement initial en cohe´rence avec ces se´quences. Dans le
cas d’un ae´roport avec plusieurs pistes comme Roissy, les se´quences souhaite´es sur les pistes ne
de´finissent pas directement de relation d’ordre total entre les avions, mais un classement total peut
eˆtre obtenu, en classant les avions par heures de de´collage et d’atterrissage programme´es.
Une modification de ce classement peut de plus eˆtre ope´re´e, afin de re´duire le niveau de priorite´
des arrive´es, une fois qu’elles ont atterri : en effet, lors de la phase de roulage, les arrive´es sont souvent
conside´re´es moins prioritaires que les de´parts, car les retards impute´s en de´but de vol (avant meˆme
le de´collage) sont conside´re´s plus proble´matiques par les ope´rationnels. Une fois qu’elles ont libe´re´
l’aire de piste, les arrive´es peuvent donc avoir un niveau de priorite´ infe´rieur a` celui de l’ensemble
des de´parts en cours : pour ce faire, un parame`tre δprio de´termine la perte du niveau de priorite´ des
arrive´es, une fois pose´es.
Le classement initial des avions est donc de´fini en fonction des heures (θ′i)1≤i≤N suivantes :
∀i ∈ D, θ′i = ti
∀i ∈ A,
{
ti < t0 ⇒ θ′i = ti + δprio
t0 ≤ ti ⇒ θ′i = ti
Une fois ce classement de´fini, la re´solution de l’ensemble des conflits peut s’effectuer par l’in-
terme´diaire de deux algorithmes de type branch & bound :
– le premier consiste a` explorer l’arbre des trajectoires possibles de l’avion le long de l’un de ses
chemins ;
– la second correspond a` des ite´rations du premier, sur chaque chemin et pour chaque avion.
7.2.2 Calcul de la trajectoire d’un avion sur l’un de ses chemins
La recherche de la meilleure trajectoire pour un avion devant en e´viter d’autres, en suivant l’un de
ses chemins, peut s’exprimer par un parcours d’arbre :
– La racine de l’arbre correspond a` la position (ou zone d’incertitude) initiale de l’avion, au de´but
de l’horizon de pre´diction).
– Chaque nœud correspond a` une zone d’incertitude date´e de l’avion sur son chemin, associe´e au
nombre de positions d’attentes de´ja` effectue´es (car le nombre d’attentes possibles reste limite´).
Il se repre´sente par un quadruplet (z, t, na, λ) :
– z de´crit la zone d’incertitude de l’avion (elle est repre´sente´e par l’indice des positions extreˆmes
(pmin, pmax) dans le chemin) ;
– t est l’heure a` laquelle cette zone d’incertitude est atteinte ;
– na repre´sente le nombre d’attentes de´ja` effectue´es par l’avion,
– λ indique si l’avion avance (λ = 1) ou est en position d’attente (λ = 0).
– Chaque nœud peut avoir au maximum deux fils, repre´sentant les zones d’incertitudes possibles
et non conflictuelles de l’avion au pas de temps suivant, en fonction de l’action effectue´e par
l’avion a` l’instant t [Gotteland 04] :
1. soit l’avion attend, a` condition que le nombre maximal d’attentes ne soit pas atteint et que
l’attente ne ge´ne`re pas de conflit avec les avions de´ja` traite´s ;
2. soit l’avion avance, si cela ne ge´ne`re pas de conflit.
– Les feuilles dont l’heure correspond a` la fin de l’horizon de pre´diction repre´sentent une solution
admissible : elles correspondent a` une trajectoire sans conflit sur l’horizon de pre´diction, depuis
la position initiale de l’avion.
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Choix Attentes(M, m, η, Pmax) : (M : avions devant eˆtre e´vite´s)
(m : avion dont la trajectoire doit eˆtre calcule´e)
(η : chemin e´tudie´)
(Pmax : pe´nalite´ maximale souhaite´e)
soit γ : ∅ (Trajectoire trouve´e)
soit Borne : Penalite Chemin(Pmax, m, η) (Pe´nalite´ maximale souhaite´e sur le chemin η)
Exploration(z, t, na, λ)
si Sans Conflit(M, z, t) et Penalite(m, t) < Borne alors
si t = Hr alors (Nouvelle solution trouve´e)⌊
γ ← Trajectoire(m)
Borne← Penalite(m)
sinon si Attente(m) < Attente Strategique(m) et na < natt alors⌊
Exploration(Attendre(z, t), t+ 1, na + λ, 0)
Exploration(Avancer(z, t), t+ 1, na, 1)
sinon⌊
Exploration(Avancer(z, t), t+ 1, na, 1)
si na < natt alors Exploration(Attendre(z, t), t+ 1, na + λ, 0)
Affecter Chemin(m, η)
Exploration(z0, 0, 0, 1)
retourner γ
Algorithme III.1: Choix Attentes : meilleure trajectoire pour un avion, sur l’un de ses chemins
L’exploration de cet arbre s’effectue par un parcours en profondeur d’abord, et peut eˆtre limite´e
par une valeur de pe´nalite´ maximale pour l’avion. Dans le cas ou` l’avion est associe´ a` une attente
strate´gique (cf. 6.4.4), il doit attendre de`s que possible : les nœuds fils correspondants a` l’attente
de l’avion sont alors explore´s en premier. Dans le cas contraire (ou de`s que l’attente strate´gique est
atteinte), l’avion doit chercher a` avancer et les nœuds correspondants sont alors explore´s en premier.
Lorsque l’algorithme trouve une solution, la pe´nalite´ de l’avion correspondant a` cette dernie`re
est de´finie comme une borne pour les ite´rations suivantes. Lors de l’exploration de chaque nœud, la
pe´nalite´ minimale re´sultante de la trajectoire courante est compare´e a` cette borne et la branche n’est
pas explore´e si la borne est de´passe´e. Lorsqu’une meilleure solution est trouve´e, la borne est mise a`
jour.
Ce mode d’exploration est mis en œuvre dans l’algorithme re´cursif III.1 :
– La fonction Penalite Chemin renvoie la pe´nalite´ maximale relative au chemin η de l’avion ;
– Les fonctions Avancer et Attendre calculent la zone d’incertitude de l’avion au pas de temps
suivant, suivant l’action effectue´e.
– La fonction Attente renvoie le temps d’attente cumule´ impose´ a` l’avion sur l’horizon de
pre´diction.
– La fonction Attente Strategique renvoie l’attente strate´gique ωi calcule´e pour l’avion i.
7.2.3 Re´solution des conflits d’un groupe d’avions
Le second algorithme correspond e´galement a` un parcours d’arbre de type branch & bound : il
consiste a` appliquer l’algorithme III.1 pour chaque chemin possible de chaque avion afin de trouver
les meilleures trajectoires possibles, dans l’ordre de´crit au 7.2.1. Chaque nœud de l’arbre correspond
a` l’affectation d’un chemin a` un avion et chaque niveau de profondeur de l’arbre correspond donc a`
un nouvel avion a` traiter.
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Choix Chemin(M, m) : (Meilleur chemin pour m devant e´viterM)
soit γ : ∅ (meilleure solution trouve´e)
soit Pmax : +∞
pour chaque η, chemin de m faire
soit γ′ : Choix Attentes (M, m, η, Pmax)
si γ′ 6= ∅ alors⌊
γ ← γ′
Pmax← Penalite(m, Hr)
retourner γ
Resoudre((mi)1≤i≤N ) : (Re´sout un conflit a` N avions)
soit i : 1
tant que i ≤ N
soit γ : Choix Chemin((mj)1≤j<i, mi)
si γ = ∅ alors
soit j : Max{j < i|mj est en conflit avec mi}
Inse´rer mi devant mj dans (mk)j≤k≤N
si (mi)1≤i≤N a de´ja` e´te´ explore´ alors lever ECHEC
sinon i← j
sinon i← i+ 1
Algorithme III.2: Resoudre : calcule les trajectoires sans conflit des avions
L’exploration d’un nœud consiste a` parcourir l’ensemble des chemins possibles (du plus court au
plus long) jusqu’a` trouver une solution acceptable. Lorsqu’une trajectoire sans conflit est trouve´e pour
un avion, la solution obtenue fournit une borne sur le de´lai impose´ a` cet avion. Cette borne est alors
utilise´e pour limiter l’exploration des chemins suivants de l’avion (ces derniers sont envisage´s avec la
pe´nalite´ maximale correspondant a` la borne, en fonction du chemin explore´).
Si aucune solution n’est trouve´e pour un avion i, un nouveau classement est construit :
– L’avion j le moins bien classe´ et en conflit avec l’avion i est identifie´ (parmi les avions plus
prioritaires que i).
– Un nouveau classement est forme´, en inse´rant l’avion i juste avant l’avion j.
– Si le classement ainsi forme´ n’a jamais e´te´ explore´, la me´thode de re´solution est applique´e
sur ce classement. Sinon, cela correspond a` un cas d’e´chec de cette me´thode de re´solution de
conflit.
Cette exploration est mise en œuvre dans l’algorithme III.2.
7.3 Algorithmes e´volutionnaires
7.3.1 Principes
Les algorithmes ge´ne´tiques se basent sur la the´orie de l’e´volution ge´ne´tique darwinienne afin de
faire e´voluer des solutions d’un proble`me pour les faire s’adapter au crite`re a` optimiser [Mitchell 96,
Eiben 03].
Concre`tement, l’espace de recherche est parcouru par une population d’individus. Chaque individu
est associe´ a` un codage de donne´es spe´cifique au proble`me a` re´soudre. Ce codage peut eˆtre une chaıˆne
d’entiers, de re´els ou encore une combinaison des deux [Janikow 91] et repre´sente le ge´notype de
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FIG. 7.1 – Processus d’ite´ration d’un algorithme ge´ne´tique
l’individu. Chaque individu repre´sente un point de l’espace de recherche, appele´ phe´notype (de´duit du
ge´notype). Plusieurs ge´notypes peuvent donc correspondre a` un meˆme phe´notype.
Les individus vont alors se reproduire afin de former de nouveaux individus, qui ont des chances
d’eˆtre plus adapte´s graˆce a` l’he´ritage ge´ne´tique transmis par leurs parents. Certaines mutations peu-
vent e´galement eˆtre effectue´es ale´atoirement, sur quelques individus afin de diversifier la population
et ainsi d’e´tendre l’exploration de l’espace des solutions.
Au fil des ge´ne´rations, les individus les plus adapte´s se reproduisent en plus grand nombre et la
population peut alors converger vers les re´gions de l’espace de recherche ou` se trouvent les optima
recherche´s.
La fonction d’e´valuation est essentielle a` l’algorithme : elle permet de juger si un individu est
adapte´ ou non. Elle correspond a` une note attribue´e a` chaque individu afin de quantifier son adaptation
au crite`re.
Ce mode d’exploration permet de parcourir de vastes espaces de recherche qui ne sont pas toujours
abordables par des me´thodes exactes. Les algorithmes ge´ne´tiques ont donc la particularite´ de pouvoir
explorer ces grands espaces mais n’assurent pas de trouver un optimum global.
7.3.2 Cycle d’e´volution
La figure 7.1 illustre les ite´rations d’un algorithme ge´ne´tique :
– L’initialisation consiste a` de´finir la population initiale, en ge´ne´ral de fac¸on ale´atoire (un biais
pouvant eˆtre envisage´ selon des heuristiques e´tablies, pour avoir de meilleures chances d’obtenir
une ge´ne´ration initiale de bonne qualite´). Son he´te´roge´ne´ite´ est un caracte`re important, car
cette population sera la graine de toutes les ge´ne´rations descendantes. Il est donc important
d’assurer que tout point de l’espace de recherche ait une chance non nulle d’eˆtre repre´sente´
dans la population initiale.
– La simulation du cycle de l’e´volution est constitue´e des phases suivantes :
– L’e´valuation consiste a` attribuer une note a` chaque individu. Cette note est aussi appele´e
fonction d’adaptation ou fitness et doit eˆtre cohe´rente avec le crite`re du proble`me : les indi-
vidus repre´sentant des solutions optimales doivent posse´der les meilleures notes.
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a b c d e f g h i j
⇓
a b c d e f ′ g h i j
a b c d e f g h i j
⇓
a b c′ d′ e′ f g h i j
FIG. 7.2 – Exemple de mutation
– Lorsque l’e´valuation est effectue´e, il y a une possibilite´ d’arreˆt du cycle. Diffe´rents crite`res
d’arreˆt peuvent eˆtre mis en place selon le proble`me. On distingue notamment : arreˆt lorsque
la meilleure note possible est obtenue ou lorsqu’un nombre maximal de ge´ne´rations est at-
teint. Si le cycle s’arreˆte, le ou les meilleur(s) individu(s) de la population courante est(sont)
extrait(s). Il est souvent utile d’appliquer une me´thode d’optimisation locale en fin de con-
vergence pour affiner les meilleures solutions trouve´es, car les algorithmes ge´ne´tiques sont
efficaces pour trouver certaines re´gions inte´ressantes mais n’assurent pas que la solution
trouve´e soit un optimum, meˆme local.
– La se´lection est la phase ou` les individus qui vont eˆtre utilise´s comme parents ou qui vont
simplement eˆtre conserve´s (avec ou sans mutation) dans la ge´ne´ration suivante sont choisis.
Si la taille de la population est fixe, certains individus (les moins bons) sont exclus de la
population au cours de la se´lection. Il existe de nombreuses me´thodes pour choisir quels
individus doivent eˆtre retenus. On distingue, parmi les me´thodes les plus re´pandues de´crites
dans [Goldberg 89] :
– La se´lection par roulette : on symbolise cette se´lection par une roue dont chaque indi-
vidu posse`de une portion proportionnelle a` son adaptation : un tirage ale´atoire est alors
effectue´ sur cette roue, ce qui de´signe un individu. Chaque individu a donc une chance
proportionnelle a` sa fitness d’eˆtre se´lectionne´.
– La se´lection par rang : les individus sont trie´s par fitness croissante et la se´lection s’effectue
par roulette, applique´e a` leurs rangs dans ce classement et non plus a` leurs fitness.
– La se´lection par tournoi : les individus sont confronte´s deux a` deux. Le meilleur de chaque
paire est alors se´lectionne´.
– La se´lection uniforme : le choix des individus se fait totalement ale´atoirement. Chacun des
n individus a donc une probabilite´ 1n d’eˆtre se´lectionne´.
Un principe d’e´litisme est e´galement fre´quemment introduit dans le processus de se´lection,
consistant a` conserver syste´matiquement le ou les meilleurs individus de la population cou-
rante dans la ge´ne´ration suivante, sans lui faire subir de croisement ou de mutation. Ce
principe confe`re a` l’algorithme la proprie´te´ de croissance monotone de la fitness du meilleur
individu.
– La reproduction utilise les individus choisis pre´ce´demment pour ge´ne´rer de nouveaux indi-
vidus soit par croisement entre deux parents, soit par mutation d’un seul ou encore par simple
copie, comme cela est de´crit dans partie suivante.
7.3.3 Ope´rateurs de variation
Le terme d’ope´rateurs de variation (aussi appele´s ope´rateurs ge´ne´tiques) de´signe les fonctions de
croisement et de mutation des individus. Ces fonctions de´pendent avant tout de la structure de donne´es
utilise´e pour coder chaque individu.
La mutation d’un individu modifie ale´atoirement tout ou une partie du ge´notype d’un individu.
Cette modification a pour but de diversifier la population afin d’assurer qu’elle ne se retrouve pas
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a1 b1 c1 d1 e1 f1 g1 h1 i1 j1
a2 b2 c2 d2 e2 f2 g2 h2 i2 j2
⇒

a1 b1 c1 d1 e2 f2 g2 h2 i2 j2
a2 b2 c2 d2 e1 f1 g1 h1 i1 j1
FIG. 7.3 – Exemple de croisement
enferme´e dans un optimum local et que la recherche de solutions puisse toujours s’e´tendre. Comme le
montre la figure 7.2, la mutation peut s’ope´rer sur diffe´rentes parties du ge´notype d’un individu. Sur
cette figure, le ge´notype de l’enfant correspond au ge´notype du parent avec un changement ale´atoire
de la valeur de f dans le premier cas, et un changement ale´atoire de la valeur de c, d et e dans le
second cas.
Le croisement de deux individus ge´ne`re deux nouveaux individus dont les caracte´ristiques sont
obtenues par un me´lange entre celles des deux parents. De nombreux types d’ope´rateurs de croisement
peuvent eˆtre e´labore´s, en fonction du codage des donne´es utilise´. La figure 7.3 illustre un exemple de
croisement : les valeurs des (ai, ..., ji)1≤i≤2 ne changent pas mais la distribution diffe´rente de ces
valeurs permet de de´finir de nouveaux individus.
Les ope´rateurs de mutation et de croisement peuvent e´galement eˆtre de´finis en fonction des con-
traintes du proble`me : l’optimum recherche´ se trouve le plus souvent a` la frontie`re de ce dernier et les
ope´rateurs peuvent donc favoriser ou se restreindre a` l’exploration de cette frontie`re [Schoenauer 97].
Les taux de croisement et de mutation repre´sentent la proportion de la population qui sera ainsi
renouvele´e a` chaque ge´ne´ration. La somme de ces deux taux est appele´ taux de renouvellement. Si
le taux de renouvellement n’est pas de 100% et que la taille de la population est fixe, une proportion
d’individus est conserve´e sans modification pour la ge´ne´ration suivante.
7.3.4 Fonction d’e´valuation
La fonction d’e´valuation (ou fitness) joue un roˆle majeur dans la convergence de l’algorithme
ge´ne´tique : la note fournie par cette fonction permet d’orienter la se´lection, en vue de conserver les
individus qui correspondent le plus au crite`re vise´.
Lorsque les contraintes du proble`me ne s’expriment pas simplement en fonction des variables,
les individus ge´ne´re´s au fil des ge´ne´rations ne les respectent pas force´ment : dans ce cas, la fonction
d’e´valuation doit mesurer (en plus du crite`re) les violations de contraintes [Michalewicz 96] et les
pe´naliser. Une me´thode souvent utilise´e consiste a` de´finir un seuil d’e´valuation pour distinguer les
individus situe´s en dehors du domaine admissible : l’e´valuation de ces derniers est syste´matiquement
infe´rieure au seuil de´fini, et peut eˆtre inversement proportionnelle au nombre de violations de con-
traintes. L’avantage de cette me´thode est de pouvoir conserver des individus ne respectant pas les
contraintes, mais pouvant parfois ge´ne´rer des enfants inte´ressants (car les optima recherche´s sont
souvent en bordure du domaine admissible).
7.3.5 Ame´liorations classiques
La convergence d’un algorithme ge´ne´tique peut eˆtre fortement ame´liore´e par des me´thodes de
scaling et de sharing :
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Scaling
Le scaling [Michalewicz 92] est une mise a` l’e´chelle de la fonction d’e´valuation. Le but est d’aug-
menter ou de diminuer artificiellement les e´carts d’e´valuation entre les individus afin d’ajuster la
se´lection. De nombreuses fonctions de scaling peuvent eˆtre envisage´es. Les deux cate´gories de scal-
ing les plus utilise´es sont :
1. Le scaling line´aire, de´fini comme une fonction affine de la fitness initiale. Pour chaque individu,
on aura :
fsi = afi + b
avec fi la fitness de l’individu i,
fsi la nouvelle fitness de l’individu i, apre`s scaling,
a > 0
Le parame`tre a permet d’augmenter ou de re´duire la pression se´lective des individus : une
exploration plus large de l’espace de recherche est effectue´e dans le cas ou` a < 1 alors que si
a > 1, les individus ayant les meilleures fitness sont favorise´s. Les valeurs de a et b peuvent
varier au fil des ge´ne´rations.
2. Le scaling exponentiel se de´finit par une fonction exponentielle de la fitness :
fsi = (fi)
k
avec fi la fitness de l’individu i,
fsi la nouvelle fitness de l’individu i, apre`s scaling.
k > 0
– Lorsque k tend vers 0, l’algorithme ge´ne´tique effectue une exploration de plus en plus ale´atoire
de l’espace de recherche.
– Lorsque k se rapproche de 1, le scaling devient neutre ;
– Lorsque k augmente, la se´lection des individus ayant la meilleure fitness est renforce´e.
Sharing
Le sharing [Goldberg 87] a pour objectif de diversifier la population afin d’e´viter qu’elle ne con-
verge trop rapidement vers un optimum local. Pour cela, la fitness des individus est modifie´e en fonc-
tion de leur densite´ dans l’espace de recherche : plus les individus sont concentre´s au meˆme endroit,
plus ils sont pe´nalise´s. Le sharing ne´cessite donc la de´finition d’une distance d entre les points de
l’espace de recherche, pour quantifier l’e´loignement des individus.
Une premie`re fac¸on de de´finir le sharing consiste a` diviser la fitness de chaque individu par une
valeur repre´sentant la densite´ de la population dans son voisinage :
fsi =
fi
mi
, mi =
N∑
j=1
S(d(xi, xj))
avec :
{
S(d) = 1− (d(xi,xj)σshare )α si d(xi, xj) < σshare
S(d) = 0 si d(xi, xj) ≥ σshare
et σshare : distance d’influence d’un individu
α : intensite´ du sharing
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– Le parame`tre σshare de´finit la zone d’influence des individus : seuls les individus dont la dis-
tance est infe´rieure a` σshare se pe´nalisent mutuellement (sa valeur est fortement corre´le´e a` la
de´finition de la distance d pour le proble`me traite´).
– Le parame`tre α de´finit l’intensite´ du sharing : plus sa valeur est e´leve´e, plus les individus
proches se pe´nalisent.
En pratique, ce type de sharing est efficace mais ne´cessite le calcul des distances entre chaque paire
d’individus de la population : sa complexite´ en O(N2) peut s’ave´rer trop pe´nalisante, par rapport aux
autres ope´rations de l’algorithme dont la complexite´ est en ge´ne´ral en O(N).
Sharing clusterise´
Le sharing clusterise´ [Yin 93] est une adaptation du sharing pre´ce´dent, plus e´conomique en temps
de calcul, car pouvant eˆtre imple´mente´ en O(N logN) ope´rations : la population est partitionne´e en
groupes d’individus (appele´es clusters) et la fitness de chaque individu est modifie´e en fonction de la
taille du cluster auquel il appartient et de sa distance au centre du cluster. Ce type de sharing ne´cessite
donc la de´finition de barycentres entre les individus (en plus d’une distance d) :
fsi =
fi
ni(1− ( li2dmax )α)
avec fi la fitness de l’individu i,
fsi la nouvelle fitness de l’individu i apre`s sharing,
ni le nombre d’individus dans le meˆme cluster que i.
li la distance entre l’individu i et le centre de son cluster.
α l’intensite´ du sharing.
Le partitionnement en clusters est de´fini en fonction de deux parame`tres dmin et dmax :
– Initialement, chaque individu est un cluster.
– Le parame`tre dmax repre´sente la distance minimale entre un individu et le centre du cluster le
plus proche. Lorsqu’un individu est trop proche d’un cluster, il y est incorpore´ (et le centre du
cluster est alors recalcule´).
– Le parame`tre dmin repre´sente la distance minimale entre deux centres de clusters : lorsque deux
clusters sont trop proches, ils sont fusionne´s et le centre du cluster forme´ devient le barycentre
des deux centres pre´ce´dents.
La de´finition des parame`tres dmin et dmax est donc la` encore fortement corre´le´e a` la distance d
utilise´e sur l’espace de recherche.
Sharing clusterise´ adaptatif
Le sharing clusterise´ adaptatif [Alliot 96] est une technique de sharing clusterise´ dans laquelle
les parame`tres dmin et dmax s’adaptent automatiquement a` la population et a` la distance de´finie : le
principe est d’augmenter le nombre de clusters lorsque que beaucoup d’entre eux contiennent de bons
individus et de diminuer leur nombre dans le cas contraire. Ce type de sharing se de´finit en fonction
de trois nouveaux parame`tres, dont les valeurs sont a` fixer entre 0 et 1, mais dont le re´glage s’ave`re
plus ge´ne´ralisable que celui de dmin et dmax :
– Le taux de sharing τs caracte´rise les bons individus et les bons clusters. Les bons individus
sont de´finis comme ceux dont l’e´valuation relative a` celle du meilleur individu de la population
est supe´rieure au taux. Les bons clusters sont ceux qui contiennent au moins un bon individu.
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– Deux autres seuils S1 < S2 de´terminent les cas ou` les valeurs de dmin et dmax doivent eˆtre
adapte´es : lorsque la proportion de bons clusters est infe´rieure au seuil S1, les valeurs de dmin
et dmax sont augmente´es pour favoriser la re´union de clusters ; lorsqu’au contraire la proportion
de bons clusters de´passe le seuil S2, les valeurs de dmin et dmax sont diminue´es pour augmenter
le nombre de clusters.
En pratique, les valeurs suivantes se sont souvent montre´es efficaces sur les proble`mes de re´solution
de conflits [Granger 02] : 
τs = 0.9
S1 = 0.75
S2 = 0.85
7.3.6 Proble`mes partiellement se´parables
Certains types de proble`mes d’optimisation posse`dent la proprie´te´ d’eˆtre partiellement se´parables
[Durand 94, Durand 98]. Ces proble`mes sont caracte´rise´s par un crite`re a` minimiser en fonction de
n variables et ce crite`re peut s’exprimer comme la somme de m fonctions (Fi)1≤i≤m, chacune ne
de´pendant que d’un sous-ensemble de variables {xji1 , xji2 , ..., xjik} parmi les n :
F (x1, x2, ..., xn) =
m∑
i=1
Fi(xji1 , xji2 , ..., xjik)
Pour l ∈ {1, ..., n}, on de´finit alors l’ensemble El des indices i tels que xl est une variable de Fi :
∀l ∈ {1, ..., n}, El = {i ∈ {1, ..., n} | xl ∈ {xji1 , xii2 , ..., xjik}}
Dans le cas ou` le ge´notype d’un individu est compose´ directement des n variables (x1, x2, ..., xn),
il est alors possible de de´finir des fonctions de fitness partielles note´es (Gl)1≤l≤n qui s’appliquent aux
n variables et qui repre´sentent la contribution au crite`re de la variable xl concerne´e :
∀l ∈ {1, ..., n}, Gl(x1, x2, ..., xn) =
∑
i∈El
Fi(xji1 , xji2 , ..., xjik)
Cette fitness partielle permet alors de de´finir des ope´rateurs de variations adapte´s au proble`me,
en augmentant la probabilite´ que ces ope´rateurs modifient une variable xl lorsque la valeur de Gl est
forte.
7.4 Algorithme ge´ne´tique pour la re´solution des conflits au roulage
7.4.1 Codage des donne´es
Dans le cadre de la re´solution des conflits entre avions au roulage et en accord avec l’approche par
classement de´crite au chapitre pre´ce´dent, chaque individu doit repre´senter l’ensemble des chemins et
des rangs choisis pour chaque avion :
∀i ∈ {1, ..., N},
{
ηi ∈ [1; nich] le chemin choisi pour l’avion i ;
θi ∈ [1, N ] le rang de l’avion i dans le classement.
avec nich le nombre de chemins possibles pour l’avion i.
N le nombre total d’avions.
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Le ge´notype de chaque individu est alors code´ par l’ensemble des couples (ηi, θi) :
individu = {(η1, θ1); (η2, θ2); ...; (ηn, θn)}
Chaque individu repre´sente donc une permutation du classement des avions (via les rangs) et un
ensemble de chemins qui leurs sont affecte´s. Cette approche par permutation permet alors d’assurer
la contrainte sur les rangs :
∀(i, j) ∈ [1;N ]2, i 6= j ⇒ θi 6= θj
7.4.2 Population et ge´ne´ration initiale
Dans l’imple´mentation choisie, la population est compose´e d’un nombre fixe Tp d’individus.
La ge´ne´ration de la population initiale consiste a` choisir ale´atoirement le chemin et le rang de
chaque avion pour les Tp individus :
1. Le chemin de chaque avion peut eˆtre choisi ale´atoirement dans le domaine de la variable
([1, nich], pour chaque avion i). Les valeurs les plus faibles (correspondant aux chemins les
plus courts) sont cependant privile´gie´es.
2. De la meˆme manie`re que dans la re´solution par une me´thode de´terministe, le rang des avions
e´tablit le lien entre les se´quences a` re´aliser sur les pistes et la phase de roulage. Le rang θi de
l’avion i est donc de´duit de l’heure d’acce`s a` la piste pre´vue dans la se´quence le concernant. Afin
de conserver une part d’ale´atoire et d’explorer ainsi un maximum de solutions sans converger
imme´diatement vers un optimum local, un bruit gaussien d’amplitude maximaleHp est applique´
aux heures pre´vues d’acce`s a` la piste de chaque avion. Les rangs des avions sont alors de´duits
de ces heures bruite´es.
7.4.3 Fonction d’e´valuation
L’e´valuation de chaque individu consiste a` quantifier le crite`re de´fini en 6.5.4 en fonction des
chemins et du rang de chaque avion de l’individu. Pour cela, il faut calculer les attentes a` imposer aux
avions pour obtenir leurs trajectoires re´sultantes.
Lors de l’e´valuation d’un individu, la me´thode de´terministe de´crite au 7.2 est alors applique´e a`
chaque avion, afin de de´terminer sa trajectoire. Seul l’algorithme III.1 (choix des attentes) est donc
utilise´, sur le chemin impose´ par le ge´notype de l’individu : cet algorithme est applique´ successivement
aux diffe´rents avions, dans l’ordre de´crit par leurs rangs. Lorsque la me´thode de´terministe ne trouve
pas de solution avec le chemin et le classement donne´s, les avions en conflit sont identifie´s.
Le caracte`re partiellement se´parable du proble`me permet de mettre en place une fitness partielle
qui correspond a` une note pour chaque avion a de chaque individu : cette note est de´finie par la
pe´nalite´ de´crite en 6.5.4, si une trajectoire sans conflit a e´te´ trouve´e pour l’avion. Dans le cas contraire
(a est en conflit avec un avion b), la fitness partielle des deux avions est augmente´e d’une constante
K, caracte´risant le fait qu’ils sont en conflit (cette constante est donc choisie de telle sorte qu’elle soit
toujours supe´rieure aux valeurs possibles de la pe´nalite´ d’un avion) :
fap = pa + n
a
c ×K
avec pa la pe´nalite´ de l’avion a
nac le nombre de conflits non re´solus dans lesquels a est implique´
La fitness globale f ig d’un individu s’exprime alors a` partir des fitness partielles f
a
p de chaque
avion a :
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– Dans le cas ou` une solution a e´te´ trouve´e pour tous les avions :
f ig =
1
2
+
1
2 +
∑N
a=1 f
a
p
– Sinon, le nombre nc > 0 de conflits non re´solus est comptabilise´ :
f ig =
1
2
1
1 + nc
Les solutions non-admissibles (avec au moins un conflit non re´solu) sont donc associe´es a` une
fitness dans l’intervalle ]0; 12 [ ; tandis que les solutions admissibles sont associe´es a` des fitness dans
l’intervalle ]12 ; 1].
7.4.4 Reproduction des individus
Entre chaque ge´ne´ration, la reproduction des individus s’effectue en suivant les e´tapes de se´lection
puis de mutations et de croisements :
– La me´thode de se´lection retenue est celle de la roulette, car la population est compose´e d’in-
dividus repre´sentant des solutions qui ne sont pas ne´cessairement admissibles : ce mode`le
de se´lection permet en effet de favoriser les individus qui repre´sentent des solutions avec
peu de conflits (voire aucun) tout en conservant une probabilite´ de se´lectionner des individus
repre´sentant une solution non admissible, afin d’assurer la diversification de la population.
– La mutation d’un individu modifie ale´atoirement la valeur du chemin ou du rang d’un avion
dans le ge´notype. Le choix de l’avion dont les variables seront modifie´es est guide´ par la fitness
partielle associe´e a` chaque avion, selon le principe de la roulette (chaque avion est repre´sente´
par un segment dont la longueur correspond au rapport entre sa fitness partielle et la somme
des fitness partielles). Lorsque la mutation modifie le rang d’un avion, les rangs des autres
avions sont e´galement adapte´s, pour que l’ensemble des rangs de´crits dans l’individu re´sultant
repre´sente toujours une permutation conforme.
– Le croisement de deux individus consiste a` en ge´ne´rer deux nouveaux, dont les caracte´ristiques
sont un me´lange entre les deux parents. Cette ope´ration s’effectue sur un avion choisi de telle
sorte que sa fitness partielle dans l’un des parents est bien meilleure que dans l’autre. Le parent
dont l’avion se´lectionne´ posse`de la plus haute fitness partielle est utilise´ comme base pour le
nouvel individu ge´ne´re´ : le chemin et/ou le rang de cet avion (dans le nouvel individu) sont
remplace´s par les valeurs du meˆme avion dans l’autre parent.
Soient les individus I1 = {a11, a12, ..., a1N} et I2 = {a21, a22, ..., a2N}. Si l’avion ai est choisi pour
le croisement, et que ai posse`de une meilleure fitness partielle dans I2, on pourra obtenir un
nouvel avion b parmi les possibilite´s suivantes :
b = (ηa2i , θa2i )
b = (ηa1i , θa2i )
b = (ηa2i , θa1i )
L’individu ge´ne´re´ par le croisement de I1 et I2 posse`de alors les meˆmes chemins et rangs que
I1 a` l’exception de l’avion ai qui est remplace´ par l’avion b :
I1×2 = {a11, a12, ..., b, ..., a1N}
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Lorsque le croisement entre deux individus est effectue´, il est ope´re´ dans les deux sens : on
obtiendra alors deux individus I1×2 et I2×1. Un avion juge´ moins bon dans chaque individu
sera donc remplace´ par celui de l’autre parent dans l’individu ge´ne´re´.
La condition d’arreˆt de l’algorithme est de´finie en fonction de deux facteurs :
– lorsqu’un nombre maximal ngen de ge´ne´rations est atteint ;
– lorsque la meilleure fitness de la population n’e´volue plus sur un nombre fixe´ de ge´ne´rations.
7.4.5 Ame´liorations classiques
Les trois types d’ame´liorations classiques sont e´tudie´es pour l’algorithme ge´ne´tique :
– Le scaling line´aire s’ave`re tre`s efficace lorsqu’il est couple´ avec une se´lection de type roulette.
Le scaling utilise´ est donc une adaptation de ce dernier et repre´sente un scaling line´aire adap-
tatif : l’impact du scaling de´pend de la moyenne et de l’e´cart type des fitness des individus de
la ge´ne´ration courante :
f igs = max(0, f
i
g − (f¯g − c× σ))
avec c une constante permettant de mettre l’e´cart type a` l’e´chelle voulu.
f¯g la moyenne des fitness globales
σ l’e´cart type des fitness globales
f ig la fitness globale de l’individu i
f igs la fitness globale de l’individu i apre`s scaling
Dans cette de´finition, chaque fitness est diminue´e de la moyenne et de l’e´cart type des fitness.
L’ensemble des f igs pour chaque avion i est ensuite a` nouveau normalise´ entre 0 et 1.
– Le sharing clusterise´ adaptatif est utilise´, comme de´crit dans la partie 7.3.5 :
– La distance entre deux individus est de´finie par le taux d’avions dont les variables diffe`rent :
Soient deux individus A = {(ηA1 , θA1 ), ..., (ηAN , θAN )} et B = {(ηB1 , θB1 ), ..., (ηBN , θBN )}.
Un avion i est diffe´rent dans les deux individus lorsque :
ηAi 6= ηBi ou θAi 6= θBi
La distance entre A et B s’exprime alors par :
d(A,B) =
|{i ∈ [1; N ] | ηAi 6= ηBi ou θAi 6= θBi }|
N
– Le barycentre de deux individus A et B ponde´re´s par les coefficients αA et αB correspond
a` un individu C dont les chemins correspondent a` ceux de l’individu associe´ au plus haut
coefficient et dont les rangs correspondent aux rangs des barycentres des rangs de A et B :
En supposant αA ≤ αB ,
∀i ∈ [1; N ],
{
ηCi = η
B
i
θCi = |{j ∈ [1; N ] | pij < pii ou (pij = pii et j ≤ i)}|
avec : ∀i ∈ [1; N ], pii = αAθ
A
i + αBθ
B
i
αA + αB
– Diffe´rents valeurs de taux de sharing seront envisage´es (de 0 a` 0.9) au prochain chapitre, pour
des seuils S1 = 0.75 et S2 = 0.85 fixe´s.
– Aucune me´thode d’optimisation locale n’est ne´cessaire en fin de convergence, car dans le
codage propose´, chaque individu repre´sente de´ja` a` un optimum local : la me´thode de´terministe
est en effet utilise´e pour rechercher syste´matiquement les meilleures trajectoires, en fonction de
l’affectation de chemins et du classement des avions de´crits par l’individu.
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7.5 Conclusion
La mise au point de deux me´thodes de re´solutions tre`s diffe´rentes a pour but de comparer leur
efficacite´ sur le proble`me de re´solution de conflits au roulage en inte´grant des se´quences d’avions a`
re´aliser sur les pistes.
La me´thode de´terministe re´sout en re´alite´ une simplification du proble`me en re´duisant l’espace
de recherche et en se basant sur un classement pre´calcule´ des avions en conflit. Un algorithme de
type branch & bound parcourt alors l’arbre des possibilite´s pour chaque chemin de chaque avion. Le
proble`me e´le´mentaire a` re´soudre consiste donc a` rechercher un plus court chemin (en e´vitant certains
obstacles) dans un graphe. Le classement ne´cessaire a` cette me´thode peut eˆtre directement de´duit des
se´quences optimales d’avions sur les pistes. En cas d’e´chec, le classement est adapte´ en fonction des
conflits non re´solus.
L’algorithme ge´ne´tique posse`de l’avantage d’eˆtre flexible et e´volutif car il ne fait aucune hy-
pothe`se sur le crite`re ni sur les contraintes. Ce type d’algorithme s’est de´ja` montre´ efficace sur le
proble`me de re´solution de conflits en l’air [Granger 01] et au roulage [Gotteland 04] mais ne´cessite un
e´talonnage des parame`tres, parfois complexe a` re´aliser (comme cela est pre´sente´ au prochain chapitre),
l’objectif e´tant de trouver de meilleures solutions en explorant un espace de recherche plus vaste. La
version de l’algorithme ge´ne´tique propose´e dans cette the`se est en re´alite´ une hybridation entre un
algorithme ge´ne´tique et la me´thode de´terministe qui est inte´gre´e dans la phase d’e´valuation des indi-
vidus.

Chapitre 8
Re´sultats
8.1 Introduction
Les deux me´thodes (de´terministe et stochastique) pre´sente´es dans le chapitre pre´ce´dent ont e´te´
de´finies de fac¸on a` pouvoir ou non inte´grer les se´quences optimales d’avions a` re´aliser sur les pistes.
L’objectif de ce chapitre est donc de comparer ces me´thodes.
Pour ce faire, il est indispensable d’e´talonner l’algorithme ge´ne´tique en trouvant les valeurs les
plus efficaces pour les nombreux parame`tres influenc¸ant la vitesse et la qualite´ de la convergence :
cet e´talonnage concerne entre autres les taux de croisement et de mutation, la taille de la population,
le nombre maximal de ge´ne´rations et le taux de sharing. Il ne´cessite l’application de l’algorithme
ge´ne´tique sur une journe´e entie`re de trafic avec chaque combinaison des parame`tres. L’e´valuation de
chaque configuration des parame`tres est relative au de´lai moyen re´sultant et au nombre de cre´neaux
impose´s par le CFMU non respecte´s. Cette approche (plutoˆt qu’un e´talonnage sur des proble`mes
fixes en comparant uniquement les fitness re´sultantes) permet de se´lectionner la configuration de l’al-
gorithme la plus efficace par rapport aux objectifs des simulations et non en terme de vitesse de
convergence ou de meilleures fitness sur chaque situation.
L’efficacite´ de la re´solution des conflits au roulage en inte´grant les se´quences d’avions a` re´aliser
sur les pistes est ensuite mesure´e. Chaque me´thode de re´solution est alors compare´e dans ses deux
configurations possibles (avec et sans prise en compte des se´quences). Le temps de calcul de chaque
me´thode est tout d’abord mesure´ a` titre indicatif, sans que cela ne soit de´terminant pour le choix
de la meilleure me´thode. Par la suite, la qualite´ globale des solutions est mesure´e : cela inclut le
de´lai moyen ge´ne´re´ sur la journe´e comple`te ainsi que le respect des cre´neaux impose´s par le CFMU.
Enfin, le respect des se´quences d’avions sur les pistes pour chaque me´thode (uniquement avec prise
en compte des se´quences a` re´aliser) est e´value´, afin de tester si la re´alisation des se´quences optimales
d’avions sur les pistes est satisfaisante.
8.2 E´talonnage de l’algorithme ge´ne´tique
8.2.1 Pre´sentation
Afin de de´terminer la valeur la plus approprie´e de chaque parame`tre de l’algorithme ge´ne´tique,
un classement des parame`tres est effectue´, en fonction de leur influence habituelle sur la qualite´ de
la convergence : dans un premier temps, les parame`tres calibrant le renouvellement de la population
(taux de croisement et de mutation) sont e´tudie´s, en prenant une taille de population et un nombre de
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ge´ne´rations maximal fixe´s et volontairement e´leve´s, afin de ne pas limiter la convergence de l’algo-
rithme ge´ne´tique. La somme du taux de croisement et de mutation donne le taux de renouvellement :
il repre´sente le pourcentage d’individus utilise´s comme parents pour la nouvelle ge´ne´ration. Les effets
de ces taux ne sont pas inde´pendants et doivent donc eˆtre e´tudie´s en paralle`le.
Une fois ces taux fixe´s, la rapidite´ de convergence de l’algorithme peut eˆtre e´tudie´e en fonction
des trois parame`tres suivants :
– La taille de la population correspond au nombre d’individus composant chaque ge´ne´ration.
Le caracte`re hybride de l’algorithme ge´ne´tique de´fini (qui utilise une me´thode d’optimisation
de´terministe pour calculer pre´cisemment les trajectoires de´crites par chaque individu), associe´
au caracte`re partiellement se´parable du proble`me de re´solution de conflits (qui donne lieu a` des
ope´rateurs de croisement et de mutation acce´le´rant la convergence), doit normalement permettre
d’utiliser une taille de population relativement faible (infe´rieure a` 100, si on se re´fe`re au meˆme
type d’algorithme ge´ne´tique, de´fini dans [Gotteland 04]).
– Le nombre maximal de ge´ne´rations correspond au nombre d’ite´rations du cycle de l’e´volution
de l’algorithme. Pour les meˆmes raisons que pre´ce´demment, un faible nombre de ge´ne´rations
(infe´rieur a` 200) devrait eˆtre suffisant.
– Le taux de sharing a une influence sur la modification de la fitness de chaque individu et sur
la re´partition des individus conserve´s au cours de la reproduction.
L’e´talonnage s’effectue alors en exe´cutant l’algorithme plusieurs fois sur une meˆme journe´e de
trafic, en faisant varier un a` un les parame`tres : avec une pe´riode de re´solution de ∆r = 2 min-
utes, chaque simulation ne´cessite la re´solution des conflits de 720 situations de trafic, comprenant en
ge´ne´ral plusieurs clusters diffe´rents.
La journe´e de trafic utilise´e est celle du 22 mars 2002, pre´sente´e au 3.4.4 :
– 1454 vols, dont 735 de´parts et 719 arrive´es ;
– 278 cre´neaux de de´collage impose´s par le CFMU, dont 14 non re´alisables (a` cause de l’heure
tardive de libe´ration du parking et du temps de roulage minimal).
8.2.2 Taux de croisement et de mutation
L’algorithme ge´ne´tique est utilise´ avec diffe´rents taux de croisement et de mutation sur une journe´e
comple`te, en fixant les autres parame`tres :
– La taille de la population est fixe´e a` 100 individus, ce qui s’ave`re en pratique un bon compromis
entre la diversite´ de la population et le temps de calcul.
– Le nombre de ge´ne´rations est fixe´ a` 200, ce qui s’ave`re en pratique suffisant pour la conver-
gence.
– Aucune me´thode de sharing n’est initialement utilise´e, afin de ne pas perturber la convergence.
Une limite sur le taux de renouvellement envisage´ (somme du taux de croisement et du taux de
mutation) est conside´re´e a priori, car les valeurs extreˆmes de ce taux (infe´rieures a` 40% ou supe´rieures
a` 95%) ne correspondent pas a` un bon fonctionnement de l’algorithme ge´ne´tique.
Le tableau de la figure 8.1 pre´sente les de´lais des de´parts non re´gule´s dans les diffe´rentes configu-
rations. Le respect des cre´neaux impose´s par le CFMU e´tant une priorite´, les re´sultats des simulations
dans lesquelles des cre´neaux re´alisables ont e´te´ rate´s sont volontairement occulte´s. Il ne reste alors
que les combinaisons de taux de croisement et mutation satisfaisantes : les de´lais moyens obtenus sont
globalement similaires dans les diffe´rentes configurations se´lectionne´es, avec une le´ge`re augmenta-
tion lorsque le taux de mutation est faible : la valeur minimale du de´lai moyen (36 secondes par avion)
est obtenue avec un taux de mutation de 50% et un taux de croisement de 40%.
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PPPPPPPPMut.
Crois.
20 25 30 35 40 45 50 55 60 65 70
20 38.0 37.2
25 38.7
30 37.4 37.3
35 37.3 38.2
40 36.6 37.1
45 37.2 36.1 37.1
50 36.2 36.6 36.0 36.7
55 36.3 36.4 36.2 37.2
60 36.2 36.9 36.5
65 36.3 36.2
70
FIG. 8.1 – E´talonnage des taux de croisement et de mutation
Ces valeurs de´finissent donc un taux optimal de renouvellement de la population de 90%, ce qui
peut apparaıˆtre relativement e´leve´ (compare´ aux taux habituellement retenus dans ce type d’algo-
rithmes), mais elles s’expliquent par le caracte`re hybride de l’algorithme ge´ne´tique, qui n’explore que
des optima du proble`me pose´ et qui ne´cessite donc une population la plus diversife´e possible.
8.2.3 Taille de population et nombre de ge´ne´rations
L’e´talonnage de la taille de la population est effectue´ en meˆme temps que celui du nombre maximal
de ge´ne´rations, car ces deux parame`tres de´finissent ensemble l’association entre la qualite´ et la vitesse
de convergence : la qualite´ de convergence ne´cessite une importante diversite´ des individus dans la
population, donc une taille de population suffisante, tandis que la rapidite´ de convergence (en temps
de calcul) s’exprime en fonction du nombre total d’individus visite´s, ce qui correspond au produit de
la taille de la population et du nombre de ge´ne´rations.
La figure 8.2 pre´sente le de´lai moyen par avion (sur la journe´e) ainsi que le nombre de cre´neaux
re´alisables rate´s (lorsqu’il est non nul) en fonction du nombre maximal de ge´ne´rations, pour diffe´rentes
tailles de la population.
Pour un nombre maximal de ge´ne´rations supe´rieur ou e´gal a` 100, tous les cre´neaux re´alisables
sont respecte´s. A` partir d’un nombre maximal de 200 ge´ne´rations, les de´lais ne varient plus, ce qui
signifie que 200 ge´ne´rations sont suffisantes pour la convergence de l’algorithme, et ce pour toutes les
tailles de population teste´es.
Pour un nombre maximal de ge´ne´rations supe´rieur ou e´gal a` 150, des tailles de population de
100 ou 200 individus aboutissent a` des re´sultats tre`s similaires : le de´lai moyen est infe´rieur a` 36.1
secondes par avion sur la journe´e. La convergence de l’algorithme ge´ne´tique est ainsi satisfaisante a`
partir d’une population de 100 individus et un nombre maximal de 150 ge´ne´rations : ces valeurs sont
donc retenues pour la suite.
8.2.4 Sharing
La figure 8.3 montre le nombre de cre´neaux rate´s et le de´lai moyen par avion (sur la journe´e) en
fonction du taux de sharing utilise´ (un taux nul correspondant a` l’absence de sharing).
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FIG. 8.2 – E´talonnage de la taille de la population et du nombre maximal de ge´ne´rations
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FIG. 8.3 – E´talonnage du taux de sharing (%)
8.3. COMPARAISON DES DEUX ME´THODES 95
Il apparaıˆt que le sharing utilise´ n’ame´liore pas la qualite´ des solutions trouve´es par l’algorithme
ge´ne´tique : le de´lai moyen n’est infe´rieur a` la valeur obtenue sans sharing que lorsqu’un cre´neau
re´alisable est rate´. Ce re´sultat paradoxal peut provenir de l’horizon de pre´diction limite´ associe´ au
crite`re mettant en concurrence la minimisation des de´lais et le respect des cre´neaux. Malgre´ le fort
coefficient affecte´ au non respect d’un cre´neau, il se peut que certaines situations incitent a` repousser
un de´collage soumis a` cre´neau pour re´duire le de´lai des autres avions (sans que cela ne remette en
cause a` cet instant le respect du cre´neau) mais engendrent ensuite des situations ou` le cre´neau retarde´
ne peut plus eˆtre respecte´. Cela signifie que des solutions peuvent sembler meilleures a` court terme
(moins de de´lai et aucun cre´neau rate´) alors qu’elles ge´ne`rent des situations futures globalement plus
pe´nalisantes pour les avions, comme cela a souvent e´te´ constate´ dans le mode`le de simulation avec
horizon de pre´diction limite´. Ces re´sultats montrent qu’il serait be´ne´fique d’affiner le crite`re en fonc-
tion de la situation des avions en fin d’horizon de pre´diction, pour de´tecter en avance les risques de
non respect des cre´neaux impose´s par le CFMU.
L’utilisation du sharing tel qu’il est de´fini ne semble en tous cas pas be´ne´fique, et n’est donc pas
retenue.
8.3 Comparaison des deux me´thodes
8.3.1 Temps de calcul
Les deux me´thodes de re´solution sont compare´es sur la meˆme journe´e de trafic a` l’ae´roport de
Roissy Charles de Gaulle, avec les parame`tres de simulation suivants :
– Le taux d’incertitude sur les vitesses est fixe´e a` 20%.
– L’horizon de pre´diction pour les se´quences d’avions sur les pistes est de 30 minutes.
– L’horizon de pre´diction pour la re´solution des conflits au roulage est de 7 minutes
– Le pas de temps de la re´solution est de 2 minutes.
– La perte de niveau de priorite´ des arrive´es pose´es est fixe´e a` · δprio = 30 minutes.
L’algorithme ge´ne´tique est utilise´ avec les parame`tres de´finis pre´ce´demment :
– Taille de la population : 100
– Nombre de ge´ne´rations maximal : 150
– Taux de croisement : 40%
– Taux de mutation : 50%
– Sharing : sans
La figure 8.4 montre que le temps de calcul de la me´thode de´terministe est bien infe´rieur a` celui
de l’algorithme ge´ne´tique. Cependant le temps d’exe´cution de l’algorithme ge´ne´tique reste compati-
ble avec le pas de rafraıˆchissement souhaite´ du syste`me (une ou deux minutes) dans la plupart des cas
rencontre´s (dans le cadre d’une utilisation en temps re´el, le temps de calcul d’une solution doit simple-
ment eˆtre infe´rieur au pas de rafraıˆchissement). De plus, ce temps de calcul pourrait eˆtre grandement
ame´liore´ en paralle´lisant l’algorithme ge´ne´tique (e´valuation en paralle`le des individus), ce qui n’e´tait
pas du tout l’objet de ces simulations.
Les temps de calcul extreˆmement faibles obtenus avec la me´thode de´terministe (bien infe´rieurs a` la
seconde) peuvent s’ave´rer en revanche un atout conside´rable : les solutions aux conflits sont calcule´es
presque imme´diatement, ce qui laisse envisager des inte´ractions avec les ope´rationnels (essais de
diffe´rentes possibilite´s, re´vision manuelle du classement, etc.) ou meˆme avec d’autres syste`mes d’aide
utilise´s sur l’ae´roport.
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FIG. 8.4 – Comparaison des temps de calcul des deux me´thodes
8.3.2 Comparaison des de´lais et du respect des cre´neaux
Les figures 8.5 et 8.6 pre´sentent les re´sultats obtenus par simulation de la journe´e comple`te, pour
chaque me´thode de re´solution de conflits, avec et sans prise en compte des se´quences optimales.
Pour les deux me´thodes, le de´lai moyen des de´parts (non re´gule´s) est re´duit de moitie´ lorsque
les se´quences optimales sont prises en compte. Les arrive´es sont en revanche moins affecte´es par ce
facteur : leur phase de roulage ne de´pend pas des se´quences re´alise´es sur les pistes. Ces re´sultats
montrent ne´anmoins que l’inte´gration des se´quences dans la re´solution des conflits au sol permet de
re´duire fortement les de´lais ge´ne´re´s.
Avec l’algorithme ge´ne´tique, l’objectif de viser les se´quences a un impact sur le respect des
cre´neaux impose´s par le CFMU (trois cre´neaux re´alisables rate´s sans viser les se´quences contre aucun
en les visant) : lorsqu’il ne dispose pas de se´quences optimales d’avions sur les pistes, l’algorithme
ge´ne´tique effectue une minimisation des de´lais de l’ensemble des avions, sans re´ellement distinguer
les de´parts re´gule´s, et cela peut aller a` l’encontre du respect des cre´neaux dans certaines situations.
La diffe´rence principale entre les re´sultats des deux me´thodes de re´solution concerne le de´lai
moyen des arrive´es : avec l’algorithme ge´ne´tique, ces de´lais sont presque deux fois moindres que ceux
obtenus avec la me´thode de´terministe, meˆme lors d’une exploitation sans viser les se´quences d’avions
optimales sur les pistes (cf. figure 8.6). Le de´lai maximal (ainsi que l’e´cart type) est e´galement forte-
ment re´duit avec l’algorithme ge´ne´tique. Cela montre que les arrive´es sont moins bien ge´re´es avec
la me´thode de´terministe et ceci provient certainement de la simplification ope´re´e sur le proble`me : le
classement des avions qui rend les arrive´es syste´matiquement moins prioritaires au roulage leur inflige
finalement beaucoup plus de retards.
La figure 8.7 montre le de´lai moyen en fonction du nombre d’avions en mouvement sur une
pe´riode de 10 minutes. La` encore, les solutions apporte´es par l’algorithme ge´ne´tique sont bien meilleu-
res pour les arrive´es : en pe´riode de pointe, les de´lais moyens par arrive´e repre´sentent le tiers de ceux
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De´lai moyen De´lai maximal E´cart type
Cre´neaux rate´s
(secondes/avion) (secondes) (secondes)
A
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c
se´
qu
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ce
s
Algorithme De´parts 57
36.0
695 91.9
14
ge´ne´tique Arrive´es 22 320 34.3
Me´thode De´parts 59
54.0
920 104.5
15
de´terministe Arrive´es 52 770 95.4
Sa
ns
se´
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ce Algorithme De´parts 97
58.3
1065 153.5
17
ge´ne´tique Arrive´es 28 325 44.9
Me´thode De´parts 112
73.7
1380 180.5
15
de´terministe Arrive´es 48 600 78.7
FIG. 8.5 – Temps de calcul et pe´nalite´ sur la journe´e comple`te pour chaque me´thode
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FIG. 8.7 – De´lais en fonction du nombre d’avions conside´re´s
obtenus avec la me´thode de´terministe. Pour les deux me´thodes, la prise en compte des se´quences
optimales d’avions sur les pistes permet de re´duire de plus de la moitie´ le de´lai moyen des de´parts
dans les pe´riodes charge´es : une fois encore, les re´sultats montrent que l’inte´gration des se´quences
dans la gestion de la phase du roulage est be´ne´fique.
La figure 8.8 illustre la fac¸on dont sont programme´s les de´collages soumis a` un cre´neau impose´
par le CFMU pour chaque me´thode. Les deux me´thodes engendrent une programmation e´quivalente,
avec une majorite´ de de´collages programme´s dans l’intervalle [−5min.; +5min.] par rapport a` l’heure
impose´e. Lorsque le crite`re prend en compte les se´quences optimales calcule´es, seuls 14 cre´neaux sont
rate´s, ce qui correspond au minimum atteignable (ces 14 cre´neaux ne peuvent pas eˆtre re´alise´s a` cause
de l’heure tardive de libe´ration du parking et du temps de roulage minimum des vols concerne´s).
Ne´anmoins, la prise en compte des se´quences d’avions sur les pistes n’influence pas fortement la
distribution des heures de de´collage soumis a` un cre´neau impose´ par le CFMU : la feneˆtre de tole´rance
de´finie par le CFMU (entre −5 et +10 minutes autour de l’heure de de´collage impose´e) est suffisam-
ment large pour que les algorithmes de re´solution de conflits parviennent a` respecter correctement ces
cre´neaux, meˆme sans anticipation des se´quences d’avions sur les pistes (mais ce re´sultat pourrait ne
plus eˆtre valable si le nombre de cre´neaux impose´s venait a` augmenter).
8.3.3 Pertinence des se´quences d’avions pre´vues sur les pistes
L’objectif de calculer en avance des se´quences optimales d’avions sur les pistes (a` re´aliser lors de
la gestion des conflits au roulage) n’est pas seulement de re´duire des de´lais des avions : il s’agit
e´galement de rendre le syste`me de gestion du trafic ae´rien plus pre´visible, notamment en ce qui
concerne les heures de de´collage (syste`mes DMAN). Les deux me´thodes de re´solution de conflits
inte´grant les se´quences optimales sur les pistes doivent donc e´galement eˆtre compare´es en terme de
re´alisation des se´quences calcule´es : la simulation de la phase de roulage est effectue´e avec incertitudes
sur les vitesses de roulage et re´solution des conflits entre avions, ce qui vient donc ne´cessairement per-
turber la re´alisation des se´quences optimales.
Les heures d’atterrissage e´tant tre`s peu modifiables, et les heures de de´collage des de´parts re´gule´s
e´tant e´value´es par rapport aux cre´neaux impose´s par le CFMU, la comparaison ne concerne que les
de´collages non re´gule´s et s’effectue en calculant la diffe´rence entre l’heure de de´collage pre´vue par la
se´quence (un certain temps en avance) et l’heure effective de de´collage dans la simulation. Le caracte`re
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FIG. 8.8 – Re´partition des de´collages soumis a` un cre´neau impose´ par le CFMU
dynamique des se´quences d’avions (recalcule´es a` chaque situation) rend la mesure du respect de ces
se´quences de´licate : a` quel instant les heures de de´collage pre´vues dans les se´quences doivent-elles
eˆtre compare´es a` l’heure effective de de´collage ?
Les exigences ope´rationnelles sont actuellement d’obtenir une heure fiable de de´collage (donc une
se´quence stable) 30 minutes avant le de´collage effectif des avions.
L’heure effective de de´collage de chaque de´part non re´gule´ est donc compare´e avec l’heure pre´vue
par les se´quences optimales d’avions sur les pistes 30 minutes avant. La distribution de la diffe´rence
entre ces heures est pre´sente´e sur la figure 8.9 : les re´sultats sont similaires avec les deux me´thodes.
Une grande majorite´ des de´parts (plus de 360 sur un total de 457 de´parts non-re´gule´s) respectent a` une
minute pre`s l’heure de de´collage pre´vue par la se´quence 30 minutes en avance. De plus, les heures
de de´collage pre´vues sont fiables a` 5 minutes pre`s dans plus de 98% des cas (toujours avec les deux
me´thodes de re´solution) : la pertinence des se´quences calcule´es 30 minutes en avance apparaıˆt donc
tout a` fait satisfaisante.
8.4 Conclusion
L’inte´gration des se´quences optimales d’avions sur les pistes dans la gestion de la phase de roulage
des avions ame´liore nettement les re´sultats obtenus par les deux me´thodes de re´solution de conflits
e´tudie´es, que ce soit en terme de de´lai moyen par avion, de respect des cre´neaux de de´collage impose´s
par le CFMU ou encore de pertinence des heures de de´collage pre´vues 30 minutes en avance.
Cette inte´gration se re´ve`le un ve´ritable atout pour la me´thode de´terministe, dont les re´sultats de-
viennent compe´titifs avec ceux de la me´thode stochastique : l’approche par classement et le temps de
calcul presque instantane´ de cette me´thode laissent entrevoir de nombreuses possibilite´s d’inte´ractions
avec les controˆleurs ou avec d’autres syste`mes d’aide a` la de´cision utilise´s sur l’ae´roport. La principale
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FIG. 8.9 – Mesure du respect des se´quences d’avions sur les pistes
diffe´rence re´side dans le de´lai moyen des arrive´es qui reste e´leve´ avec la me´thode de´terministe, car
ces dernie`res sont de´finitivement conside´re´es comme moins prioritaires une fois pose´es.
La me´thode de re´solution par algorithme ge´ne´tique obtient les meilleurs re´sultats, et reste plus
e´volutive (par rapport aux crite`res et aux contraintes envisageables dans la gestion du trafic au roulage).
Les temps de calcul mesure´s, qui pourraient certainement eˆtre nettement ame´liore´s en paralle´lisant
l’algorithme (ce qui n’est pas l’objet de cette the`se), sont e´leve´s mais restent ne´anmoins compatibles
avec un syste`me dont le temps de re´ponse souhaite´ serait de l’ordre de la minute.
Quatrie`me partie
Applications
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Chapitre 9
Influence des principaux parame`tres
9.1 Introduction
Ce chapitre a pour objectif de mesurer l’impact de diffe´rents parame`tres ope´rationnels sur la
qualite´ des solutions trouve´es lors de la re´solution des conflits au roulage. Parmi les nombreux para-
me`tres utilise´s dans la mode´lisation du trafic au sol, certains correspondent en effet directement a` des
concepts ou a` des pratiques ope´rationnelles souvent a` l’e´tude :
– La taille de l’horizon de pre´diction utilise´ pour l’optimisation des se´quences d’avions sur les
pistes peut avoir un impact plus ou moins fort sur les de´lais re´sultants pour le trafic. En effet, une
anticipation a` plus ou moins long terme des se´quences d’avions sur les pistes peut jouer un roˆle
direct sur leur stabilite´ et donc sur la cohe´rence des re´solutions de conflits successives. L’e´tude
de la variation des de´lais en fonction de cet horizon de pre´diction doit permettre de mesurer
l’importance de l’anticipation des se´quences d’avions sur les pistes : a` partir d’une certaine
taille de l’horizon de pre´diction, les re´sultats en terme de de´lai moyen devraient atteindre une
limite infe´rieure, et signifier qu’il n’est pas utile d’anticiper davantage les se´quences d’avions,
du point de vue du controˆle d’ae´rodrome.
– Le taux d’incertitude sur les vitesses de roulage influence de fac¸on e´vidente la complexite´ des
situations de trafic a` re´soudre et peut donc fortement de´grader la qualite´ des solutions trouve´es :
lorsque le taux d’incertitude est grand, les zones d’incertitudes des avions sont plus grandes et
le nombre de conflits a` re´soudre peut devenir conse´quent, ce qui se traduit logiquement par une
augmentation du de´lai moyen des avions. L’anticipation des se´quences optimales d’avions sur
les pistes doit cependant permettre une meilleure organisation du trafic, pour e´ventuellement
re´duire cette augmentation du de´lai avec les incertitudes.
– Le pas de rafraıˆchissement du syste`me, qui correspond a` la pe´riode de re´solution des con-
flits, peut e´galement eˆtre de´terminant sur la qualite´ des solutions obtenues : lorsque ce pas est
e´leve´, le syste`me perd en flexibilite´ et ne peut plus affiner certaines de´cisions prises au cours
de la re´solution pre´ce´dente. Ce parame`tre doit naturellement eˆtre e´tudie´ conjointement au taux
d’incertitude sur les vitesses : plus l’incertitude est e´leve´e, plus le syste`me se doit d’eˆtre flexible.
– La priorite´ des de´parts sur les arrive´es au roulage, souvent de´crite comme ne´cessaire par
les ope´rationnels, doit e´galement eˆtre e´tudie´e : la re´duction du niveau de priorite´ des arrive´es
au roulage, mise en place dans la me´thode de´terministe augmente de fac¸on significative leur
de´lai moyen, ce qui en fait le point faible de la me´thode. Un parame´trage moins pe´nalisant peut
e´ventuellement permettre d’ame´liorer les re´sultats obtenus.
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FIG. 9.1 – Influence de l’horizon de pre´diction sur les de´lais
9.2 Horizon de pre´diction des se´quences d’avions sur les pistes
9.2.1 Pre´sentation
L’horizon de pre´diction des se´quences correspond a` une anticipation des ope´rations sur les pistes
a` plus ou moins long terme. Ce niveau d’anticipation se re´percute tout au long de la re´solution des
conflits au roulage, lorsque la re´alisation des se´quences fait partie des objectifs de cette dernie`re.
L’objectif est alors de de´terminer la valeur minimale de l’horizon de pre´diction a` partir de laquelle la
re´solution des conflits au roulage engendre des de´lais minimaux, tout en respectant les cre´neaux de
de´collage impose´s par le CFMU.
Dans ce cadre, les simulations sont effectue´es sur une meˆme journe´e de trafic, en faisant varier
l’horizon de pre´diction des se´quences de 10 a` 60 minutes. Afin de pouvoir comparer les re´sultats, les
autres parame`tres du simulateur sont fixe´s :
– Le taux d’incertitude sur les vitesses de roulage est de δv = 20%.
– Le pas de rafraıˆchissement du syste`me est fixe´ a` ∆r = 2 minutes.
– La re´duction du niveau de priorite´ des arrive´es apre`s atterrissage est maintenue a` δprio = 30
minutes.
Dans cette configuration, les deux me´thodes de re´solution de conflits inte´grant les se´quences a` re´aliser
sont compare´es.
9.2.2 Re´sultats
La figure 9.1 montre le de´lai moyen par avion (sur la journe´e) en fonction de l’horizon de pre´diction
des se´quences : pour les deux me´thodes de re´solution, le de´lai moyen est le´ge`rement supe´rieur avec
un horizon re´duit a` 10 minutes. Les de´lais obtenus avec la me´thode de´terministe se stabilisent a` partir
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FIG. 9.2 – Influence de l’horizon de pre´diction sur les cre´neaux
d’un horizon de 20 minutes mais restent significativement supe´rieurs a` ceux obtenus avec l’algo-
rithme ge´ne´tique : les re´sultats moins re´guliers obtenus avec ce dernier correspondent toujours a` de
bien meilleures solutions.
La figure 9.2 pre´sente le nombre de cre´neaux rate´s (sur la journe´e) en fonction de l’horizon de
pre´diction des se´quences. Parmi ces cre´neaux rate´s, 14 ne sont pas re´alisables (a` cause de l’heure
de libe´ration tardive du parking et du temps de roulage minimal), mais avec les deux me´thodes,
d’autres cre´neaux (re´alisables) sont rate´s lorsque l’horizon est re´duit a` 10 minutes. Pour des hori-
zons supe´rieurs, il n’y a plus de cre´neau re´alisable rate´ avec la me´thode de´terministe alors qu’il en
reste un, pour des horizons de 20 et 60 minutes avec l’algorithme ge´ne´tique. L’analyse de ces cas
particuliers de cre´neaux rate´s alors qu’ils sont re´alisables (et qu’ils ne sont pas rate´s avec d’autres
horizons de pre´diction) fait apparaıˆtre qu’il s’agit toujours des meˆmes de´parts, dont le temps minimal
de roulage implique qu’ils ne peuvent atteindre la piste que tre`s peu de temps avant la fin de leurs
cre´neaux (moins de trente secondes). De ce fait, le respect de ces cre´neaux est extreˆmement sensible
a` toute forme de perturbation ante´rieure (retard additionnel duˆ a` une attente impose´e, un de´tour ou
encore des vitesses de roulage plus lentes que pre´vu) : en cherchant a` minimiser les de´lais des vols
non re´gule´s, l’algorithme ge´ne´tique peut parfois aboutir a` des situations dans lesquelles un cre´neau
ne peut plus eˆtre respecte´. Dans la re´alite´, ce type de cre´neau est souvent annule´ ou retarde´. Dans les
simulations, de tels cas peuvent donc eˆtre conside´re´s comme non significatifs.
Plus globalement, ces simulations montrent que l’algorithme ge´ne´tique parvient toujours a` trou-
ver de meilleurs re´sultats que la me´thode de´terministe, quelle que soit la taille de l’horizon, et que
l’horizon de pre´diction pour les se´quences semble suffisant a` partir de 20 minutes : la valeur de 30
minutes est toutefois conserve´e pour la suite, car elle ne pose pas de proble`me de calcul de se´quence
et correspond a` la valeur souhaite´e par les ope´rationnels.
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9.3 Taux d’incertitude et pas de rafraıˆchissement
9.3.1 Pre´sentation
Dans la re´alite´, le taux d’incertitude sur la vitesse des avions peut s’ave´rer supe´rieur a` 20% :
l’e´tude des traces radar des avions a` Roissy montre de grandes variations des vitesses de roulage
adopte´es (meˆme lorsque ces mesures sont faites au meˆme endroit, pour le meˆme type d’appareil) et
ces variations correspondent plutoˆt a` un taux d’incertitude de l’ordre de 50%, par rapport a` la vitesse
maximale.
Un tel niveau d’incertitude sur les vitesses pose naturellement de nombreux proble`mes pour la
re´solution des conflits entre avions au roulage : la pre´vision des trajectoires ne peut plus eˆtre envisage´e
qu’avec des horizons re´duits (infe´rieurs a` 5 minutes) et la re´alisation de se´quences de de´collages
pre´vues 30 minutes en avance s’ave`re a priori beaucoup plus de´licate. Dans ce mode de fonction-
nement, le syste`me doit ne´cessairement rester beaucoup plus flexible : pour e´viter une augmentation
significative des de´lais, les de´cisions pre´vues dans les situations pre´ce´dentes doivent pouvoir eˆtre
modifie´es ou annule´es, en fonction de l’e´volution re´elle du trafic. Dans les simulations, la flexibilite´
du syste`me est repre´sente´e par le pas de re´solution ∆r : avant chaque re´solution, le syste`me est cense´
eˆtre mis a` jour et les zones d’incertitudes des avions sont donc re´duites. Les effets de l’augmentation
du taux d’incertitude sur les vitesses doivent donc pouvoir eˆtre mode´re´s par une diminution du pas de
rafraıˆchissement ∆r.
L’objectif est donc d’e´tudier par simulation l’influence du taux d’incertitude et du pas de rafraıˆchis-
sement sur le de´lai ge´ne´re´ et le nombre de cre´neaux rate´s : pour chaque valeur envisage´e du taux d’in-
certitude (de 0 et 50%) et du pas (1 ou 2 minutes), une simulation est effectue´e sur la journe´e comple`te.
Comme justifie´ dans la partie pre´ce´dente, l’horizon de pre´diction pour les se´quences d’avions sur les
pistes reste fixe´ a` 30 minutes dans tous les cas.
9.3.2 Re´sultats
La figure 9.3 pre´sente les de´lais et les cre´neaux rate´s re´sultant des diffe´rentes simulations, pour
les deux valeurs du pas de rafraıˆchissement ∆r envisage´es (1 et 2 minutes).
Dans tous les cas de figure, l’influence du taux d’incertitude est conse´quente pour les valeurs
e´leve´es de ce dernier : lorsque le taux d’incertitude passe de 20% a` 50%, le de´lai moyen fait plus
que doubler avec un pas de rafraıˆchissement de deux minutes, et augmente de plus de 50% avec
un pas de rafraıˆchissement d’une minute. De meˆme, le nombre de cre´neaux rate´s augmente, surtout
avec l’algorithme ge´ne´tique. Par ailleurs, des cas d’e´chec de la re´solution de conflits apparaissent
avec la me´thode de´terministe (cf. tableau 9.4) : ces situations de trafic non re´solues correspondent
a` des modifications soudaines des se´quences pre´vues sur les pistes (dues aux de´lais importants des
de´parts en cours de roulage), qui impliquent un nouveau classement des avions, incompatible avec
leur situation courante. Les quelques re´visions du classement explore´es par la me´thode de´terministe ne
permettent pas, dans ces situations particulie`res, de trouver un classement admissible. Ceci montre la
ne´cessite´ d’envisager de nombreux classements (comme le fait l’algorithme ge´ne´tique) pour re´soudre
correctement certains conflits plus complique´s.
La re´duction du pas de rafraıˆchissement du syste`me de 2 a` 1 minute permet en revanche d’ame´liorer
le fonctionnement des me´thodes de re´solution lorsque l’incertitude est e´leve´e : pour un taux d’incer-
titude de 50%, le de´lai moyen passe de 90 secondes par avion (pour un pas de rafraıˆchissement de
deux minutes) a` 47 secondes par avion (pour un pas d’une minute) avec la re´solution par algorithme
ge´ne´tique. Le nombre de cre´neaux rate´s, ainsi que les cas d’e´checs de la me´thode de´terministe se
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FIG. 9.3 – Influence du taux d’incertitude et du pas de rafraıˆchissement
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FIG. 9.4 – Cas d’e´checs de la re´solution de conflits avec la me´thode de´terministe
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font e´galement plus rares. Cela montre qu’un rafraıˆchissement plus fre´quent du syste`me (qui corre-
spond a` une augmentation de sa flexibilite´) permet d’absorber en partie les effets ne´gatifs d’un niveau
d’incertitudes e´leve´.
Ces re´sultats confirment e´galement le meilleur fonctionnement de l’algorithme ge´ne´tique par rap-
port a` la me´thode de´terministe : le de´lai moyen est globalement diminue´ d’au moins un tiers dans
toutes les configurations et la re´solution des conflits (par algorithme ge´ne´tique) se montre plus robuste
a` l’augmentation des incertitudes (aucun cas d’e´chec et une augmentation relative du de´lai moyen
plus faible entre 20% et 50% d’incertitude). Le seul point ne´gatif concerne le nombre de cre´neaux
re´alisables rate´s (plus nombreux avec l’algorithme ge´ne´tique). Ce point est a` rapprocher du dilemme
entre minimisation des de´lais et respect des cre´neaux impose´s, de´ja` discute´ au 8.2.4 : une e´valuation
plus pre´cise des risques de non respect de cre´neaux en fonction de la situation des avions a` la fin de
l’horizon de pre´diction s’ave`re d’autant plus ne´cessaire avec des incertitudes e´leve´es.
Enfin, l’inte´gration des se´quences d’avions pre´vues sur les pistes dans le crite`re a` optimiser pour
re´soudre les conflits au roulage se montre be´ne´fique, meˆme avec un taux d’incertitude e´leve´ et une
plus grande flexibilite´ : pour les deux me´thodes de re´solution, la prise en compte des se´quences permet
une nette diminution du de´lai moyen et favorise globalement le respect des cre´neaux impose´s. Pour la
me´thode de´terministe, le nombre de cas d’e´checs est e´galement diminue´. Globalement, la re´alisation
des se´quences optimales fournit un objectif a` long terme, qui permet de mieux re´soudre les conflits au
roulage, en rendant les re´solutions successives plus cohe´rentes.
9.4 Niveau de priorite´ entre de´parts et arrive´es
9.4.1 Pre´sentation
Le parame`tre δprio de´fini au 7.2.1 a pour fonction de moduler le rapport de priorite´ entre de´parts
et arrive´es au roulage, avec la me´thode de´terministe : sans ce parame`tre, le classement utilise´ (de´duit
des heures de de´collage et d’atterrissage re´alise´es ou pre´vues dans les se´quences) rendrait les ar-
rive´es syste´matiquement prioritaires sur les de´parts au roulage, ce qui est contraire aux objectifs
ope´rationnels. La valeur δprio = 30 minutes assure l’inverse, mais rend le de´lai moyen des arrive´es
bien supe´rieur a` celui obtenu avec l’algorithme ge´ne´tique (pour un de´lai moyen des de´parts e´quivalent,
lorsque le crite`re prend en compte les se´quences). Si cette valeur est revue a` la baisse, les de´parts sont
moins prioritaires : le de´lai des arrive´es doit diminuer, mais celui des de´parts risque d’augmenter :
l’objectif de cette partie est de quantifier pre´cise´ment ces effets, afin de pouvoir envisager les valeurs
les plus approprie´es pour ce parame`tre de la me´thode de´terministe.
Pour cela, diffe´rentes simulations sont effectue´es sur la journe´e comple`te, avec la me´thode de´ter-
ministe inte´grant les se´quences a` re´aliser et en faisant varier ce parame`tre de 0 a` 30 minutes.
9.4.2 Re´sultats
La figure 9.5 montre le de´lai moyen par avion en fonction du parame`tre δprio. Au dela` de 20
minutes, le de´lai moyen (aussi bien pour les arrive´es que pour les de´parts) est sensiblement constant.
Ceci correspond logiquement au temps maximal de roulage des de´parts : pour ces valeurs de δprio,
les arrive´es sont syste´matiquement moins prioritaires que les de´parts, donc la me´thode de re´solution
de´terministe trouve le plus souvent les meˆmes solutions aux diffe´rents conflits. En dessous de cette
valeur, le de´lai moyen des de´parts diminue et celui des arrive´es augmente avec δprio. Globalement, le
de´lai par avion (arrive´es et de´parts confondus) augmente avec ce parame`tre, bien que cette augmenta-
tion soit relativement faible. Cela peut s’expliquer par le nombre d’arrive´es (719) supe´rieur au nombre
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FIG. 9.5 – De´lai moyen par avion en fonction de la re´duction du niveau de priorite´ des arrive´es
de de´parts non re´gule´s (457), qui implique que le de´lai des arrive´es influence davantage le de´lai moyen
global. Cela montre cependant que la strate´gie visant a` favoriser les de´parts sur les arrive´es au roulage
n’est pas force´ment la plus efficace, en terme de de´lai global au roulage.
La figure 9.6 pre´sente le nombre de cre´neaux rate´s pour les diffe´rentes valeurs de δprio : ce nombre
correspond au minimum atteignable (14 cre´neaux rate´s) pour toutes les valeurs non nulles teste´es du
parame`tre. Par contre, lorsque δprio = 0, les arrive´es sont syste´matiquement prioritaires sur les de´parts
au roulage (puisque leur heure d’atterrissage est force´ment infe´rieure a` l’heure pre´vue de de´collage
des de´parts), et ceci cause finalement des cre´neaux rate´s supple´mentaires (4 cas sur cette journe´e).
Les valeurs inte´ressantes pour ce parame`tre correspondent donc a` l’intervalle [5; 20] minutes, et
le choix de cette valeur de´pend des objectifs ope´rationnels : la volonte´ de donner priorite´ aux de´parts
correspond a` une strate´gie globale de gestion du trafic, visant a` minimiser les retards en de´but de vol,
ce qui de´passe le cadre de la simple minimisation des temps de roulage. Quelque soit la valeur choisie
pour ce parame`tre, le de´lai moyen (de´parts et arrive´es confondus) obtenu avec la me´thode de´terministe
ne varie pas suffisamment pour atteindre celui obtenu avec l’algorithme ge´ne´tique (qui se situe entre
10 et 20 secondes de moins par avion).
9.5 Conclusion
Dans ce chapitre, les simulations arithme´tiques d’une journe´e de trafic sont utilise´es pour quanti-
fier l’influence de diffe´rents parame`tres.
L’horizon de pre´diction des se´quences d’avions sur les pistes n’a finalement plus grande influence
sur la re´solution des conflits au roulage de`s lors qu’il est supe´rieur a` 20 minutes, ce qui signifie que
les se´quences calcule´es sont robustes aux situations successives rencontre´es et globalement respecte´es
lors de la re´solution, et qu’un horizon plus important n’ame´liore pas la qualite´ des se´quences.
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FIG. 9.6 – Nombre de cre´neaux rate´s en fonction de la re´duction du niveau de priorite´ des arrive´es
En revanche, l’influence des incertitudes sur les vitesses de roulage des avions est conside´rable :
le de´lai ge´ne´re´ croit rapidement avec le taux d’incertitude. Ainsi, tout moyen permettant de re´duire
ces incertitudes ou du moins a` atte´nuer leurs effets peut contribuer fortement a` diminuer les de´lais :
la diminution du pas de rafraıˆchissement du syste`me permet notamment d’augmenter sa flexibilite´ et
a pour effet d’amortir une grande partie des de´lais. De la meˆme fac¸on, l’anticipation des se´quences
d’avions a` re´aliser sur les pistes permet de mieux ordonner le trafic en visant des objectifs a` plus
long terme, ce qui aboutit a` des de´lais moyens moins sensibles aux incertitudes. Dans ce contexte, les
projets de guidage automatique des avions au sol sont e´galement extreˆmement prometteurs, puisque
cela apporterait une nette ame´lioration de la pre´vision des trajectoires des avions, donc permetterait
une re´solution plus optimise´e des conflits au roulage.
L’importance du niveau de priorite´ des de´parts a pu e´galement eˆtre e´tudie´e avec la me´thode de
re´solution de´terministe : rendre les de´parts plus prioritaires permet de renforcer le respect des cre´neaux
impose´s par le CFMU et de re´duire leur de´lai, bien que ce soit au de´triment de celui des arrive´es.
Cependant, le de´lai global (de´parts et arrive´es confondus) e´volue peu et reste toujours supe´rieur au
de´lai moyen obtenu avec l’algorithme ge´ne´tique.
Conclusions et perspectives
L’e´tude des se´quences d’avions sur les pistes pre´sente´e dans le cadre de cette the`se permet d’en
de´gager les principales caracte´ristiques : d’un point de vue ope´rationnel, la gestion des pistes est un
proble`me a` re´soudre en temps re´el et a` plus long terme (30 minutes) que la re´solution des conflits au
roulage, bien qu’elle doive s’adapter a` chaque situation de trafic. Les mouvements e´tant soumis a` des
re`gles de se´paration sur les pistes (qui de´pendent notamment des cate´gories de turbulence de sillage
de chacun d’entre eux), l’ordre des avions y acce´dant peut fortement influencer les retards ge´ne´re´s.
L’optimisation de ces se´quences peut s’effectuer par une approche par classement : l’ordre des
avions est de´termine´ de fac¸on a` optimiser l’utilisation des pistes en fonction des re`gles pre´de´finies.
Une re´solution par ite´rations sur les situations successives d’une journe´e permet alors d’obtenir des
se´quences d’avions sur les pistes pour une journe´e comple`te et ainsi de quantifier la part du retard duˆ
aux pistes. Bien que ces dernie`res semblent souvent eˆtre le point le plus proble´matique de l’ae´roport en
terme de capacite´, l’optimisation des se´quences d’avions montre qu’une meilleure gestion de la phase
de roulage permettrait de re´duire conside´rablement les retards qu’elles ge´ne`rent : le retard moyen par
de´part en ne conside´rant que les pistes peut eˆtre re´duit a` 35 secondes avec des se´quences optimales,
contre 97 secondes en incluant les conflits au roulage (mais sans conside´rer de se´quences optimales a`
re´aliser sur les pistes). Cela montre que la phase de roulage doit pouvoir eˆtre adapte´e plus efficacement
aux contraintes impose´es par les pistes et qu’un lien entre les deux pourrait fortement re´duire les
retards.
L’analyse du trafic actuel sur les ae´roports permet de de´finir un mode`le de simulation inte´grant
les incertitudes lors de la phase de roulage. La re´solution des conflits au roulage se base alors sur ce
mode`le et une approche par niveaux de priorite´ permet de formaliser le proble`me et ainsi de re´soudre
l’ensemble des situations de trafic. Cette approche de´termine les chemins et les rangs de chaque avion
a` partir desquels les attentes peuvent eˆtre de´finies graˆce a` un algorithme de´terministe. La de´finition
d’une attente strate´gique permet de faire attendre les avions en amont afin que chaque avion respecte
son heure de de´collage pre´vue. Cette attente permet par ailleurs de fluidifier le trafic et d’e´viter la
congestion aux abords des pistes.
Les deux me´thodes de re´solution e´tudie´es se sont re´ve´le´es efficaces et ont chacune leurs points
d’inte´reˆt :
– La me´thode de´terministe conside`re les avions les uns apre`s les autres, selon un classement
initial pre´e´tabli et de´termine la trajectoire de chaque avion en fonction des avions pre´ce´demment
traite´s. Elle a l’avantage d’avoir un temps d’exe´cution tre`s rapide et devient tre`s inte´ressante
au niveau des retards des de´parts lorsque les se´quences optimales d’avions sur les pistes sont
prises en compte. Par contre, dans certaines situations particulie`res, les classements explore´s
peuvent s’ave´rer incompatibles avec la situation courante des avions et cre´er des cas d’e´chec de
re´solution de la me´thode.
– L’algorithme ge´ne´tique, qui est en fait une hybridation entre un algorithme ge´ne´tique et la
me´thode de´terministe sus-cite´e, conside`re le proble`me de fac¸on plus globale. Il obtient alors
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de meilleurs re´sultats, principalement pour les arrive´es (moins bien ge´re´es avec la me´thode
de´terministe) mais son temps de calcul, bien supe´rieur, le destine a` des syste`mes dont le temps
de re´ponse serait supe´rieur a` la minute. Dans l’ensemble des simulations e´tudie´es, aucun cas
d’e´chec de re´solution n’a e´te´ rencontre´.
Le lien entre la gestion des pistes et la phase de roulage s’ave`re prometteur, en terme de re´duction
des retards et de pertinence des se´quences de de´collage calcule´es 30 minutes en avance. L’approche
par classement contribue grandement a` la qualite´ des re´sultats obtenus : les pistes imposent d’ordonner
les avions. De`s lors, classer les avions au roulage s’ave`re logique (l’ordre est fourni par les se´quences)
et efficace (les avions arrivent dans l’ordre au niveau des pistes, ce qui limite les attentes et les points
de congestion).
Le simulateur ATOS permet ainsi d’e´tudier l’efficacite´ des me´thodes de re´solution des conflits au
roulage en fonction de diffe´rents facteurs caracte´risant la gestion du trafic au sol : la variation du retard
et le respect des cre´neaux de de´collage ont pu ainsi eˆtre e´tudie´s en fonction de l’horizon de pre´diction
utilise´, du taux d’incertitude sur les vitesses de roulage, du pas de rafraıˆchissement du syste`me ou
encore du niveau de priorite´ des de´parts sur les arrive´es. Dans ce domaine, le simulateur offre de
nombreuses perspectives d’applications pour l’e´tude des futurs concepts lie´s a` la gestion du trafic au
sol sur les grands ae´roports :
– Une premie`re application concerne naturellement la de´finition d’un outil de planification du
cheminement des avions sur l’ae´roport : l’objectif est de trouver les chemins les plus ade´quats a`
imposer aux vols, en fonction de la situation de trafic a` venir et des proce´dures ope´rationnelles
autorise´es. Les deux me´thodes de re´solution pre´sente´es peuvent eˆtre envisage´es pour cela, en
fonction du temps de re´ponse souhaite´ et des contraintes a` prendre en compte. Ce type d’ap-
plication, tre`s proche du monde ope´rationnel, pose des proble`mes de robustesse et ne´cessite
l’inte´gration de donne´es plus pre´cises (certifie´es cohe´rentes avec les re`gles d’exploitation de
l’ae´roport) et plus comple`tes (incluant notamment la description des aires d’attente utilisables,
des aires de stationnement, e´ventuellement des postes de de´givrage disponibles, etc.)
– Un second sujet d’actualite´ concerne la maximisation des temps d’attente au parking [Pujet 99,
Burgain 08, Simaiakis 09], pour permettre aux avions de minimiser leur consommation de car-
burant au roulage, et a` l’ae´roport de re´duire sa pollution et ses nuisances sonores : dans ce
concept (de´ja` mis a` mal dans le passe´), le risque est de cre´er des pe´riodes de pe´nurie d’avions
devant la piste (pendant lesquelles les controˆleurs ne peuvent plus optimiser la se´quence) alors
que la demande re´elle de trafic est e´leve´e. Pour e´valuer ce re´glage de´licat, un seuil d’attente
maximal devant la piste peut eˆtre de´fini pour calculer une attente strate´gique au parking : l’e´tude
des variations du retard et du nombre d’avions en attente devant la piste en fonction de ce seuil
doit permettre de de´duire une valeur ope´rationnellement acceptable pour ce dernier.
– Dans le meˆme registre, l’optimisation du trafic au sol peut e´galement eˆtre e´largie : dans les
simulations pre´sente´es, les parkings et les pistes affecte´s aux vols sont conside´re´s comme des
donne´es d’entre´e du proble`me. Il peut e´galement eˆtre judicieux de chercher a` optimiser ces af-
fectations (choix des portes d’embarquement ou des pistes par exemple) pour chercher a` re´duire
au maximum les temps de roulage des avions.
– Enfin, l’anticipation des se´quences de de´collage sur les pistes reste un point central pour les
outils de type DMAN actuels : la pertinence des se´quences pre´vues est souvent de´grade´e par
les nombreuses incertitudes relatives aux heures de de´part des vols et a` leurs temps de roulage
effectifs. Dans ce contexte, l’inte´gration des se´quences de de´collage dans la re´solution des con-
flits au roulage pre´sente´e dans cette the`se est prometteuse. La possibilite´ de figer autant que
possible ces se´quences un certain temps en avance peut eˆtre e´tudie´e par simulation, en e´valuant
la` encore les variations du retard que chaque strate´gie peut impliquer.
Glossaire
AMAN : Arrival MANagement. Gestion des vols a` l’arrive´e d’un ae´roport pour pre´parer leur se´quencement.
ASMGCS : Advanced Surface Movement Guidance and Control System. Concepts de´finis par l’OACI
pour le nouveau syste`me de controˆle des avions au sol.
ATFM : Air Traffic Flow Management. Re´gulation des flux de trafic ae´rien.
ATM : Air Traffic Management. Gestion du trafic ae´rien.
ATOS : Airport Traffic Optimization Simulator. Simulateur d’ae´roport de´veloppe´ par la DTI/R&D
AVISO : Aide a` la VIsualisation au SOl. Outil d’aide a` la de´cision de type SMAN.
APO : Algorithmes Paralle`les et Optimisation. E´quipe appartenant a` l’IRIT.
CATS : CAML All purpose Traffic Simulator. Simulateur de trafic ae´roportuaire.
CDM : Collaborative Decision Making. Projet visant a` ame´liorer le partage et la diffusion des infor-
mations entre tous les intervenants du transport ae´rien.
CENA : Centre d’Etudes de la navigation Ae´rienne.
CFMU : Central Flow Management Unit. Cellule europe´enne de re´gulation des flux de trafic.
Data-Link : Liaison de donne´es. Syste`mes de transmission automatique des donne´es entre le sol et
les avions ou entre avions.
D-GPS : Differential Global Positionning System.
DMAN : Departure MANagement. Gestion des vols au de´part d’un ae´roport.
DSNA : Direction des Services de la Navigation Ae´rienne.
DTI : Direction de la Technique et de l’Innovation.
ENAC : Ecole Nationale de l’Aviation Civile.
EUROCONTROL : European Organisation for the Safety of Air Navigation. Organisme Europe´en
charge´ de la gestion du trafic ae´rien en Europe.
FAA : Federal Aviation Administration. Organisme de l’aviation civile ame´ricaine.
FaCiLe : Functional Constraint Library. Librairie de programmation par contraintes.
FCFS : First Came First Served. Premier Arrive´ Premier Servi.
GPS : Global Positionning System. Syste`me de positionnement par satellite provenant du de´partement
de la de´fense ame´ricaine.
IRIT : Institut de Recherche en Informatique de Toulouse.
LOG : Laboratoire d’Optimisation Globale. Structure de recherche commune a` l’ENAC et au CENA.
MAESTRO : Moyen d’Aide a` l’E´coulement Se´quence´ du Trafic avec Recheche d’Optimisation. Outil
d’aide au controˆle de type AMAN.
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MIP : Mixed Integer Programming
MILP : Mixed Integer Linear Programming
OACI : Organisation de l’Aviation Civile Internationale.
OPAS : Outil de Planification ATM et de Simulation. Simulateur de trafic ae´roportuaire.
PL : Programmation Line´aire.
PLNE : Programmation Line´aire en Nombre Entier.
POM : Planification, Optimisation et Mode´lisation du trafic ae´rien. Poˆle appartenant au domaine
Recherche & De´veloppement de la DTI
PPC : Programmation Par Contraintes.
Push-back : Sortie d’un parking en marche arrie`re, avec l’aide d’un ve´hicule tracteur.
SALADIN : Syste`me d’Aide a` LA De´tection d’INcursions. Extension d’AVISO.
SID : Standart Instrucment Departure.
SIMMOD : SIMulation MODel. Simulateur de trafic ae´rien de´veloppe´ par la FAA.
SMAN : Surface MANagement. Gestion du trafic au roulage sur un ae´roport.
TAAM : Total Airspace and Airport Modeler. Simulateur de trafic ae´rien.
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