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Abstract—In the next generation wireless networks, low-
latency communication is critical to support emerging diversified
applications, e.g., Tactile Internet and Virtual Reality. In this
paper, a novel blind demixing approach is developed to reduce
the channel signaling overhead, thereby supporting low-latency
communication. Specifically, we develop a low-rank approach to
recover the original information only based on the single observed
vector without any channel estimation. To address the unique
challenges of multiple non-convex rank-one constraints, the
quotient manifold geometry of the product of complex symmetric
rank-one matrices is exploited. This is achieved by equivalently
reformulating the original problem that uses complex asymmetric
matrices to the one that uses Hermitian positive semidefinite
matrices. We further generalize the geometric concepts of the
complex product manifold via element-wise extension of the
geometric concepts of the individual manifolds. The scalable Rie-
mannian optimization algorithms, i.e., the Riemannian gradient
descent algorithm and the Riemannian trust-region algorithm,
are then developed to solve the blind demixing problem efficiently
with low iteration complexity and low iteration cost. Statistical
analysis shows that the Riemannian gradient descent with spec-
tral initialization is guaranteed to linearly converge to the ground
truth signals provided sufficient measurements. In addition, the
Riemannian trust-region algorithm is provable to converge to an
approximate local minimum from arbitrary initialization point.
Numerical experiments have been carried out in the settings
with different types of encoding matrices to demonstrate the
algorithmic advantages, performance gains and sample efficiency
of the Riemannian optimization algorithms.
Index Terms—Blind demixing, low-latency communication,
low-rank optimization, product manifold, Riemannian optimiza-
tion.
I. INTRODUCTION
Recently, various emerging 5G applications such as Internet-
of-Things (IoT) [1], Tactile Internet [2] and Virtual Reality [3]
are unleashing a sense of urgency in providing low-latency
communications [4], for which innovative new technologies
need to be developed. To achieve this goal, various solutions
have been investigated, which can be typically categorized
into three main types, i.e., radio access network (RAN), core
network , as well as mobile edge caching and computing [5]. In
particular, by pushing the computation and storage resources
to the network edge, followed by network densification, dense
Fog-RAN provides a principled way to reduce the latency [6].
In addition, reducing the packet blocklength, e.g., short packets
communication [7], is a promising technique in RAN to
support low-latency communication, for which the theoretical
analysis on the tradeoffs among the channel coding rate,
blocklength and error probability was provided in [8].
However, channel signaling overhead reduction becomes
critical to design a low latency communication system. In
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particular, when packet blocklength is reduced as envisioned
in 5G systems, channel signaling overhead dominates the
major portion of the packet [5]. Furthermore, massive channel
acquisition overhead becomes the bottleneck for interference
coordination in dense wireless networks [6]. To address this
issue, numerous research efforts have been made on channel
signaling overhead reduction. The compressed sensing based
approach was developed in [9], yielding good performance
with low energy, latency and bandwidth cost. The recent
proposal of topological interference alignment [10] serves
as a promising way to manage the interference based only
on the network connectivity information at the transmitters.
Furthermore, by equipping a large number of antennas at the
base stations, massive MIMO [11] can manage the interference
without channel estimation at the transmitters. However, all
the methods [10], [11] still assume that the channel state
information (CSI) is available for signal detection at the
receivers.
More recently, a new proposal has emerged, namely, the
mixture of blind deconvolution and demixing [12], i.e., blind
demixing for brief, regarded as a promising solution to sup-
port the efficient low-latency communication without channel
estimation at both transmitters and receivers. It also meets the
demands for sporadic and short messages in next generation
wireless networks [13]. In particular, blind deconvolution is a
problem of estimating two unknown vectors from their convo-
lution, which can be exploited in the context of channel coding
for multipath channel protection [14]. However, the results
of the blind deconvolution problem [14] cannot be directly
extended to the blind demixing problem since only a single
observed vector is available. Demixing refers to the problem
of identifying multiple structured signals by given the mixture
of measurements of these signals, which can be exploited
in a secure communications protocol [15]. The measurement
matrices in the demixing problem are normally assumed to be
full-rank matrices to assist theoretical analysis [16]. However,
the measurement matrices in the blind demixing problem are
rank-one matrices [17], which hamper the extension of results
developed in [16] to the blind demixing problem.
In this paper, we consider the blind demixing problem in a
specific scenario, i.e., an orthogonal frequency division mul-
tiplexing (OFDM) system and propose a low-rank approach
to recover the original signals in this problem. However, the
resulting rank-constrained optimization problem is known to
be non-convex and highly intractable. A growing body of
literature has proposed marvelous algorithms to deal with
low-rank problems. In particular, convex relaxation approach
is an effective way to solve this problem with theoretical
guarantees [12]. However, it is not scalable to the medium-
and large-scale problems due to the high iteration cost of the
convex programming technique. To enable scalability, non-
2convex algorithms (e.g, regularized gradient descent algorithm
[17] and iterative hard thresholding method [18]), endowed
with lower iteration cost, have been developed. However, the
overall computational complexity of these algorithms is still
high due to the slow convergence rate, i.e., high iteration
complexity.
To address the limitations of the existing algorithms for
the blind demixing problem, we propose the Riemannian
optimization algorithm over a product complex manifold in
order to simultaneously reduce the iteration cost and iteration
complexity. Specifically, the quotient manifold geometry of the
product of complex symmetric rank-one matrices is exploited.
This is achieved by equivalently reformulating the original
complex asymmetric matrices as Hermitian positive semidef-
inite (PSD) matrices. To reduce the iteration complexity, the
Riemannian gradient descent algorithm and the Riemannian
trust-region algorithm are developed to support linear con-
vergence rate and superlinear convergence rate, respectively.
By exploiting the benign geometric structure of the blind
demixing problem, i.e., symmetric rank-one matrices, the
iteration cost can be significantly reduced (the same as the
regularized gradient descent algorithm [17]) and is scalable to
large-size problem.
In this paper, we prove that, for blind demixing, the Rie-
mannian gradient descent algorithm with spectral initializa-
tion can linearly converge to the ground truth signals with
high probability provided sufficient measurements. Numeri-
cal experiments will demonstrate the algorithmic advantages,
performance gains and sample efficiency of the Riemannian
optimization algorithms.
A. Related Works
1) Convex Optimization Approach: To address the algorith-
mic challenge of the rank-constraint optimization problem,
the work [12] investigated the nuclear norm minimization
method for the blind demixing problem. Although the nuclear
norm based approach can solve this problem in polynomial
time, the high iteration complexity yielded by the resulting
semidefinite program (SDP) limits the scalability of the con-
vex relaxation approach. This motivates the development of
non-convex algorithms in order to reduce the iteration cost
and simultaneously maintain competitive theoretical recovery
guarantees compared with convex methods.
2) Non-Convex Optimization Paradigms: The recent work
[17] proposed a non-convex regularized gradient-descent based
method with a elegant initialization to solve the blind demixing
problem at a linear convergence rate. Another work [18] im-
plemented thresholding-based methods to solve the demixing
problem for general rank-r matrices. The algorithm in [18]
linearly converges to the global minimum with a similar initial
strategy in [17]. Even though the iteration cost of the non-
convex algorithm is lower than the convex approach, the
overall computational complexity is still high due to the slow
convergence rate, i.e., high iteration complexity. Moreover,
both non-convex algorithms require careful initialization to
achieve desirable performance.
To address the above limitations of the existing algorithms,
we develop the Riemannian optimization algorithms to simul-
taneously reduce the iteration cost and iteration complexity.
However, most of current developed Riemannian optimization
algorithms for low-rank optimization problem [10], [20] are
developed in real space with respect to a single optimization
variable. Recently, a Riemannian steepest descent method is
developed to solve the blind deconvolution problem [21],
where the regularization is needed to provide statistical guar-
antees. In the blind demixing problem, the following coupled
challenges arise due to multiple complex asymmetric variables:
• Constructing product Riemannian manifold for the mul-
tiple complex asymmetric rank-one matrices.
• Developing the Riemannian optimization algorithm on
the complex product manifold.
Therefore, it is crucial to address these unique challenges
to solve the blind demixing problem via the Riemannian
optimization technique.
B. Contributions
The major contributions of the paper are summarized as
follows:
1) We present a novel blind demixing approach to support
low-latency communication in an orthogonal frequency
division multiplexing (OFDM) system, thereby recover-
ing the information signals without channel estimation.
A low-rank approach is further developed to solve the
blind demixing problem.
2) To efficiently exploit the quotient manifold geometry of
the product of complex symmetric rank-one matrices, we
equivalently reformulate the original complex asymmet-
ric matrices to Hermitian positive semidefinite matrices.
3) To simultaneously reduce the iteration cost and iter-
ation complexity as well as enhance the estimation
performance, we develop the scalable Riemannian gra-
dient descent algorithm and Riemannian trust-region
algorithm by exploiting the benign geometric structure
of symmetric rank-one matrices. This is achieved by
factorizing the symmetric rank-one matrices.
4) We prove that, for blind demixing, the Riemannian
gradient descent linearly converges to the ground truth
signals with high probability provided sufficient mea-
surements.
C. Organization and Notations
The remainder of this paper is organized as follows. The
system model and problem formulations are presented in
Section II. In Section III, we introduce the versatile framework
of Riemannian optimization on the product manifold. The
process of computing optimization related ingredients and the
Riemannian optimization algorithms are explicated in Section
IV. The theoretical guarantees of the Riemannian gradient
descent algorithm is then presented in Section V. Numerical
results will be illustrated in Section VI. We further conclude
this paper in Section VII.
Throughout the paper following notions are used. Vectors
and matrices are denoted by bold lowercase and bold up-
percase letters respectively. Specifically, we let {Xk}sk=1 be
3Fig. 1. Blind demixing for multi-user low-latency communication systems
without channel estimation.
the target matrices and {X [t]k }sk=1 be the t-th iterate of the
algorithms where s is the number of users/devices. For a vector
z, ‖z‖ denotes its Euclidean norm. For a matrix M , ‖M‖∗
and ‖M‖F denote its nuclear norm and Frobenius norm re-
spectively. For both matrices and vectors,MH and zH denote
their complex conjugate transpose. z¯ is the complex conjugate
of the vector z. a∗ is the complex conjugate of the complex
constant a. The inner product of two complex matrices M1
and M2 is defined as 〈M1,M2〉 = Tr(MH1 M2). Let IL
denote the identity matrix with size of L× L.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we present a blind demixing approach
to support the low-latency communication by reducing the
channel signaling overhead in orthogonal frequency division
multiplexing (OFDM) system. We develop a low-rank opti-
mization model to recover the original information signal for
the blind demixing problem, which, however, turns out to be
highly intractable. The Riemannian optimization approach is
then motivated to address the computational issue.
A. Orthogonal Frequency Division Multiplexing
We first briefly introduce the orthogonal frequency division
multiplexing (OFDM). The basic idea of OFDM is that by
exploiting the eigenfunction property of sinusoids in linear-
time-variant (LTI) system, transformation into the frequency
domain is a particularly benign way to communicate over
frequency-selective channels [22].
Let p[n] and θ[n] denote the transmitted signal and the
received signal in the n-th time slot, respectively. qℓ denotes
the ℓ-th tap channel impulse response which does not change
with n. Thus the channel is linear time-invariant. Here, the
discrete-time model is given as
θ[n] =
L′−1∑
ℓ=0
qℓp[n− ℓ], (1)
where L′ is a finite number of non-zero taps. However,
the sinusoids are not eigenfunctions when we transmit data
symbols p = [p[0], p[1], · · · , p[Np − 1]]⊤ ∈ CNp over only a
finite duration [22]. To restore the eigenfunction property, we
add a cyclic prefix to p. Specifically, we add a prefix of length
L′ − 1 consisting of data symbols rotated cyclically:
d = [p[Np − L′ + 1], · · · , p[Np − 1], p[0], p[1], · · · , p[Np − 1]]⊤ ∈ CNp+L′−1.
(2)
We only consider the output over the time interval n ∈
[L′, Np + L′ − 1], represented as
θ[n] =
L′−1∑
ℓ=0
qℓd[(n− L′ − ℓ) modulo Np]. (3)
Denoting the output of length Np as
θ = [θ[L′], · · · , θ[Np + L′ − 1]]⊤, (4)
and the channel impulse as q =
[q0, q1, · · · , qL′−1, 0, · · · , 0]⊤ ∈ CNp , thus (3) can be
rewritten as θ = q⊛p, where the notion ⊛ denotes the cyclic
convolution. This method is called cyclic extension.
B. System Model
In orthogonal frequency division multiplexing, we consider
a network with one base station and s mobile users, as shown
in Fig. 1. Specifically, let xk ∈ CN be the original signals
of length N from the k-th user, which is usually assumed to
be drawn from Gaussian distribution for the convenience of
theoretical analysis [12], [17]. To make the model practical,
in contrast, we consider xk as an OFDM signal [23, Section
2.1], which consists of N orthogonal subcarriers modulated
by N parallel data streams, represented as
x = FHs, (5)
where F ∈ CN×N is the normalized discrete Fourier trans-
form (DFT) matrix and s ∈ CN is taken from QAM symbol
constellation. Over L time slots, the transmit signal at the
k-th user is given by fk = Ckxk, where Ck ∈ CL×N with
L > N is the encoding matrix and available to the base station.
The signals fk’s are passing through individual time-invariant
channels with impulse responses hk’s where hk ∈ CK has a
maximum delay of at most K samples. In the OFDM system,
this model can be represented in terms of circular convolutions
of transmit signals fk ∈ CL with zero-padded channel vector
gk ∈ CL, i.e.,
gk = [h
⊤
k , 0, · · · , 0]⊤. (6)
Hence, the received signal is given as
z =
∑s
k=1
fk ⊛ gk + n, (7)
where n denotes the additive white complex Gaussian noise.
Our goal is to recover the original information signals
{xk}sk=1 from the single observation z without knowing
channel impulse response {gk}sk=1. We call this problem as
the blind demixing problem.
However, the above information recovery problem is highly
intractable without any further structural assumptions. Fortu-
nately, in wireless communication, we can design the encoding
matrices {Ck}sk=1 such that it satisfies “local” mutual incoher-
ence conditions [12]. Specifically, from the practical points of
view, we design the encoding matrix Ck as a Hadamard-type
matrix [17], represented as
Ck = FDkH , (8)
4where F ∈ CL×L is the normalized discrete Fourier transform
(DFT) matrix, Dk’s are independent diagonal binary ±1
matrices andH ∈ CL×N fixed partial deterministic Hadamard
matrix. Furthermore, due to the physical properties of channel
propagation [24], the impulse response gk is compactly sup-
ported [18]. Here, the size of the compact set of gk, i.e., K
where K < L, is termed as its maximum delay spread from
an engineering perspective [18]. In this paper, we assume that
the impulse response gk is not available to both receivers and
transmitters during the transmissions in order to reduce the
channel signaling overhead [17].
C. Demixing of Rank-One Matrices
Let B ∈ CL×K consist of the first K columns of F . Due
to the benign property of cyclic extension, it is convenient to
represent the formulation (7) in the Fourier domain [12], [22]
y = Fz =
∑
k
(FCkxk)⊙Bhk + Fn, (9)
where ⊙ denotes the componentwise product. The first term
of (9) can be further rewritten as [18] [(FCkxk)⊙Bhk]i =
(cHkixk)(b
H
i hk) = 〈ckib¯Hi ,Xk〉, where cHki denotes the i-th
row of FCk, b
H
i represents the i-th row of B and Xk =
xkh¯
H
k ∈ CN×K is a rank-one matrix. Hence, the received
signal at the base station can be represented in the Fourier
domain as
y =
∑s
k=1
Ak(Xk) + e, (10)
where the vector e = Fn and the linear operator Ak :
CN×K → CL is given as [17]
Ak(Xk) := {〈ckib¯Hi ,Xk〉}Li=1 = {〈Aki,Xk〉}Li=1, (11)
with Aki = ckib¯
H
i . We thus formulate the blind demixing
problem as the following low-rank optimization problem:
P : minimize
Wk,k=1,··· ,s
∥∥∥∑s
k=1
Ak(Wk)− y
∥∥∥2
subject to rank(Wk) = 1, k = 1, · · · , s, (12)
where Wk ∈ CN×K , k = 1, · · · , s and {Ak}sk=1 are known.
However, problem P turns out to be highly intractable due
to non-convexity of rank-one constraints. Despite the non-
convexity of problem (12), we solve this problem via exploit-
ing the quotient manifold geometry of the product of complex
symmetric rank-one matrices. This is achieved by equivalently
reformulating the original complex asymmetric matrices as
the Hermitian positive semidefinite (PSD) matrices. The first-
order and second-order algorithms are further developed on
the quotient manifold, which enjoy algorithmic advantages,
performance gains and sample efficiency.
D. Problem Analysis
To address the algorithmic challenge of problem P , enor-
mous progress has been recently made to develop convex
methods [12], [16] and non-convex methods [17], [18]. In this
subsection, we will first review the existing algorithms for
the blind demixing problem. Then we identify the limitations
of state-of-the-art algorithms and develop Riemannian trust-
region algorithm to address these limitations. Unique chal-
lenges of developing the Riemannian optimization algorithm
will be further revealed.
1) Convex Relaxation Approach: A line of literature [12]
adopted the nuclear norm minimization method to reformulate
the problem P as
minimize
Wk,k=1,··· ,s
∑s
k=1
‖Wk‖∗
subject to
∥∥∥∑s
k=1
Ak(Wk)− y
∥∥∥ ≤ ε, (13)
where Wk ∈ CN×K and the parameter ε is an upper bound
of ‖e‖ in (10) and assumed to be known. While the blind
demixing problem can be solved by convex technique provably
and robustly under certain situations, the convex relaxation
approach is computationally infeasible to the medium-scale or
large-scale problems due to the limitations of high iteration
cost. This motivates the development of efficient non-convex
approaches with lower iteration cost.
2) Non-convex Optimization Paradigms: A line of recent
work [17], [18] has developed non-convex algorithms which
reduces the iteration cost. In particular, work [18] solved
problem P via the hard thresholding technique. Specifically,
the t-th iterate with respect to the k-th variable is given
by W
[t+1]
k = Fr
(
W
[t]
k + α
[t]
k PTk,t(G[t]k )
)
, where the hard
thresholding operatorFr returns the best rank-r approximation
of a matrix, PTk,t(G[t]k ) represents the projection of the search
direction to the tangent space Tk,t, and the stepsize is denoted
as α
[t]
k = ‖PTk,t(G[t]k )‖2F /‖AkPTk,t(G[t]k )‖22. Therein, G[t]k
is defined in [18], given by G
[t]
k = A∗k(r[t]),where r[t] =
y −∑sk=1Ak(W [t]k ),A∗k(z) =∑Ll=1 zlbicHki.
Moreover, matrix factorization also serves as a powerful
method to address the low-rank optimization problem. Specif-
ically, [17] developed an algorithm solving the blind demixing
problem based on matrix factorization and regularized gradient
descent method. Specifically, problem P can be rewritten as
minimize
uk,vk,k=1,··· ,s
F (u,v) := g(u,v) + λR(u,v), (14)
where g(u,v) := ‖∑sk=1Ak(ukvHk ) − y‖2 with uk ∈
CN ,vk ∈ CK and the regularizer R(u,v) is proposed to
force the iterates to lie in the basin of attraction [17]. The
algorithm starts from a good initial point and updates the
iterates simultaneously:
u
[t+1]
k = u
[t]
k − η∇Fuk(u[t]k ,v[t]k ), (15)
v
[t+1]
k = v
[t]
k − η∇Fvk(u[t]k ,v[t]k ), (16)
where ∇Fuk denotes the derivative of the objective function
(14) with respect to uk. Although the above non-convex
algorithms have low iteration cost, the overall computational
complexity is still high due to the slow convergence rate, i.e.,
high iteration complexity. This motivates to design efficient
algorithms to simultaneously reduce the iteration cost and
iteration complexity.
5E. Riemannian Optimization Approach
In this paper, we develop Riemannian optimization algo-
rithms to solve problem P , thereby addressing the limitations
of the existing algorithms (e.g., regularized gradient descent
algorithm [17], nuclear norm minimization method [14] and
fast iterative hard thresholding algorithm [18]) by
• Exploiting the Riemannian quotient geometry of the prod-
uct of complex asymmetric rank-one matrices to reduce
the iteration cost.
• Developing scalable Riemannian gradient descent algo-
rithm and Riemannian trust-region algorithm to reduce
the iteration complexity.
The Riemannian optimization technique has been applied
in a wide range of areas to solve rank-constrained problem
and achieves excellent performance, e.g., the low-rank matrix
completion problem [20], [25], [26], topological interference
management problem [10] and blind deconvolution [21]. How-
ever, all of the current Riemannian optimization problems
for low-rank optimization problem are developed on the real
Riemannian manifold (e.g., real Grassmann manifold [20] and
quotient manifold of fixed-rank matrices [10], [25], [26]) with
single non-symmetric variable or the complex Riemannian
manifold with single symmetric variable [27], [28] or the
complex Riemannian manifold with single non-symmetric
variable [21]. Thus unique challenges arise due to multiple
complex asymmetric variables in problem P . In this paper,
we propose to construct product Riemannian manifold for the
multiple complex asymmetric rank-one matrices, followed by
developing the scalable Riemannian optimization algorithms.
III. RIEMANNIAN OPTIMIZATION OVER PRODUCT
MANIFOLDS
In this section, to exploit the Riemannian quotient geometry
of the product of complex symmetric rank-one matrices [27],
we reformulate the original optimization problem on complex
asymmetric matrices to the one on Hermitian positive semidef-
inite (PSD) matrices. The Riemannian optimization algorithms
are further developed via exploiting the quotient manifold
geometry of the complex product manifold.
A. Product Riemannian Manifold
Let the manifold M denote the Riemannian manifold en-
dowed with the Riemannian metric gMk where k ∈ [s] with
[n] = {1, 2, · · · , n}. The set Ms = M×M× · · · ×M︸ ︷︷ ︸
s
is defined as the set of matrices (M1, · · · ,Ms) where
Mk ∈ M, k = 1, 2 · · · , s, and is called product manifold. Its
manifold topology is identified to the product topology [29].
In order to develop the optimization algorithms on the
manifold, a notion of length that applies to tangent vectors
is needed [29]. By taking the manifold M as an example,
this goal is achieved by endowing each tangent space TMM
with a smoothly varying inner product gM (ζM ,ηM ) where
ζM ,ηM ∈ TMM. Endowed with a inner product gM , the
manifoldM is called the Riemannian manifold. The smoothly
varying inner product is called the Riemannian metric. The
above discussions are also applied to the product manifold.
Based on the above discussions, we characterize the notion of
length on the product manifold via endowing tangent space
TVMs with the smoothly varying inner product
gV (ζV ,ηV ) :=
∑s
k=1
gMk(ζMk ,ηMk). (17)
Thus, with M as the Riemannian manifold, the product
manifold Ms is also called Riemannian manifold, endowed
with the Riemannian metric gV .
B. Handling Complex Asymmetric Matrices
To handle complex asymmetric matrices, we propose a
linear map which is exploited to convert the optimization
variables to the Hermitian positive semidefinite matrix. Let
S
(N+K)
+ denote the set of Hermitian positive semidefinite
matrices. Define the linear map Jk : S(N+K)+ → CL and
a Hermitian positive semidefinite (PSD) matrix Yk such that
[Jk(Yk)]i = 〈Jki,Yk〉 with Yk ∈ S(N+K)+ and Jki as
Jki =
[
0N×N
0K×N
Aki
0K×K
]
∈ C(N+K)×(N+K), (18)
where Aki is given in (11). Note that
[Jk(Mk)]i = 〈Jki,Mk〉 = 〈Aki,xkhHk 〉 (19)
where Mk = wkw
H
k with wk = [x
H
k h
H
k
]H ∈ CN+K . Hence,
problem P can be equivalently reformulated as the following
optimization problem on the set of Hermitian positive semidef-
inite matrices
minimize
Mk,k=1,··· ,s
∥∥∥∑s
k=1
Jk(Mk)− y
∥∥∥2
subject to rank(Mk) = 1, k = 1, · · · , s, (20)
where Mk ∈ S(N+K)+ . Based on equality (19), we know that
the top-right N×K submatrix of the estimated matrix Mˆk in
problem (20) is corresponding to the estimated matrix Wˆk in
problem (12). Furthermore, we define V = {Mk}sk=1 ∈Ms,
where M denotes the manifold encoded with the rank-one
matrices and Ms represents the product of s manifolds M.
By exploiting the Riemannian manifold geometry, the rank-
constrained optimization problem (20) can be transformed into
the following unconstrained optimization problem over the
search space of the product manifold Ms:
minimize
V ={Mk}sk=1
f(V ) :=
∥∥∥∑s
k=1
Jk(Mk)− y
∥∥∥2. (21)
Note that the theoretical advantages of the symmetric transfor-
mation have been recently revealed in [30] for the low-rank op-
timization problems in machine learning and high-dimensional
statistics. Furthermore, by factorizing the Hermitian positive
semidefinite matrix Mk = wkw
H
k , k = 1, · · · , s, it yields
only s vector variables, i.e., wk ∈ CN+K , for optimization
problem (21), which simplifies the derivation of optimization
related ingredients.
6C. Quotient Manifold Space
The main idea of Riemannian optimization for rank-
constrained problem is based on matrix factorization [26],
[27]. In particular, the factorization Mk = wkw
H
k where
wk ∈ CN+K is prevalent in dealing with rank-one Hermitian
positive semidefinite matrices [27], [28]. This factorization
also takes advantages of lower-dimensional search space [20]
over the other general forms of matrix factorization for rank-
one matrices [26]. However, the factorization Mk = wkw
H
k
is not unique because the transformation wk 7→ akwk leaves
the matrix wkw
H
k unchanged, where ak ∈ SU(1) := {ak ∈
C : aka
∗
k = a
∗
kak = 1} and SU(1) is the special unitary
group of degree 1. In particular, the non-uniqueness yields a
profound affect on the performance of second-order optimiza-
tion algorithms which require non-degenerate critical points.
To address this indeterminacy, we encode the transformation
wk 7→ akwk where k = 1, 2, · · · , s, in an abstract search
space to construct the equivalence class:
[Mk] = {akwk : aka∗k = a∗kak = 1, ak ∈ C}. (22)
The product of [Mk]’s yields the equivalence class
[V ] = {[Mk]}sk=1. (23)
The set of equivalence classes (23) is denoted as Ms/ ∼,
called the quotient space [27]. Since the quotient manifold
Ms/ ∼ is an abstract space, in order to execute the opti-
mization algorithm, the matrix representations defined in the
computational space are needed to represent corresponding
abstract geometric objects in the abstract space [29]. We
denote an element of the quotient space Ms/ ∼ by V˜ and
its matrix representation in the computational space Ms by
V . Therefore, there is V˜ = π(V ) and [V ] = π−1(π(V )),
where the mapping π : Ms → Ms/ ∼ is called the
natural projection constructing the map between the geometric
ingredients of the computational space and the ones of the
quotient space.
D. The Framework of Riemannian Optimization
To develop the Riemannian optimization algorithms over
the quotient space, the geometric concepts in the abstract
space Ms/ ∼ call for the matrix representations in the
computational space Ms. Specifically, several classical ge-
ometric concepts in the Euclidean space are required to
be generalized to the geometric concepts on the manifold,
such as the notion of length to the Riemannian metric, set
of directional derivatives to the tangent space and motion
along geodesics to the retraction. We first present the general
Riemannian optimization developed on the product manifold
in this subsection. The details on the derivation of concrete
optimization-related ingredients will be introduced in the next
section.
Based on the Riemannian metric (17), the tangent space
TVMs can be decomposed into two complementary vector
spaces, given as [29]
TVMs = VVMs ⊕HVMs, (24)
……
Fig. 2. Graphical representation of the concept of Riemannian optimization
over individual Riemannian manifolds.
where ⊕ is the direct sum operator. Here, VVMs is the
vertical space where directions of vectors are tangent to
the set of equivalence class (23). HVMs is the horizontal
space where the directions of vectors are orthogonal to the
equivalence class (23). Thus the tangent space TV˜ (Ms/ ∼)
at the point V˜ ∈Ms/ ∼ can be represented by the horizontal
space HVMs at point V ∈ Ms. In particular, the matrix
representation of ηV˜ ∈ TV˜ (Ms/ ∼), which is also called the
horizontal lift of ηV˜ ∈ TV˜ (Ms/ ∼) [29, Section 3.5.8], can
be represented by a unique element ηV ∈ HVMs. In addition,
for every ξV ,ηV ∈ TVMs, based on the Riemannian metric
gV (ζV ,ηV ) (17),
gV˜ (ζV˜ ,ηV˜ ) := gV (ζV ,ηV ) (25)
defines a Rimannian metric on the quotient space Ms/ ∼
[29, Section 3.6.2], where ζV˜ ,ηV˜ ∈ TV˜Ms. Endowed
with the Riemannian metric (25), the natural projection map
π : Ms → Ms/ ∼ is a Riemannian submersion from the
quotient manifoldMs/ ∼ to the computational spaceMs [29,
Section 3.6.2]. Based on the Riemannian submersion theory,
several objects on the quotient manifold can be represented by
corresponding objects in the computational space.
Based on the aforementioned framework, the Riemannian
optimization over the computational space Ms can be briefly
described as follows. First, search the directions ηV on the
horizontal space HVMs. Then, retract the directional vector
ηV onto the manifold Ms via the mapping RV : HVMs →
Ms called retraction. Since the manifold topology of the prod-
uct manifold is equivalent to the product topology [29, Section
3.1.6], i.e., the aforementioned optimization operations can be
handled individually, the Riemannian optimization developed
on product manifoldMs can be individually processed on the
manifold M.
Specifically, the tangent space TVMs can be termed as the
product of the tangent spaces TMkM for k = 1, 2, · · · , s.
In the context of individual Riemannian manifolds M, the
tangent space TMkM can be decomposed into two com-
plementary vector space in the sense of the Riemannian
metric gMk , given as TMkM = VMkM⊕HMkM, where
vectors on the horizontal space HMkM are orthogonal to the
equivalence class (22). For k = 1, 2, · · · , s, we individually
the search direction ηMk on the horizontal space HMkM and
individually retract the directions to the manifold M via the
retraction mapping RMk . To sum up, the schematic viewpoint
of a Riemannian optimization algorithm developed on the
product manifold via element-wise extension is illustrated in
Fig. 2.
7IV. OPTIMIZATION RELATED INGREDIENTS AND
ALGORITHMS
In this section, we provide the optimization related ingredi-
ents on product manifoldMs via the elementwise extension of
the optimization related ingredients on the individual Rieman-
nian manifold M. The optimization problem is reformulated
via matrix factorization Mk = wkw
H
k , given as
minimize
v={wk}sk=1
f(v) :=
∥∥∥∑s
k=1
Jk(wkwHk )− y
∥∥∥2, (26)
where wk ∈ CN+K , with k = 1, · · · , s. Therefore, according
to (19), the estimated information signal xˆk is represented by
the first N rows of the estimated wˆk. Compared with problem
(14) of 2s vector variables, i.e., {uk,vk}sk=1, problem (26)
endows with only s vector variables, i.e., {wk}sk=1, by taking
the advantages of the symmetric transformation. To simplify
the notations, we abuse the notions of v ∈Ms, wk ∈M. For
convenience, we only take the k-th variables as an example and
express all the optimization related ingredients with respect to
the complex vector wk ∈M := CN+K∗ , where the space Cn∗
denotes the complex Euclidean space Cn removing the origin.
A. Optimization Related Ingredients
In order to develop the Riemannian optimization algorithm,
we need to derive the matrix representations of Riemannian
gradient and Riemannian Hessian. To achieve this goal, corre-
sponding optimization related ingredients are required, which
are introduced in the following.
The Riemannian metric gwk : TwkM× TwkM → R is
an inner product between the tangent vectors on the tangent
space TwkM and invariable along the set of equivalence (22),
which is given by [27]
gwk(ζwk ,ηwk) = Tr(ζ
H
wk
ηwk + η
H
wk
ζwk), (27)
where ζwk ,ηwk ∈ TwkM. Based on the Riemannian met-
ric (27), we further introduce the horizontal space, i.e., the
matrix representation of the tangent space Tw˜k(M/ ∼), the
horizontal space projection, which is vital to the derivations
of Riemannian gradient and Riemannian Hessian.
Proposition 1 (Horizontal Space). The quotient manifold
M/ ∼ admits a horizontal space HwkM ∆= {ηwk ∈ CN+K :
ηHwkwk = w
H
kηwk}, which is the complementary subspace
of VwkM with respect to the Riemannian metric (27), pro-
viding the matrix representation of the abstract tangent space
Tw˜k(M/ ∼).
Proof: The proof is mainly based on [29, Section 3.5]. 
Proposition 2 (Horizontal Space Projection). The operator
ΠHwkM : TwkM → HwkM that projects vectors on the
tangent space onto the horizontal space is called horizontal
space projection. It is given by ΠHwkM(ηwk) = ηwk − awk,
where a ∈ C is derived as a = w
H
kηwk−ηHwkwk
2wH
k
wk
.
Proof: The proof is mainly based on [29, Section 3.5]. 
1) Riemannian Gradient: Let f˜ := f◦π be the projection of
the function f on the quotient space M/ ∼. Consider a point
wk ∈ M and corresponding point w˜k ∈ M/ ∼, the matrix
representation (horizontal lift) of gradw˜k f˜ ∈ Tw˜k(M/ ∼)
i.e., gradwkf ∈ HwM, is required to develop second-order
algorithm on the computational spaceM. Specifically, the Rie-
mannian gradient gradwkf can be induced from the Euclidean
gradient of f(v) with respect to wk. The relationship between
them is given by [29, Section 3.6]
gwk(ηwk , gradwkf) = ∇wkf(v)[ηwk ], (28)
where the directional vector is ηwk ∈ HwkM and
∇wkf(v)[ηwk ] = limt→0 f(v)|wk+tηk−f(v)|wkt . Thus the Rie-
mannian gradient is given by
gradwkf = ΠHwkM(
1
2
∇wkf(v)), (29)
where ΠHwkM(·) is the horizontal space projector operator. In
particular, the Euclidean gradient of f(v) with respect to wk
is represented as
∇wkf(v) = 2 ·
∑L
i=1
(ciJki + c
∗
iJ
H
ki) ·wk, (30)
where ci =
∑s
k=1[Jk(wkwHk )]i − yi. Details will be demon-
strated in Appendix A.
2) Riemannian Hessian: In order to perform the second-
order algorithm, the matrix representation (horizontal lift) of
Hessw˜k f˜ [η˜wk ]∈Tw˜kM, i.e., Hesswkf [ηwk ]∈HwkM, needs
to be computed via projecting the directional derivative of the
Riemannian gradient gradwkf to the horizontal spaceHwkM.
Based on Propositions 1 and 2, it yields that
Hesswkf [ηwk ] = ΠHwkM(∇ηwk gradwkf), (31)
where gradwkf (28) denotes the Riemannian gradient and∇ηwk gradwkf is the Riemannian connection. In particular,
Riemannian connection∇ηwkξwk characterizes the directional
derivative of the Riemannian gradient and satisfies two proper-
ties (i.e., symmetry and invariance of the Riemannian metric)
[29, Section 5.3]. Under the structure of the manifoldM, the
Riemannian connection is given as
∇ηwkξwk = ΠHwkM(Dξwk [ηwk ]), (32)
where Dξwk [ηwk ] is the Euclidean directional derivative of
ξwk in the direction of ηwk .
To derive the Riemannian Hessian (31), we first compute
the directional derivative of Euclidean gradient ∇wkf(v) (30)
in the direction of ηwk ∈ HwkM, given by
∇2wkf(v)[ηwk ] = 2
∑L
i=1
(biJki + b
∗
iJ
H
ki) ·wk+
(ciJki + c
∗
iJ
H
ki) · ηwk , (33)
where bi =
∑s
k=1〈Jki,ηwkwHk +wkηHwk〉. According to the
formulations (29), (32) and (33), the Riemannian Hessian is
given as
Hesswkf [ηwk ] = ΠHwkM(
1
2
∇2wkf(v)[ηwk ]). (34)
Details will be illustrated in Appendix A. To sum up, the
element-wise optimization-related ingredients with respect to
the manifoldM for the problem (26) are provided in Table I.
8TABLE I
ELEMENT-WISEOPTIMIZATION-RELATED INGREDIENTS FOR PROBLEM P
minimize wk∈M ‖
∑s
k=1 Jk(wkw
H
k
)− y‖2
Computational space M CN+K∗
Quotient space M/ ∼ CN+K∗ /SU(1)
Riemannian metric gwk gwk (ζwk,ηwk) = Tr(ζ
H
wkηwk + η
H
wkζwk) (27)
Horizontal space HwkM ηwk ∈ C
N+K : ηH
wk
wk = w
H
k
ηwk
Horizontal space projection ΠHwkM
(ηwk ) = ηwk − awk , a ∈ C
Riemannian gradient grad
wk
f grad
w
f = 1
2
∇wkf(v) (43)
Riemannian Hessian Hesswkf [ηwk ] Hesswkf [ηwk ] = ΠHwkM
( 1
2
∇2
wk
f(v)[ηwk ]) (34)
Retraction Rwk : HwkM→M Rwk (ηwk ) = wk + ηwk (35)
Algorithm 1: Riemannian gradient descent with spectral
initialization
Given: Riemannian manifold Ms with optimization-related ingredients,
objective function f , {cij}1≤i≤s,1≤j≤m , {bj}1≤j≤m, {yj}1≤j≤m
and the stepsize α.
Output: v = {wk}
s
k=1
1: Spectral Initialization:
2: for all i = 1, · · · , s do in parallel
3: Let σ1(Ni), hˇ0i and xˇ
0
i be the leading singular value, left singular
vector and right singular vector of matrix Ni :=
∑m
j=1 yjbjc
H
ij ,
respectively.
4: Set w
[0]
i =
[
x0i
h0i
]
where x0i =
√
σ1(Ni)xˇ0i and
h0i =
√
σ1(Ni)hˇ0i .
5: end for
6: for all t = 1, · · · , T
7: for all i = 1, · · · , s do in parallel
8: η = − 1
g
w
[t]
k
(w
[t]
k
,w
[t]
k
)
grad
w
[t]
k
f
9: Update w
[t+1]
k
= R
w
[t]
k
(αtη)
10: end for
11: end for
B. Riemannian Optimization Algorithms
Based on the optimization related ingredients mentioned in
Section IV-A, we develop the Riemannian gradient algorithm
and Riemannian trust-region algorithm, respectively.
1) Riemannian Gradient descent Algorithm: In the Rieman-
nian gradient descent algorithm, i.e., Algorithm 1, the search
direction is given by η = −grad
w
[t]
k
f/g
w
[t]
k
(w
[t]
k ,w
[t]
k ), where
g
w
[t]
k
is the Riemannian metric (27) and grad
w
[t]
k
f ∈ HwkM
is the Riemannian gradient (29). Therefore, the sequence of the
iterates is given by w
[t+1]
k = Rw[t]k (αtη), where the stepsize
αt > 0 and
Rwk(ξ) = wk + ξ, (35)
with ξ ∈ HwkM [27]. Here, the retraction map Rwk :
HwkM → M is an approximation of the exponential map
that characterizes the motion of “moving along geodesics on
the Riemannian manifold”. More details on computing the
retraction are available in [29, Section 4.1.2]. The statistical
analysis of the Riemannian gradient descent algorithm will
be provided in the sequel, which demonstrates the linear rate
of the proposed algorithm for converging to the ground truth
signals.
2) Riemannian Trust-region Algorithm: We first consider
the setting that searching the direction ηwk on the horizontal
space HwkM, which paves the way to search the direction on
Algorithm 2: Riemannian trust-region algorithm
Given: Riemannian manifold Ms with Riemannian metric
gv, retraction mapping Rv = {Rwk}sk=1, objective
function f and the stepsize α.
Output: v = {wk}sk=1
1: Initialize: initial point v[0] = {w[0]k }sk=1, t = 0
2: while not converged do
3: for all k = 1, · · · , s do
4: Compute a descent direction η via implementing
trust-region method
5: Update w
[t+1]
k = Rw[t]k (αη)
6: t = t+ 1.
7: end for
8: end while
the horizontal space HVMs. At each iteration, let wk ∈ M,
we solve the trust-region sub-problem [29]:
minimize
ηwk
m(ηwk)
subject to gwk(ηwk ,ηwk) ≤ δ2, (36)
where ηwk ∈ HwkM, δ denotes the trust-region radius and
the cost function is given by
m(ηwk) = gwk(ηwk , gradwkf) +
1
2
gwk(ηwk ,Hesswkf [ηwk ]),
(37)
with gradwkf and Hesswkf [ηwk ] as the matrix representa-
tions of the Riemannian gradient and Riemannian Hessian in
the quotient space, respectively. Problem (36) is solved by
truncated conjugate gradient method [29, Section 7.3]. The
Riemannian trust-region algorithm is presented in Algorithm
2.
Let w
[t]
k denotes the t-th iterate. We introduce a quotient
to determine whether updating the iterate wk and how to
select the trust-region radius implemented in the next it-
eration. This quotient is given by ρt = (f(v)
∣∣
wk=w
[t]
k
−
f(v)
∣∣
wk=Rwk (w
[t]
k )
)/(m(0
w
[t]
k
)−m(η
w
[t]
k
)) [29]. The detailed
strategy is introduced in the following: reduce the trust-region
radius and keep the iterate unchanged, if the quotient ρt is
extremely small. Expand the trust-region radius and maintain
the iterate when the quotient ρt ≫ 1. We update the iterate if
and only if the quotient ρt is in proper range. The new iterate
is given by w
[t+1]
k = Rw[t]
k
(ηwk) [27].
9C. Computational Complexity Analysis
The computational complexity of Algorithm 1 and Algo-
rithm 2 depends on the iteration complexity (i.e., number
of iterations) and iteration cost of each algorithm. In this
subsection, we briefly demonstrate the computational cost in
each iteration of the algorithms, which is mainly depends on
the computational cost for computing the ingredients listed in
Table I. More detailed and precise analysis of the iteration
complexity of Algorithm 1 and Algorithm 2 are left for the
future work.
Note that the linear measurement matrix Jki is block and
sparse, endowed with computational savings. Define n =
N + K and d = NK , then the computational cost of these
components with respect to manifold M are showed below.
1) Objective function f(v) (26): The dominant computa-
tional cost comes from computing the terms Jk(wkwHk ),
each of which requires a numerical cost of O(dL). Other
matrix operations including computing the Euclidean
norm of vector of size L involve the computational cost
of O(L). Thus the total computational cost of f(v) is
O(sdL).
2) Riemannian metric gwk (27): The computational cost
mainly comes from computing terms ζHwkηwk and
ηHwkζwk . Each of them requires a numerical cost of
O(n).
3) Projection on the horizontal space HwkM via ΠHwkM:
As computing the complex value a, it involve the multi-
plications between row vectors of size n and column
vectors of size n, which costs O(n). Other simple
operations (e.g., subtraction and constant multiplication)
involve cost of O(n).
4) Retraction Rwk (35): The computational cost is O(n).
5) Riemannian gradient gradwkf (29): The dominant com-
putational cost comes from computing multiplications
such as
∑s
k=1[Jk(wwH)]i and (ciJki + c∗iJHki) · wk
with the numerical cost of O(sd) and O(d) respectively.
Other operations handling with vectors of size n involve
the cost of O(n). Therefore, the total computational cost
of computing the Riemannian gradient (29) is O(sdL).
6) Riemannian Hessian Hesswkf [ηwk ] (32):
• The directional derivative of Euclidean gradient
∇2wkf(v)[ηwk ] (33): The computational cost for
computing this operator is O(sdL), similar as the
one of computing ∇wkf(v) (30).
• Projection term: According to the above analysis,
the computational cost is O(n).
All the geometry related operations (e.g., projection
and retraction) are of linear computational complexity
in n, which is computationally efficient. The opera-
tions related to the objective problem as well endow
with modest computational complexity. By exploiting
the admirable geometric structure of symmetric rank-
one matrices, the complexity of computing Riemannian
Hessian is almost the same as the one of computing
Riemannian gradient, which makes second-order Rie-
mannian algorithm yield no extra computational cost
compared with first-order algorithms. The numerical
results depicted in the next section will demonstrate the
computational efficiency of the algorithm.
V. MAIN RESULTS
In this section, we provide the statistical guarantees of
Riemannian gradient descent, i.e., Algorithm 1, for the blind
demixing problem.
Without loss of generality, we assume the ground truth
‖x♮k‖2 = ‖h♮k‖2 for k = 1, · · · , s and define the condition
number κ =
maxk ‖x♮kh♮Hk ‖F
mink ‖x♮kh♮Hk ‖F
with maxk ‖x♮kh♮Hk ‖F = 1. Recall
the definition of wk = [x
H
k h
H
k ]
H ∈ CN+K and we define the
notion v = [wH1 · · ·wHs ]H ∈ Cs(N+K). In practical scenario,
the reference symbol for the signal from each user can be
exploited to eliminate the ambiguities for blind demixing prob-
lem. In this paper, considering the ambiguities of the estimated
signals, we define the discrepancy between the estimate v
and the ground truth v♮ as the distance function, given as
dist(v,v♮) =
(∑s
i=1 dist
2(vi,v
♮
i )
)1/2
, where dist2(vi,v
♮
i ) =
min
ψi∈C
(‖ 1
ψi
hi − h♮i‖22 + ‖ψixi − x♮i‖22)/di for i = 1, · · · , s.
Here, di = ‖h♮i‖2 + ‖x♮i‖2 and each ψi is the alignment
parameter. In addition, let the incoherence parameter µ be the
smallest number such that max1≤k≤s,1≤j≤m
|bHjh♮k|
‖h♮k‖2
≤ µ√
m
.
The main theorem is presented in the following.
Theorem 1. Suppose the rows of the encoding matrices,
i.e., cij’s, follow the i.i.d. complex Gaussian distribution, i.e.,
cij ∼ N (0, 12IN )+iN (0, 12IN ) and the step size obeys αt > 0
and αt ≡ α ≍ s−1, then the iterates (including the spectral
initialization point) in Algorithm 1 satisfy dist(vt,v♮) ≤
C1(1 − α16κ )t 1log2 L for all t ≥ 0 and some constant C1 > 0,
with probability at least 1− c1L−γ− c1Le−c2K if the number
of measurements L ≥ Cµ2s2κ4max {K,N} log8 L for some
constants γ, c1, c2 > 0 and sufficiently large constant C > 0.
Proof. Please refer to Appendix B for details.
Theorem 1 demonstrates that number of measurements
O(s2κ4max {K,N} log8 L) are sufficient for the Riemannian
gradient descent algorithm (with spectral initialization), i.e.,
Algorithm 1, to linearly converge to the ground truth signals.
VI. SIMULATION RESULTS
In this section, we simulate our proposed Riemannian
optimization algorithm for the blind demixing problem in the
settings of Hadamard-type encoding matrices and Gaussian
encoding matrices to demonstrate the algorithmic advantages
and good performance. In the noiseless scenario (i.e., e = 0),
we will study the number of measurements necessary for exact
recovery in order to illustrate the performance of the proposed
algorithm. The convergence rate of different algorithms will
be also compared. In the noisy scenario, we study the average
relative construction error of different algorithms. The robust-
ness of the proposed algorithm for noisy data is simultaneously
demonstrated.
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A. Simulation Settings and Performance Metric
The simulation settings are given as follows:
• Ground truth rank-one matrices {Xˆk}sk=1: In the OFDM
system, the elements of symbol qk ∈ RN are chosen
randomly from the integer set {0, 1, · · · , 14, 15}. The
complex vector xk is thus generated according to (5),
where s ∈ CN is the 16-QAM symbol constellation
corresponding to the symbol q. In the other scenario,
entries of the standard complex Gaussian vector xk are
drawn i.i.d from the standard normal distribution. With
standard complex Gaussian vectors hk ∈ CK and the
complex vector xk ∈ CN , the matrices {Xˆk}sk=1 are
generated as {Xˆk}sk=1 = {xkh¯Hk }sk=1 [17].
• Measurement matrices {{Jik}Li=1}sk=1: We generate the
normalized discrete Fourier transform (DFT) matrix F ∈
C
L×L and the Hadamard-type matrix Ck ∈ CL×N
according to (8) for k = 1, · · · , s and to construct the
measurement matrices according to (11) and (18).
• Performance metric: The relative construction error is
adopted to evaluate the performance of the algorithms,
given as [17]
err(X) =
√∑s
k=1 ‖Xk − Xˆk‖2F√∑s
k=1 ‖Xˆk‖2F
, (38)
where {Xk}sk=1 are estimated matrices and {Xˆk} are
ground truth matrices.
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Fig. 3. Convergence rate of different algorithms with respect to the number
of iterations.
The following five algorithms are compared:
• Proposed Riemannian trust-region algorithm (PRTR):
We use the manifold optimization toolbox Manopt [31]
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Fig. 4. Convergence rate of different algorithms with respect to time.
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Fig. 5. Convergence rate of the proposed trust-region algorithm with respect
to different κ.
to implement the proposed Riemannian trust-region algo-
rithm (PRTR). The initial trust region radius is δ = 2.
• Proposed Riemannian gradient descent algorithm
(PRGD): The proposed Riemannian gradient descent
algorithm (PRGD) is implemented via the manifold op-
timization toolbox Manopt [31].
• Nuclear norm minimization (NNM): The algorithm
[14] is implemented with the toolbox CVX [32] to solve
the convex problem (13) with the parameter ε = 10−9 in
noiseless scenario and ε = 10−2 in noisy scenario.
• Regularized gradient descent (RGD): This algorithm
[17] is implemented to solve the regularized problem
(14).
• Fast Iterative Hard Thresholding (FIHT): The algo-
rithm [18] utilizes hard thresholding to solve the rank-
constraint problem P directly.
We adopt the initialization strategy in [18] for all the non-
11
convex optimization algorithms (i.e., PRTR, PRGD, RGD and
FIHT). The PRTR and PRGD algorithm stop when the norm
of Riemannian gradient falls below 10−8 or the number of
iterations exceeds 500. The stopping criteria of RGD and FIHT
are based on [17] and [18], respectively.
B. Convergence Rate
Fig. 3(a) and Fig. 3(b) illustrate the convergence rate of
different non-convex algorithms with respect to the number
of iterations in the setting of Gaussian encoding matrices
with N = K = 50, L = 1250, s = 5 and in the setting
of Hadamard-type encoding matrices with N = K = 50,
L = 1536, s = 5, respectively. Under the corresponding
settings, Fig. 4(a) and Fig. 4(b) show the convergence rate
of different non-convex algorithms with respect to the time in
the settings of Hadamard-type encoding matrices and Gaussian
encoding matrices, respectively. From these figures, we can see
that in both scenarios, the iteration complexity of the proposed
Riemannian gradient descent algorithm is comparable to the
regularized gradient descent and has lower time complexity
that regularized gradient descent. Moreover, the Riemannian
trust-region algorithm, which enjoys superlinear convergence
rate, significantly converges faster than the stat-of-the-art non-
convex algorithms with respect to both the number of iterations
and time. The proposed algorithm thus enjoys low iteration
complexity and low time complexity. Next we investigate
the impact of the condition number, i.e., κ = max ‖Xˆk‖F
min ‖Xˆk‖F
where Xˆk is the ground truth, on the convergence rate of
the proposed Riemannian algorithm. In this simulation, we
set s = 2 and set the first component as ‖Xˆ1‖F = 1 and the
second one as ‖Xˆ2‖F = κ where κ ∈ {1, 10, 20}. Therein,
κ = 1 means both sensors receive the signals with equal
power and κ = 10 means the second sensor has considerably
stronger received signals [17]. Fig. 5 demonstrates the relative
error (38) vs. iterations for the proposed Riemannian trust-
region algorithm. It shows that even though large condition
number yields slightly slow convergence rate, the proposed
Riemannian trust-region algorithm can still precisely recover
the original signals in a few iterations. However, the gradient
descent algorithm in [17] has less satisfied signal recovery
performance when the condition number is large. Therefore,
our proposed second-order algorithm is robust to the condition
number compared with the first-order algorithm in [17].
C. Phase Transitions
In this subsection, we investigate the empirical recovery
performance of PRTR without considering the noise and
compare the proposed algorithm with other algorithms. In
setting of Gaussian encoding matrices, we set N = K = 50,
L = 1000 with the number of devices s varying from 1 to
12. In the setting of Hadamard-type encoding matrices, we
set N = K = 16, L = 1536 with s varying from 1 to 45.
For each setting, 10 independent trails are performed and the
recovery is treated as a success if the relative construction error
err(X) ≤ 10−3. Fig. 6(a) and Fig. 6(b) show the probability
of successful recovery for different numbers of devices s in
the settings of Hadamard-type encoding matrices and Gaussian
encoding matrices, respectively. Based on the phase transitions
results in two figures, we can see that the PRTR and PRGD
algorithm outperform in terms of guaranteeing exact recovery
than other three algorithms. The non-uniqueness of the fac-
torization taken into account in the quotient manifold space
plays a vital role to lead this advantage. In particular, the
proposed algorithm, i.e., the Riemannian gradient algorithm
and the Riemannian trust-region algorithm are more robust to
the practical scenario than NNM and FIHT algorithm do.
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Fig. 6. Probability of successful recovery with different numbers of devices
s.
D. Average Relative Construction Error
We study the average relative construction error of four
algorithms and explore the robustness of the proposed Rie-
mannian trust-region algorithm against additive noise by con-
sidering the model (10). We assume the additive noise in the
formulation (10) satisfies [18]
e = σ · ‖y‖ · ω‖ω‖ , (39)
where ω ∈ CL is a standard complex Gaussian vector. We
compare the four algorithms for each level of signal to noise
ratio (SNR) σ in the setting of Gaussian encoding matrices
with L = 1500, N = K = 50, s = 2 and in the
setting of Hadamard-type encoding matrices with L = 1536,
N = K = 16 and s = 2. For each setting, 10 independent
trails are performed and the condition of successful recovery
is the same with the one aforementioned. The average relative
construction error in dB against the signal to noise ratio
(SNR) in the settings of Hadamard-type encoding matrices and
Gaussian encoding matrices are illustrated in Fig. 7(a) and Fig.
7(b), respectively. It depicts that the relative reconstruction
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(b) Hadamard-type encoding matrices
Fig. 7. Average relative construction error vs. SNR (dB).
error of the proposed algorithm linearly scales with SNR.
We conclude that the PRTR and PRGD algorithm are stable
in the presence of noise as the other algorithms. The figure
also shows that the proposed algorithm PRTR and PRGD
achieve lower average relative construction error than other
three algorithms, yielding better performance in the practical
scenario.
The impressive simulation results are in favor of the quotient
manifold of the product of complex symmetric rank-one
matrices which is established via Hermitian reformulation. By
exploiting the geometry of quotient manifold which takes into
account the non-uniqueness of the factorization, both first-
order and second-order Riemannian optimization algorithm are
developed. Specifically, the proposed Riemannian optimization
algorithms, i.e., the Riemannian gradient descent algorithm
and the Riemannian trust-region algorithm outperform state-
of-the-art algorithms in terms of the algorithmic advantages
(i.e., fast convergence rate and low iteration cost) and perfor-
mance (i.e., sample complexity). Moreover, both of them are
robust to the noise and the Riemannian trust-region algorithm
is also robust to the condition number, i.e., κ = max ‖Xˆk‖F
min ‖Xˆk‖F .
VII. CONCLUSION AND FUTURE WORK
In this paper, we presented the blind demixing approach to
support low-latency communication without any channel esti-
mation in OFDM system, for which a low-rank modeling ap-
proach with respect to rank-one matrices is further developed.
To address the unique challenge of multiple asymmetric com-
plex rank-one matrices as well as develop efficient algorithm,
we exploited the Riemannian quotient geometry of product
of complex symmetric rank-one matrices via reformulating
problems on complex asymmetric matrices to problems on
Hermitian positive semidefinite (PSD) matrices. Specifically,
by exploiting the admirable structure of symmetric rank-
one matrices, we developed scaled Riemannian optimization
algorithms, i.e., the Riemannian gradient descent algorithm
and the Riemannian trust-region algorithm. We proof that
the Riemannian gradient descent algorithm linearly converges
to ground truth signals with high probability provided suffi-
cient measurement. Simulation results demonstrated that the
proposed algorithms are robust to the additive noise and
outperforms state-of-the-art algorithms in terms of algorithmic
advantages and performance in the practical scenario. More-
over, the Riemannian trust-region algorithm is robust to the
condition number.
APPENDIX A
COMPUTING THE RIEMANNIAN GRADIENT AND
RIEMANNIAN HESSIAN
We first reformulate the objective function in (26) as
f(v) =
∑L
i=1
(
∑s
k=1
[Jk(wkwHk )]i − yi)∗
(
∑s
k=1
[Jk(wkwHk )]i − yi) =
∑L
i=1
c∗i · ci, (40)
where ci =
∑s
k=1[Jk(wkwHk )]i − yi. The partial gradient of
f(v) with respect to the complex vector wk is given as
∇wkf(v) =2
∂f(v)
∂wHk
=2
∑L
i=1
(
∑s
k=1
[Jk(wkwHk )]i − yi)Jkiwk+
(
∑s
k=1
[Jk(wkwHk )]i − yi)∗JHkiwk
=2 ·
∑L
i=1
(ciJki + c
∗
iJ
H
ki) ·wk. (41)
Furthermore, the Euclidean gradient of f(v) in the direction
ηwk with respect to wk is derived as
∇wkf(v)[ηwk ] = lim
t→0
f(v)|wk+tηk − f(v)|wk
t
= Tr
[∑L
i=1
ηHwk(ciJki + c
∗
iJ
H
ki)wk
+wHk (ciJki + c
∗
iJ
H
ki)ηwk
]
= gwk
(
ηwk ,
∑L
i=1
(ciJki + c
∗
iJ
H
ki) ·wk
)
= gwk
(
ηwk ,
1
2
∇wkf(v)
)
. (42)
Thus, according to (28), there is gradwkf =
1
2∇wkf(v). With
the fact that (gradwkf)
Hwk = w
H
k gradwkf , we conclude that
gradwkf is already in the horizontal space VwkM. Therefore,
the matrix representation of Riemannian gradient is written as
gradwkf =
∑L
i=1
(ciJki + c
∗
iJ
H
ki) ·wk. (43)
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To compute the Riemannian Hessian, we first derive the
directional derivative of Euclidean gradient ∇wkf(v) (30) in
the direction of ηwk ∈ HwkM, given by
∇2wkf(v)[ηwk ] = limt→0
∇wkf(v)|wk+tηk −∇wkf(v)|wk
t
=
d
dt
∣∣∣∣
t=0
∇wkf(v)|wk+tηk
=2
∑L
i=1
(biJki + b
∗
iJ
H
ki) ·wk
+ (ciJki + c
∗
iJ
H
ki) · ηwk , (44)
where bi =
∑s
k=1〈Jki,ηwkwHk +wkηHwk〉. Thus, the matrix
representation of Riemannian Hessian is derived according to
(34).
APPENDIX B
PROOF OF THEOREM 1
According to the definition of the horizontal space in Propo-
sition 1, we know that ∇wkf(v) is in the horizontal space
due to ∇wkf(v)Hwk = wHk∇wkf(v). Based on this fact, the
update rule in the Riemannian gradient descent algorithm, i.e.,
Algorithm 1, can be reformulated as
w
[t+1]
k = w
[t]
k −
αt
2‖w[t]k ‖22
∇wkf(v)|w[t]k , (45)
according to the definition of the Riemannian metric gwk (27)
and the retraction Rwk (35). The update rule (45) can be
further modified as[
w
[t+1]
k
w
[t+1]
k
]
=
[
w
[t]
k
w
[t]
k
]
− αt
‖w[t]k ‖22
 ∂f∂wHk |w[t]k
∂f
∂wHk
|
w
[t]
k
 , (46)
based on the fact that ∇wkf(v) = 2∂f(v)∂wHk .
To proof Theorem 1, under the assumption that the rows of
the encoding matrices cij ∼ N (0, 12IN ) + iN (0, 12IN ), we
first characterize the local geometry in the region of incoher-
ence and contraction (RIC) where the objective function enjoys
restricted strong convexity and smoothness near the ground
truth v♮, please refer to Lemma 1. The error contraction,
i.e., convergence analysis, is further established in Lemma 2
based on the property of the local geometry. We then exploit
the induction arguments to demonstrate that the iterates of
Algorithm 1, including the spectral initialization point, stay
within the RIC, please refer to Lemma 3.
Definition 1 ((φ, β, γ, z♮) − R the region of incoherence
and contraction). Define zi = [x
H
i h
H
i ]
H ∈ CN+K and
z = [zH1 · · · zHs ]H ∈ Cs(N+K). If z is in the region of
incoherence and contraction (RIC), i.e., z ∈ (φ, β, γ, z♮)−R,
it holds that
dist(zt, z♮) ≤ φ, (47a)
max
1≤i≤s,1≤j≤m
∣∣∣cHij (x˜ti − x♮i)∣∣∣ · ‖x♮i‖−12 ≤ C3β, (47b)
max
1≤i≤s,1≤j≤m
∣∣∣bHj h˜ti∣∣∣ · ‖h♮i‖−12 ≤ C4γ, (47c)
for some constants C3, C4 > 0 and some sufficiently small
constants φ, β, γ > 0. Here, h˜ti and x˜
t
i are defined as
h˜ti =
1
ψti
hti and x˜
t
i = ψ
t
ix
t
i for i = 1, · · · , s, where ψti is
the alignment parameter.
The Riemannian Hessian is denoted as Hessf(v) :=
diag({Hesswif}si=1).
Lemma 1. Suppose there is a sufficiently small constant
δ > 0. If the number of measurements obeys m ≫
µ2s2κ2max {N,K} log5m, then with probability at least
1−O(m−10), the Riemannian Hessian Hessf(v) obeys
uH [DHessf(v) + Hessf(v)D]u ≥ 1
4κ
‖u‖22 and ‖Hessf(v)‖ ≤ 2 + s
(48)
simultaneously for all u = [ uH1 · · · uHs ]H with ui =
[ (xi − x′i)H (hi − h′i)H (xi − x′i)⊤ (hi − h′i)⊤ ]H,
and D = diag ({Wi}si=1) with Wi =
diag
([
βi1IK βi2IN βi1IK βi2IN
]∗)
.
Here v is in the region (δ, 1√
s log3/2 m
, µ√
m
log2m,v♮) −
R, and one has max{‖hi − h♮i‖2, ‖h′i − h♮i‖2, ‖xi −
x
♮
i‖2, ‖x′i − x♮i‖2} ≤ δ/(κ
√
s), for i = 1, · · · , s and
Wi’s satisfy that for βi1, βi2 ∈ R, for i = 1, · · · , s
max1≤i≤smax
{|βi1 − 1κ |, |βi2 − 1κ |} ≤ δκ√s . Therein,
C3, C4 ≥ 0 are numerical constants.
Lemma 2. Suppose the number of measurements satisfies
m ≫ µ2s2κ4max {N,K} log5m and the step size obeys
αt > 0 and αt ≡ α ≍ s−1. Then with probability at least
1−O(m−10),
dist(vt+1,v♮) ≤ (1− α
16κ
)dist(vt,v♮), (49)
provided that v is in the region
(δ, 1√
s log3/2 m
, µ√
m
log2m,v♮)−R.
Lemma 3. The spectral initialization point v0 is in
the region ( 1logm ,
1√
s log3/2 m
, µ√
m
log2m,v♮) − R
with probability at least 1 − O(m−9), provided
m ≫ µ2s2κ2max {K,N} log6m. Suppose t-th iteration vt
is in the region ( 1logm ,
1√
s log3/2 m
, µ√
m
log2m,v♮) − R
and the number of measurements satisfy m ≫
µ2s2κ2max {K,N} log8m. Then with probability at
least 1−O(m−9), the (t+1)-th iteration vt+1 is also in the
region ( 1logm ,
1√
s log3/2 m
, µ√
m
log2m,v♮) −R, provided that
the step size satisfies αt > 0 and αt ≡ α ≍ s−1.
Remark 1. The proofs of Lemma 1, Lemma 2 and Lemma 3
are mainly based on the proofs of Lemma 1-Lemma 7 in [33].
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