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Re´sume´. Les syste`mes de reconnaissance automatique de l’e´criture permettent de transfomer
des collections de documents manuscrits en archives de documents nume´riques. L’avantage n’est
pas tellement la re´duction de l’espace ne´ce´ssaire pour stoquer les donne´es, mais plutoˆt la possi-
bilite´ d’appliquer les technologies de gestion du contenu normalement utilise´es pour des textes
nume´riques tels que pages web et e-mails. Le proble`me principal dans une telle de´marche est que
les transcriptions sont ge´ne´ralement bruite´es, c’est-a`-dire qu’elles sont caracterise´es par un taux
d’erreur qui peut atteindre, de´pendemment des cas, les 50 pour cent. Cet article montre que cela
ne constitue pas un proble`me majeur dans deux cas importants: Information Retrieval et Text
Categorization. Une comparaison des re´sultats obtenus avec les meˆmes technologies d’indexation
sur les transcriptions manuelles (sans erreur) et automatiques (environ 40% de Term Error Rate)




La reconnaissance oﬄine de l’e´criture a atteint des re´sultats remarquables dans des domaines tels
que la transcription des addresses postales ou la lecture des che`ques bancaires. La raison principale
est que les informations comple´mentaires (code postal et montant du che`que e´crit en chiffres) et les
contraintes expe´rimentales limitent la taille du lexique et la variabilite´ des donne´es a` reconnaˆıtre [12].
La situation est diffe´rente en ce qui concerne la transcription automatique de textes ge´ne´riques. Dans ce
cas, le lexique doit ne´cessairement inclure plusieurs dizaines de milliers de mots, et la seule connaissance
a-priori disponible est le language dans lequel le document est e´crit. Les re´sultats des travaux qui
s’occupent de reconnaissance de textes montrent un taux d’erreur qui parfois avoisine les 50% [11, 28].
Les transcriptions qui en resultent sont donc illisibles pour un eˆtre humain, mais elles contiennent
quand meˆme suffisamment d’information pour l’application des technolgies base´es sur l’indexation des
textes. En fait, cet article montre que, au moins en ce qui concerne l’Information Retrieval (IR) [2] et
la Text Categorization (TC) [19], l’effet des erreurs sur la performance est ne´gligeable. En effet, l’effort
supple´mentaire demande´ aux utilisateurs, duˆ a´ la pre´sence d’erreurs, est acceptable (cf. Partie 4 pour
plus de de´tails). Les deux raisons principales sont les suivantes : premie`rement, l’indexation se base
sur des statistiques de pre´sence/absence des mots dans les documents et souvent, les mots les plus
repre´sentatifs du contenu sont e´crits plusieurs fois. La redondance permet donc de faire face a` une
partie des erreurs de reconnaissance. Deuxie`mement, les me´canismes de query matching en IR et les
mode`les de cate´gorie en TC se basent sur plusieures mots, et meˆme en pre´sence d’un taux d’erreur
e´leve´, la probabilite´ de les manquer tous est faible.
Jusqu’ici, les approches de mode´lisation du contenu des documents manuscrits se sont limite´es,
a` notre connaissance, a` l’application du keyword spotting, c’est-a`-dire a` l’identification des mots cle´s
soumis par les utilisateurs dans les transcriptions [8, 10, 17] ou dans les images meˆmes des textes
manuscrits [4, 7, 14, 15, 20, 21, 22]. Cela correpond en IR a` une approche boole´enne depasse´e par
d’autres me´thodes [2], mais surtout cela empeˆche d’utiliser d’autres technologies comme la TC, la
sommairization automatique, la topic segmentation et d’autres. Pour cette raison, l’application de
l’indexing peut repre´senter une avance´e importante.
Cet article est une synthe`se de plusieurs travaux pre´ce´dents [25, 24, 27, 26] contenant tous les de´tails
qui, pour des raisons de place, ne seront pas reporte´s ici. Dans le reste de l’article, la Partie 2 pre´sente
les techniques d’indexation, la Partie 3 de´crit le syste`me de reconnaissance de textes manuscrits utilise´,
la Partie 4 montre les experiences et re´sultats et la Partie 5 contient les conside´rations finales.
2 Analyse des Textes nume´riques
Un syste`me d’analyse de textes nume´riques se compose de deux parties : la premie`re est l’indexation
qui convertit les textes en vecteurs, objets plus faciles a` manipuler pour un ordinateur. La deuxie`me
est l’application spe´cifique qui constitue le but de l’indexation comme par exemple, dans le cas de
ce travail, IR [2] et TC [6]. Une description exhaustive de IR et TC peut eˆtre trouve´e en [2] et [6]
respectivement. Les prochaines sous-sections, nous de´criront les techniques principales d’indexation et
les approches normalement utilise´s en IR et TC.
2.1 Indexation
Le Vector Space Model (VSM) est l’approche la plus commune en indexation d’un corpus de
documents. La raison de son nom est que les documents y sont represente´s sous forme de vecteurs
dans les quels chaque composante correspond a` un mot du dictionnaire (voir la suite pour plus de
de´tails). D’autres techniques se basent sur des mode`les probabilistiques ou boole´ens, mais ils n’ont pas
l’efficacite´ du VSM [23]. Cela peut provenir de la difficulte´ a` trouver les informations pertinentes pour
l’entrainement, ou c’est parce que le mode`le ne tient pas compte d’informations aussi importantes
comme la fre´quence des mots dans le documents et force les utilisateurs a` exprimer leurs requeˆtes sous
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forme d’operations logiques, ce qui n’est pas toujours facile [2, 23]. Pour les raisons pre´cedentes, cet
article se concentre sur le VSM.
La premie`re ope´ration de l’indexation est le preprocessing pendant lequel tout symbol qui ne
correpond pas a` une lettre de l’alphabet (points, virgules, traits d’union, etc.) est elimine´. Cette
ope´ration est motive´e par le fait que ces caracte`res ne sont pas lie´s au contenu des documents et
peuvent donc eˆtre neglige´s. La deuxie´me ope´ration est le stopping qui correspond a` la suppression
de tous les mots qui sont trop fre´quents (ils n’aident donc pas a` distinguer entre les documents) ou
jouent un roˆle purement fonctionnel dans la construction des phrases (articles, pre´positions, etc.). Le
re´sultat du stopping est que le nombre de mots dans la collection, ce qu’on appelle la masse des mots,
est re´duit en moyenne de 50%. Les mots a` eliminer, connus comme stopwords, sont recolte´s dans la
stoplist qui contient en ge´ne´ral entre 300 et 400 e´le´ments.
Pour un ordinateur, les diffe´rentes variations morphologiques d’un meˆme mot, par exemple cuisine,
cuisinier et cuisiner, sont des mots diffe´rents. Pour cette raison, l’operation suivante dans le processus
qui me`ne a` l’indexation, est le stemming, c’est-a`-dire le remplacement de tous les mots par leur
racine (stem en anglais). Les termes cuisine, cuisinier et cuisiner sont ainsi remplace´s par cuisin.
Le stemming n’a pas d’impact sur la masse des mots, mais re´duit de 30% en moyenne la taille du
dictionnaire, c’est a` dire la liste T = {t1, . . . , t|T |}, |T | e´tant le nombre d’e´le´ments de T , des mots
uniques qui apparaissent dans le corpus. Dans ce travail, le stemming a e´te´ effectue´ en utilisant
l’algorithme de Porter [13].
L’e´tape finale de l’indexation est l’extraction de la matrice terms et documents A ou` l’e´le´ment
aij est une mesure de l’impact du term ti sur le document dj . Il existe de nombreuses techniques
qui permettent de calculer les valeurs aij (cf. [18] pour une e´tude exhaustive), mais en ge´ne´ral on a
toujours une expression du type :
aij = G(i)L(i, j) (1)
ou` le facteur G(i) est dit global weight parce qu’il ne depend pas du document et qu’il se base sur des
informations extraites sur la totalite´ du corpus. Le facteur L(i, j) est dit local weight parce qu’il utilise
seulement de l’information contenue dans le document dj . La conse´quence d’une telle approche est
que le meˆme document est indexe´ diffe´remment dans diffe´rentes collections. L’exemple le plus connu
est le tfidf :






ou` tf(i, j) est la term frequency, c’est-a`-dire le nombre de fois que le terme ti apparaˆıt dans le document
dj , et idf(i) est l’inverse document frequency, c’est-a`-dire le logarithme du rapport entre le nombre N
de documents dans le corpus et le nombre Ni de documents qui contiennent le terme ti. Ce sche´ma
d’indexation donne plus de poids aux termes qui apparaissent avec une haute fre´quence dans peu de
documents. L’ide´e sous-jacente est que de tels mots aident a` discriminer entre textes ayant diffe´rent
sujet. Le tfidf a deux limites fondamentales : la premie`re est que la de´pendance de la term frequency
est trop importante. Si un mot apparaˆıt deux fois dans un document dj , c¸a ne veut pas ne´cessairement
dire qu’il a deux fois plus d’importance que dans un document dk ou` il n’apparaˆıt qu’une seule fois. La
deuxie`me est que les documents plus longs ont typiquement des poids plut forts parce qu’ils contiennent
plus de mots, donc les term frequencies tendent a eˆtre plus e´leve´es. Pour aborder ces proble`mes a e´te´
propose´e une nouvelle technique d’indexation connue comme Okapi Formula [16] :
aij =
tf(i, j)idf(i)
[(1− b) + b ·NDL(dj)] + tf(i, j)
(3)
ou` NDL(dj) est la longueur normalise´e de dj , c’est a` dire sa longueur (nombre de mots qu’il contient)
divise´e par la longueur moyenne des documents dans le corpus.
2.2 Information Retrieval and Text Categorization
Une fois qu’un corpus a e´te´ indexe´, il est possible d’appliquer a` ces documents diffe´rentes techno-
logies. Cette partie illustre IR et TC.
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Fig. 1 – Precision et Recall. La figure montre comment on obtient les valeurs de Precision en fonc-
tion du Recall. Les cercles correspondent aux documents pertinents ou appertenant a` une cate´gorie
specifique.
Un syste`me de IR est cense´ trouver, dans un corpus donne´, les documents pertinents par rapport
a` une requeˆte soumise en language naturel par un utilisateur. Cette taˆche est accomplie en mesurant
la similarite´ entre la requeˆte, qui n’est rien d’autre qu’un court texte, et les documents du corpus.
Cette ope´ration permet d’associer une Retrieval Status Value RSV (q, d) a` chaque document d qui est
calcule´e comme dans la formule suivante :




Cela correpond a` sommer les poids aij correspondants aux termes ti qui apparaissent dans la requeˆte
q. Les documents qui n’ont aucun terme en commun avec la query ont donc une RSV nulle. Une fois
que la RSV est disponible pour tous les documents du corpus, il est possible de faire un classement
(en ordre descendant). On s’attend ainsi a` trouver les documents pertinents en teˆte. Le syste`me utilise´
dans ce travail se base sur la formule d’Okapi qui permet d’obtenir des re´sultats comparables a` l’e´tat
de l’art sur les taˆches de retrieval plus fre´quemment utlise´es en lite´rature [2] comme benchmark.
La cate´gorisation consiste a` attribuer chaque document a` une cate´gorie c appartenant a` un ensemble
C = {c1, c2, . . . c|C|} pre´de´fini. L’approche qui a donne´ les meilleurs re´sultats jusqu’ici [19] utilise les
Support Vector Machines (SVM) [3] pour de´cider sur l’attribution d’un document a` une cate´gorie
ou non. Les SVMs sont des classifieurs binaires qui peuvent eˆtre entraine´s pour distinguer entre les
documents qui appartiennent a` une certaine cate´gorie et les autres. Typiquement, on entraˆıne une
SVM pour chaque cate´gorie et chaque document est attribue´ aux cate´gories dont les SVM donnent
des re´ponses positives. Cela permet de ge´rer le cas ou` les documents appartiennent a` plusieures
cate´gories en meˆme temps. Dans le syste`me utilise´ dans ce travail, l’indexation utilise le tfidf de´crit
pre´ce´demment.
3 Syste`me de Reconnaissance
Le syste`me de reconnaissance utilise´ dans cet article est de´crit en de´tail dans [28]. Le syste`me
se base sur l’approche sliding window : une feneˆtre de largeur fixe parcourt l’image et, a` chaque
position, un feature vector est extrait. Le re´sultat est la conversion de l’image des lignes de texte en
se´quences O = {o1, . . . , o|O|} de vecteurs. La transcription est effectue´e en choisissant la se´quence de
mots Wˆ = {wˆ1, . . . , wˆ|W |} appartenant au lexique telle que la probabilite´ a-posteriori est maximise´e :
Wˆ = argmax
W
p(W |O)p(W ). (5)
La likelihood p(W |O) est estime´e avec des HMMs et des mixtures de Gaussiennes comme probabilites´
d’e´mission [5]. La probabilite´ a-priori que la se´quence de mots soitW est estime´e avec des bi-grams [5].
Le dictionnaire contient les 20000 mots les plus fre´quents dans l’ensemble d’apprentissage (training)
du corpus Reuters-21578.





















































Fig. 2 – Resultats. Le plot a` gauche montre les resultats des experience de IR, le plot a` droite montre
les resultats des experiences de TC.
ou` tf(i) et tf∗(i) sont les term frequencies du terme i respectivement dans le groundtruth et dans la
transcription automatique. Le TER est mesure´ apre`s avoir effectue´ stopping et stemming (cf. Partie 2)
pour obtenir une mesure qui correspond mieux a` l’utilisation de la transcription pour l’indexation.
Le TER sur l’ensemble de test (test set) de 200 documents utilise´ dans ce travail est de 40.7% (cf.
Partie 4).
4 Expe´riences et Re´sultats
Les expe´riences effectue´es dans ce travail se basent sur le corpus Reuters-21578, un benchmark
largement utilise´ dans la litte´rature [9]. La collection a e´te´ partitionne´e en training et test set en
utlilisant le ModApte´ split [1]. Le training set a e´te´ utilise´ pour entraˆıner les mode`les de language
mentionne´s dans la Partie 3. Dans le test set, 250 textes ont e´te´ choisis au hasard et e´crits a` la main
par une seule personne. Ce dernier ensemble de documents a e´te´ partage´ un deux sous-ensembles,
le premier contient 50 documents et le deuxie`me en contient 200. Le premier ensemble a e´te´ utilise´
pour entraˆıner le syste`me de reconnaissance de l’e´criture, le deuxie`me a e´te´ utilise´ pour effectuer les
expe´rience de IR et TC de´crites dans le reste de cette partie.
Les prochaines sous-sections pre´sentent les mesures de performance applique´es et les re´sultats en
termes de retrieval et cate´gorisation.
4.1 Precision et Recall
La performance des syste`mes de IR et TC est mesure´e ge´ne´ralement a` l’aide des courbes de
Precision pi en fonction du Recall ρ. Dans les deux applications, les syste`mes donnent en sortie un
classement des documents du corpus. Dans le cas du IR, le classement se fait sur la base de la pertinence
par rapport a` une requeˆte q, dans le cas de TC, le classement se fait par rapport a` une cate´gorie c.
Les documents pertinents relativement a` q ou appartenant a` c sont cense´s apparaˆıtre en teˆte du
classement, mais la situation la plus commune est celle de´crite dans la Figure 1. En correspondance
des documents desire´s (represente´s avec des ronds dans la Figure), on peut mesurer ρ, c’est-a`-dire le
pourcentage de documents pertinents ou appartenants a` c correctement identifie´s. En correspondance
des meˆmes documents on peut mesurer aussi pi, c’est-a`-dire la pourcentage auquel correpondent les
documents desire´s par rapport au nombre total de documents deja` rencontre´s lors du classement.
Cette ope´ration permet d’obtenir une courbe de pi en fonction de ρ. Si le syste`me marche parfai-
tement, la courbe est toujours a` 100%, mais dans les cas plus re´alistes, elle tend plutoˆt a` descendre
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pour les valeurs plus e´leve´es de ρ. Pour evaluer un syste`me de IR, on cre´e un ensemble de requeˆtes
et on obtient la courbe pour chacune. Ensuite, on effectue un macroaverage, c’est a` dire qu’on prend
la moyenne des valeurs pour ρ = 10, 20, . . . , 100%. La meˆme ope´ration peut eˆtre effectue´e pour la
cate´gorisation. On obtient une courbe diffe´rente pour chaque cate´gorie c ∈ C et puis on en fait la
macroaverage.
4.2 IR experiments
L’ensemble des requeˆtes (query set) Q utilise´ dans ce travail contient 20 requeˆtes (on peut les
trouver dans [26]) qui ont, en moyenne, moins de quatre documents pertinents. Puisque cela correpond
a` moins de 2% du corpus, la probabilite´ de repe´rer les documents pertinents au hasard est faible et la
taˆche peut eˆtre qualifie´e de difficile [2]. Le meˆme syste`me de IR est teste´ sur les transcription manuelles
sans erreurs (clean) et sur les transcriptions automatiques avec un TER moyen de 40.7% (noisy), les
re´sultats sont illustre´s par le graphique gauche de la Figure 2.
Puisqu’on a en moyenne quatre document pertinents, une Precision de 50% a` 100% de Recall
(comme dans le cas des transcriptions automatiques) signifie qu’on trouve tous les documents per-
tinents dans les huit premie`res positions. Dans le cas de la transcription clean, la Precision a` 100%
de Recall est a` peu pre`s 75%, ce qui correpond a` dire qu’on trouve, en moyenne, tous les documents
pertinents dans les cinq premie`res positions. Cela signifie donc que les erreurs de transcription n’ont
pas un impact majeur sur la perception de l’utilisateur. En fait, les moteurs de recherche les plus com-
munement utilise´s pre´sentent les re´sultats en groupes de dix et, dans le cas des experiences presente´es
ici, les documents pertinents seraient tous sur la premie`re page dans les deux cas. Pour cette raison,
l’effort de l’utilisateur serait a` peu pre`s le meˆme.
4.3 TC experiments
Une SVM diffe´rente a e´te´ entraˆıne´e pour chacune des dix cate´gories les plus represente´s dans le
corpus Reuters-21578. Cela correpond a` une configuration expe´rimentale normalement utilise´e dans
la litte´rature [19] et permet d’eˆtre certain que chaque cate´gorie est represente´e dans le corpus de 200
documents utlise´s comme test set. La courbe a` droite de la Figure 2 montre le macroaverage des
courbes de Precision en fonction du Recall obtenus pour les diffe´rentes cate´gories.
La diffe´rence de pi est modeste jusqu’a´ un niveau de Recall de 70%. La raison de l’e´cart apre`s un
tel seuil est que pour chaque cate´gorie il y a quelques documents pour les quels le TER est plus haut
que la moyenne et, pour cette raison, se retrouvent a´ la fin du classement. Cela suffit a` baisser de
plusieurs points pi. En ge´ne´ral, ce phe´nome`ne concerne des documents courts dans lesquels il n’y a
pas beaucoup de termes lie´s a` la cate´gorie. Quelques erreurs de reconnaissance sont donc suffisants a`
rendre le texte difficile a classer correctement pour les SVM. Dans le cas des documents de longueur
moyenne (ou e´leve´e), meˆme en pre´sence d’un haut TER, il y a toujours plusieurs termes lie´s a` la
cate´gorie qui sont correctement transcrits et cela suffit a` les garder a` la teˆte du classement.
5 Conclusion
Ce travail a montre´ les re´sultats de l’application de technologies habituellement utilise´es pour des
textes nume´riques aux transcriptions des documents manuscrits. Les expe´riences concernent notam-
ment Information Retrieval et Text Categorization, deux applications qui essaient respectivement de
modeliser le contenu des documents afin de re´perer les documents pertinents a` une requeˆte et d’attri-
buer les documents a` une cate´gorie pre´de´finie. Les transcriptions automatiques ont, en moyenne, un
TER de 40.7% (cf. Partie 3). Les re´sultats montrent que, pour IR ainsi que pour TC, la de´gradation
due aux erreurs de transcriptions a un impact mode´re´ sur la perception des utilisateurs. Dans la taˆche
de IR utilise´e, chaque requeˆte a, en moyenne, quatre documents pertinents et il peuvent eˆtre repe´re´s
dans les huit premie`res positions (cinq premie`res dans le cas des transcriptions manuelles). Dans le cas
de TC, la diffe´rence se remarque surtout pour un Recall supe´rieur a` 70% et c’est l’effet de quelques
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documents qui, a` cause des erreurs, se retrouvent a` des positions plus basses dans le classement. Les
limitations de ces experiences sont au nombre de deux : premie`rement, les documents sont e´crits par
une seule personne, et deuxie`mement, le corpus ne contient que 200 documents. Les re´sultats semblent
donc montrer que les techniques d’indexation sont robustes pour des taux d’erreur e´leve´s, mais des
confirmations ulte´rieures sont ne´ce´ssaires en employant des bases de donne´es plus larges et en incluant
plus d’e´crivains.
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