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Using Time-Dependent Density Matrix Renormalization Group (TDMRG) we study the collision
of one-dimensional atomic clouds confined in a harmonic trap and evolving with the Lieb-Liniger
Hamiltonian. It is observed that the motion is essentially periodic with the clouds bouncing elasti-
cally, at least on the time scale of the first few oscillations that can be resolved with high accuracy.
This is in agreement with the results of the “quantum Newton cradle”experiment of Kinoshita et al.
[Nature 440, 900 (2006)]. We compare the results for the density profile against a hydrodynamic
description, or generalized nonlinear Schro¨dinger equation, with the pressure term taken from the
Bethe Ansatz solution of the Lieb-Liniger model. We find that hydrodynamics can describe the
breathing mode of a harmonically trapped cloud for arbitrary long times while it breaks down al-
most immediately for the collision of two clouds due to the formation of shock waves (gradient
catastrophe). In the case of the clouds’ collision TDMRG alone allows to extract the oscillation pe-
riod which is found to be measurably different from the breathing mode period. Concomitantly with
the shock waves formation we observe a local energy distribution typical of population inversion,
i.e., an effective negative temperature. Our results are an important step towards understanding
the hydrodynamics of quantum many-body systems out of equilibrium and the role of integrability
in their dynamics.
PACS numbers: 67.10.Jn, 67.85.Lm
I. INTRODUCTION
The quantum dynamics of closed many-body quantum
systems is relatively unexplored [1] and has become the
subject of active research only recently with the advent of
highly tunable ultracold atomic gases [2, 3]. In these sys-
tems the almost perfect decoupling from the external en-
vironment and the long time scales allow to study details
of the quantum dynamics that are not easily accessible,
e.g., in solid-state systems. An example of the tunabil-
ity of ultracold gases is the use of optical lattices [2] to
freeze the transverse motion and confine the gas in one
dimension, a regime where quantum fluctuations play a
prominent role [4]. Interestingly several 1D Hamiltonians
relevant to ultracold gases are known to be integrable,
i.e., they possess an infinite number of local conserved
quantities [5–7].
The implications of integrability on the time evolu-
tion of a quantum system is far from being understood
as shown in the highly debated “quantum Newton cra-
dle”experiment of Ref. 8 which promptly followed the re-
alization of a Tonks-Girardeau gas [9–14]. In this latter
work a 1D gas of bosons interacting via a contact po-
tential (Lieb-Liniger model [15, 16]) is separated in two
symmetric clouds that subsequently collide in a harmonic
trap. Interestingly the clouds bounce off each other sev-
eral hundred times without noticeable decay of the oscil-
latory motion. On the other hand, in three dimensions
the dynamics are dramatically different with the clouds
merging in a single motionless lump - i.e., a thermal state
∗ speotta@physics.ucsd.edu
- after few bounces [8]. This sharp difference between
the behaviors in one and three dimensions has triggered
a vast amount of theoretical work [17, 18] aimed at un-
derstanding the nature of the asymptotic state (if any)
reached when the time evolution is dictated by an inte-
grable Hamiltonian.
It is fairly clear that integrability manifests itself only
in out of equilibrium dynamics whose accurate descrip-
tion requires eigenstates with an energy substantially
larger than the ground state energy [8, 19, 20]. On the
contrary 1D integrable and nonintegrable models behave
alike when the dynamics are restricted to the low en-
ergy spectrum, i.e. in the linear response regime. For
instance, a large class of integrable and nonintegrable
1D Hamilonians are known to fall in the universality
class of the Tomonaga-Luttinger liquid, an integrable
model [4, 7, 21, 22].
As illustrated in Ref. 8, ultracold gases can be eas-
ily driven in different out of equilibrium and nonlinear
regimes while a substantial effort is needed to probe only
their linear response [23]. Unfortunately not many ap-
proaches are available to study the out of equilibrium dy-
namics of interacting quantum systems. Only in 1D the
Time-Dependent Density Matrix Renormalization Group
(TDMRG) [24–27] allows the – numerically exact – sim-
ulation of the real time dynamics for arbitrary Hamilto-
nians, with the restriction that the entanglement content
of the evolving wavefunction is initially not too large and
not growing too rapidly in time [27].
Alternatively one can discard the fine-grained descrip-
tion of a system, such as the full wavefunction (or an ap-
proximation thereof), and focus directly on the collective
dynamics of the observables of interests, the particle den-
sity being the easier to access in the context of quantum
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2gases. The collective field approach has been very suc-
cessful for Bose-Einstein condensates, called also coher-
ent matter waves [28]. At much lower temperatures than
the condensation temperature the only relevant degree of
freedom of a gas of weakly interacting bosons is a space-
dependent complex order parameter, namely the wave-
function in which a macroscopically large number of par-
ticles condense, and interactions can be safely accounted
for at the mean-field level [29]. The evolution of the
complex order parameter is governed by the celebrated
Gross-Pitaevskii equation [30–32] which has proved to
be very effective in providing quantitative predictions for
the static, dynamic, and thermodynamic properties of
trapped Bose gases [28].
The Gross-Pitaevskii equation is equivalent to the
standard Euler’s equations of fluid dynamics for an in-
viscid fluid, albeit with an additional “quantum pres-
sure”term. The Tomonaga-Luttinger theory of 1D many-
body systems is sometimes called “hydrodynamics” [20]
or “harmonic fluid”approach [33, 34] since the canoni-
cal fields in the Hamiltonian are the integrated density
φ =
∫
ρ and velocity θ =
∫
v and represent the relevant
collective modes at low energies and long wavelength [4].
While the Gross-Pitaevskii’s is in essence a classical non-
linear hydrodynamics, the Tomonaga-Luttinger model is
a linear – noninteracting – quantum field theory. Non-
linear extensions of the Tomonaga-Luttinger theory have
been discussed in several contexts [35–41], but through-
out this work “hydrodynamics description”will stand for
a system of nonlinear equations for a classical fluid.
Incidentally, this is the same approach used in Time-
Dependent Density Functional Theory (TD-DFT) [42] in
particular in its orbital free formulation [43], where the
density is the sole dynamical variable.
For experiments such as the collision between degen-
erate clouds comprising a large number of interacting
atoms a collective field description is usually the only
available option. Various phenomena have been studied
in collision experiments, such as the interference of mat-
ter waves [44], dispersive shock waves in BECs [45, 46],
superfluidity, shock wave formation and domain wall
propagation in the unitary Fermi gas [47–50], spin trans-
port [51], and lack of thermalization in quasi-integrable
1D systems [1, 8].
With reference to the experimental setup of Ref. 8,
we study the collision of two clouds of one dimensional
bosons for arbitrary interaction strength, by means of a
Time-Dependent Density Matrix Renormalization Group
(TDMRG) approach [24–27] based on a Matrix Product
State (MPS) approximation of the full wavefunction.
A first important result presented here is that the nu-
merical simulation of the experiment in Ref. 8 for the first
few (∼ 3) oscillations is within reach of TDMRG and
we provide details on how this has been accomplished.
Moreover, if the time evolution is computed accurately,
the entanglement is slowly growing in the quenches that
we perform, a fact that can possibly allow to reach times
much longer than the ones considered in this work. As-
sessing the maximal evolution time allowed by TDMRG
requires a more accurate analysis of the numerical errors
which is beyond the scope of the present work. There-
fore the important questions of thermalization and of the
nature of the asymptotic state is not the focus here. How-
ever we put forward a definition of local temperature that
could be useful in this context (see below).
A second result presented here is the accurate com-
parison of the exact quantum dynamics with a general-
ized Gross-Pitaevskii equation or generalized nonlinear
Schro¨dinger equation (GNLSE) [6] which, in hydrody-
namic form, contains a pressure term derived from the
Bethe Ansatz solution of the Lieb-Liniger model. This
is the best available hydrodynamic description for the
present problem. While hydrodynamics works for sev-
eral oscillations for the breathing mode, in the case of
the clouds’ collision the formation of shock waves leads
to a chaotic behavior which is not reflected in the periodic
behavior shown by the TDMRG data. Only from the lat-
ter the oscillation period as a function of the interaction
strength can be accurately extracted and it is found to
be different from the breathing period, an easily testable
prediction. This result emphasizes that a better under-
standing of quantum shock waves is instrumental to a –
at least qualitatively – correct hydrodynamic description
of 1D quantum gases.
Finally, we further characterize the formation of shock
waves by studying the Wigner distribution function, a
tool used by other authors in the context of shock wave
dynamics of free fermions [52, 53]. Starting from the
Wigner function, we show how it is possible to define a
local energy distribution function and that at the onset
of shock waves formation the latter shows population in-
version, i.e. higher energy states are more occupied than
lower energy ones. Recently [54] a negative temperature,
namely a population inversion in the energy distribution
of the motional degrees of freedom of atomic gases has
been realized. Moreover, it was shown in Ref. 54 that
population inversion does not necessarily imply a fast
decay to the true thermal equilibrium state, thus show-
ing the quite unique properties these systems possess. We
suggest that the small thermalization rate and absence of
visible decay of the oscillatory motion in the density pro-
files observed both in Ref. 8 and in our simulations are a
dynamical manifestation of the same remarkable (meta-
)stability of the negative temperature state realized in
Ref. 54. In fact, we employ a possible definition of local
temperature out of equilibrium – put forward in Ref. 55
– and find again negative values in correspondence of the
shock wave formation time.
II. MODEL AND METHODS
A. Lieb-Liniger model and quenches
The Lieb-Liniger model [15, 16] provides an excel-
lent description of one dimensional ultracold bosonic
3atoms [56, 57]. In terms of a bosonic field Ψˆ(x) its Hamil-
tonian reads
HˆLL =
∫
dx
[
~2
2m
|∂xΨˆ(x)|2+gB
2
|Ψˆ(x))|4+V (x)|Ψˆ(x)|2
]
,
(1)
where gB ∈ [0,+∞] is a coupling constant and m is the
atom mass. In the following we will consider a time-
dependent external potential V (x, t) changing abruptly
at t = 0 (quench). Hamiltonian (1) is integrable for any
gB when V (x) = 0, while for V (x) 6= 0 the exact eigen-
states and eigenvalues are known for free bosons gB = 0
and hard-core bosons gB = +∞, the latter being equiv-
alent to free fermions according to the Bose-Fermi map-
ping theorem [9, 10].
We consider two kinds of quench. In the first one
the external potential is an harmonic well with a sud-
den change in frequency at t = 0
V (x, t) =
1
2
mω21(t)x
2, ω1(t > 0) =
ω1(t ≤ 0)√
3
. (2)
This excites the breathing mode of a gas initially in the
ground state. In a second kind of quench we prepare the
gas in the ground state of the potential
V (x, t ≤ 0) = 1
2
mω20
(x2 −D2)2
4D2
, (3)
in order to have two clouds of particles separated by a
distance ∼ D, and we let it evolve for t > 0 in the har-
monic potential (2) with ω1 < ω0 (microcanonical picture
of transport [58, 59]). The values of the frequencies ω0
and ω1 depend on the interaction strength and are re-
ported in Table I.
B. TDMRG simulations
It is possible to access the dynamics of (1), (2) and (3)
in an essentially exact fashion using TDMRG. TDMRG
has been applied mainly to lattice systems for relatively
short time scales [60], but simulations of systems in the
continuum limit and for quite long time scales (of the
order of several periods) are feasible [61–67]. Details are
provided in Appendix A. In essence we use a wavefunc-
tion in MPS form that explicitly conserves the number
of particles and is evolved in time using a sixth order
Trotter expansion [27, 62–64]. Moreover the sizes of the
MPS matrices are allowed to change dynamically both
in space and in time by fixing the discarded weight [see
App. A]. In our simulations we have employed two differ-
ent discretizations of (1) [61], either as a Bose-Hubbard
model (nonintegrable), or as a XXZ spin chain (inte-
grable) using the Bose-Fermi mapping for arbitrary inter-
action strength gB [61, 68, 69]. The lattice Hamiltonians
are given in Appendix B. No substantial difference in the
results has been observed. Importantly we find that, for
an accurate time evolution of the MPS, the entanglement
gB/(Ja) ~ω0/J ~ω1/J τJ/~
0.0 0.0005 0.0003 11107
0.002 0.0005 0.0003 11107
0.02 0.0009 0.0006 4967
0.2 0.0025 0.0012 2618
0.6 0.0040 0.0017 1756
1.0 0.0046 0.0022 1433
1.4 0.0049 0.0024 1328
2.0 0.0055 0.0025 1258
+∞ 0.0063 0.0033 956
TABLE I. Frequencies ω0 [Eq. (3)] and ω1 [Eq. (2)] and os-
cillation half period τ = pi/ω1(t > 0) used in the simulations
according to the value of gB . The table refers to the colli-
sion quench. In the case of the quench exciting the breathing
mode the initial trapping frequency ω1(t ≤ 0) is given in the
third column of the table, and the post-quench frequency by
ω1(t > 0) = ω1(t ≤ 0)/
√
3 [Eq. (2)]. Times are in units of
~/J = ma2/~. Changing these parameter with the interac-
tion strength is important in order to keep the on-site density
roughly constant when the compressibility of the gas varies.
The above choice works well as one can see in Fig. 1.
entropy is bounded or very slowly increasing [70] which
translates in a manageable size of the MPS. Thus, in prin-
ciple, longer times could be explored but we show only
results for the first few half periods τ = pi/ω1(t > 0).
In the following, lengths are expressed in units of the
lattice spacing a of the discretized model, which is a
small, but otherwise arbitrary length scale, energy is in
units of J = ~2/(2ma2), and time in units of the post-
quench oscillation half period τ = pi/ω1(t > 0). The in-
teraction parameter gB is given in units of Ja. Occasion-
ally we use the Lieb-Liniger parameter γ = mgB/(~2ρ)
with ρ = 0.05/a, an indicative value of the density in the
inhomogeneous system considered here. We ensured, by
separately tuning ω0 and ω1 for each value of the cou-
pling gB [see Table I], that the particle density per site
never exceeds ∼ 0.15, thus lattice effects are negligible
(continuum limit) [62–64].
In our simulation we consider N = 20 particles in a
lattice of length L = 600a. The clouds’ distance is fixed
at D = 120a [see (3)]. With this choice of distance the
two clouds are always partially overlapping while sim-
ulations for well separated clouds are more numerically
demanding.
In the actual experiment [8] the number of particles
varies between 40 and 250, figures not far from the one
used in our simulations. Moreover we will see that the
dynamics can be well described in the local density ap-
proximation, namely using the local pressure calculated
in the thermodynamic limit. Thus our results are signifi-
cant for much larger system sizes, a fact that we explicitly
verified in the case of free fermions where a scaling in the
number of particles can be easily performed.
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FIG. 1. (Color online) Comparison between TDMRG data (black line) and the solutions of the hydrodynamic equation (4)
(red line). The top row refers to the breathing mode quench while on the bottom one the collision of clouds is illustrated.
Several different values of gB are shown, from free bosons gB = 0 (bottom) up to the Tonks-Girardeau limit gB = +∞ (top).
Density profiles for different interaction strength have been shifted vertically for clarity. Time is in unit of the half period
defined as τ = pi/ω1 for the collision quench and as τ =
√
3pi/ω1 for the breathing quench where the value of ω1 is given in
Table I. In the case of the breathing mode the perfect match between TDMRG and hydrodynamic (the density profiles are
overlapping) is a strong indicator of the accuracy of the simulations. In the case of the collision quench, shock waves formation
is signalled by steep density profiles at t ∼ 0.35τ and the growth of oscillations present only in the hydrodynamic profiles. The
amplitude of these oscillations increases with gB and they are very evident for gB = 2.0Ja and in the Tonks-Girardeau limit
at t = 0.5τ . This leads to the breakdown of the hydrodynamic approximation Eq. (4) which is unable to capture the true
quantum dynamics where the ripples are smoothed out by quantum fluctuations.
C. Hydrodynamic description
In this work we compare our TDMRG results with the
best possible (to our knowledge) hydrodynamic descrip-
tion for the present case, namely a generalized nonlinear
Schro¨dinger equation (GNLSE) [57, 71–76]
i~∂tΨ(x, t) =
[
− ~
2
2m
∂2x + φ(ρ) + V (x, t)
]
Ψ(x, t) , (4)
where Ψ(x) is a complex field, V (x, t) is specified by (2)
and (3), ρ(x) = |Ψ(x)|2 is the density, and φ(ρ) the
Gibbs free energy per particle, or chemical potential,
obtained from the Bethe Ansatz solution of the Lieb-
Liniger model. In the Gross-Pitaevskii limit (gB → 0)
φ(ρ) = gBρ while in the hard-core limit (gB → +∞)
φ(ρ) = pi
2~2
2m ρ
2. Accurate numerical values of φ(ρ) for
intermediate interactions are available [57].
Eq. (4) can be written alternatively in a more stan-
dard hydrodynamic form by using the de Broglie ansatz
Ψ(x, t) =
√
ρ(x, t)eiS(x,t)/~ and separating the real and
imaginary part. The result is the quantum Euler equa-
tions [76]
∂tρ = −∂x (ρv) , (5)
∂tv + v∂xv = − 1
m
∂x
(
φ(ρ)− ~
2
2m
∂2x
√
ρ√
ρ
+ V (x, t)
)
,
(6)
where the velocity field v(x, t) = ∂xS(x, t)/m has
been introduced. Without the quantum pressure
−(~2∂2x
√
ρ)/(2m
√
ρ) Eqs. (5) and (6) amount to a sim-
ple Local Density Approximation (LDA), but this term
needs to be included in order to reproduce the free bosons
limit (gB → 0). Note that there are no free parameters in
Eq. (4) or equivalently in Eqs. (5) and (6). The GNLSE
Eq. (4) has been solved numerically using a time-splitting
spectral method [77]. We used a fourth-order Trotter ex-
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FIG. 2. (Color online) Comparison between TDMRG (black
line) and hydrodynamic (red line) density profiles at t = 0
(bottom), after one oscillation period τ∗(gB) (middle) and af-
ter two periods (top). The density profiles at different times
have been shifted in the vertical direction. How the renormal-
ized oscillation period has been extracted from the TDMRG
data is explained in Sec. III B and Fig. 3. Note that the hydro-
dynamic simulations match the TDMRG results for several
oscillations periods in the case of the breathing mode while in
the collision of clouds the approximation breaks down before
a single oscillation is completed due to shock waves forma-
tion (see Fig. 1). In both cases the full quantum dynamics
exhibit (quasi-)periodicity for any interaction strength (the
data shown here refers to gB = 1.0Ja).
pansion to perform imaginary time evolution in the initial
potential (3), thus providing the initial state Ψ(x, t = 0).
A sixth order Trotter expansion was used to evolve the
system in the quenched potential (2), the same expansion
employed for TDMRG.
III. CLASSICAL AND QUANTUM
HYDRODYNAMICS
A. Shock waves
TDRMG and hydrodynamics are compared in Fig. 1
both for the breathing mode quench and the clouds’
collision for different values of the interaction strength
(gB = 0, . . . ,+∞). In the case of the breathing mode
(upper panels) the excellent agreement at all times – even
longer than those shown in Fig. 1 (see Fig. 2 and below)
– and for all gB ’s indicates that lattice effects are negli-
gible (continuum limit) [63, 64] and, quite surprisingly,
the hydrodynamic description works well for just N = 20
particles. An analogous rapid crossover from a few par-
ticles to a many particles regime has been observed in
Ref. 63. A feature that hydrodynamics is unable to cap-
ture are the small oscillations in the density profile vis-
ible in the TDMRG data for any t ≥ 0 in the strongly
interacting limit. These are called shell effects [78–83]
and are a feature of the ground state that persists during
the evolution. We stress that the agreement between the
results obtained with two completely different methods
such as TDMRG and hydrodynamics is a strong check of
the accuracy of our simulations.
Contrary to the breathing mode, the hydrodynamic
description can capture the dynamics of colliding clouds,
shown in the lower panels of Fig. 1, only up to a time
t ∼ 0.35τ when oscillations form in the GNLSE solu-
tions, corresponding to the formation of shock waves
(gradient catastrophe [84, 85]). The oscillation am-
plitude increases with the interaction strength and is
maximal in the Tonks-Girardeau limit. These shock
waves with oscillatory behaviour are known as dispersive
and occur in inviscid fluids, e.g., Bose-Einstein conden-
sates [45, 46, 85, 86].
Our TDMRG results are very similar to the experimen-
tal data reported in Ref. 47 where viscosity was intro-
duced in the hydrodynamic equations to describe shock
waves, while in the TD-DFT calculation in Ref. 50 a
renormalized kinetic term λ∂2xΨ was used for the same
reason. This is not justified here since Eq. (4) has no
free parameters and it is an excellent approximation up
to the gradient catastrophe for any gB . Introducing vis-
cosity would contradict the fact that almost no dissipa-
tion is present in our system as we will show below. It is
however unclear what kind of dispersive term should be
used in our case to reproduce the exact quantum dynam-
ics where the oscillations are suppressed with respect to
the GNLSE dynamics. A discussion of the dissipative or
dispersive nature of shock waves in quantum gases can
be found in Refs. 50 and 86.
As it is nicely illustrated in Fig. 1 the dynamics of
these quantum shock waves for finite gB are in fact con-
tinuously connected to the Tonks-Girardeau limit (free
fermion, gB → +∞) a fact anticipated in Ref. 52. Supris-
ingly enough the hydrodynamics of free fermions is still
poorly understood and has been the subject of recent
works [52, 53].
B. Oscillation frequency shift
Although the system has a strongly nonequilibrium
and nonlinear dynamics we find from the TDMRG sim-
ulations that the initial density profile and thus the ini-
tial state are recovered after a time of order τ for any
gB ∈ [0,+∞] both in the breathing and in the collision
quenches. This remarkable recurrence, that would be ex-
pected only in the limit of small oscillations, is shown in
Fig. 2 for gB = 1.0Ja. The hydrodynamics results for the
breathing quench (right panel of Fig. 2) show a remark-
able agreement with the quantum dynamics for times at
least as long as few oscillation periods, while they deviate
rapidly in the collision quench (left panel).
The profiles in Fig. 2 are shown at times t =
0, τ∗(gB), 2τ∗(gB) where the renormalized oscillation pe-
riod τ∗(gB) has been extracted as follows. We use the
mean square deviation of the density profile at time t
60.0 0.5 1.0 1.5 2.0 2.5
t/τ
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∗ (
g B
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τ
FIG. 3. (Color online) Upper plot, deviation ∆(t) as a
function of time [Eq. (7)]. In blue are the data relative to the
Bose-Hubbard discretization and in red the ones relative to
the XXZ spin chain discretization. The arrows indicate the
instants where the density is closest to the initial one (minima
of ∆(t)). In the lower plot the renormalized oscillation period
τ∗(gB)/τ is shown as a function of the interaction strength gB
extracted from the minima of ∆(t) (see the upper plot). The
red triangles (blue circles) refer to the XXZ (Bose-Hubbard)
discretization. The black squares are relative to the breathing
period for which hydrodynamics and TDMRG agree. The
red (black) line at the bottom left represents the frequency
extracted from the gB = 0 data for the collision (breathing)
quench. They deviate from the exact result τ∗(0) = τ in the
continuum limit since lattice effects distort the density profile
in time. As can be seen in Fig. 1 higher densities are explored
in the gB = 0 case thus the continuum limit approximation is
less accurate.
from the initial one
∆(t) =
1
N
√∫
dx (ρ(x, t)− ρ(x, 0))2 , (7)
shown in the upper panel of Fig. 3 for the collision
quench. These curves have been obtained from TDMRG
data since hydrodynamics is unreliable in this case.
Moreover we have compared results using the two dif-
ferent discretizations employed [App. B] and found no
significant differences. ∆(t) essentially drops to zero at
times t ∼ τ and t ∼ 2τ indicating that the system has
approximately returned to the initial state. The times at
which the first minimum occurs is precisely τ∗(gB). The
second minimum occurs at 2τ∗(gB) to a good approxima-
tion. The results for the renormalized period are shown
in the lower panel of Fig. 3. In the exactly solvable limits
gB = 0 and gB = +∞ the period is not renormalized. In
between these extrema it has a nonmonotonic behaviour
with a maximum in the interval 0.02 < gB/(Ja) < 0.2
(0.2 < γ < 2). The almost perfect periodicity observed
for any gB is a strong indication of very small dissipation,
in agreement with experimental results [8]. The collision
period is found to be measurably larger than the breath-
ing period – for which hydrodynamics is accurate [87] –,
a fact that could be easily tested experimentally.
While the dynamics obtained from TDMRG are es-
sentially periodic, the ones obtained from Eq. (4) are
rather chaotic in the case of the collision quench. We re-
mind the reader that the static density and the dynamics
up to the gradient catastrophe are well captured by the
GNLSE (4) (see the left panels of Fig. 1). A simple ex-
planation of this phenomenon is that in the case of the
breathing mode the density is slowly varying in space and
what counts is just the local pressure in the LDA sense,
which is reproduced by Eq. 4, or by Eqs. 5 and 6, by
definition. However in the case of the collision quench
where shock waves are formed, gradient corrections on
top of LDA become crucial and the quantum pressure
is inadequate since it leads to a qualitatively different
evolution. A different point of view is that Eq. 4 with
the external potential set to zero entails the conserva-
tion only of particle number, momentum and energy and
produces a chaotic dynamics, while the full quantum dy-
namics is subject to an infinite number of conservation
laws or, in other words, the Lieb-Liniger Hamiltonian is
integrable [5]. It appears that the integrability breaking
due to the external potential is small in this case and
slightly affecting the quantum dynamics.
IV. POPULATION INVERSION
In order to study in more detail the shock wave dy-
namics we use the Wigner function [52, 53]
W (x, p, t) =
1
~pi
∫
dy ρ(x+ y, x− y; t)e 2ipy~ , (8)
where ρ(x′, x; t) = 〈Ψˆ† (x, t) Ψˆ (x′, t)〉 is the one-body
density matrix. The one-body density matrix can be
easily extracted by contracting the wavefunction in MPS
form [27]. Neglecting negative values, W (x, p, t) can be
thought of as a local momentum (p) distribution as in the
Boltzmann equation. Oscillations and negative values of
the Wigner function obviously spoil its interpretation as
a local momentum distribution. However, we have found
in the case of free fermions, where a scaling with the
number of particles is possible, that such features do not
preclude a well defined Fermi step with increasing N .
The local energy distribution f(x, ε, t) is defined with
respect to the local co-moving (Lagrangian) reference
frame with velocity mv(x, t) = j(x, t)/ρ(x, t) [58], with
j(x, t) =
∫
dp pW (x, p, t) and ρ(x, t) =
∫
dpW (x, p, t).
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FIG. 4. (Color online) a) Snapshots of the density profile ρ(x, t) for the clouds’ collision as in Fig. 1 (gB = 0.2Ja, γ = 2). b)
Energy distribution function f(x, ε, t) (9) calculated from the Wigner function (8). The color plots show the values of f(x, ε, t)
in the (x, ε) plane at the corresponding times in panel a). The vertical black, grey and light grey lines correspond to the
sections for fixed x of f(x, ε, t) shown in Fig. 5. Note that shock-wave formation is characterized by a highly nonequilibrium
distribution. c)-d) Same as panels a) and b) but for gB = 2.0Ja (γ = 20).
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FIG. 5. Energy distribution function f(x, ε, t) corresponding
to first (t = 0τ) and third (t ∼ 0.3τ) snapshots in Fig. 4, pan-
els b) and d). The black, grey and light grey lines correspond
to x/a = 25, 40, 60 for the two upper quadrants (gB = 0.2Ja)
[Fig. 4 panel b)], and x/a = 15, 30, 50 for the two lower quad-
rants (gB = 2.0Ja) [Fig. 4 panel d)], respectively. Note that,
neglecting oscillations for large ε – due to the finite number
of particles – the initial distribution decreases monotonically,
while a maximum develops for finite ε after the shock-wave
formation at t ∼ 0.3τ , i.e. a population inversion.
Thus
∫
dpW (x, p −mv(x), t) = 0 and the energy distri-
bution reads
f(x, ε, t) = 2pi~
∑
s=±
W (x, s
√
2mε−mv(x)) . (9)
This is the quantity shown in the color plots in Fig. 4 and
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FIG. 6. Inverse information compressibility as a function of
time for various interaction strengths gB/(Ja) = 0.2, 1.0, 2.0.
Note the divergence in correspondence to a fully developed
shock wave at t = 0.4÷0.5τ . See Fig. 4, snapshots at t = 0.38τ
in panel a) and at time t = 0.32τ in panel c).
for selected values of the position x in Fig. 5. At t = 0
[bottom of Fig. 4 and left panels of Fig. 5] the distri-
bution f(x, ε, t) decreases monotonically with ε (leaving
aside oscillations related to the finite particle number)
indicating an equilibrium energy distribution.
In correspondence of the shock wave formation (t ∼
0.3τ) the energy distribution is no longer an equilibrium
one, f(x, ε, t) is larger for values of ε away from zero
[right panels of Fig. 5], signalling a population inver-
sion, namely an effective negative temperature. Pop-
ulation inversion leads to the break down of the LDA
and to the deviation from the GNLSE (Eq. 4) solution.
The energy distribution function in the usual sense is√
m/(2ε)f(x, ε, t) and contains the 1D density of states
8factor
√
m/(2ε). However, for our purposes the defini-
tion in Eq. (9) is more appropriate since for a classical
system at equilibrium f(x, ε, t) ∝ e−βε and a monoton-
ically increasing behaviour in the distribution directly
corresponds to a negative temperature. This would not
be immediately apparent if the 1D density of states had
been taken into account.
A. Negative temperature
In order to corroborate the presence of a negative tem-
perature out of equilibrium we characterize the state
of the system with the information compressibility [55],
which measures the relative change of the number of
available microstates of an open system in response to
an energy variation. In our case we deal with a closed
and finite quantum system. However, it is always possible
to trace out part of the system and study the remaining
half as an open one. In our case we focus on the reduced
density matrix of half of the chain
ρˆhalf(t) =
∑
nL/2+1,...,nL
〈
n1, . . . , nL/2, nL/2+1, . . . , nL|Ψ
〉
× 〈Ψ|n1, . . . , nL/2, nL/2+1, . . . , nL〉 .
(10)
The concept of information compressibility has been in-
troduced in Ref. 55 as a mean to characterize out of equi-
librium states of open systems. Expectation values can
be easily extracted from ρhalf(t) if the state 〈{ni}|Ψ〉 is in
MPS form [27]. Call Ω the number of microstates avail-
able to the system. The information compressibility is
then defined as the relative variation of the number of
microstates with respect to the energy variation at time
t [55]
KI(t) =
1
Ω
δΩ
δE
∣∣∣∣
t
. (11)
Using the microcanonical relation Ω = exp (S/kB) one
arrives at the computationally more convenient definition
KI(t) =
1
kB
∂S
∂t
∂t
∂E
∣∣∣∣
t
. (12)
Note the similarity of this quantity with the thermody-
namic definition of inverse temperature [55]. Given a
system with density matrix ρˆ(t) and Hamiltonian Hˆ, the
energy is E(t) = Tr[ρˆ(t)Hˆ] and the thermodynamic en-
tropy S(t) = −kBTr [ρˆ(t) ln ρˆ(t)]. We used for ρˆ(t) the
density matrix of half of the system ρˆhalf(t) defined above
and Hˆ = Hˆinternal is the part of the Hamiltonian relative
to the internal energy of the system, namely the sum of
kinetic and interaction energy but excluding the poten-
tial energy due to external forces
Hˆinternal =
∫
dx
[
~2
2m
|∂xΨˆ(x)|2 + gB
2
|Ψˆ(x))|4
]
. (13)
This is consistent with the thermodynamic definition of
inverse temperature as the derivative of the entropy with
respect to the internal energy.
The inverse information compressibility is shown in
Fig. 6 for various interaction strengths. The interest-
ing point is the divergence of K−1I (t) in all cases for
t/τ ∼ 0.4, i.e., in correspondence to a fully-developed
shock wave, and negative values of this quantity at later
times. If we interpret the inverse compressibility as an
effective temperature, this behaviour is clearly suggestive
of a population inversion, in agreement with our previous
results.
V. CONCLUSIONS AND PERSPECTIVES
In this work we have used TDMRG, an essentially ex-
act method, and an approximate hydrodynamic descrip-
tion based on the GNLSE to study numerically the de-
bated “quantum Newton cradle”experiment [8]. We find
that, when the two clouds of atoms collide, shock waves
occur almost immediately after the quench, a fact which
has been previously overlooked, suggesting interesting
connections with the growing literature on the subject
of shock waves in ultracold gases [45–50, 85, 86]. On the
contrary, in a quench where the breathing mode is ex-
cited shock waves are absent. Interestingly, while shock
waves greatly affect the GNLSE dynamics by triggering
an aperiodic and chaotic behaviour, this does not occur
in the full quantum dynamics where the system is found
to return to the initial state after (approximately) half of
the harmonic trap period, as in the case of the breathing
period. We observe essentially no decay within the time
scales that we have been able to explore (. 3τ), an indi-
cation of the extremely small dissipation in the system.
This suggest that the shock structure is controlled by a
dispersive term which is however rather different from the
quantum pressure in Eq. (6), since it leads to a qualita-
tively different dynamics and to an oscillatory structure
different from the usual one [52, 53, 84, 86]. We provide
results for the oscillation period as a function of the in-
teraction strength in the case of the collision of clouds,
a nonperturbative result that, to our knowledge, can be
obtained with no method other than TDMRG.
The experiment in Ref. 8 is important for the problem
of thermalization, namely what is the appropriate statis-
tical ensemble that can describe the state asymptotically
reached by an integrable system. Although this is not
our main focus here, we point out that TDMRG could
be useful in the future for this purpose since in the kind
of quench that we study the entanglement has very lit-
tle or no growth, which implies that the computational
cost grows linearly with the maximum time reached in a
simulation [see Ref. [70] and App. A]. In the present case
we study only the first few oscillations. Notice, however,
that in a three-dimensional collision of two Bose-Einstein
condensates the thermalization scale is . 2τ [8], well
within reach of our method. Importantly, we observed
9that the dynamics for finite interaction strength gB is
continuously connected [52] to the Tonks-Girardeu case
(free fermions, gB = +∞) for which the dynamics in a
harmonic trap is stricly periodic, i.e. there is no decay
towards a stationary asymptotic state. Understanding if
this is the case also for arbitrary finite interactions is an
important question, and in the future it may be possible
to provide some lower bounds on the decay rate using
TDMRG.
The results presented here are also relevant to the
broad problem of understanding the hydrodynamics of
quantum gases, namely to provide an effective descrip-
tion using as dynamical variables only the observables of
interest, such as density and velocity fields [58]. Such a
description can be of great value since it is computation-
ally more affordable than full quantum simulations such
as those provided by TDMRG. This is the same point
of view adopted by TD-DFT in its orbital free formula-
tion [43]. In fact the Runge-Gross theorem [42] of TD-
DFT guarantees that an exact hydrodynamic description
of quantum dynamics exists [58], although the analytical
expression of the stress tensor is unknown even for free
fermions [52, 53]. The use of DMRG to study Density
Functional Theory in an exact setting, has been put for-
ward in Ref. 66 in the context of ground-state calcula-
tions. Here, we have approached the dynamical problem
for one of the simplest many-body systems in the same
fashion. We emphasise that a better understanding of
shock waves even in the Tonks-Girardeau limit is an im-
portant step towards the goal of a better hydrodynamic
description of ultracold gases.
Finally, we have shown that quantum shock waves lead
to a population inversion in the local energy distribu-
tion, namely to a negative effective temperature, a result
confirmed by a possible definition of temperature out of
equilibrium put forward in Ref. 55. Our results suggest
that statistical ensembles with negative temperatures for
the motional degrees of freedom, as shown in Ref. 54, are
a common feature in collision experiments with ultracold
gases [8].
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Appendix A: TDMRG simulations
In the TDMRG simulations a Matrix Product State
(MPS) representation [27] of the wavefunction has been
employed
〈n1, n2, . . . , nL−1, nL|Ψ〉 = A[n1]·A[n2]·. . .·A[nL−1]·A[nL] ,
(A1)
with {ni}i=1,...,L a given set of occupancies of the lattice
with length L. The matrix A[ni] for fixed ni has dimen-
sion mi−1 × mi where mi is called the link dimension,
an integer number attached to the link connecting site i
and site i+ 1. The link dimension is position dependent
and it is the crucial parameter that needs to be tuned to
find a balance between accuracy and speed [27]. For open
boundary conditions m0 = mL = 1. The dot “ · ”denotes
the matrix multiplication.
A standard trick for increasing the speed of TDRMG
is the use of the conservation of the number of particles
(
∑
i ni = N). This leads to a block structure for the ma-
trices A[ni]. It can be easily checked that large blocks of
A[ni] are zero and the size of the MPS is greatly reduced.
During the time evolution the link dimension mi is
kept to a low value by performing a singular value de-
composition [27] (SVD) of a two-site matrix M
[nini+1]
`i−1`i+1 =∑
`i
A
[ni]
`i−1`iA
[ni+1]
`i`i+1
and discarding the lowest singular val-
ues compatibly with the condition
 >
∑
discarded σ`i
σ2`i , (A2)
where σ1 ≥ σ2 ≥ · · · ≥ σmi−1 ≥ σmi are the singular
values obtained by SVD and  is the discarded weight, a
small parameter that controls the precision. Note that
according to this truncation procedure the link dimen-
sion mi adapts automatically in space and time to the
evolving wavefunction of an inhomogeneous and out of
equilibrium system. The block structure carries over
to M
[nini+1]
`i−1`i+1 and the SVD can be performed blockwise
with considerable speed-up [27]. A MPS with a block
structure imposed by the conservation of the number of
particles and the truncation prescription described above
are the two ingredients that enable to simulate reliably
the quench protocol presented in the main text for long
enough times to observe several collisions of the clouds.
The same techniques have been employed successfully for
the Fermi-Hubbard model in Ref. 63 and for the Bose-
Hubbard model with two species in Ref. 64. Additional
details on the structure imposed on the MPS by particle
number conservation can be found in Ref. 89.
In our simulations we used a discarded weight  =
10−10 and we employed a sixth order Trotter expansion
for the time evolution [63, 64, 90] with time step ∆t =
0.1~/J for the BH discretization and ∆t = 0.05~/J for
the XXZ discretization. The reason for using a sixth or-
der expansion has been discussed in Ref. 63. The reliabil-
ity of our simulations has been controlled in several ways.
First, we checked our results against exactly solvable
cases, namely free bosons and free fermions (hard-core
limit gB → +∞) verifying that the exact diagonalization
results are indistinguishable from the TDMRG ones over
several oscillation half periods τ = pi/ω1(t > 0), the scale
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of one collision. Second, the discarded weight has been
lowered to  = 10−11 without observing significant dif-
ferences in the evolved density profile ρ(x, t). Finally the
comparison between hydrodynamic and TDMRG data in
the case of the breathing mode quench [see Fig. 1 and 2]
is by itself an unbiased check, for any value of the inter-
action strength, of the accuracy of our simulations over
several oscillation periods.
In the Supplementary Online Materials [70] we pro-
vide animations of the density profiles obtained both with
TDMRG and GNLSE, alongside the corresponding link
dimension mi and block entropy Si [27] illustrating the
important point that in our TDMRG simulation the en-
tanglement growth is not so dramatic, which allows in
principle to reach longer times than those presented here.
Appendix B: Discretization of the Lieb-Liniger
Hamiltonian
The Lieb-Liniger model has been discretized in two
distinct ways:
• Bose-Hubbard discretization [60, 64, 65]
HˆBose−Hubbard =− J
∑
i
(bˆ†i bˆi+1 + H.c.)
+
U
2
∑
i
nˆ2i +
∑
i
Vinˆi ,
(B1)
with bˆi, bˆ
†
i bosonic annihilation and creation opera-
tors on the i-th site and nˆi = bˆ
†
i bˆi the corresponding
on-site density operator. The maximal occupacy as
been truncated to ni ≤ 6 in the simulations.
• XXZ spin chain discretization [61, 88]
HˆXXZ =− J
∑
i
(cˆ†i cˆi+1 + H.c.)
− 2J
1 + U/(4J)
∑
i
nˆinˆi+1 +
∑
i
Vinˆi ,
(B2)
where cˆi,cˆ
†
i are fermionic annihilation and creation
operators and nˆi = cˆ
†
i cˆi is the on-site density opera-
tor. The Hamiltonian (B2) is equivalent to a XXZ
spin chain after a Jordan-Wigner transformation.
The equivalence between the Lieb-Liniger model
and the low density limit of Hamiltonian (B2) is
a consequence of the Bose-Fermi mapping in 1D
for arbitrary gB discussed in Refs. 68 and 69. The
discretization of the Hamiltonian for p-wave inter-
acting fermions is carried out in Ref. 61.
The couplings in the above Hamiltonians are related to
the continuum model as J = ~2/(2ma2), U = gB/a and
Vi = V (x = ia). In our simulations we used the lattice
spacing a as unit of length and the hopping energy J as
unit of energy. For a system with density 〈nˆi〉/a = ρ the
dimensionless Lieb-Liniger parameter [15, 16] reads
γ =
mgB
~2ρ
=
U
2J〈nˆi〉 . (B3)
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