Let ¡ii, J, P] be a probability space. The subset of Si on which an arbitrary sequence of random variables converges is shown to be equivalent to the intersection of three other sets, each specified by the almost sure convergence of a certain sequence of random variables. Kolmogorov's three-series theorem, which gives necessary and sufficient conditions for the almost sure convergence of a sequence of sums of independent random variables, is obtainable as a particular case of the present result.
Introduction.
Kolmogorov's famous three-series theorem states that the sums of a sequence of independent random variables (r.vs) converge if and only if three other series (of constants) also converge. In the present work, the initial assumption of independence is dispensed with and we obtain the result (Theorem 1) that sums of a sequence of arbitrary r.vs converge if and only if three other series (of r.vs) converge.
The r.vs of the three series in question are derived from the original r.vs by use of conditional expectation operators, and become constants when the original r.vs are independent.
Thus, Theorem 1 contains the Kolmogorov theorem as a special case.
In the case of independent r.vs, the probability of convergence is clearly 0 or 1, but without independence, the probability of convergence may lie between 0 and 1. Theorem 1 may therefore be viewed as specifying the set on which convergence occurs as the intersection of three other sets, upon each of which a certain series of r.vs converges.
Theorem 1 is stated below. Its proof, given in §3, follows without difficulty from known results of Levy, Doob and Burkholder, and from the three-series theorem of Kolmogorov.
§2 contains a list of these and other preliminary results.
Let {Xn, în, w = 0, 1, 2, ■ • • } be a stochastic sequence on the probability space {i2, ï, P}, defined by taking 3n = (£>(Xo,Xi, ■ • -,X"), the Borel cr-field generated by X0, Xi, ■ ■ ■ , X". Denote the indicator function of a set A by 1(A). Let K< <*> be an arbitrary positive constant and write
In notation such as ¿jf, JJy and fly, the (countable) index / is always taken to run from 1 to ». The statement " ^y Zy converges" is used to denote / ,L ! Zy converges as »-» «. We say that two sets are equivalent if their symmetric difference has probability zero. Proof. By equations (5) and (6) is replaced by -/. Adding, we obtain lim E cosh(t(Sn+m -S»)) = 1 n->» for fixed t, uniformly in m. But cosh x is convex with a minimum of 1 at x = 0, so that Sn+m -5"->0 in probability as n-* °o , uniformly in m, i.e. there exists a r.v. 5 such that S"->5 in probability as «-»00. Therefore lim"-»w Sn = S a.s., since Sn is the sum of independent r.vs. Then, by Kolmogorov's three-series theorem, 2/ EU¡= ^2¡ <t>'j(0) converges.
3. Proof of the theorem. The equivalence of the sets on which (3) or (4) hold follows from Lemma 2 and the uniform boundedness of the { Yn} ■ It then suffices to show that B is equivalent to the set D on which (1), (2) and (4) (ii) Necessity. To show that P(B -D)=0, we note first that (10) holds, and hence, by Lemma 3, (1) show that PiB-D') = 0, where D' is the set on which (2) and (4) hold.
To do this, we introduce the set B' on which show that PiB'-D')=Q, i.e. that (2) and (4) Because conditional expectations are defined uniquely only up to sets of probability zero, it should be verified that, with <j>j(0) and Fj(x) as given by (13) and (14), equation (5) (by the monotone convergence theorem for conditional expectations), thus involving only a countable number of conditional expectations.
