In the optimization of dynamic systems, the variables typically have constraints. Such problems can be modeled as a constrained Markov Decision Process (MDP). This paper considers a model-free approach to the problem, where the transition probabilities are not known. In the presence of peak constraints, the agent has to choose the policy to maximize the long-term average reward as well as satisfy the constraints at each time. We propose modifications to the standard Q-learning problem for unconstrained optimization to come up with an algorithm with peak constraints. The proposed algorithm is shown to achieve O(T 1/2+γ ) regret bound for the obtained reward, and O(T 1−γ ) regret bound for the constraint violation for any γ ∈ (0, 1/2) and time-horizon T . We note that these are the first results on regret analysis for constrained MDP, where the transition problems are not known apriori.
O( √ T ) regret and constraint violation. However, these works assumed a known system model, which does not hold in the setting of our paper.
Online Convex Optimization (OCO): OCO problem is an extension of the constrained convex optimization. In this problem, we wish to optimize T t=1 f t (x) for given functions f t , t ∈ {1, · · · , T } such that x ∈ K. In online convex optimization, we select x t at time t, such that the regret in objective is minimized, which is defined as
Further, x t may not satisfy constraints, and thus there may be a constraint violation.
By changing the problem into an online convex-concave optimization problem, [15] proposed an algorithm which achieves the O( √ T ) bound for the regret and O(T 3/4 ) bound on the violation of constrains. Further, they proposed another algorithm based on the mirror-prox method [16] that achieves O(T 2/3 ) bound on both regret and constraints when the domain can be described by a finite number of linear constraints.
The authors of [17] proposed an algorithm which achieves O(T max(β,1−β) ) objective regret and O(T 1−β/2 ) constraint violations for β ∈ (0, 1). Further, the authors of [18] proposed an algorithm with O( √ T ) regret bound for objective with finite constraint violations. However, the problem in MDP is different from that in OCO, since f t also depends on previous actions. Further, the functions and constraints are not known explicitly in RL. Thus, the problem of MDP does not follow from that of OCO.
Safe RL: RL problems with consideration of safety have been widely investigated, see [19] for a comprehensive survey on the topic. There are two kinds of approaches for Safe RL that are widely studied. The first is based on the modification of the optimal criterion to introduce the concept of risk.
The second is based on the modification of the exploration process to avoid the exploratory actions that can lead the learning system to undesirable or catastrophic situations. Different kinds of objectives have been studied for safety considerations, such as expected return, E[R] ≥ α [12] , the chance-constraint, [20] , the variance of the return, V ar(R) ≥ α [21] . Most of them consider constraints on the return, which can be regarded as the long term constraint.
Q-learning based methods with peak constraints have been studied [22] , [13] , where the Q function in each epoch is projected to the constraint set. These algorithms involve knowledge of constraint functions explicitly (since projection to the constraint set is needed) to make decisions at each time. In contrast, we do not require knowledge of constraint function. Recently, based on the primal-dual method, [23] proposed an algorithm with policy descent to prove 1 − δ safe algorithm, which gives P (∩ t≥0 {s t ∈ S 0 }|π θ ) ≥ 1 − δ, where S 0 is the safe region. Besides, [24] related CMDP with peak constraints to the unconstrained zero-sum game where the objective is the Lagrangian of the optimization problem and applied max-min Q-learning to CMDP to prove convergence. However, none of the works in this direction have shown a sub-linear regret for objectives and constraints, and the regret analysis has not been studied, which is the focus of our paper.
III. PROBLEM FORMULATION AND ASSUMPTION
We consider an episodic setting of the Constrained Markov Decision Process with finite state and action space, defined by CMDP(S, A, H, P, f i ), where S is the state space with |S| = S, A is the set of action with |A| = A > 1, H is the number of steps in each episode, P is the transition matrix so that P h (·|s, a)
gives the probability distribution over next state based on the state and action pair (s, a) at the step h.
r : S × A → R is the deterministic reward function and f i : S × A → R, i = 1, ..., I are the peak constraint functions. In the RL setting, both the reward function and constraint functions are unknown to the agent but can be measured when given a state action pair (s, a). In this paper, we make the following two assumptions.
Assumption 1:
The absolute values of the reward function r and constraint functions f i , i = 1, · · · , I are strictly bounded by a constant known to the agent. Without loss of generality, we let this constant be 1.
Assumption 2:
The values of the reward function r is non-negative, i.e., 0 ≤ r(s, a) ≤ 1, ∀(s, a).
These assumptions on reward function are typical in reinforcement learning [4] , [25] , [26] , and the bound of reward function can be normalized. Further, the reward can be shifted up by adding a constant to make the reward function non-negative.
Let Π be the set of policies that map a state s ∈ S to a probability distribution of the actions with a probability assigned to each action a ∈ A. In episodic setting, the policy π is a collection of H functions π h ∈ Π, that is π h (s) = a with probability Pr(a|s). Constrained RL problem is concerned with finding the optimal policy to achieve the highest total reward subject to a set of constraints, which can be formally stated as
where the expectation is taken with respect to the randomness introduced by the policy π and the transition mapping P. At the beginning of each episode of Constrained MDP, an initial state is chosen arbitrarily, then an action a h is taken by the agent using the policy π h (·|s h ), and the MDP transits to another state s h+1 with the probability P h (·|s h , a h ). We use the state value function V π h : S → R to denote the value function at step h under policy π, where V π h (s) is given as
We denote an optimal policy as π * , which gives the optimal value V * h (s) = sup π V π h (s) for all s ∈ S and h ∈ [H]. We note that in the constrained MDP problem, the optimal policy can be stochastic [10] . The agent plays the game for K episodes k = 1, 2, ...K. We define the regret and constraint violations as,
where the notation
IV. PROPOSED ALGORITHM
For any fixed (k, h), define a new reward function with Lagrange multiplier λ h,k = (λ k,h 1 , ...λ k,h I ) ≥ 0, and a second-order regularization term, which is given as
where η = T γ and γ ∈ (0, 1/2). Based on the modified reward function, we define a counterpart of the value function W π h (s) as
Similarly, with the notation [P h V h+1 ](s, a) := E s ∼P h (·|s,a) V h+1 (s ), we define a counterpart of the 
end for 11: end for state-action function Q π h (s, a) as
Recalling the assumption that the original reward function r(·) is bounded by 1, we now show the modified reward function R is also bounded by a constant. Proof Note that R(s, a) is the minimization of a quadratic function with respect to λ. Further, we have λ ≥ 0. Thus, R(s, a) will achieve its minima at the point
In addition, by taking λ = 0, we have R(s, a)
We use the modified reward function to provide a Q-learning based algorithm as described in Algorithm 1. The basic steps of Q-learning follow from that in [4] , while are adapted to incorporate constraints. In line 1, the agent initializes the Q-table and N h (s, a), which is the notation for the times that the state-action pair is taken at step h. In line 3, the agent is given an initial state at the beginning of each episode. Then, in line 5, the agent takes an action to maximize the current state-value function Q h (s h , a h ) and observes the next state. N h (s, a) is updated in line 6. Q-table and the W-table are then updated according to the line 8 and line 9, where b t is the upper confidence bound b t = 4η H 3 /t and = log( 2SAT p ). α t is the learning rate defined as
Given a Markov Decision Problem with constraints, this paper shows that Algorithm 1 converges to the optimal policy. The regret bound and constraint violations of the proposed algorithm will be analyzed in the next section.
V. REGRET BOUND ANALYSIS
For the convenience of the analysis, we define the related quantities α 0 t and α i t .
In the following proofs, we will use the basic properties of the α 0 t and α i t several times. Thus, we summarize them in the following lemma.
Lemma 2:
The following properties hold for α 0
These properties have been derived in [4] (See (4.2) in [4] for (a)-(b), Lemma 4.1 in [4] for proof of (c)-(e)), and hence the proof is omitted.
The following analysis consists of two parts. First, we follow the framework in [4] to give a proof that the modified unconstrained problem has a sub-linear regret bound. Then, we reveal the connection between the original constrained problem and modified problem to give the main result that both the regret for objective and constraint violation are sub-linear.
Recall the notation
and define its empirical counterpart of episode k as
Assume the state-action pair (s k h , a k h ) is visited at the step h in episode k, and define the Q k h , W k h , N k h are the Q h , W h , N h functions at the beginning of episode k, respectively. With properties in Lemma 2 and update rule in the algorithm, we have following result.
Lemma 3: For any (s, a, h) ∈ S × A × [H]
and episode k ∈ [K], let t = N k h (s, a) and suppose that (s, a) was previously taken at step h of episodes k 1 , ..., k t < k. Then:
Proof The detailed proof of this Lemma is provided in the Appendix A.
Lemma 3 gives a recursive form of the Q function. Based on this form, the following lemma gives a bound on Q k − Q * , which is the key step for achieving sub-linear regret for the modified unconstrained problem.
probability at least 1 − p, the following holds simultaneously for all (s, a, h, k)
Proof For each fixed (s, a, h) ∈ S × A × [H] and a fixed k ∈ [K], let t = N k h (s, a), and suppose that (s, a) was previously taken at step h of episodes k 1 , ..., k t < k. Let F i be the sigma field generated by all the random variables until episode k i , step h. Then,
is clearly a martingale difference sequence w.r.t. the filtration F i . According to the result in Lemma 1, the i th term in the martingale difference sequence is bounded by c i = 2Hηα i t . Let E be defined as
Using Azuma's inequality, we have.
By union bound, we know with probability at least 1 − p, the following holds for all (s, a, h, k) ∈
where the last step comes from the result in Lemma 2(d). Finally, we have
where step (a) follows from Eq. (14) and step (b) follows from Lemma 2(c). This proves the second inequality in the statement of Lemma 4. Similarly, we have Equipped with Lemmas 2, 3, and 4, we get the first main result that the regret for the modified problem is sub-linear, which is formally written as follows.
Theorem 1: For any p ∈ (0, 1) and γ ∈ (0, 1/2), selecting b t = 4η H 3 /t, the bound on the total regret using Algorithm 1 is
with probability at least 1 − 2p.
Proof The detailed proof is provided in Appendix B.
Now, equipped with the bound for the regret of modified value function W , it's natural to analyze them in the form of original value function and the constraint violation. The two following results, Lemma 5 and Lemma 6, describe the relationship between the optimal policy and that given by the proposed algorithm.
Lemma 5: If the problem is feasible, the optimal value function V * for the original CMDP problem is always less than or equal to the new optimal value function W * (the optimal policy for the two problems may be different). More formally,
Proof First, denote the optimal policy for the original CMDP problem as π * , and consider playing π * in the modified unconstrained RL problem, we have
The equality holds because with feasible optimal policy in original CMDP, we have
Thus, the optimal value function with optimal policy π * is equal to the modified value function W with the same policy π * . Furthermore, it's worth noting that the optimal policy in the original CMDP problem may not be the optimal policy in the unconstrained one, because it is possible to collect more reward when the constraint can be violated. It means the value function W with policy π * should be always less than or equal to the optimal value function, W * , in modified RL problem. Thus, we conclude that
, whether the optimal policy in both problems are the same or not. Lemma 6: The value function given by policy π k in the proposed algorithm for the modified problem, W π k 1 , can be expressed by the value function for the original CMDP proble,m V π k 1 , plus a term describing the violation of constrains. Formally,
Proof According to the definition of function W , we expand it as follows.
which is the result as in the statement of the Lemma. Now, equipped with Lemma 5 and 6, we reach the main result of regret bound in the following theorem. 
We note that the second term (the violation of peak constrains) on the left hand side of (22) is non-negative.
This gives the result of the sub-linear property for the value function in original CMDP. Furthermore, due to the assumption on the original reward r, we have a lower bound on the regret as below
Using Eq. (22) with this lower bound, we have the following inequality
Using Cauchy-Schwartz's inequality, we have
Finally, we have the sub-linear bound for the peak constraint violations, which is given as In this section, we evaluate the proposed algorithm on a communication channel, where the transmitter is powered by renewable energy. Such a model has been studied widely in communication systems [27] , [28] , [29] , [30] , [13] . In this model, we assume that the time is divided into time-slots. As shown in Fig. 1, in each time-slot, the transmitter can send data over an Additive Gaussian White Noise (AWGN) channel, where the signal transmitted by the transmitter gets added by a noise given by complex normal with zero mean and unit variance CN(0, 1) at each time instance within the time-slot. We assume that the transmitter can use a power of P h in time-slot h, where the transmission is constrained by a maximum power of P max .
We assume that the transmitter is powered by a renewable energy source, where energy E h arrives during time-slot h − 1 and can be used for time-slot h. Further, the transmitter is attached to a battery, which has a capacity of B max . The transmitter can use the energy from the existing battery capacity at the start of time-slot h, B h , or the new energy arrival E h . The energy from E h that is not utilized is stored in the battery. Thus, the battery state evolves as
We wish to optimize an upper bound on the reliable transmission rate [30] , given as
We note that the battery and the transmission constraints can be modeled as peak constraints. Thus, the overall optimization problem is given as
We note that the expectation in the above is over the energy arrivals E h , which makes the choice of P h stochastic. If the energy arrivals E h are known non-causally (known at h = 1 for the entire future), the problem is convex and can be solved efficiently using the dynamic water-filling algorithm proposed in [30] . However, in realistic systems, E h is only known at time-slot h. When the energy is known causally, dynamic programming based solutions have been proposed [28] , [13] .
We will now model the problem as an MDP. The state at time-slot h is given as S h = (B h , E h ), which are the current battery level and the energy arrival. The energy E h is known causally, and the distribution is unknown. Based on the state, the action is the transmission power P h . Based on the state and the action, the battery state evolves as Eq. (29) , and the E h may evolve based on some Markov process in general.
Based on the state and action, the reward is given by the objective in (31), where the peak constraints are also given in (31).
We let the distribution of E h as truncated Gaussian of mean µ and standard deviation σ, where the truncation levels are 0 and E max , and we let it be independent across episodes. The problem is discretized to integers in order to apply the proposed algorithm. According to the selection of the parameters in [13] , we set the horizon H = 20 time-slots, battery capacity B max = 20, power constraint P max = 15, maximal harvest energy E max = 20, mean and standard deviation µ = 10, σ = 5, respectively. For our algorithm, we let γ = 0.25.
In order to compare the proposed algorithm, we consider three other baseline algorithms, the greedy policy, the balanced policy, and the optimal non-causal algorithm. The greedy policy tries to consume the harvested energy as much as possible in each slot, as calculated by P h = min(P max , B h + E h ). We also consider a balanced policy that consumes the fixed amount of energy in each slot if available, where the fixed value is calculated by H h=1 E h /H, while that is limited by the available energy at each time. However, the balanced algorithm uses the future energy arrivals and is not a causal strategy. Further, the optimal strategy when all future energy arrivals are non-causally known is also used to show the performance of the proposed algorithm. We note that the proposed algorithm only assumes that the constraint function in state s and action a can be queried, but the function is not explicitly known, thus, the algorithms that project to the constraint function are not considered as they require complete knowledge of the function. In Fig. 2 , we plot the sum of the transmission rate in each episode, and the number of constraint violations in each episode (the number of constraint violations in each episode is between 0 and H). The plotted results are averaged over 1000 runs. We see that the reward converges around 10,000 episodes and the constraint violations go to zero. Thus, the policy converges, and the final policy satisfies the peak constraints. Based on the convergence results, we choose K = 12, 000. In Fig. 3 , we set the mean value of the harvested energy as 8, 9, 10, 11, 12 , and show the performances of different algorithms. We see that the balanced policy achieves higher performance than greedy policy because the energy can be allocated more reasonably while requiring non-causal information of energy arrival. The performance of the non-causal convex solver achieves the highest reward since it is an upper bound on the performance. However, we see that the proposed algorithm achieves nearly the same performance as the upper bound, which shows that our algorithm is able to achieve the optimal solution. Furthermore, the proposed algorithm doesn't need any prior knowledge of the harvested energy and the constraint functions, which is a great advantage over the convex solver.
VII. CONCLUSION
In this paper, we formulate a constrained MDP problem with a set of peak constrains. By using the method of Lagrange multipliers, we convert the problem into a modified bounded and unconstrained RL problem. An algorithm for this unconstrained problem is proposed, extending that in [4] . The regret bound for both the objective and the constraint violation is provided. This paper proves a bound of O(T 1/2+γ ) on the objective regret and O(T 1−γ ) bound on the constraint violation. We note that this is the first result of the regret analysis of CMDP with constraints when the state evolution and the constraint functions are unknown. The results are applied to the energy harvesting communication link, and the proposed algorithm is shown to be close to the non-causal optimal solution.
The authors of [24] related the problem of MDP with peak constraints to a zero-sum game. Thus, the proposed results could give insights to the regret bounds for zero-sum games, which is left as future work.
APPENDIX A PROOF OF LEMMA 3
Proof By the update rule in line 8 in the algorithm, we see that the value of Q k+1 h (s, a) will be updated if and only if (s, a) = (s k h , a k h ) and the value is updated to
By recursively using the update rule and the notation we defined in Eq. (10), we have
Then, considering the Bellman equation with optimal policy, for t ≥ 1, we have
where step (a) holds due to the lemma 2(a) and step (b) holds by the definition ofP k i h . For t = 0, we have Q * h (s, a) = α 0 t Q * h (s, a). Further, 
where β t = 12η H 3 /t and ξ k h+1 := [(P h −P k h )(W * h+1 − W π k h+1 )](s k h , a k h ) is also a martingale difference sequence. Inequality (a) holds due to the update rule in line 9 of algorithm 1 that W k h (s k h ) = min{H, max 
where the last inequality uses φ k h+1 ≤ δ k h+1 (the fact that W * ≥ W π k ). Recursing the result for h = 1, 2, ..., H and using the fact δ k H+1 = 0, we have 
where inequality (a) holds because s,a N K h (s, a) = K and the left hand side of (a) is maximized when N K h (s, a) = K SA . Moreover, using Azuma-Hoeffding inequality again, with probability 1 − p, we have, 
