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Second-Order Asymptotic Optimality in
Multisensor Sequential Change Detection
Georgios Fellouris∗ and Grigory Sokolov†
Abstract
A generalized multisensor sequential change detection problem is considered, in which a num-
ber of (possibly correlated) sensors monitor an environment in real time, the joint distribution of
their observations is determined by a global parameter vector, and at some unknown time there
is a change in an unknown subset of components of this parameter vector. In this setup, we
consider the problem of detecting the time of the change as soon as possible, while controlling
the rate of false alarms. We establish the second-order asymptotic optimality (with respect to
Lorden’s criterion) of various generalizations of the CUSUM rule; that is, we show that their
additional expected worst-case detection delay (relative to the one that could be achieved if the
affected subset was known) remains bounded as the rate of false alarm goes to 0, for any possible
subset of affected components. This general framework incorporates the traditional multisensor
setup in which only an unknown subset of sensors is affected by the change. The latter problem
has a special structure which we exploit in order to obtain feasible representations of the pro-
posed schemes. We present the results of a simulation study where we compare the proposed
schemes with scalable detection rules that are only first-order asymptotically optimal. Finally,
in the special case that the change affects exactly one sensor, we consider the scheme that runs
in parallel the local CUSUM rules and study the problem of specifying the local thresholds.
1 Introduction
Suppose that a decision maker sequentially collects data from multiple streams, coming for example
from sensors monitoring an environment. At some unknown point in time there is an abrupt change
in the system that is perceived by either all or only a subset of the deployed sensors. The problem
then is to combine the sequentially acquired observations from all streams in order to detect the
change as quickly as possible, while controlling the rate of false alarms below an acceptable level.
In what follows, we will refer to the various streams as “sensors”, although this general framework
can be applied to various setups beyond environmental monitoring, such as intruder detection in
computer security [1–3], epidemic detection in bio-surveillance [4, 5].
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If the regime before and after the change is completely specified, one may apply a classical
sequential change detection algorithm, such as the Cumulative Sum (CUSUM) rule, which was
proposed by Page [6] and was shown by Moustakides [7] to be the best possible rule in Lorden’s [8]
minimax setup in the case of iid observations before and after the change. However, in many
applications that motivate this multisensor sequential change detection problem it is reasonable
to assume that there is only partial information regarding the post-change regime. A typical
assumption in the literature is that the change affects the distribution of only a subset of sensors
whose identity is unknown. In this context, one needs to design detection rules that account for
this uncertainty, and also to quantify how much is lost relative to the ideal case that the actual
affected subset is known.
The simplest multisensor detection rule is the multichart CUSUM, according to which each
sensor runs locally the CUSUM algorithm and the fusion center stops the first time an alarm is
raised by any sensor. This is a one-shot scheme suitable for decentralized implementation, as each
possibly remote sensor needs to communicate with the fusion center at most once, an important
advantage in sensor networks that are characterized by limited bandwidth and energy. Tartakovksy
et al. [1,2] showed that this rule has a strong asymptotic optimality property when the change affects
exactly one sensor (see also Section 9.2 in [9]). However, this rule is very inefficient when a large,
or even a moderate, number of sensors are actually affected. This calls for detection rules that are
robust, in the sense that they should perform well for a large class of scenarios regarding the subset
of affected sensors.
In order to address this problem, Mei [10] proposed raising an alarm when the sum of the
local CUSUM statistics exceeds a threshold, a rule to which we will refer as SUM-CUSUM. Under
the assumptions of iid observations before/after the change, completely specified but arbitrary
pre/post-change distributions (up to an integrability condition) and independent sensors it was
shown that SUM-CUSUM is asymptotically optimal for every possible subset of affected sensors.
Moreover, based on simulation experiments it was argued that SUM-CUSUM performs better than
the multichart CUSUM unless a very small number of sensors is actually affected. This scheme was
further refined by Mei in [11], where it was suggested to use the sum of only the top L local CUSUM
statistics when at most L sensors can be affected. Liu et al. [12] and Banerjee and Veeravalli [13]
considered further modifications that allow for only a subset of sensors to be employed at any given
time.
A different, CUSUM-based, multisensor detection scheme was proposed by Xie and Siegmund
[14]. Specifically, the proposed rule in this work was a modification of the CUSUM rule that
corresponds to the case that the change occurs with probability π in each sensor, where π is the
actual proportion of affected sensors. Asymptotic approximations for the operating characteristics
of this detection rule were obtained in the case of independent sensors, each of which observes
Gaussian iid observations whose mean may change from 0 to some unknown value. Moreover, it
was argued based on simulation experiments that this detection rule is more efficient than SUM-
CUSUM and this phenomenon was explained on the basis that SUM-CUSUM does not incorporate
the fact that all sensors are assumed to have the same change-point.
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The main motivation for our work was to propose and study multisensor detection rules that
enjoy a stronger asymptotic optimality property than SUM-CUSUM and are more efficient in
practice. However, we consider a more general setup that incorporates applications that are not
captured by the traditional multisensor framework, such as the power outage detection problem
treated by Chen et al. [15]. Specifically, we assume that there is a global parameter vector that
determines the joint distribution of the (possibly correlated) data streams and that the change
modifies a subset of the components of this parameter vector. The affected subset of components
is unknown, but it is assumed to belong to a given class of subsets, P, that reflects our prior
information regarding the location of the change. For example, in the extreme case that there is
no information regarding the affected subset, P consists of all non-empty subsets of components.
In this generalized multisensor setup, we consider first of all the CUSUM-type rule that em-
ploys the Generalized Likelihood Ratio (GLR) statistic with respect to the unknown subset, to
which we refer as GLR-CUSUM. Moreover, we consider two alternative, mixture-based CUSUM-
type schemes. We show that all these detection rules enjoy a second-order asymptotic optimality
property, i.e., that their additional worst-case detection delay (relative to the one that could be
achieved if the affected subset was known) remains bounded as the rate of false alarms goes to 0
for any possible subset of affected components. This should be contrasted with the usual, weaker
asymptotic optimality property, according to which the asymptotic relative efficiency goes to 1,
and to which we refer as first-order asymptotic optimality.
Our general framework includes as a special case the traditional setup in which the change affects
only an unknown subset of sensors, leaving the remaining ones completely unaffected. In this special
case, assuming further independent sensors and an upper bound on the size of the affected subset, we
obtain representations of the GLR-CUSUM (and one of the proposed mixture-based rule) which are
feasible when the number of sensors is large. Moreover, we show that while the detection rule that
was proposed by Xie and Siegmund [14] is also second-order asymptotically optimal for any choice of
the parameter π, this parameter cannot be interpreted in this scheme as the proportion of affected
sensors. Thus, we provide a theoretical explanation for the empirically observed superiority of this
rule over SUM-CUSUM, which is only first-order asymptotically optimal, as well as its robustness
with respect to π.
In the special case that it is known in advance that the change affects exactly one sensor,
GLR-CUSUM reduces to the multichart CUSUM, according to which an alarm is raised when a
local CUSUM statistic exceeds a local threshold. The selection of identical thresholds seems to
be a default choice in the literature, although non-identical thresholds have also been considered
(see, e.g. [9, p.467]). We address the problem of threshold selection in this setup and we show
that seemingly reasonable threshold selections may lead to non-robust behavior, as the multichart
CUSUM may fail to be even first-order asymptotically optimal. We then argue in favor of a specific
selection of thresholds that equalizes the asymptotic relative performance loss under the various
scenarios.
Let us discuss at this point the connection of our work with the literature of sequential change
detection. Lorden [8] assumed (in a “single-sensor” setup) that the distribution of the observations
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belongs to an exponential family and is specified after the change up to an unknown parameter.
In this context, he established the first-order asymptotic optimality of a CUSUM-type rule that is
based on (a truncated away from 0 version of) the GLR statistic. In the special case of detecting
a shift in the mean of Gaussian observations, Siegmund and Venkatraman [16] obtained approx-
imations for the operating characteristics of the corresponding GLR-CUSUM. Our work differs
from these two papers in that in our setup there is a finite number of scenarios in the post-change
regime. Nevertheless, we also use the term GLR-CUSUM to describe the CUSUM-type rule whose
detection statistic is based on maximizing with respect to the affected subset, which is the unknown
parameter in our setup.
We should also mention an alternative formulation of the multisensor sequential change detec-
tion problem, in which the change-points in the various sensors are in generally different and the
goal is to detect the first of them. This problem was considered from a Bayesian point of view by
Ragavan and Veeravalli [17] and Ludkovski [18], where a model for the change propagation was
assumed. A minimax approach was considered by Hadjiliadis et al. [19] and Zhang et al. [20], where
it was shown that the multichart CUSUM has a strong asymptotic optimality property with re-
spect to an extended Lorden criterion in which the worst case is taken with respect to all individual
change-points and the history of observations up to the minimum of the change-points.
Another closely related problem to the one consider in this paper is the joint change detection
and isolation problem, in which one is interested in isolating the affected subset upon detecting the
change. While the GLR-CUSUM provides a natural estimator for this subset, a proper treatment
of this problem requires a different formulation, in which the misclassification rate is also controlled
together with the rate of false alarms. For more details on the joint sequential change detection
and isolation problem we refer to Nikiforov [21,22], Oskiper and Poor [23], Tartakovksy [24].
The rest of the paper is organized as follows: in Section 2 we formulate a general multisensor
sequential change detection problem and establish the second-order asymptotic optimality of var-
ious CUSUM-based detection rules. In Section 3 we restrict ourselves to the traditional setup of
independent sensors where only a subset of them is affected by the change. In Section 4 we focus
on the case that the change affects exactly one sensor and the design of the multichart CUSUM. In
Section 5 we present the findings of a simulation study that illustrates our asymptotic results. We
conclude in Section 6, whereas we present the proofs of most results in Appendix. In what follows
we set x+ = max{x, 0}, we use | · | to denote set cardinality, and we write x ∼ y when x/y → 1,
x ≃ y when x− y → 0.
2 A general multisensor sequential quickest detection problem
2.1 Problem formulation
Let K be the number of sensors (streams) and Xkt the observation in sensor k at time t, where
1 ≤ k ≤ K and t ∈ N = {1, 2 . . .}. We assume that the random vectors {Xt ≡ (X1t , . . . ,XKt )}t∈N are
independent over time, but we allow observations from different sensors at the same time instant to
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be dependent. Moreover, we assume that the distribution of the sequence {Xt}t∈N changes at some
unknown deterministic time ν ∈ N ∪ {0}. To be more specific, let f(·|θ) be a family of densities
with respect to some dominating σ-finite measure, where θ is a N -dimensional parameter vector
and N not necessarily equal to K. Then, we assume that Xt ∼ f(·|θt), where θt := (θ1t , . . . , θNt ) is
given by
θkt = 0 ∀ 1 ≤ k ≤ N, t ≤ ν,
θkt =

1, k ∈ A,0, k /∈ A, t > ν,
(1)
and A ⊂ {1, . . . , N} is a subset of components of θt. Note that the change may affect the ob-
servations in all sensors and that while the pre-change distribution is completely specified, the
post-change distribution is specified up to subset A which is typically unknown. However, we will
assume that the true affected subset belongs to a given class P of subsets of {1, . . . , N}. For ex-
ample, if it is known that the change will affect exactly (resp. at most) L components of θ, then
P = PL (resp. P = PL), where
PL := {A : |A| = L},
PL := {A : 1 ≤ |A| ≤ L},
(2)
|A| being the cardinality of subset A and 1 ≤ L ≤ N . Note that PN corresponds to the case of
complete ignorance regarding the affected subset. Moreover, any class P is a subset of a class of
the form PL for some 1 ≤ L ≤ N . However, in what follows we do not make any assumption about
P unless this is explicitly stated.
Let P∞ and E∞ the probability measure and the expectation when the change never occurs
(ν = ∞) and PAν and EAν the probability measure and the expectation when the change occurs at
time ν only in subset A. A sequential change detection rule is an {Ft}-stopping time, T , at which
the fusion center raises an alarm declaring that the change has occurred. Here, Ft the σ-algebra
generated by all observations up to time t, i.e., Ft := σ(Xs; 1 ≤ s ≤ t). Following Lorden’s
approach [8] we measure the performance of a detection rule T when the change occurs in subset
A with the worst (with respect to the change point) conditional expected delay given the worst
possible history of observations up to the change point:
JA[T ] := sup
ν≥0
ess supEAν [(T − ν)+ | Fν ].
Moreover, we control the rate of false alarms below an acceptable, user-specified level γ ≥ 1, thus,
we restrict ourselves to sequential detection rules in the class Cγ = {T : E∞[T ] ≥ γ}. We will be
interested in sequential detection rules that attain the optimal performance infT∈Cγ JA[T ] for every
A ∈ P asymptotically as γ →∞.
Definition 1. Suppose that the detection rule T ∗ can be designed so that T ∗ ∈ Cγ for any given
γ ≥ 1. We will say that T ∗ is asymptotically optimal of
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(i) first-order, if for every A ∈ P we have as γ →∞
JA[T ∗] ∼ inf
T∈Cγ
JA[T ],
(ii) second-order, if for every A ∈ P we have
JA[T ∗]− inf
T∈Cγ
JA[T ] = O(1),
where O(1) is a bounded term as γ →∞.
Remark: If T ∗ is first-order asymptotically optimal, then it is possible that for some A ∈ P we
have JA[T ∗]− infT∈Cγ JA[T ] →∞, since both terms go to infinity as γ → ∞. In such a case, the
additional (worst-case) expected number of observations that T ∗ requires (relative to the corre-
sponding optimal detection delay that would be achievable if the actual affected subset was known)
is unbounded as the rate of false alarms goes to 0. This motivates the stronger notion of second-
order asymptotic optimality.
It is the main goal of this work to propose detection rules that are second-order asymptotically
optimal. In order to do so, we need to characterize the optimal performance that is attained by
the oracle detection rule.
2.2 The oracle rule
For any given subset A, the solution to the constrained optimization problem infT∈Cγ JA[T ] is well
known. In order to describe it, let us set
ΛAt :=
dPA0
dP∞
(Ft) and ZAt := log ΛAt (3)
and note that due to the assumption of independence over time we have
ΛAt = Λ
A
t−1 · exp{ℓAt }, ΛA0 := 1,
ZAt = Z
A
t−1 + ℓ
A
t , Z
A
0 := 0,
where ℓAt is the log-likelihood ratio
ℓAt := log
dPA0
dP∞
(Xt). (4)
The CUSUM rule for detecting a change in subset A is
SAb = inf
{
t ∈ N : Y˜ At ≥ b
}
, (5)
where b ∈ R is a deterministic threshold and Y˜ A is the so-called CUSUM statistic
Y˜ At := Z
A
t − min
0≤s<t
ZAs , t ∈ N, (6)
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which may be equivalently defined through the following recursion
Y˜ At = max{Y˜ At−1 , 0}+ ℓAt , Y˜ A0 := 0. (7)
Moustakides [7] showed that, for any given γ ≥ 1, SAb optimizes Lorden’s criterion, JA, in the
class Cγ , when threshold b is chosen so that E∞[SAb ] = γ. Earlier, Lorden [8] had established the
first-order asymptotic optimality of the CUSUM rule by showing that
inf
T∈Cγ
JA[T ] ∼ log γ
IA
, IA := E
A
0 [ℓ
A
1 ], (8)
under the assumption that ℓA1 is P
A
0 ,P∞- integrable. However, the exact optimality of the CUSUM
rule can be used to obtain a second-order characterization of the optimal performance. Indeed, if
additionally we have EA0 [(ℓ
A
1 )
2] <∞, it is well known (see, e.g., [9], [25]) that
E
A
0 [S
A
b ] =
b
IA
+Θ(1),
where Θ(1) is a term that is bounded from above and below as b → ∞. Moreover, from [26] it
follows that E∞[S
A
b ] ∼ eb/vA as b→∞, where vA is a model-dependent, renewal-theoretic constant.
Therefore, we conclude that
inf
T∈Cγ
JA[T ] = log γ
IA
+Θ(1).
We summarize these characterizations of first and second order asymptotic optimality in the fol-
lowing Lemma.
Lemma 1. (i) Suppose that ℓA1 is integrable with respect to P∞ and P
A
0 for every A ∈ P and
that, for any given γ ≥ 1, a detection rule T ∗ can be designed so that T ∗ ∈ Cγ. If
JA[T ∗] ≤ log γ
IA
(1 + o(1)), ∀ A ∈ P,
then T ∗ is first-order asymptotically optimal with respect to class P.
(ii) Suppose additionally that ℓA1 is square-integrable with respect to P
A
0 for every A ∈ P. If
JA[T ∗] ≤ log γ
IA
+O(1), ∀ A ∈ P,
then T ∗ is second-order asymptotically optimal with respect to class P.
Remark: It is useful to stress that the CUSUM statistic is often defined in the literature as
Y At := Z
A
t − min
0≤s≤t
ZAs , (9)
or equivalently through the following recursion
Y At = max
{
Y At−1 + ℓ
A
t , 0
}
, Y A0 := 0.
Thus, Y At differs from Y˜
A
t only when the latter is negative, and the two statistics lead to the same
stopping time when the threshold b is positive. However, with the non-negative version of the
CUSUM statistic it is not in general possible to satisfy the false alarm constraint for any γ > 1.
Since in this work we focus on asymptotic optimality results, we will use both versions of the
CUSUM statistic, depending on which one is more technically convenient each time.
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2.3 Generalized and Mixture based CUSUM rules
We now construct various multichannel detection rules that will be shown to be second-order
asymptotically optimal with respect to any given class P. In order to do so, suppose for the
moment that the affected subset is A ∈ P. At some time t > ν, the likelihood ratio of PAν versus
P∞ is given by
ΛAt
ΛAν
=
dPAν
dP∞
(Ft) =
t∏
s=ν+1
exp(ℓAs ),
and the corresponding log-likelihood ratio takes the form
ZAt − ZAν = log
ΛAt
ΛAν
=
t∑
s=ν+1
ℓAs ,
where ΛAt , Z
A
t and ℓ
A
t are defined in (3) and (4), respectively. Maximizing with respect to both the
unknown change-point, ν, and the unknown subset, A, suggests raising an alarm when the statistic
max
0≤s<t
max
A∈P
(ZAt − ZAs )
becomes larger than some threshold b. Interchanging the two maximizations reveals that this
detection statistic can be equivalently expressed as
max
A∈P
max
0≤s<t
(ZAt − ZAs ) = max
A∈P
Y˜ At ,
where Y˜ A is defined in (6). Therefore, this rule stops the first time t there is a subset A whose
corresponding CUSUM statistic Y˜ At exceeds threshold b. If we only consider positive thresholds,
we may equivalently consider the detection statistic maxA∈P Y
A
t , where Y
A is defined in (9) (see
the remark in the end of the previous subsection).
We can generalize this scheme by allowing the thresholds that correspond to the various CUSUM
statistics to differ. Thus, if {bA,A ∈ P} is a family of positive, constant thresholds, we obtain the
following detection rule, to which we refer as GLR-CUSUM:
min
A∈P
SAbA = inf
{
t ∈ N : max
A∈P
(Y At − bA) ≥ 0
}
, (10)
(Recall that SAb is the CUSUM rule defined in (5)). We will show in Proposition 3 that some
intuitively reasonable threshold specifications, such as selecting each threshold bA proportionally to
the Kullback-Leibler divergence IA, may fail to guarantee even the first-order asymptotic optimality
of GLR-CUSUM. For this reason, in what follows we restrict our attention to thresholds of the form
bA = b− log pA,
where b is a positive threshold that is determined by the false alarm constraint and depends on γ,
whereas {pA,A ∈ P} are constants (weights) that do not depend on γ and satisfy
pA > 0 ∀ A ∈ P and
∑
A∈P
pA = 1.
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With this threshold specification the GLR-CUSUM in (10) takes the form
Sb := inf
{
t ∈ N : max
A∈P
(
Y At + log pA
) ≥ b} (11)
and may be equivalently expressed as follows
Sb = inf
{
t ∈ N : max
0≤s≤t
max
A∈P
(
ZAt − ZAs + log pA
) ≥ b}
= inf
{
t ∈ N : max
0≤s≤t
max
A∈P
pA exp(Z
A
t − ZAs ) ≥ eb
}
. (12)
When the pA’s are identical, we will refer to Sb as the unweighted GLR-CUSUM. However, the
introduction of weights allows us to present the GLR-CUSUM together with competitive mixture-
based CUSUM tests. Specifically, if we do not maximize but average with respect to the affected
subset in (12), we obtain the following stopping time:
S¯b := inf
{
t ∈ N : max
0≤s≤t
∑
A∈P
pA exp(Z
A
t − ZAs ) ≥ eb
}
. (13)
If we further interchange maximization and summation in the detection statistic in (13), we obtain
the alternative detection statistic
∑
A∈P pA exp(Y
A
t ). For technical convenience, we replace Y
A
with Y˜ A and set
S˜b := inf
{
t ∈ N :
∑
A∈P
pA exp(Y˜
A
t ) ≥ eb
}
. (14)
To sum up, we have introduced three distinct multichannel detection rules: the GLR-CUSUM,
Sb, which can be equivalently defined by either (11) or (12), and two mixture-based CUSUM rules,
S¯b and S˜b, defined in (13) and (14) respectively. In the following theorem, whose proof can be found
in the Appendix, we establish their second-order asymptotic optimality property with respect to
an arbitrary class P.
Theorem 1. For an arbitrary class P,
(i) if b = log γ, then Sb, S¯b, S˜b ∈ Cγ;
(ii) if ℓA1 is square-integrable with respect to P
A
0 for every A ∈ P, then S, S¯, S˜ are second-order
asymptotically optimal with respect to P.
Although it was not needed in the proof of the previous theorem, it is important (and useful
for computational purposes) to note that the worst-case scenario for all the above detection rules
is when ν = 0. This is the content of the following proposition, whose proof can be found in the
Appendix.
Proposition 1. For any b > 0 and A ∈ P we have
i) JA[Sb] = EA0 [Sb], ii) JA[S¯b] = EA0 [S¯b], iii) JA[S˜b] = EA0 [S˜b].
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2.4 Implementation
The two representations of the GLR-CUSUM, (11) and (12), suggest two possible approaches
regarding its implementation. According to the first one, at each time t we compute and maximize
over the CUSUM statistics, Y At , A ∈ P. This approach requires running |P| recursions and is
convenient when the cardinality of P is small. This is for example the case when only one component
of the parameter vector θ is affected by the change (P = P1), in which case |P| = N . However,
such an implementation may not be feasible for large values of N when we have complete ignorance
regarding the affected subset (P = PN ). (This approach also applies to the mixture-based CUSUM
rule defined in (14), which sums over the exponents of all CUSUM statistics).
According to the second approach, at each time t we need to compute and maximizer over the
statistics ZAt −ZAs +log pA, 0 ≤ s < t, A ∈ P. In the next section we will see that this computation
is simplified in the special case that we have independent sensors and only a subset of which is
affected by the change. Moreover, in the next lemma we show that, without any loss, we can
always restrict the maximization to an adaptive time-window. Since a similar approach applies to
the mixture-based CUSUM defined in (13), we state the following lemma in some generality.
Lemma 2. Let P be an arbitrary class and consider the following sequence of stopping times
rn+1 = inf
{
t > rn : Z
A
t = min
0≤s≤t
ZAs , for all A ∈ P
}
; r0 = 0. (15)
Then for any function G : R|P| → R that is non-decreasing in each of its arguments,
inf
{
t ≥ 0 : max
0≤s≤t
G
(
(ZAt − ZAs )A∈P
) ≥ b}
= inf
{
t ≥ 0 : max
r(t)≤s≤t
G
(
(ZAt − ZAs )A∈P
) ≥ b},
where (·)A∈P denotes a P-tuple and r(t) = max {rn : rn ≤ t}.
Proof. Fix t > 0. Since G is non-decreasing in each of its arguments, it suffices to show that for
every 0 ≤ s ≤ r(t) and A ∈ P we have ZAt − ZAs ≤ ZAt − ZAr(t), or equivalently ZAr(t) ≤ ZAs , which
follows from the definition of r(t).
3 A special multisensor sequential change-detection problem
3.1 A special case of the general framework
In this section, we focus on the special case that the change affects the distribution of only a subset
of sensors. In order to be more specific, let us recall that at each time t we observe a random vector
Xt = (X
1
t , . . . ,X
K
t ) with joint density Xt ∼ f(·|θt), where θt = (θ1t , . . . , θNt ) is an unobserved
parameter vector. Let fk be the marginal density of the k
th stream, i.e., Xkt ∼ fk(·|θt). In what
follows, we assume that the dimensions of Xt and θt coincide, i.e., N = K, and that each marginal
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density fk(·|θt) is determined only by the kth component of θt, θkt . Specifically, we assume that
fk(·|θkt = 0) = hk, fk(·|θkt = 1) = gk,
where hk and gk are completely specified densities with respect to some σ-finite measure λk. Note
that hk and gk do not need to belong in the same parametric family, our only assumption is that
their Kullback-Leibler information number,
Ik :=
∫
log
(
gk
hk
)
gk dλk, (16)
is positive and finite. Therefore, in this setup we have a change in the marginal distributions of a
subset of sensors, while the remaining ones remain completely unaffected, and the change detection
problem (1) takes the form
Xkt ∼ hk, ∀ 1 ≤ k ≤ K, t ≤ ν,
Xkt ∼

gk, k ∈ A,hk, k /∈ A, t > ν,
(17)
where A ⊂ {1, . . . ,K} is a subset of sensors that belongs to some class P. When in particular
P = PL (resp. P = PL), the change affects exactly (resp. at most) L sensors, where the classes
PL and PL are defined in (2).
In the literature of the multisensor quickest detection problem it is typically assumed that ob-
servations from different streams are independent. However, this is not necessary for the results of
the previous section to hold. This is illustrated by the following example.
Example: Correlated normal streams
Let Σ be an invertible covariance matrix of dimension K with diagonal (σ21 , . . . , σ
2
K) and let
µ1, . . . , µK be non-zero constants. For every non-empty subset A ⊂ {1, . . . ,K} we define the
K-dimensional vector µA := (µ
A
1 , . . . , µ
A
K) such that
µAk :=
{
µk, k ∈ A,
0, k /∈ A,
and we assume that under PAν we have
Xt ∼
{
N (0,Σ), t ≤ ν,
N (µA,Σ), t > ν.
Then, this is a special case of (17) with hk = N (0, σ2k) and gk = N (µk, σ2k), for which
ℓAt = θA ·Xt −
1
2
θA · µA, θA := Σ−1µA,
where ℓAt is the log-likelihood ratio defined in (4).
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3.2 The case of independent sensors
We now restrict ourselves to the case of independent sensors. Specifically, we assume that the local
filtrations {F1t }, . . . , {FKt } are independent, where Fkt := σ(Xks , 1 ≤ s ≤ t), 1 ≤ k ≤ K. Under this
assumption, the log-likelihood ratio statistic ℓAt , defined in (4), admits the following decomposition
ℓAt =
∑
k∈A
ℓkt , ℓ
k
t := log
gk
hk
(Xkt ), (18)
which implies that the likelihood and log-likelihood ratio statistics, ΛAt and Z
A
t , defined in (3), take
the form
ΛAt =
∏
k∈A
Λkt , Λ
k
t := Λ
k
t−1 exp{ℓkt }, Λk0 = 1,
ZAt =
∑
k∈A
Zkt , Z
k
t := Z
k
t−1 + ℓ
k
t , Z
k
0 = 0.
Moreover, we have IA =
∑
k∈A Ik, where IA is the Kullback-Leibler information number defined
in (8) and Ik the local Kullback-Leibler information number defined in (16). If we further select
weights of the form
pA =
p|A|∑
B∈P p
|B|
, (19)
where p is some arbitrary positive parameter, then from (12) and (13) it follows that the GLR-
CUSUM and the mixture-based CUSUM rule, S¯b, can be expressed as follows:
Sb := inf
{
t ∈ N : max
0≤s≤t
max
A∈P
∑
k∈A
(
Zkt − Zks + log p
)
≥ b+ log(C(P))
}
, (20)
S¯b := inf
{
t ∈ N : max
0≤s≤t
∑
A∈P
p|A|
∏
k∈A
exp(Zkt − Zks ) ≥ eb C(P)
}
, (21)
where C(P) :=∑B∈P p|B|. In the following proposition, whose proof is presented in the Appendix,
we show that the latter expressions can be further simplified for classes of the form PL and PL. In
order to do so, for any 0 ≤ s ≤ t we set
Zks:t := Z
k
t − Zks , 1 ≤ k ≤ K,
and we introduce the corresponding order statistics Z
(1)
s:t ≥ . . . ≥ Z(K)s:t .
Proposition 2. Consider the change detection problem (17) and suppose that the independence
assumption (18) holds.
(i) The GLR-CUSUM in (20) takes the form
inf
{
t ∈ N : max
0≤s≤t
L∑
k=1
Z
(k)
s:t ≥ b+ log |PL|
}
when P = PL, (22)
inf
{
t ∈ N : max
0≤s≤t
L∑
k=1
(
Z
(k)
s:t + log p
)+ ≥ b+ log
(
L∑
k=1
|Pk| pk
)}
when P = PL. (23)
12
(ii) When P = PK , the mixture rule S¯b in (21) takes the form
Sˆbˆ(π) := inf
{
t ∈ N : max
0≤s≤t
K∏
k=1
[
1− π + π exp(Zkt − Zks )
]
≥ exp{bˆ}
}
, (24)
where π = p/(1 + p) and
exp{bˆ} := (1− π)−K
(
exp{b}
∑
B∈P
p|B| + 1
)
.
Remark: From Lemma 2 we know that we can replace max0≤s≤t in the above detection rules by
maxr(t)≤s≤t, where r(t) = max{n : rn ≤ t} and the sequence of stopping times (rn) are defined
in (15). In the case of independent sensors that consider in this section we have Y At ≤
∑
k∈A Y
k
t
for every t and A, which implies that for a class of the form PL the times (rn) can be defined as
follows:
rn = inf
{
t > rn−1 : Z
k
t = min
0≤s≤t
Zks , ∀ 1 ≤ k ≤ K
}
,
where r0 := 0. From Proposition 1 in [10] it follows that (rn − rn−1)n∈N are iid random variables
with finite expectation under P∞, which however grows exponentially in K. This implies that the
above window may not be very useful for computational purposes. A more appropriate approach for
practical implementation when K is large is to use instead the window σ(t) := max{σn : σn ≤ t},
where
σn := inf
{
t > σn−1 : Z
k
t < Z
k
σn−1 , ∀ 1 ≤ k ≤ K
}
; σ0 := 0.
Again, (σn − σn−1)n∈N is a sequence of iid random variables with finite expectation under P∞,
which however seems to grow logarithmically in K (based on empirical observations). However, we
should emphasize that the resulting detection rules are not equivalent to the original ones and their
asymptotic performance requires separate analysis. For similar adaptive window-limited modifica-
tions of CUSUM-type rules we refer to Yashchin [27–29].
Remark: When the weights are selected according to (19), all subsets of the same size have the
same weight. It is straightforward to generalize the previous results when pA is proportional to∏
k∈A pk, where pk, 1 ≤ k ≤ K are arbitrary positive parameters. However, setting pk = p offers an
intuitive way of selecting the parameter π, or equivalently p, in the mixture-based CUSUM, Sˆbˆ(π),
in (24) Indeed, Sˆb(π) can be obtained by repeated application of the one-sided sequential test
Tˆb(π) := inf
{
t ∈ N : Λˆt ≥ eb
}
, where
Λˆt :=
K∏
k=1
(
1− π + πΛkt
)
.
(25)
This is the one-sided SPRT for testing P∞ against the auxiliary probability measure
Pˆ = ×Kk=1
[
(1− π)Pk∞ + πPk0
]
,
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according to which the density in sensor k is gk with probability π and hk with probability 1− π.
This implies that the parameter π in Sˆbˆ(π) can be interpreted as the proportion of affected sen-
sors and suggests setting π = L/K when we know in advance that exactly L sensors are affected
(P = PL). On the other hand, if it is known that at most L sensors are affected (P = PL), a
reasonable default choice seems to be π = L/(2K).
Remark: It is interesting to compare the detection rule Sˆb, defined in (24), with the detection rule
Sˇb(π) := inf
{
t ∈ N : max
0≤s≤t
K∑
k=1
log
(
1− π + π exp{(Zkt − Zks )+}
)
≥ b
}
, (26)
which was proposed by Xie and Siegmund [14]. In the following theorem, whose proof is presented
in the Appendix, we show that the latter is also second-order asymptotically optimal with respect to
PK for any choice of π in (0, 1], a result that explains the (empirically observed in [14]) robustness
of this rule with respect to π.
Theorem 2. Consider the change detection problem (17) and suppose that the independence as-
sumption (18) holds. Consider the detection rules Sˆb(π) with some π ∈ (0, 1) and Sˇb(π) with some
π ∈ (0, 1], defined in (24) and (26), respectively. Then,
(i) Sˆb(π) ∈ Cγ if b = log γ and Sˇb(π) ∈ Cγ if b = log γ + log |PK |;
(ii) if also ℓA1 is square-integrable under P
A
0 for every A ∈ PK , both Sˇb(π) and Sˆb(π) are second-
order asymptotically optimal with respect to PK .
Remark: We stress that the parameter π in the detection rule proposed by Xie and Siegmund [14],
Sˇb(π), cannot be interpreted as the proportion of affected sensors. Indeed, if we set π = 1 in (26)
we recover the unweighted GLR-CUSUM in the case of complete uncertainty, that is the detection
rule obtained by setting L = K and p = 1 in (23). On the other hand, if we set π = 1 in Sˆb(π),
defined in (24), we recover the optimal CUSUM rule in the case that all sensors are affected, which
is exactly what one would expect if π is to be interpreted as the proportion of affected sensors.
3.3 Scalable schemes
We close this section by highlighting the connection between the GLR-CUSUM and the SUM-
CUSUM proposed by Mei in [10]. Recall that the detection statistic of the unweighted GLR-CUSUM
in the case of complete ignorance, that is the detection rule obtained by setting L = K and p = 1
in (23), is
max
0≤s≤t
K∑
k=1
(
Zkt − Zks
)+
.
If we interchange max and sum in this statistic, we obtain the sum of the local CUSUM statistics,∑K
k=1 Y
k
t . This is the detection statistic of SUM-CUSUM, which was shown in [10] to be first-order
14
asymptotically optimal with respect to PK , i.e., in the case of complete ignorance. The main ad-
vantage of this rule is that it is much easier to implement than the corresponding GLR-CUSUM
and mixture-based CUSUM rules, as it requires running only K recursions. However, it is reason-
able to expect that SUM-CUSUM should be less efficient, since it is only first-order asymptotically
optimal. This intuition will be corroborated by the results of a simulation study in Section 5.
Remark: If we interchange, in a similar way, max and product in the mixture-based CUSUM rule
(24), we obtain
Mb(π) := inf
{
t ∈ N :
K∑
k=1
log
(
1− π + π exp{Y kt }
)
≥ b
}
.
This is another scalable rule comparable with SUM-CUSUM, however the parameter π can no
longer be interpreted as proportion of affected sensors.
Remark: From Mei [11] it follows that the detection rule
Mb(L) = inf
{
t ∈ N :
L∑
k=1
Y
(k)
t ≥ b
}
, (27)
where Y
(1)
t ≥ Y (2)t ≥ · · · ≥ Y (K)t , is first-order asymptotically optimal with respect to PL (at
most L sensors affected). This rule should be compared with the corresponding GLR-CUSUM and
mixture-based CUSUM that correspond to class PL.
4 Multichart CUSUM
In this section we remain in the change-detection problem (17), where the change affects only a
subset of sensors. Moreover, we assume that the various sensors are independent, i.e., (18) holds.
Our focus will be on the GLR-CUSUM, defined in (10), in the special case that the change can
affect exactly one sensor (P = P1), where it takes the form
S = min
1≤k≤K
Skbk , (28)
each bk being a positive threshold. The detection rule (28) is also known as multichart CUSUM
in the literature of statistical quality control and has been well studied (see, e.g., [1, 2]), especially
in the case that all thresholds are equal. However, unless the sensors are homogeneous in the
sense that hk = h and gk = g, it is intuitively clear that it should be preferable to have unequal
thresholds. The results of Section 2 imply that there is a large family of non-identical thresholds
for which the multichart CUSUM is second-order asymptotically optimal. Specifically, if we set
bk = b− log pk, 1 ≤ k ≤ K, (29)
where b is determined by the false alarm constraint and the pk’s are arbitrary positive constants
that add up to 1 and do not depend on γ, then from Theorem 1 it follows the resulting detection
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rule is second-order asymptotically optimal for any selection of the pk’s. Our first goal in this
section is to show that there are reasonable, alternative threshold specifications with which the
multichart CUSUM may fail to be even first-order asymptotically optimal. The second goal is to
compare various choices for the pk’s when the thresholds are selected according to (29).
In order to establish these results, we will rely on some well known facts about the performance
characteristics of the multichart CUSUM. Thus, let T kb = inf
{
t ≥ 0 : Zkt ≥ b
}
and let ηkb be the
corresponding overshoot, i.e., ηkb := Z
k
T k
b
−b. Since Zk is a random walk with a finite second moment,
the limiting expected overshoot is well defined and we have
ρk := lim
b→∞
E
k
0[η
k
b ].
Moreover, we have the following representation (see [25, p.32] or [9, p.44]) for the expected infinum
of Zk under Pk0 :
βk := E
k
0
[
inf
t∈N
Zkt
]
=
E
k
0 [(Z
k
1 )
2]
2Ik
− ρk.
Finally, we introduce the Laplace transform of the limiting distribution of the overshoot under Pk0 :
δk := lim
b→∞
E
k
0 [e
−ηk
b ].
Then, it is well known (see, e.g., [9, p.471]) that as bk →∞
Jk[S] = Ek0[S] ≃
bk + ρk + βk
Ik
, (30)
where x ≃ y means x− y = o(1). On the other hand, under P∞ we have (see, e.g., [26], [9, p.467])
E∞[S] ∼ 1∑K
k=1 e
−bkIkδ
2
k
. (31)
From (30) it is clear that if the bk’s are chosen proportionally to the Kullback-Leibler information
numbers, i.e., bk ∝ Ik, then the first-order asymptotic performance of the multichart CUSUM under
the various scenarios is equalized, i.e., Jk[S] ∼ Jm[S] for every 1 ≤ k 6= m ≤ K. However, as we
show in the following proposition, with this threshold specification the multichart CUSUM loses
even its first-order asymptotic optimality property with respect to P1, unless the Ik’s are identical.
Proposition 3. Suppose that bk = cγIk for every 1 ≤ k ≤ K, where cγ is a constant that does
not depend on k and is chosen so that the false alarm constraint be satisfied with equality, i.e.,
E∞[S] = γ. Then, for every 1 ≤ k ≤ K we have:
lim
γ→∞
Jk[S]
infT∈Cγ Jk[T ]
=
Ik
min1≤j≤K Ij
.
Proof. Setting bk = cγIk in (30) and (31) we obtain that Jk[S] = cγ + O(1), where O(1) is an
asymptotically bounded term as γ →∞, and
γ = E∞[S] ∼ 1∑K
k=1 e
−cγIkIkδ
2
k
. (32)
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Let I∗ := min1≤j≤K Ij . Then (32) becomes
γ ∼ e
cγI∗∑
k:Ik=I∗
Ikδ
2
k +
∑
k:Ik>I∗
e−cγ(Ik−I∗)Ikδ
2
k
,
which implies that cγ = (log γ)/I∗ +O(1) and completes the proof.
Let us now focus on specification (29) for the thresholds. While we have seen in Theorem 1 that
setting b = log γ guarantees S ∈ Cγ , it is clear that this choice can be very conservative, as it does
not take into account the particular pre/post-change distributions. The asymptotic expression (31)
can be used to provide a much more accurate approximation for E∞[S], even though it may not
guarantee that E∞[S] ≥ γ. Specifically, from (30) and (31) it follows that if we select threshold b
in (29) as
b = log γ + log
( K∑
k=1
pkIkδ
2
k
)
, (33)
then E∞[S] ∼ γ and
Jk[S] ≃
log γ + log
(∑K
j=1 pjIjδ
2
j
)
− log pk + ρk + βk
Ik
. (34)
We can then use this high-order approximation in order to obtain an intuitive selection of the pk’s.
Indeed, such a selection can be obtained if we equalize, up to a first order, the asymptotic relative
performance loss under each scenario. To be more specific, let us set
J¯k[S] := Jk[S]− Jk[S
k]
Jk[Sk] , 1 ≤ k ≤ K,
where Sk is the optimal CUSUM test for detecting a change in sensor k. Assuming that the
thresholds for the multichart CUSUM are selected according to (29) and (33) and that Sk is also
designed so that E∞[S
k] ∼ γ, then from (34) we obtain
J¯k[S] ≃ Ck(p)
log γ + ρk + βk + log(Ikδk)2
, (35)
and consequently
J¯k[S] ∼ Ck(p)
log γ
,
where Ck(p) is defined as follows:
Ck(p) := log
(∑K
j=1 pj Ijδ
2
j
pk Ikδ
2
k
)
.
This reveals that J¯k[S] ∼ J¯m[S] for every 1 ≤ k 6= m ≤ K when
pk ∝
(
Ikδ
2
k
)−1
. (36)
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In fact, the latter specification was proposed in [24, p.223] on the basis of the observation that it
guarantees E∞[S
k
bk
] ∼ E∞[Smbm ], for every 1 ≤ k 6= m ≤ K.
An alternative specification for the pk’s has been proposed in [9, p.467], according to which
thresholds are selected so that IkJk[S] ≃ ImJm[S]. for every 1 ≤ k 6= m ≤ K. From (34) it is clear
that this is the case when
pk ∝ eρk+βk .
Finally, if we want to have larger thresholds for sensors with larger Kullback-Leibler information
numbers, which is the underlying logic in the threshold specification of Proposition 3, we can set
pk ∝ 1/Ik.
In the remainder of this section we compare the effect that the above mentioned specifications
have on the asymptotic relative performance loss of a multichart CUSUM whose thresholds are
selected according to (29) and (33). Specifically, we assume that hk = N (0, 1) and gk = N (θk, 1),
where θk 6= 0. We let K = 2, γ = 103 and we compute J¯1[S] and J¯2[S], based on the asymptotic
approximation (35), fixing the post-change mean in the first sensor at θ1 = 1, and letting the post-
change mean in the second sensor, θ2, vary. In this way, we examine the relative performance loss
as the relative magnitude of the anticipated change in the two sensors varies. In the Gaussian case
we have the following, easily computable expressions (see, e.g., [25, p.32]) for the renewal-theoretic
quantities that are included in this asymptotic approximation:
βk = −
∞∑
n=1
[ θk√
n
φ(cn,k)− θ
2
k
2
Φ(−cn,k)
]
,
δk =
2
θ2k
exp
{ ∞∑
n=1
−2
n
Φ(−cn,k)
}
,
where cn,k := θk
√
n/2. The results of this computation are summarized in Fig. 1, where we see
that selecting the pk’s according to (36) leads to a more robust behavior in comparison to the
other specifications when θ2 differs significantly from θ1. Of course, all specifications approach the
behavior of identical thresholds when θ2 is close to θ1.
5 A simulation study
5.1 Description
In this section we present the results of a simulation study whose main goal is to compare the
GLR-CUSUM, S, given by (11), the mixture-based CUSUM rules, S˜ and Sˆ, given by (14) and
(24), respectively, and the SUM-CUSUM, M , defined in (27). We set K = 5 and hk = N (0, 1),
gk = N (1, 1). That is, all sensors initially observe iid Gaussian observations with variance 1, and
at the time of the change the mean changes from 0 to 1 in an unknown subset of these sensors. For
our comparisons to be fair, we need to guarantee that all detection rules have access to the same
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Figure 1: The horizontal axis in both graphs represents θ2, the post-change mean in the second
sensor when it is the one affected by the change. The post-change mean in the first sensor, θ1, when
this is the one affected by the change, is fixed to 1. The vertical axis in (a) (resp. (b)) represents
the asymptotic relative performance loss of the multichart CUSUM when the first (resp. second)
sensor is affected.
amount of prior information. We consider the following regimes:(i) no prior information (P = PK);
(ii) knowing that at most L sensors can be affected (P = PL), where 1 ≤ L ≤ K.
For the implementation of S and S˜ we follow the first approach described in Subsection 2.4.
For the implementation of Sˆ we use the second approach, together with the adaptive-window based
on regeneration times (15).
For all detection rules we have considered in this work, the worst case scenario is when the
change occurs at time 0. Thus, when the actual affected subset is A, in order to compute the
worst-case detection delay of each rule we simply need to simulate it under PA0 .
In order to have a direct comparison of the various detection rules and also to illustrate the
second-order asymptotic optimality property, we plot the additional number of observations re-
quired by each rule in order to detect the change relative to the optimal CUSUM test for which
the affected subset is known in advance. Thus, if T represents a generic detection rule and A
the true subset of affected sensors, we plot EA0 [T ] − EA0 [SA] against ARL[T ] := E∞[T ] for various
threshold choices. In order to illustrate the first-order asymptotic optimality property, we plot the
ratio EA0 [T ]/E
A
0 [S
A] against ARL[T ] = E∞[T ] again for various threshold choices. In Table 1, we
present numerical results for all detection rules when we choose their thresholds so that their target
for the expected time to false alarm is γ = 105. Standard errors are given based on 50, 000 Monte
Carlo simulation runs.
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5.2 Results
5.2.1 No prior information
We present the results that correspond to the case of no prior information in Fig. 2–Fig. 3, illus-
trating the notion of first-order and second-order asymptotic optimality with respect to class PK ,
respectively. We see that when 2 sensors are affected, the mixture-based CUSUM procedures are
slightly worse than the GLR-CUSUM, whereas when 4 sensors are affected, the mixture CUSUMs
take the lead. In both cases the proposed schemes perform much better than SUM-CUSUM, M(5),
whose inflicted performance loss (relative to the optimal performance) increases much faster as γ
increases. Nevertheless, its ratio over the optimal performance decreases, which supports the result
that SUM-CUSUM is first-order asymptotically optimal.
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(b) 4 affected sensors.
Figure 2: First-order asymptotic optimality is illustrated in the case of no prior information. The
performance ratio (vertical axis) of each rule is plotted against the expected time for a false alarm
(horizontal axis).
5.2.2 An upper bound on the number of affected sensors is known
In Fig. 4–5 we assume that we know in advance that at most L sensors can be affected and we com-
pare the GLR-CUSUM procedure, S, the mixture-based CUSUM procedures, S˜ and Sˆ(L/(2K)),
and the scalable scheme M(L). Again, we see that M(L) performs uniformly worse than the
proposed schemes in all cases.
6 Conclusions
We considered a generalized multisensor sequential change detection problem, in which a number of
possibly correlated sensors are monitored on line, a global parameter vector determines their joint
distribution and there is a change in an unknown subset of the components of this parameter vector.
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Figure 3: Second-order asymptotic optimality is illustrated in the case of no prior information. The
performance loss (vertical axis) of each rule is plotted against the expected time for a false alarm
(horizontal axis).
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(b) 3 sensors actually affected
Figure 4: Second-order asymptotic optimality illustrated when it is known that at most 3 sensors
may be affected. The performance loss (vertical axis) of each rule is plotted against the expected
time for a false alarm (horizontal axis).
In this context, we established a strong asymptotic optimality property for various CUSUM-based
detection rules. In the special case that the sensors are independent and only a subset of them is
affected by the change, we proposed feasible versions of the above procedures. We showed using
simulation experiments that the proposed detection rules always outperform scalable detection
rules, such as the one proposed in [10], and we argued that this phenomenon can be explained
theoretically by the fact that the latter scheme enjoys a weaker form of asymptotic optimality.
Moreover, we proposed a modification of a detection rule in [14] that is able to incorporate prior
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Figure 5: Second-order asymptotic optimality illustrated when it is known that at most 4 sensors
may be affected. The performance loss (vertical axis) of each rule is plotted against the expected
time for a false alarm (horizontal axis)
information. Finally, we considered the design of the multichart CUSUM in the special case that
the change is known to affect exactly one sensor.
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Appendix
Proof of Theorem 1. From the definition of the three detection rules it is clear that S˜b ≤ Sb and
S¯b ≤ Sb, therefore for any b and A we have:
JA[S¯b] ≤ JA[Sb] and E∞[Sb] ≥ E∞[S¯b]
and
JA[S˜b] ≤ JA[Sb] and E∞[Sb] ≥ E∞[S˜b].
Consequently, in order to prove (i), it suffices to show that for any b > 0
E∞[S¯b] ≥ eb and E∞[S˜b] ≥ eb, (37)
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Table 1: Performance of various procedures when |A| sensors are affected. The thresholds are
selected so that the expected time to false alarm is approximately γ = 105 .
|A| b E∞(T ) SE EA0 (T ) SE
SAb 2 9.88 100090 450 10.64 0.02
Mb(5) 2 17.1 100010 455 15.30 0.03
Mb(2) 2 14.2 100065 450 14.21 0.03
Sˆb(0.5) 2 9.85 100065 450 13.47 0.03
Sˆb(0.2) 2 9.35 100105 450 13.57 0.03
S˜b(P5) 2 9.91 100105 450 13.45 0.03
S˜b(P2) 2 9.86 100115 465 13.12 0.03
Sb(P5) 2 9.58 100005 445 13.38 0.03
Sb(P2) 2 9.78 100005 460 13.15 0.03
SAb 3 9.94 100065 450 7.369 0.02
Mb(5) 3 17.1 100010 455 10.59 0.02
Mb(3) 3 15.9 100025 450 10.44 0.02
Sˆb(0.5) 3 9.85 100065 450 9.040 0.02
Sˆb(0.3) 3 9.63 100075 460 9.458 0.02
S˜b(P5) 3 9.91 100105 450 9.054 0.02
S˜b(P3) 3 9.90 100115 450 9.098 0.02
Sb(P5) 3 9.58 100005 445 9.136 0.02
Sb(P3) 3 9.67 100060 450 9.150 0.02
SAb 4 9.93 100010 450 5.716 0.02
Mb(5) 4 17.1 100010 455 8.197 0.02
Mb(4) 4 16.8 100050 450 8.192 0.02
Sˆb(0.5) 4 9.85 100065 450 6.821 0.02
Sˆb(0.4) 4 9.75 100050 450 7.068 0.02
S˜b(P5) 4 9.91 100105 450 6.826 0.02
S˜b(P4) 4 9.91 100070 450 6.870 0.02
Sb(P5) 4 9.58 100005 445 6.977 0.02
Sb(P4) 4 9.60 100010 450 7.006 0.02
and in order to establish (ii), it suffices to show that as b→∞
JA[Sb] ≤ b
IA
+O(1). (38)
(i) In order to prove the first inequality in (37), we introduce the mixture probability measure
P¯ :=
∑
A∈P
pAP
A
0 ,
and denote by E the corresponding expectation. The mixture-based CUSUM rule S¯b results from
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repeated application, in the spirit of Lorden’s [8] construction, of the one-sided sequential test:
T¯b := inf
{
t ≥ 0 : Λ¯t ≥ eb
}
,
where Λ¯ is the likelihood ratio process of P¯ versus P∞, i.e.,
Λ¯t :=
dP¯
dP∞
(Ft) =
∑
A∈P
pAΛ
A
t , t ∈ N.
Consequently, from [8, Th. 2] it follows that for every b > 0 we have
E∞[S¯b] ≥ 1
P∞(T¯b <∞)
,
and from Wald’s likelihood ratio identity we obtain
P∞(T¯b <∞) = E
[
Λ¯−1Tb 1l{T¯b<∞}
]
≤ e−b,
which completes the proof of the first inequality in (37). In order to establish the second inequality,
we introduce for each subset A ∈ P the corresponding Shiryaev-Roberts statistic
RAt :=
t−1∑
s=0
exp(ZAt − ZAs ), RA0 := 0
and observe that
RAt ≥ max
0≤s<t
exp(ZAt − ZAs ) = exp(Y˜ At ).
We also introduce the mixture Shiryaev-Roberts statistic Rt :=
∑
A∈P pAR
A
t and the corresponding
stopping time Rb := inf
{
t ≥ 0 : Rt ≥ eb
}
. Then, for any b > 0 we obtain
S˜b = inf
{
t ∈ N :
∑
A∈P
pA exp(Y˜
A
t ) ≥ eb
}
≥ inf
{
t ∈ N :
∑
A∈P
pAR
A
t ≥ eb
}
= Rb,
thus, it suffices to show that E∞[Rb] ≥ eb. In order to see this, note that for any b and t we have
0 ≤ Rt < eb on the event {Rb > t}, therefore∫
{Rb>t}
|Rt − t| dP∞ ≤
∫
{Rb>t}
Rt dP∞ +
∫
{Rb>t}
t dP∞
≤ eb P∞(Rb > t) +
∫
{Rb>t}
Rb dP∞.
For any given b, the upper bound goes to 0 as t → ∞ as long as E∞[Rb] < ∞. But this can
be assumed without any loss of generality, since otherwise the desired inequality holds trivially.
Therefore, we can apply the optional sampling theorem to the P∞-martingale {Rt − t}t∈N and
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the stopping time Rb and obtain E∞[Rb] = E∞[RRb ] ≥ eb, where the inequality holds from the
definition of the stopping rule Rb. This completes the proof of the second inequality in (37).
(ii) For any b > 0 and A ∈ P, from the definition of Sb in (11) it follows that Sb ≤ SAb−log pA ,
where SAb−log pA is the CUSUM rule defined in (5) with threshold b−log pA. Consequently, as b→∞
we have
JA[Sb] ≤ b− log pA
IA
+O(1) = b
IA
+O(1),
which completes the proof of (38).
Proof of Proposition 1. Fix b > 0 and A ∈ P. (i) We will first prove the result for the GLR-
CUSUM, Sb. On the event {Sb > ν} we have
Sb = inf
{
t > ν : max
B∈P
(
Y Bt − Y Bν + Y Bν + log pB
) ≥ b} .
For each B ∈ P, {Y Bt − Y Bν }t>ν depends only on the post-change observations. Therefore, the
detection statistic depends on the pre-change observations only through the non-negative random
variables Y Bν , B ∈ P. Moreover, the detection statistic is increasing in these quantities, which means
that, for any possible change point ν, the worst-possible scenario for the history of observations up
to ν is that Y Bν = 0 for every B ∈ P:
ess supEAν [(Sb − ν)+ |Fν ] = EAν [(Sb − ν)+ |Y Bν = 0, ∀B ∈ P].
However, when Y Bν = 0 for every B ∈ P, each sequence {Y Bt − Y Bν }t≥ν under PAν has the same
distribution as {Y Bt }t≥0 under PA0 . Thus, for every change-point ν we have
E
A
ν [(Sb − ν)+ |Y Bν = 0, ∀B ∈ P] = EA0 [Sb],
which proves that JA[Sb] = EA0 [Sb].
(ii) In order to prove the corresponding result for S¯b, we note that on the event {S¯b > ν} we
have
S¯b = inf
{
t > ν : max
0≤s≤t
∑
B∈P
pB exp(Z
B
t − ZBs ) ≥ eb
}
≤ inf
{
t > ν : max
ν≤s≤t
∑
B∈P
pB exp(Z
B
t − ZBs ) ≥ eb
}
:= S¯
(ν)
b .
For every change point ν, S¯
(ν)
b under P
A
ν has the same distribution as S¯b under P
A
0 and is independent
of Fν . Therefore,
E
A
ν
[
(S¯b − ν)+|Fν
] ≤ EAν [S¯(ν)b ] = EA0 [S¯b],
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which proves that JA[S¯b] ≤ EA0 [S¯b], and consequently JA[S¯b] = EA0 [S¯b].
(iii) Finally, on the event {S˜b > ν} we have
S˜b = inf
{
t > ν :
∑
B∈P
pB exp{Y˜ Bt } ≥ b
}
= inf
{
t > ν :
∑
B∈P
pB exp{Y˜ Bt − Y˜ Bν + Y˜ Bν } ≥ b
}
.
Fix B ∈ P. When Y˜ Bν < 0, then from recursion (7) it follows that {Y˜ Bt }t>ν is independent of Fν and
that its distribution under PAν is the same as that of {Y˜ Bt }t>0 under PA0 . When Y˜ Bν ≥ 0, a similar
argument as in (i) shows that the worst case is Y˜ Bν = 0. Thus, we conclude that JA[S˜b] = EA0 [S˜b].
Proof of Proposition 2. Recall the notation C(P) :=∑B∈P p|B|.
(i) We observe that logC(PL) = L log p+ log |PL| and
max
A∈PL
∑
k∈A
(
Zkt − Zks + log p
)
=
L∑
k=1
(
Z
(k)
s:t + log p
)
,
which proves (22). Moreover, we observe that logC(PL) = log
(∑L
k=1 |Pk| pk
)
and that
max
A∈P
∑
k∈A
(
Zkt − Zks + log p
)
=
L∑
k=1
(
Z
(k)
s:t + log p
)+
whenever there is at least one k such that Zkt −Zks+log p > 0. On the other hand, if Zkt −Zks+log p ≤
0 for every 1 ≤ k ≤ K, the detection statistic cannot reach a positive threshold, which completes
the proof of (23).
(ii) We observe that for any π ∈ (0, 1) and p = π/(1 − π) we have
K∏
k=1
(
1− π + π Λ
k
t
Λks
)
= (1− π)K +
∑
A∈PK
(1− π)K−|A| π|A|
∏
k∈A
Λkt
Λks
= (1− π)K

1 + ∑
A∈PK
p|A|
ΛAt
ΛAs

 ,
which proves (24).
Proof of Theorem 2. (i) Fix b. We need to show that
E∞[Sˆb(π)] ≥ eb and E∞[Sˇb(π)] ≥ e
b
|PK |
, (39)
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where π ∈ (0, 1) in the first and π ∈ (0, 1] in the second inequality. In order to prove the first
inequality, we recall that Sˆb(π) can be obtained with the repeated application of the one-sided
sequential test Tˆb(π), defined in (25). Therefore, from [8, Th. 2] it follows that
E∞[Sˆb(π)] ≥ 1
P∞(Tˆb(π) <∞)
and from Wald’s likelihood ratio identity we obtain
P∞(Tˆb(π) <∞) = Eˆ
[
exp
{
−ZˆTˆb(pi)
}
1l{Tˆb(pi)<∞}
]
≤ e−b,
where Zˆ is the logarithm of the likelihood ratio Λˆpi defined in (25), i.e.,
Zˆt := log Λˆt =
K∑
k=1
log
(
1− π + πΛkt
)
.
This completes the proof of the first inequality in (39). In order to prove the second inequality, it
suffices to observe that for any b > 0 and π ∈ (0, 1] we have
Sˆb(π) ≥ Sˇb(π) ≥ inf
{
t ≥ 0 : max
0≤s≤t
K∑
k=1
(Zkt − Zks )+ ≥ b
}
and that the lower bound coincides (up to a constant) with the unweighted GLR-CUSUM in the
case of complete uncertainty, that is the detection rule obtained by setting L = K and π = 1 in
(23).
(ii) When π = 1, Sˇb(π) coincides with the GLR-CUSUM in the case of complete uncertainty,
whose asymptotic optimality has already been established. Therefore, without loss of generality,
we assume that π ∈ (0, 1). Due to the pathwise inequality Sˆb(π) ≥ Sˇb(π), it suffices to show that
for every subset A we have
JA[Sˆb(π)] ≤ b
IA
+O(1),
where O(1) is a bounded term as b→∞. From [8, Th. 2] it follows that JA[Sˆb(π)] ≤ EA0 [Tˆb(π)] for
every b > 0, whereas for every t we observe that
Zˆt =
K∑
k=1
log
(
1− π + π exp(Zkt )
)
≥
∑
k∈A
(Zkt + log π) +
∑
k/∈A
log(1− π)
= ZAt + cA,
where cA := |A| log π + (K − |A|) log(1 − π). Therefore, Tˆb(π) ≤ inf{t : ZAt ≥ b + cA} for every
b > 0, and consequently
E
A
0 [Tˆb(π)] ≤
b+ cA
IA
+O(1),
which completes the proof.
27
References
[1] A. G. Tartakovsky, B. L. Rozovskii, R. B. Blazˇek, and H. Kim, “A novel approach to detection
of intrusions in computer networks via adaptive sequential and batch-sequential change-point
detection methods,” IEEE Transactions on Signal Processing, vol. 54, no. 9, pp. 3372–3382,
2006.
[2] ——, “Detection of intrusions in information systems by sequential changepoint methods (with
discussion),” Statistical Methodology, vol. 3, no. 3, pp. 252–340, 2006.
[3] C. Le´vy-Leduc and F. Roueff, “Detection and localization of change-points in high-dimensional
network traffic data,” Annals of Applied Statisticss, vol. 3, no. 2, pp. 637–662, 2009.
[4] C. Sonesson and D. Bock, “A review and discussion of prospective statistical surveillance in
public health,” Journal of the Royal Statistical Society. Series A (Statistics in Society), vol.
166, no. 1, pp. 5–21, 2003.
[5] G. Shmueli and H. Burkom, “Statistical challenges facing early outbreak detection in bio-
surveillance,” Technometrics, vol. 52, no. 1, pp. 39–51, February 2010.
[6] E. S. Page, “Continuous inspection schemes,” Biometrika, vol. 41, no. 1, pp. 100–115, 1954.
[7] G. V. Moustakides, “Optimal stopping times for detecting changes in distributions,” The
Annals of Statistics, vol. 14, no. 4, pp. 1379–1387, 1986.
[8] G. Lorden, “Procedures for reacting to a change in distribution,” The Annals of Mathematical
Statistics, vol. 42, no. 6, pp. 1897–1908, 1971.
[9] A. Tartakovsky, I. Nikiforov, and M. Basseville, Sequential Analysis: Hypothesis Testing and
Changepoint Detection. CRC Press, 2014.
[10] Y. Mei, “Efficient scalable schemes for monitoring a large number of data streams,” Biometrika,
vol. 97, no. 2, pp. 419–433, 2010.
[11] ——, “Quickest detection in censoring sensor networks,” in IEEE International Symposium
on Information Theory, 2011, pp. 2148–2152.
[12] K. Liu, Y. Mei, and J. Shi, “An adaptive sampling strategy for online high-dimensional process
monitoring,” Technometrics, 2015, to appear.
[13] T. Banerjee and V. V. Veeravalli, “Data-efficient quickest outlying sequence detection in sensor
networks.”
[14] Y. Xie and D. Siegmund, “Sequential multi-sensor change-point detection,” The Annals of
Statistics, vol. 41, no. 2, pp. 670–692, 2013.
28
[15] Y. C. Chen, T. Banerjee, A. D. Dominguez-Garcia, and V. V. Veeravalli, “Quickest line outage
detection and identification,” Power Systems, IEEE Transactions on, vol. PP, no. 99, pp. 1–10,
2015.
[16] D. Siegmund and E. S. Venkatraman, “Using the generalized likelihood ratio statistic for
sequential detection of a change-point,” Annals of Statistics, vol. 23, no. 1, pp. 255–271, 1995.
[17] V. Raghavan and V. V. Veeravalli, “Quickest change detection of a markov process across a
sensor array,” Information Theory, IEEE Transactions on, vol. 56, no. 4, pp. 1961–1981, April
2010.
[18] M. Ludkovski, “Bayesian quickest detection in sensor arrays,” Sequential Analysis, vol. 31,
no. 4, pp. 481–504, 2012.
[19] O. Hadjiliadis, H. Zhang, and H. V. Poor, “One shot schemes for decentralized quickest change
detection,” Information Theory, IEEE Transactions on, vol. 55, no. 7, pp. 3346–3359, July
2009.
[20] H. Zhang, N. Rodosthenous, and O. Hadjiliadis, “Robustness of the N -CUSUM stopping rule
in a wiener disorder problem,” The Annals of Applied Probability, 2015, to appear.
[21] I. V. Nikiforov, “A generalized change detection problem,” Information Theory, IEEE Trans-
actions on, vol. 41, no. 1, pp. 171–187, January 1995.
[22] ——, “Two strategies in the problem of change detection and isolation,” Information Theory,
IEEE Transactions on, vol. 43, no. 2, pp. 770–776, March 1997.
[23] T. Oskiper and H. V. Poor, “Online activity detection in a multiuser environment using the
matrix CUSUM algorithm,” Information Theory, IEEE Transactions on, vol. 48, no. 2, pp.
477–493, February 2002.
[24] A. G. Tartakovsky, “Multidecision quickest changepoint detection: Previous achievements and
open problems,” Sequential Analysis, vol. 27, pp. 201–231, 2008.
[25] M. Woodroofe, Nonlinear Renewal Theory in Sequential Analysis. Philadelphia, PA: Society
for Industrial and Applied Mathematics, 1982.
[26] R. A. Khan, “Detecting changes in probabilities of a multi-component process,” Sequential
Analysis, vol. 14, no. 4, pp. 375–388, 1995.
[27] E. Yashchin, “Regenerative likelihood ratio control schemes,” in Frontiers in Statistical Quality
Control 11, ser. Frontiers in Statistical Quality Control, S. Knoth and W. Schmid, Eds., 2015,
vol. 11.
[28] ——, “Change-point models in industrial applications,” in Proceedings of the Second World
Congress of Nonlinear Analysts, vol. 30, no. 7, December 1997, pp. 3997–4006.
29
[29] ——, “Likelihood ratio methods for monitoring parameters of a nested random effect model,”
Journal of the American Statistical Association, vol. 90, no. 430, pp. 729–738, June 1995.
30
