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Abstract. This paper deals with optimal control problems for systems
affine in the control variable. We consider nonnegativity constraints
on the control, and finitely many equality and inequality constraints
on the final state. First, we obtain second order necessary optimality
conditions. Secondly, we derive a second order sufficient condition for
the scalar control case.
1. Introduction
In this article we obtain second order conditions for an optimal control
problem affine in the control. First we consider a pointwise nonnegativ-
ity constraint on the control, end-point state constraints and a fixed time
interval. Then we extend the result to bound constraints on the control,
initial-final state constraints and problems involving parameters. We do not
assume that the multipliers are unique. We study weak and Pontryagin
minima.
There is already an important literature on this subject. The case with-
out control constraints, i.e. when the extremal is totally singular, has been
extensively studied since the mid 1960s. Kelley in [32] treated the scalar
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control case and presented a necessary condition involving the second order
derivative of the switching function. The result was extended by Kopp and
Moyer [34] for higher order derivatives, and in [33] it was shown that the
order had to be even. Goh in [27] proposed a special change of variables
obtained via a linear ODE and in [26] used this transformation to derive
a necessary condition for the vector control problem. An extensive survey
of these articles can be found in Gabasov and Kirillova [24]. Jacobson and
Speyer in [30], and together with Lele in [31] obtained necessary conditions
by adding a penalization term to the cost functional. Gabasov and Kirillova
[24], Krener [35], Agrachev and Gamkrelidze [1] obtained a countable series
of necessary conditions that in fact use the idea behind the Goh transforma-
tion. Milyutin in [43] discovered an abstract essence of this approach and
obtained even stronger necessary conditions. In [2] Agrachev and Sachkov
investigated second order optimality conditions of the minimum time prob-
lem of a single-input system. The main feature of this kind of problem,
where the control enters linearly, is that the corresponding second variation
does not contain the Legendre term, so the methods of the classical calculus
of variations are not applicable for obtaining sufficient conditions. This is
why the literature was mostly devoted to necessary conditions, which are
actually a consequence of the nonnegativity of the second variation. A suf-
ficient condition for time optimality was given by Moyer [45] for a system
with a scalar control variable and fixed endpoints. On the other hand, Goh’s
transformation above-mentioned allows one to convert the second variation
into another functional that hopefully turns out to be coercive with respect
to the L2−norm of some state variable. Dmitruk in [12] proved that this
coercivity is a sufficient condition for the weak optimality, and presented a
closely related necessary condition. He used the abstract approach devel-
oped by Levitin, Milyutin and Osmolovskii in [38], and considered finitely
many inequality and equality constraints on the endpoints and the possible
existence of several multipliers. In [13, 15] he also obtained necessary and
sufficient conditions for this norm, again closely related, for Pontryagin min-
imality. More recently, Bonnard et al. in [6] provided second order sufficient
conditions for the minimum time problem of a single-input system in terms
of the existence of a conjugate time.
On the other hand, the case with linear control constraints and a “purely”
bang-bang control without singular subarcs has been extensively investi-
gated over the past 15 years. Milyutin and Osmolovskii in [44] provided
necessary and sufficient conditions based on the general theory of [38]. Os-
molovskii in [46] completed some of the proofs of the latter article. Sarychev
in [53] gave first and second order sufficient condition for Pontryagin solu-
tions. Agrachev, Stefani, Zezza [3] reduced the problem to a finite dimen-
sional problem with the switching instants as variables and obtained a suf-
ficient condition for strong optimality. The result was recently extended by
Poggiolini and Spadini in [47]. On the other hand, Maurer and Osmolovskii
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in [42, 41] gave a second order sufficient condition that is suitable for prac-
tical verifications and presented a numerical procedure that allows to verify
the positivity of certain quadratic forms. Felgenhauer in [21, 22, 23] stud-
ied both second order optimality conditions and sensitivity of the optimal
solution.
The mixed case, where the control is partly bang-bang, partly singular
was studied in [48] by Poggiolini and Stefani. They obtained a second order
sufficient condition with an additional geometrical hypothesis (which is not
needed here) and claimed that it is not clear whether this hypothesis is
‘almost necessary’, in the sense that it is not obtained straightforward from a
necessary condition by strengthening an inequality. In [49, 50] they derived
a second order sufficient condition for the special case of a time-optimal
problem. The main result of the present article is to provide a sufficient
condition that is ‘almost necessary’ for bang-singular extremals in a general
Mayer problem.
On the other hand, the single-input time-optimal problem was extensively
studied by means of synthesis-like methods. See, among others, Sussmann
[59, 58, 57], Scha¨ttler [54] and Scha¨ttler-Jankovic [55]. Both bang-bang and
bang-singular structures were analysed in these works.
The article is organized as follows. In the second section we present
the problem and give basic definitions. In the third section we perform a
second order analysis. More precisely, we obtain the second variation of the
Lagrangian functions and a necessary condition. Afterwards, in the fourth
section, we present the Goh transformation and a new necessary condition in
the transformed variables. In the fifth section we show a sufficient condition
for scalar control. Finally, we give an example with a scalar control where the
second order sufficient condition can be verified. The appendix is devoted
to a series of technical properties that are used to prove the main results.
2. Statement of the problem and assumptions
2.1. Statement of the problem. Consider the spaces U := L∞(0, T ;Rm)
and X := W 1∞(0, T ;Rn) as control and state spaces, respectively. Denote
with u and x their elements, respectively. When needed, put w = (x, u) for
a point in W := X × U . In this paper we investigate the optimal control
problem
J := ϕ0(x(T ))→ min,(1)
x˙(t) =
m∑
i=0
uifi(x), x(0) = x0,(2)
u(t) ≥ 0, a.e. on t ∈ [0, T ],(3)
ϕi(x(T )) ≤ 0, for i = 1, . . . , dϕ, ηj(x(T )) = 0, for j = 1 . . . , dη .(4)
where fi : IR
n → IRn for i = 0, . . . ,m, ϕi : IRn → IR for i = 0, . . . , dϕ,
ηj : IR
n → IR for j = 1, . . . , dη and u0 ≡ 1. Assume that data functions fi
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are twice continuously differentiable. Functions ϕi and ηj are assumed to
be twice differentiable.
A trajectory is an element w ∈ W that satisfies the state equation (2). If,
in addition, constraints (3) and (4) hold, we say that w is a feasible point
of the problem (1)-(4). Denote by A the set of feasible points. A feasible
variation for wˆ ∈ A is an element δw ∈ W such that wˆ + δw ∈ A.
Definition 2.1. A pair w0 = (x0, u0) ∈ W is said to be a weak minimum of
problem (1)-(4) if there exists an ε > 0 such that the cost function attains
at w0 its minimum on the set{
w = (x, u) ∈ A : ‖x− x0‖∞ < ε, ‖u− u0‖∞ < ε
}
.
We say w0 is a Pontryagin minimum of problem (1)-(4) if, for any positive
N, there exists an εN > 0 such that w
0 is a minimum point on the set{
w = (x, u) ∈ A : ‖x− x0‖∞ < εN , ‖u− u0‖∞ ≤ N, ‖u− u0‖1 < εN
}
.
Consider λ = (α, β, ψ) ∈ IRdϕ+1,∗ × IRdη ,∗ × W 1∞(0, T ; IRn,∗), i.e. ψ is
a Lipschitz-continuous function with values in the n−dimensional space of
row-vectors with real components IRn,∗. Define the pre-Hamiltonian function
H[λ](x, u, t) := ψ(t)
m∑
i=0
uifi(x),
the terminal Lagrangian function
ℓ[λ](q) :=
dϕ∑
i=0
αiϕi(q) +
dη∑
j=1
βjηj(q),
and the Lagrangian function
(5) Φ[λ](w) := ℓ[λ](x(T )) +
∫ T
0
ψ(t)
(
m∑
i=0
ui(t)fi(x(t))− x˙(t)
)
dt.
In this article the optimality of a given feasible trajectory wˆ = (xˆ, uˆ)
is studied. Whenever some argument of fi, H, ℓ, Φ or their derivatives is
omitted, assume that they are evaluated over this trajectory. Without loss
of generality suppose that
(6) ϕi(xˆ(T )) = 0, for all i = 0, 1, . . . , dϕ.
2.2. First order analysis.
Definition 2.2. Denote by Λ ⊂ IRdϕ+1,∗ × IRdη ,∗ × W 1∞(0, T ; IRn,∗) the
set of Pontryagin multipliers associated with wˆ consisting of the elements
λ = (α, β, ψ) satisfying the Pontryagin Maximum Principle, i.e. having the
following properties:
|α| + |β| = 1,(7)
α = (α0, α1, . . . , αdϕ) ≥ 0,(8)
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function ψ is solution of the costate equation and satisfies the transversality
condition at the endpoint T, i.e.
(9) − ψ˙(t) = Hx[λ](xˆ(t), uˆ(t), t), ψ(T ) = ℓ′[λ](xˆ(T )),
and the following minimum condition holds
(10) H[λ](xˆ(t), uˆ(t), t) = min
v≥0
H[λ](xˆ(t), v, t), a.e. on [0, T ].
Remark 1. For every λ ∈ Λ, the following two conditions hold.
(i) Hui [λ](t) is continuous in time,
(ii) Hui [λ](t) ≥ 0, a.e. on [0, T ].
Recall the following well known result for which a proof can be found e.g.
in Alekseev and Tikhomirov [4], Kurcyusz and Zowe [36].
Theorem 2.3. The set Λ is not empty.
Remark 2. Since ψ may be expressed as a linear continuous mapping of
(α, β) and since (7) holds, Λ is a finite-dimensional compact set. Thus, it
can be identified with a compact subset of IRs, where s := dϕ + dη + 1.
The following expression for the derivative of the Lagrangian function
holds
(11) Φu[λ](wˆ)v =
∫ T
0
Hu[λ](xˆ(t), uˆ(t), t)v(t)dt.
Consider v ∈ U and the linearized state equation:
(12)


z˙(t) =
m∑
i=0
uˆi(t)f
′
i(xˆ(t))z(t) +
m∑
i=1
vi(t)fi(uˆ(t)), a.e. on [0, T ],
z(0) = 0.
Its solution z is called the linearized state variable.
With each index i = 1, . . . ,m, we associate the sets
(13) Ii0 :=
{
t ∈ [0, T ] : max
λ∈Λ
Hui [λ](t) > 0
}
, Ii+ := [0, T ]\Ii0,
and the active set
(14) I˜i0 := {t ∈ [0, T ] : uˆi(t) = 0}.
Notice that Ii0 ⊂ I˜i0, and that Ii0 is relatively open in [0, T ] as each Hui [λ] is
continuous.
Assumption 1. Assume strict complementarity for the control constraint,
i.e. for every i = 1, . . . ,m,
(15) Ii0 = I˜
i
0, up to a set of null measure.
Observe then that for any index i = 1, . . . ,m, the control uˆi(t) > 0 a.e.
on Ii+, and given λ ∈ Λ,
Hui [λ](t) = 0, a.e. on I
i
+.
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Assumption 2. For every i = 1, . . . ,m, the active set Ii0 is a finite union
of intervals, i.e.
Ii0 =
Ni⋃
j=1
Iij ,
for Iij subintervals of [0, T ] of the form [0, d), (c, T ]; or (c, d) if c 6= 0 and
d 6= T. Denote by ci1 < di1 < ci2 < . . . < ciNi < diNi the endpoints of these
intervals. Consequently, Ii+ is a finite union of intervals as well.
Remark 3 (On the multi-dimensional control case). We would like to make
a comment concerning solutions with more than one control component be-
ing singular at the same time. In [9, 10], Chitour et al. proved that generic
systems with three or more control variables, or with two controls and drift
did not admit singular optimal trajectories (by means of Goh’s necessary
condition [26]). Consequently, the study of generic properties of control-
affine systems is restricted to problems having either one dimensional control
or two control variables and no drift. Nevertheless, there are motivations for
investigating problems with an arbitrary number of inputs that we point out
next. In [37], Ledzewicz and Scha¨ttler worked on a model of cancer treat-
ment having two control variables entering linearly in the pre-Hamiltonian
and nonzero drift. They provided necessary optimality conditions for so-
lutions with both controls being singular at the same time. Even if they
were not able to give a proof of optimality they claimed to have strong ex-
pectations that this structure is part of the solution. Other examples can
be found in the literature. Maurer in [40] analyzed a resource allocation
problem (taken from Bryson-Ho [8]). The model had two controls and drift,
and numerical computations yielded a candidate solution containing two si-
multaneous singular arcs. For a system with a similar structure, Gajardo
et al. in [25] discussed the optimality of an extremal with two singular
control components at the same time. Another motivation that we would
like to point out is the technique used in Aronna et al. [5] to study the
shooting algorithm for bang-singular solutions. In order to treat this kind
of extremals, they perform a transformation that yields a new system and
an associated totally singular solution. This new system involves as many
control variables as singular arcs of the original solution. Hence, even a
one-dimensional problem can lead to a multi-dimensional totally singular
solution. These facts give a motivation for the investigation of multi-input
control-affine problems.
2.3. Critical cones. Let 1 ≤ p ≤ ∞, and call Up := Lp(0, T ; IRm), U+p :=
Lp(0, T ; IR
m
+ ) and Xp :=W 1p (0, T ; IRn). Recall that given a topological vector
space E, a subset D ⊂ E and x ∈ E, a tangent direction to D at x is an
element d ∈ E such that there exists sequences (σk) ⊂ IR+ and (xk) ⊂ D
with
xk − x
σk
→ d.
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It is a well known result, see e.g. [11], that the tangent cone to U+2 at uˆ is
{v ∈ U2 : vi ≥ 0 on Ii0, for i = 1, . . . ,m}.
Given v ∈ Up and z the solution of (12), consider the linearization of the
cost and final constraints
(16)
{
ϕ′i(xˆ(T ))z(T ) ≤ 0, i = 0, . . . , dϕ,
η′j(xˆ(T ))z(T ) = 0, j = 1, . . . , dη.
For p ∈ {2,∞}, define the Lp−critical cone as
Cp :=
{
(z, v) ∈ Xp × Up : v tangent to U+p , (12) and (16) hold
}
.
Certain relations of inclusion and density between some approximate critical
cones are needed. Given ε ≥ 0 and i = 1, . . . ,m, define the ε−active sets,
up to a set of null measure
Iiε := {t ∈ (0, T ) : uˆi(t) ≤ ε},
and the sets
Wp,ε := {(z, v) ∈ Xp × Up : vi = 0 on Iiε, (12) holds}.
By Assumption 1, the following explicit expression for C2 holds
(17) C2 = {(z, v) ∈ W2,0 : (16) holds}.
Consider the ε−critical cones
(18) Cp,ε := {(z, v) ∈ Wp,ε : (16) holds}.
Let ε > 0. Note that by (17), C2,ε ⊂ C2. On the other hand, given (z, v) ∈
C∞,ε, it easily follows that uˆ+σv ∈ U+ for small positive σ. Thus v is tangent
to U+ at uˆ, and this yields C∞,ε ⊂ C∞.
Recall the following technical result, see Dmitruk [16].
Lemma 2.4 (on density). Consider a locally convex topological space X, a
finite-faced cone C ⊂ X, and a linear manifold L dense in X. Then the cone
C ∩ L is dense in C.
Lemma 2.5. Given ε > 0 the following properties hold.
(a) C∞,ε ⊂ C2,ε with dense inclusion.
(b)
⋃
ε>0 C2,ε ⊂ C2 with dense inclusion.
Proof. (a) The inclusion is immediate. As U is dense in U2,W∞,ε is a dense
subspace of W2,ε. By Lemma 2.4, C2,ε ∩W∞,ε is dense in C2,ε, as desired.
(b) The inclusion is immediate. In order to prove density, consider the
following dense subspace of W2,0 :
W2,⋃ :=
⋃
ε>0
W2,ε,
and the finite-faced cone in C2 ⊂ W2,0. By Lemma 2.4, C2 ∩W2,⋃ is dense
in C2, which is what we needed to prove. 
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3. Second order analysis
3.1. Second variation. Consider the following quadratic mapping on W;
Ω[λ](δx, δu) :=12ℓ
′′[λ](xˆ(T ))(δx(T ))2
+ 12
∫ T
0
[(Hxx[λ]δx, δx) + 2(Hux[λ]δx, δu)] dt.
The next lemma provides a second order expansion for the Lagrangian func-
tion involving operator Ω. Recall the following notation: given two functions
h : IRn → IRnh and k : IRn → IRnk , we say that h is a big-O of k around 0
and denote it by
h(x) = O(k(x)),
if there exists positive constants δ and M such that |h(x)| ≤ M |k(x)| for
|x| < δ. It is a small-o if M goes to 0 as |x| goes to 0. Denote this by
h(x) = o(k(x)).
Lemma 3.1. Let δw = (δx, δu) ∈ W. Then for every multiplier λ ∈ Λ, the
function Φ has the following expansion (omitting time arguments):
Φ[λ](wˆ + δw) =
∫ T
0
Hu[λ]δudt+Ω[λ](δx, δu) +
1
2
∫ T
0
(Huxx[λ]δx, δx, δu)dt
+O(|δx(T )|3) +
∫ T
0
|(uˆ+ δu)(t)|O(|δx(t)|3) dt.
Proof. Omit the dependence on λ for the sake of simplicity. Use the Taylor
expansions
ℓ(xˆ(T )+δx(T )) = ℓ(xˆ(T ))+ℓ′(xˆ(T ))δx(T )+12 ℓ
′′(xˆ(T ))(δx(T ))2+O(|δx(T )|3),
fi(xˆ(t) + δx(t)) = fi(xˆ(t)) + f
′
i(xˆ(t))δx(t) +
1
2f
′′
i (xˆ(t))(δx(t))
2 +O(|δx(t)|3),
in the expression
Φ(wˆ + δw) = ℓ(xˆ+ δx(T )) +
∫ T
0
ψ
[
m∑
i=0
(uˆi + δui)fi(xˆ+ δx) − ˙ˆx− ˙δx
]
dt.
Afterwards, use the identity∫ T
0
ψ
m∑
i=0
uˆif
′
i(xˆ)δxdt = −ℓ′(xˆ(T ))δx(T ) +
∫ T
0
ψ ˙δxdt,
obtained by integration by parts and equation (2) to get the desired result.

The previous lemma yields the following identity for every (δx, δu) ∈ W :
Ω[λ](δx, δu) = 12D
2Φ[λ](wˆ)(δx, δu)2 .
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3.2. Necessary condition. This section provides the following second or-
der necessary condition in terms of Ω and the critical cone C2.
Theorem 3.2. If wˆ is a weak minimum then
(19) max
λ∈Λ
Ω[λ](z, v) ≥ 0, for all (z, v) ∈ C2.
For the sake of simplicity, define ϕ¯ : U → IRdϕ+1, and η¯ : U → IRdη as
ϕ¯i(u) := ϕi(x(T )), for i = 0, 1, . . . , dϕ,
η¯j(u) := ηj(x(T )), for j = 1, . . . , dη ,
(20)
where x is the solution of (2) corresponding to u.
Definition 3.3. We say that the equality constraints are nondegenerate if
(21) η¯′(uˆ) is onto from U to IRdη .
If (21) does not hold, we call them degenerate.
Write the problem in the following way
(P) ϕ¯0(u)→ min; ϕ¯i(u) ≤ 0, i = 1, . . . , dϕ, η¯(u) = 0, u ∈ U+.
Suppose that uˆ is a local weak solution of (P). Next we prove Theo-
rem 3.2. Its proof is divided into two cases: degenerate and nondegenerate
equality constraints. For the first case the result is immediate and is tackled
in the next Lemma. In order to show Theorem 3.2 for the latter case we
introduce an auxiliary problem parameterized by certain critical directions
(z, v), denoted by (QPv). We prove that val(QPv) ≥ 0 and, by a result on
duality, the desired second order condition will be derived.
Lemma 3.4. If equality constraints are degenerate, then (19) holds.
Proof. Notice that there exists β 6= 0 such that ∑dηj=1 βjη′j(xˆ(T )) = 0, since
η¯′(uˆ) is not onto. Consider α = 0 and ψ = 0. Take λ := (α, β, ψ) and notice
that both λ and −λ are in Λ. Observe that
Ω[λ](z, v) = 12
dη∑
j=1
βjη
′′
j (xˆ(T ))(z(T ))
2.
Thus Ω[λ](z, v) ≥ 0 either for λ or −λ. The required result follows. 
Take ε > 0, (z, v) ∈ C∞,ε, and rewrite (18) using the notation in (20),
C∞,ε = {(z, v) ∈ X × U : vi(t) = 0 on Iiε, i = 1, . . . ,m,
(12) holds, ϕ¯′i(uˆ)v ≤ 0, i = 0, . . . , dϕ, η¯′(uˆ)v = 0}.
Consider the problem
δζ → min
ϕ¯′i(uˆ)r + ϕ¯
′′
i (uˆ)(v, v) ≤ δζ, for i = 0, . . . , dϕ,
η¯′(uˆ)r + η¯′′(uˆ)(v, v) = 0,
− ri(t) ≤ δζ, on Ii0, for i = 1, . . . ,m.
(QPv)
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Proposition 1. Let (z, v) ∈ C∞,ε. If the equality constraints are nondegen-
erate, problem (QPv) is feasible and val (QPv) ≥ 0.
Proof. Let us first prove feasibility. As η¯′(uˆ) is onto, there exists r ∈ U such
that the equality constraint in (QPv) is satisfied. Take
δζ := max(‖r‖∞, ϕ¯′i(uˆ)r + ϕ¯′′(uˆ)(v, v)).
Thus the pair (r, δζ) is feasible for (QPv).
Let us now prove that val (QPv) ≥ 0. On the contrary suppose that there
exists a feasible solution (r, δζ) with δζ < 0. The last constraint in (QPv)
implies ‖r‖∞ 6= 0. Set, for σ > 0,
(22) u˜(σ) := uˆ+ σv + 12σ
2r, ζ˜(σ) := 12σ
2δζ.
The goal is finding u(σ) feasible for (P) such that for small σ,
u(σ)
U→ uˆ, and ϕ¯0(u(σ)) < ϕ¯0(uˆ),
contradicting the weak optimality of uˆ.
Notice that uˆi(t) > ε a.e. on [0, T ]\Iiε, and then u˜(σ)i(t) > −ζ˜(σ) for
sufficiently small σ. On Iiε, if u˜(σ)i(t) < −ζ˜(σ) then necessarily
uˆi(t) <
1
2σ
2(‖r‖∞ + |δζ|),
as vi(t) = 0. Thus, defining the set
J iσ := {t : 0 < uˆi(t) < 12σ2(‖r‖∞ + |δζ|)},
we get {t ∈ [0, T ] : u˜(σ)i(t) < −ζ˜(σ)} ⊂ J iσ. Observe that on J iσ , the function
|u˜(σ)i(t) + ζ˜(σ)|/σ2 is dominated by ‖r‖∞ + |δζ|. Since meas(J iσ) goes to 0
by the Dominated Convergence Theorem, we obtain∫
Jiσ
|u˜(σ)i(t) + ζ˜(σ)|dt = o(σ2).
Take
˜˜u(σ) :=
{
u˜(σ) on [0, T ]\J iσ ,
−ζ˜(σ) on J iσ .
Thus, ˜˜u satisfies
(23) ˜˜u(σ)(t) ≥ −ζ˜(σ), a.e. on [0, T ],
‖˜˜u(σ) − uˆ‖1 = o(σ2), ‖˜˜u(σ) − uˆ‖∞ = O(σ2),
and the following estimates hold
ϕ¯i(˜˜u(σ)) = ϕ¯i(uˆ) + σϕ¯
′
i(uˆ)v +
1
2σ
2[ϕ¯′i(uˆ)r + ϕ¯
′′
i (uˆ)(v, v)] + o(σ
2)
< ϕ¯i(uˆ) + ζ˜(σ) + o(σ
2),
(24)
η¯(˜˜u(σ)) = ση¯′(uˆ)v + 12σ
2[η¯′(uˆ)r + η¯′′(uˆ)(v, v)] + o(σ2) = o(σ2).
As η¯′(uˆ) is onto on U we can find a corrected control u(σ) satisfying the
equality constraint and such that ‖u(σ) − ˜˜u(σ)‖∞ = o(σ2). Deduce by (23)
that u(σ) ≥ 0 a.e. on [0, T ], and by (24) that it satisfies the terminal
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inequality constraints. Thus u(σ) is feasible for (P) and it satisfies (22).
This contradicts the weak optimality of uˆ. 
Recall that a Lagrange multiplier associated with wˆ is a pair (λ, µ) in
IRdϕ+1 × IRdη ×W 1∞(0, T ; IRn,∗) × U∗ with λ = (α, β, ψ) satisfying (7), (8),
µ ≥ 0 and the stationarity condition∫ T
0
Hu[λ](t)v(t)dt +
∫ T
0
v(t)dµ(t) = 0, for every v ∈ U .
Here U∗ denotes the dual space of U . Simple computations show that (λ, µ)
is a Lagrange multiplier if and only if λ is a Pontryagin multiplier and
µ = Hu[λ]. Thus µ ∈ L∞(0, T ; IRm,∗).
Let us come back to Theorem 3.2.
Proof. [of Theorem 3.2] Lemma 3.4 covers the degenerate case. Assume thus
that η¯′(uˆ) is onto. Take ε > 0 and (z, v) ∈ C∞,ε. Applying Proposition 1, we
see that there cannot exist r and δζ < 0 such that
ϕ¯′i(uˆ)r + ϕ¯
′′
i (uˆ)(v, v) ≤ δζ, i = 0, . . . , dϕ,
η¯′(uˆ)r + η¯′′(uˆ)(v, v) = 0,
− ri(t) ≤ δζ, on Ii0, for i = 1, . . . ,m.
By the Dubovitskii-Milyutin Theorem (see [19]) we obtain the existence of
(α, β) ∈ IRs and µ ∈ U∗ with supp µi ⊂ Ii0, and (α, β, µ) 6= 0 such that
(25)
dϕ∑
i=0
αiϕ¯
′
i(uˆ) +
dη∑
i=1
βj η¯
′
j(uˆ)− µ = 0,
and denoting λ := (α, β, ψ), with ψ being solution of (9), the following holds:
dϕ∑
i=0
αiϕ¯
′′
i (uˆ)(v, v) +
dη∑
i=1
βj η¯
′′
j (uˆ)(v, v) ≥ 0.
By Lemma 8.2 we obtain
(26) Ω[λ](z, v) ≥ 0.
Observe that (25) implies that λ ∈ Λ. Consider now (z¯, v¯) ∈ C2, and note
that Lemma 2.5 guarantees the existence of a sequence {(zε, vε)} ⊂ C∞,ε
converging to (z¯, v¯) in X2 × U2. Recall Remark 2. Let λε ∈ Λ be such that
(26) holds for (λε, zε, vε). Since (λε) is bounded, it contains a limit point
λ¯ ∈ Λ. Thus (26) holds for (λ¯, z¯, v¯), as required. 
4. Goh Transformation
Consider an arbitrary linear system:
(27)
{
z˙(t) = A(t)z(t) +B(t)v(t), a.e. on [0, T ],
z(0) = 0,
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where A(t) ∈ L(IRn; IRn) is an essentially bounded function of t, and B(t) ∈
L(IRm; IRn) is a Lipschitz-continuous function of t. With each v ∈ U asso-
ciate the state variable z ∈ X solution of (12). Let us present a transforma-
tion of the variables (z, v) ∈ W, first introduced by Goh in [27]. Define two
new state variables as follows:
(28)

 y(t) :=
∫ t
0
v(s)ds,
ξ(t) := z(t)−B(t)y(t).
Thus y ∈ Y := W 1∞(0, T ; IRm), y(0) = 0 and ξ is an element of space X . It
easily follows that ξ is a solution of the linear differential equation
(29) ξ˙(t) = A(t)ξ(t) +B1(t)y(t), ξ(0) = 0,
where
(30) B1(t) := A(t)B(t)− B˙(t).
For the purposes of this article take
(31) A(t) :=
m∑
i=0
uˆif
′
i(xˆ(t)), and B(t)v(t) :=
m∑
i=1
vi(t)fi(uˆ(t)).
Then (27) coincides with the linearized equation (12).
4.1. Transformed critical directions. As optimality conditions on the
variables obtained by the Goh Transformation will be derived, a new set of
critical directions is needed. Take a point (z, v) in C∞, and define ξ and
y by the transformation (28). Let h := y(T ) and notice that since (16) is
satisfied, the following inequalities hold,
ϕ′i(xˆ(T ))(ξ(T ) +B(T )h) ≤ 0, for i = 0, . . . , dϕ,
η′j(xˆ(T ))(ξ(T ) +B(T )h) = 0, for j = 1, . . . , dη .
(32)
Define the set of transformed critical directions
P :=
{
(ξ, y, h) ∈ X × Y × IRm : y˙i = 0 over Ii0, y(0) = 0, h := y(T ),
(29) and (32) hold
}
.
Observe that for every (ξ, y, h) ∈ P and 1 ≤ i ≤ m,
(33) yi is constant over each connected component of I
i
0,
and at the endpoints the following conditions hold
yi = 0 on [0, d
i
1), if 0 ∈ Ii0, and
yi = hi on (c
i
Ni , T ], if T ∈ Ii0,
(34)
where ci1 and d
i
1 were introduced in Assumption 2. Define the set
P2 := {(ξ, y, h) ∈ X2 × U2 × IRm : (29), (32), (33) and (34) hold} .
Lemma 4.1. P is a dense subset of P2 in the X2 × U2 × IRm−topology.
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Proof. The inclusion is immediate. In order to prove the density, consider
the following sets.
X := {(ξ, y, h) ∈ X2 × U2 × IRm : (29), (33) and (34) hold},
L := {(ξ, y, y(T )) ∈ X × Y × IRm : y(0) = 0, (29) and (33) hold},
C := {(ξ, y, h) ∈ X : (32) holds} .
By Lemma 8.1, L is a dense subset of X. The conclusion follows with Lemma
2.4. 
4.2. Transformed second variation. We are interested in writing Ω in
terms of variables y and ξ defined in (28). Introduce the following notation
for the sake of simplifying the presentation.
Definition 4.2. Consider the following matrices of sizes n × n,m× n and
m× n, respectively.
(35) Q[λ] := Hxx[λ], C[λ] := Hux[λ], M [λ] := B
⊤Q[λ]− C˙[λ]−C[λ]A,
where A and B were defined in (31). Notice that M is well-defined as C is
Lipschitz-continuous on t. Decompose matrix C[λ]B into its symmetric and
skew-symmetric parts, i.e. consider
(36) S[λ] := 12(C[λ]B + (C[λ]B)
⊤), V [λ] := 12(C[λ]B − (C[λ]B)⊤).
Remark 4. Observe that, since C[λ] and B are Lipschitz-continuous, S[λ]
and V [λ] are Lipschitz-continuous as well. In fact, simple computations
yield
(37) Sij[λ] =
1
2ψ(f
′
ifj + f
′
jfi), Vij [λ] =
1
2ψ[fi, fj ], for i, j = 1, . . . ,m,
where
(38) [fi, fj] := f
′
ifj − f ′jfi.
With this notation, Ω takes the form
Ω[λ](δx, v) = 12ℓ
′′[λ](xˆ(T ))(δx(T ))2 + 12
∫ T
0
[(Q[λ]δx, δx) + 2(C[λ]δx, v)]dt.
Define the m×m matrix
(39) R[λ] := B⊤Q[λ]B − C[λ]B1 − (C[λ]B1)⊤ − S˙[λ],
where B1 was introduced in equation (30). Consider the function g[λ] from
IRn × IRm to IR defined by:
(40) g[λ](ζ, h) := 12ℓ
′′[λ](xˆ(T ))(ζ +B(T )h)2 + 12(C[λ](T )(2ζ +B(T )h), h).
Remark 5. (i) We use the same notation for the matrices Q[λ], C[λ],
M [λ], ℓ′′[λ](xˆ(T )) and for the bilinear mapping they define.
(ii) Observe that when m = 1, the function V [λ] ≡ 0 since it becomes a
skew-symmetric scalar.
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Definition 4.3. Define the mapping over X × Y × U given by
ΩP [λ](ξ, y, v) := g[λ](ξ(T ), y(T ))
+
∫ T
0
{12 (Q[λ]ξ, ξ) + 2(M [λ]ξ, y) + 12(R[λ]y, y) + (V [λ]y, v)}dt,
(41)
with g[λ], Q[λ], M [λ], R[λ] and V [λ] defined in (35)-(40).
The following theorem shows that ΩP coincides with Ω. See e.g. [15].
Theorem 4.4. Let (z, v) ∈ W satisfying (12) and (ξ, y) be defined by (28).
Then
Ω[λ](z, v) = ΩP [λ](ξ, y, v).
Proof. We omit the dependence on λ for the sake of simplicity. Replace z
by its expression in (28) and obtain
Ω(z, v) = 12ℓ
′′(xˆ(T ))(ξ(T ) +B(T )y(T ))2
+ 12
∫ T
0
[(Q(ξ +By), ξ +By) + (C(ξ +By), v) + (C⊤v, ξ +By)]dt.
(42)
Integrating by parts yields
(43)
∫ T
0
(Cξ, v)dt = [(Cξ, y)]T0 −
∫ T
0
(C˙ξ + C(Aξ +B1y), y)dt,
and ∫ T
0
(CBy, v)dt =
∫ T
0
((S + V )y, v)dt
= 12 [(Sy, y)]
T
0 +
∫ T
0
(−12(S˙y, y) + (V y, v))dt.
(44)
Combining (42), (43) and (44) we get the desired result. 
Corollary 1. If V [λ] ≡ 0 then Ω does not involve v explicitly, and it can be
expressed in terms of (ξ, y, y(T )).
In view of (37), the previous corollary holds in particular if [fi, fj ] = 0 on
the reference trajectory for each pair 1 ≤ i < j ≤ m.
Corollary 2. If wˆ is a weak minimum, then
max
λ∈Λ
ΩP [λ](ξ, y, v) ≥ 0,
for every (z, v) ∈ C2 and (ξ, y) defined by (28).
4.3. New second order condition. In this section we present a necessary
condition involving the variable (ξ, y, h) in P2. To achieve this we remove
the explicit dependence on v from the second variation, for certain subset
of multipliers. Recall that we consider λ = (α, β) as elements of IRs.
Definition 4.5. Given M ⊂ IRs, define
G(M) := {λ ∈M : Vij[λ](t) = 0 on Ii+ ∩ Ij+, for any pair 1 ≤ i < j ≤ m}.
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Theorem 4.6. Let M ⊂ IRs be convex and compact, and assume that
(45) max
λ∈M
ΩP [λ](ξ, y, y˙) ≥ 0, for all (ξ, y, h) ∈ P.
Then
max
λ∈G(M)
ΩP [λ](ξ, y, y˙) ≥ 0, for all (ξ, y, h) ∈ P.
The proof is based on some techniques introduced in Dmitruk [12, 15] for
the proof of similar theorems.
Let 1 ≤ i < j ≤ m and t∗ ∈ int Ii+ ∩ Ij+. Take y ∈ Y satisfying
(46) y(0) = y(T ) = 0, yk = 0, for k 6= i, k 6= j.
Such functions define a linear continuous mapping r : IRs,∗ → IR by
(47) λ 7→ r [λ] :=
∫ T
0
(V [λ](t∗)y, y˙)dt.
By condition (46), and since V [λ] is skew-symmetric,∫ T
0
(V [λ](t∗)y, y˙)dt = Vij[λ](t
∗)
∫ T
0
(yiy˙j − yj y˙i)dt.
Each r is an element of the dual space of IRs,∗, and it can thus be identified
with an element of IRs. Consequently, the subset of IRs defined by
Rij(t
∗) := {r ∈ IRs : y ∈ Y satisfies (46), r is defined by (47)},
is a linear subspace of IRs. Now, consider all the finite collections
Θij :=
{
θ = {t1 < · · · < tNθ} : tk ∈ int Ii+ ∩ Ij+ for k = 1, . . . , Nθ
}
.
Define
R :=
∑
i<j
⋃
θ∈Θij
Nθ∑
k=1
Rij(t
k).
Note that R is a linear subspace of IRs. Given (ξ, y, y(T )) ∈ P, let the
mapping py : IR
s,∗ → IR be given by
(48) λ 7→ py[λ] := ΩP [λ](ξ, y, y˙).
Thus, py is an element of IR
s.
Lemma 4.7. Let (ξ¯, y¯, y¯(T )) ∈ P and r ∈ R. Then there exists a sequence
{(ξν , yν , yν(T ))} in P such that
(49) ΩP [λ](ξ
ν , yν , y˙ν) −→ py¯[λ] + r [λ].
Proof. Take (ξ¯, y¯, y¯(T )) ∈ P, its corresponding critical direction (z¯, v¯) ∈ C
related via (28) and py¯ defined in (48). Assume that r ∈ Rij(t∗) for some
1 ≤ i < j ≤ m and t∗ ∈ int Ii+ ∩ Ij+, i.e. r is associated via (47) to some
function y˜ verifying (46). Take y˜(t) = 0 when t /∈ [0, T ]. Consider
(50) y˜ν(t) := y˜(ν(t− t∗)), y˘ν := y¯ + y˜ν .
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Let ξ˘ν be the solution of (29) corresponding to y˘ν . Observe that for large
enough ν, as t∗ ∈ int Ii+ ∩ Ij+,
(51) ˙˘yνk = 0, a.e. on I
k
0 , for k = 1, . . . ,m.
Let (z˜ν , v˜ν) and (z˘ν , v˘ν) be the points associated by transformation (28)
with (ξ˜ν , y˜ν , y˜ν(T )) and (ξ˘ν , y˘ν , y˘ν(T )), respectively. By (51), we get
v˘νk = 0, a.e. on I
k
0 , for k = 1, . . . ,m.
Note, however, that (z˘ν , v˘ν) can violate the terminal constraints defining
C∞, i.e. the constraints defined in (16). Let us look for an estimate of the
magnitude of this violation. Since
(52) ‖y˜ν‖1 = O(1/ν),
and (ξ˜ν , y˜ν) is solution of (29), Gronwall’s Lemma implies
|ξ˜ν(T )| = O(1/ν).
On the other hand, notice that z˘ν(T ) = z¯(T ) + ξ˜ν(T ), and thus
|z˘ν(T )− z¯(T )| = O(1/ν).
By Hoffman’s Lemma (see [29]), there exists (∆zν ,∆vν) ∈ W satisfying
‖∆vν‖∞+‖∆zν‖∞ = O(1/ν), and such that (zν , vν) := (z˘ν , v˘ν)+(∆zν ,∆vν)
belongs to C∞. Let (ξν , yν , yν(T )) ∈ P be defined by (28). Let us show that
for each λ ∈M,
lim
ν→∞
ΩP [λ](ξ
ν , yν , y˙ν) = py¯[λ] + r [λ].
Observe that
(53)
lim
ν→∞
ΩP [λ](ξ
ν , yν , y˙ν)− py¯[λ] = lim
ν→∞
∫ T
0
{(V [λ]y¯, ˙˜yν) + (V [λ]y˜ν , ˙˜yν)}dt,
since the terms involving ξν − ξ¯, yν − y¯ or ∆vν vanish as ‖ξν − ξ¯‖∞ → 0 and
‖yν − y¯‖1 → 0. Integrating by parts the first term in the right hand-side of
(53). we obtain∫ T
0
(V [λ]y¯, ˙˜yν)dt = [(V [λ]y¯, y˜ν)]T0 −
∫ T
0
{(V˙ [λ]y¯, y˜ν)+ (V [λ] ˙¯y, y˜ν)}dt ν→∞→ 0,
by (52) and since y˜ν(0) = y˜ν(T ) = 0. Coming back to (53) we have
lim
ν→∞
ΩP [λ](ξ
ν , yν , y˙ν)− py¯[λ] = lim
ν→∞
∫ T
0
(V [λ]y˜ν , ˙˜yν)dt
= lim
ν→∞
∫ T
0
(V [λ](t)y˜(ν(t− t∗)), ˙˜y(ν(t− t∗)))dνt
= lim
ν→∞
∫ ν(T−t∗)
−νt∗
(V [λ](t∗ + s/ν)y˜(s), ˙˜y(s))ds = r [λ],
and thus (49) holds when r ∈ Rij(t∗).
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Consider the general case when r ∈ R, i.e. r =
∑
i<j
Nij∑
k=1
r
k
ij , with each r
k
ij in
Rij(t
k
ij). Let y˜
k
ij be associated with r
k
ij by (47). Define y˜
k,ν
ij as in (50), and
follow the previous procedure for y¯ +
∑
i<j
Nij∑
k=1
y˜k,νij to get the desired result.

Proof. [of Theorem 4.6] Take (ξ¯, y¯, y¯(T )) ∈ P and r ∈ R. By Lemma 4.7
there exists a sequence {(ξν , yν , yν(T ))} in P such that for each λ ∈M,
ΩP [λ](ξ
ν , yν , y˙ν)→ ΩP [λ](ξ¯, y¯, ˙¯y) + r[λ].
Since this convergence is uniform over M, from (45) we get that
max
λ∈M
(ΩP [λ](ξ¯, y¯, ˙¯y) + r[λ]) ≥ 0, for all r ∈ R.
Hence
(54) inf
r∈R
max
λ∈M
(ΩP [λ](ξ¯, y¯, ˙¯y) + r[λ]) ≥ 0,
where the expression in brackets is linear both in λ and r. Furthermore, note
that M and R are convex, and M is compact. In light of MinMax Theorem
[51, Corollary 37.3.2, page 39] we can invert the order of inf and max in (54)
and obtain
(55) max
λ∈M
inf
r∈R
(ΩP [λ](ξ¯, y¯, ˙¯y) + r[λ]) ≥ 0.
Suppose that, for certain λ ∈ M, there exists r ∈ R with r[λ] 6= 0. Then
the infimum in (55) is −∞ since R is a linear subspace. Hence, this λ does
not provide the maximal value of the infima, and so, we can restrict the
maximization to the set of λ ∈M for which r[λ] = 0 for every r ∈ R. Note
that this set is G(M), and thus the conclusion follows. 
Consider for i, j = 1, . . . ,m :
Iij := {t ∈ (0, T ) : uˆi(t) = 0, uˆj(t) > 0}.
By Assumption 2, Iij can be expressed as a finite union of intervals, i.e.
Iij =
Kij⋃
k=1
Ikij , where I
k
ij := (c
k
ij , d
k
ij).
Let (z, v) ∈ C∞, i 6= j, and y be defined by (28). Notice that yi is constant
on each (ckij , d
k
ij). Denote with y
k
i,j its value on this interval.
Proposition 2. Let (z, v) ∈ C∞, y be defined by (28) and λ ∈ G(Λ). Then∫ T
0
(V [λ]y, v)dt =
m∑
i 6=j
i,j=1
Kij∑
k=1
yki,j
{
[Vij[λ]yj ]
dkij
ckij
−
∫ dkij
ckij
V˙ij[λ]yjdt
}
.
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Proof. Observe that
(56)
∫ T
0
(V [λ]y, v)dt =
m∑
i 6=j
i,j=1
∫ T
0
Vij [λ]yivjdt,
since Vii[λ] ≡ 0. Fix i 6= j, and recall that that Vij [λ] is differentiable in time
(see expression (37)). Since (z, v) ∈ C∞ and λ ∈ G(Λ),∫ T
0
Vij [λ]yivjdt =
∫
Iij
Vij [λ]yivjdt =
Kij∑
k=1
∫ dkij
ckij
Vij [λ]yivjdt
=
Kij∑
k=1
yki,j
{
[Vij [λ]yj]
dkij
ckij
−
∫ dkij
ckij
V˙ij [λ]yjdt
}
,
(57)
where the last equality was obtained by integrating by parts and knowing
that yi is constant on Iij. The desired result follows from (56) and (57). 
Given a real function h and c ∈ IR, define
h(c+) := lim
t→c+
h(t), and h(c−) := lim
t→c−
h(t).
Definition 4.8. Let (ξ, y, h) ∈ P2 and λ ∈ G(Λ). Define
Ξ[λ](ξ, y, h) :=
2
m∑
i 6=j
i,j=1
Kij∑
k=1
ckij 6=0
yki,j
{
Vij [λ](d
k
ij)yj(d
k
ij+)− Vij [λ](ckij)yj(ckij−)−
∫ dkij
ckij
V˙ij[λ]yjdt
}
,
where the above expression is interpreted as follows:
(i) yj(d
k
ij+) := hj , if d
k
ij = T,
(ii) Vij [λ](c
k
ij)yj(c
k
ij−) := 0, if uˆi > 0 and uˆj > 0 for t < ckij ,
(iii) Vij [λ](d
k
ij)yj(d
k
ij+) := 0, if uˆi > 0 and uˆj > 0 for t > d
k
ij .
Proposition 3. The following properties for Ξ hold.
(i) Ξ[λ](ξ, y, h) is well-defined for each (ξ, y, h) ∈ P2, and λ ∈ G(Λ).
(ii) If {(ξν , yν , yν(T ))} ⊂ P converges in the X2 × U2 × IRm− topology
to (ξ, y, h) ∈ P2 , then∫ T
0
(V [λ]yν , y˙ν)dt
ν→∞−→ Ξ[λ](ξ, y, h).
Proof. (i) Take (ξ, y, h) ∈ P2. First observe that yi ≡ yki,j over (ckij , dkij). As
ckij 6= 0, two possible situations can arise,
(a) for t < ckij : uˆj = 0, thus yj is constant, and consequently yj(c
k
ij−) is
well-defined,
(b) for t < ckij : uˆi > 0 and uˆj > 0, thus Vij [λ](c
k
ij) = 0 since λ ∈ G(Λ).
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The same analysis can be done for t > dkij when d
k
ij 6= T. We conclude that
Ξ is correctly defined.
(ii) Observe that since yν converges to y in the U2−topology and since yνi
is constant over Iij, then yi is constant as well, and y
ν
i goes to yi pointwise
on Iij . Thus, y
ν
i (c
k
ij) −→ yki,j, and yνi (dkij) −→ yki,j. Now, for the terms on
yj, the same analysis can be made, which yields either y
ν
j (c
k
ij) −→ yj(ckij−)
or Vij[λ](c
k
ij) = 0; and, either y
ν
j (d
k
ij) −→ yj(dkij+) or Vij [λ](dkij) = 0, when
dkij < T. For d
k
ij = T, y
ν
j (T ) −→ hj holds. 
Definition 4.9. For (ξ, y, h) ∈ P2 and λ ∈ G(Λ) define
ΩP2 [λ](ξ, y, h) :=g[λ](ξ(T ), h) + Ξ[λ](ξ, y, h)
+
∫ T
0
((Q[λ]ξ, ξ) + 2(M [λ]ξ, y) + (R[λ]y, y))dt.
Remark 6. Observe that when m = 1, the mapping Ξ ≡ 0 since V ≡ 0.
Thus, in this case, ΩP2 can be defined for any element (ξ, y, h) ∈ X2×U2×IR
and any λ ∈ Λ. If we take (z, v) ∈ W satisfying (12), and define (ξ, y) by
(28), then
Ω[λ](z, v) = ΩP [λ](ξ, y, y˙) = ΩP2 [λ](ξ, y, y(T )).
For m > 1, the previous equality holds for (z, v) ∈ C∞.
Lemma 4.10. Let {(ξν , yν , yν(T )} ⊂ P be a sequence converging to (ξ, y, h) ∈
P2 in the X2 × U2 × IRm−topology. Then
lim
ν→∞
ΩP [λ](ξ
ν , yν , y˙ν) = ΩP2 [λ](ξ, y, h).
Denote with coΛ the convex hull of Λ.
Theorem 4.11. Let wˆ be a weak minimum, then
(58) max
λ∈G(co Λ)
ΩP2 [λ](ξ, y, h) ≥ 0, for all (ξ, y, h) ∈ P2.
Proof. Corollary 2 together with Theorem 4.6 applied to M := coΛ yield
max
λ∈G(co Λ)
ΩP [λ](ξ, y, y˙) ≥ 0, for all (ξ, y, y(T )) ∈ P.
The result follows from Lemma 4.1 and Lemma 4.10. 
Remark 7. Notice that in case (21) is not satisfied, condition (58) does
not provide any useful information as 0 ∈ coΛ. On the other hand, if (21)
holds, every λ = (α, β, ψ) ∈ Λ necessarily has α 6= 0, and thus 0 /∈ coΛ.
5. Sufficient condition
Consider the problem for a scalar control, i.e. let m = 1. This section
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Definition 5.1. Given (y, h) ∈ U2 × IR, let
γ(y, h) :=
∫ T
0
y(t)2dt+ |h|2.
Definition 5.2. A sequence {vk} ⊂ U converges to 0 in the Pontryagin
sense if ‖vk‖1 → 0 and there exists N such that ‖vk‖∞ < N.
Definition 5.3. We say that wˆ satisfies γ−quadratic growth condition in
the Pontryagin sense if there exists ρ > 0 such that, for every sequence of
feasible variations {(δxk , vk)} with {vk} converging to 0 in the Pontryagin
sense,
(59) J(uˆ+ vk)− J(uˆ) ≥ ργ(yk, yk(T )),
holds for a large enough k, where yk is defined by (28). Equivalently, for all
N > 0, there exists ε > 0 such that if ‖v‖∞ < N and ‖v‖1 < ε, then (59)
holds.
Definition 5.4. We say that wˆ is normal if α0 > 0 for every λ ∈ Λ.
Theorem 5.5. Suppose that there exists ρ > 0 such that
(60) max
λ∈Λ
ΩP2 [λ](ξ, y, h) ≥ ργ(y, h), for all (ξ, y, h) ∈ P2.
Then wˆ is a Pontryagin minimum satisfying γ− quadratic growth. Further-
more, if wˆ is normal, the converse holds.
Remark 8. In case the bang arcs are absent, i.e. the control is totally
singular, this theorem reduces to one proved in Dmitruk [13, 15].
Recall that Φ is defined in (5). We will use the following technical result.
Lemma 5.6. Consider {vk} ⊂ U converging to 0 in the Pontryagin sense.
Let uk := uˆ + vk and let xk be the corresponding solution of equation (2).
Then for every λ ∈ Λ,
(61) Φ[λ](xk, uk) = Φ[λ](xˆ, uˆ) +
∫ T
0
Hu[λ](t)vk(t)dt+Ω[λ](zk, vk) + o(γk),
where zk is defined by (12), γk := γ(yk, yk(T )), and yk is defined by (28).
Proof. By Lemma 3.1 we can write
Φ[λ](xk, uk) = Φ[λ](xˆ, uˆ) +
∫ T
0
Hu[λ](t)vk(t)dt+Ω[λ](zk, vk) +Rk,
where, in view of Lemma 8.4,
(62) Rk := ∆kΩ[λ] +
∫ T
0
(Huxx[λ](t)δxk(t), δxk(t), vk(t))dt+ o(γk),
with δxk := xk − xˆ, and
(63) ∆kΩ[λ] := Ω[λ](δxk, vk)− Ω[λ](zk, vk).
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Next, we prove that
(64) Rk = o(γk).
Note that Q(a, a) − Q(b, b) = Q(a + b, a − b), for any bilinear mapping Q,
and any pair a, b. Put ηk := δxk − zk. Hence, from (63), we get
∆kΩ[λ] =
1
2ℓ
′′[λ](xˆ(T ))(δxk(T ) + zk(T ), ηk(T ))
+ 12
∫ T
0
(Hxx[λ](δxk + zk), ηk)dt+
∫ T
0
(Hux[λ]ηk, vk)dt.
By Lemmas 8.4 and 8.12 in the Appendix, the first and the second terms
are of order o(γk). Integrate by parts the last term to obtain∫ T
0
(Hux[λ]ηk, vk)dt(65)
= [(Hux[λ]ηk, yk)]
T
0 −
∫ T
0
{(H˙ux[λ]ηk, yk) + (Hux[λ]η˙k, yk)}dt.(66)
Thus, by Lemma 8.12 we deduce that the first two terms in (66) are of order
o(γk). It remains to deal with last term in the integral. Replace η˙k by its
expression in equation (128) of Lemma 8.12:
∫ T
0
(Hux[λ]η˙k, yk)dt =
∫ T
0
(Hux[λ]
(
1∑
i=0
uˆif
′
i(xˆ)ηk + vkf
′
1(xˆ)δxk + ζk
)
, yk)dt
= o(γk) +
∫ T
0
d
dt
(
y2k
2
)
Hux[λ]f
′
1(xˆ)δxkdt,
(67)
where the second equality follows from Lemmas 8.4 and 8.12. Integrating
the last term by parts, we obtain∫ T
0
d
dt
(
y2k
2
)
Hux[λ]f
′
1(xˆ)δxkdt =
[
y2k
2
Hux[λ]f
′
1(xˆ)δxk
]T
0
−
∫ T
0
y2k
2
d
dt
(
Hux[λ]f
′
1(xˆ)
)
δxkdt−
∫ T
0
y2k
2
Hux[λ]f
′
1(xˆ)
˙δxkdt
= o(γk)−
∫ T
0
d
dt
(
y3k
6
)
Hux[λ]f
′
1(xˆ)f1(xˆ)dt
= o(γk)−
[
y3k
6
Hux[λ]f
′
1(xˆ)f1(xˆ)
]T
0
+
∫ T
0
y3k
6
d
dt
(
Hux[λ]f
′
1(xˆ)f1(xˆ)
)
dt
= o(γk),
(68)
where we used Lemma 8.12 and, in particular, equation (129). From (67)
and (68), it follows that the term in (65) is of order o(γk). Thus,
(69) ∆kΩ[λ] ≤ o(γk).
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Consider now the third order term in (62):
∫ T
0
(Huxx[λ]δxk, δxk, vk)dt = [ykδx
⊤
k Huxx[λ]δxk]
T
0
−
∫ T
0
ykδx
⊤
k H˙uxx[λ]δxkdt− 2
∫ T
0
ykδx
⊤
kHuxx[λ]
˙δxkdt
= o(γk)−
∫ T
0
d
dt
(y2k)δx
⊤
k Huxx[λ]f1(xˆ)dt
= o(γk)−
[
y2kδx
⊤
k Huxx[λ]f1(xˆ)
]T
0
−
∫ T
0
y2kvkf1(xˆ)
⊤Huxx[λ]f1(xˆ)dt = o(γk),
(70)
by Lemmas 8.4 and 8.12. The last inequality follows from integrating by
parts one more time as it was done in (68). Consider expression (62). By
inequality (69) and equation (70), equality (64) is obtained and thus, the
desired result follows.

Proof. [of Theorem 5.5] Part 1. First we prove that if wˆ is a normal Pontrya-
gin minimum satisfying the γ−quadratic growth condition in the Pontryagin
sense then (60) holds for some ρ > 0. Here the necessary condition of The-
orem 3.2 is used. Define yˆ(t) :=
∫ t
0 uˆ(s)ds, and note that (wˆ, yˆ) is, for some
ρ′ > 0, a Pontryagin minimum of
J˜ := J − ρ′γ(y − yˆ, y(T )− yˆ(T ))→ min,
(2)-(4), y˙ = u, y(0) = 0.
(71)
Observe that the critical cone C˜2 for (71) consists of the points (z, v, δy) in
X2×U2×W 12 (0, T ; IR) verifying (z, v) ∈ C2, δ˙y = v and δy(0) = 0. Since the
pre-Hamiltonian at point (wˆ, yˆ) coincides with the original pre-Hamiltonian,
the set of multipliers for (71) consists of the points (λ, ψy) with λ ∈ Λ.
Applying the second order necessary condition of Theorem 3.2 at the
point (wˆ, yˆ) we see that, for every (z, v) ∈ C2 and δy(t) :=
∫ t
0 v(s)ds, there
exists λ ∈ Λ such that
(72) Ω[λ](z, v) − α0ρ′(‖δy‖22 + δy2(T )) ≥ 0,
where α0 > 0 since wˆ is normal. Take ρ := minλ∈Λ α0ρ
′ > 0. Applying the
Goh transformation in (72), condition (60) for the constant ρ follows.
Part 2. We shall prove that if (60) holds for some ρ > 0, then wˆ satisfies
γ−quadratic growth in the Pontryagin sense. On the contrary, assume that
the quadratic growth condition (59) is not valid. Consequently, there exists
a sequence {vk} ⊂ U converging to 0 in the Pontryagin sense such that,
denoting uk := uˆ+ vk,
(73) J(uˆ+ vk) ≤ J(uˆ) + o(γk),
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where yk(t) :=
∫ t
0 vk(s)ds and γk := γ(yk, yk(T )). Denote by xk the solution
of equation (2) corresponding to uk, define wk := (xk, uk) and let zk be the
solution of (12) associated with vk. Take any λ ∈ Λ. Multiply inequality
(73) by α0, add the nonpositive term
∑dϕ
i=0 αiϕi(xk(T ))+
∑dη
j=1 βjηj(xk(T ))
to its left-hand side, and obtain the inequality
(74) Φ[λ](xk, uk) ≤ Φ[λ](xˆ, uˆ) + o(γk).
Recall expansion (61). Let (y¯k, h¯k) := (yk, yk(T ))/
√
γk. Note that the ele-
ments of this sequence have unit norm in U2 × R. By the Banach-Alaoglu
Theorem, extracting if necessary a sequence, we may assume that there
exists (y¯, h¯) ∈ U2 × IR such that
(75) y¯k ⇀ y¯, and h¯k → h¯,
where the first limit is taken in the weak topology of U2. The remainder of
the proof is split into two parts.
(a) Using equations (61) and (74) we prove that (ξ¯, y¯, h¯) ∈ P2, where ξ¯
is a solution of (29).
(b) We prove that (y¯, h¯) = 0 and that it is the limit of {(y¯k, h¯k)} in the
strong sense. This leads to a contradiction since each (y¯k, h¯k) has
unit norm.
(a) We shall prove that (ξ¯, y¯, h¯) ∈ P2. From (61) and (74) it follows that
0 ≤
∫ T
0
Hu[λ](t)vk(t)dt ≤ −ΩP2 [λ](ξk, yk, hk) + o(γk),
where ξk is solution of (29) corresponding to yk. The first inequality holds
as Hu[λ]vk ≥ 0 almost everywhere on [0, T ] and we replaced ΩP by ΩP2 in
view of Remark 6. By the continuity of mapping ΩP2 [λ] over X2 × U2 × IR
deduce that
0 ≤
∫ T
0
Hu[λ](t)vk(t)dt ≤ O(γk),
and thus, for each composing interval (c, d) of I0,
(76) lim
k→∞
∫ d
c
Hu[λ](t)ϕ(t)
vk(t)√
γk
dt = 0,
for every nonnegative Lipschitz continuous function ϕ with suppϕ ⊂ (c, d).
The latter expression means that the support of ϕ is included in (c, d).
Integrating by parts in (76) and by (75) we obtain
0 = lim
k→∞
∫ d
c
d
dt
(Hu[λ](t)ϕ(t)) y¯k(t)dt =
∫ d
c
d
dt
(Hu[λ](t)ϕ(t)) y¯(t)dt.
By Lemma 8.5, y¯ is nondecreasing over (c, d). Hence, in view of Lemma 8.7,
we can integrate by parts in the previous equation to get
(77)
∫ d
c
Hu[λ](t)ϕ(t)dy¯(t) = 0.
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Take t0 ∈ (c, d). By the strict complementary in Assumption 1, there exists
λ0 ∈ Λ such that Hu[λ0](t0) > 0. Hence, in view of the continuity of Hu[λ0],
there exists ε > 0 such that Hu[λ0] > 0 on (t0−2ε, t0+2ε) ⊂ (c, d). Choose ϕ
such that suppϕ ⊂ (t0−2ε, t0+2ε), and Hu[λ0](t)ϕ(t) = 1 on (t0−ε, t0+ε).
Since dy¯ ≥ 0, equation (77) yields
0 =
∫ d
c
Hu[λ](t)ϕ(t)dy¯(t) ≥
∫ t0+ε
t0−ε
Hu[λ](t)ϕ(t)dy¯(t)
=
∫ t0+ε
t0−ε
dy¯(t) = y¯(t0 + ε)− y¯(t0 − ε).
As ε and t0 ∈ (c, d) are arbitrary we find that
(78) dy¯(t) = 0, on I0,
and thus (33) holds. Let us prove condition (34) for (ξ¯, y¯, h¯). Suppose that
0 ∈ I0. Take ε > 0, and notice that by Assumption 1 there exists λ′ ∈ Λ and
δ > 0 such that Hu[λ
′](t) > δ for t ∈ [0, d1 − ε], and thus by (76) we obtain∫ d1−ε
0 vk(t)/
√
γkdt→ 0, as vk ≥ 0. Then for all s ∈ [0, d1), we have
y¯k(s)→ 0,
and thus
(79) y¯ = 0, on [0, d1), if 0 ∈ I0.
Suppose that T ∈ I0. Then, we can derive
∫ T
aN+ε
v¯k(t)dt→ 0 by an analogous
argument. Thus, the pointwise convergence
h¯k − y¯k(s)→ 0,
holds for every s ∈ (aN , T ], and then,
(80) y¯ = h¯, on (aN , T ], if T ∈ I0.
It remains to check the final conditions (32) for h¯. Let 0 ≤ i ≤ dϕ,
ϕ′i(xˆ(T ))(ξ¯(T ) +B(T )h¯) = lim
k→∞
ϕ′i(xˆ(T ))
(
ξk(T ) +B(T )hk√
γk
)
= lim
k→∞
ϕ′i(xˆ(T ))
zk(T )√
γk
.
(81)
A first order Taylor expansion of the function ϕi around xˆ(T ) gives
ϕi(xk(T )) = ϕi(xˆ(T )) + ϕ
′
i(xˆ(T ))δxk(T ) +O(|δxk(T )|2).
By Lemmas 8.4 and 8.12 in the Appendix, we can write
ϕi(xk(T )) = ϕi(xˆ(T )) + ϕ
′
i(xˆ(T ))zk(T ) + o(
√
γk).
Thus
(82) ϕ′i(xˆ(T ))
zk(T )√
γk
=
ϕi(xk(T ))− ϕi(xˆ(T ))√
γk
+ o(1).
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Since xk satisfies (4), equations (81) and (82) yield, for 1 ≤ i ≤ dϕ :
ϕ′i(xˆ(T ))(ξ¯(T ) +B(T )h¯) ≤ 0. For i = 0 use inequality (73). Analogously,
η′j(xˆ(T ))(ξ¯(T ) +B(T )h¯) = 0, for j = 1, . . . , dη .
Thus (ξ¯, y¯, h¯) satisfies (32), and by (78), (79) and (80), we obtain
(ξ¯, y¯, h¯) ∈ P2.
(b) Return to the expansion (61). Equation (74) and Hu[λ] ≥ 0 imply
ΩP2 [λ](ξk, yk, yk(T )) =
Φ[λ](xk, uk)− Φ[λ](xˆ, uˆ)−
∫ T
0
Hu[λ]vkdt− o(γk) ≤ o(γk).
Thus
(83) lim inf
k→∞
ΩP2 [λ](ξ¯k, y¯k, h¯k) ≤ lim sup
k→∞
ΩP2 [λ](ξ¯k, y¯k, h¯k) ≤ 0.
Split ΩP2 as follows,
ΩP2,w[λ](ξ, y, h) :=
∫ T
0
{(Q[λ]ξ, ξ) + (M [λ]ξ, y)}dt + g[λ](ξ(T ), h),
ΩP2,0[λ](y) :=
∫
I0
(R[λ]y, y)dt,
and
ΩP2,+[λ](y) :=
∫
I+
(R[λ]y, y)dt.
Notice that ΩP2,w[λ] is weakly continuous in the space X2×U2×IR. Consider
now the subspace
Γ2 := {(ξ, y, h) ∈ X2 × U2 × IR : (29), (33) and (34) hold} .
Notice that Γ2 is itself a Hilbert space. Let ρ > 0 be the constant in the
positivity condition (60) and define
Λρ := {λ ∈ coΛ : ΩP2 [λ]− ργ is weakly l.s.c. on Γ2}.
Equation (60) and Lemma 8.11 in the Appendix imply that
(84) max
λ∈Λρ
ΩP2 [λ](ξ¯, y¯, h¯) ≥ ργ(y¯, h¯).
Denote by λ¯ the element in Λρ that reaches the maximum in (84). Next we
show that R[λ¯](t) ≥ ρ on I+.
Observe that ΩP2,0[λ¯] − ρ
∫
I0
|y(t)|2dt is weakly continuous in the space
Γ2. In fact, consider a sequence {(ξ˜k, y˜k, h˜k)} ⊂ Γ2 converging weakly to
some (ξ˜, y˜, h˜) ∈ Γ2. Since y˜k and y˜ are constant on I0, necessarily y˜k → y˜
uniformly in every compact subset of I0. Easily follows that
(85) lim
k→∞
ΩP2,0[λ¯](y˜k)− ρ
∫
I0
|y˜k(t)|2dt = ΩP2,0[λ¯](y˜)− ρ
∫
I0
|y˜(t)|2dt,
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and therefore, the weak continuity of ΩP2,0[λ¯] − ρ
∫
I0
|y(t)|2dt in Γ2 holds.
Since ΩP2 [λ¯]−ργ is weakly l.s.c. in Γ2, we get that the (remainder) quadratic
mapping
(86) y 7→ ΩP2,+[λ¯](y)− ρ
∫
I+
|y(t)|2dt,
is weakly l.s.c. on Γ2. In particular, it is weakly l.s.c. in the subspace of Γ2
consisting of the elements for which y = 0 on I0. Hence, in view of Lemma
8.10 in the Appendix, we get
(87) R[λ¯](t) ≥ ρ, on I+.
The following step is proving the strong convergence of y¯k to y¯. With
this aim we make use of the uniform convergence on compact subsets of I0,
which is pointed out in Lemma 8.6.
Recall now Assumption 2, and let N be the number of connected compo-
nents of I0. Set ε > 0, and for each composing interval (c, d) of I0, consider
a smaller interval of the form (c + ε/2N, d − ε/2N). Denote their union as
Iε0 . Notice that I0\Iε0 is of measure ε. Put Iε+ := [0, T ]\Iε0 . By the Lemma
8.8 in the Appendix, R[λ¯](t) is a continuous function of time, and thus
from (87) we can assure that R[λ¯](t) ≥ ρ/2 on Iε+ for ε sufficiently small.
Consequently,
ΩεP2,+[λ¯](y) :=
∫
Iε+
(R[λ¯]y, y)dt,
is a Legendre form on L2(I
ε
+), and thus the following inequality holds for
the approximating directions y¯k,
(88) ΩεP2,+[λ¯](y¯) ≤ lim infk→∞ Ω
ε
P2,+[λ¯](y¯k).
Since the sequence y¯k converges uniformly to y¯ on every compact subset of
I0, defining
ΩεP2,0[λ¯](y) :=
∫
Iε0
(R[λ¯]y, y)dt,
we get
(89) lim
k→∞
ΩεP2,0[λ¯](ξ¯k, y¯k, h¯k) = Ω
ε
P2,0[λ¯](ξ¯, y¯, h¯).
Notice that the weak continuity of ΩεP2,0[λ¯] in Γ2 cannot be applied since
(ξ¯k, y¯k, h¯k) /∈ Γ2. From positivity condition (60), equations (88), (89), and
the weak continuity of ΩP2,w[λ¯] (in X2 × U2 × IR) we get
ργ(y¯, h¯) ≤ΩP2 [λ¯](ξ¯, y¯, h¯) ≤ lim
k→∞
ΩP2,w[λ¯](ξ¯k, y¯k, h¯k) + lim
k→∞
ΩεP2,0[λ¯](y¯k)
+ lim inf
k→∞
ΩεP2,+[λ¯](y¯k) = lim infk→∞
ΩP2 [λ¯](ξ¯k, y¯k, h¯k).
On the other hand, inequality (83) implies that the right-hand side of the
last expression is nonpositive. Therefore,
(y¯, h¯) = 0, and lim
k→∞
ΩP2 [λ¯](ξ¯k, y¯k, h¯k) = 0.
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Equation (89) yields limk→∞Ω
ε
P2,0
[λ¯](ξ¯k, y¯k, h¯k) = 0 and thus
(90) lim
k→∞
ΩεP2,+[λ¯](y¯k) = 0.
We have: ΩεP2,+[λ¯] is a Legendre form on L2(I
ε
+) and y¯k ⇀ 0 on I
ε
+. Thus,
by (90),
y¯k → 0, on L2(Iε+).
As we already noticed, {y¯k} converges uniformly on Iε0 , thus the strong
convergence holds on [0, T ]. Therefore
(91) (y¯k, h¯k) −→ (0, 0), on U2 × IR.
This leads to a contradiction since (y¯k, h¯k) has unit norm for every k ∈ IN.
Thus, wˆ is a Pontryagin minimum satisfying quadratic growth.

6. Extensions and an example
6.1. Including parameters. Consider the following optimal control prob-
lem where the initial state is not determined, some parameters are included
and a more general control constraint is considered.
J := ϕ0(x(0), x(T ), r(0)) → min,(92)
x˙(t) =
m∑
i=0
ui(t)fi(x(t), r(t)),(93)
r˙(t) = 0,(94)
ai ≤ ui(t) ≤ bi, for a.a. t ∈ (0, T ), i = 1, . . . ,m(95)
ϕi(x(0), x(T ), r(0)) ≤ 0, for i = 1, . . . , dϕ,(96)
ηj(x(0), x(T ), r(0)) = 0, for j = 1 . . . , dη,(97)
where u ∈ U , x ∈ X , r ∈ IRnr is a parameter considered as a state variable
with zero-dynamics, a, b ∈ IRm, functions fi : IRn+nr → IRn, ϕi : IR2n+nr →
IR, and η : IR2n+nr → IRdη are twice continuously differentiable. As r has
zero dynamics, the costate variable ψr corresponding to equation (94) does
not appear in the pre-Hamiltonian. Denote with ψ the costate variable
associated with (93). The pre-Hamiltonian function for problem (92)-(97)
is given by
H[λ](x, r, u, t) = ψ(t)
m∑
i=0
uifi(x, r).
Let (xˆ, rˆ, uˆ) be a feasible solution for (93)-(97). Since rˆ(·) is constant, we
can denote it by rˆ. Assume that
ϕi(xˆ(0), xˆ(T ), rˆ) = 0, for i = 0, . . . , dϕ.
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An element λ = (α, β, ψx, ψr) ∈ IRdϕ+dη+1×W 1∞(0, T ; IRn,∗)×W 1∞(0, T ; IRnr ,∗)
is a Pontryagin multiplier for (xˆ, rˆ, uˆ) if it satisfies (7), (8), the costate equa-
tion for ψ 

−ψ˙x(t) = Hx[λ](xˆ(t), rˆ, uˆ(t), t), a.e. on [0, T ]
ψx(0) = −ℓx0 [λ](xˆ(0), xˆ(T ), rˆ),
ψx(T ) = ℓxT [λ](xˆ(0), xˆ(T ), rˆ),
and for ψr
(98)
{
−ψ˙r(t) = Hr[λ](xˆ(t), rˆ, uˆ(t), t), a.e. on [0, T ]
ψr(0) = −ℓr[λ](xˆ(0), xˆ(T ), rˆ), ψr(T ) = 0.
Observe that (98) implies the stationarity condition
ℓr(xˆ(0), xˆ(T ), rˆ) +
∫ T
0
Hr[λ](t)dt = 0.
Take v ∈ U and consider the linearized state equation
(99)

z˙(t) =
m∑
i=0
uˆi(t)[fi,x(xˆ(t), rˆ)z(t) + fi,r(xˆ(t), rˆ)δr(t)] +
m∑
i=1
vi(t)fi(xˆ(t), rˆ),
δ˙r(t) = 0,
where we can see that δr(·) is constant and thus we denote it by δr. Let the
linearized initial-final constraints be
ϕ′i(xˆ(0), xˆ(T ), rˆ)(z(0), z(T ), δr) ≤ 0, for i = 1, . . . , dϕ,
η′j(xˆ(0), xˆ(T ), rˆ)(z(0), z(T ), δr) = 0, for j = 1, . . . , dη .
(100)
Define for each i = 1, . . . ,m the sets
Iia := {t ∈ [0, T ] : max
λ∈Λ
Hui [λ](t) > 0},
Iib := {t ∈ [0, T ] : max
λ∈Λ
Hui [λ](t) < 0},
Iising := [0, T ]\(Iia ∪ Iib).
Assumption 3. Consider the natural extension of Assumption 2, i.e. for
each i = 1, . . . ,m, the sets Iia and I
i
b are finite unions of intervals, i.e.
Iia =
N ia⋃
j=1
Iij,a, I
i
b =
N i
b⋃
j=1
Iij,b,
for Iij,a and I
i
j,b being subintervals of [0, T ] of the form [0, c), (d, T ]; or (c, d)
if c 6= 0 and d 6= T. Notice that Iia ∩ Iib = ∅. Call ci1,a < di1,a < ci2,a < . . . <
ciN ia,a
< diN ia,a
the endpoints of these intervals corresponding to bound a,
and define them analogously for b. Consequently, Iising is a finite union of
intervals as well. Assume that a concatenation of a bang arc followed by
another bang arc is forbidden.
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Assumption 4. Strict complementarity assumption for control constraints:{
Iia = {t ∈ [0, T ] : uˆi(t) = ai}, up to a set of null measure,
Iib = {t ∈ [0, T ] : uˆi(t) = bi}, up to a set of null measure.
Consider
C2 :=
{
(z, δr, v) ∈ X2 × IRnr × U2 : (99)-(100) hold,
vi = 0 on I
i
a ∪ Iib, for i = 1, . . . ,m
}
.
The Goh transformation allows us to obtain variables (ξ, y) defined by
y(t) :=
∫ t
0
v(s)ds, ξ := z −
m∑
i=1
yifi.
Notice that ξ satisfies the equation
ξ˙ = Axξ +Arδr +Bx1 y,
ξ(0) = z(0),
(101)
where, denoting [fi, fj ]
x := fi,xfj − fj,xfi,
Ax :=
m∑
i=0
uˆifi,x, A
r :=
m∑
i=0
uˆifi,r, B
x
1 y :=
m∑
j=1
yj
m∑
i=0
uˆi[fi, fj ]
x.
Consider the transformed version of (100),
ϕ′i(xˆ(0), xˆ(T ), rˆ)(ξ(0), ξ(T ) +B(T )h, δr) ≤ 0, i = 1, . . . , dϕ,
η′j(xˆ(0), xˆ(T ), rˆ)(ξ(0), ξ(T ) +B(T )h, δr) = 0, j = 1, . . . , dη ,
(102)
and let the cone P be given by
P :=
{
(ξ, δr, y, h) ∈ X × IRnr × Y × IRm : y(0) = 0, h = y(T ),
(101) and (102) hold, y′i = 0 on I
i
a ∪ Iib, for i = 1, . . . ,m
}
.
Observe that each (ξ, δr, y, h) ∈ P satisfies
(103) yi constant over each composing interval of I
i
a ∪ Iib,
and at the endpoints,
(104)
{
yi = 0 on [0, d], if 0 ∈ Iia ∪ Iib, and,
yi = hi on [c, T ], if T ∈ Iia ∪ Iib,
where [0, d) is the first maximal composing interval of Iia∪Idb when 0 ∈ Ida∪Idb ,
and (c, T ] is its last composing interval when T ∈ Iia ∪ Iib. Define
P2 :=
{
(ξ, δr, y, h) ∈ X2 × IRnr × U2 × IRm :
(101), (102), (103) and (104) hold for i = 1, . . . ,m
}
.
Recall definitions in equations (35), (36), (39), (40), (41). Minor simplifi-
cations appear in the computations of these functions as the dynamics of r
are null and δr is constant. We outline these calculations in an example.
30 M.S. ARONNA, J.F. BONNANS, A.V. DMITRUK AND P.A. LOTITO
Consider M ⊂ IRs and the subset of M ⊂ IRs defined by
G(M) := {λ ∈M : Vij[λ] = 0 on Iising ∩ Ijsing, for every pair 1 < i 6= j ≤ m}.
Using the same techniques, we obtain the equivalent of Theorem 4.11:
Corollary 3. Suppose that (xˆ, rˆ, uˆ) is a weak minimum for problem (92)-
(97). Then
max
λ∈G(co Λ)
ΩP2 [λ](ξ, δr, y, h) ≥ 0, for all (ξ, δr, y, h) ∈ P2.
By a simple adaptation of the proof of Theorem 5.5 we get the equivalent
result.
Corollary 4. Let m = 1. Suppose that there exists ρ > 0 such that
(105) max
λ∈Λ
ΩP2 [λ](ξ, δr, y, h) ≥ ργ(y, h), for all (ξ, δr, y, h) ∈ P2.
Then (xˆ, rˆ, uˆ) is a Pontryagin minimum that satisfies γ−quadratic growth.
6.2. Application to minimum-time problems. Consider the problem
J := T → min,
s.t. (93)− (97).
Observe that by the change of variables:
(106) x(s)← x(Ts), u(s)← u(Ts),
we can transform the problem into the following formulation.
J := T (0)→ min,
x˙(s) = T (s)
m∑
i=0
ui(s)fi(x(s), r(s)), a.e. on [0, 1],
r˙(s) = 0, a.e. on [0, 1],
T˙ (s) = 0, a.e. on [0, 1],
ai ≤ ui(s) ≤ bi, a.e. on [0, 1], i = 1, . . . ,m,
ϕi(x(0), x(1), r(0)) ≤ 0, for i = 1, . . . , dϕ,
ηj(x(0), x(T ), r(0)) = 0, for j = 1 . . . , dη.
We can apply Corollaries 3 and 4 to the problem written in this form. We
outline the calculations in the following example.
6.2.1. Example: Markov-Dubins problem. Consider a problem over the in-
terval [0, T ] with free final time T :
J := T → min,
x˙1 = − sinx3, x1(0) = 0, x1(T ) = b1,
x˙2 = cos x3, x2(0) = 0, x2(T ) = b2,
x˙3 = u, x3(0) = 0, x3(T ) = θ,
− 1 ≤ u ≤ 1,
(107)
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with 0 < θ < π, b1 and b2 fixed.
This problem was originally introduced by Markov in [39] and studied by
Dubins in [18]. More recently, the problem was investigated by Sussmann
and Tang [60], Soueres and Laumond [56], Boscain and Piccoli [7], among
others.
Here we will study the optimality of the extremal
(108) uˆ(t) :=
{
1 on [0, θ],
0 on (θ, Tˆ ].
Observe that by the change of variables (106) we can transform (107) into
the following problem on the interval [0, 1].
J := T (0)→ min,
x˙1(s) = −T (s) sinx3(s), x1(0) = 0, x1(1) = b1,
x˙2(s) = T (s) cos x3(s), x2(0) = 0, x2(1) = b2,
x˙3(s) = T (s)u(s), x3(0) = 0, x3(1) = θ,
T˙ (s) = 0,
− 1 ≤ u(s) ≤ 1.
(109)
We obtain for state variables:
(110) xˆ3(s) =
{
Tˆ s on [0, θ/Tˆ ],
θ on (θ/Tˆ , 1],
xˆ1(s) =
{
cos(Tˆ s)− 1 on [0, θ/Tˆ ],
Tˆ sin θ(θ/Tˆ − s) + cos θ − 1 on (θ/Tˆ , 1],
xˆ2(s) =
{
sin Tˆ s on [0, θ/Tˆ ],
Tˆ cos θ(s− θ/Tˆ ) + sin θ on (θ, Tˆ ].
Since the terminal values for x1 and x2 are fixed, the final time Tˆ is deter-
mined by the previous equalities. The pre-Hamiltonian for problem (109)
is
(111) H[λ](s) := T (s)(−ψ1(s) sinx3(s) + ψ2(s) cos x3(s) + ψ3(s)u(s)).
The final Lagrangian is
ℓ := α0T (1) +
3∑
j=1
(βjxj(0) + βjxj(1)).
As ψ˙1 ≡ 0, and ψ˙2 ≡ 0, we get
ψ1 ≡ β1, ψ2 ≡ β2, on [0, 1].
Since the candidate control uˆ is singular on [θ/Tˆ , 1], we have Hu[λ] ≡ 0. By
(111), we obtain
(112) ψ3(s) = 0, on [θ/Tˆ , 1].
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Thus β3 = 0. In addition, as the costate equation for ψ3 is
−ψ˙3 = Tˆ (−β1 cos xˆ3 − β2 sin xˆ3),
by (110) and (112), we get
(113) β1 cos θ + β2 sin θ = 0.
From (110) and (112) and since H is constant and equal to −α0, we get
(114) H = Tˆ (−β1 sin θ + β2 cos θ) ≡ −α0.
Proposition 4. The following properties hold
(i) α0 > 0,
(ii) Hu[λ](s) < 0 on [0, θ/Tˆ ) for all λ ∈ Λ.
Proof. Item (i) Suppose that α0 = 0. By (113) and (114), we obtain
β1 cos θ + β2 sin θ = 0, and − β1 sin θ + β2 cos θ = 0.
Suppose, w.l.g., that cos θ 6= 0. Then β1 = −β2 sin θ
cos θ
and thus
β2
sin2 θ
cos θ
+ β2 cos θ = 0.
We conclude that β2 = 0 as well. This implies (α0, β1, β2, β3) = 0, which
contradicts the non-triviality condition (7). So, α0 > 0, as required.
Item (ii) Observe that
Hu[λ](s) ≤ 0, on [0, θ/Tˆ ),
and Hu[λ] = ψ3. Let us prove that ψ3 is never 0 on [0, θ/Tˆ ). Suppose there
exists s1 ∈ [0, θ/Tˆ ) such that ψ3(s1) = 0. Thus, since ψ3(θ/Tˆ ) = 0 as
indicated in (112), there exists s2 ∈ (s1, θ/Tˆ ) such that ψ˙3(s2) = 0, i.e.
(115) β1 cos(Tˆ s2) + β2 sin(Tˆ s2) = 0.
Equations (113) and (115) imply that tan(θ/Tˆ ) = tan(s2/Tˆ ). This contra-
dicts θ < π. Thus ψ3(s) 6= 0 for every s ∈ [0, θ/Tˆ ), and consequently,
Hu[λ](s) < 0, for s ∈ [0, θ/Tˆ ).

Since α0 > 0, then δT = 0 for each element of the critical cone, where δT
is the linearized state variable T. Observe that as uˆ = 1 on [0, θ/Tˆ ], then
y = 0 and ξ = 0, on [0, θ/Tˆ ], for all (ξ, δT, y, h) ∈ P2.
We look for the second variation in the interval [θ/Tˆ , 1]. The Goh transfor-
mation gives
ξ3 = z3 − Tˆ y,
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and since z˙3 = Tˆ v, we get z3 = Tˆ y and thus ξ3 = 0. Then, as Hux = 0 and
ℓ′′ = 0, we get
Ω[λ] =
∫ 1
θ/Tˆ
(β1 sin θ − β2 cos θ)y2dt = α0
∫ 1
0
y2dt.
Notice that if (ξ, δT, y, h) ∈ P2, then h satisfies ξ3(T ) + Tˆ h = 0, and, as
ξ3(T ) = 0, we get h = 0. Thus
Ω[λ](ξ, y, h) = α0
∫ T
0
y2dt = α0γ(y, h), on P2.
Since Assumptions 3 and 4 hold, we conclude by Corollary 4 that (xˆ, Tˆ , uˆ)
is a Pontryagin minimum satisfying quadratic growth.
7. Conclusion
We provided a set of necessary and sufficient conditions for a bang-singular
extremal. The sufficient condition is restricted to the scalar control case.
These necessary and sufficient conditions are close in the sense that, to pass
from one to the other, one has to strengthen a non-negativity inequality
transforming it into a coercivity condition.
This is the first time that a sufficient condition that is ‘almost necessary’
is established for a bang-singular extremal for the general Mayer problem.
In some cases the condition can be easily checked as it can be seen in the
example.
8. Appendix
Lemma 8.1. Let
X := {(ξ, y, h) ∈ X2 × U2 × IRm : (29), (33)-(34) hold},
L := {(ξ, y, y(T )) ∈ X × Y × IRm : y(0) = 0, (29) and (33)}.
Then L is a dense subset of X in the X2 × U2 × IRm−topology.
Proof. (See Lemma 6 in [17].) Let us prove the result form = 1. The general
case is a trivial extension. Let (ξ¯, y¯, h¯) ∈ X and ε, δ > 0. Consider φ ∈ Y
such that ‖y¯ − φ‖2 < ε/2. In order to satisfy condition (34) take{
yδ(t) := 0, for t ∈ [0, d1], if c1 = 0,
yδ(t) := h, for t ∈ [cN , T ], if dN = T,
where cj , dj were introduced in Assumption 2. Since y¯ is constant on each
Ij, define yδ constant over these intervals with the same constant value as
y¯. It remains to define yδ over I+. Over each maximal composing interval
(a, b) of I+, define yδ as described below. Take c := y¯(a−) if a > 0, or c := 0
if a = 0; and let d := y¯(b+) if b < T, or d := h when b = T. Define two affine
functions ℓ1,δ and ℓ2,δ satisfying
ℓ1,δ(a) = c, ℓ1,δ(a+ δ) = φ(a+ δ),
ℓ2,δ(b) = d, ℓ2,δ(b− δ) = φ(b− δ).(116)
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Take
(117) yδ(t) :=


ℓ1,δ(t), for t ∈ [a, a+ δ],
φ(t), for t ∈ (a+ δ, b − δ),
ℓ2,δ(t), for t ∈ [b− δ, b],
and notice that ‖φ−yδ‖2,[a,b] ≤ 1k max (|c|, |d|,M), whereM := supt∈[a,b] |φ(t)|.
Finally, observe that yδ(T ) = h, and, for sufficiently small δ,
‖y¯ − yδ‖2 ≤ ‖y¯ − φ‖2 + ‖φ− yδ‖2 < ε.
Thus, the result follows. 
Lemma 8.2. Let λ ∈ Λ and (z, v) ∈ C2. Then
(118)
dϕ∑
i=0
αiϕ¯
′′
i (uˆ)(v, v) +
dη∑
i=1
βj η¯
′′
j (uˆ)(v, v) = Ω[λ](z, v).
Proof. Let us compute the left-hand side of (118). Notice that
(119)
dϕ∑
i=0
αiϕ¯i(uˆ) +
dη∑
i=1
βj η¯j(uˆ) = ℓ[λ](xˆ(T )).
Let us look for a second order expansion for ℓ. Consider first a second order
expansion of the state variable:
x = xˆ+ z + 12zvv + o(‖v‖2∞),
where zvv satisfies
(120) z˙vv = Azvv +D
2
(x,u)2F (xˆ, uˆ)(z, v)
2, zvv(0) = 0,
with F (x, u) :=
∑m
i=0 uifi(x). Consider the second order expansion for ℓ :
ℓ[λ](x(T )) =ℓ[λ]((xˆ+ z + 12zvv)(T )) + o(‖v‖21)
=ℓ[λ](xˆ(T )) + ℓ′[λ](xˆ(T ))(z(T ) + 12zvv(T ))
+ 12ℓ
′′[λ](xˆ(T ))(z(T ) + 12zvv(T ))
2 + o(‖v‖21).
(121)
Step 1. Compute
ℓ′[λ](xˆ(T ))zvv(T ) = ψ(T )zvv(T )− ψ(0)zvv(0)
=
∫ T
0
[ψ˙zvv + ψz˙vv ]dt =
∫ T
0
{−ψAzvv + ψ(Azvv +D2F(x,u)2(z, v)2)}dt
=
∫ T
0
D2H[λ](z, v)2dt.
Step 2. Compute ℓ′′[λ](xˆ(T ))(z(T ), zvv(T )). Applying Gronwall’s Lemma,
we obtain ‖z‖∞ = O(‖v‖1), and ‖zvv‖∞ = O(‖v2‖1). Thus
|(z(T ), zvv(T ))| = O(‖v‖31),
and we conclude that
|ℓ′′[λ](xˆ(T ))(z(T ), zvv(T ))| = O(‖v‖31).
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Step 3. See that ℓ′′[λ](xˆ(T ))(zvv(T ))
2 = O(‖v‖41). Then by (121) we get,
ℓ[λ](x(T )) =ℓ[λ](xˆ(T )) + ℓ′[λ](xˆ(T ))z(T )
+ 12ℓ
′′[λ](xˆ(T ))z2(T ) + 12
∫ T
0
D2(x,u)2H[λ](z, v)
2dt+ o(‖v‖21)
=ℓ[λ](xˆ(T )) + ℓ′[λ](xˆ(T ))z(T ) + Ω[λ](z, v) + o(‖v‖21).
The conclusion follows by (119). 
Lemma 8.3. Given (z, v) ∈ W satisfying (12), the following estimation
holds for some ρ > 0 :
‖z‖22 + |z(T )|2 ≤ ργ(y, y(T )),
where y is defined by (28).
Remark 9. ρ depends on wˆ, i.e. it does not vary with (z, v).
Proof. Every time we mention ρi we are referring to a constant depending
on ‖A‖∞, ‖B‖∞ or both. Consider ξ, the solution of equation (29) cor-
responding to y. Gronwall’s Lemma and the Cauchy-Schwartz inequality
imply
(122) ‖ξ‖∞ ≤ ρ1‖y‖2.
This last inequality, together with expression (28), implies
(123) ‖z‖2 ≤ ‖ξ‖2 + ‖B‖∞‖y‖2 ≤ ρ2‖y‖2.
On the other hand, equations (28) and (122) lead to
|z(T )| ≤ |ξ(T )|+ ‖B‖∞|y(T )| ≤ ρ1‖y‖2 + ‖B‖∞|y(T )|.
Then, by the inequality ab ≤ a2+b22 , we get
(124) |z(T )|2 ≤ ρ3(‖y‖22 + |y(T )|2).
The conclusion follows from equations (123) and (124). 
The next lemma is a generalization of the previous result to the nonlinear
case. See Lemma 6.1 in Dmitruk [15].
Lemma 8.4. Let w = (x, u) be the solution of (2) with ‖u‖2 ≤ c for some
constant c. Put (δx, v) := w − wˆ. Then
|δx(T )|2 + ‖δx‖22 ≤ ργ(y, y(T )),
where y is defined by (28) and ρ depends on c.
Lemma 8.5. Let {yk} ⊂ L2(a, b) be a sequence of continuous non-decreasing
functions that converges weakly to y ∈ L2(a, b). Then y is non-decreasing.
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Proof. Let s, t ∈ (a, b) be such that s < t, and ε0 > 0 such that s+ε0 < t−ε0.
For every k ∈ IN, and every 0 < ε < ε0, the following inequality holds∫ s+ε
s−ε
yk(ν)dν ≤
∫ t+ε
t−ε
yk(ν)dν.
Taking the limit as k goes to infinity and multiplying by 12ε , we deduce that
1
2ε
∫ s+ε
s−ε
y(ν)dν ≤ 1
2ε
∫ t+ε
t−ε
y(ν)dν.
As (a, b) is a finite measure space, y is a function of L1(a, b) and almost all
points in (a, b) are Lebesgue points (see Rudin [52, Theorem 7.7]). Thus, by
taking ε to 0, it follows from the previous inequality that
y(s) ≤ y(t),
which is what we wanted to prove. 
Lemma 8.6. Consider a sequence {yk} of non-decreasing continuous func-
tions in a compact real interval I and assume that {yk} converges weakly to
0 in L2(I). Then it converges uniformly to 0 on any interval (a, b) ⊂ I.
Proof. Take an arbitrary interval (a, b) ⊂ I. First prove the pointwise con-
vergence of {yk} to 0. On the contrary, suppose that there exists c ∈ (a, b)
such that {yk(c)} does not converge to 0. Thus there exist ε > 0 and a
subsequence {ykj} such that ykj(c) > ε for each j ∈ IN, or ykj(c) < −ε for
each j ∈ IN. Suppose, without loss of generality, that the first statement is
true. Thus
(125) 0 < ε(b− c) < ykj(c)(b − c) ≤
∫ b
c
ykj(t)dt,
where the last inequality holds since ykj is nondecreasing. But the right-hand
side of (125) goes to 0 as j goes to infinity. This contradicts the hypoth-
esis and thus the pointwise convergence of {yk} to 0 follows. The uniform
convergence is a direct consequence of the monotonicity of the functions
yk. 
Lemma 8.7. [20, Theorem 22, Page 154 - Volume I] Let a and b be two
functions of bounded variation in [0, T ]. Suppose that one is continuous and
the other is right-continuous. Then∫ T
0
a(t)db(t) +
∫ T
0
b(t)da(t) = [ab]T+0− .
Lemma 8.8. Let m = 1, i.e. consider a scalar control variable. Then, for
any λ ∈ Λ, the function R[λ](t) defined in (39) is continuous in t.
Proof. Consider definition (36). Condition V [λ] ≡ 0 yields S[λ] = C[λ]B,
and since R[λ] is scalar, we can write
R[λ] = B⊤Q[λ]B − 2C[λ]B1 − C˙[λ]B −C[λ]B˙.
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Note that B = f1, B1 = [f0, f1], C[λ] = −ψf ′1, and Q[λ] = −ψ(f ′′0 + uˆf ′′1 .
Thus
R[λ] =ψ(f ′′0 + uˆf
′′
1 )(f1, f1)− 2ψf ′1(f ′0f1 − f ′1f0)
+ ψ(f ′0 + uˆf
′
1)f
′
1f1 − ψf ′′1 (f0 + uˆf1)f1 − ψf ′1f ′1(f0 + uˆf1)
=ψ[f1, [f1, f0]].
Since f0 and f1 are twice continuously differentiable, we conclude that R[λ]
is continuous in time. 
Lemma 8.9. [28] Consider a quadratic form Q = Q1 + Q2 where Q1 is a
Legendre form and Q2 is weakly continuous over some Hilbert space. Then
Q is a Legendre form.
Lemma 8.10. [28, Theorem 3.2] Consider a real interval I and a quadratic
form Q over the Hilbert space L2(I), given by
Q(y) :=
∫
I
y⊤(t)R(t)y(t)dt.
Then Q is weakly l.s.c. over L2(I) iff
(126) R(t)  0, a.e. on I.
Lemma 8.11. [14, Theorem 5] Given a Hilbert space H, and a1, a2, . . . , ap ∈
H, set
K := {x ∈ H : (ai, x) ≤ 0, for i = 1, . . . , p}.
Let M be a convex and compact subset of IRs, and let {Qψ : ψ ∈ M} be
a family of continuous quadratic forms over H with the mapping ψ → Qψ
being affine. Set M# := {ψ ∈M : Qψ is weakly l.s.c.} and assume that
max
ψ∈M
Qψ(x) ≥ 0, for all x ∈ K.
Then
max
ψ∈M#
Qψ(x) ≥ 0, for all x ∈ K.
The following result is an adaptation of Lemma 6.5 in [15].
Lemma 8.12. Consider a sequence {vk} ⊂ U and {yk} their primitives
defined by (28). Call uk := uˆ + vk, xk its corresponding solution of (2),
and let zk denote the linearized state corresponding to vk, i.e. the solution
of (12). Define, for each k ∈ IN,
(127) δxk := xk − xˆ, ηk := δxk − zk, γk := γ(yk, yk(T )).
Suppose that {vk} converges to 0 in the Pontryagin sense. Then
(i)
(128) η˙k =
m∑
i=0
uˆif
′
i(xˆ)ηk +
m∑
i=1
vi,kf
′
i(xˆ)δxk + ζk,
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(129) δ˙xk =
m∑
i=0
ui,kf
′
i(xˆ)δxk +
m∑
i=1
vi,kfi(xˆ) + ζk,
where ‖ζk‖2 ≤ o(√γk) and ‖ζk‖∞ → 0,
(ii) ‖ηk‖∞ ≤ o(√γk).
Proof. (i,ii) Consider the second order Taylor expansions of fi,
fi(xk) = fi(xˆ) + f
′
i(xˆ)δxk +
1
2f
′′
i (xˆ)(δxk, δxk) + o(|δxk(t)|2).
We can write
(130) δ˙xk =
m∑
i=0
ui,kf
′
i(xˆ)δxk +
m∑
i=1
vi,kfi(xˆ) + ζk,
with
(131) ζk :=
1
2
m∑
i=0
ui,kf
′′
i (xˆ)(δxk, δxk) + o(|δxk(t)|2)
m∑
i=0
ui,k.
As {uk} is bounded in L∞ and ‖δxk‖∞ → 0, we get ‖ζk‖∞ → 0 and the
following L2−norm bound:
‖ζk‖2 ≤ const.
m∑
i=0
‖ui,k(δxk, δxk)‖2 + o(γk)‖
m∑
i=0
ui,k‖1
≤ const.‖uk‖∞‖δxk‖22 = O(γk) ≤ o(
√
γk).
(132)
Let us look for the differential equation of ηk defined in (127). By (130),
and adding and substracting the term
∑m
i=1 uˆif
′
i(xˆ)δxk we obtain
η˙k =
m∑
i=0
uˆif
′
i(xˆ)ηk +
m∑
i=1
vi,kf
′
i(xˆ)δxk + ζk.
Thus we obtain (i). Applying Gronwall’s Lemma to this last differential
equation we get
(133) ‖ηk‖∞ ≤ ‖
m∑
i=1
vi,kf
′
i(xˆ)δxk + ζk‖1.
Since ‖vk‖∞ < N and ‖vk‖1 → 0, we also find that ‖vk‖2 → 0. Applying
the Cauchy-Schwartz inequality to (133), from (132) we get (ii).

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