An essential part of image analysis is the location and identi cation of objects within the image. Noise and clutter make this identi cation problematic, and the size of the image may present computational di culties. To overcome these problems, a window onto the image is used to focus onto small areas. Conventionally, it is still necessary to know the size of the object to be searched for in order to select a window of the correct size. A method is described for object location and classi cation which allows the use of a small window to identify large objects in the image. The window focusses on features in the image, and an associative memory recalls evidence for objects from these features, avoiding the necessity of knowing the dimensions of the objects to be detected.
Introduction
This chapter describes the application of the ADAM associative memory to a speci c image analysis problem, that of identifying arbitrary objects in an image. In particular, the problem domain is that of document images, and the broad objective of the analysis is the classi cation of the image according to the document's content. The bulk of the content of the document will be found in text, and there has been much work on the segmentation and processing of printed text. However, the make-up of a document is not limited to printed text|the non-textual objects in the document image may provide important contextual information to guide the analysis of the rest of the document.
Each object is modelled as a number of features, not necessarily unique, in a particular xed spatial relationships to each other. When analysing an image, if the features which comprise the object are correctly identi ed, and if they appear in the image in the correct relationship to each other, then it is possible to determine the presence of the object in the image to a level of con dence based on the certainty of correctly identifying the object features. This is the basis of the Generalised Hough Transform (GHT) (Ballard 1 ), used to detect arbitrary shapes in images. The work described here uses the ADAM associative memory neural network to implement the GHT.
Generalised Hough Transform
The Generalised Hough Transform is an extension of the Hough Transform 2;3 to permit the detection of arbitrary, non-analytic shapes. The Hough transform is summarised brie y below, followed by a description of the Generalised Hough Transform.
The original Hough Transform is a method for detecting curves by exploiting the duality between points on a curve and the parameters of that curve. The points which make up the image of a curve are positioned by the parameters which describe the curve { if the parameters of the curve are changed, the positions of the points making up the curve are changed. Conversely, if the points of the curve are shifted, then the parameters required to describe the curve are changed. Given this relationship between the points on a curve and the parameters describing the curve, then each point can be mapped into a set of possible parameter values representing the family of curves on which the point may lie. Taking each point in turn, the sets of possible parameter values may be accumulated. The intersection of these sets represents the set of parameters common to all the points, and thus the parameters which describe the curve.
In the case of the Generalised Hough Transform, the relationship between features in the image and the objects which they represent is recorded in a look-up table, linking each feature with a set of parameter values. Typically, the parameters considered will be the position, orientation and scale of the object. Rather than individual pixels, the features extracted from the image may be edge elements comprising the boundary of the object. In the work presented here, the features used are blocks of pixels representing arbitrary features of the object, and the parameterisation is of feature position and class of object { for each feature, the look-up table stores the class of object in which it occurs and the position of the feature relative to an arbitrary reference point on the object. When a feature is detected, the position information is recalled and combined with the actual position of the feature to give a position for the object. A label for this class of object is accumulated at this position. This parameterisation is therefore translation-invariant. Scale and rotation invariances are not considered.
Object detection is achieved by location of maxima in the accumulator. Typically, the GHT is used to search for a single class of object, and the maxima in the accumulator indicates the particular parameters of the dominant instance of that object. In the implementation described in Section 4, multiple classes of object may be searched for in parallel, and each instance of each class of object will be represented by a peak in the accumulator.
The accumulation of evidence for an object depends upon the location and identi cation of the features which comprise the object. If the object in the image does not match the object template perfectly because of noise, clutter or other distortions, then the probability of detecting and correctly identifying each feature is reduced, and the probability of identifying the entire object is therefore also reduced. The accumulation of discrete pieces of evidence requires the quantisation of the parameters spanning the accumulator. This quantisation makes the algorithm sensitive to small changes in features and their measurement. Thus, noise and clutter may e ect features, which leads to the dispersion of evidence throughout the accumulator rather than the formation of a discrete peak. Grimson and Huttenlocher 4 have analysed the Generalised Hough Transform in detail and produced a formal model of the errors introduced by the quantisation and measurement processes. They model the e ect of inaccuracies in measurement, and predict the e ect of these errors on the accumulation of evidence. The results of their analysis show the method to be sensitive to the number of features which comprise an object model. Using a simple model of noise and clutter in the image, they also show the method to be prone to the generation of false positives.
In the GHT, then, the object model is in the form of a template which describes the features comprising the object, and their relationship to each other. Matching a model to the image data involves a search through all available models to decide which model best ts the data. This search may present a computational problem when there are a large number of models. This is the case when analysing real images. The computational problem is solved by implementing the Generalised Hough Transform using a fast associative memory, ADAM (Advanced Distributed Associative Memory)(Austin and Stonham 5 , O'Keefe and Austin 6;7 ). ADAM is a neural network speci cally designed for image analysis tasks (Austin et al. 8 ). Put simply, the network allows for the association of input and output patterns in a compact form, so that the presentation of an input pattern stimulates the output of the associated pattern without a serial search of the pattern memory. The network has binary weights, and therefore may be held in memory in a compact form, with only one bit per weight. Thus, the network is ideal for performing the sorts of template matching involved in the GHT.
The network is also able to generalise about the features it has been trained to recognise, so that it is able to recognise noisy or corrupted versions of them. It can return a measure of con dence in the recognition of each feature, and can thus be made robust to corruption of the image by noise at the feature level.
3 The ADAM neural network ADAM is a fast, high-capacity associative memory, designed for use in image analysis tasks. The layout of ADAM is shown in gure 2. ADAM uses binary correlation matrix memories (CMMs) to learn and recall associations between input and output arrays of binary data. An example of such a matrix is shown in gure 1. A is the input array and B is the output array. The matrix M represents the outer product of A and B. All elements of M are set to 0 initially. During training, the elements of M record the intersections of the rows corresponding to the bits set to 1 in A, with the columns corresponding to the bits set to 1 in B. At these intersections the elements of the arrays are set to 1. Each subsequent pattern is superimposed on existing patterns, forming the logical OR of the patterns.
To recall an associated pattern from the memory, the test pattern is placed in A and an inner (or dot) product is formed, with the result placed in B. The result will be an integer array which must be thresholded to give a binary result. The thresholding method used is that developed by Austin 5 , and is referred to as N-point thresholding (sometimes termed L-max, Casasent and Telfer 9 ). In this method, every original pattern in B has N bits set. On recall, the N elements of the array which have the highest value are set to 1, and all others are set to 0. The basic structure of ADAM is shown in gure 2. ADAM makes use of two CMMs. Because the input and output patterns may be very large, a single CMM associating input and output would be impractical. ADAM uses an intermediate code or \class" which is much smaller than either of the input or output arrays. The rst CMM learns associations between the contents of In this way, the total size of the matrices is reduced. The input array is tupled. This preprocessing of the input splits it into groups of binary elements (\tuples"). Each tuple decoder interprets the values in its tuples as representing a state. The decoder has a separate output for each state, and sets one, and only one, output corresponding to the state of the tuple. As a consequence of this tupling of the input, linearly inseparable patterns may be classi ed; the input to the rst CMM is much more sparse than the original data, thereby reducing saturation of the memory and increasing capacity; and the number of bits set in the input to the CMM is xed, making thresholding of the output from the CMM simpler. The properties of the memory can be controlled by selecting the size of tuples in the input and output, the size of the intermediate class, and the number of bits set in the class.
Implementation
An object recognition tool for use in the analysis of images has been implemented, using the ADAM neural network to implement the GHT. A block diagram of the structure of the recogniser is shown in gure 3. The recogniser is trained to associate object features with a parameterised description of the object. The recogniser extracts a feature from every point in the image. For features that it has been trained to recognise, the associative memory recalls The evidence for the existence of the object in the image is accumulated as the image is searched. When feature have been extracted from the whole image, the accumulated evidence at each point in parameter space is analysed to determine the location and class of objects in the image. The object is modelled as a set of associations. Each association is between a feature and one or more vector/label pairs. The label is a tag for the class of object, and the vector is the position of the notional object \centre" relative to the feature. The features which are used to describe the objects are m m blocks of pixels selected from a training example of the object.
The label used for the class of the object is an N-point code. That is, it is a string of binary elements of which exactly N are set to 1. This method of encoding the object class allows di erent labels to be superimposed when evidence is accumulated, and allows the dominant label at each position to be retrieved reliably. The position vector is encoded by approximating it to a position in a grid of points surrounding the feature position. Each position in the grid contains the labels for object classes which have appeared at this position relative to the feature during training. The grid is small compared to the size of the image. For example, it might be a 15 15 point grid, covering an area of 75 75 pixels around the feature. The feature is associated with this grid data structure.
As with the GHT, each feature may occur a number of times, and in many di erent classes of objects. The feature is therefore associated with a number of vector/label pairs. The template for the object search is the set of all the features and their associated parameter values.
To locate an object in an image, the recogniser must search for the m m blocks of pixels which constitute the features which have been learned. When a feature is found in the image, the corresponding vector/label pairs are found from the template. From the position of the feature, and the recalled position of the object centre, the location of the putative object in the image is calculated ( gure 4). At this position, the label for the object is accumulated. This is repeated for all vector/label pairs that has been recalled for the feature, and this is repeated for every feature found in the image.
When the whole image has been scanned for features, the accumulated evidence is examined. When an object is actually present in the image, and all or most of its features are found, a large number of labels are accumulated for that object at the position of the object centre. This is apparent as a peak in accumulated evidence. Each object recognised is represente by a peak, and there will also be peaks due to clutter and noise in the image.
The recogniser is trained by teaching the ADAM to associate features (m m blocks of pixels) with object labels and positions. Once the ADAM has been trained, the recogniser can search for the object in any image. At every position, an m m block of pixels is extracted. If the ADAM recognises this block of pixels as a known feature, it recalls the associated grid structure containing the vector/label pairs. Recognition of a feature is determined by the con dence with which the rst CMM produces the intermediate code | a high con dence implies recognition of a feature, and low con dence implies the feature is not recognised. Object labels appear on the grid points corresponding to the object position relative to the feature. This may be performed in parallel by an array of ADAM networks, although it is currently simulated in software. The contents of this recalled grid are added into an accumulator grid. The accumulator grid covers the whole image, with cells in the accumulator grid mapping onto points in the image. The grid structure associated with a feature, and recalled from the memory, is added into the accumulator at the position of the feature in the image. Thus, at each position in the accumulator some number of labels is accumulated, corresponding to putative objects in the image, for which there is some feature evidence belonging to the object.
Once the whole image has been scanned for features, and the evidence has been accumulated, object positions are determined. This is done by looking at every cell in the accumulator and determining whether the accumulated evidence in that cell exceeds the threshold for an object. Assuming that the ADAM has been trained to recognise more than one object, then each cell of the accumulator may hold labels for more than one class of object. This is illustrated in gure 5. To determine which is the dominant class of object at this location, the contents of the accumulator cell is N-point thresholded. That is, the N largest elements in the cell are selected. This gives us the object label \0 0 1 0 0 1". To determine the level of con dence in this label, the di erence between the \strength" of this label and the other labels in the cell (which are treated as noise) is compared with the response expected from the object model.
Results
To demonstrate the capabilities of the recogniser, it has been applied to the problem of recognising objects in fax images. These images present di culties because of their size, and the presence of noise in the images.
The test images are shown in gure 6. The clean data is in gure 6(a). The characters in the test image are shown at their actual size, and are treated as arbitrary objects to be identi ed, rather than as characters per se. The recogniser has been trained on one instance of the object \A" in the fragment of image shown in gure 6(a). The feature size is 11 11 pixels, and the position of the feature relative to the object is approximated by an 19 19 grid, with 10 pixels between grid points. The recogniser was then presented with both the clean image used for training, and a corrupted version of the same image ( gure 6(b)). The recognition process takes in the order of one minute, running on a Hewlett Packard HP9000/715 workstation (33MHz). Figure 7 shows the results of the processing. The x and y axes of the plots correspond to the x and y axes of the images. The z axis shows the con dence with which the class of objects has been located at each point in the image. The higher the peak on the map, the higher the con dence that the object is at that point (con dences are scaled to a maximum of 256). It can be seen in gure 7(a) that both instances of object \A" have produced peaks in the (b) (a) Figure 6 : Test images (a) fragment of a fax (b) fragment after addition of noise accumulator. However, the detection of the objects is far from satisfactory. The left-hand peak in gure 7(a) is actually a double peak, indicating that the evidence for the object has been spread over two adjacent cells in the accumulator. This is due to the coarseness of the quantisation of the vector. The right-hand peak is lower than the left, showing a lower con dence in the detection of this object. There is also a considerable amount of noise in the accumulator. This is the result of detection and recognition of features which are not part of an object. Figure 7 (b) shows the large reduction in con dence which occurs when noise is added to the image. Both objects are barely distinguishable.
The presence of clutter (extraneous features) and noise complicates the recognition process. In order to overcome these problems, changes to the parameterisation used to model objects and the introduction of feedback into the recognition process have been implemented 11 . The object will be modelled in terms of the position of each features relative to all others within a certain distance. Recognition of a feature will result in the recall of a grid structure containing labels for features, as well as labels for objects. The feature information will be fed back to the recogniser, so the recognition process at any position will be informed by the image data at that position, and the supporting evidence from nearby features. Where there is insu cient supporting evidence, the feature will not be recognised. In this way, clutter will be suppressed, and noisy features which are part of an object are more likely to be recognised, improving the recognition con dence.
Another step in the development is the transition to specialised hardware.
The C-NNAP processor (Austin et al. 10 and chapter ??) is designed to implement ADAM directly in hardware, and to run ADAMs in parallel. Migration to this hardware will give two orders of magnitude increase in the speed with which images are analysed.
(a) (b) Figure 7 : Results of processing. Each map shows the con dence with which the class of objects has been located at each point in the image. Con dences are scaled to a maximum of 256.
Conclusions
We have implemented an object recogniser, using a GHT-like algorithm. The ADAM has been used to provide a fast associative look-up. The drawbacks of the system at the moment relate to the cost of implementing ADAM in software. Even for small numbers of object models with relatively few features, large correlation matrix memories are needed, so the bene ts of this implementation are not apparent for small problems. The system also su ers from noise and clutter in the image, and the next stage of development is the inclusion of feedback, so that the recogniser can iterate towards a solution, labelling objects con dently and suppressing the e ects of noise. However, the system can search for multiple objects in parallel | features in the image prompt the recall of the associated object or objects directly, without a serial search of the memory. The search of the image for features is also an obvious candidate for parallelisation, since the detection of a feature and the recall of the object information at any location is independent of feature detection in the rest of the image. When the recogniser is implemented using the C-NNAP hardware, rather than simulating this in software, a considerable increase in speed is expected.
