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Introduction
In this work we present what seems to be a novel approach to conformal field
theories in the spirit of [Segal, 2004]. Compared with the classical approach
to the subject, our definition relies on only very few results from the theory of
quasiconformal mappings (most necessary results are summarized in chapter 4).
This is an obvious advantage to those wanting to learn or teach the subject. In
fact, this work grew out of our own attempt to study [Costello, 2007b], and we
will mostly adhere to the notations and terminology therein.
Conformal field theories should be thought of as representations of Segal’s
category, a category enriched over topological spaces. It is a kind of cobordism
category: the objects of this category are intervals and circles, and the mor-
phisms are represented by Riemann surfaces with boundary with the in and out
objects embedded into the boundary of the surface.
Our first task will be to define Segal’s category. As we will see, defining
the set of morphisms will be quite easy. It is the definition of the topology
of these sets (“when are two Riemann surfaces close to each other?”) and the
composition of morphisms (“how can two Riemann surfaces be sewed?”) which
will require quasiconformal mappings.
Quasiconformal mappings can be thought of as mappings which have the
right amount of flexibility: they are flexible enough so that we may freely de-
form a surface, thus obtaining topologically equivalent (but conformally distinct)
surfaces, and also flexible enough so that we may align the boundaries of two
surfaces, allowing them to be sewed. Yet these maps retain much of the appeal-
ing regularity of conformal mappings, allowing us to economically keep track of
all this stretching and deforming by means of Beltrami differentials (which are
locally just measurable complex-valued functions).
Our work is structured as follows. In chapter 2 we define the objects and the
morphism sets of Segal’s category. In chapter 3 we make a didactic attempt to
topologize the morphism sets and define composition maps using smooth map-
pings. This attempt will present us with ample evidence to the necessity of a
more flexible kind of mapping, thus motivating the introduction of quasiconfor-
mal mappings in the next chapter. Chapter 4 surveys, with accurate references
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but no proofs, some results from the theory of QC mappings and also contains
proofs of corollaries which facilitate the application of these results.
Chapters 5 and 6 contain the heart of our work. In chapter 5 we define
quasiconformal surfaces and the bundle of Beltrami differentials over it. We can
then represent morphisms as measurable sections of this bundle. In chapter 6 we
use this improved representation to define the topology of the morphism spaces
and the composition maps, and prove that they are continuous and associative.
Chapter 7 and 8 fill in some details in the definition of conformal field the-
ories and then define topological conformal field theories. The latter are also
representations of a category; this category is obtained from Segal’s category by
replacing the morphisms spaces by chain complexes and adjusting the compo-
sition maps accordingly.
Appendix A contains a proof of a classification theorem for parameterized
surfaces, based on the well-known classification of surfaces with boundaries. In
appendix B we prove that the image of the boundary after the sewing is smooth.
Chapter 2
The Objects and
Morphisms of Segal’s
Category
We will denote Segal’s category by MΛ. It is a symmetric monoidal category
enriched over the category of topological spaces (cf. chapter 8).
Here Λ represents a certain set, called “the set of D-branes”. To ease the ex-
position and notation we assume this set consists of a single element. The simple
modifications needed to accommodate |Λ| > 1 will be explained in chapter 7.
An object of MΛ is a pair of non-negative integers, (C,O). One can think of
this as short hand for (S1)C
∐
[0, 1]O with some fixed orientation1. A morphism
between two such objects is represented by a Riemann surface with boundary,
with an embedding of the two objects into its boundary. We now make these
ideas more precise.
We denote by H,H the open and closed upper half-planes, respectively. A
map f : U → C defined on a relatively open subset U ⊆ H will be called
holomorphic if it is continuous and holomorphic on U ∩H.
For us, a Riemann surface X is a smooth oriented manifold with boundary
with an atlas of local diffeomorphisms onto open subsets of H (or sometimes C,
to ease notation) such that the transition maps are bi-holomorphic.
Remark 2.1. The following somewhat technical observation will be useful:
one could start with a Hausdorff topological space2 X, and consider atlases of
homeomorphisms fα : Uα → Vα onto open subsets of H such that the transition
maps are biholomorphic in the sense above.
Under these conditions we want to claim that the fα’s can be used to define
1Thus our objects correspond to isomorphism classes of compact oriented 1-dimensional
manifolds with ∂.
22nd countability follows from the other assumptions in this case.
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a unique smooth structure of a manifold with boundary on X such that all
holomorphic maps are smooth.
Clearly it is enough to show that any transition map f2 ◦ f−11 is smooth at
f1(p), where p ∈ U1 ∩ U2 is some boundary point. Restricting as necessary we
may assume U1 = U2 =: U is a simply connected domain.
The transition map f2 ◦ f−11|f1(U)∩H is then a Riemann mapping between the
domains fi(U) ∩H. Note that the real boundary segments fi(∂X ∩ U) are free
boundary segments3. The reflection principle now implies that f2 ◦ f−11|f1(U)∩H
extends holomorphically to some neighbourhood of these real segments. Since
the continuation to the boundary is unique the same is true for f2 ◦ f−11 . In
particular this function is smooth at f1(p).
In fact, we see that all sensible definitions for a Riemann surface with bound-
ary are equivalent. We can require the transitions to be: continuous up to
boundary / smooth up to boundary / holomorphic across the boundary...
Definition 2.2. An open-closed Riemann surface X from (C−, O−) to
(C+, O+), denoted also X : (C−, O−) ⇒ (C+, O+), consists of the following
data:
1. A Riemann surface with boundary.
2. Smooth embeddings α− : (S1)C− ↪→ ∂X and α+ : (S1)C+ ↪→ ∂X.
3. Smooth embeddings β− : [0, 1]O− ↪→ ∂X and β+ : [0, 1]O+ ↪→ ∂X
we require that X be compact; that the images of the parametrization maps
are disjoint; and that α+, β+ preserve orientation (with respect to the induced
outward normal orientation on the boundary) and α−, β− reverse orientation.
Two OCR-surfaces X,Y are considered equivalent if there’s a biholomor-
phism f : X → Y which respects the parameterizations of the boundary. We
can define MΛ((C+, O+), (C−, O−)) as the set of equivalences classes4.
We will sometimes want to forget some of the structure of an OC-Riemann
surface, e.g. talk about OC-smooth surfaces and the like. At any rate, we
will only consider oriented surfaces and orientation-preserving morphisms. For
a definition of orientation in the category of topological surfaces see [Lehto and
Virtanen, 1973, pg. 8-9].
An (orientation-preserving) mapping between surfaces with parametrized
boundary is said to be rel-∂ if it respects the parametrization of the boundary.
3Cf. §4.3 for the definition of a free boundary segment. See also [Ahlfors, 1978, pg. 233]
where this is called a “free one-sided boundary segment”.
4Some care needs to be taken if one wants to show that this is a proper set. At any rate
this definition will not be used; in what follows we will give a much more tangible construction
of this set.
Chapter 3
Smooth Deforming and
Stretching
To proceed with the definition of Segal’s category we need to define a topology
on the set of morphisms, as well as continuous composition maps. Clearly the
representation of a surface by a collection of charts is unwieldy and redundant.
What is needed is a way to bundle OCR-surfaces together.
Let us describe how one might do this by thinking of OCR-surfaces as smooth
deformations of one another. This construction will allow us to topologize the
morphism space, and will be analogous to the construction we’d utilize eventu-
ally. It will also exhibit clearly why smooth maps are deficient in defining the
sewing of Riemann surfaces, and thus motivate the introduction of quasiconfor-
mal mappings in the next chapter.
We say that two OCR-surfaces (C−, O−)⇒ (C+, O+) have the same OC-
smooth type if there’s a diffeomorphism rel-∂ between them. We some-
times record the in and out objects when discussing OC-smooth types, e.g.
τ : (C−, O−) ⇒ (C+, O+). For the classification of OC-smooth types in terms
of discrete data, see corollary A.3.
Let us focus on one OC-smooth type τ , and fix an OC-smooth model Σ = Στ
for it. Let J (Στ ) → Στ be the subbundle of End(TΣ) → Στ whose fiber over
the point p ∈ Στ is
J (Στ )p = {J ∈ End(TΣ)p|J2 = −Id}
We call smooth sections C∞(Σ,J (Στ )) almost complex structures on
Στ . It is easy to see that every conformal structure on Σ which agrees with the
smooth structure gives rise to an almost-complex structure corresponding to
“multiplication by i” in the tangent space, and that this almost complex struc-
ture determines the complex structure completely (i.e. this map is injective).
It is a non-trivial fact that this map is also surjective - every smooth almost-
complex structure on Σ is obtained from a complex structure in this way. See
11
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[Chern, 1955] for a proof. Theorem 4.14 is the quasiconformal analogue of this
result which we will use.
Let X be an OCR-surface of type τ , and f : Σ → X a diffeomorphism rel-
∂. Complex multiplication by i gives a smooth section JX ∈ C∞(X, (J (X))),
and by pulling back we obtain an almost complex structure on Σ, f∗JX ∈
C∞(Σ, (J (Σ))).
Clearly, if fi : Σ→ Xi, i = 1, 2 satisfy f∗1 JX1 = f∗2 JX2 , then f2 ◦f−11 : X1 →
X2 is a biholomorphism, though not all biholomorphisms between X1 and X2
are obtained in this way. X1 and X2 are biholomorphic if and only if there
exists some diffeomorphism rel-∂ ψ : Σ→ Σ such that f∗1 JX1 = ψ∗f∗2 JX2 . Thus
we are lead to consider the quotient
MΛ(τ) := C∞(Σ, (J (Σ)))/Diffeo(Σ),
where Diffeo(Σ) denotes the group of self-diffeomorphisms of Σ rel-∂. The above
discussion shows that the points of type τ of the morphism space are in bijective
correspondence with MΛ(τ). The total morphism space is then the disjoint
union over OC-smooth types:
MΛ((C−, O−), (C+, O+)) :=
∐
{τ |τ :(C−,O−)⇒(C+,O+)}
MΛ(τ)
Note that this set has a natural topology, induced from the L∞ operator
norm on sections of End(TΣ) through the canonical constructions of subset,
quotient and disjoint union topologies.
Let τ1 : (C−, O−) ⇒ (C0, O0) and τ2 : (C0, O0) ⇒ (C+, O+) be composable
OC-smooth types, and let us try to define the continuous composition maps
MΛ(τ1) ×MΛ(τ2) → MΛ(τ2 ◦ τ1) (cf. remark A.4 about the composition of
OC-smooth types). We focus first on the case that O0 = 0, i.e. the sewing is
along closed boundary circles only.
If we fix smooth models Σ1,Σ2,Σ12 (e.g., by fixing Σ12 and then drawing
closed curves that bisect it) and then try to glue two almost complex structures
together, we immediately run into trouble since the sections may not even have
the same limit near the cut. Note, however, that there are many smooth struc-
tures on the topological union Σ1 ∪ Σ2 that are compatible1 with the smooth
structures on the pieces (to see this, consider first the various smooth structures
on [−1, 1] which are compatible with the usual smooth structures on [−1, 0] and
[0, 1]). In fact, it is not hard to see that there are smooth structures on Σ1 ∪Σ2
for which the almost complex structures can be glued at least continuously -
these are precisely the smooth structures which identify the vector field dα1dt
with dα2dt and the vector field (f
∗
1 JX1)
dα1
dt with (f
∗
2 JX2)
dα2
dt . Here
dαi
dt is the
unit velocity vector field along ∂Xi defined by the parametrization αi.
So it seems plausible, and in fact in appendix B we show it to be true, that
there is a smooth structure on Σ1 ∪ Σ2 compatible with the smooth structures
1We say a smooth structure on Σ1 ∪Σ2 is “compatible” with the smooth structures on Σ1
and Σ2 if the restrictions of every smooth map on Σ1 ∪ Σ2 to Σ1 and to Σ2 are smooth.
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on Σ1,Σ2, which allows the two almost complex structures on the pieces to
be glued smoothly, and thus define an almost complex structure on the sewed
surface. But even considering only the continuity requirement it is evident that
for different pairs of almost complex structures, different smooth structures will
be needed to facilitate the gluing. This implies that we need to step out of the
smooth category in order to be able to bundle all of the relevant smooth struc-
tures together, and quasiconformal mappings will allow us to do that. Another
intimately related motivation for turning to the quasiconformal category is that
the gluing of smooth maps is not necessarily smooth, so if we want the gluing
of almost complex structures to descend to the quotient, i.e. to the morphism
space, we must look for a category in which the gluing of two automorphisms is
again an automorphism.
Our final motivation for turning to QC mappings is related to the open
boundary components. While it is intuitively - and topologically - quite clear
what we mean by sewing two surfaces along an open boundary component, there
is in fact no smooth structure on Σ12 which is compatible with Σ1 and Σ2 in this
case. This is because we need to introduce corners in the smooth boundaries of
Σ1 and Σ2 before we can piece them together to form a new smooth boundary
(see figure 3.1). More formally, if we consider a chart of the glued surface and
the two pieces near an endpoint of an open boundary segment we see that the
transitions cannot be diffeomorphic - if we look at each surface in the separated
picture, for every point p (including boundary points) there’s a smooth path
whose midpoint is p. This is not true if we look at any one piece of the glued
picture - there’s no smooth path whose midpoint is the endpoint of the boundary
segment. In contrast to this, quasiconformal maps can introduce corners, and
so the QC category facilitates sewing along open boundaries as well.
Figure 3.1: When gluing along open boundary segments we must first introduce
corners.
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Figure 3.2: Before sewing, every point p is a midpoint of a path. The same
cannot be said for the corners after the sewing.
Chapter 4
Quasiconformal Mappings
In this chapter we highlight the necessary ingredients of the theory of quasi-
conformal mappings, and prove a few lemmas which demonstrate how they may
be utilized.
[Lehto and Virtanen, 1973] is a very thorough and well-written introduction
to the theory of quasiconformal mappings. In what follows, we will continuously
refer to this book simply as [LV].
The lecture notes [Ahlfors, 2006] can be used as a more rapid introduction
both to QC mappings and the basics of Teichmu¨ller theory.
4.1 The Geometric Definition
Let G,G′ be open domains in the plane. Here and in what follows, when we
speak of “the plane” we always mean the extended plane, i.e. the Riemann
sphere. A mapping for us will always be an orientation-preserving homeomor-
phism G→ G′, unless otherwise stated. Roughly speaking, a mapping is quasi-
conformal if it is close to being conformal, and hence does not distort angles too
much. To make this more precise we need the notion of a topological quadrilat-
eral.
Definition 4.1. A quadrilateral is a Jordan domain1 Q with a 4-tuple of
distinct points (z0, z1, z2, z3) on its boundary. We assume that these points (or
“vertices”) are ordered with positive orientation relative to Q2. We will speak
of the quadrilateral Q(z0, z1, z2, z3) or sometimes just Q, for short.
A rectangle is a quadrilateral whose sides are parallel to the coordinate
axes and whose vertices coincide with the corners.
1A Jordan curve is a subset of the plane which is homeomorphic to the circle. A Jordan
domain is a domain (connected, open subset of the plane) whose boundary is a Jordan curve.
By the celebrated Jordan theorem, the complement of a Jordan curve is disconnected and
consists of two Jordan domains.
2More precisely, choose a conformal mapping Q→ D where D is the unit disc. The images
of the points should appear in cyclic order when we traverse the circle in a counter-clockwise
fashion.
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By the Riemann mapping theorem every quadrilateral can be mapped con-
formally onto any other Jordan region in the plane, and this map extends con-
tinuously to a homeomorphism of the boundaries3. If φ is such an extended
mapping between Q and φ(Q), We consider the quadrilateral Q(z0, z1, z2, z3)
equivalent to φ(Q)(φ(z0), φ(z1), φ(z2), φ(z3)).
Definition 4.2. The module of Q is the unique positive number M such that
the rectangle R(0,M,M + i, i) is equivalent to Q. We will also write M(Q) for
the module of the quadrilateral Q.
To see that this is well-defined, let Q be any quadrilateral with distinct
marked points on the boundary. We can map Q to the upper half plane, and
then use a real Mo¨bius transformation to send Q(z1, z2, z3, z4) to Q(−1, 0, 1, x).
Finally, we apply the Schwarz-Christoffel formula4 to map the upper half z-plane
to a rectangle of the form R(0,M,M + i, i) in the w-plane:
w = C
∫ z
0
dz′√
z′(z′2 − 1)(z′ − x) + C
′.
Clearly, the equivalence class of Q then also contains all similar rectangles.
We still need to show uniqueness. Using the reflection principle, extend any
mapping between rectangles R and R′ to a conformal mapping of C; such a
mapping must be of the form z 7→ az + b and we see that equivalence classes
cannot contain more than one similarity class of rectangles. In particular, every
equivalence class contains a unique rectangle of the form R(0,M,M + i, i).
We say that a quadrilateral is in G if its closure is contained in G.
Definition 4.3. Let K be a finite, positive number. A mapping f : G→ G′ is
called K-quasiconformal if for any quadrilateral Q in G we have
1
K
M(Q) ≤M(Q′) ≤ KM(Q)
where Q′ is the quadrilateral in G′ which is the image of Q under f .
We will sometimes find it sufficient to say that f is quasiconformal when it
is K-quasiconformal for some finite K. The minimal K for which f is K-QC is
called the maximal dilatation of f .
We list a few immediate consequences of the definition
Lemma 4.4. 1. f and f−1 have the same maximal dilatation.
2. The class of K q.c. mappings is invariant under conformal mappings.
3. The composite of K1 and a K2 QC mapping is K1K2 QC.
It is also possible to show that a map which is 1-QC is in fact conformal (the
converse is immediate).
3 For the second assertion, see [Arsove, 1968]. In fact the proof generalizes to QC mappings,
see [LV, pg. 81]
4See [Ahlfors, 1978, pg. 236].
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4.2 The Analytic Definition
Quasiconformal mappings turn out to be very well-behaved analytically. In this
chapter we will give necessary and sufficient analytic conditions for a function
to be quasiconformal.
Let D,D′ be two domains in C, and let f : D → D′ be an orientation-
preserving mapping which is regular (differentiable with nonzero jacobian) at
p ∈ D. Suppose we try to pull back the usual complex structure on D′ to
D along f . We’d like to find an economic way to describe that part of dfp
which determines the almost complex structure at p. We can always write
dfp(z) = Az+Bz, where A = A(p), B = B(p) are complex numbers. It is then an
easy matter to check that the complex structure is determined uniquely by the
complex dilatation µf (p) =
B
A . This is also written as µ =
fz
fz
= df/dzdf/dz
5. Thus
when we compare almost complex structures, it is more natural to consider the
complex dilatation rather than the tensor J ∈ End(TX) which we encountered
in chapter 3. For orientation preserving diffeomorphisms we have |A| > |B|, so
|µ| < 1.
One calculates that if f is a real affine mapping, then µ is constant in D and
is related to the maximal dilatation K of f by |µ| = K−1K+1 . Thus we can think
of the absolute value of µ as an infinitesimal measure of the dilatation of f . For
more precise results along these lines, see [LV, pg. 197].
Definition 4.5. A mapping f : G→ G′ is called absolutely continuous on
lines if for every rectangle R in G−{∞}−{f−1(∞)}, f is absolutely continuous
on almost every horizontal and almost every vertical line segment of R.
Lemma 4.6. Functions which are ACL are differentiable almost everywhere.
Proof. Note that an absolutely continuous function [a, b] → C is differentiable
almost everywhere6. Then the following striking result of Gehring and Lehto7
establishes the claim.
Let G and G′ be domains in the finite plane and f : G → G′ a homeo-
morphism having finite partial derivatives almost everywhere in G. Then f is
differentiable almost everywhere in G.
Theorem 4.7. An orientation-preserving homeomorphism f : G → G′ is K-
quasiconformal if and only if:
(a) f is absolutely continuous on lines and
(b) | dfdz | ≤ K−1K+1 | dfdz | almost everywhere ( dfdz and dfdz are defined where f is differ-
entiable, which is a.e. given (a)).
For the proof, we refer the reader to [LV, pg. 168].
5The notation A = df
dz
, B = df
dz
does not refer to a limiting process.
6This is proved in most textbooks on measure theory, and also in [LV, III 2.7].
7For the proof, see [LV, III, Theorem 3.1].
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Note that while the analytic definition is easier to work with, some of the
so-called immediate consequences of the geometric definition are not so easy to
prove. Usually the trouble is in proving absolute continuity on lines.
On the other hand, there are results which are easier to prove using the
analytic definition. The following useful lemma says that K-quasiconformality
is a local property. This is proved in [LV, pg. 48] using geometric estimates,
but the analytic definition allows us to supply an easier proof.
Lemma 4.8. An orientation-preserving homeomorphism w of a domain G is
K-quasiconformal iff it is locally K-quasiconformal. That is, if for every point
z ∈ G there exists some open U , z ∈ U ⊂ G s.t. w|U is K-quasiconformal.
Proof. If f is QC then it is locally QC.
For the other direction note that a map which is locally K-QC is differen-
tiable a.e. and its complex dilatation is bounded by K−1K+1 . It remains to show
that it is ACL. For this let R = [a, b] × [c, d] be a rectangle in G − {∞} −
{w−1(∞)}. By standard Lebesgue-number arguments we can choose partitions
a = x0 < x1 < · · · < xn = b and c = y0 < y1 < · · · < yn = d so fine that
w is K-QC in an open subset containing each Rij := [xi−1, xi] × [yj−1, yj ],
i, j = 1, ..., n.
A map R → C which is absolutely continuous on [x0, x1] and on [x1, x2] is
absolutely continuous on [x0, x2], so the set
{y ∈ [yj−1, yj ]|w|[a,b]×{y} is absolutely continuous}
contains all points of [yj−1, yj ] perhaps except for points in the union of n sets
of measure 0. We conclude that the union of these sets for j = 1, ..., n differs
from [c, d] in a set of measure 0. The vertical segments can be dealt with
symmetrically and the result is proven.
4.3 The Reflection Principle
We will want to consider QC mappings for subsets of the plane which are not
necessarily open.
A homeomorphism w : S → S′ between two arbitrary sets in the plane will
be called K-quasiconformal if it admits a K-quasiconformal extension to an
open neighbourhood of every point in the domain. Note that if S happens to
be open then S′ is open too8 and in this case this definition is equivalent to the
previous one by lemma 4.8.
While this definition has the merit of being a local property, it is somewhat
awkward to work with. Fortunately we will not need to use it in full generality,
as we’re mostly interested in the case when S, S′ are relatively open subsets of
H. In this case we will to show that a map is K-quasiconformal (locally) iff it
admits a K-QC extension to open neighbourhoods of S, S′ in the plane. This
8See theorem V.13.2 in [Newman, 1992].
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calls for an application of the reflection principle, which can be generalized to
QC mappings as follows.
Recall that reflection in a circle C (or a circular arc representing it) is an
involution of the plane defined by z 7→ C(z) := T−1(T (z)) where T is any
Mo¨bius transformation which sends C to the real axis.
Let G be a domain in the plane. An open Jordan arc (or curve) C on the
boundary of a domain G is called a free boundary arc of G if:
1. Every point on C contains an open disc whose intersection with the bound-
ary of G is contained in C.
2. If E is the connected component of the boundary of G which contains C,
then E − C is connected.
We say that G admits reflection in an open circular arc C if (a) C is a free
boundary arc of G, and (b) G does not intersect C(G), the domain which is
obtained from G by reflection in C. In this case G ∪ C ∪ C(G) is a domain.
It is important to note that if U is any relatively open subset of H then U∩H
admits reflection in any connected component of U ∩ R.
Theorem 4.9 (The Reflection Principle). Let G and G′ be two Jordan domains
which admit reflection in C and C ′, respectively. If w : G → G′ is K-QC
mapping which extends to a homeomorphism of G ∪ C onto G ∪ C ′, then w
extends to a K-QC mapping wˆ : G ∪ C ∪ G∗ → G′ ∪ C ′ ∪ G′∗ according to the
rule w(C(z)) = C ′(w(z)).
Remark 4.10. It immediately follows from our assumptions that wˆ is a home-
omorphism which is differentiable a.e. and whose complex dilatations satisfy
the required bound a.e. in G and in G′, and hence a.e. in G ∪ C ∪G′.
This does not establish that wˆ is K-QC, as we have not proved that the
map is ACL. This gap seems to be non-trivial, even when C is a real line
segment, since it is not necessarily true that a function which is ACL in the
upper and lower open half planes is ACL in the plane. To see this, consider the
map (x, y) 7→ y sin 1/y, which is absolutely continuous on every vertical interval
{x} × [−1,−a] and {x} × [a, 1] for a > 0, but is not absolutely continuous on
[0, 1]× [−1, 1].
A proof of theorem 4.9 which relies on geometric estimates can be found in
[LV, pg. 46]. The result there is stated under the assumption that C and C ′
merely “correspond to one another under w”. This is easily shown to follow
from our assumptions.
Consider again the special case where U,U ′ are open subsets of H, and let
w : U → U ′ be a homeomorphism. w maps U ∩ R onto U ′ ∩ R, since the real
points are precisely those points whose removal from U (resp., U ′) does not
alter the fundamental group. We may therefore apply the reflection principle to
w|U∩H to obtain
Lemma 4.11. For a homeomorphism w : U → U ′, U,U ′ relatively open subsets
of H, the following conditions are equivalent:
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(a) w is K-QC (locally around each point)
(b) w|U∩H is K-QC
(c) w admits a K-QC extension to an open neighbourhood of U in the plane.
4.4 Bending and Gluing
We now show that quasiconformal mappings overcome two obstacles that we
stumbled upon in the previous chapter when we restricted ourselves to working
with smooth maps. Namely, we want to show that QC mappings allow us to
introduce corners in the boundary, and that they can be glued along straight
lines.
Lemma 4.12. The mapping σ : H→ Q given by σ(z) = √z is quasiconformal.
Here Q is the closed first quadrant of the plane.
Proof. Let φ : S1 → S1 be an orientation-preserving C1-homeomorphism with
φ(eiθ) = eiθ/2 for 0 ≤ θ ≤ pi. We can extend this to a homeomorphism σ : C→ C
by setting σ(reiθ) = r1/2φ(eiθ). σ is a homeomorphism which is C1 away from
the origin. It is ACL, since it is differentiable on all vertical and horizontal line
segments that do not pass through the origin. Its differential multiplies radial
vectors by 1
2
√
r
and multiplies vectors tangent to circles centered at the origin
by a real scalar ∈ [minS1 dφdθ
√
r
r ,maxS1
dφ
dθ
√
r
r ]. We deduce that its maximal
dilatation is max
{
1
2 maxS1
dφ
dθ , 2/minS1
dφ
dθ
}
. It follows that σ is QC on C by
theorem 4.7, and σ(H) = Q, as desired.
Let Q1, Q2 be the first and second closed quadrants in the plane (so H =
Q1 ∪ Q2). Let L = Q1 ∩ Q2 be the non-negative imaginary axis. Let U, V be
open subsets of H, and set Ui := U ∩Qi, i = 1, 2.
Lemma 4.13. Assume f : U → V is a homeomorphism. Then f is QC iff
fi := f|Ui are QC for i = 1, 2.
Proof. If f is QC then so are the fi. For the other direction, assume that f|Ui
are QC, and note that by lemma 4.11 it suffices to prove that f is QC in U ∩H.
Clearly f is differentiable almost everywhere in U ∩ H and ‖µf1∪f2‖∞ =
max(‖µf1‖∞, ‖µf2‖∞). We must therefore show that f is ACL.
Let R := [a, b] × [c, d] ⊂ U ∩ H be a closed rectangle. Clearly we can focus
our attention on the case when a < 0 < b. By compactness we can choose a
partition c = y0 ≤ y1 ≤ · · · ≤ yn = d and  > 0 such that both f1 and f2 admit
a K-QC extension to open neighbourhoods which contain [−,+] × [yk, yk+1]
for every k. Let Ak, Bk, Ck, Dk denote the rectangles obtained as the product of
the vertical segment [yk, yk+1] with the horizontal segments [a,−], [−, 0], [0, ]
and [, b], respectively (see fig. 4.1). We find that f1∪f2 is absolutely continuous
on a.e. horizontal and vertical segments of the Ak, Bk, Ck, Dk and therefore, as
in the proof of lemma 4.8, f1 ∪ f2 is absolutely continuous on a.e. horizontal
and vertical segment of R.
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Figure 4.1: By assumption, f1 and f2 are ACL on each of the depicted rectangles.
4.5 Transformation Rule for Complex Dilata-
tions
Let f and g be quasiconformal mappings. A straightforward application of the
chain rule gives:
µg ◦ f = fz
fz
µg◦f − µf
1− µfµg◦f (4.1)
one should think of this as a transformation rule; we will use it to construct a
geometric object in §5.2. It is also good to note that this presents the relation
between µg ◦ f and µg◦f as a Mo¨bius transfomration of the unit disc (which
varies from point to point according to the derivatives of f). In particular, if
g1, g2 are two QC functions then d(µg1 , µg2) = d(µg1◦f , µg2◦f ) where d(s1, s2) is
the essential supremum of the hyperbolic distance between s1(z) and s2(z).
4.6 Prescribing Complex Dilatations
We turn now to one of the deepest and most surprising result about QC map-
ping; indeed this may be thought of as “the fundamental theorem of quasicon-
formal mappings”. There are several ways to prove this result, all of which
require considerable effort. [LV, Chapter V] contains a complete proof as well
as proof-sketches and references for other lines of reasoning.
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Theorem 4.14. If G is a domain and χ an arbitrary measurable function in
G with
sup
z∈G
|χ(z)| < 1,
then there exists a quasiconformal mapping w of G whose complex dilatation
coincides with χ almost everywhere in G.
A few remarks are in order. First, this is often interpreted as an existence
theorem for solutions of the Beltrami differential equation
wz = χwz. (4.2)
A solution in this context means either a “solution almost everwhere” or al-
ternatively a solution “in the weak sense” (of distributions, i.e. functionals on
smooth compactly supported test functions).
By the formula for composition of complex dilatations we see that if w1 :
G → G1 and w2 : G → G2 are two maps with the same complex dilatation χ
then w2 ◦ w−11 : G1 → G2 has complex dilatation 0 a.e. in G1. It follows that
it is 1-QC, hence conformal. Thus the solution of equation (4.2) is unique up
to suitable normalization. E.g., if G is the entire (extended) plane then we may
specify the images of 0, 1 and ∞.
4.7 Sketch of Complex Sewing
The existence and uniqueness theorem has many applications. Let us give a
rough sketch of how it may be used to sew complex structures. The precise
details of this construction will be taken up in chapter 6.
Let X1 : (C−, O−)⇒ (C0, O0) and X2 : (C0, O0)⇒ (C+, O+) be two OCR-
surfaces (we say that they are composable, since they represent composable
morphisms). We can glue the two surfaces topologically according to the bound-
ary parametrization. Let us denote the resultant surface by X12
9. We claim
that there’s a unique conformal structure on X12 such that for any open set
U ⊂ X12 a continuous function U → C is analytic iff f|U1 and f|U2 are analytic
(according to the conformal structures on X1 and X2), where Ui = Xi∩U−∂Xi.
To define this structure we use smooth mappings (which, restricted to rel-
atively compact sets, are quasiconformal) to align charts of X1 and X2 near
the common boundary according to the parametrization, after introducing the
appropriate corners for open boundary segments using lemma 4.12. We keep
track of the complex structures on X1 and X2 by the complex dilatation of the
modified charts we are using. The complex dilatations may not agree on the
seam (the common boundary), but since it has measure zero this does not pose
a problem. We can now appeal to the existence theorem to find a conformal
chart of the glued surface with the prescribed complex dilatations. This chart
9We already mentioned the problems with giving this surface a smooth structure. In the
next chapter we will see that we can in fact think of this as a QC surface. For our current
purposes it is enough to consider it as a topological manifold.
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restricts to a conformal map on each piece away from the boundary - in fact it
is determined uniquely (up to conformal transformation) by this requirement.
This gives the desired result.
It is instructive to note that one can sew quite trivially when the reparametriza-
tions α2 ◦ α−11 and β2 ◦ β−11 of circles and intervals of the common boundary
are represented by analytic maps R → R in local holomorphic variables on X1
and X2; in this case we can simply juxtapose conformal charts (since the align-
ing map is analytic) and thus there’s no stretching to keep track of, hence no
modified complex structure that needs to be integrated.
This is true even if we glue open boundaries since, as we remarked after the
proof of lemma 4.12, we can use the map σ : z 7→ √z to introduce the desired
corners (in this case holomorphic maps on X12 will not have analytic - or even
smooth - continuations across the common boundary when restricted to the two
pieces).
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Chapter 5
Quasiconformal Surfaces
We want to define the objects and morphisms of the category of quasiconformal
surfaces. We will then show how to bundle complex structures on quasicon-
formal surfaces in much the same way that we bundled complex structures on
smooth surfaces in chapter 3. Finally we will introduce the notion of a QC-
structure with parametrization. This setup will facilitate the definition of the
composition of morphisms in the next chapter.
5.1 Quasiconformal Surfaces
It follows from lemma 4.4 that the set of QC mappings between open subsets of
H is closed under compositions and taking inverses. This motivates the following
definition.
Definition 5.1. LetX be a 2nd countable compact Hausdorff topological space.
A quasi-conformal structure on X is a maximal collection of homeomor-
phisms (“charts”) X ⊃ Ui ϕi−→ Vi such that
1. Vi is an open set of H.
2. the transition maps ψij = ϕj ◦ ϕ−1i|Vij : Vij → Vji are QC (cf. §4.3), where
Vij := ϕi(Ui ∩ Uj).
3. X = ∪Ui.
Since the transition maps are orientation-preserving, the underlying surface is
orientable. We include a choice of orientation as part of the data.
Each transition map is K-quasiconformal for some K, but there is no uni-
versal bound on this K. Because X is compact we may, however, choose a finite
atlas (a finite set of charts whose domains cover X) and thus obtain a global
bound on the K of the transition maps. The assumption that X is compact will
be used time and again.
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As usual, we call the preimages of the real axis the boundary of X and
denote it by ∂X.
Definition 5.2. A map f : X → Y will be called a QC isomorphism (resp.
QC-embedding) if it is a homeomorphism (resp., topological embedding) and
ϕi ◦ f ◦ ψ−1j is QC (as a homeomorphism onto its image) for any pair of charts
of X and Y .
These are the only two kinds of QC morphisms we will consider. Note
that if f is an isomorphism then its inverse is indeed a QC morphism as well.
It follows from the definition that a QC morphism is orientation-preserving.
Also, although the definition calls for checking the QC condition for any pair
of charts, by transitivity it is in fact sufficient to check this for a pair of finite
atlases of the domain and range.
Lemma 5.3. Isomorphisms are closed under compositions. Embeddings are
closed under composition with isomorphisms and embeddings.
Proof. Let f : X → Y and g : Y → Z be isomorphisms or embeddings. Clearly
g◦f is a topological isomorphism or embedding as the formulation of the lemma
dictates.
It remains to show that if ϕX : UX → VX and ϕZ : UZ → VZ are charts
of X and Z then there exists a constant K such that ϕZ ◦ g ◦ f ◦ ϕ−1X extends
to a K-QC map about each point in D := ϕX(f
−1(g−1(UY ))). Choose a finite
atlas of Y , ψi : Ui → Vi, i = 1, . . . , r. We can set K = maxi=1,...,rKigKif ,
where Kig,K
i
f are bounds for the dilatations of ϕZ ◦ g ◦ ψ−1i and ψi ◦ g ◦ ϕ−1X ,
respectively.
We would like to relate QC structures to smooth structures. It turns out
that every smooth structure determines a unique QC structure, as the next
lemma shows.
A chart ϕ : X ⊃ U → V will be called refined if it is the restriction of a
chart ϕ˜ : U˜ → V˜ with U ⊂ U˜ .
Lemma 5.4. If X is a smooth manifold with ∂ then the refined charts of X
belong to a unique QC structure on X. Moreover, if f : X → Y is a dif-
feomorphism or an immersion (of smooth manifolds with ∂) then it induces a
QC-isomorphism or a QC-embedding, respectively.
Proof. If f = ϕ2 ◦ ϕ−11 is the transition between smooth refined charts ϕi, then
there is a positive constant M such that 1M ≤ |∂αf | ≤M , where we set
∂αf(z) := lim
r→0
f(z + reiα)− f(z)
r
for the directional derivative of f . In terms of the directional derivatives the
maximal dilatation is given by K = supz
maxα |∂αf(z)|
minα |∂αf(z)| , and we find that f is M
2-
QC. This implies that the refined charts are contained in a unique QC-structure
on X. The last statement is proved analogously.
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Remark 5.5. Note that on a fixed Hausdorff compact topological space, dif-
ferent smooth structures may correspond to the same QC structure. To see
this, let X be a compact smooth manifold with ∂, let ϕ : X → X be a self-
homeomorphism which is QC but not smooth1. We can define a second, differ-
ent, smooth structure on X simply by pulling back the smooth structure along
the homeomorphism ϕ. Both smooth structures correspond to the same QC
structure on X.
5.2 Beltrami Differentials
In what follows X denotes a fixed QC-surface. We want to give a managable
description of all conformal structures on X which are compatible with the QC
structure. As we remarked in chapter 4.2, the complex dilatation is a good
way to encode almost complex structures relative to a fixed complex structure.
Beltrami differentials can be thought of as an invariant way of doing the same
thing, ridding ourselves of the reference complex structure. We now make this
more precise.
Choose a finite QC atlas for X, (ϕi)
n
i=1. We can then define the bundle
of beltrami differentials, Belt(X) → X ′. It is a bundle defined above X ′ =
X −E, where E is some subset of measure zero (we will explain precisely what
that means below) which depends on the atlas we have chosen.
Let ψij = ϕj ◦ ϕ−1i denote the QC transition maps. The partial derivatives
(ψij)z, (ψij)z exist except on a set of measure zero Eij ⊂ Vij . We can also
assume these sets are symmetric: ψij(Eij) = Eji. Here we are using the fact that
QC maps preserve sets of measure zero with respect to the Lebesgue measure on
H (see [LV, pg. 165]). This fact also implies that we can define a measure zero
set on X as a set whose images under all QC charts are measure zero. Letting
Ei := ∪jEij ⊂ Vi, we find that E = ∪ϕ−1i (Ei) is such a set.
We define Belt(X) := (
∐
(Vi − Ei)×B1) / ∼. Here B1 := {z ∈ C||z| < 1},
and we set
(z, µ)i ∼
(
ψij(z),
ψz
ψz
µ− µψ
1− µψµ
)
j
(5.1)
for any z ∈ Vij − Ei (cf. §4.5) We have a natural projection Belt(X) → X ′ :=
X − E.
The bundle constructed above depended on the choice of finite atlas. Differ-
ent choices will lead to bundles which are uniquely isomorphic when appropri-
ately restricted: if A1,A2 are two finite atlases then so is A12 := A1 ∪ A2, and
we can take a common E for all three bundles. Then the maps [(z, µ)i)]Aj 7→
[(z, µ)i]A12 , j = 1, 2 are isomorphisms of bundles over X−E. The above discus-
sion leads naturally to consideration of measurable sections of Belt(X) defined
1It is trivial to construct homeomorphisms which are C1, hence QC, but not smooth.
Probably the easiest way to construct a QC mapping which is not even C1 is by starting from
a C1-diffeomorphism ϕ : S1 → S1 and creating a QC mapping with a singularity point as in
the proof of lemma 4.12. More elaborate singularities along smooth arcs can be constructed
by gluing two smooth maps, cf. lemma 4.13.
28 CHAPTER 5. QUASICONFORMAL SURFACES
“up to measure zero modification”. We denote these by Γ(X). This set is
canonically defined, in the sense that there’s a unique isomorphism between the
Γ’s constructed from any two choices of finite atlases.
We can endow B1 with the hyperbolic metric; it is invariant under the ac-
tion of PSL2(R) given by eq. (5.1), and in this way we obtain a metric (the
Teichmu¨ller metric) on the fibers given by
d(µ1, µ2) = log
(
1 + δ
1− δ
)
, δ =
∣∣∣∣ µ1 − µ21− µ1µ2
∣∣∣∣ .
We would like to define a metric on Γ(X) using the essential supremum of
the fiberwise distance. But it is not hard to construct examples of µ1, µ2 where
the essential supremum is infinite.
To remedy this we want to consider the bounded Beltrami differentials
on X, denoted Γ∞(X) ⊂ Γ(X). The definition again involves a choice of finite
atlas, but in a non-essential way. We say that µ is bounded if ‖µi‖∞ < 1
for 1 ≤ i ≤ n, or equivalently, if ‖Dµi‖∞ < ∞ where Dµi(z) = 1+|µi|1−|µi| is the
dilatation of µ. This definition does not depend on the choice of atlas, for
dilatations are multiplied under composition and the transitions are finite in
number and have bounded dilatation.
It is also not hard to construct a bounded Beltrami differential by induction,
call it µ. The bounded differentials are then precisely those which are a finite
distance from µ.
For any QC-morphism f : X → Y we have a map Γ∞(f) = f∗ : Γ∞(Y ) →
Γ∞(X). If µ ∈ Γ∞(Y ) admits a local representation in terms of the measurable
function νY in some local variable w = ϕY on V ⊂ Y then f∗µ is given in terms
of a local variables z = ϕX on X by the function νX ,
νX =
1
1− |µg|2
(νY ◦ g) + uµg
u+ µg(νY ◦ g) , (5.2)
where g = ϕY ◦ f ◦ ϕ−1X and u = gzgz (this is just the inverse of the transfor-
mation rule).
This turns Γ∞ into a contravariant symmetric monoidal functor (cf. §8.1)
from (QC-surfaces,
∐
) to (metric spaces, ×), where dX×Y ((x, y), (x′, y′)) =
max(dX(x, x
′), dY (y, y′)) .
5.3 Conformal Structures on a QC-surface
We would like to show that
Γ∞(X) can be canonically identified with the set of conformal structures on X
which are QC equivalent to X.
Fix µ ∈ Γ∞(X), and for every chart ϕi : Ui → Vi, 1 ≤ i ≤ n define
ψi = ωµi ◦ ϕi. Here ωµi =: ω is a solution (in the sense of theorem 4.14) of
ωz = µiωz, where µi is the representation of µ as a section of B1×Vi, extended
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by 0 to the half plane and then by reflection, µ(z) = µ(z) to all of C. We
normalize the solution so that it fixes 0, 1 and ∞.
Let us show that ψi maps Ui to an open subset of H. If we denote by C
reflection about the real axis, we find that ωµi and C ◦ ωµi ◦ C have the same
complex dilatation, and hence are equal up to a Mo¨bius transformation A. A
must fix 0, 1,∞, and is therefore the identity. We can now conclude that ω maps
the real line onto the real line, and the upper half plane to itself, and so, given
that the image of ϕi is contained in the closed upper half plane we conclude
that the image of ψi = ω ◦ ϕi is also contained in it, as desired.
A straightforward computation shows that the transition maps ψj ◦ψ−1i are
conformal (indeed, the gluing condition (5.1) was designed for this purpose),
and so the ψi determine the structure of a Riemann surface (with ∂) on X.
We still need to show that the map
Γ∞(X)→ {conformal, QC-equivalent structures on X}
is bijective; it is useful to phrase it in slightly more general terms.
Definition 5.6. Assume that Y is given a Riemann surface structure, e.g., a
conformal structure defined by some µ ∈ Γ∞(Y ). We can define µf ∈ Γ∞(X)
by setting (µf )i (z) = µψf(z)◦f◦ϕ−1i , where ψf(z) is some conformal chart of a
neighbourhood of f(z).
Replacing ψ by a conformally equivalent ψ′ does not change µ so this gives
a well-defined local section. We need to verify that these sections glue together
according to (5.1). Indeed:
(µf )j ◦ ψij = µψ◦f◦ϕ−1j ◦ ψij = µ(ψ◦f◦ϕ−1i )◦ψ−1ij ◦ ψij = (µf )i
We can now define the inverse mapping
{conformal, QC-equivalent structures on X} → Γ∞(X)
simply by sending the conformal structure to µid, where id : X → X is the
identity map between the QC surface X and the conformal surface which is also
X.
Definition 5.6 allows us to define a pull back map Γ∞(f) : Γ∞(Y )→ Γ∞(X)
for f : X → Y a QC morphism, by µ 7→ µf ; here we are using µ to define the
complex structure on Y , and then appealing to the definition of µf above. This
map corresponds to the pull-back of conformal structures from Y to X along f ;
we have given an explicit formula for this pullback in the previous section, see
eq. (5.2).
We remark that if f : X → Y, g : X → Y ′ satisfy µf = µg then µψ′◦g−1◦f◦ψ−1 =
0 for any pair of charts, which shows that f and g differ by a conformal map
Y → Y ′.
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5.4 Open-Closed QC Surfaces
So far we have ignored the parametrization of the boundary. We now take it
into consideration.
A QC-surface with boundary parametrization between (C−, O−)
and (C+, O+) (or just “a QC-surface with parametrization”) is a QC-surface
with topological embeddings α± : S
C±
1 → ∂X, β± : [0, 1]O± → ∂X having
disjoint images and such that α+, β+ preserve orientation and α−, β− reverse
orientation (cf. definition 2.2).
The parametrization may be smooth with respect to some of the charts, or
perhaps with respect to none at all. In accordance with our agreement that OC-
surfaces are obtained from OCR-surfaces by forgetting some of the structure, we
define an Open-Closed-QC surface to be a QC surface with parametrization
such that under some conformal atlas compatible with the QC structure the
parametrization is smooth. It is natural to seek a more explicit definition of an
OC-QC surface.
The following result is central.
Theorem 5.7. Let J be a compact interval in R or R itself. Then for a con-
tinuous, strictly increasing function h : J → R the following conditions are
equivalent:
(A) h can be extended to a QC mapping H : U → V where U, V are neighbour-
hoods of R ∪∞ in H, and H|J = h.
(B) there exists some positive k such that
1/k ≤ h(x+ t)− h(x)
h(x)− h(x− t) ≤ k
for all x and t such that x− t, x, x+ t ∈ J .
Proof. The theorem is a straightforward combination of results from Part II of
[LV]:
• Theorem 6.2 and Theorem 6.3, which characterize functions satisfying (B)
in R as maps which are the boundary values of QC self-mappings of the
open half plane.
• Lemma 7.1, which says that a function which satisfies (B) on a compact
interval can be extended to one which satisfies it in R.
• Theorem 6.4, which says that the requirement in (A) is equivalent to the
existence of a self-mapping of H which restricts to h on R.
A function is called quasisymmetric if it satisfies any of the conditions
above. We now show that the appropriate extension of this notion to boundary
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parametrizations of QC-surfaces will give the desired characterization of OC-
QC surfaces. Roughly speaking, a map γ : D → ∂X (D = S1 or D = [0, 1])
is quasisymmetric if its image under a collar charts which send the boundary
circle to R ∪∞ is quasisymmetric. We now formulate this more precisely.
Let X be a QC surface with boundary parametrization, and focus on one
of the boundary circles C. A collar chart for C is a surjective QC mapping
ϕ : U → A such that:
1. U an open neighbourhood of C,
2. A is the extended closed upper half-plane minus a disk, and
3. ϕ takes C to R ∪∞.
To construct a collar chart for C fix some auxiliary complex structure on
X compatible with the QC structure. It is a well-known result of Morse the-
ory that there exists an open neighbourhood of the boundary circle which is
diffeomorphic to S1 × [0, 1]. Let U be one such neighbourhood. By the uni-
formization theorem U is conformally equivalent to an annulus in the complex
plane. A suitable Mo¨bius transformation then maps this annulus to A with the
boundary circle mapped to the extended real line. Note that by rotating ϕ we
may choose freely which point on the boundary circle is mapped to ∞.
Let γ : D → ∂X be a component of the parametrization, where D = [0, 1]
for open and D = R ∪ {∞} ' S1 for closed boundary components. Let ϕ be
any collar chart for the target boundary circle such that the preimage of ∞
is γ(∞) if D = R ∪ {∞} or some point outside γ(D) if D = [0, 1]. If γ is a
component of the orientation-preserving parametrizations α+, β+ we say it is
quasisymmetric if ϕ ◦ γ|R : D ∩ R → R is quasisymmetric. For components
of α−, β− we require that ϕ ◦ γ ◦ τ|R be quasisymmetric, where τ : x 7→ −x.
This does not depend on the choice of collar chart since the transition between
different charts is a QC mapping which can be extended to a neighbourhood
of R ∪ ∞, and condition (A) is clearly invariant under such transitions. The
boundary parameterization is called quasisymmetric if every component of the
parametrization is quasisymmetric.
We can now prove
Corollary 5.8. The following conditions are equivalent:
(a) X is an OC-QC surface.
(b) X is a QC-surface with quasisymmetric boundary parametrization.
Proof. (a)⇒ (b): Let γ be a component of the parametrization. We assume that
X admits an OC-Riemann surface structure; this means that if we construct
a collar chart ϕ which is conformal with respect to this structure the map
h := ϕ ◦ γ|R : D ∩ R → R will be a smooth embedding. For D = [0, 1] we find
that h′ obtains a maximum M and a minimum m in D, both positive, and then,
by the mean value theorem, mM ≤ h(x+t)−h(x)h(x)−h(x−t) ≤ Mm , which shows that h, and
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hence γ, is quasisymmetric. If D = R ∪ ∞ it is still true that h′ is bounded,
since it is a diffeomorphism also “at ∞”2.
(b) ⇒ (a): Choose any Beltrami differential µ0 on X. We want to show
that it can be modified near the boundary so that the parmeterization becomes
smooth. Let γ1 : D → ∂X be one component of the parametrization (as before,
D = S1 or D = [0, 1]). Choose some QC chart ϕ of a collar neighbourhood of
the boundary circle containing the image of γ. ϕ ◦ γ is quasisymmetric, and
so by theorem 5.7 we can extend it to a QC mapping ψ of a neighbourhood of
R ∪ ∞. Let ϕ˜ = ψ−1 ◦ ϕ; it is a quasiconformal chart of a (perhaps smaller)
collar neighbourhood, such that ϕ˜ ◦ γ is the standard embedding of D into C
(in particular, it is smooth). We now use ϕ˜ to define a complex structure near
the image of γ. Explicitly, let U1 ⊂ X be a small open set containing the
image of γ, and contained in the domain of ϕ˜. We can then define µ1 to be the
same as µ0 outside U1 and the section represented by 0 in the chart ϕ˜ in U1.
This ensures that the image of γ1 is smooth (in fact, analytic) relative to the
conformal structure µ1.
Figure 5.1: Modifying the Beltrami differential near the parametrized boundary.
If µn has been constructed so that the parametrization components γ1, ..., γn
are smooth near the boundary relative to µn, then we can follow the same
procedure to construct µn+1; we just need to be careful to choose Un+1 small
enough so that its closure does not contain any points in the image of γ1, ..., γn.
2More precisely, if h is a diffeomorphism at ∞ then we have h(x) = 1
c 1
x
+α(1/x)
where
c > 0 is the derivative at x = ∞ relative to the parameter y = 1/x, and α is the remainder
term - a continuously differentiable function with
α(y)
y
= xα(1/x)→ 0 as y → 0 (or x→∞).
Differentiating we find that
h′(x) =
1
c+ xα(1/x)
− xα(1/x)
(c+ xα(1/x))2
− x
2α′(1/x)−1
x2
(c+ xα(1/x))2
.
So as x→∞, the RHS tends to 1
c
; in particular the derivatives are bounded.
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Remark 5.9. For an OC-QC surface, it is natural to ask which Beltrami-
differentials µ represent a complex structure relative to which the parametriza-
tion is smooth. This is clearly determined by the “germ at the parametrized
boundary” (we consider sections up to an equivalence which identifies any two
sections which agree on an open neighbourhood of the image of the parametriza-
tion). If we fix a smooth structure on X relative to which the parametrization
is smooth, then a sufficient condition is that µ is smooth near the boundary
in every smooth chart. This follows from the fact that the Beurling-Ahlfors
extension (see [LV, II §6.5 ]) is smooth for smooth µ.
This condition is not necessary. To see this, note that we can modify the
smooth structure onH so that the imaginary axis is a “fault line” - we identifyQ1
and Q2 so that the constant vector field xˆ on Q1 is identified with (1 + e
−1/y2)xˆ
on Q2. The set of smooth “parametrizations” R → R is not modified by this
change, but a function H→ R which is smooth with respect to one structure is
not smooth with respect to the other, even if we restrict to an arbitrarily small
neighbourhood of the real axis.
It should be interesting to try and refine this in order to obtain a necessary
and sufficient condition on the germ of the Beltrami differential.
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Chapter 6
Morphism Spaces and
Composition Maps
We are now ready to tackle the problem of defining continuous composition
maps. We first redefine the morphism space in the language of QC-surfaces.
6.1 The Morphism Space
We have seen that an OC-smooth structure induces the structure of a QC-surface
with quasisymmetric parametrization; that a diffeomorphism rel-∂ induces a
QC-isomorphism rel-∂; and that if the parametrization is quasisymmetric then
there exists a compatible OCR-surface (which is in particular an OC-smooth
surface). This can be summarized by saying that the forgetful functor
OC-smooth→ OC-QC
between these two categories of surfaces and isomorphisms rel-∂ between them
is faithful and essentially surjective. It is also “essentially injective”, that is, 1-1
on isomorphism types: In appendix A we show that OC-smooth (isomorphism)
types are determined by topological data. QC-isomorphisms rel-∂ clearly pre-
serve this kind of data, so the forgetful functor is 1-1 on types.
Note, however, that this functor is not an equivalence of categories, since it
is not full: there are “more” QC-morphisms. In fact it is precisely this added
flexibility that we are looking for.
In chapter 3, Στ represented a fixed OC-smooth model surface for the OC-
smooth type τ . From now on we will think of Στ merely as an OC-QC surface.
That is, a QC-surface with fixed quasisymmetric parameterizations.
We write M˜Λ(τ) := Γ∞(Στ )/QC(Στ ) for the quasisymmetric morphism
space of type τ . Here QC(Στ ) are all QC automorphisms rel-∂ of Στ (i.e.,
all QC self-isomorphisms which fix the parameterized part of the boundary).
These act on Γ∞(Στ ) as explained in §5.3.
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The same arguments as in chapter 3 show that this set is in bijection with
the set of “Quasisymmetric Riemann Surfaces” of type τ modulo equivalence.
These are the same as OCR-surfaces except that the parametrization need not
be smooth but merely quasisymmetric. While this seems a very natural space
to consider, [Segal, 2004], [Costello, 2007b] focus on the smooth morphism
space of type τ ,MΛ(τ) ⊂ M˜Λ(τ), which consists of those (equivalence classes
of) conformal structures relative to which the parameterization is smooth.
The reuse of the notationMΛ(τ) from chapter 3 is justified since both spaces
are in a natural bijection, as one verifies readily1.
The total morphism space is defined by the topological disjoint union over
types:
MΛ((C−, O−), (C+, O+)) :=
∐
{τ |τ :(C−,O−)⇒(C+,O+)}
MΛ(τ)
6.2 Gluing OC-QC Surfaces
We now turn to the problem of defining continuous composition maps
MΛ((C−, O−), (C0, O0))×MΛ((C0, O0), (C+, O+))→MΛ((C−, O−), (C+, O+))
The composition of morphisms is obtained by the sewing of representative
OCR-surfaces.
In §4.7 we have sketched how to define this sewing for any pair of composable
surfaces. However, if we want to show that this process induces a continuous
map of the morphism spaces we must be more organized, and define a sewing
map by first gluing the underlying QC-surfaces. In the following we use results
from §4.4 to prove the existence of such a gluing and prove it is unique up to
unique isomorphism.
Lemma 6.1. Let τ1 and τ2 be composable types of OC-QC surfaces, with cor-
responding models Σ1 and Σ2. There exists a structure of an OC-QC surface
on the topological pushout Σ12, so that ι1, ι2 become QC embeddings.
(S1)C × [0, 1]O
α2−×β2−

α1+×β1+
// Σ1
ι1


Σ2
--
ι2
// Σ12
∃!
!!
Y
This QC structure satisfies the universal property of the pushout: for any pair
of morphisms Σ1 → Y and Σ2 → Y making the outer parametrization square
1In fact, we strongly believe that this map is a homeomorphism, although continuity in
one of the directions requires some subtle arguments with Teichmu¨ller spaces which need to
be ironed out.
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commute there exists a unique QC morphism Σ12 → Y making the side triangles
commute.
Proof. We construct a chart for every point p ∈ Σ12. We use the following ter-
minology: the common parametrization refers to the outgoing parametrization
components of Σ1 and the incoming parametrization components of Σ2. We call
the image of the common parametrization in Στj “the common boundary” (so
the common boundary consists of the points which are glued). The image of
the common boundary in Σ is called “the seam”. We now distinguish between
three cases:
Case I: p is not on the seam. That is, ι−1j (p) is not in the image of the common
parametrization. In this case it belongs to exactly one piece, say Σj , and we
take a smooth chart of Σj which avoids the seam.
Case II: p is on the seam, but not on the boundary of Σ. This means that
pj := ι
−1
j (p) belongs to the common boundary for j = 1, 2, but is not the image
of an open boundary endpoint in either piece. Let’s assume that p1 = β
1
+(t)
and p2 = β
2
−(t) for some t ∈ (0, 1) (the proof for a closed boundary component
is similar). There exist two smooth charts, ϕj : Σj ⊃ Uj → Vj , where Uj is an
open neighbourhood of pj , and V1, V2 are open subsets of the upper and lower
half-planes, resp..
Choose some δ > 0 so small that (t− δ, t+ δ) ⊂ [0, 1] and so that the image
of this interval under βj± is contained in Uj . Let Ij = ϕj(β
j
±((t − δ, t + δ))).
Restricting as necessary we may assume Vj ∩ R = Ij and that Vj is contained
in the vertical strip lying above (resp., below) Ij .
We may apply the diffeomorphism ρ : (x, y) 7→ (β1+((β2−)−1(x)), y) to V2,
thus aligning it with V1. The desired chart is then ϕ1∪ρϕ2 : U1∪U2 → V1∪ρ(V2).
Figure 6.1: A smooth map is used to align the two charts on the left according
to the reparametrization, in a neighbourhood of an interior point of the open
boundary segment. The resultant two charts on the right can then be juxtaposed
to obtain a chart of the sewed surface.
Case III: p is the image of an endpoint of a common open boundary segment.
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We may assume p1 = β
1
+(0), p2 = β
2
−(0). Using a similar argument to the
one used before (restricting and aligning using a “horizontal” diffeomorphism)
we may assume that the domain of both charts intersects the parameterized
boundary only in βj±([0, δ)) for some δ > 0, and that ϕ1(β
1
+(t)) = ϕ2(β−(t)) for
every t ∈ [0, δ).
For convenience we set ϕ1(β
1
+(0)) = ϕ2(β
2
−(0)) = 0. Note that the points
whose images lie in the negative real axes are not to be glued. We want to split
open these two rays so they become a smooth boundary for the glued surface.
To achieve this we apply lemma 4.12 and construct σ1, σ2 which map the upper
(resp., lower) closed half plane to the first (resp. second) quadrant.
As a chart for p, take σ1ϕ1 ∪ σ2ϕ2.
This completes the construction of the atlas. One verifies that the transition
maps are indeed QC. By construction, ι1, ι2 become QC embeddings.
We note that if the parametrizations of the pieces were quasisymmetric then
so is the resultant parametrization of the whole, which shows that Σ12 is an
OC-QC surface.
Finally, we need to check the universal property holds. Let ϕi : Σi →
Y, i = 1, 2 be a pair of morphisms which make the outer square of the diagram
commute. By the universal property of the topological push-out, there exists
a unique continuous map ϕ = ϕ1 ∪α,β ϕ2 which makes the triangles commute;
in-fact this map must be a homeomorphism or an embedding. We may verify
that it is QC by working with the atlas we’ve just constructed and applying
lemma 4.13.
Definition 6.2. An atlas as in the proof above will be called aligned. More
precisely, if Σ12 is the push-out of Σ1,Σ2, an aligned atlas is one in which points
of the seam are mapped to the real axis or the imaginary axis, and an endpoint
of an open boundary is mapped to the origin.
6.3 Sewing Complex Structures ...
We’re now ready to give a rigorous definition of a continuous sewing operation.
Lemma 6.3. Γ∞(ι1
∐
ι2) : Γ∞(Σ12)→ Γ∞(Σ1)× Γ∞(Σ2) is invertible.
Proof. Clearly Γ∞(ι1
∐
ι2) is an isometric embedding, and in particular 1-1.
We need to show that it is surjective.
Let µj ∈ Γ∞(Σj). Assume we have an aligned atlas for Σ12, indexed by α,
and define (µ12)α by the values of µ1 and µ2 in the subordinate charts of Σ1 and
Σ2 in the obvious way. Note that near the seam, this involves juxtaposing the
sections (µ1)α1 and (µ2)α2 , where αj is the chart of Σj obtained by restricting
the α-chart of Σ12. These sections may not agree on the seam, but since it
has measure zero2 the ambiguity disappears when we consider the result in
Γ∞(Σ12).
2This is the only place where we are using the fact that the atlas is aligned. In fact, it can
be shown that under any QC chart the seam is µ-Ho¨lder continuous for some µ < 1, which
implies it has Hausdorff dimension less than 1, and in particular it has measure 0. So we
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We denote S := Γ∞(ι1
∐
ι2)
−1 : Γ∞(Σ1)× Γ∞(Σ2)↔ Γ(Σ12)
Remark 6.4. In §5.3 we have seen that Γ∞(X) correspond to conformal struc-
tures compatible with the QC structure on X. Suppose µ12 = S(µ1, µ2). It is
straightforward to show that the analytic maps relative to the conformal struc-
ture on defined by µ12 are precisely the continuous maps on Σ12 whose pullbacks
along ι1, ι2 are analytic on Σ1,Σ2 away from the common boundary, according
to the conformal structures defined by µ1 and µ2. In appendix B we show that
if the boundary parametrization is smooth with respect to the conformal struc-
tures µ1, µ2 (which is always the case for representatives of MΛ(Σi)) then the
restrictions are in fact smooth up to the boundary.
6.4 ... Induces Composition of Morphisms
Let τ1 : A → B and τ2 : B → C be composable types of OC-surfaces. Let
Σ1,Σ2,Σ12 be OC-QC models of types τ1, τ2 and τ2 ◦ τ1, respectively (cf. ap-
pendix A) and let ιj : Σj → Σ12 be QC-embeddings3.
Lemma 6.5. The isometry
S := Γ∞(ι1
∐
ι2)
−1 : Γ∞(Σ1)× Γ∞(Σ2)→ Γ∞(Σ12)
descends to a continuous map of morphism spaces:
S :MΛ(A,B)×MΛ(B,C)→MΛ(A,C)
Proof. By lemma 6.1 there is a group monomorphism
QC(Σ1)×QC(Σ2)→ QC(Σ12)
(note that the parametrization diagram of lemma 6.1 commutes since maps in
QC(Σj) are rel-∂). Let fj ∈ QC(Σj), and denote by f12 the image of (f1, f2)
under the group monomorphism. Let µj ∈ Γ∞(Σj). Clearly
Γ∞(f12)S(µ1, µ2) = S(Γ∞(f1)µ1,Γ∞(f2)µ2),
which shows that there’s a well-defined map on the quasisymmetric morphism
spaces
S˜ : M˜Λ(A,B)× M˜(B,C)→ M˜(A,C)
The following diagram shows that S˜ is continuous.
can use any atlas to define µ12, simply juxtaposing the values of µ1 and µ2 relative to the
restricted charts.
3to construct such embeddings it is actually easier to first choose a smooth structure on
Σ12 and cut it along appropriate smooth paths, so that the pieces are diffeomorphic to Σ1,Σ2,
as we’ve done in chapter 3.
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Γ∞ × Γ∞
q
 $$
S // Γ∞
q

M˜ × M˜ S˜ // M˜
(the dashed map is continuous, hence the bottom map is continuous by the
universal property of the quotient topology)
Finally we restrict to the smooth morphism space (endowed with the sub-
space topology) obtaining a continuous map
S :MΛ ×MΛ → M˜Λ
We claim the image actually lies in MΛ. This follows from the locality of
the smoothness requirement - for every point on the unglued boundary we can
take a chart which avoids the seam, and hence is essentially unchanged by the
sewing.
6.5 Associativity
We complete this chapter by proving the associativity of the composition maps.
Note that in order to define the composition maps S we had to choose, for
every composable pair of OC-smooth types τ1, τ2, embeddings ιj : Στj → Στ2◦τ1 .
There is no way to make this choice so that the isometries S define an associative
operation on the level of sections in Γ∞(Στj ). To see this, take τ1 = τ2 = τ3 to
be the cylinder with one incoming and one outgoing closed boundary. Clearly
τ2 ◦ τ1 = τ3 ◦ τ2 = τ3 ◦ τ2 ◦ τ1 also have the same type, and it is easy to see
that no pair of embeddings will make the corresponding maps associative “on
the nose”4.
It turns out, however, that for arbitrary embeddings the induced maps S are
associative up to a (unique) QC isomorphism, as we now show. This means that
when we descend to the morphism spaces the composition maps are associative.
Let Σ1,Σ2,Σ3 represent OC-QC models for morphisms
A
Σ1=⇒ B Σ2=⇒ C Σ3=⇒ D.
The proof is summed up in the following diagram. Straight arrows are QC
morphisms, and wiggly ones represent parametrization maps. We construct two
morphisms (represented by dashed arrows) using the universal property of the
QC pushout.
4We will replace the morphism space of the cylinder with another topological space shortly;
but essentially the same problem appears when composing more complicated surfaces, whose
corresponding morphism spaces are not modified further.
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A
   `
 `
 `
 `
B
|| |<
|<
|<
|<
|<
"""b
"b
"b
"b
"b
C
|| |<
|<
|<
|<
|<
"""b
"b
"b
"b
"b
D
~~ ~>
~>
~>
~>
Σ1
""D
DD
DD
DD
D Σ2
""D
DD
DD
DD
D
||zz
zz
zz
zz
Σ3
||zz
zz
zz
zz
Σ12

∃!
((
Σ23

Σ123
∃! // Σ123
The bottom arrow is invertible, as can be seen by reflecting the diagram and
appealing to the uniqueness.
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Chapter 7
Finishing Touches
In this chapter we complete the definition of MΛ as a symmetric monoidal
category enriched over topological spaces.
These final adjustments follow [Costello, 2007b] closely; in fact, the changes
in §7.2 and §7.3 are somewhat technical and cannot be properly motivated
without a better understanding of the theory of moduli and Costello’s results.
The upside of this is that these details may be skipped at first reading, until a
more sophisticated investigation is necessary.
7.1 Identity Morphisms
As defined, the category does not contain identity morphisms. To remedy this,
we replace the moduli of the cylinder with one incoming and one outgoing
closed boundary by Diff+(S
1) and the moduli of the disc with one incoming
and one outgoing open boundary by just a point. More precisely, note that
the component of MΛ(A,B) which corresponds to a disjoint union of types,
A
∐
A′
τ
∐
τ ′
=⇒ B∐B′, is equal to the product of components corresponding to
A
τ
=⇒ B and A′ τ
′
=⇒ B′, and we have
MΛ(A,B) =
∐
{types τ}
∏
{σ⊂τ |σ connected type}
MΛ,σ
So we replace each occurrence ofMΛ(σ), for σ a cylinder or a disc as above
with Diff+(S
1) or a point, respectively. There is an obvious way to modify the
definition of the composition rule (Diff+(S
1) acts by changing the parametriza-
tion). It is easy to see that associativity is preserved; it is slightly less obvious
(but true) that the composition map is still continuous, if we take Diff+(S
1)
with the C1 topology.
Proof Sketch. Let Στ be the OC-QC model used to construct MΛ(τ), where τ
has a closed (WLOG, incoming) boundary circle C ⊂ ∂Στ , parametrized with
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α0 : S
1 → C. Fix a collar QC chart ϕ : U → A; here U is a collar neighbourhood
of C and A is the standard annulus 1 ≤ |z| < 2.
We compose with ν ∈ Diff+(S1). Let Σ′τ be the same as Στ , but with C
parametrized by α0 ◦ ν. We need to find a QC mapping rel-∂ Φν : Στ → Σ′τ ;
it is easy to construct one by a self-diffeomorphism A → A which vanishes
near |z| = 2 as in the proof of lemma A.2. The construction there yields a
continuous function Diff+(S
1) → QC(A → A), where Diff+(S1) is topologized
by the C1 norm and QC(A→ A) is topologized by the norm defined by maximal
dilatation.
From this it follows that the map
MΛ(τ)×Diff+(S1)→MΛ(τ)
is continuous.
Remark 7.1. Observe that this map is not uniformly continuous. To wit,
note that the module of the collar neighbourhood U depends on the conformal
structure µ; the larger the module, the more “room” we have to apply Φν , and
the smaller the change in the dilatation (this intuition can be made more precise
using the composition formula).
7.2 Stability
We make some additional adjustments to the morphism spaces which exclude
Riemann surfaces with an infinite automorphism group.
1. We require that every connected component of a morphism contains either
an incoming closed boundary or a free boundary. This means we simply
erase those moduli components which do not meet this requirement. Note
the remaining components are closed under composition.
2. Discs and annuli which have no parameterized boundaries (only free bound-
aries) have an infinite group of conformal symmetries. To avoid this we
replace the moduli of these two types by a point, in the same way we did
for a disc with one incoming and one outgoing open boundary1.
7.3 D-Branes
We complete this miscellany of modifications by reintroducing Λ, the set of D-
branes. Objects in the category are now quadruples (C,O, s, t), where s, t :
{0, 1, ..., O − 1} → Λ. An OC Riemann surface between (C−, O−, s−, t−) and
(C+, O+, s+, t+) is an OC Riemann surface whose free boundaries are labeled by
Λ. The free boundaries are the connected components of the unparameterized
1It is not clear whether we shall need to record the existence of these components, or just
identify morphisms which differ by adding disjoint components of such types. Either way
associativity still holds.
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boundary2. We require that every open boundary o ∈ O− ∪O+ begin at a free
boundary with label s±(o) and end with at a free boundary labeled t±(o).
When composing morphisms, we require that the resultant surface will be
labeled in a manner compatible with the two pieces (note that this will always
be possible since s and t restrict the composable morphisms).
Morphisms of OC-surfaces (and in particular the QC isomorphisms) are
required to respect the labeling of the boundaries. This means that there are
more types (i.e., connected components in the moduli space), but the essential
construction remains unchanged.
2This should not be confused with the unrelated notion of “free boundary arcs” encountered
earlier in the context of the reflection principle.
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Chapter 8
CFT’s and Topological
CFT’s
The category MΛ is a symmetric monoidal category. A conformal field theory
is a symmetric monoidal functor from this category to the category of vector
spaces. These terms will be defined below. We then turn to the definition of
topological conformal field theories.
8.1 Symmetric Monoidal Categories and Func-
tors
We recall the basic definitions of symmetric monoidal categories and functors.
For more details we refer the reader to [Mac Lane, 1998].
A monoidal category consists of the following data:
• A category C.
• A functor ⊗ : C×C → C with a natural associativity isomorphism αX,Y,Z :
(X ⊗ Y )⊗ Z → X ⊗ (Y ⊗ Z).
• An identity object I together with natural isomorphisms λX : I⊗X → X
and ρX : X ⊗ I → X.
The natural transformations are required to satisfy the “coherence property”:
we want any kind of diagram involving the natural transformations, the tensor
operation, and identity morphisms to commute. By a famous theorem of Mac
Lane it is sufficient to assume this for only two diagrams. Namely we require
that the two ways of transforming X ⊗ (Y ⊗ (Z ⊗W )) to ((X ⊗ Y )⊗ Z)⊗W
are the same, and that the two ways of transforming (X ⊗ I)⊗ Y to X ⊗ Y are
the same (it may be instructive to write down the corresponding commutative
diagrams).
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A monoidal category is called symmetric if there exists a natural “commu-
tativity” isomorphism σA,B : A⊗B → B ⊗A, subject to coherence . Again we
find that a few relations imply all the rest. Namely, there are now two ways of
getting from A ⊗ I to A, and we require them to be the same. So should the
two ways of getting from (X ⊗ Y )⊗Z to X ⊗ (Z ⊗ Y ). Finally, we require that
σY,X ◦ σX,Y = IdX,Y (these are the two ways of getting from X ⊗ Y to itself).
A monoidal functor between two monoidal categories C,D is a functor F :
C → D together with a natural transformation (not necessarily an isomorphism)
φX,Y : F (X) ⊗D F (Y ) → F (X ⊗C Y ) and a morphism ι : ID → F (IC), which
satisfy the coherence property with respect to all commutative diagrams which
may now involve F and ι. The relations are generated by three diagrams: one
for α, one for λ, and one for ρ. A monoidal functor is symmetric if it satisfies
an additional diagram corresponding to σ (and then, of course, it is coherent
with respect to all such diagrams).
Here are some examples of symmetric monoidal categories which we will run
into. We denote only the binary functor and the identity object, the natural
isomorphisms being implied. In the future, we will denote only the underlying
category, and refer to this list. Here and in what follows, K represents a field of
characteristic zero.
1. (VectK,⊗,K), the category of vector spaces over K with the usual tensor
product.
2. (CompK,⊗,K), the category of graded chain complexes over K. Here
(A⊗B)k = ⊕r+s=kAr ⊗Bs and d(a⊗ b) = da⊗ b+ (−1)pa⊗ db.
3. (Top,×,pt), topological spaces with the topological product, and a single
point.
4. (MΛ,
∐
, ∅). This is in fact a symmetric monoidal category enriched over
topological spaces.
A conformal field theory is a symmetric monoidal functor from MΛ to
VectK.
8.2 Being Rich and Getting Richer
Topological conformal field theories are symmetric monoidal functors of
C∗(MΛ), a category obtained fromMΛ by replacing the morphism spaces with
their singular chains. Although we have been informally speaking about an
enriched category all along, in order to explain the details of the replacement
we now need to be more precise.
Let C be a monoidal category. A category enriched over C, R, is
• A collection of objects Ob(R).
• For every pair A,B ∈ Ob(R) an object of C, R(A,B).
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• For every A ∈ Ob(R) a morphism A : I → R(A,A).
• For every triple A,B,C ∈ Ob(R) a map ◦A,B,C : R(A,B) ⊗ R(B,C) →
R(A,C).
the usual axioms for a category (associativity, left and right identity) translate
into commutative diagrams involving the natural isomorphisms of C. It is now
easy to check that a usual category is a category enriched over sets with cartesian
product, and that MΛ is enriched over topological spaces with the topological
product.
Let C and D be monoidal categories, and let (F : C → D, φ) be a monoidal
functor. If R is a category enriched over C we can construct a category S
enriched over D by the following general procedure
• Ob(S) := Ob(R)
• S(A,B) := F (R(A,B))
• (A)S := F ((A)R) ◦ ι
• (◦A,B,C)S := F ((◦A,B,C)R) ◦ φR(A,B),R(B,C)
A straightforward diagram chase shows that S is indeed a category enriched
over D.
8.3 From Top to CompK
We want to replace the morphism spaces by chain complexes that compute their
homology. By the previous chapter, this requires a symmetric monoidal functor
Top→ CompK. We will show that Csing, the singular chains functor over K, is
such a functor if we augment it with the appropriate natural transformations.
For φX,Y we take the natural “shuffle cross product map”
(φX,Y )n : ⊕ni=0Ci(X)⊗ Cn−i(Y )→ Cn(X × Y )
To construct it, we identify ∆i ×∆j with the subset
{(x0, . . . , xi, y0, . . . , yj} ∈ Rm+n+2|0 ≤ x0 ≤ x1 ≤ · · · ≤ xi ≤ 1, 0 ≤ y0 ≤ y1 ≤ · · · ≤ yj ≤ 1},
and divide it into simplices by the various completions of this partial order
to a total order of the x’s and y’s. We map the pair of maps f : ∆i → X
and g : ∆j → Y to the singular chain corresponding to f × g : ∆i+j → X × Y ,
obtained by summing the restrictions to the simplices in the division of ∆i×∆j ,
with the signs determined by the induced orientation from Ri+j+2. We then
extend this definition linearly to arbitrary chains in the tensor product. The
details of this construction, as well as analysis of its precise affect on homology
(“The Kunneth Formula”) can be found in [Hatcher, 2002, pg. 278].
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Note that C(pt) is canonically isomorphic to K, and this defines ι. The
coherence conditions for the left and right identity maps and the twist are
trivial. To check associativity, it is enough to examine a triplet of maps f :
∆i → X, g : ∆j → Y, h : ∆k → Z. Note that along either path of the diagram
(CX ⊗ CY )⊗ CZ
φX,Y ⊗1

αD // CX ⊗ (CY ⊗ CZ)
1⊗φY,Z

C(X × Y )⊗ CZ
φX×Y,Z

CX ⊗ C(Y × Z)
φX,Y×Z

C((X × Y )× Z)
CαC
// C(X × (Y × Z))
we arrive at the same decomposition of f × g×h as a sum of singular simplices,
each corresponding to a total ordering of x0, . . . , xi, y0, . . . , yj , z0, . . . , zk extend-
ing the partial order x0 ≤ · · · ≤ xi, y0 ≤ · · · . The orientation of the simplices
is induced from the orientation of Ri+j+k+3 in both cases, so the signs are also
the same.
This completes our definition of topological conformal field theories. Two
caveats are in order.
1. To accomodate the most important geometric TCFT’s, it is sometimes
necessary to add a local system to the morphism spaces and calculate
the chains with respect to that local system. This can be thought of as
allowing certain projective representations of the category.
2. For technical reasons related to cellular approximation, Costello introduces
a variation of the usual singular chains functor which uses regular CW-
complexes, rather than simplices, as models.
For the details we refer the reader to [Costello, 2007b].
Appendix A
The Type of an
Open-Closed-Smooth
surface
Recall that two OCR-surfaces (C−, O−)⇒ (C+, O+) are of the same OC-smooth
type τ : (C−, O−)⇒ (C+, O+) if there’s a diffeomorphism rel-∂ between them.
If we relax the restriction on the boundary, then it is well-known that connected
smooth oriented surfaces with boundary are classified up to a diffeomorphism
by their genus g and number of boundary components n. The following theorem
shows that the boundaries are flexible in the smooth category.
Theorem A.1. Let Σ be a connected smooth oriented surface of genus g and
with n boundary components. Let f : ∂Σ → ∂Σ be an orientation-preserving
diffeomorphism of the boundary. Then there’s an orientation-preserving diffeo-
morphism f : Σ→ Σ with f |∂Σ = f .
Proof. The proof hinges on the following technical result:
Lemma A.2. Let ϕ be an orientation-preserving diffeomorphism of S1. Let
A ⊂ R2 be an annulus described by two concentric circles. Denote the inner
circle of A by S1 and the disc inscribed in it by D. Then there’s a diffeomorphism
ϕ : R2 −D which is the identity on the complement of A, and such that ϕ|S1 =
ϕ. Furthermore, if ϕ is rotation by a constant angle we can extend ϕ to a
diffeomorphism of R2 which acts by rotation on D.
Proof. To show this, it suffices to find a smooth path ϕt through the group of
diffeomorphisms of S1 such that ϕ0 = ϕ and ϕ1 = id, and with
∂n
∂tn |t=0
ϕt(x) =
∂n
∂tn |t=1
ϕt(x) = 0
for all x ∈ S1 and n ≥ 1.
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Indeed, using such a path we can define ϕ on A in the obvious way: ϕ(r, θ) :=
(r, ϕt(r)(θ)), where t(r) =
r−r1
r2−r1 . One easily verifies that the Jacobian of this
map does not vanish and that the extension by identity to R2−D is smooth at
the outer boundary circle of A. In fact we can always extend ϕ to R2 − {0} by
letting ϕ(r, θ) := (r, ϕ(θ)) in D. This will be smooth at 0 if ϕ is rotation by a
constant angle.
We now construct such a path. Let σ(t) : [0, 1] → [0, 1] be a smooth sur-
jective map with all derivatives vanishing at 0 and 1. Assume first that ϕ
fixes the basepoint. Then we can think of ϕ as a smooth map [0, 2pi] → [0, 2pi]
with ϕ′(x) > 0, ϕ(0) = 0 and ϕ(2pi) = 2pi. For every 0 ≤ t ≤ 1 the map
ϕt(x) = (1 − σ(t))ϕ(x) + σ(t)x enjoys the same properties and is therefore a
diffeomorphism of S1. This clearly gives a smooth path as desired.
If ϕ does not fix the basepoint x0 we define the path on [0, 1/2] by e
iδσ(2t)ϕ(x),
where δ is the angle between x0 and ϕ(x0). We can then smoothly extend this
path to [1/2, 1] in the same way as before. Note that the path is smooth also
at t = 1/2 because of the vanishing of the derivatives in t.
We return to the proof of the theorem.
By the classification theorem of smooth surfaces we may assume Σ is the
standard sphere with g handles attached to its southern hemisphere and n stan-
dard discs removed from its northern hemisphere at prescribed locations. For
example, we may identify the open hemisphere with R2 and assume the discs
are of radius 1/10 and centered at (k, 0) for k = 1, ..., n. The precise details are
immaterial, the point is that we can write very explicit formulae for diffeomor-
phisms which are the identity outside of some compact set, and which realize
any desired permutation of the discs. For example, we can swap two neighbour-
ing discs by a half-rotation of a disc D containing them. Applying the lemma,
we may extend this diffeomorphism of D to all of R2 so that it is the identity
outside some disc containing the two swapped discs. If we take this disc small
enough it will not intersect any other discs.
After we obtain the desired permutation of the boundary circles, we may
appeal to the lemma once again to obtain the desired map on each boundary
circle without affecting the diffeomorphism near other boundary components:
we take an annulus whose inner circle is the boundary circle and which does not
intersect any other boundary circles.
Figure A.1: Using diffeomorphisms we can swap boundary components (left),
and also obtain any desired smooth reparametrization (right).
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Corollary A.3. The OC-smooth type of a surface is determined uniquely by
the following (discrete) data:
• A partition of {0, 1, ..., O+−1}∪{0′, 1′, ..., (O−−1)′} into cycles ω1, ω2, ..., ωr
describing the order in which the open boundary intervals are traversed
when moving along boundary circles with the outward normal to your left.
• An unordered list of “component data”: for each path component, what is
its genus, how many boundary components does it have, and which closed
boundary components and cycles of open boundaries map to it.
Proof Sketch. Note that ifB,B′ : [0, 1]n+×[1, 0]n− → S1 are smooth orientation-
preserving embeddings ([1, 0] represents the unit interval with reverse orien-
tation) then there is an orientation-preserving diffeomorphism γ : S1 → S1
extending B′ ◦B−1 iff the cyclic order of the embedded intervals is the same.
The corollary now follows from the classification theorem together with The-
orem 11.1 above.
Remark A.4. Although an OC-smooth structure “contains more information”,
in the sense that there are many OC-smooth structures compatible with any
given OC-QC structure, the isomorphism type of OC-quasiconformal and OC-
smooth surface are the same - in fact they both reduce to the topological type
(cf. §6.1). From the universal property of lemma 6.1 we see that there is a
unique type associated to the pushout of surfaces of types τ1, τ2, denoted by
τ2 ◦ τ1. Indeed, it is not hard to derive an explicit recipe for its calculation:
• Path components of τ are equivalence classes of path components of τ1 and
τ2, where the equivalence relation is generated by identifying components
which share a closed or an open boundary component.
• The euler characteristic of each path component is calculated by χ(A ∪
B) = χ(A) +χ(B)−χ(A∩B), where χ(A∩B) is the number of common
open boundary components.
• Open boundary cycles are spliced and reglued according to the common
open boundary intervals. This determines the number of boundary circles
of each component, the partition of {0, ..., O− − 1, 0′, ..., (O+ − 1)′} into
cycles, and which cycle maps into which component.
• The genus of each component is calculated from the euler characteristic
and number of boundary components.
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Appendix B
Smooth Sewing of Complex
Structures
We show that if we work with smooth parameterizations, the sewed complex
structure agrees with the smooth structures of the pieces up to the boundary.
More precisely, let H and H∗ be the closed upper and lower half planes.
Theorem B.1. Given a function ρ : R → R whose extension ρ˜ : S1 → S1 is
smooth there exists a (unique) complex structure on C = H ∪ρ H∗ such that a
function f : U → C is analytic iff f|H and f|H∗ are smooth and, away from R,
analytic. In particular, the image of the real axis under any conformal chart is
smooth.
Proof. Denote by j the standard complex structure on C.
We will construct a sequence of diffeomorphisms τk : Uk → Vk, where Uk, Vk
are open neighbourhoods of R in H, such that
(a) τk|R = ρ
(b) τk is QC (i.e., its dilatation is bounded), and
(c) Jk := τk∗(j|H) and j|H∗ agree to order C
k on R.
This will involve repeated iteration of the exponential map. Before we go
into the details of this construction, let us explain why this gives the desired
result. It is well known1 that given an almost complex structure J of bounded
dilatation on an open W ⊂ C which is Ck, there exists a conformal mapping
ω : (W,J) → (W ′, j), W ′ ⊂ C, and this map is Ck2. Furthermore, this map
is unique up to conformal mappings of W ′. Taking J = j|H∗ ∪ Jk, defined on
W = H∗ ∪ Uk, we see that for arbitrary k’s we can produce a Ck chart for the
1see [Bers, 1977], pg. 1084. The requirement that µ be defined in the entire complex plane
is clearly inessential as we can apply a smooth extension operator.
2cf. theorem 4.14
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sewed complex structure in a neighbourhood of every z ∈ C. By uniqueness,
all of these charts are conformally equivalent and so we see that, in-fact, all
these charts define the same C∞ structure on C which agrees with the smooth
structures on the closed half planes. The theorem follows readily from this.
We now construct the diffeomorphisms τk. We take U−1 = H, and define
τ−1 by τ−1(x, y) = (ρ(x), y). Let xˆ ≡
(
1
0
)
denote the constant unit vector
field in the x-direction. We have J−1xˆ = (dτ−1 ◦ j ◦ (dτ−1)−1)xˆ =
(
0
ρ′(x)
)
.
By elementary calculus, we can define a diffeomorphism δ0 in an open neigh-
bourhood U0 ⊂ H of R by
δ0(γx(y)) = (x, y)
where γx is the unique integral curve of the vector field J−1xˆ which satisfies
γx(0) = x. We have δ0|R = id, (δ0)∗ (J−1xˆ) = yˆ (everywhere in U0) and on
the real axis we have (δ0)∗xˆ = xˆ. Setting τ0 = δ0 ◦ τ−1 we see that τ0 satisfies
conditions (a) - (c) above.
We define the following τk recursively in the same fashion: let δk be the
diffeomorphism defined in an open neighbourhood of R, Uk, by the equation
δk(γx(y)) = (x, y), for γx the integral solution of Jk−1xˆ which satisfies γx(0) = x.
τk = δk ◦ τk−1.
We prove that τk satisfies condition (c) by induction on k. A smooth, real-
valued function f defined in the neighbourhood of the real axis is said to belong
to Θ(yk) if limy→0
f(x,y)
yk
exists for every x ∈ R. We will write Θ(yk) in place
of such a function, and apply the obvious rules for adding or multiplying such
classes.
Assume that Jk−1xˆ =
(
Θ(ym)
1 + Θ(yn)
)
(for J−1, this holds with m =∞ and
n = 0). By the mean value theorem we have
γu(v) =
(
u+ vΘ(vm)
v + vΘ(vn)
)
=
(
x
y
)
after taking the inverse mapping we obtain
δk
(
x
y
)
=
(
u
v
)
=
(
x+ Θ(ym+1)
y + Θ(yn+1)
)
and
Dδk =
(
1 + Θ(ym+1) Θ(ym)
Θ(yn+1) 1 + Θ(yn)
)
Jk is the image of Jk−1 under δk, and so δk∗xˆ
Jk7→ δk∗Jk−1xˆ = yˆ. The
unique almost complex structure that maps
(
A
B
)
to
(
0
1
)
is given by
57
(
B A
1+B2
A B
)
and so we find that
Jkxˆ =
(
Θ(yn+1)
1+Θ(y2n+2)
1+Θ(ym+1)
)
=
(
Θ(yn+1)
1 + Θ(yn
′
)
)
where n′ = min (2n+ 2,m+ 1).
It is now a simple matter to check that starting with m = ∞, n = 0 we
have m,n → ∞ (proof by induction; except at the first step one finds that
n′ = m+ 1).
This completes the proof that τk satisfy property (c). By restricting to a
smaller open neighbourhood whose closure is contained in Uk, we may ensure
that the dilatation is bounded. Property (a) obviously holds as well. This
completes the proof of the theorem.
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