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A PRIME SYSTEM WITH MANY SELF-JOININGS
JON CHAIKA AND BRYNA KRA
Abstract. We construct a rigid, rank 1, prime transformation that is not
quasi-simple and whose self-joinings form a Paulsen simplex. This seems to be
the first example of a prime system whose self-joinings form a Paulsen simplex
and the first example of a prime system that is not quasi-simple.
1. Introduction
A natural question is to find indecomposable structures, and we study this ques-
tion in the setting of measurable dynamics. More precisely, we consider a measure
preserving dynamical system (Z,M, µ, T ), where Z is a set endowed with a σ-
algebra M, µ is a measure on the measure space (Z,M), and T : Z → Z is a
measurable transformation that preserves the measure µ. Throughout this article,
we assume that (Z,M, µ) is a (non-atomic) Lebesgue space. A factor of a measure
preserving system (Z,M, µ, T ) is a measure preserving system (Z ′,M′, µ′, T ′) and
a measurable map π : Z → Z ′ such that µ ◦ π−1 = µ′ and T ′ ◦ π(x) = π ◦ T (x)
for µ-almost all x ∈ Z. In this setting, the indecomposable structures are the
prime transformations, which are transformations with no nontrivial (measurable)
factors. Historically, showing systems are prime has largely been accomplished by
understanding the self-joinings of the system, that is, the T ×T invariant measures
on Z × Z with marginals µ on each of the coordinates. Our main result is that
there exists a prime transformation with many self-joinings (the self-joinings form
a Paulsen simplex) and the self-joinings can be large (there is a self-joining that
does not arise as a distal extension of the system):
Theorem 1.1. There exists a prime system (Y,B, ν, T ) that is rank 1, rigid, and
has a self-joining η such that (Y × Y,B × B, η, T × T ) is not a distal extension of
(Y,B, ν, T ). Moreover, the set of self-joinings of Y is a Paulsen simplex.
To highlight the novelty of our construction, this is the first example of a rank
1 system that is not quasi-simple (recall that a system is quasi-simple if all of its
ergodic self-joinings are either the product measure or isometric extensions of the
base system). Being a distal extension is a milder condition than being an isometric
extension, meaning that the self-joining not being a distal extension is a stronger
result. Additionally, our methods show that being not quasi-simple is a residual
property in the space of measure preserving transformations (endowed with the
weak topology), and this is a strengthening a result of Ageev [2]. Furthermore, our
result answers a question posed by Danilenko [5, Section 7, Question (iii)] if the
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set of quasi-simple transformations and the set of distal-simple transformations are
both meager.
1.1. Context of the results. The first systematic family of prime systems was
introduced by Rudolph [26], based on Ornstein’s counterexample machinery, and
have been studied extensively since; for example, see [7, 9, 21, 15, 18, 27]. A system
(Y, ν, T ) has 2-fold minimal self-joinings if all of the ergodic self-joinings are either
ν × ν or are concentrated on the graph {(x, T jx)} for some integer j ≥ 0. Defining
the natural generalization for k-fold minimal self-joinings for all k ≥ 2, Rudolph
showed that any system having minimal self-joinings is prime.
However, having minimal self-joinings is quite special, and so there was interest
in more general criteria for obtaining prime systems. In this direction, Veech showed
that a 2-simple system is prime if it has no compact subgroups in its centralizer.
Recall that a system is 2-simple (which Veech called property S ) if the only ergodic
self-joinings arise from the product measure and measures carried on graphs of
transformations in the centralizer of the system. Simple systems have since been
studied in a variety of contexts (see for example [29, 8, 14, 2, 5, 7, 6, 13, 28]).
Veech’s criterion gave rise to the first example of a rigid prime system, with the
construction by del Junco and Rudolph [8] of a specific rigid, simple system that
had no nontrivial compact subgroups in its centralizer. Glasner and Weiss [14]
constructed an example of a prime system that is not simple, by taking a simple
system and considering the factor corresponding to a non-normal maximal compact
subgroup, again using Veech’s criteria to show that the factor is prime since it arises
from a maximal compact subgroup. In this example, as the subgroup is not normal,
the factor itself is not simple, but the self-joinings of the factor of a simple system
are always isometric extensions of the factor.
There are a few other known examples of prime systems. For example, King [20,
Section 2] showed that the (proper) factors of rank 1 systems are rigid and so
mildly mixing rank 1 systems are prime. Continuing in this vein, Thouvenot asked
if mildly mixing rank 1 transformations have minimal self-joinings, and this difficult
question remains open. Parreau and Roy [25] gave a construction of prime systems
for some Poisson suspensions of (infinite measure preserving) prime systems. In
the same article, Parreau and Roy write “it is yet unknown whether prime rank
one maps are always factors of simple systems.” Our construction resolves this by
producing a prime rank 1 system that is not the factor of a simple system (it is not
quasi-simple).
This short list of examples basically includes all known prime systems, and one
motivation for this work is to give a new construction of prime systems not relying
on a paucity of joinings (as in the minimal self-joinings, simple or factor of simple
systems) or soft restrictions on the prime factors (as in the mildly mixing rank 1
or Poisson suspension of prime infinite measure preserving systems with additional
properties).
Turning to the second conclusion of Theorem 1.1, we note that it is well known
that a residual set of measure preserving systems is rank 1 and rigid. King [22]
showed that for a typical measure preserving transformation, its self-joinings form
a Paulsen simplex (recall that a Paulsen simplex is a simplex such that the extreme
points are dense). Putting this in context, Lindenstrauss, Olsen, and Sternfeld [23]
proved that a Poulsen simplex is unique up to affine homeomorphism. Ageev showed
that the typical transformation is not prime [1] and is not simple [2].
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1.2. A brief outline of the proof. The idea of the explicit construction of our
system carried out in Section 3 is to start with a particular odometer system on
which we carefully control the dynamics, in a way such that the alphabet size is
a fixed size most of the time, but is perturbed on a sequence of times tending to
infinity quickly. We then choose a particular set and study the first return map
to this set. The system constructed in this way has many self-joinings, and this
would, a prioiri, seem like an obstruction to constructing prime transformations.
However, by the introduction of times in the underlying odometer that disrupt the
regularity of the returns, we build asymmetry into the system, guaranteeing that
none of these self-joinings arise from factors (Sections 5 and 6).
Our methods for building self-joinings and building self-joinings that can not be
distal extensions of the base system are fairly soft and general (if a little involved).
To do this we build on earlier results of the first named author and Eskin [4], where
they show that for almost every 3-IET, its self-joinings form a Paulsen simplex.
Our proof that the transformation is prime is more combinatorial, making heavy
use of the specific construction. This should not be surprising, because being prime
is a meager property [1] in the space of measure preserving transformations (with
the weak topology). Nevertheless, an ideology of this work is that it may still be
a fairly common property. In particular, we conjecture that in some families of
measure preserving transformations almost every system is prime. To be specific:
Conjecture 1. Almost every 3-IET is prime.
Although this may hold more generally for a k-IET, such a conjecture is out of
reach at this point, both in terms of the methods of [4] and other ingredients that
would be needed to prove this.
A second conjecture, closer to the work of this paper, is stated in Section 3, after
we have developed some further background.
2. Definitions and notation
2.1. Systems and joinings. By a measure preserving system (X,B, µ, T ), we
mean that B is the Borel σ-algebra for some compact metric topology on X ,
(X,B, µ) is a probability space and T : X → X is a measurable, measure pre-
serving map. Throughout the paper, we generally omit the associated σ-algebra
from the notation, assuming that any measure preserving system is endowed with
the Borel σ-algebra. We say that the measure preserving system (Y, ν, S) is a factor
of (X,µ, T ) if there exists a measurable map π : X → Y such that π ◦ T = S ◦ π
and µ ◦ π−1 = ν.
A joining of the measure preserving systems (Xi, µi, Ti) for i = 1, 2 is a (T1×T2)-
invariant measure α on X1 ×X2 such that α projects to µ1 on the first coordinate
and to µ2 on the second coordinate. A self-joining of a system is a joining of two
copies of the same system. If (X,µ, T ) is a measure preserving system, J(n) denotes
the off diagonal joining on {(x, T nx)}, meaning that J(n) is the measure on X×X
so that for all f ∈ C(X ×X)∫
f(x, y) dJ(n) =
∫
f(x, T nx) dµ.
If (X,µ, T ) is an ergodic measure preserving system, we say that the bounded
linear operator P : L2(µ)→ L2(µ) is a Markov operator if it satisfies:
(i) For all f ∈ L2(µ) with f ≥ 0, we have Pf ≥ 0 and P ∗f ≥ 0.
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(ii) P1X = 1X and P
∗1X = 1X , where 1A denotes the indicator function of
the set A.
(iii) PUT = UTP , where UT : L
2(µ)→ L2(µ) by UT f = f ◦ T .
Markov operators can be defined more generally for an operator mapping one
measure preserving system to another, but our interest is when it arises as an
integral of fibers of a factor and so we can take the map from a system to itself; see,
for example, Glasner [12] for more on such operators. More precisely, if (X,µ, T )
has a factor (Y, ν, S) with factor map π, then by integrating out the fibers of the
factor map, we obtain a bounded linear operator P : L2(µ) → L2(µ), satisfying
Properties (i)–(iii) and we call this the Markov operator defined by π.
2.2. Rigid rank one by cylinders. As above, we assume that each system is
endowed with its Borel σ-algebra, but we omit it from the notation.
Definition. An invertible ergodic system (Z, λ,R), where Z ⊂ [0, 1] and λ denotes
normalized (probability) Lebesgue measure restricted to Z, is rigid rank one by
cylinders if there exist a sequence of intervals (Ii)i∈N, which we call cylinders, and
a sequence of positive integers (ni)i∈N such that:
(i) For 0 ≤ i < nk, the iterate RiIk is a cylinder having the same measure as
Ik.
(ii) The cylinders RiIk and R
jIk are pairwise disjoint for all k and for 0 ≤ i <
j < nk.
(iii) The measure λ(
⋃nk−1
i=0 R
iIk) tends to 1 as k →∞.
(iv) The ratio λ(R
nk Ik∆Ik)
λ(Ik)
tends to 0 as k →∞.
Note that cylinders in this setting are intervals in [0, 1], but we refer to them as
cylinders in analogy with the symbolic setting. By a symbolic system (X,T ), we
mean an infinite sequence space X ⊂ ∏∞i=1Ai, where each Ai is a finite alphabet,
and T : X → X is a measurable map. We denote elements of the space as x =
(xi)i∈N ∈ X , with the convention that a bold face letter x has its entries denoted as
xi. In a symbolic system X , a cylinder set [w] determined by a word w = w1 . . . wn
is defined to be
[w] = {x ∈ X : xi = wi for all 1 ≤ i ≤ n}.
We also consider cylinders defined only by some entries ai1 ∈ Ai1 , ..., aik ∈ Aik
defining the cylinder
{x ∈ X : xij = aij for all 1 ≤ j ≤ k}
and we refer to the ij as defining indices of the cylinder. The collection of cylinder
sets forms a basis for the topology of X . When working with a symbolic system
(X,T ), fixing initial entries corresponds to an interval in [0, 1].
The first three conditions in the definition of rigid rank one by cylinders imply
that G is rank one, but in the general setting of a rank one transformation there
is no requirement that the subsets Ii are intervals. The fourth condition gives a
sequence of times under which the transformation R is rigid, meaning that along
these times the iterates of R approach the identity. Indeed, Condition (iv) implies
that λ(R
nkRiIk∩RiIk)
λ(Ik)
is close to 1 for all large k and 0 ≤ i < nk, and so using this
with Conditions (i) and (iii), we have a rigidity sequence.
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2.3. Distal extensions. We review the definitions of (measurable) isometric and
distal extensions, as introduced by Parry [24]. These extensions were key in Fursten-
berg’s proof [10] of Szemere´di’s Theorem (see [11] for further background), and the
definition we use comes from Zimmer [31, 32], who showed that a measurably distal
system is equivalent to a (possibly transfinite) inverse limit of a tower of isometric
extensions.
If G is a compact group, H ⊂ G is a closed subgroup, and (X,µ, T ) is a Borel
probability system, then a measurable map φ : X → G is called a cocycle and
the extension of G by G/H given by the cocycle φ is defined to be the system
(X ×G/H, µ×mG/H , Tφ), where Tφ(x, g˜) = (Tx, φ(x) · g˜) for x ∈ X and g˜ ∈ G/H
and mG/H is the Haar measure on G/H (we use the convention that cosets in
G/H are denoted by ·˜). Defining the topology of the group G by a distance dG
that is invariant under right translation, and of course continuous with respect to
translation on either side, we have an induced distance dG/H on G/H and we have
that the restriction of Tφ to each fiber of the natural projection map X×G/H → X
is continuous. The system (X × G/H, µ×mG/H , Tφ) is an isometric extension of
the system (X,µ, T ).
If (X,µ, T ) and (Y, ν, S) are ergodic systems, then (X,µ, T ) is a distal extension
of (Y, ν, S) if it has a sequence of factors Xη indexed by ordinals η ≤ η0 for some
countable ordinal η0 such that X0 = Y , Xη0 = X , Xη+1 is an isometric extension
of Xη for each η, and for each limit ordinal ζ ≤ η0 the system Xζ is an inverse limit
of the systems Xη with η ≤ ζ. The system (X,µ, T ) is (measurably) distal if it is a
distal extension of the trivial system.
Notation. We use d to denote the metric in various settings, with a subscript
indicating the space as needed. Thus dG denotes the right invariant metric on the
group G, dG/H denotes the induced distance on G/H , and d without any subscripts
denotes the distance d on the product on X × Y .
3. Construction of the system
3.1. Definition of the transformation T . We construct a symbolic system. Set
(1) X =
∏
i
{0, . . . , ai − 1},
where
ai =
{
8 if i /∈ {10k : k ≥ 2}
k if i = 10k for some k ≥ 2.
We write elements x ∈ X as x = (xi)i∈N. Let S denote the odometer onX , meaning
that S is addition by (1, 0, 0, . . .) with carrying to the right. Thus
(2) S(x) = S(x1, x2, . . . , xk, xk+1, . . .) = (0, 0, . . . , 0, xk + 1, xk+1, . . .),
where k is the least entry such that xk < ak − 1 and if there is no such k, then the
odometer turns over and outputs the point 0 = (0, 0, . . .).
Set
(3) Zk = {x ∈ X : xk = 7 and xi = ai − 2 for all i < k}
and
(4) Wk = {x ∈ X : xi = ai − 2 for all i < 102k and x102k < a102k/2}.
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Define
(5) Y = X \ ( ⋃
ℓ/∈{10k : k≥2}
Zℓ ∪
∞⋃
k=1
Wk
)
and define T : Y → Y to be the first return map of S to Y . Throughout this paper,
T refers to this map. As usual, we denote elements y ∈ Y as y = (yi)i∈N.
Define Dk to be the cylinder sets with largest defining index k in X \ Y . More
explicitly, this means that:
(6) Dk =


Zk if k /∈ {10k : k ≥ 2}
Wℓ if k = 10
2ℓ for some ℓ ≥ 1
∅ if k = 102ℓ+1 for some ℓ ≥ 1.
The following result is standard:
Lemma 3.1. The odometer S is uniquely ergodic with respect to a probability mea-
sure µ, and thus the first return map T is uniquely ergodic with respect to the
measure ν = µ(Y )−1 · µ|Y .
Notation (for the systems we study throughout this article). Throughout this
article, X is the space defined by (1), S is the odometer defined on X as in (2), µ
is the unique ergodic measure on this system, and (X,µ, S) is the odometer system
thus defined. The space Y is defined by (5) and (Y, ν, T ) is the associated uniquely
ergodic system defined by the first return map.
Both (X,S) and (Y, T ) are measurable maps of compact metric spaces. The
remainder of this paper is devoted to studying the properties of the system (Y, ν, T ).
3.2. A further conjecture. Maintaining the notation of this section, we state a
conjecture closely related to this subject:
Conjecture 2. Let a1, a2, . . . ∈ N with ai ≥ 2 for all i ∈ N. Let T be the
corresponding odometer viewed as a measure preserving map of [0, 1], meaning
that if x =
∑∞
j=1 bj
1
a1·...·aj with bi ∈ {0, . . . , ai − 1}, then Tx =
∑∞
j=1 cj
1
a1·...·aj
where ck = bk + 1 if k = min{j : bj < aj − 1}, ci = 0 for all i < k and ci = bi for
all i > k. For almost every x ∈ [0, 1], the first return map of T to [0, x] is prime.
3.3. Weak mixing of the transformation T . Our first goal is to show that
the transformation T is weakly mixing, and we start with a sufficient (but not
necessary) condition for a transformation to be weakly mixing.
Lemma 3.2. Assume that (Z1, λ, T1) is an ergodic measure preserving system with
respect to the Lebesgue measure λ. If there exist a constant c > 0, a sequence of
integers (ni)i∈N, and sequences of measurable sets (Ai)i∈N and (Bi)i∈N such that
(i) the measures λ(Ai), λ(Bi) > c for all i ∈ N,
(ii) the limit lim
i→∞
∫
Ai
|T ni1 x− x| dλ(x) = 0, and
(iii) the limit lim
i→∞
∫
Bi
|T ni1 x− T1x| dλ(x) = 0,
then T1 is weakly mixing.
Proof. Assume that f is an eigenfunction of T1 with eigenvalue γ 6= 1. By Lusin’s
Theorem, for every ε > 0 there exists δ > 0 and a measurable set U with λ(U) >
1 − ε such that if |x − y| < δ and x, y ∈ U , then |f(x) − f(y)| < ε. Choose
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ε < min{ 1−|γ|9 , c9}, where c is the constant given in the statement. For all sufficiently
large i ∈ N, by hypothesis there exists a measurable set A′i with measure at least c2
and integer ni such that if x ∈ A′i, then |T ni1 x− x| < ε. It follows that there exists
x ∈ A′i ∩ U and T ni1 x ∈ U and so
|f(x)− f(T ni1 x)| = |(1− γni)| · |f(x)| = |1− γni | < ε.
Similarly there exists y ∈ Bi ∩ U such that |f(y) − T ni+11 y| = |1 − γni+1| < ε. If
these two inequalities hold simultaneously, this contradicts the choice of ε, and so
γ = 1. Since T1 is ergodic, it follows that f is constant almost everywhere and so
T1 is weakly mixing. 
Set
(7) qi =
i−1∏
j=1
aj .
Then Sqi(x) fixes the first i−1 positions of x and increments the entry in xi position
by 1. All other entries remain the same unless the ith position was exactly ai − 1,
in which case the carrying continues until this process terminates.
Given n ∈ N, we choose ci(n) such that
(8) n =
∑
ci(n)qi with ci(n) ∈
{−ai+1
2
, . . . ,
ai+1
2
}
.
Note that there is no unique choice of these coefficients, but we can make a canonical
choice by using the greedy algorithm to define the coefficients ci. That is, we
choose i and ci such that |n − ciqi| is minimal out of all possible i ∈ N and ci ∈{−ai+1
2 , . . . ,
ai+1
2
}
, and then iteratively choose the next coefficient. If there is a tie,
that is if |n− cjqj | = |n− cj′qj′ | is minimal, we choose i = min{j, j′}. Once such a
representation is fixed, our constructions depend on this choice.
We define two functions from N to itself that allow us to move between studying
properties of the odometer S and those of the first return map T :
Notation. For y ∈ Y , define ζy : N→ N to be the map taking the integer n to the
integer m such that Smy = T ny.
For y ∈ Y , define ξy : N → N to be the map taking the integer n to the least
integer m such that there exists ℓ ≥ n satisfying Tmy = Sℓy.
Let 0 ∈ Y denote the point consisting of all 0’s. To keep track of the iterates
of S that fix the first i positions, as determined by the qi defined in (7) and the
expansion of any integer in the base determined by the sequence qi, as defined
in (8), we define
(9) ri = ξ0(qi)
and define
(10) di(n) = ci(ζ0(n)).
Thus the map ζy maps an iterate of T to an iterate of S and the coefficients ci
are changed into di, while the map ξy reverses this, taking an iterate of S to an
iterate of T . However they are not precisely inverses, as one can not regain all of the
odometer S from the first return T : if Si(x) /∈ Y , then there is no corresponding
T time.
An easy analysis of the return times for the odometer S leads to (we omit the
proof):
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Lemma 3.3. The sum
∑qi−1
j=0 1Zℓ(S
jx) does not depend on x for any ℓ such that
ℓ < i. Similarly,
∑qi−1
j=0 1Wℓ(S
jx) does not depend on x for any ℓ such that 102ℓ < i.
We use this to show:
Proposition 3.4. The system (Y, ν, T ) is weakly mixing.
Proof. Assume i = 10k − k and set
Ui =
( qi⋃
j=0
S−j
( ∞⋃
k=i+1
Zk ∪
∞⋃
10j>i
Wj
))c
.
We claim that if i ≥ 108, then µ(Ui) ≥ 1 − 18 −
∑
k=i+1
1
8k−i−1 . Indeed, under
this assumption ak ≥ 8 and so µ(Wℓ) = ℓq
102ℓ+1
for ℓ ≥ i and µ(Zk) = 1qk+1 for all
k ≥ i. Thus, qiµ(Zk) ≤ 8k−i−1 for all k ≥ i. By the assumption on i, it follows
that
∑
{j : 102j>k} qi
j
qj
< 18 .
Set
Ai = {x ∈ Ui : xi ≤ 4}
and so ν(Ai) >
1
2 − 18 . For x ∈ Ai, we have Sjx /∈ Dℓ for any 0 ≤ j ≤ qi and
ℓ ≥ i (recall that the sets Dk are defined in (6) and (Sjx)i 6= ai − 2). Thus by
Lemma 3.3 and the definition of T , there is some ri ∈ N such that T rix = Sqix,
which by choice of qi is close to x (note that ri is defined in (9)). Set
Bi = {x ∈ Ui : xi = 7, x1 < 5, xi−1 < 6} ⊂
{x ∈ X : xi+1 < 5, xi = 7, xi−1 < 6, x1 < 5}.
Then µ(Bi) >
1
64 and ν(Bi∩Y ) > 1128 . For x ∈ Bi, we have Sjx ∈ Di = Z10k−k for
some 0 < j < qi and by definition S
jx /∈ Dℓ for all ℓ > i (because (Sjx)i 6= ai− 2).
Thus Lemma 3.3 implies that T rix = Sqi+1x (by our assumption that x1 < 5, and
we have Sqi+1x ∈ Y ). Thus the assumptions of Lemma 3.2 are verified for the
measurable sets Ai, Bi, and sequence of integers ni = ri with i ∈ {10k − k : k ≥
8}. 
3.4. T is rigid rank one by cylinders. We now show that the constructed system
is rigid rank one by cylinders, using information on the odometer system (X,S) to
study the system (Y, T ). Recall that since the system (X,S) is an odometer, fixing
initial entries corresponds to an interval in [0, 1).
Lemma 3.5. The system (Y, ν, T ) is rigid rank one by cylinders.
Proof. Let Ik be the cylinder set determined by the word of all 0’s up to 10
2k+1
and with any value between 0 and 2k + 1− 5 = 2k − 4 in the entry at 102k+1. Let
nk = r102k+1 , as defined in (7). If y ∈
⋃2nk−1
i=0 T
i(Ik), then y2k+1 < 2k + 1 − 3 and
so (Siy)102k+1 < 2k+1−2 for 0 ≤ i ≤ nk. Thus, Siy /∈
⋃
ℓ≥102k+1 Dℓ for 0 ≤ i ≤ nk
and so
2nk−1⋃
i=0
T i(Ik) ∩
( ∞⋃
ℓ=102k+1+1
Zℓ ∪
∞⋃
j=k+1
Wj
)
= ∅.
Additionally, by Lemma 3.3 we have that
∑q
102k+1
−1
j=0 1∪ℓ<102k+1DℓS
jx is constant
on X . Therefore ξy(q102k+1) is constant (and equal to nk = r102k+1) on this set.
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For any x ∈ Ik, we have that (T nk(x))i = xi for all i 6= 102k+1 and (T nk(x))102k+1 =
x102k+1 + 1. Thus
µ(T nkIk ∩ Ik) = (1 − 1
2k − 4)µ(Ik),
establishing condition (iv) (after passing from µ to ν) of the definition of rigid rank
one by cylinders. For any x ∈ Ik and 0 < i < nk, we have T i(x)j 6= 0 for some
j < 102k+1, and so condition (ii) follows. Since each T iIk is either contained in
or is disjoint from Zℓ and Ws for ℓ < 10
2k+1 and s < 2k + 1, and furthermore is
disjoint from all other Zℓ andWs, we have that T
iIk is a cylinder set for all 0 ≤ i <
qk, establishing condition (i). Finally condition (iii) follows since
⋃q
102k+1
−1
i=0 T
iIk
contains all of Y other than the cylinder sets defined by having entries at least
2k − 4 in the position 102k+1. 
4. Joinings
4.1. Isometric and distal extensions. Given systems (Z1, ζ1, T1) and (Z2, ζ2, T2),
if η is a measure on Z1×Z2, we make a mild abuse of notation and let ηx denote the
measure on Z2 that is defined for almost all x ∈ Z1 by disintegrating the measure
η on the fiber {x} × Z2.
Theorem 4.1. Assume (Z1, ζ1, T1) and (Z2, ζ2, T2) are ergodic, Borel probability
systems such that Z1 and Z2 are compact metric spaces. Let η be an ergodic joining
of the systems (Z1, ζ1, T1) and (Z2, ζ2, T2), and let c > 0. Assume that there exists
δˆ > 0, a sequence of integers (ni)i∈N tending to infinity, a sequence of integers
(Li)i∈N such that Li > δˆni, and measurable sets Ai ⊂ Z1 satisfying
(i) ζ1(Ai) > c for all i ∈ N.
Further assume that for each x ∈ Ai, there exist sets Ci(x), Ei(x) ⊂ Z2, and
jx ∈ [−ni, ni] (all depending on x) satisfying the following conditions:
(ii) sup
x∈Ai
sup
y∈Ci(x)
1
Li
∑Li−1
ℓ=0 dZ2(T
ni
2 T
ℓ
2y, T
jx
2 T
ℓ
2y)→ 0.
(iii) For all y ∈ Ei(x), we have
1
Li
|{0 ≤ ℓ ≤ Li − 1: dZ2(T ℓ2T ni2 y, T jx2 T ℓ2y) > c}| > c.
(iv) For all x ∈ Ai, ηx(Ci(x)), ηx(Ei(x)) > c .
(v) For any c′ > 0, there exists i0 so that i ≥ i0 and x ∈ Ai if we have
balls B(pℓ, c
′) ⊂ Z2 so that ηx(Ei(x) ∩ ∪B(pℓ, c) > c − c′ then ηx(Ci(x) ∩
∪B(pℓ, 2c′)) > c− 2c′.
Then η is not a distal extension of (Z1, ζ1, T1).
Note that this is a general result, holding for arbitrary measure preserving sys-
tems whose underlying spaces are compact metric spaces, and this result does not
depend on the particular constructions we have for the systems (Z1, ζ1, T1) and
(Z2, ζ2, T2).
The proof of Theorem 4.1 proceeds by contradiction. We assume (Z1×Z2, η, T1×
T2) is an isometric extension of (Z1, ζ1, T1), meaning that there exists a (measur-
able) isomorphism Ψ: (Z1 × Z2, η, T1 × T2) → (Z1 ×G/H, ζ1 ×mG/H , Tφ) that is
the identity on the first coordinate, and use this to derive a contradiction. Since a
distal system can be decomposed as a tower of isometric extensions, we conclude
that it can not be a distal extension.
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Before turning to this proof, we start with some preliminaries and a lemma used
to derive the contradiction.
Let K be a compact continuity set for Ψ with η(K) > 1− δˆ100 c4. Thus K is also a
continuity set for π2◦Ψ, where π2 : Z1×G/H → G/H is the projection on the second
coordinate. Choose δ > 0 such that dG/H(gh˜, gh˜
′) < c8 whenever dG/H(h˜, h˜
′) < δ
and g ∈ G. Choose c8 > δ′ > 0 such that dG/H(π2 ◦ Ψ(x, y), π2 ◦ Ψ(x′y′)) < δ
whenever (x, y), (x′, y′) ∈ K and dZ1×Z2
(
(x, y), (x′, y′)
)
< δ′.
Lemma 4.2. Under the assumptions of the theorem, there exist a pair of points
(x, y), (x, y′) ∈ (Z1 × Z2)2 and b ∈ Z such that
(i) (x, y), (x, y′), (T b1x, T
b
2y), and (T
b
1x, T
b
2y
′) ∈ K;
(ii) dZ2(y, y
′) < δ′;
(iii) dZ2(T
b
2y, T
b
2y
′) > c2 − c8 > c3 .
Proof. For any L ≥ 1, we have that η({(x, y) : ∑L−1i=0 1K((T i1x, T i2y)) < L−Lδˆ10 c}) <
1
10c
3. Choosing c′ = δ
′
8 , for all large i, we can pick x ∈ Ai, (x, y) ∈ Ci(x), (x, y′) ∈
Ei(x) satisfying dZ2(y, y
′) < δ′ and the conditions
Li+ni−1∑
i=0
1K
(
(T i1x, T
i
2y
′)
)
> (Li + ni)− Li
10
c,
Li+ni−1∑
i=0
1K
(
(T i1x, T
i
2y)
)
> Li + ni − Li
10
c.
By Conditions (ii) and (iii), there exists ℓ such that the points (T ℓ+ni1 x, T
ℓ+ni
2 y),
(T ℓ+jx1 x, T
ℓ+jx
2 y), (T
ℓ+ni
1 x, T
ℓ+ni
2 y
′), and (T ℓ+jx1 x, T
ℓ+jx
2 y
′) all lie in the set K, while
at the same time dZ2(T
ℓ+ni
2 y, T
ℓ+jx
2 y) < δ
′ and dZ2(T
ℓ+ni
2 y
′, T ℓ+jx2 y
′) > c. Thus
we can take b to be one of ℓ+ jx or ℓ+ ni. 
Proof of Theorem 4.1. We first show that η is not an isometric extension. Ob-
serve that if g = φ(T b−11 x) · . . . · φ(x), then π2 ◦ Ψ(T b1x, T b2y) = gπ2 ◦ Ψ(x, y) and
π2 ◦Ψ(T b1x, T b2y′) = gπ2 ◦Ψ(x, y′). Because all four of the points (T ℓ+ni1 x, T ℓ+ni2 y),
(T ℓ+jx1 x, T
ℓ+jx
2 y), (T
ℓ+ni
1 x, T
ℓ+ni
2 y
′), and (T ℓ+jx1 x, T
ℓ+jx
2 y
′) lie in the set K, Con-
clusion (ii) of Lemma 4.2 implies that dZ2(T
b
2y, T
b
2y
′) < c4 , a contradiction of Con-
clusion (iii) of Lemma 4.2.
Now assume that η is a distal extension of (Z1, ζ1, T1). By the structure theorem
for distal flows of Furstenberg [10] and Zimmer [32], the system (Z1×Z2, η, T1×T2).
is an inverse limit of systems, each of which is an isometric extension of the preceding
one. Thus there is a factor of our distal extension, which is an isometric extension of
(Z1, ζ1, T1) , and which satisfies the assumptions of Theorem 4.1 (with different c).
Indeed, by the definition of inverse limits, we can embed our distal extension into
the product defining the inverse limit. This contradicts the previous paragraph. 
4.2. A self-joining that is not quasi-simple. We apply Theorem 4.1 to establish
part of Theorem 1.1:
Theorem 4.3. There exists a self-joining of (Y, ν, T ) that is not a distal extension
of (Y, ν, T ).
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Before turning to the proof, we start with some preliminaries. If (Y, T ) is a
compact metric space, let dM(Y×Y )(·, ·) denote the Kantorovich-Rubenstein metric,
defined for Borel probability measures µ, ν ∈ M(Y × Y ) as
dM(Y×Y )(µ, ν) := sup
{∣∣∣∫ fdµ− ∫ fdν∣∣∣ : f is 1-Lipschitz function on Y × Y }.
This metric endows the set of Borel probability measuresM(Y ×Y ) on Y ×Y with
the weak*-topology. Similarly, define dM(Y ) to be the Kantorovich-Rubenstein
metric on the M(Y ).
Recall that J(n) denotes the off diagonal joining on {(x, T nx)}, meaning that
J(n) is the measure on X ×X defined by∫
f(x,y) dJ(n) =
∫
f(x, T nx) dµ.
Recall that if σ is a self-joining of (Y, ν, T ), we let σx denote the disintegration of
σ given by projection to the first coordinate, thought of as a measure on Y . Note
that this is only defined ν-almost everywhere and is slightly different than the usual
disintegration of measures: it defines a measure on Y , rather than a measure on
Y × Y that gives full measure to {x} × Y .
The main tool in establishing Theorem 4.3 is the following proposition:
Proposition 4.4. For any ε > 0 and k1, . . . , kr ∈ Z, there exist ℓ1, . . . , ℓ2r,
N,M,L ∈ Z, a set A with ν(A) > 199 , and for each x ∈ A there exists jx ∈ [−M,M ]
such that
(a) ν
({
x : dM(Y )
(
( 12r
∑2r
n=1 J(ℓn))x, (
1
r
∑r
n=1 J(kn))x
)
> ε
})
< ε.
(b)
ν
({x ∈ A : there exist reorderings i1, . . . , ir of 1, . . . , r and
i1+r, . . . , i2r of r + 1, . . . , 2r such that for all 1 ≤ s ≤ r,
dY
(
T ksx, T ℓisx
)
< ε and dY
(
T ksx, T ℓir+sx
)
< ε}) > ν(A) − ε.
(c) dM(Y×Y )
(∑N
i=1 δ(T ix,T iT ℓnx),
1
r
∑r
i=1 J(ki)
)}) < ε for all n ≤ 2r and x ∈
A.
(d) 1L
∑L−1
i=0 d(T
M+iT ℓnx, T i+jxT ℓnx) < ε for all x ∈ A and n ≤ r.
Moreover, if we assume that there exist a, b ∈ N and c > 0 such that d(T ax, T bx) >
4c+ ε for a set W of x with ν(W ) = 12 and
(11) |{1 ≤ n ≤ r : d(T knx, T ax) < c}| = |{1 ≤ n ≤ r : d(T knx, T bx) < c}| = r
2
for all x ∈ W , then
(e) 1L |{0 ≤ i ≤ L − 1: d(TM+iT ℓdx, T iT ℓdT jxx) > c for all x ∈ A and r <
d ≤ r + 2⌈ 116r⌉}| > 19 .
The proof of this proposition occupies the rest of this section, starting with
finding the first half of the ℓi and then the second half. Before we turn to this,
we comment on the role that this proposition plays. We use this to show that
before passing to a limit, we have various properties in the system. Conditions (a)
and (b) are used to prove ergodicity, and Conditions (d) and (e) lead to a version
of Theorem 4.1, all before passing to the limit: more precisely, the sets Ci(x) of the
limiting object are approximated by {T ℓnx}rn=1 in the sense that ηx restricted to
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Ci(x) is close to
1
2r
∑r
n=1 δT ℓnx. Similarly, the sets {T ℓnx}
r+2⌈ r16 ⌉
n=r+1 correspond to
Ei(x), M corresponds to ni, and L to Li. Conclusion (e) is the analog of (iii) in
Theorem 4.1 and Conclusion (d) of (ii). Condition (v) in Theorem 4.1 corresponds
to observing that (b) implies that for most x, for any r < d ≤ r+2⌈ r16⌉ there exists
1 ≤ id ≤ ir such that T ℓdx is close to T ℓidx.
4.2.1. Finding ℓ1,. . . ,ℓr. We now construct ℓ1, . . . , ℓr satisfying the conclusions of
Proposition 4.4.
Lemma 4.5. For all ε > 0, there exists k0 ∈ N such that for all k > k0 and
1 ≤ ℓ ≤ k:
(i) If (T ix)102k < k for all 0 ≤ i ≤ ℓr102k , then d(T ℓr102kx,x) < ε.
Similarly, if (T ix)102k < k for all 0 ≥ i ≥ −ℓr102k , then d(T ℓr102kx,x) < ε.
(ii) If k ≤ (T ix)102k < 2k−2 for all 0 ≤ i ≤ ℓ(r102k+1), then d(T ℓ(r102k+1)x,x) <
ε.
Similarly, if k ≤ (T ix)102k < 2k − 2 for all 0 ≥ i ≥ −ℓ(r102k + 1), then
d(T ℓ(r102k+1)x,x) < ε.
Proof. We only include the proof of the first part of (ii), as the proofs of all
four statements are similar. Thus we need to show that under the assumptions,
(T ℓ(r102k+1)x)i = xi for all i < 10
2k. This statement immediately follows once we
show that
(12) T ℓ(r102k+1)x = Sℓq102kx.
To prove (12), note that by assumption, (T ix)102k < 2k−2 for all 0 ≤ i ≤ ℓ(r102k +
1), and so Six /∈ ⋃j>102k Dj for all 0 ≤ i ≤ ℓq102k . (Recall that Dj are defined
in (6).) Similarly, by the assumption that k ≤ (T ix)102k for all 0 ≤ i ≤ ℓ(r102k +1),
we have that Six /∈ D102k for all 0 ≤ i ≤ ℓq102k . Thus for any such x, ζx(q102k) =
ζ0(q102k) + 1 = r102k + 1. Iterating this process for x, we obtain that S
q
102kx =
T r102k+1x, . . . , Sℓq102kx = T ℓ(r102k+1)x, thus proving the claim. 
Lemma 4.6. Let n = u + vr102k . If x102k ∈ [|u| + |v| + 1, k − |u| − |v| − 1], then
(T nx)j = (T
ux)j for all j 6= 102k. Similarly, if x102k ∈ [|u|+ |v|+ k+ 1, 2k− |u| −
|v| − 3], then (T nx)j = (T u−vx)j for all j 6= 102k.
Proof. These results follow from Lemma 4.5, and again we only prove the first
part as the others are analogous. If x102k ∈ [|u|+ |v|+ 1, k − |u| − |v| − 1], then we
apply the first part of Lemma 4.5 with ℓ = v to T ux. 
Corollary 4.7. For all ε > 0 and b, b′ ∈ Z, there exists k0 such that for all ℓ > k0
there exists pℓ ∈ Z, disjoint sets Aℓ, Bℓ, and an interval Jℓ satisfying
(i) T pℓ(x)j = (T
bx)j for all j 6= 102ℓ and x ∈ Aℓ.
(ii) T pℓ(x)j = (T
b′x)j for all j 6= 102ℓ and x ∈ Bℓ.
(iii) ν(Aℓ), ν(Bℓ) >
1
2 − ε.
(iv) Aℓ =
⋃(ℓ−2(|b|−|b′|−1))r
102k
i=0 T
iJℓ
(v) T iJℓ ∩ Jℓ = ∅ for all 0 ≤ i ≤ 2(ℓ− |b| − |b′| − 1)r102k .
Proof. We apply Lemma 4.6 to n = b + (b − b′)r102k . Since b − (b − b′) = b′, by
choosing
Jℓ = {x : xj = 0 for all j < 102ℓ and xj = |u|+ |v|+ 1},
the corollary follows with pℓ = b+ (b− b′)r102k . 
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Lemma 4.8. For any ε > 0 and b ∈ Z, there exists N ∈ N such that for all x ∈ Y
and n ≥ N ,
dM(Y×Y )
( n∑
i=1
δ(T ix,T iT bx), J(b)
)
< ε.
Proof. Since T ×T is continuous and uniquely ergodic on the compact metric space
{(x, T bx)}, we have uniform convergence of the Birkhoff averages (see, for example,
Walters [30]). 
Applying this result in our system, we obtain:
Corollary 4.9. For all ε > 0, there exists ℓ ≥ 1 such that
dM(Y×Y )
(
1
L
L∑
i=1
δ(T×T )i(x,T bx), J(b)
)
< ε
for all x ∈ Y and all L ≥ (ℓ− 2(|u|+ |v|+ 2))r102ℓ . The analogous result holds for
b′.
We now combine these results with the strategy developed in [4] to build off
diagonal joinings close to the barycenter of other off diagonal joinings. We begin
by summarizing the results of [4], where the input is a sequence of numbers and
sets with certain properties.
We assume that c > 0, Jj is a sequence of intervals, mj is a sequence of natural
numbers, b
(1)
j , . . . , b
(d)
j are sequences of integers, and Aˆj , Bˆj and Uj are sequences
of sets, and εj > 0 satisfy the following properties:
(i) For all j, Aˆj =
⋃mj
ℓ=1 T
ℓJj \ Uj.
(ii) For all j, Bˆj = Y \ (Aj ∪ Uj).
(iii) For all j, ν(Aˆj), ν(Bˆj) > c.
(iv) The minimal return time to Jj is at least
3
2mj .
(v) For all j, ν(Uj) < εj.
(vi) For all j, mj
∑∞
ℓ=j+1 ν(Jℓ) < εℓ.
(vii) For all j, εj+1 ≤ εj and
∑
j εj <∞.
(viii) For any x ∈ Aˆj , we have d(T b
(p)
j x, T b
(p−1)
j−1 x) < εj and for any x ∈ Bˆj , we
have d(T b
(p)
j x, T b
(p)
j−1x) < εj. (Note that b
(p−1)
j−1 is interpreted to be b
(d)
i−1 if
p = 1.)
(ix) dM(Y×Y )
(
1
L
∑L
i=1(T × T )i(J(b(p)i )x), J(b(p)i )
)
< εi for all x ∈ Y , all L ≥
mki+1
9 , and any p ∈ {1, . . . , d}.
Theorem 4.10. (Chaika-Eskin [4, Proposition 3.1 and (the proof of) Corollary
3.3]) Assuming sequences of numbers and sets satisfying (i)- (ix), there exist ρ < 1,
C′ > 0 (depending only on c and d) such that
dM(Y×Y )
(
J(b
(p)
k ),
1
r
r∑
p=1
J(bi
(p))
) ≤ C′ k∑
q=i
εq + C
′ρk−i,
whenever k ≥ i and p ∈ {1, . . . , r}. Moreover, if x /∈ ⋃kq=i Uq, there is a reordering
(which is allowed to depend on x) p1, . . . , pd with d(T
b
(j)
i x, T bˆ
(pj)
k x) <
∑k
q=1 εq for
all 1 ≤ j ≤ d.
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Remark 1. The last statement of this theorem is not in the statement of Corollary
3.3, but follows by iterating (viii). The condition in (viii) is a slightly simpler
condition than that in [4], where the conditional measure of an off diagonal joining
on a fiber is used instead of the distance between points, but the condition in [4]
follows immediately by using the definition of the Kantorovich-Rubinstein metric.
Remark 2. We iteratively apply the result of Theorem 4.10 for different (de-
creasing) choices of εi and (increasing) d, with each choice satisfying all of the
properties (i)–(ix).
Corollary 4.11. For any ε > 0 and integers b1, . . . , bd, there exist integers bˆ1, . . . , bˆd
such that
(13) dM(Y×Y )
(
J(bˆℓ),
1
d
d∑
j=1
J(bj)
)
< ε
for all ℓ ∈ {1, . . . , d}. Moreover, we may assume that there is a set Wˆ of measure 1−
ε such that for every x ∈ Wˆ , there is a reordering p1, . . . , pd with d(T bjx, T bˆpjx) < ε
for all 1 ≤ j ≤ d.
We note that the reordering in the second part of this statement depends on the
particular x.
Proof. By Corollaries 4.7 and 4.9, the corollary holds when d = 2. Moreover, we
claim that we can simultaneously apply these results to d different pairs b1, b
′
1, . . . , bd, b
′
d
(the resulting common sets become Aˆ and Bˆ). To see this, choose
Aˆ = {x : x102ℓ ∈ [max{|bi|}+max{|bi−b′i|}+1, ℓ−(max{|bi|}+max{|bi−b′i|})−1]}
and
Bˆ = {x : x102ℓ ∈ [ℓ+max{|bi|}+max{|bi−b′i|}+1, 2ℓ−(max{|bi|}+max{|bi−b′i|})−3]}.
We apply this argument for the d pairs b
(1)
1 , b
(2)
1 ; . . . ; b
(d)
1 , b
(1)
1 to produce measures
b
(1)
2 , . . . , b
(d)
2 . Note that on Aˆ, there is a reordering of 1, . . . , d, call it p1, . . . , pd,
such that d(T bjx, T bˆpjx) < ε for all 1 ≤ j ≤ d and x ∈ Aˆ. (In fact, this is the
reordering pj = j.) There is a similar reordering on Bˆ (this is the reordering
pj = j − 1 for j 6= 1 and p1 = d). Inductively, given b(1)j , . . . , b(d)j we apply this
to the corresponding pairs b
(1)
j , b
(2)
j ; . . . ; b
(d)
j , b
(1)
j . Let Aˆ1, . . . , Aˆj and Bˆ1, . . . , Bˆj
denote the corresponding sets, as above. By Theorem 4.10, there exists j ∈ N such
that b
(i)
j satisfy (13) for all i = 1, . . . , d.
Define
(14) Wˆ =
j⋂
i=1
(Aˆi ∪ Bˆi)
to be the intersection of the sets obtained at each step, and this satisfies the desired
conclusion. 
We now combine these results to find ℓ1, . . . , ℓr. Given ε > 0, applying Corol-
lary 4.11 to k1, . . . , kr, we obtain ℓ1, . . . , ℓr such that
ν
({x : dM(Y )(1r
r∑
i=1
J(ℓi)x,
1
r
r∑
i=1
J(ki)x
)
> ε/2}) < ε/2
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(Condition (a) for the first r) and also satisfy the reordering condition on ℓ1, . . . , ℓr
in (b), where for each x ∈ Wˆ , the reordering is given by p′k = k − |{1 ≤ i ≤
j : x ∈ Bˆi}| and this difference is taken modulo d. (Note that as we have not yet
introduced ℓr+1, . . . , ℓ2r, we have not yet fully established (a) or (b).) Towards
obtaining Conclusion (c), for each ℓi, choose Ni such that for all L ≥ Ni we have
dM(Y×Y )
( 1
L
L−1∑
j=0
δ(T j×T j)(x,T ℓix), J(ℓi)
)
< ε.
4.2.2. Finding ℓr+1, . . . , ℓ2r. We start first by finding ℓr+1, . . . , ℓ2⌈ 116 r⌉.
Lemma 4.12. Under the assumptions of Proposition 4.4 including the additional
assumption, there exists J ⊂ {1, . . . , r} with |J | = 2⌈ 12·8r⌉ and an order 2 bijection
φ : J → J such that
(15) ν({x : d(T ℓix, T ℓφ(i)x) > c}) > 1
8
for all i ∈ J .
Proof. First we claim that for each i ≤ r, we have that
(16)
∣∣∣{j ≤ r : ν({x : d(T ℓix, T ℓjx) > c}) > 1
8
}∣∣∣ ≥ r
8
.
To justify (16), we limit our consideration to W ∩Wˆ , where Wˆ is defined as in (14)
as given in the proof of Corollary 4.11 and note that ν(W ∩ Wˆ ) ≥ 12 − ε > 49100 .
If (16) does not hold,∫
W∩Wˆ
1
r
|{j : d(T ℓjx, T ℓix) ≤ c}| dν ≥ ( 49
100
− 1
8
)
7
8
>
1
2
ν(W ∩ Wˆ ).
It follows that there exists x ∈ (W ∩ Wˆ ) such that
|{j : d(T ℓjx, T ℓix) < c}| > r
2
.
Since x ∈ Wˆ , it follows that
|{j : d(T kjx, T ℓix) < c+ ε}| > r
2
.
But since x ∈W ∩ Wˆ , we have that d(T ℓix, T ax) or d(T ℓix, T bx) is less than c+ ε,
all of these T kjx are at least 2c away from whichever of T ax or T bx that T ℓix is
not close to. This contradicts the fact that x ∈W .
Given (16), we can obtain our set of J , because until |J | = ⌈ 18r⌉, we can always
inductively pick any i /∈ J and find j /∈ J satisfying (15) and add them both into
J , letting φ(i) = j and φ(j) = i. Thus we can obtain a set J whose cardinality is
the smallest even number that is at least 18r. 
Lemma 4.13. Assume there exist a, b ∈ Z and c > 0 such that
ν({x : d(T ax, T bx) > c}) > 1
8
.
Let
Gk = {x ∈ Y : x102k ∈ [
1
3
k + |a− b|, 1
2
k − 2− |a− b|] and x102k−1 = 3}
and set dk = a + (a − b)r102k . Then for every ε > 0, there exists k0 such for all
k ≥ k0 and x ∈ Gk, there exists jx satisfying
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(i) d(T ℓ+a+jxx, T ℓ+a+
k
2 r102kx) < ε
(ii) d(T dk+ℓ+jx+
k
2 r102kx, T b+ℓx) < ε
for all ℓ ∈ [−r102k−1, r102k−1]. Moreover, for all but a set of such x with measure
at most ε, we have
(17)
∣∣∣{ℓ ∈ [−r102k−1, r102k−1] : d(T a+ℓx, T b+ℓx) > c}∣∣∣ > 192r102k−1.
Proof. We apply the proof of Corollary 4.7 with n = dk to obtain the first 2
conditions. More precisely, by construction Gk is a subset of Ak∪Bk where Ak and
Bk given by the proof of Corollary 4.7. Choose jx =
∑ζx( k2 r102k )−1
i=0 1D102k (S
ix)− k2 .
(Recall that Dj is defined in (6).) Then since x102k−1 = 3, it follows that jx = jT ℓx
for all such x and ℓ′ ∈ [− 32r102k−1, 32r102k−1]. Indeed, because y ∈ D102k implies
y102k−1 = 6, for all x with x102k−1 = 3 and ℓ′ ∈ [− 32r102k−1, 32r102k−1] we have
ζx(
k
2 r102k )−1∑
i=0
1D
102k
(Six) −
ζ
Tℓ
′
x
( k2 r102k )−1∑
i=0
1D
102k
(Six) = 0.
Choosing k0 such that |a|, |b| < r102k0−1, the first 2 conditions hold. For the final
condition, let V = {x : d(T ax, T bx) > c}.
By the (mean) ergodic theorem, there exists N ∈ N such that
ν
({x : 1
M
M−1∑
i=0
1V (T
ix) > (1 − ε)ν(V )}) > 1− ε
for all M ≥ N . Choosing r102k−1 > N we have (17). 
We now use this to define ℓj for j ∈ {r + 1, . . . , r + 2⌈ r16⌉}. Choose J as in
Lemma 4.12 and enumerate the elements of the set J as a1, . . . , a2⌈ r16 ⌉. Let ℓr+j
be given by Lemma 4.13 applied with a = aj and b = ℓφ(aj) and where k is chosen
larger than the k0 needed for the 2⌈ r16⌉ applications of Lemma 4.13, as well as
sufficiently large such that ℓi <
1
2r102k−1 for all 1 ≤ i ≤ r. For each such j, we
define ℓr+j to be the corresponding dk.
We now define ℓ2⌈ r16 ⌉+1, . . . , ℓ2r. For each j ∈ Jc, define ℓi = ℓj + r102a+1 for
sufficiently large a such that each j ∈ Jc corresponds to a unique i with r+2⌈ r16⌉ <
i ≤ 2r. Let Vˆ be the set of measure at least 1−ε such that d(T ℓjx, T ℓj+r102a+1x) < ε
for all j ∈ Jc and x ∈ Vˆ .
We use this to prove the proposition:
Proof of Proposition 4.4. Choose M = k2r102k and set
B =
[1
3
k + 2 max
j=1,...,2⌈ r16 ⌉
{|ℓaj |},
1
2
k − 2− 2 max
j=1,...,2⌈ r16 ⌉
{|ℓaj |}
]
and
A =
{
x : x102k−1 = 3 and x102k ∈ B
} ∩ Wˆ ∩ Vˆ .
By Conclusion (i) of Lemma 4.13 and our choice that |ℓj| < r102k−1, we have Con-
clusion (d) with jx as in Lemma 4.13. By Corollary 4.11 (see also the last paragraph
of Section 4.2.1) we have Conclusion (a) and Conclusion (b) for {ℓi}ri=1. Since each
ℓa1 , . . . , ℓa2⌈ r
16
⌉ appears as both j and φ(j) in our construction of {ℓi}
r+2⌈ r16 ⌉
i=r+1 , it fol-
lows outside a set of x with small measure, for each such x there exist, p1, . . . , p2⌈ r16 ⌉,
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a reordering of ℓi for r < i ≤ r + 2⌈ r16⌉ such that dY (T ℓaix, T ℓpix) < ε. For
the remaining r < j ≤ 2r, the off diagonal joining ℓj is built to be ε close to
the corresponding ℓi. Thus Conclusion (b) follows for {ℓi}2ri=r. We have (c) for
N = max{Ni}ri=1 (see the end of Section 4.2.1). Finally, by (17) and (ii) of
Lemma 4.13, we have (e). Indeed, by our choice of A we can apply (ii) and by (17)
this gives the desired distance bound of TM+dk+ℓx from T dk+ℓ+jxx. 
4.3. Proof of Theorem 4.3. Let Jν denote the self-joinings of (Y, T, ν). Recall
that σx denotes a measure on Y , and not on {x} × Y .
Lemma 4.14. Let ε > 0, k1, . . . , , kr ∈ Z, ℓ1, . . . , ℓ2r, L,N,M ∈ Z, the set A, and
jx ∈ [−M,M ] be as in Proposition 4.4.
There exists 120 > δ > 0 such that if for some σ ∈ Jν we have
(18) ν
({
x : dM(Y )
(
σx, (
2r∑
n=1
J(ℓn))x
)
> δ
})
< δ,
then there exists A˜ ⊂ A ⊂ Y and ν(A˜) > 1999 such that
(i) σ({(x,y) ∈ A˜ × Y : dM(Y×Y )( 1N
∑N
i=1 δ(T ix,T iy),
1
r
∑r
i=1 J(ki)) < 2ε}) >
9
10ν(A˜).
(ii) for all x ∈ A˜, there exists Cx with σx(Cx) > 199999 and 1L
∑L−1
i=0 d(T
M+iy, T jx+iy) <
2ε for all y ∈ Cx.
Moreover, under the additional assumption that there exist a, b ∈ N and c > 0 such
that d(T ax, T bx) > 3c for a set of x with measure 12 , then there exists Ex with
σx(Ex) >
1
99999 satisfying
(iii) 1L |{0 ≤ i < L : d(TM+iy, T jx+iy) > c2}| > c2 for all x ∈ A˜ and y ∈ Ex.
Proof. Choose a compact set G with ν(G) > 1− ε10000r such that T i|G is (uniformly)
continuous for all |i| ≤ max{N,L,M}. Let Gˆ = G ∩ ⋂2rn=1 T−ℓnG. There exists
δ > 0 such that if x ∈ G and d(x,y) < δ, then
(19) d(T ix, T iy) < min{ε, 10−7} for all |i| ≤ max{N,L,M}.
Thus we can choose A1 = A ∩ Gˆ. If x ∈ A1, y,y′ ∈ Gˆ, d(y,y′) < δ, and
dM(Y×Y )(
1
N
N∑
i=1
δ(T ix,T iy),
1
r
r∑
i=1
J(ki)) < ε,
then by (19) the definition of dM(Y×Y ) we have
dM(Y×Y )(
1
N
N∑
i=1
δ(T ix,T iy′),
1
r
r∑
i=1
J(ki)) < 2ε.
Thus Condition (i) follows from Condition (c) of Proposition 4.4 (as well as (18)
and the measure bound on G). Setting
Cx = Gˆ ∩
r⋃
n=1
B(T ℓnx, δ),
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then (ii) (without the measure bound) follows from (d). Setting
Ex = Gˆ ∩
r+2⌈ r16 ⌉⋃
n=r+1
B(T ℓnx, δ),
then (iii) (without the measure bound) follows from (e). Let A˜ be the subset of A1
such that (18) holds, σx(A1) >
19
20 >
9
10+δ and so that σx(Cx), σx(Ex) >
1
99999 . 
Before completing the proof of Theorem 4.3 we note the following. If (X,T, µ)
is an ergodic Borel probability system and X is a compact metric space, then µ is
ergodic if and only if there exists a sequence Ni →∞ such that for every f ∈ C(X),
(20) lim
i→∞
1
Ni
Ni−1∑
j=0
f(T jx)−
∫
fdµ = 0
for µ-almost every x ∈ X .
Proof of Theorem 4.3. Let k
(1)
1 = 0 and k
(1)
2 = 1. We apply Proposition 4.4 with
ε = 110−3 <
1
10 min
x∈Y
d(Tx,x) to obtain ℓ1, . . . , ℓ4, which we denote as k
(2)
1 , . . . , k
(2)
4 .
We also obtain N1, L1,M1 and we then apply Lemma 4.14 to obtain δ1. Apply-
ing Proposition 4.4 with ε2 = min{ 122 , δ12 } and k(2)1 , . . . , k(2)4 and we also obtain
N2, L2,M2. Repeating the application of Lemma 4.14 to obtain δ2, which without
loss of generality we can always assume that it is less than δ12 . We repeat this
procedure, inductively obtaining k
(r)
1 , . . . , k
(r)
2r , which by (a) satisfy
ν
({
x : dM(Y )
( 2r∑
i=1
J(k
(r)
i )x,
2n∑
i=1
J(k
(n)
i )x
)
> δℓ(1 − 1
2r−ℓ
)
})
< δℓ(1 − 1
2r−ℓ
)
for all n < r. Applying Lemma 4.14 to obtain δr, which again we take to be
bounded by δn2r−n for all n < r, we can repeat the application of Proposition 4.4,
but with εr+1 = min{ 12r+1 , 12δr}.
We pass to the weak*-limit of 12r
∑2r
i=1 J(k
(i)
r ), which we denote σ. By construc-
tion, we have that
(21) ν
({
x : dM(Y )
(
σx,
2n∑
i=1
J(k
(n)
i )x
)
> δℓ)
}) ≤ δn
for all ℓ. From this, it follows that
σ
{
(x,y) ∈ Y × Y : dM(Y×Y )( 1
Nr
Nr∑
i=1
δ(Six,Siy),
1
2r−1
2r−1∑
i=1
J(k
(r−1)
i )) > εr
}
< 2εr ≤ 1
2r−1
.
Thus lim
r→∞
1
Nr
∑Nr
i=1 δ(Six,Siy) is the weak-* limit of
1
2r
∑2r
i=1 J(k
(r)
i ), which is σ,
and this holds for σ-almost every (x,y) ∈ Y × Y . By the criterion given in (20), it
follows that σ is ergodic.
Thus to complete the proof of the theorem, it suffices to show that the assump-
tions for Theorem 4.1 are satisfied. To see this, by (21), we have a set A˜m such that
A PRIME SYSTEM WITH MANY SELF-JOININGS 19
for every x ∈ A˜m we have sets C(m)x , E(m)x such that σx(C(m)x ), σx(E(m)x ) > 199999
and
(i) 1L
∑L−1
i=0 d(T
M+iy, T jx+iy) < 2ε for all x ∈ A˜m and y ∈ Cx giving The-
orem 4.1 (ii) as m → ∞ and we can choose ε → 0. (This uses Proposi-
tion 4.4, part (d) and Lemma 4.14, part (ii).)
(ii) 1L |{0 ≤ i < L : d(TM+iy, T jx+iy) > c2}| > c2 for all x ∈ A˜m and y ∈
Ex giving Theorem 4.1 (iii). (This uses Proposition 4.4, part (e) and
Lemma 4.14, part (iii).)
(iii) The assumption that σx(Cx), σx(Ex) >
1
99999 giving Theorem 4.1 (iv).
(iv) Proposition 4.4, part (b) applied to r < d ≤ r+2⌈ r16⌉ combined with (18)
imply Theorem 4.1 (v).
(Note that strictly speaking, M , L, Cx, Ex, and jx depend on m, but we omit
the dependency for the sake of readability.) Thus we have proven the assumptions
needed to apply Theorem 4.1. 
4.4. These properties are residual.
Theorem 4.15. A residual set of measure preserving transformations are not
quasi-simple.
If (hj)j∈N is a sequence of positive integers, we say a system (X,T, µ) admits
special linked approximation of type (hj , hj + 1) if for each j ∈ N, there exist sets
Aj , Cj ⊂ X satisfying the following five conditions:
(i) lim
j→∞
µ(
⋃hj−1
i=0 T
iAj) =
1
2 = limj→∞
µ(
⋃hj
i=0 T
iCj);
(ii) The sets Aj , . . . , T
hj−1Aj , Cj , . . . , T hjCj are pairwise disjoint;
(iii) lim
j→∞
µ(ThjAj∩Aj)
µ(Aj)
= 1 = lim
j→∞
µ(Thj+1Cj∩Cj)
µ(Cj)
;
(iv) Defining
R(j)A =
hj−1⊔
i=0
T iAj and R(j)C =
hj⊔
i=0
T iCj ,
there exist measurable sets Jj ⊂ Aj and a, b ∈ N such that Jj , . . . , T a+b−1Jj
are all pairwise disjoint, T iJj ⊂ R(j)A for all 0 ≤ i ≤ a−1, and T iJj ⊂ R(j)C
for all a ≤ i ≤ a+ b− 1 and lim
j→∞
µ(
⋃a+b−1
i=0 T
iJj) = 1;
(v) For all ε > 0, there exist measurable setsB
(j)
0 , . . . , B
(j)
hj−1 and Bˆ
(j)
0 , . . . , Bˆ
(j)
hj
∈
X of diameter at most ε such that
lim
j→∞
hj−1∑
i=0
µ(T iAj \B(j)i ) = 0 = limj→∞
hj∑
i=0
µ(T iCj \ Bˆ(j)i ).
Condition (iv) distinguishes this from usual linked approximation, and is needed
to carry out the arguments of Section 4.2. This property is a residual property in
the space of measure preserving transformations. Indeed, it is conjugacy invariant,
and nonempty. Halmos [16, Theorem 1] showed that the conjugacy class of any
aperiodic measure preserving transformation is dense. Our conditions (i)-(v) are
the intersection of a countable number of open conditions and so the property holds
on a Gδ set. Thus it is a dense Gδ, that is residual, property.
We say a system (X,T, µ) is rigid rank 1 if there exist numbers nj and sets Ij
such that
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(i) lim
j→∞
µ(
⋃nj−1
i=0 T
iIj) = 1;
(ii) The sets Ij , . . . , T
nj−1Ij are pairwise disjoint;
(iii) lim
j→∞
µ(Tnj Ij∩Ij)
µ(Ij)
= 1;
(iv) For all ε > 0, there exist measurable sets B
(j)
0 , . . . , B
(j)
nj−1 ∈ X of diameter
at most ε such that
lim
j→∞
nj−1∑
i=0
µ(T iIj \B(j)i ) = 0.
Note that this property is stronger than being both rigid and rank 1. Similarly
to the property of admitting a special linked approximation, rigid rank 1 is also a
residual property in the space of measure preserving transformations.
Any transformation that both admits a special linked approximation of type
(hj , hj+1) and is rigid rank 1 has a self-joining that is not a distal extension of
(X,T, µ). Indeed, these transformations have the following property: for any pair
of integers a, b ∈ N and ε > 0, there exists m ∈ N and a pair of sets C,D with
measure at least 12 − ε so that
µ({x ∈ C : d(T ax, Tmx) > ε)} < ε and µ({x ∈ D : d(T bx, Tmx) > ε)} < ε.
Using this property, rank 1 rigidity, and the ergodicity of µ, our construction of the
joining that is not a distal extension of (X,T, µ) proceeds similarly to Sections 4.2
and 4.3. More precisely, for sufficiently large j, we can chooseC =
⋃hj−1
i=0 T
iAj , D =⋃hj
i=0 T
iBj , and m = a+(a−b)hj. The inductive construction of ℓ1, . . . , ℓr proceeds
verbatim. Similarly for ℓr+1, . . . , ℓr+2⌈ r16 ⌉ is almost verbatim (the described set in
Lemma 4.13 is less explicit) and the construction of ℓr+2⌈ r16 ⌉+1, . . . , ℓ2r is verbatim
(making use of the property that our transformation is rigid).
Because rigid rank 1 transformations have “flat stacks,” King proved the follow-
ing:
Theorem 4.16. (King [20, EJCL Theorem]) If η is a self-joining of (Y, ν, T ) and
η is rigid rank 1, then there exist real numbers α
(k)
i > 0 such that
∑
i α
(k)
i J(i)
converges in the weak*-topology to η.
In fact, he establishes that ergodic self-joinings of transformations with flat stack
lie in the weak closures of off diagonal joinings. A different proof of this result is
given in [4, Corollary 2.3] (see also [3, Corollary 0.3]).
Proposition 4.17. The self-joinings of (Y, ν, T ) form a Paulsen simplex.
Proof. By King’s Theorem, it suffices to show that for any integers n1, . . . , nk
and positive rationals β1, . . . , βk such that
∑
βi = 1, there exists m such that
dM(Y×Y )(J(m),
∑
βiJ(ni)) < ε. Without loss of generality, we can assume that
all of the rationals have a common denominator, writing βi =
mi
r where all mi are
positive integers. By the rigidity of T , for each ni there exist a
(i)
1 , . . . , a
(i)
mi such that
dM(Y )
(
J(a
(i)
ℓ ), J(ni)
)
< ε2 for ℓ = 1, . . . ,mi. By Corollary 4.11, there existsm such
that dM(Y×Y )(J(m), 1r
∑
i
∑mi
ℓ=1 J(a
(i)
ℓ )) <
ε
2 . Thus dM(T×T )(J(m),
∑
βiJ(ni) <
ε. 
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Remark 3. Analogously, Proposition 4.17 can be generalized for any rigid rank 1
transformation that admits special linked approximation of type (hj , hj+1). Using
this, it follows that there is a residual set of measure preserving transformations
such that their self-joinings form a Paulsen simplex.
5. Coding and results
5.1. The mechanism for showing (Y, T, ν) is prime. Throughout this section,
we continue to assume that (X,µ, S) and (Y, ν, T ) are the systems defined in Sec-
tion 3, maintaining all of the notation introduced in that section.
The proof that (Y, T, ν) is prime is based on showing that a factor map is either
an isomorphism or a map to the one point system. The first step is relating factor
maps to linear combinations of powers of T :
Theorem 5.1. ([4, Theorem 2.2]) If τ is a self-joining of T and P is the cor-
responding Markov operator then P is the strong operator topology limit of linear
combinations of powers of UT with non-negative coefficients.
Note that by considering P1Y , we may assume the (non-negative) coefficients
add up to 1. That is, P is a strong operator topology limit of a convex combination
of {UT i}i∈Z. We use this trivial strengthening throughout.
With this theorem in hand, we seek to understand when T n is either close to
the identity or causes nearby points to diverge in a controlled fashion. The former
corresponds to a factor that is an isomorphism and the latter to a factor to the one
point system. We start by understanding the second mechanism.
5.2. A condition for a factor to be the one point system. Recall that Zk
and Wk are defined in (3) and (4). Given n ∈ N, we say that x,y are n-friends if
n∑
j=0
1Zk(S
jx) =
n∑
j=0
1Zk(S
jy)
for all but one k ∈ N, ∣∣∣ n∑
j=0
1Zk(S
jx)−
n∑
j=0
1Zk(S
jy)
∣∣∣ = 1
for exactly one k ∈ N, and
n∑
j=0
1Wℓ(T
jx) =
n∑
j=0
1Wℓ(T
jy)
for all ℓ ∈ N.
Lemma 5.2. If x and y are ζx(n)-friends, then 0 < |ζy(n)− ζx(n)| ≤ 3.
Proof. Since Y = X \(⋃ℓ/∈{10k : k≥2} Zℓ∪⋃∞k=1Wk) and since x and y are n-friends,
it follows that ∣∣∣ ζx(n)∑
j=0
1Y (S
jx)−
ζx(n)∑
j=0
1Y (S
jy)
∣∣∣ = 1.
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Assume
∑ζx(n)
j=0 1Y (S
jy) =
∑ζx(n)
j=0 1Y (S
jx) − 1, and so ζy(n) = ζx(n) +m where
m is the least integer such that
m∑
j=1
1Y (S
jSζx(n)y) = 1.
To prove the statement, we are left with showing that m ≤ 3. If z ∈ X , ℓ ∈ Z, and
Sℓz, Sℓ+1z /∈ Y , then one of the two iterates lies in Z1 (the only Dℓ with 1st index
not 6) and the other lies in
⋃∞
ℓ=2Dℓ, and so (S
ℓ+2z)1 /∈ {6, 7} which means it lies
in Y . It follows that m ≤ 3, completing the proof. 
We record part of the proof for future reference:
Corollary 5.3. For every x ∈ Y , n ∈ Z we have |ζx(n)| ≤ 3|n|.
Notation 5.4. Given j ∈ N, let Gj : Aj → Bj be a measure preserving bijection of
disjoint measurable sets Aj and Bj such that x and Gj(x) are ζx(j)-friends. Given
n ∈ N and ε > 0, set
(22) Hn,ε = {j : there exists Aj , Gj as above such that
µ(Aj) > ε and xk = G(x)k for all k ≤ n}.
In the next lemma we approximate a non-explicit measurable set by cylinders.
As such, we have a non-explicit smallness condition on ε, which we denote as εˆ,
and we reserve this symbol to denote this constant for the remainder of the paper.
Lemma 5.5. Assume that (Y, ν, T ) has a nontrivial factor (Z, ρ,R) with associated
factor map P : Y → Z. Let F : L2(ν) → L2(ν) be a Markov operator defined by
integrating the fibers of the factor map P and further assume that F is the limit
(as k → ∞) of ∑α(k)i UT i , in the strong operator topology where α(k)i ≥ 0 for all
i, k and
∑
i α
(k)
i = 1 for all k. Then there exists εˆ > 0 and N0 = N0(F ) such that
for all N ≥ N0 and sufficiently large m,∑
j∈HN,ε
α
(m)
j < εˆ.
Proof. Since T is weakly mixing, R is aperiodic and by Rokhlin’s Lemma, for any
δ > 0, there exists V ⊂ Z such that ρ(V ) > 14 − δ and such that V,RV,R2V,R3V
are pairwise disjoint. Set
g = 1V +
√−11RV − 1R2V −
√−11R3V
and let f = g ◦P be the pullback of g to Y . Choose f˜ , taking values in {√−1j}3j=0,
that is a finite linear combination of characteristic functions of cylinder sets such
that ν({x : f˜(x) 6= f(x)}) < δ, and let k be the largest defining index out of all of
these cylinder sets.
We claim that if N > rk+1 and n ∈ HN,εˆ, then
ν({x : |UTn f˜(x)− f˜(x)| > 1√
2
}) > εˆ− 11δ.
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To prove the claim, assume that Gn : An → Bn is the measure preserving bijec-
tion given in the definition of Hn,ε in (22) and define
G(x) =


Gn(x) if x ∈ An
G−1n (x) if x ∈ Bn
x otherwise.
We restrict our attention to the set of points y of measure at least ε − 10δ that
satisfy the following properties:
(i) the points lie in An
(ii) the points satisfy f˜(y) = f(y) and f˜(G(y)) = f(G(y)).
(iii) the points are such that P (Sny) and P (G(Sny)) lie in V ∪RV ∪R2V ∪R3V .
Then for any such point y, we have that f˜(y) = f˜(G(y)) and furthermore for some
1 ≤ m ≤ 3 (which may depend on y) we have
f˜(T ny) = f(T ny) =
√−1mf(T nG(y)) = √−1mf˜(T nG(y))
(the second equality follows from Lemma 5.2). Thus either f˜(y) 6= f˜(T ny) or
f˜(G(y)) 6= f˜(T nG(y)). Since f˜ takes values in {√−1j}3j=0, if f˜(x) 6= f˜(z) then
|f˜(x) − f˜(z)| ≥ √2 and the claim follows.
By construction ‖F (f˜)− f˜‖2 < 4δ. However, if
‖UTnj f˜ − f˜‖2 > c, γj ≥ 0, and
∑
γj ≤ 1,
then by taking a convex combination it follows that
‖
∑
γjUTnj f˜ − f˜‖2 > Cc2.
Similarly if ∑
{j : ‖U
T
nj f˜−f˜‖2>c}
γj > εˆ,
then ‖∑ γjUTnj f˜ − f˜‖2 > Cεˆ2c2. Since δ is arbitrary, the lemma follows. 
5.3. Recoding of time scales. We introduce some new notation.
Notation. Let
(23) σn = max{i : di(n) 6= 0},
where di is defined as in (10).
Set
(24) E = {10k : k ≥ 2}.
Now if σm /∈ E it is relatively easy to see that m ∈ Hσm−1,ε (Lemma 5.10). If
σm ∈ E we seek to relatem tom′ where σm′ < σm. We now consider two motivating
examples: T r102k+1+2 ≈ T 2, because off of a small measure set (T r102k+1+2x)j =
(T 2x)j for all j < 10
2k+1. There is a more complicated situation, T r102k+2 is
roughly T 2 on {y ∈ Y : y102k < k} (off of a set of small measure) and T r102k+2 is
roughly T on {y ∈ Y : y102k ≥ k} (off of a set of small measure). We make this
recoding precise below by triples which keep track of the new powers in the first
coordinate, the set where this approximation is relevant in the second coordinate
and the measure of the set where this approximation fails in the third coordinate.
Note, the third coordinate can also be related to friends (Lemma 5.11).
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Definition 5.6. Fix N ∈ N and ε > 0. For r ≥ 1 and a set of triples Hr(N, ε) ⊂
(Z,B(Y ), [0, 1]), we inductively define the set of triples Hr+1(N, ε) as follows: if
(j, A, ρ) ∈ Hr(N, ε) and at least one of the following conditions holds
(i) σj /∈ E
(ii) j = 0
(iii) σj ≤ N
(iv) ρ > ε,
then (j, A, ρ) ∈ Hr+1(N, ε). Otherwise we modify the triple, depending on the value
of σj :
(i) If σj ∈ {102ℓ+1 : ℓ ≥ 1}, then
(j − dσj (j)rj , A, ρ+
|dσj (j)|
aσj
) ∈ Hr+1(N, ε).
(ii) If σj ∈ {102ℓ : ℓ ≥ 1}, then both
(j − dσj (j)rj , A ∩
⋃
ℓ<
aσj
2
Cσj (ℓ), ρ+
|dσj (j)|
aσj
) ∈ Hr+1(N, ε)
and
(j − dσj (j)rj + dσj (j), A ∩
⋃
ℓ≥aσj2
Cσj (ℓ), ρ+
|dσj (j)|
aσj
) ∈ Hr+1(N, ε).
Definition 5.7. Fix N ∈ N and ε > 0.
Define F(N, ε) to be the collection of triples Hr(N, ε) that stabilize with respect
to r, meaning that
F(N, ε) = Hr(N, ε) when Hr(N, ε) = Hr+1(N, ε).
Define F(N, ε) to keep track of the measure of the sets in F(N, ε), meaning that
F(N, ε) = {(n, ν(A), ρ) : (n,A, ρ) ∈ F(N, ε)}.
If H0(N, ε) = (i, [0, 1], 0) for some i ∈ N, we define Fi(N, ε) to be the set F(N, ε).
Similarly, define Hr,i(N, ε) to be Hr(N, ε) if H0(N, ε) = {(i, [0, 1], 0)}. We simi-
larly define Fi(N, ε) to be F(N, ε) when H0(N, ε) = {(i, [0, 1], 0)}.
Note that σn is defined in (23), ai are defined in (1), and ri are defined in (9).
We state a lemma that motivates the sets given in Definition (5.7):
Lemma 5.8. Given n ∈ N, let C be a cylinder defined by positions in E that are
greater than σn.
(i) Assume σn is an odd power of 10. Setting n˜ = n− dσn(n)rσn , we have
ν({x ∈ C : (T n˜x)i 6= T n(x)i for some i < σj}) < 4ν(C) |dσn(n)|
aσn
.
(ii) Assume σn is an even power of 10. Setting n
′ = n− dσn(n)(rσn − 1) and
defining A1 = {x : xσn ≥ σn2 }, we have
ν({x ∈ A1 : (T n′x)i 6= T n(x)i for some i < σn′}) < 4ν(C ∩A1) |dσn(n)|
aσn
.
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Furthermore, setting n′′ = n − dσn(n)rσn , and defining A2 = {x : xσn <
σn
2 }, we have
ν({x ∈ A2 : (T n′′x)i 6= T n(x)i for some i < σn′′}) < 4ν(C ∩ A2) |dσn(n)|
aσn
.
Proof. For convenience, in this proof we assume dσn > 0 (the case dσn < 0 is
similar). Recall that Dj is defined in (6). Observe that if T
n(x) = Sdσn(n)qσn (T n˜x),
then T n(x)j = T
n˜(x)j for all j < σn, and (by Lemma 3.3) this holds if
(25)
dσn(n)qσn−1∑
i=0
1⋃∞
j=σn
Dj (S
ix) = 0.
First we consider the case of σn = 10
j for j odd.
Since σn ∈ {102k+1 : k ≥ 1}, we have that Dσn = ∅ and so (25) fails for a set of
x of µ measure at most
(26)
dσn(n)
aσn
qσnµ(
∞⋃
j=σn+1
Dj) ≤ dσn(n)
log10(σn)
.
Furthermore,
ν({x ∈ Y :
dσn(n)qσn−1∑
i=0
1⋃∞
j=σn
Dj (S
ix) 6= 0}) ≤ 3dσn(n)qnµ(Zσn+1) = 3 ·
1
8
dσn(n)
aσn
.
(Restricting to x ∈ Y and converting from µ to ν changes this by a factor of less
than 3.)
The next two cases are similar, but a bit more complicated as Dσn is not empty,
but is equal to Wℓ for some ℓ. If x ∈ A1, then the conclusion holds if
dσn(n)qσn−1∑
i=0
1⋃∞
j=σn
Dj (S
iT n
′
x) = 0.
Indeed, if
∑qσn−1
i=0 1
⋃∞
j=σn
Dj (S
iy) = 0, then this follows from Lemma 3.3 and the
fact that
∑qσn−1
i=0 1
⋃∞
j=σn
Dj (S
i0) = 1. So,
T rσn (y)j =
{
(T−1y)j for j 6= σn
(T−1y)j + 1 for j < σn.
Thus this case follows analogously to (26) above after estimating
µ({y ∈ A1 : Siy ∈ A1 \ (∪∞j=σnDj) = A1 \ (∪∞j=σn+1Dj) for all i ≤ dσn(n)qσn}).
This is at most
dσn (n)
aσn
.
The third case is similar: if x ∈ A2, then the conclusion holds if
dσn(n)qσn−1∑
i=0
1⋃∞
j=σn+1
Dj (S
ix) = 0
and
dσn(n)qσn−1∑
i=0
1Dσn (S
ix) = dσn(n),
where 102ℓ = σn. The remainder of the proof is analogous to the first case. 
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Motivated by the sets in Lemma 5.8, we make a few more definitions. If (n,A, ρ) ∈
Hr,i(N, ε), let
Pr(n,A, ρ) = {x ∈ A : (T nx)j 6= (T ix)j for some j ≤ σn}
and
Qr(n,A, ρ) = {x ∈ A : (T nx)j = (T ix)j for all j ≤ σn}.
Define
(27) Pr =
⋃
(n,A,ρ)∈Hr(N,ε)
Pr(n,A, ρ)
and
(28) Qr =
⋃
(n,A,ρ)∈Hr(N,ε)
Qr(n,A, ρ).
Lemma 5.9. Assume σi ∈ E and let A be a cylinder with all defining indices at
least σi. Let H0(N, ε) = {(i, [0, 1], 0)}. There exist cylinders C1, . . . , Cℓ defined in
positions greater than or equal to σi such that the following hold:
(i) A ∩ P1 ⊂
⋃ℓ
j=1 Cj.
(ii) 99ν(A ∩ P1) > ν(
⋃ℓ
j=1 Cj).
Proof. We treat i with σi ∈ {102k+1}. Consider the set of y ∈ Y such that (25)
fails. We cover this set by cylinders and show that ν(P) is proportional to the
union of these cylinders. The set Dℓ requires that xj = aj−2 for all j < ℓ, and so
S−dσi(i)qσi (
⋃∞
ℓ=σi+1
Dℓ) is contained in at most dσi(σi)+1 cylinders defined by the
position σi. Furthermore,
P ⊃ {y ∈ Y :
dσi(i)qσi−1∑
j=0
1Dσi+1(S
jy) = 1 and
ny−1∑
j=0
1Dσi+1(S
jy) = 0}
where ny is the first coordinate of (ny, B, ρ) ∈ H1(N, ε) and y ∈ B. This set has
measure at least (18 − 1103 )
dσi (i)
aσi
.
The argument for i with σi ∈ {102k} is similar, but slightly complicated analo-
gously to the proof of Lemma 5.8, because Dσi =W 1
2 log10(σi)
. 
5.4. Obtaining friends.
Lemma 5.10. If σm /∈ E, then m ∈ Hσm−1, 199 . Furthermore, if G : Am → Bm
is the measure preserving bijection associated to Hσm−1, 199 as defined in (22), thenAm and G(Am) can be chosen to be a union of cylinders whose defining indices are
a subset of σm − 1, σm, and σm + 1.
Proof. Assume σm /∈ E and set k = σm. Recall that dk = dk(m) is defined in (10).
Assume that dk ∈ {1, 2, 3, 4} (the case that dk ∈ {−1,−2,−3,−4} is analogous).
Set xk = 0, xk−1 = 5, and xk+1 = 4 for whichever of k−1 and k+1 do not lie in E.
Whenever k−1 or k+1 lies in E, we stipulate that xk−1 or xk+1 ∈ (ak−12 , ak−1−3).
Set yk = 7 and xj = yj for all other j.
We claim that x and y are ζx = ζx(m)-friends. We first check that
ζx∑
j=0
1Zℓ(S
jy) =
ζx∑
j=0
1Zℓ(S
jx)
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for all ℓ < k. To see this, note that the inclusion Sjz ∈ Zℓ depends only on
z1, . . . , zℓ and we have that xj = yj for all j < k. Likewise if 10
2ℓ < k, then∑ζx
j=0 1Wℓ(S
jy) =
∑ζx
j=0 1Wℓ(S
jx). Also note that because Sj(x)k+1, S
j(y)k+1 6=
ak+1 − 2 for all j ≤ ζx, we have
ζx∑
j=0
1Zℓ(S
jy) =
ζx∑
j=0
1Zℓ(S
jx) = 0
for all ℓ > k + 1 and
ζx∑
j=0
1Wℓ(S
jy) =
ζx∑
j=0
1Wℓ(S
jx) = 0
for all 102ℓ > k + 1. Now, if k + 1 /∈ E, then since (Sjx)k+1, (Sjy)k+1 6= ak+1 − 1
we have
ζx∑
j=0
1Zk+1(S
jy) =
ζx∑
j=0
1Zk+1(S
jx) = 0.
If k + 1 ∈ E, then since yk+1 = xk+1 > ak+12 , we have
ζx∑
j=0
1Wℓ(S
jy) =
ζx∑
j=0
1Wℓ(S
jx) = 0,
where 10ℓ = k + 1.
Lastly, since ζx >
5
8akqk−1, we have that by the condition on the digits k and
k − 1 of y,
ζx∑
j=0
1Zk(S
jy) = 1.
But since ζx < 5qk, using that xk = 1 we have that (S
jx)k < 7 for all 0 ≤ j ≤ ζx
and so
∑ζx
j=1 1Zk(S
jx) = 0. This proves the claim that x and y are ζx = ζx(m)-
friends and G is the bijection taking x to y. 
Lemma 5.11. If σm ∈ E, then there exist cylinder sets K1, . . . ,Kr defined on the
entries σm + 1, σm, and σm − 1 such that
(29) ν(
r⋃
j=1
Kj) >
1
2
· 1
3
· |dσm(m)|
aσm
· 1
64
and there exists a measure preserving map G :
⋃r
j=1Kj → Y \
⋃r
j=1Kj defined by
changing the σm+1 entry such that if x ∈
⋃r
j=1Kj, then x and G(x) are m-friends.
Proof. Let 10k = σm and assume that d10k(m) > 0 (the case that d10k(m) < 0 is
similar). Let x10k+1 = 0 and y10k+1 = 7. Let
y10k ∈
{
k − 2, k − 3, . . . , k − 1−min{d10k(m),
1
3
ak}
}
and set y10k−1 = 5. Furthermore, set xℓ = yℓ for all ℓ 6= 10k+1. It is straightforward
that
∑ζx(m)
j=0 1Z10k+1(S
jx) = 0 and
∑ζx(m)
j=0 1Z10k+1(S
jx) = 1.
We claim that 1V (S
jx) = 1V (S
jy) for all |j| ≤ ζx(m), where V is either Zℓ for
ℓ 6= 10k + 1 or V is any Wℓ. To see this, for Zℓ with ℓ < 10k and Wℓ with ℓ ≤ k,
this holds since y and x agree in the relevant entries. Furthermore, (Sjx)10k+1 and
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(Sjy)10k+1 are not 6 in this range and so we never land in Zℓ for ℓ > 10
k + 1 or in
Wℓ for ℓ > k, proving the claim. Assuming Kj is a cylinder set as in the statement,
define G(x) to change the 10k + 1 entry from 0 to 7 (leaving all the other entries
unchanged). Thus G satisfies all of the announced properties.
Now
µ({x : x10k ∈
{
k − 2, k − 3, . . . , k − 1−min{d10k(m),
1
3
ak}
}
,
x10k+1 = 0, and x10k−1 = 5}) ≥
1
3
· |dσm(m)|
k
· 1
64
.
Considering the set of such x ∈ Y so that y ∈ Y as well with xi = yi for all i 6=
σm+1 = 10
k+1 and y10k+1 = 7 and (trivially) converting to ν establishes (29). 
Lemma 5.12. Assume r ≥ 1, ε < 18·99 , H0(N, ε) = {(i, [0, 1], 0)}, (n,A, ρ) ∈
Hr(N, ε) and σn ∈ E. We can choose B1, . . . , Bℓ ⊂ A to be cylinders whose defining
indices are at least σn−1 such that ν(
⋃ℓ
j=1 Bj) >
1
6·64 · |dσn(n)|aσn and such that there
exists B˜ ⊂ ⋃ℓj=1 Bj with
(30) ν(B˜) ≥ (1− 4 · 99ρ)ν(
ℓ⋃
j=1
Bj),
G : B˜ → Y a measure preserving injection, defined by changing the σn+1 position,
such that x and G(x) are ζx(i)-friends and xr = G(x)r for all r < σn.
Proof. Let Bˆ1, . . . , Bˆℓ be the cylinders and Gˆ be the function given by Lemma 5.11
applied with m = n. Set Bi = Bˆi ∩ A and let B˜ be the set of points in
⋃ℓ
j=1 Bj ∩
Qr ∩ G−1(Qr). Let (n′, A, ρ′) ∈ Hr−1(N, ε) be the predecessor of (n,A, ρ). Since
σn′ > σn + 1, we have that if x ∈ B˜ and x,y ∈ Qr then for all k, we claim that
(31)
ζx(n)∑
j=0
1Zk(S
jx)−
ζx(n)∑
j=0
1Zk(S
jy) =
ζx(i)∑
j=0
1Zk(S
jx) −
ζx(i)∑
j=0
1Zk(S
jy).
We first consider the case of k < n′. The sums on the left hand side of (31) are
either ⌊ nqk ⌋ or ⌈ nqk ⌉, while on the right hand side they are either ⌊ iqk ⌋ or ⌈ iqk ⌉; the
choice of ⌊·⌋ or ⌊·⌋+1 = ⌈·⌉ depends on comparing xj and (Snx)j for the left sums
on each side, and similarly yj and (S
ny)j for the right sums on each side, for j ≤ k.
By our assumption that x, y ∈ Qr, we have that (Snx)j is the same as (Six)j
for all j ≤ k < n′ and so whether the first sum on the left hand side is the floor
function or one more is the same for the first sum on the right hand side. The case
of y is identical.
Next consider the case of k > n+ 1 (since n < n′ this covers k ≥ n′). We have
that
∑ζx(n)
j=0 1Zk(S
jx) = ⌊ ζx(n)qk ⌋ and
∑ζx(n)
j=0 1Zk(S
jy) = ⌊ ζy(n)qk ⌋ by the argument in
Lemma 5.11. (This argument only depends on the cylinders with defining entries in
positions σn−1, σn, and σn+1 that define the cylinders in the proof of Lemma 5.11
and these entries are the same for Bˆi.) For the right hand side, as above (S
nx)j =
(Siy)j for j ∈ {n, n+ 1}, so whether we take the floor or ceiling in the summands
on the right hand side depends on j > n + 1. These are the same for x and y by
construction, giving (31). So in the left hand side both summands take the floor
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and for the right hand side they either both take the floor or both take the ceiling,
establishing (31).
A similar computation yields
(32)
ζx(n)∑
j=0
1Wℓ(S
jx)−
ζx(n)∑
j=0
1Wℓ(S
jy) =
ζx(i)∑
j=0
1Wℓ(S
jx)−
ζx(i)∑
j=0
1Wℓ(S
jy).
To complete the lemma we are left with establishing (30). To check this, we claim
that it suffices to show that Pr can be chosen to be unions of cylinders defined by
entries with positions at least 10log10(σn)+1. This follows from the following:
Claim. For all δ > 0, there exists k ∈ N such that if C1, C2 are cylinders with the
smallest entry defining C2 at least k larger than the largest entry defining C1, then
(33)
ν(C1 ∩ C2)
ν(C1)ν(C2)
∈ [1− δ, 1 + δ].
Proof of Claim: To check that the claim holds, let L be the smallest entry defining
C2. Let U1, . . . ., Um be the cylinders given by proscribing the first L−1 terms that
intersect Y . All but one of these cylinders are also a cylinders in X , and so they
all have the same ν measure. If Ui is the one cylinder set in Y that is not also a
cylinder set in X , then Ui has smaller ν measure than the other m − 1 cylinders.
Assume U1, . . . , Um′ are those cylinders that are contained in C1. If i ∈ {1, . . . ,m′},
then ν(C1 ∩ C2) < ν(C1)ν(C2), but it is at least m′−1m′ ν(C1)ν(C2). Similarly, if i /∈{1, . . . ,m′}, then ν(C1∩C2) < ν(C1)ν(C2), but it is at most mm−1ν(C1)ν(C2). Since
B˜ is a union of the sets Bi that pairwise satisfy this condition, the claim follows.
The sufficient condition, that Pr can be chosen to be unions of cylinders defined
by entries with positions at least 10log10(σn)+1, then follows by iterating Lemma 5.9
and our assumption that ε < 18·99 and so ν(Pr) > 12 ; indeed, by Lemmas 5.8 and 5.9
at least ν(A ∩ Pr) > ν(A)(1 − 99 · 4 · 18·99 ). 
Lemma 5.13. Assume r ≥ 1, ε < 18·99 , H0(N, ε) = {(i, [0, 1], 0)}, (n,A, ρ) ∈
Hr(N, ε), and σn /∈ E. Let (n′, A′, ρ′) ∈ Hr−1(N, ε) so that A ⊂ A′. Then there
exist cylinders B1, . . . , Bℓ ⊂ A′ defined by positions whose entries are at least σn−2,
such that there exists B˜ ⊂ ⋃ℓj=1 Bj with ν(B˜) > 1999ν(A) and a map G : B˜ → Y
such that x and G(x) are ζx(i)-friends for all x ∈
⋃ℓ
j=1 Bj. Moreover, xj = G(x)j
for all j < σn.
Proof. We first prove the statement under the assumption that σn 6= σn′ − 1. In
this case, let Bˆ1, . . . , Bˆℓ be the cylinders and let Gˆ : Aˆ → Bˆ be the map given by
Lemma 5.10 for m = n. Let Bj = Bˆj ∩ A and B˜ =
⋃ℓ
j=1 Bj ∩Qr ∩ Gˆ−1Qr.
Repeating the proof used to derive (33), we obtain cylinders defined in entries
at most σn−2, with the entry before the last place defining the cylinders in Bj (and
also smaller than the cylinders defining Qr and A). One of these cylinders differs
from the cylinder with the same defining entries in X . On all the other cylinders, Bj
intersects A ∩Qr as expected and the lemma follows using an argument analogous
to the proof of (33).
Now we treat the remaining case, σn = σn′ − 1 and the largest entry of the
cylinders defining Bj overlaps with the smallest entry of the cylinders defining A.
In this case, we consider A′ whose defining entries are all larger than σn (they are
at least 10k+1 where the smallest entry defining A is 10k). Then (n′, A′, ρ′) has two
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descendants in Hr(N, ε), (n,A, ρ) and (n˜, A˜, ρ˜). One of these is A ∩ {x : x10k ≥ k2}
and so by the definition of Bj in Lemma 5.10 has nonempty intersection with the
cylinders Bˆ1, . . . , Bˆℓ. The proof then follows as above, via the same arguments used
to conclude the proof of Lemma 5.12. 
For approximating, we make use of a metric giving rise to the strong operator
topology on L2(µ). While any such metric suffices for our purposes, it is convenient
to choose one that simplifies the computations:
Notation. Let B = B(X) denote the Borel σ-algebra of L2(ν) and let {fi}∞i=1 be
an orthonormal basis for L2(ν) such that ‖fi‖∞ = 1 for all i. Set D : B×B → [0,∞)
to be the metric defined by
(34) D(U, V ) =
∞∑
i=1
2−i‖Ufi − V fi‖2.
Note that restricting D to the set (the choice of 10 is any arbitrary positive real)
{(U, V ) ∈ B × B : ‖U‖OP + ‖V ‖OP ≤ 10}
endows this set with the strong operator topology.
Proposition 5.14. Assume that (Y, T, ν) has a nontrivial factor with associated
factor map P : Y → Z and let F : L2(ν) → L2(ν) be a Markov operator defined
by integrating the fibers of the factor map P and lim
k→∞
D(
∑
i α
(k)
i , F ) = 0 where
α
(k)
i ≥ 0 for all i, k and
∑
i α
(k)
i = 1 for all k. Then for all ε > 0, there exists N0
such that for all N > N0 and all large enough k,
(35)
∑
i
α
(k)
i
∑
{(n,β,ρ)∈Fi(N,ε) : σn>N}
β < ε.
We record an immediate corollary for later use:
Corollary 5.15. Assume that (Y, T, ν) has a nontrivial factor with associated
factor map P : Y → Z and let F : L2(ν)→ L2(ν) be a Markov operator defined by
integrating the fibers of the factor map P , then for all ε > 0 there exists N0 and
δ > 0 so that if ai ≥ 0,
∑
ai = 1 and
D(
∑
i
aiUT i , F ) < δ
then for all N ≥ N0 ∑
i
ai
∑
{(n,β,ρ)∈Fi(N,ε) : σn>N}
β < ε.
Proof of Proposition 5.14. We proceed by contradiction, and show that if∑
i
α
(k)
i
∑
{(n,β,ρ)∈Fi(N,δ) : σn>N}
β > 10c,
then
(36)
∑
i∈H
N, cδ
9999
α
(k)
i > c.
Then by taking N sufficiently large, we obtain a contradiction via Lemma 5.5.
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Let J ⊂ N be the set of indices i such that∑
{(n,β,ρ)∈Fi(N,δ) : σn>N}
β > c.
Since
∑
i/∈J α
(k)
i
∑
{(n,β,ρ)∈Fi(N,δ) : σn>N} β ≤ c, it follows that
∑
i∈J α
(k)
i > c.
Claim 5.16. For any i ∈ J , we have i ∈ HN, cδ9999 .
To check this, the triples defined in Definition 5.6 give the two possible reasons
for (n,A, ρ) ∈ F(N, δ) with σn > N . The first is that σn /∈ E, in which case
Lemma 5.13 gives a set of points, contained in A, which have i-friends of measure
at least 1999ν(A) and a map G defined on these symbols, identifying the point with
its friend so that G(x)j = xj for all j < σn. The second is that ρ > δ, in which case
Lemma 5.12 similarly gives cylinders with measure at least 16·64δ · (1− 4 · 99δ)ν(A).
So if i is such that
∑
{(n,β,ρ)∈Fi(N,δ) : σn>N} β > c, then since the β are the measure
of the sets A mentioned in the previous 2 sentences, we have i ∈ HN, cδ9999 . 
5.5. Restricting factors. We use the next two lemmas to prove the main result
of this section characterizing conditions that rule out nontrivial factors.
Lemma 5.17. Assume that (Y, T, ν) has a nontrivial factor with associated factor
map P : Y → Z and assume that F : L2(ν)→ L2(ν) is the Markov operator defined
by P . Then for all c, ε > 0, there exists N0 such that for all N > N0 we have that
D(UT i ,
∑
(n,A,β)∈Fi(N,ε)
1A · UTn) < 10
√
ε+ c
for all i.
Proof. We claim that for all c > 0, there exists N such that if S1, S2 are measure
preserving transformations such that ν({x : (S1x)j = (S2x)j for all j < N}) > 1−ε
then D(US1 , US2) < c+ 2
√
ε.
To prove the claim, given N ∈ N, set
A(N) = {x ∈ X : (S1x)j = (S2x)j for j < N}.
Then by Lusin’s Theorem and uniform integrability, for any f ∈ L2(µ), there exists
N ∈ N such that if A = A(N), then ‖(f ◦ S1)1A − (f ◦ S2)1A‖2 < c. Let {fi}∞i=1
be an orthonormal basis of L2(µ) with ‖fi‖∞ = 1 for all i ∈ N. Given ε > 0,
choose k such that 2−k < ε and pick N sufficiently large such that the associated
set A = A(N) ensures that ‖(fi ◦ S1)1A − (fi ◦ S2)1A‖2 < c for i = 1, . . . , k. Then
ν(A) > (1 − ε) and so (the definition of the metric D is given in (34))
D(US1 , US2) ≤ c+
∞∑
i=1
2−i
(∫
1Ac
|fi ◦ S1 − fi ◦ f2|2dν
)1/2 ≤ c+ 2√ε,
proving the claim.
Take N0 = N where N is sufficiently large such that this claim holds. Then for
any N > N0, if D(UT i ,
∑
{(n,A,ρ)∈Fi(N,ε)} 1A · UnT ) > c + 10
√
ε, the claim implies
that
ν({x : (T ix)j 6= (T nx)j for j > N and x ∈ A where(n,A, ρ) ∈ Fi(N, ε)}) > 5ε.
So by Lemma 5.8, ∑
{(n,β,ρ)∈Fi(N,ε)}
ρβ > ε.
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Thus if N is large enough (depending on ε), then by Proposition 5.14 we have that
F is given by integrating out the fiber to the one point system. 
Lemma 5.18. Let F be the Markov operator on L2(ν) defined by a factor map that
is not an isomorphism, then
lim sup
δ→0+
∑
i∈Rδ
α
(k)
i ≤
1
2
,
where Rδ = {i : D(Si, Id) < δ}.
Proof. If F 6= Id, then almost every x ∈ X lies on a fiber with at least one other
point. The lemma follows. 
Combining Lemmas 5.17 and 5.18, we have shown:
Proposition 5.19. If F is the Markov operator defined a factor map that is neither
an isomorphism nor a map to the 1 point system, then for all δ, ε > 0 there exists
N0 such that for any N > N0 and all sufficiently enough k, we have that
(37)
∑
i
α
(k)
i
∑
{(n,β,ρ)∈Fi(N,ε) : σn>0}
β >
1
2
− 10√ε− δ.
6. The behavior of a projection
6.1. Overview of the proof that (Y, ν, T ) is prime. In this section, we show
that our constructed system is prime:
Theorem 6.1. The system (Y, ν, T ) is prime.
We start with an overview of the proof and then proceed to study different cases.
We assume that (Y, ν, S) has a nontrivial factor Z with factor map P : Y → Z and
assume that F : L2(ν) → L2(ν) is a Markov operator defined by integrating the
fibers of the factor map P . We further assume that F is the limit, as k → ∞, of∑
α
(k)
i UT i in the strong operator topology. Given ε > 0, by Proposition 5.14 we
can assume that there exists N0 ∈ N such that for all N > N0 and sufficiently large
k, we have that reducing to Fi(N/2, ε2) gives a good approximation to
∑
α
(k)
i UT i
(which in turn leads to a good approximation for F ). The general idea in the proof
of Theorem 6.1 is that we rule out the possibility that
∑
α
(k)
i UT i is close to a
nontrivial projection. The key facts used are that the composition of projections is
still a projection and by properties of the strong operator topology, we may assume
that for any fixed M , for all large enough k
(38) (
∑
α
(k)
i UT i) ◦ (
∑
α
(k)
i UT i) . . . ◦ (
∑
α
(k)
i UT i︸ ︷︷ ︸
M times
)
is close to FM = F , and this is also close to
∑
αiUT i . We then use the fact that (38)
is
(39)
∑
(i1,...,iM )
(
M∏
m=1
α
(k)
im
)UT
∑
im ,
and apply Definition 5.6 to (39). Treating 3 different cases, this allows us to produce
friends and obtain a contradiction via Lemma 5.5. We now make this precise.
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6.2. Set up for the proof of Theorem 6.1. We begin a proof by contradic-
tion, assuming that there is a Markov operator F coming from a non-trivial factor
map. By Theorem 5.1, there exists α
(k)
i ≥ 0 with
∑
i α
(k)
i = 1 for all i such that∑
i α
(k)
i UT i converges in the strong operator topology to F .
We assume that ε > 0 is sufficiently small such that all of the Lemmas and
Propositions in Section 5 hold. That is, ε < min{εˆ, 18·99 , 19999}. We also assume
that
(40) ε <
1
105 · 9999 ,
which is to be used in Lemma 6.6. Furthermore, we choose N1 > 6 (this choice is
made to simplify the analysis in the third case we consider) to be sufficiently large
such that Lemma 5.5 holds for N12 and ε
8 and such that
(41) 2−
N1
2 < ε4.
Setting
GN = {n :
∑
{(i,c,γ)∈Fn(N2 ,ε2) : σi>N2 }
c < ε4},
Claim 5.16, Lemma 5.5, and our choices imply that for all sufficiently large k,
(42)
∑
n∈GN
α(k)n >
3
4
.
Set s = min{10j : 10j−1 ≥ N}, set s′ = min{10ℓ : 10ℓ ≥ N}, and recall that ri is
defined in (9). Define
(43) M =MN =
rs−2
rN
.
Although M = MN depends on N , as N is fixed at this point, we omit it from
the notation. The motivation behind this definition of M is given by the following
lemma (this plays a role in the proof of Proposition 6.3):
Lemma 6.2. For all sufficiently large N , we have that M
1
8 > rs′+1, where M is
defined as in (43). Moreover, for any ε > 0, for all sufficiently large N we have
8(1−ε)10
k
< r10k−1 < 8(1+ε)10
k
.
Proof. We first claim that for all ε > 0, there exists k such that
(44) 8(1−ε)10
k
< r10k−1 < 8
(1+ε)10k .
For all ℓ /∈ E, we have that rℓ+1 = aℓ+1rℓ − 1. Thus there exists ℓ0 with rℓ+1 ≥
81−
ε
2 rℓ for all ℓ ≥ ℓ0 and the lower bound follows. For the upper bound, rℓ+1 < 8rℓ
for all ℓ /∈ E and so there exists ℓ0 such that ℓ < (8 ε2 )9·10ℓ−1 for all ℓ ≥ ℓ0. For any
such ℓ, we have r10ℓ−1+j < (8
1+ ε2 )jr10ℓ−1 and the upper bound follows, completing
the proof of (44).
For all large enough N , by (44) we have
M =MN =
rs−1
rN
>
1
8rs
rs′
>
8(1−ε)10
k
8(1+ε)10k−1
> 8 · 88.5(1+ε)10k−1 > r8s′+1,
where the second to last inequality holds for all sufficiently large N . 
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6.3. The three cases: This leads us to consider three possibilities for the behavior
of the projection F on L2(µ) (recall that D is the metric defined in (34)):
Case 1:
(45) D
( ∑
(i1,...,iM )
M∏
m=1
α
(k)
im
UT
∑
im ,
( ∑
{i : σi /∈{10ℓ}}
α
(k)
i UT i +
∑
{i : σi∈{10ℓ}}
∑
{j : (j,A,ρ)∈Fi(N,ε)}
α
(k)
i UT j1A
)M)
< ε
1
4 .
Case 2: Case 1 does not hold and
(46)
∑
n
α(k)n
∑
{(j,β,ρ)∈Fn(N,ε2) : σj>N}
β <
ε2
M
.
Case 3: Case 1 does not hold and
(47)
∑
n
α(k)n
∑
{(j,β,ρ)∈Fn(N,ε2) : σj>N}
β ≥ ε
2
M
.
We analyze each of these cases separately.
6.4. Case 1: Fix ε > 0 and assume that (45) holds. Roughly speaking, we assume
that when we iterate the approximation of our transformation given by Defini-
tion 5.6 up to M times, we remain close to the original map.
Proposition 6.3. There exists N0 such that if N > N0 and γ is the probability
measure supported on {−2rN ,−2rN + 1, . . . ,−1, 0, 1, . . . , 2rN} with γ({0}) < 59 ,
and M corresponds to N as in (43), then
γM
({(i1, . . . , iM ) : rs−2 > | M∑
j=1
ij| > rs′+1}
)
>
1
9
.
Proof. Let F1, . . . , FM : (Ω, ν) → Z be a sequence of independent γ distributed
random variables, let Z =
∑M
i=1 Fi −MEν(F1), and let σ be the variance of F1.
Then the variance of Z is Mσ.
By choice of M = MN , we have that |
∑M
j=1 ij | < rs−2 for all ij in the support
of γ and the remainder of the proof is devoted to showing the lower bound.
By Lemma 6.2, for sufficiently large N , we have thatM
1
8 is bounded from below.
We start by computing E(F1), and we consider two cases.
First assume that 199 < E(|F1|). We compute E(Z2) and apply Chebyshev’s in-
equality. By independence of the Fi, we have that E(Z
2) is ME((F 21 − 2F1E(F1) +
E(F1)
2)). Applying Ho¨lder’s Inequality, we bound ‖F 2i ‖ by ‖Fi‖∞ · ‖Fi‖. By
Lemma 6.2, we have that ‖Fi‖ ≤ 2rN < M 18 and similarly, ‖Fi‖∞ < M 18 . So
E(Z2) ≤MM 14 and by Chebyshev’s Inequality, we have
ν({ω : |Z(ω)| < 4M 34 }) > 1
2
.
Since
∑
Fi = ME(F1) + Z and |ME(F1)| > M99 , we have that if |Z(ω)| < 4M
3
4 ,
then
|
M∑
i=1
Fi(ω)| > M
99
− 4M 34 > M 12 .
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Now we consider the case that |E(F1)| ≤ 199 . Under this assumption, then since
γ({0}) < 59 and is supported on integers, we have that
|E(F1 − E(F1)2)| ≤ 4
9
(1− 1
99
)2,
which implies that the variance σ is at least 18 .
Let ε > 0. There exists N0 such that for all N > N0, there exists M with√
M > rs′+1, 2rN < rs−6 and
1
M
k
2
∫
|t|kdν(t) < ε
2k
for all k ≥ 3. It follows that φt = Ee
itZ√
Mσ is bounded by − t22 +c(t), where |c(t)| < ε.
We use Le´vy’s Continuity Theorem to complete the proof. Namely, we repeat
this process for a sequence of Nj tending to infinity and obtain Zj,Mj , and σj such
that φ
(j)
t = Ee
itZj√
Mjσj → e− t22 pointwise. Since e−t2/2 is continuous at 0, it follows
that that
Zj√
Mjσj
converges in distribution. Thus for sufficiently large j, it follows
that the probability that |Zj | >
√
Mj
16 is at least 1/9. If the expectation of F1 is
nonnegative, this implies that
γM
(
{(i1, . . . , iM ) :
M∑
j=1
ij > rs′+1}
)
>
1
9
.
Otherwise,
γM
(
{(i1, . . . , iM ) :
M∑
j=1
ij < −rs′+1}
)
>
1
9
,
and the result follows. 
Notation: Let ε˜ < min{εˆ, 1105·9999} as in Section 6.2. Let N2 be chosen according
to Corollary 5.15 for ε˜. Let N˜ ≥ max{N0, N1, N2} and M =MN˜ . Let k˜ be chosen
large enough such that
• D((∑i αk˜i UT i)M , F ) < δ where δ is as in Corollary 5.15 for ε = ε˜ and
N0 = N˜
• (41) with GN˜ and (42) hold.
Concluding the proof of Theorem 6.1 in case 1: Let
A = {(i1, ..., iM ) : σ∑ ij > N˜ and σi /∈ E}.
By Proposition 6.3,
∑
A
∏M
j=1 α
(k˜)
ij
> 12 . By (39) and our choice of k˜, we obtain a
contradiction of Corollary 5.15. Thus this case can not occur.
6.5. Case 2: In the absence of the first case, we are left with showing that for
at least ε˜2 of the sums
∑M
j=1 ij , for at least ε˜
2 points we have
∑M
j=1 ij-friends.
Roughly speaking, the idea is that
∏M
j=1 U
ij
T under iteration does not stay close to∏
Fij (N˜,ε˜)
∑
(ℓ,A,ρ)∈Fij (N˜,ε˜) 1AU
ℓ
T , and so the sum
∑
(i1,...,iM )∈ZM
(
M∏
j=1
α
(k˜)
ij
)
∑
{(j,β,ρ)∈F∑M
ℓ=1
iℓ
(N˜,ε˜) : σj>N˜}
β
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becomes significant. To make this precise, we deal with two cases separately, de-
pending on the sizes of the sums in (46) and (47).
Thus as we are in Case 2, we assume that∑
n
α(k˜)n
∑
{(j,β,ρ)∈Fn(N˜,ε˜2) : σj>N˜}
β <
ε˜2
M
.
Given n ∈ N, set H0 = {(n, [0, 1], ρ)} and define the reduction redk(n)[x] =
(m,A, ρ), where
• (m,A, ρ) ∈ Hr(N˜ , ε˜) for some (smallest) r,
• x ∈ A, and
• σm ≤ 10k or (m,A, ρ) ∈ F(N, ε˜) (that is, m /∈ E or ρ > ε˜).
We say that the sum
∑
j ij is treatable if∑
{(k,β,ρ)∈Fij (N,ε2) : σk>N}
β < ε˜
for all choices of ij and the sum
∑
j ij is x-treatable if for all ij, the elements
(n,A, ρ) ∈ Fij (N, ε˜) satisfy x ∈ A has σn ≤ N .
Lemma 6.4. Any x-treatable sum such that redk(
∑M
j=1 ij)[x] 6=
∑M
j=1 redk(ij)[x]
has friends, and the measure of the set of friends is at least proportional to ν(A),
where (n,A, ρ) = redk(
∑M
j=1 ij)[x].
Proof. Choose k maximal such that redk(
∑M
j=1 ij)[x] 6=
∑M
j=1 redk(ij)[x]. Set
(48) m =
M∑
j=1
redk+1(ij)[x] = redk+1(
M∑
j=1
ij)[x].
We show that redk+1(m)[x] or redk(m)[x] is a stopping point for the algorithm.
Once this is shown, by Lemmas 5.12 and 5.13, we obtain a set of friends proportional
to ν(A).
First, because ij is x-treatable, we have
redk+1(ij)[x]− redk(ij)[x] ∈ {d10k+1(redk+1(ij)[x])r10k+1 ,
d10k+1(redk+1(ij)[x])r10k+1 + d10k+1(redk+1(ij)[x])}
for all j. Let n =
∑
j
(
redk+1(ij)[x] − redk(ij)[x]
)
and by our assumption on k
and k + 1, n 6= redk+1(m)[x] − redk(m)[x]. Now if σredk+1(m)[x] > 10k+1, then
because |redk+1(m)[x]| ≤Mr10k+1+1 < r10k+2−1 the reduction algorithm halts and
the lemma follows. If σredk+1(m)[x] = 10
k+1, then by choice of M and N we have
(49) |
∑
j
redk(ij)([x])| < r10k+1−2.
Also, because redk+1(m)[x]−redk(m)[x], redk+1(ij)[x]−redk(ij)[x] are all multiples
of either r10k+1 or r10k+1 + 1 (depending on x10k+1), we have that redk+1(m)[x] −
redk(m)[x] = n+ p where |p| ≥ r10k+1 . By the algorithm for representing numbers
in terms of di, we have that if |p| ≥ rσℓ+2 then |p| > 5|ℓ| and so
(50) σℓ+p ≥ σp − 1.
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Thus by Equation (49),
σredk(m)[x] = σ
∑
j redk(ij)[x]−p ≥ 10k+1 − 1
and the algorithm halts in this case as well. In the final case, σredk+1(m)[x] < 10
k+1
we have that n = 0 and either σredk+1(m)[x] ≤ 10k in which case redk(m)[x] =
redk+1(m)[x] and this is
∑
redk(ij)[x] a contradiction, or 10
k < σredk+1(m)[x] <
10k+1 and so the algorithm stops. 
Concluding the proof of Theorem 6.1 in case 2. Let
I(x,M) = {(i1, ..., iM ) :
∑
ij is x-treatable and
M∑
j=1
red(ij)[x] 6= red(
M∑
j=1
ij)[x]}.
We assume that we are not in the first case and moreover (46) holds. Thus for a
set of x of measure at least ε˜, we have
∑
{(i1,...,iM ) : (i1,...,iM)∈I(x,M)}
M∏
j=1
α
(k˜)
ij
≥ ε˜.
For each such sum, we apply Lemma 6.4 and produce a set of friends at least pro-
portional to ε˜2. By Lemma 5.5, Corollary 5.15, and our choice of k˜, this establishes
case 2. 
6.6. Case 3 (we assume neither of the conditions in Case 1 or in Case 2
holds). We say that n is good for reduction if∑
{(i,c,γ)∈Fn( N˜2 ,ε˜4) : σi> N˜2 }
c < ε˜4
and we say n is bad for reduction if ∑
{(i,c,γ)∈Fn(N˜,ε˜2) : σi>N˜}
c > ε˜.
By our assumption on k˜ and the estimate for sufficiently large k˜ given in (42),
we have:
Lemma 6.5. Let G = {~i ∈ ZM : ij is good for reduction for at least M2 choices of j},
then
∑
~i∈G
∏M
j=1 α
(k˜)
ij
≥ 12 .
Lemma 6.6. If j is bad for reduction and k and m are good for reduction, then
j − k +m ∈ HN˜,ε˜4 .
Similarly, if j and m are good for reduction and k is bad for reduction, then
j − k +m ∈ HN˜,ε˜4 .
Note that we separate the roles of the terms k and m to make it easier to apply
the lemma (see Corollary 6.7).
Proof. We establish the first claim, as the second is similar. First, if j is bad for
reduction, then by Claim 5.16 we have that j ∈ H
N˜, ε˜
3
9999
. Taking Aj and Gj as
in Notation 5.4, we have that when x ∈ Aj there exists 0 < |ℓ| ≤ 3 such that
(T ℓT jx)i = (T
j(Gjx))i for all i ≤ N˜ . Recall that the sets Da are defined in (6).
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Now if (T n+ℓ+jx)i 6= (T n+j(Gjx))i for some i ≤ N˜ , then there exists a > N˜
such that either SbT ℓ+jx ∈ Da for |b| ≤ 3|n| ≤ |ζT ℓ+jx(b)| or SbT jGjx ∈ Da for
|b| ≤ 3|n| ≤ |ζT jGjx(b)|. This uses Corollary 5.3. If σn ≤ N˜2 , then the measure of
such points is at most
4 · 3n
∑
a>N˜
µ(Da) < 2
− N˜2 .
Let d ∈ Z, (n,A, ρ) ∈ Fd( N˜2 , ε˜4), and x ∈ Aj∩A (which implies that Gj(x) ∈ A).
If (T ℓ+jx)i = (T
j(Gjx))i for all i ≤ N˜ but (T dT ℓT jx)i = (T dT j(Gjx))i for some
i ≤ N˜ , then x ∈ Pr for some r. Since k and m are good for reduction, by iterating
Lemma 5.9 when d = k or m, we have that the measure of the set of such points is
at most 40ε˜4. Combining these two estimates and considering (n,A, ρ) ∈ Fd( N˜2 , ε˜4)
with σn >
N˜
2 , we obtain that
j − k +m ∈ H
N˜, ε˜
3
9999−2·(ε˜4+40ε˜4+2−
N˜
2 )
.
By the assumptions (40) and (41) on N˜ and ε˜, the lemma follows. 
Corollary 6.7. Assume
∑M
ℓ=1 iℓ is good for reduction and jℓ is such that jℓ = iℓ
except at one place where iℓ is good for reduction and jℓ is bad for reduction.
Then
∑M
ℓ=1 jℓ ∈ HN,ε4 . Similarly if jℓ = iℓ except at one place where iℓ is bad for
reduction and jℓ is good for reduction, then
∑M
ℓ=1 jℓ ∈ HN˜,ε˜4 .
Proof. We prove the first case and the second is similar. For concreteness we assume
that j1 6= i1. So
∑M
ℓ=1 jℓ = j1−i1+
∑M
ℓ=1 iℓ satisfies the assumptions of Lemma 6.6,
completing the proof. 
Set A = {i : i is good for reduction} and set B = {i : i is bad for reduction}. Set
u1 =
∑
i∈A α
(k˜)
i and let u2 =
∑
i∈B α
(k˜)
i . Let C = Z\(A∪B) and u3 = 1−(a+b) =∑
i∈C α
(k˜)
i . Consider the set of triples of non-negative integers (a, b, c) such that
a+ b+ c =M. For each such triple (a, b, c), let Na,b,c denote the set of all numbers
that can be formed by summing a terms for A, b terms from B and c terms from
C. To each j ∈ N(a,b,c), we assign the probability of obtaining it as a term in
(
∑
i α
(k˜)
i UT i)
M .
Proposition 6.8. If the conditional probability that j ∈ N(a,b,c) is good for reduc-
tion is greater than 12 , then the conditional probability that j ∈ Na+1,b−1,c is not
good for reduction is at least ε˜8.
The proof of this proposition follows from some lemmas that we develop. We
start with an explanation of the setting. Observe that N(a,b,c) can be partitioned
into elements of Aα × Bβ × Cγ for α ≤ a, β ≤ b, γ ≤ c by grouping the elements
that have the same initial (ordered) α-tuple of elements of A, and similarly for B
and C. (That is we keep track of the order of the initial α elements within A, B, C
but not how these A elements fall relative to the B and C elements and so forth.)
One can calculate the conditional probability of being in such a partition element
given that one lies inN(a,b,c) in the following way: given a partition element ~v×~w×~x,
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it has conditional probability
(51)
a∏
i=1
vi
u1
b∏
i=1
wi
u2
c∏
i=1
xi
u3
.
We claim that we can consider elements of Aa−1 × Bb × Cc as partitions of
both N(a,b+1,c) and N(a−1,b,c). Indeed, elements of N(a,b,c) are determined by the
first a − 1 elements of A, all the elements of B , and all the elements of C (taken
in the appropriate order within A,B,C). Similarly, elements of N(a−1,b+1,c) are
determined by the elements of A, the first b elements of B, and all the elements of
C.
Lemma 6.9. For (~v, ~w, ~z) ∈ Aa−1 × Bb × Cc, let D denote the corresponding
partition element of N(a,b,c) and D′ be the corresponding element of N(a−1,b+1,c).
The conditional probability of an element in N(a,b,c) being in D is equal to the
conditional probability of an element of N(a−1,b+1,c) being in D′.
Proof. Both of these conditional probabilities are
a−1∏
i=1
vi
u1
b∏
i=1
wi
u2
c∏
i=1
zi
u3
. 
Lemma 6.10. For (~v, ~w, ~z) ∈ Aa−1×Bb×Cc, let D be the corresponding partition
element of N(a,b,c) and D′ be the corresponding partition element of N(a−1,b+1,c). If
any element of D is good for reduction, then no element of D′ is good for reduction,
and the analogous statement holds when the roles of D and D′ are exchanged.
Proof. Let x, y ∈ D ∪ D′. They differ by at most one entry. Moreover, if x ∈ D
and y ∈ D′, then this is a change from a good for reduction element to a bad for
reduction element. By Corollary 6.7 if one is good for reduction, then the other is
not good for reduction. If there exists one element in D that was good for reduction,
then this argument shows every y ∈ D′ is not good for reduction and similarly vice
versa. 
Combining Lemmas 6.9 and 6.10, Proposition 6.8 follows.
If (Ω, µ) be a probability space and H : Ω → {0, 1, . . .} is µ measurable, we say
i is (H, δ)-spread if
max{µ(H−1(i+ 1)), µ(H−1(i− 1))} > δµ(H−1(i)).
We say H is δ-spread if µ(
⋃
i, (H,δ)-spreadH
−1(i)) > δ.
Lemma 6.11. There exists C such that if Fi : (Ω, µ) → {0, 1} are independent,
identically µ distributed random variables satisfying δK ≤ µ(F−1i (0)) ≤ 1− δK , then
H(ω) =
∑K
i=1 Fi(ω) is min{ δ
2
C ,
1
C }-spread.
Proof. If δ < 9K , this is straightforward and so we assume δ >
9
K . Let p =
µ(F−1i (0)). Due to the symmetry, we can assume that p ≤ 12 , and by the assumption
on δ, we can assume that p > 9K . Thus
µ({ω : ∑Ki=1 Fi(ω) = n+ 1})
µ({ω : ∑Ki=1 Fi(ω) = n}) =
(
K
n+1
)
(p)n+1(1− p)K−n−1(
K
n
)
(p)n(1− p)K−n
(
K
n
)
(p/K)n(1 − (p/K))K−n
=
K − n− 1
n− 1 p(1− p)
−1.
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If n ∈ [ 13Kp, 53Kp], then this is greater than min{ 199 , 199Kp}. Since 199Kp ≥ 199δ
the result follows if at least half of the ω lie in this range. To check this, note that
we have∫
Ω
(
K∑
i=1
Fi(ω)− p)2 dω = K
(
(1− p
K
)2
K
p
+ (
p
K
)2(1− p
K
)
)
<
3
2
pK.
Thus by Chebyshev’s inequality, µ({ω : |∑Ki=1 Fi(ω) −Kp| > 2√pK}) < 12 . Since
pK ≥ 9 we have that 2√pK ≤ 23Kp establishing the necessary condition. 
Concluding the proof of Theorem 6.1 in Case 3. In this proof only, we introduce
some terminology for clarity: we say i is decisive if it is either good or bad for
reduction. Let γ(k˜) be the probability measure on {0, 1} defined by
γ(k˜)({0}) =
∑
i is bad for reduction α
(k˜)
i∑
i is decisive α
(k˜)
i
and
γ(k˜)({1}) =
∑
i is good for reduction α
(k˜)
i∑
i is decisive α
(k˜)
i
.
Note that γ(k˜)({0}) is the conditional probability that i is bad for reduction given
that it is decisive and γ(k˜)({1}) is the conditional probability that i is good for reduc-
tion given that it is decisive. As we are not in Case 2, it follows that γ(k˜)({0}) > ε˜2M .
Thus by Lemma 6.11,
∑n
j=0 γ
(k˜) is at least ε˜
4
64 spread. We partition Z
M into sets
N(a,b,c) ∪ N(a+1,b−1,c) where a is even. We further partition these elements D ∪ D′
as in Lemma 6.9. By Lemma 6.10, for each such element D ∪ D′, one of these two
pieces contains no good for reduction elements. By Lemma 6.9 and the fact that∑M−c−1
i=0 γ
(k˜) is ε˜4 spread (so long as c > M8 ), it follows from Lemma 6.5 that at
least 12 ε˜
8 of our points are not good for reduction. Once again this contradicts
Corollary 5.15 and our choices. 
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