The sources of systematic error in the X-ray diffractometer method of stress measurement are discussed. The errors in stress measurement and correction procedures for their elimination are described and quantitatively assessed.
Introduction
The operating stresses developed in an engineering component during service can generally be predicted to a high degree of accuracy. Invariably, however, superimposed on these are residual stresses, whose magnitude and distribution are not known (Beaney & Proctor, 1974; Denton, 1966; Doig & Flewitt, 1978a, b; Rosenthal, 1963) . These may arise as a result of inhomogeneous plastic deformation, elastic constraint and chemical or thermal changes which may be introduced during either material manufacture or the component fabrication. It is the total stress, operating plus residual, which controls the component life and integrity. Since the distribution and magnitude of the residual stresses are not easily calculated it becomes necessary to evaluate the total stress by direct measurement.
The methods of stress measurement available at present have been reviewed by Denton (1966) and fall into two main categories -physical and mechanical. The physical methods have the advantage that they are capable of stress evaluation without relaxation and are therefore non-destructive. To date, the most powerful and widely used physical method of stress measurement in engineering components is that of X-ray diffraction (Barrett & Massalski, 1966; Bolstad & Quist, 1965; Cullity, 1956; Society of Automotive Engineers Inc., 1971) .
The basis of the X-ray method of stress measurement has been described elsewhere (Barrett & Massalski, 1966; Cullity, 1956; Doig & Flewitt, 1978a, b; Society of Automotive Engineers Inc., 1971) . The method measures differences in the interplanar spacing of a given set of crystal planes which are variously oriented to the sample surface. Stress is evaluated from the measured lattice strains (as calculated from changes in the Bragg diffraction angle A20) using isotropic elasticity theory (Timoshenko, 1934) such that 0021-8898/81/020124-07501.00 A20 = 2o'(1 + v) (tan P/E) sin 2 tp,
where A20 is the angular shift (in radians) of the diffracted peak (20o-200) recorded from planes which are parallel to the sample surface (200) and at an angle ~p to the specimen surface (200) . A plot of 28 versus sin 2 ~p results in a straight line with slope equal to 2o-(1 + v)
x tan O/E (a positive slope is equivalent to a compressive stress). In theory we need to measure 200 for only two values of ~b to define the straight line and evaluate the stress, o-. The value of ~p is selected by rotating the specimen with respect to the incident beam ( Fig. 1) . Equation (1) shows that the sensitivity of stress measurement increases as 0 and ~ approach 90 ~. A practical limit to tp is ~_ 60 ° which is controlled by the spread and the focusing of the X-ray beam. The value of tan 0 increases rapidly as 0 ~ 90; consequently it is desirable to select an X-radiation with a wavelength which produces a strongly diffracted beam at a large diffraction angle 0 (see Table 1 ). The accuracy of the peak location controls the ultimate precision of stress evaluation. Of the currently available methods for X-ray diffraction peak recording the most accurate is the diffractometer method, the principles of which are illustrated in Fig. 1 (Cullity, 1956; Doig & Flewitt, 1977 , 1978a Tanaka, 1975) . Xrays are emitted from a line-shaped source and are collimated to form a wedge-shaped divergent beam. Diffractometry relies on the self-focusing of a divergent beam known as Bragg-Bretano para-focusing. When the specimen is rotated with respect to the incident beam (~-¢0, Fig. 1 ), the focus of the diffracted beam is moved from the diffractometer circle; this can be accommodated by moving the detector to the new focus position (Barrett & Massalski, 1966; Cullity, 1956) . The diffracted beam can be monochromated to improve the peak-to-background ratio and reduce the recorded peak angular width, thus allowing a greater accuracy and resolution for peak measurement. Furthermore, the diffracted intensity may be recorded and processed electronically to give rapid and accurate data. The focusing property of the diffractometer allows large areas (~ 5 x 5 mm) of specimen to be sampled without degrading the angular resolution, thus enabling stress measurement on larger-grain-size materials such as welds and castings.
Recently, there has been increasing interest in the use of both laboratory based and purpose-built portable diffractometers for stress measurement of engineering components. However, in view of the known complexity of diffractometer measurements it is necessary to establish and evaluate those critical parameters which may give rise to errors in stress evaluation. This is of particular importance for establishing the optimum operation of any portable, centre-less X-ray diffractometer based stress measuring system which of necessity cannot be subject to the same controlled operating conditions normally available on a laboratory based instrument.
In practice, X-ray diffraction measurements recorded with a diffractometer are subject to a number of systematic errors which affect the accuracy of measurement of peak location, and thus stress evaluation. In this paper we examine those instrumental parameters and operating procedures which are important in controlling overall accuracy of stress measurement. DETECTOR Fig. 1 . Schematic diagram illustrating the diffractometer method of stress measurement. When ~ =0, P lies on the diffractometer circle.
Sources of error in the experimental measurement of diffraction angle
As shown in (1), the accuracy of stress measurement with the X-ray diffraction method depends critically on the location of the diffraction peak position 20o. The principal sources of error which contribute to inaccuracies in this measurement arise from four main factors: (i) Alignment errors in locating the sample surface with respect to the axis of the diffractometer (Doig & Flewitt, 1978b) .
(ii) Non-linearity in the intensity recorded with a diffractometer arising from geometrical considerations combined with absorption effects in the sample (Koistinen & Marburger, 1959) .
(iii) The requirement of using recording slits of finite width which necessarily sample over a small but significant range of diffraction angle results in a nonuniform spreading of the true diffracted peak.
(iv) The influence of the ~1 and ~2 components of the incident X-radiation giving rise to non-symmetrical diffraction peaks. Changes in this non-symmetry with changing diffraction conditions combined with (ii) and (iii) above give rise to spurious shifts in peak position.
Each of the above effects may contribute to shifting of the recorded diffraction peak position as the specimen is rotated with respect to the incident X-ray beam, i.e. as changes. These changes in diffracted peak position with will be in addition to those resulting from the presence of a stress and will therefore produce errors in any stress measurement. In practice it is not the absolute value of diffraction angle which is important but rather its relative shift with changes in 0. Consequently, only those factors which contribute to peak shifts which are dependent on ~ will be examined.
Alignment errors
Here we consider the alignment of the sample surface with respect to the diffractometer. In general, components or samples on which stress is to be measured are aligned with respect to fixed points on the diffractometer such that for the normal diffraction condition, ~p=0, the sample surface lies at the geometrical centre. It has been shown previously (Doig & Flewitt, 1978b ) that a sample surface which is displaced from the Rowland Circle (i.e. the diffractometer centre) by an amount h gives rise to an angular shift, 6, which reduces the recorded diffraction angle by h sin 20 6=
(
where R is the radius of the diffractometer circle, 6 is given in radians and ~p is positive in the direction from the incident X-ray beam to the sample surface normal. Consequently, the diffracted X-ray beam is shifted to smaller diffraction angles for a positive height displacement, i.e. towards the X-ray source. This effect increases with the angle ~ resulting in an error in the measured stress, which is tensile for positive values of h and compressive for negative values ofh. Typically, the error in stress measurement for a height displacement of 0.1 mm is ~ 50 MPa for austenitic steels (20 -~ 128 °) and -~ 9 MPa for ferritic steels (20---156 °) with chromium radiation (Table 1) . Precise values depend on the number and particular values of 0 chosen to determine the slope A20/sin 2 0, but generally the error is linearly proportional to the height error.
In practice, the tolerances to which a diffractometer can be manufactured or aligned should allow the centre to be located to better than +0.01 mm. For the range of 0 values up to 50 ° and a diffractometer radius of 150 mm, a practical limit to the accuracy of stress measurement is therefore --. +5 MPa for austenitic steels and -~ + 1 MPa for ferritic steels.
Diffractometer recording sensitivity and absorption of X-ray beam in specimen
The relative intensity of X-rays recorded on a diffraction circle of constant radius from a flat sample, ignoring absorption effects in the sample, is given by the Lorentz-polarization (L-p) factor (Cullity, 1956) (1 +cos 2 20) L-p = 8 sin 2 0 cos O'
( 3) which is derived from a combination of the Thomson equation for scattering of X-rays and geometrical factors which describe the probability of scattering and detection. This equation shows that the recorded diffraction intensity increases rapidly with increasing 20 in the range 90-180 ° (i.e. the range over which stress measurements are made). This rapidly changing sensitivity of X-ray detection is similar in effect to a diffraction peak being superimposed on a non-linear background. Thus, the measured peak position will move in the direction of increasing sensitivity, i.e.
towards higher 20 values. The magnitude of such a shift will vary with the width and shape of the diffracted peak and the slope of the L-p factor at the particular diffraction angle. In addition to the geometrical L-p factor it is necessary to consider the contribution of X-ray absorption within the sample surface. It has been shown that the effect of such absorption is dependent on both the diffraction angle 0 and 0 (Koistinen & Marburger, 1959) . The recorded intensity is modified by the term (1 + tan 0 cot 0) where the sign of 0 is defined as in § 2.1.
Thus, the total polarization factor, Po.o, describing the relative intensity of a recorded diffraction peak profile is given by ( l+c°s2 20 '] Po,, = \8 s~n~-Ocos-0/(1 + tan 0 cot 0).
Since this factor varies across the angular range of any given peak profile, the recorded peak position will be shifted to higher values of 20 by an amount which is a function of the angle 0. Thus, the non-linearity in the recording sensitivity of the diffractometer and the influence of absorption in the specimen, which are functions of both 0 and 0, give rise to a change in measured peak position which varies with 0. This shift is not a simple function of 0 but will generally produce a non-linear relationship between A20 and sin 2 0 which will result in an error in the measured slope together with reduced correlation associated with any linear regression analysis performed on experimentally determined 20/sin z 0 coordinate pairs.
Recording slit dimensions
The diffracted X-ray beam has a finite angular width which is determined by the diffractometer geometry, the incident X-ray beam energy spectrum and the dimensions, the geometry and microstructural condition of the sample. Diffracted X-rays arc collimated by a receiving slit which has a finite angular width generally in the range ¼ to 1 °. This acceptance angle is of similar magnitude to that of the diffracted beam. At any fixed recording angle for the detector, the slit accepts X-rays over an angular width defined by its dimensions. Thus the detector records an integrated intensity over the acceptance angle producing a measured X-ray intensity profile which is broadened and smoothed. In addition, any angular asymmetry in the diffracted beam will produce a shift in the measured peak position. Where the asymmetry is dependent on 0 ( § 2.2) the magnitude of the peak displacement introduced by the process of recording with a finite-width receiving slit will also vary with 0. Thus further errors in the slope and linearity of the A20 versus sin 2 0 plot will result.
The influence of diffracted peak asymmetry
The characteristic X-ray emission from an X-ray tube contains two principal spectral lines, K~I and K~2, which are of similar energy. When diffracted by the sample they produce two peaks whose separation increases with diffraction angle. Typically, for stress measurement using chromium radiation this is ---0.94 ° at 20= 156 ° and ---0.4 c at 20= 128 ~ ( Table 1 ). The intensity of the K~I radiation is approximately twice that of the K~2. As the widths of these diffracted peaks increase, they overlap resulting in a combined asymmetrical profile. Thus, the measured peak position is displaced from the true diffraction angular position. It is convenient mathematically to approximate the intensity, I2o, by superimposed Gaussian curves:
where I0 is a constant, 0 is the diffraction angle, d is the angular separation of the ~1 and ~2 components at the particular diffraction angle (20) and A is a constant defining the width of each superimposed diffracted peak. As A increases, the overlap of the diffracted ~1 and ~2 components becomes more significant. In addition, sampling with a receiving slit of finite angular width further increases the overlap ( § 2.3) resulting in additional peak distortion and displacement.
In § 1 it was shown that for diffraction with 0 4= 0 the position of focus for the diffracted beam is shifted. With 0 > 0 as defined above, the focal length, Ro, increases to a value >Ro, the diffractometer radius (Fig. 1) . This effect may be accommodated by radially displacing the X-ray detector to the new focus position. However, the need to retain the accuracy of peak location +0.01 ° imposes very rigid and probably unreasonable construction and alignment tolerances on the diffractometer. If the detector is not refocused the peak is broadened and the effective value of the exponential term A is increased from that at 0 = 0. From geometry it is clear that the value of A at 0 v s 0 is directly related to the refocus length such that
Consequently, the degree of the Kctl/Ka2 peak overlap is increased with 0, thereby introducing a systematic increase in peak asymmetry and movement. Thus, excluding a refocusing procedure results in a diffraction peak broadening which introduces a further non-linear shift in the A20 versus sin 2 0 curves measured for stress evaluation.
Quantitative evaluation of instrumental errors
The recorded X-ray intensity profile across a Bragg diffraction peak using the diffractometer method is influenced by the parameters described in § 2. The alignment error, § 2.1, to a first approximation, simply shifts the whole peak to a different value of 20 thereby introducing a constant error in the stress measurement which has been quantified and will not be discussed further. This section quantitatively considers the interaction between those contributions described in § § 2.2 to 2.4. As shown above, the true diffracted X-ray intensity profile produced from a sample, ignoring polarization, geometrical and absorption effects, may be considered as the sum of two Gaussian curves representing the K~I and K~2 components of the characteristic incident Xradiation (equation 5). Here .4 is characteristic of the system and includes both diffractometer and specimen variables and is a function of 0 given in (6). The diffracted X-ray intensity 12o,0, which is incident at the receiving slit of the detector system, is modified by the total polarization factor, Po, o, given in (4) such that 12o,0 =I2oPo, o.
The profile is then sampled by the slit of finite width, w, such that the recorded X-ray intensity I2o(m), at any diffraction angle 20, is given by o)d(20) .
From (5), (6), (7) and (8) it is possible to calculate the measured X-ray intensity profile obtained from any diffraction peak for values of ,4o= o, 0 and w. This has been carried out for chromium radiation (which defines d, the K~I and K~2 angular peak separation) and typical results showing the true and measured X-ray intensity profiles for diffraction angles 20--128 and 156 ° are shown in Fig. 2 with A 0 = o = 0"3 ° and receiving slit angular width--1 ° For a given value oi" A at 0 = 0 the measured X-ray intensity profile may be calculated at any value of 0 and the corresponding diffraction peak position evaluated. Diffracted peak positions, defined by maximum intensity, have been evaluated as a function of 0 for a range of values of A 0 = o with the above equations. The results in Fig. 3(a) for 20--128 ° and Fig. 3(b) for 20 =156 ° and w--1 ° show that the measured peak positions are not independent of sinE0 and would therefore result in an error in any evaluated stress. The error in mean slope of the A20 versus sin 2 0 plot and the total polarization correction factor Po.q,, and the influence of the receiving-slit geometry. It is not a straightforward process to correct recorded data for the latter. However, we can apply an approximate polarization correction to the recorded data I2o,~,(m) by dividing by Po,~, to give a corrected intensity I'2o which approximates the true diffracted intensity Izo such that thus stress depends on the initial value of A0=0. The magnitude of this stress error A o-has been calculated for a range of A+ = o and receiving-slit angular widths for 20 = 128 and 156 ° for chromium radiation and are shown in Fig. 4 plotted against the recorded full width at half peak height (FWHH) of the diffracted peak at 0=0 °. Stress values have been calculated using a linear regression analysis of five (equally spaced along the sin2~ axis) A20 versus sin2~ coordinate pairs with a maximum value of ~ = 50 °. Clearly, significant errors in stress measurement occur for all recorded peak widths. The very large sensitivity of stress error to recorded peak width makes any correction procedure based on a prior calibration of this relationship subject to significant errors associated with the measurement of peak width. As discussed above, recorded X-ray diffraction intensity profiles are modified by the K~zl/K:z2 overlap,
1-0
This procedure has been applied for the same range of conditions used to evaluate the stress error in Fig. 4 and the results obtained are shown in Fig. 5 . Here, it is clear that the overall stress error versus recorded peak width is reduced but is still significant for a wide range of peak width, particularly for 20 = 156 °. A further correction may be applied to the recorded diffracted peak intensity profile which reduces the contribution of the Ko~l/Ko~2 peak overlap. This may be performed using the Rachinger separation procedure (Rachinger, 1948) , which involves sequential, numerical subtraction of the K~2 component from the recorded peak. The process assumes that the K~.I and Ke2 components are similar in shape, the intensity of the Kel is twice that of Kc~ 2 and the two components are separated by 
This has been carried out for the same conditions as above using the approximate polarization correction profiles I'2o (equation 9). This total correction procedure reduces the error in stress evaluation to --~ 1 MPa for 20 = 156 and 128 ° over the range of recorded peak widths considered.
In general, some correction procedure is always necessary for X-ray stress measurement in steels. An approximate polarization correction (equation 9) is adequate for peak widths >2.5 ° for 20--156 ° and > 1.6 ° for 20= 128 °, Fig. 5 . Below these limits, it is also necessary to employ a Rachinger correction.
Discussion
The present work has described the source of and evaluated the magnitude of various systematic errors which arise in the X-ray measurement of stress using the diffractometer method. These errors result in relative shifts in the recorded diffraction peak with changes in which are not generally linear with sin 2 i/J. Thus, they introduce an error into the stress evaluated from the slope A20/sinZO (equation 1) as well as reducing the linearity of the A20 versus sin 2 ~ plots. Any assessment of the accuracy of stress measurement based on the confidence in the evaluation of the slope can only be obtained assuming contributions from random experimental errors and any additional systematic error will result in an incorrect assessment of stress error. Furthermore, non-linearities arising from these systematic errors, when combined with a slope charac-teristic of a true stress, can introduce inflections into the A20/sin z ~ curve. Such inflections have previously been interpreted to be a feature of non-uniformity of lattice strain or the presence of texture in the sample (Dolle, 1979; Dolle, Hauk, Kockelmann & Sesemann, 1977; Marion & Cohen, 1975) . Such an interpretation can only be valid provided any non-linearity is demonstrated to be independent of the systematic errors described in the present work.
The correction procedures for establishing the diffraction angle 20 have been shown to be sufficient to allow stress measurement with chromium radiation. The accuracy is better than that arising from an achievable alignment error described in § 2.1. Therefore, it is not necessary to devise a correction method which evaluates the true intensity profile from that recorded using a finite recording-slit angular width.
The results of the present work indicate that the need for total correction procedures decreases in importance as the diffracted peak angular width increases. Although generally true, in practice the statistical accuracy of peak location decreases with increasing peak width such that the overall precision of stress measurement will decrease. With the present correction methods, the overall accuracy improves as the recorded peak width is decreased. Such an effect may be optimized by employing a finely collimated incident Xray beam and a monochromator in the X-ray detection system. This also increases the peak-to-background intensity ratio of the recorded diffraction peak, thereby further improving the statistical accuracy of peak location.
Conclusions
The principal conclusions which may be derived from the present work are:
(1) The angular position of the recorded diffraction peak in the X-ray diffractometer method of stress measurement is influenced by the accuracy of specimen alignment with respect to the diffractometer, the recorded peak width, the recording slit size, the Fig. 5 . Calculated plots of the error in stress evaluated from polarization-corrected diffraction profiles versus recorded-peak full width at half height for (a) 20= 128 °, (b) 20= 156 ° and a receiving-slit width = 1 ° diffraction angle 0 and the specimen normal orientation, ~p.
(2) Stress values obtained from uncorrected recorded data can be in error by up to 100 MPa for ferritic and austenitic steels.
(3) An approximate correction procedure for recorded diffraction peaks is described which reduces any systematic error in stress measurement to less than 1 MPa.
(4) The accuracy of stress measurement is limited by the alignment of the sample surface with respect to the diffractometer centre. This limit is --, + 1 MPa for ferritic steels and _~ + 5 M Pa for austenitic steels.
