This paper proposes a generalization of the classical Midzuno-Sen sampling procedure to allow more than one PPSWOR selection followed by SRSWOR draws. The
INTRODUCTION
The Midzuno-Sen scheme provides one of the simplest ways of making the ratio estimator exactly unbiased. However when used with the Horvi tz-Thompson (H-TI estimator i t is not quite efficient by itself.
Efforts have been made to revise the initial probabilities so that the scheme has inclusion probabilities proportional to the size (IPPS) of units (e. g. see Rao 1963, Asok and Sukhatme 1978) . It is noted that such attempts lead to stringent restrictions on the initial probabilities which are difficult to meet in practice (Brewer and Hanif 1983, p.25; Konijn 1973, p.250) . As a result the use of H-T estimator following
Mldzuno-Sen sampling is often not preferred. Prasad and Srivenkataramana ( 1980) have proposed a locat ion shift for making the Midzuno-Sen scheme an IPPS procedure.
This does not impose any condition on the initial probabilities. The present paper first generalizes the Midzuno-Sen scheme to have k (lckcn) PPSWOR (probability proportional to size without replacement) selections f 01 lowed by SRSWOR (simple random sampl ing without replacement) draws from the depleted population. The first and second order inclusion probabilities are evaluated. Sen (1955) has examined this scheme for obtaining unbiased estimates of between component of total error using a sample of primary stage units. Let ni(n) and n (n) denote the first and second
1J
order inclusion probabilities for the units under scheme
Then it is easily shown that
where n (k) is the first order inclusion probability for i Ul in the first k draws. The overall second order inclusion probability is computed by noting that U and i U can get selected into the sample in the following
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This leads to
where n (k) is the second order inclusion probability i J in the first k draws. The three components on the right side of (3.2) in fact respectively represent the probabilities of the mutually exclusive events (i),
(ii), and (iii). Rearrangement of the terms in (3.2) leads to
In this set up we consider the H-T estimator (2.1) with variance as in (2.2 1 where n and n are now read as For 2<k<n, the nonnegativity of A (n) is not i J assured in general. Then one may consider the modified variance estimators suggested in the literature (e.g. Rao, 1988) or use for the first k draws rejective sampling which has been shown to have nonnegative B (k) Haj6k 1981, p. 75, 92; Lanke 1974 , Sampford 1967 so that under scheme A the variance estimator is nonnegat i ve .
For k>2 one may examine the sufficient condition for the nonnegativity of the Y-G variance estimator by using the following approximate expression to o(N-~) (Hartley and Rao, 1962) :
Using this we obtain The condition (5.2) was verified for four natural populat ions (Raj 1965 , Hanurav 1967 , Sukhatme 1954 each TABLE I Values of #J = (n-k)/n(N-k) 'x' mark indicates the least value of k for which condition (5.2) is met.
with N=20. A sample of size 6 was assumed. The results are summarized in Table I . V i = 1,2,. . .,N. Then using (3.1) we get
Even here y /n (n) is not a constant. An usual difficulty with unequal probability sampling schemes is that they are complex for application for larger sample sizes. There is also the associated problem of nonnegative variance estimators or the second-order inclusion probability vanishing for certain pairs. Such schemes are sometimes not amenable for being modified to become nearly IPPS in order to control the sampling variance. In this context the proposed scheme A provides a practical and useful method of sampling with unequal probabilities.
