Three extremal problems for trigonometric polynomials are studied in this paper. The first was initiated by Maiorov. It relates to the trigonometric polynomials with n nonzero harmonics. The L p -norm of the Weyl derivative is compared with the L q -norm of the polynomial. The other two problems have appeared in the recent paper by Oswald. They deal with the polynomials of degree n. The minimum of L p -norm with respect to the choice of phases is compared with l q -norm of its coefficients.
Introduction
We study three extremal problems for trigonometric polynomials. The first problem is related to the trigonometric polynomial of the given length, i.e., with at most n nonzero coefficients. This problem appeared in a paper by Maiorov [3] . It compares L p -norm of rth Weyl derivative with the L q -norm of the polynomial. As for now, we do not have the complete picture, the answer depends on three parameters p, q and r, and an asymptotic (when n → ∞), is found for some values, and two-sided estimates are given for other values.
The study of two other extremal problems was initiated by Oswald [4] . Very interesting discussion in the cited paper shows their close connection with the problem of designing of communication systems. It explains the name of one of the problems. In this note we give answers to some questions from [4] , while some other questions are still open.
We write a n b n if there exists an absolute constant C such that a n Cb n . Also a n ∼ b n means that simultaneously a n b n and b n a n .
Frequency-derivative extremal problem
In this section, we consider t n (x), a trigonometric polynomial
containing at most n nonzero coefficients. The following extremal problem was studied by Maiorov [3] : find the asymptotic (when n → ∞) of
where the infimum is taken over all subsets θ n of n different integer numbers.
The order of γ n p,q differs significantly for different values of the parameters. We still do not have the complete picture, only some partial answers. 
Proof. Asymptotic (2.1) was found by Maiorov [3] . Let us consider the case 2 < q < p. The upper estimate n r−1/q+1/p follows immediately from the different metrics inequality and the Bernstein inequality if the spectrum is chosen as θ n = {1, 2, . . ., n}. Further on we use Λ(p) sets as possible choice of the spectrum. Let us remind the definition.
denotes the closure in L p of trigonometric polynomials with the spectrum in Λ.
for all scalar sequences (a i ). Here C(p) is a constant only dependent on p.
To obtain the second upper estimate we apply Theorem 2.2, and choose as θ n an nelement Λ(p) subset from the set of integers {1, 2, . . ., n p/2 }. Then, applying also the Bernstein inequality, we obtain
When proving the below estimate, the spectrum is arbitrary, but we can choose the coefficients of the polynomials.
Let n k be the number of harmonics in the interval [2 k , 2 k+1 ). Then (actually the sum is finite)
We can take n = 2 m . Let us consider two cases. Suppose
Then, "an essential part" of θ n is situated in the intervals
Hence, taking polynomial with coefficients ±1 such that t n L q ∼ t n L 2 ∼ n 1/2 by the Littlewood-Paley theorem (see, for example, [5] ) we obtain
where ∆ k t n is the projection of the polynomial t n on the subspace of polynomials with the spectrum in the interval Then we can consider only "blocks" numbered from 1 to mp/q that contain "essential" part of the spectrum. Taking the polynomial with all coefficients equal to one we have
Note that we applied the Hausdorff-Young inequality for the denominator, and for the numerator by the different metrics inequality
Because r < 1/p the application of (2.3) gives n/2
Collecting all the estimates, we finish the proof of the estimate. The same method works for all other upper estimates: we choose Λ(p)-set from the set (1, . . ., n p/2 ) for the case (2.5), or Λ(2 + δ)-set for other cases, move down to L q -norm, and apply the Bernstein inequality.
The below estimates follow from [1] , if we choose the polynomial with coefficients equal to one on an arbitrary spectrum. ✷
Peak-to-average-power ratio extremal problem
Let T n (x) be a trigonometric polynomial
of the degree at most n. Let us consider an extremal problem to find an asymptotic (when n → ∞) of
The following result confirms conjecture by Oswald (see [4] ) for 1 < q < 2, and improves the upper estimate for 2 < q < ∞. 
Proof. Let 1 < q < 2. The below estimate was proved in [4] , and it is achieved on lacunary polynomials. We prove the above estimate using the interpolation argument. The case q = 1 is obvious, and the estimate for the case q = 2 was proved in [4] . Let λ > 0 be a parameter, to be chosen later. We represent T n as a sum of two polynomials T n = T * n + T * * n , where
Setting λ = c k l q log −1/q n, we obtain the estimate. The same interpolation argument helps also to improve the upper estimate for δ n ∞,q proved in [4] for the case 2 < q < ∞, using the known estimates δ n ∞,∞ ∼ n 1/2 and δ n ∞,2 ∼ log 1/2 n. The below estimate in this case was proved in [4] . ✷
The following statement is proved in [4] . We give here a different proof (of the above estimate), which is also based on the Khintchin's inequality but technically simpler. The proof is complete. ✷
