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Abstract 
The subsurface density of the North Atlantic displays considerable variability on 
decadal timescales. In this thesis the variability is examined from two directions. 
First I show direct observations of oceanic Rossby waves, using historical sub-
surface temperature data in the North Atlantic. Previously, such waves have only 
been directly observed using satellite data. Subsurface temperature data are used 
to investigate westward propagating Rossby waves across the North Atlantic at 
30.5°N to 34.5°N, during 1970-74 and 1993-97. The latter period is when high 
resolution satellite altimetry data are available for comparison. The comparison 
was very favourable, with observed phase speeds east of the mid-Atlantic ridge, 
3.6 cms' in the altimeter data and 3.4 cm s for the corresponding period in the 
hydrographic data. The phase speed of Rossby waves (west of the mid-Atlantic 
ridge) was observed to be 6.1 cm s - ' in 1970-74, compared with 4.3 cm s' in 1993-
00. Interannual variability of the phase speed was also observed in the altimeter 
data, this variability was greater in the west than the east. 
Data from a coupled climate model (HadCM3) are used to assess the ability 
of an assimilation scheme, based on temperature-salinity preservation, to repre-
sent salinity given temperature data. The assimilation scheme was amended to 
account for meridional frontal movements. The adjustment improves the pre-
assimilated salinity in comparison to the true salinity in all areas, south of 55°N, 
in the North Atlantic. 
Finally initial condition experiments are performed to determine the predictabil-
ity of sea surface temperature (SST) and heat flux anomalies. The temperature 
and salinity fields resulting from the assimilation scheme are used as initial con-
ditions in a twin experiment of HadCM3. When the temperature and salinity 
of the initial ocean state are perfectly known, the SST anomaly forecast skill is 
up to 5 years. When the assimilation scheme is used to provide these initial con-
ditions for a forecast, the skill of predicting the SST anomaly is almost 2 years. 
There was no skill in predicting the fluxes in HadCM3 on a seasonal or annual 
timescale. However the average winter flux anomaly, when averaged over 5 years 
was found to be predictable. 
This work demonstrates the value of subsurface observations of the ocean. If 
coupled models can be accurately initialised there is potential predictability of 
the SST and flux anomalies in a 5 year time period. 
Contents 
1 Introduction 	 1 
	
1.1 	The North Atlantic Ocean ......................1 
1.2 	Aims ..................................4 
1.3 	Outline .................................5 
2 	Interdecadal variability in the North Atlantic 6 
2.1 Circulation of the North Atlantic 	.................. 6 
2.1.1 	Wind driven circulation 	................... 8 
2.1.2 The North Atlantic Current 	................. 10 
2.1.3 	Thermohaline circulation ................... 12 
2.1.4 	The heat budget of the ocean 	................ 14 
2.2 Sea surface temperature variability 	................. 15 
2.2.1 	Interdecadal variability 	.................... 17 
2.3 Subsurface variability ......................... 21 
2.4 The North Atlantic Oscillation .................... 24 
2.5 Gyre circulation variability ...................... 27 
2.5.1 	The NAO and its interaction with the ocean ........ 30 
2.6 Forecasting the NAO 	......................... 34 
2.7 Summary 	............................... 36 
3 	Rossby waves in the North Atlantic 40 
3.1 Introduction 	.............................. 40 
3.1.1 	Why are Rossby waves important? 	............. 45 
3.1.2 Observations of Rossby waves 	................ 48 
3.2 Observations of Rossby waves in historical temperature data . . . 	 51 
3.2.1 	Data and data processing 	.................. 51 
3.2.2 Altimeter data 	........................ 52 
3.2.3 	Hydrographic data 	...................... 52 
3.3 Analysis 	................................ 55 
3.3.1 	Altimetric analysis 	...................... 55 
3.3.2 Hydrographic analysis 	.................... 62 
3.3.3 	Correlation Analysis 	..................... 65 
3.4 Phase 	speeds 	............................. 66 
3.4.1 The Radon transform ..................... 66 
3.4.2 	Phase speeds from the Radon Transform 	.......... 67 
3.4.3 	Depth Analysis 69 
3.5 Evidence of westward propagation in 1970s ............. 71 
3.5.1 	1970s results .......................... 71 
3.6 Observations between 1960 and 2000 	................ 75 
3.7 Comparisons with modelling results 	................. 79 
3.7.1 	Comparisons with a 3D ocean model 	............ 79 
3.7.2 Comparisons with a simple wind forced model ....... 83 
3.8 Interannual variability in T/P data 	................. 86 
3.9 Possible causes of phase speed variation ............... 93 
3.10 Summary and Discussion ....................... 95 
3.10.1 	Further work 	......................... 98 
4 HadCM3 - Coupled Modelling 99 
4.1 Introduction to numerical modelling ................. 99 
4.2 The Unified Model 	.......................... 101 
4.2.1 	Model formulation 	...................... 101 
4.3 Dynamics and Physics 	........................ 104 
4.3.1 	Atmosphere 	.......................... 104 
4.3.2 Ocean 	............................. 105 
4.4 1000 year control run of HadCM3 	.................. 107 
4.4.1 	Comparisons with observations 	............... 108 
4.4.2 Internal variability in HadCM3 	............... 110 
4.4.3 	Two periods in the control run 	............... 112 
4.5 Summary 	............................... 113 
5 	Temperature assimilation 115 
5.1 Introduction 	.............................. 115 
5.1.1 	Background 	.......................... 117 
5.1.2 Data 	.............................. 119 
5.2 Method 	................................ 120 
5.2.1 	Application of the Scheme 	.................. 124 
5.2.2 Validation 	........................... 134 
5.3 Temperature assimilation in HadCM3 ................ 138 
5.3.1 	Evaluation of the salinity fields 	............... 139 
5.4 Additions to the scheme 	....................... 141 
5.4.1 	Results of improved scheme 	................. 144 
5.4.2 Evaluation of the temperature fields ............. 145 
5.4.3 	Labrador and Greenland Seas 	................ 149 
5.4.4 Global Oceans ......................... 154 
5.5 Summary 	............................... 158 
6 Model Simulations - for KEITH WESTON please 	 160 
6.1 Previous experiments using HadCM3 ................160 
6.2 	Experiments ..............................164 
6.2.1 	Experiments I and 11 .....................165 
6.2.2 	Experiments III and J\T 176 
6.2.3 	SST analysis of Experiments I -+ IV 	............ 182 
6.3 Flux analysis 	............................. 187 
6.4 Further temperature analysis ..................... 192 
6.4.1 	SST anomalies 	........................ 192 
6.4.2 300 m temperature anomalies 	................ 195 
6.5 The 	NAOI 	............................... 197 
6.6 Further Research 	............................ 198 
6.7 Summary 	............................... 200 
7 	Conclusions 202 
7.1 	Results Summary 	........................... 202 
7.1.1 	Rossby waves 	......................... 202 
7.1.2 Assimilation Scheme 	..................... 204 
7.1.3 	Model Simulations 	...................... 205 
7.2 	Conclusions 	.............................. 206 
7.3 	Further Work 	............................. 207 
A Rossby wave dispersion relation 	 209 
B Static stability 	 212 
List of Figures 
1.1 	The North Atlantic Ocean ......................2 
2.1 Temperature and salinity at 45°W .................. 9 
2.2 The North Atlantic circulation .................... 11 
2.3 The global heat flux 	......................... 15 
2.4 The North Atlantic Oscillation .................... 26 
2.5 The NAO index 	............................ 27 
2.6 Variability in the North Atlantic circulation 	............ 29 
2.7 Simulated and observed NAO index ................. 35 
3.1 Schematic of a Rossby wave 	..................... 41 
3.2 Baroclinic Rossby radius of deformation 	.............. 44 
3.3 Modelled and observed sea level anomaly at 32°N,65°W ...... 47 
3.4 March mixed layer depth 	....................... 54 
3.5 Longitude-time diagrams of SLA from T/P ............. 56 
3.6 Longitude-time plot of SLA from 1993-1997 at 32.5'N ....... 58 
3.7 The seasonal cycle of SLA at 32.5°N 	................ 59 
3.8 The offset of SLA at 32.5°N 	..................... 60 
3.9 Longitude-time plot of SLA from 1993-1997 at 30.5-34.5°N . . 61 
3.10 Longitude-time plot of T anomaly at 30.5-34.5°N, 1993-97 	. . 63 
3.11 Longitude-time plot of T anomaly at 30.5-34.5°N, 1993-97, after 
smoothing 	............................... 64 
3.12 Schematic of the Radon transform .................. 67 
3.13 Phase speeds for the 1993-97 period ................. 68 
3.14 Longitude-time plot of T anomaly at 30.5-34.5°N, 1993-97 	. . . . 69 
3.15 Longitude-depth plot of T anomaly at 32.5°N 	........... 70 
3.16 Longitude-time plot of T anomaly at 30.5-34.5°N from 1970-74 . 72 
3.17 Longitude-time plot of T anomaly at 30.5-34.5°N, for 1970-74 after 
smoothing 	............................... 73 
3.18 Phase speed for the period 1970-74 	................. 75 
3.19 Longitude-time plots of T anomaly at 20.5-24.5°N ......... 76 
3.20 Longitude-time plots of T anomaly at 25.5-29.5°N ......... 77 
3.21 Longitude-time plots of T anomaly at 30.5-34.5°N ......... 78 
3.22 SLA from the model of Ezer (1999) 	................. 81 
3.23 Temperature anomaly as Ezer (1999) 	................ 82 
3.24 SLA and heat content anomaly at 32°N,65°W 	........... 84 
IV 
3.25 Correlation between SLA and mean temperature anomaly 	. . 86 
3.26 Longitude-time plot of SLA from 1993-2000, at 30.5-34.5 0N . . 88 
3.27 Annual phase speeds at 30.5-34.5°N ................. 89 
3.28 Phase speed variability at 30.5-34.5°N ................ 90 
3.29 Phase speed variability east of the mid-Atlantic ridge 	....... 91 
3.30 Phase speed variability west of the mid-Atlantic ridge ....... 91 
3.31 Amplification factor as suggested by Tailleux and McWilliams (2001) 96 
4.1 UM atmospheric and oceanic levels 	................. 102 
4.2 HadCM3 ocean bottom topography 	................. 103 
4.3 Climatological T: observed and HadCM3 at 450 m ......... 109 
4.4 The NAOI of the 1000 year control run of HadCM3 	........ 111 
4.5 December 2079 and 2143 temperature anomaly at 301 m 	..... 113 
5.1 Potential density as a function of T and S 	............. 118 
5.2 Climatological T at 400 m 	...................... 121 
5.3 Schematic of assimilation scheme 	.................. 123 
5.4 CO (T, S) profiles at 45°W ....................... 125 
5.5 Potential density profile of QT, S) at 45°W ............ 125 
5.6 Temperature difference between the unbiased mean and the C0 (T). 126 
5.7 Observed T differences from C, (T) at 400 m 	............ 127 
5.8 Constructed S differences from C, (S) at 400m ........... 128 
5.9 T and S profiles at 45°W for 1990-94 	................ 128 
5.10 Density profile at 45°W for 1990-94 	................. 129 
5.11 T and S profiles at 45°W for 1970-74 	................ 129 
5.12 Density profile at 45°W for 1970-74 	................. 130 
5.13 Observed T differences from C0 (T) at 45 0 W 	............ 130 
5.14 Constructed S differences from C0 (S) at 45°W ........... 132 
5.15 Constructed density differences from the CO (T, S) at 45°W 	. . . . 132 
5.16 The displacement of the Q, (T, S) water column below 700 m . . . 133 
5.17 The location of CTD observations .................. 135 
5.18 Salinity differences at 301 m 	..................... 140 
5.19 Temperature at 45°W ......................... 142 
5.20 Salinity at 45°W 	........................... 143 
5.21 Salinity differences at 301 m 	..................... 145 
5.22 Salinity at 45°W 	........................... 146 
5.23 Temperature at 45°W ......................... 147 
5.24 Temperature differences at 1500 m .................. 148 
5.25 Temperature differences at 3346 m .................. 148 
5.26 The lift in the bottom T and S profiles 	............... 150 
5.27 T-S diagrams at 35.625°N 	...................... 151 
5.28 T-S diagrams at 60.625°N 	...................... 152 
5.29 Density differences at 995 m 	..................... 154 
5.30 Global salinity differences at 301 m 	................. 155 
5.31 Global salinity differences at 301 m 	................. 156 
5.32 Absolute salinity differences at 301 m ................156 
6.1 The global correlation between observed SST and hindcast, from 
Murphy 	et al. 	(2001) 	......................... 161 
6.2 The forecast NAO index from the ensemble experiments of Smith 
et 	al. 	(2001) 	.............................. 162 
6.3 Winter T anomalies at 301 m for Experiment I, truth and pre- 
assimilation 	.............................. 168 
6.4 Monthly mean correlation coefficients between Experiment I and 
the truth temperature anomalies ................... 169 
6.5 As figure 6.4, correlation between persistence and truth ...... 170 
6.6 Winter SST anomalies for Experiment I, truth and pre-assimilation 172 
6.7 Winter T anomalies in Experiment II at 301 m ........... 173 
6.8 As figure 6.4, the correlation coefficient is of Experiment II . . . 174 
6.9 Winter SST anomalies in Experiment II 	.............. 175 
6.10 Winter T anomalies in Experiment III 	............... 178 
6.11 Winter T anomalies in Experiment IV at 301 m 	.......... 178 
6.12 Winter SST anomalies in Experiment III 	.............. 179 
6.13 Winter SST anomalies in Experiment IV 	.............. 179 
6.14 Monthly mean cc between Experiment III and the truth 	..... 180 
6.15 Monthly mean cc between Experiment IV and the truth 	..... 181 
6.16 Correlation coefficient between Experiment I-TV and the truth SST 
anomaly 	................................ 184 
6.17 Winter flux anomalies for Experiment I, truth and pre-assimilation 188 
6.18 Flux anomaly correlation coefficients 	................ 189 
6.19 5 yearly averaged winter flux anomalies ............... 191 
6.20 5 yearly averaged winter SST anomalies ............... 193 
6.21 5 yearly averaged winter 301 m temperature anomalies 	...... 196 
6.22 lOO year NAOT ............................. 198 
6.23 NAOI from Experiment I ....................... 199 
Chapter 1 
Introduction 
There has been increasing interest in the North Atlantic ocean in recent years as 
researchers try to understand the role that the oceans play in climate dynamics 
and climate change. The Intergovernmental Panel for Climate Change (IPCC) 
has acknowledged that the oceans are one of the least understood factors that 
affect our climate. What is known is that the poleward transport of heat by the 
oceans is sizeable - in the order of 1015  W, which is comparable to the atmosphere's 
heat transport. 
When the scale of the oceans are considered, and when the difficulties in observing 
the oceans, which extend across more than two-thirds of the globe to depths of 
more than 5000 m, are acknowledged, it is easy to appreciate why so little is 
known about them. Fear of environmental catastrophe, advances in technology, 
and humanity's natural quest for knowledge are changing this. More observations 
are being taken than ever before, and increasing amounts of time and money are 
being directed at advancing the theory of physical oceanography. 
1.1 The North Atlantic Ocean 
A map of the North Atlantic is shown in figure 1.1. This shows the topography 
of the ocean floor, which extends to depths of 5000 m and is dominated by a 
great ridge, extending from Greenland in the north, southward to the equator 
and beyond. This ridge has an effect on ocean dynamics, observable at the sea 
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Figure 1.1: Map of the North Atlantic showing the main areas of interest. The coloured 
contours represent the ocean floor topography The climatological sea surface temperature 
is overlaid (white contours), with a contour interval of 2°C. 
surface. The sea surface temperature (SST) is overlaid in white on the map in 
figure 1.1. The SST decreases with increasing latitude, from > 26°C in the tropics 
to 0°C in the polar regions. There is also considerable zonal assymetry, which 
is a result of the underlying ocean dynamics. Important features that will be 
referred to later in this thesis are labelled; the Labrador Sea, the Greenland Sea, 
the Grand Banks, the Sargasso Sea, and the Azores. 
An understanding of variability in the long term circulation of the oceans is 
very important to aiding our understanding of climate and weather. The oceans 
stabilise our climate system with their huge heat- capacity - a 2.5 in deep global 
layer of sea water has an equivalent thermal capacity to the entire atmosphere. 
In recent years more and more attention has been given to how the oceans affect 
climate variability on a decaclal t.imescale. 
This interest has been fuelled in part by the success at predicting El Niño (Phi-
lander. 1999). 
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The North Atlantic (NA) is of particular importance to the global climate as it is 
responsible for about fifty percent of the heat transport north, from the equator, 
by the oceans. The North Atlantic is also important because it is an area of deep 
water formation, where the water properties of the deepest water are defined. 
It is the strong western boundary current (the Gulf Stream) that is responsible 
for the temperate climate of Europe, making it considerably warmer than other 
regions of similar latitude. The signature of the Gulf Stream can be seen as the 
strong horizontal gradients of SST at 40°N, southwest of the Grand Banks in 
figure 1.1. The position of the North Atlantic between America and Europe has 
resulted in the North Atlantic being the most observed ocean in the world. 
Researchers have found that there has been considerable variability in heat con-
tent in the North Atlantic in the last century, (e. g. Grey et al. (1999)). Un-
derstanding this variability is complicated by the fact that human activity is 
altering the properties of the atmosphere and ocean. Observed variability could 
be due to internal climate fluctuations or linked to anthropogenically-forced cli-
mate change. There are very few direct measurements of the ocean before the 
industrial revolution. 
To address the question of natural internal variability, indirect techniques must 
be used, such as numerical modelling of the climate system. Where models are 
sophisticated enough, it may be possible to determine what is internal variability 
of the climate system and what is anthropogenically-forced variability. 
Recent research has led to the proposal that, if it is possible to forecast ocean 
surface temperatures, then an atmospheric model could be used to predict the 
index of the North Atlantic Oscillation, which is a pattern of mean sea level 
pressure (described in detail in Chapter 2) that is the dominant mode of climate 
variability in the North Atlantic region (e.g. Rodwell et al. (1999)). In the future 
this has the potential to be immensely useful for predicting the seasonal climate 
of Europe. 
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1.2 Aims 
The initial aim of this research was to test the assimilation method of Troccoli 
and Haines (1999) with data from the coupled model, HadCM3. This involved 
employing a synthetic data experiment to assess how well a 3D field of temper-
ature and salinity could be created given the temperature of the upper waters 
and a temperature-salinity (T-S) relationship. Much upper ocean temperature 
data are available, which could be combined with a T-S relation to produce an 
initial condition of the ocean for forecasting. The importance of accurate initial 
conditions in forecasting ocean variables could then be investigated using a twin 
experiment. 
As work on this thesis was starting, attention was turned to observations of 
Rossby waves by some research by Sturges and Hong (1995); Sturges et al. (1998). 
They suggested that Rossby waves were crucial to the spin up of the subtropical 
gyre, and showed excellent results modelling the sea level height at Bermuda 
(32°N,65°W). Mid-latitude Rossby waves are thought to play an important role 
in decadal ocean-atmosphere dynamics, being responsible for subtropical heat 
content anomalies which later advect to higher latitudes (e.g. (Hakkinen, 2000)). 
Due to their slow phase speed Rossby waves are relevant to decadal changes in 
temperature structure of the ocean. 
There has been much recent work observing Rossby waves, with new results from 
altimeter data, (Chelton and Schiax, 1996; Cipollini et al., 1999), for example. 
These observations provide an advantage over previous work that has looked for 
Rossby wave signatures in hydrographic data, as the scale of these waves is now 
known better than ever before. In situ temperature data were studied to try and 
find a signature, initially for a time period covering the same time as the altimeter 
data. This was successful and the analysis was extended throughout the period 
available. Thus the first results chapter in this thesis (Chapter 3) will deal solely 
with Rossby waves. 
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1.3 Outline 
In this thesis the circulation of the North Atlantic will be introduced. The features 
that are known well will be explained, and then the aspects of the circulation that 
are not so well known will be described. The interaction of the North Atlantic 
ocean with the atmosphere is of crucial relevance to the climate system, and some 
of the aspects of this interaction are discussed, focusing on clecadal variability in 
the North Atlantic. 
Chapter 3 is devoted to the study of Rossby waves. These large scale features 
have attracted much attention since the advent of satellite altimetry. Their rele-
vance in the general circulation is discussed, together with an extensive review of 
previous observations of these waves. The results presented in Chapter 3 are of 
observations of these waves in in situ temperature data - some of which have been 
available since the 1970s. The Radon transform is used to obtain phase speeds 
from longitude-time diagrams of both hydrographic and altimetric data. 
Chapter 4 describes a coupled ocean-atmosphere model (HadCM3) and impor-
tantly, describes a 1000 year simulation performed with this model. Data from 
this model are then used in Chapter 5 to test the ability of an assimilation scheme 
to recreate instantaneous temperature and salinity fields. 
Chapter 5 revolves around the investigation of the effectiveness of the assimila-
tion scheme of Troccoli and Haines (1999). The scheme uses the assumption of 
temperature-salinity preservation below the mixed layer, as its founding principle. 
It is first used with a climatological hydrography and assessed, where possible, 
by comparison with in situ temperature and salinity data. The scheme was then 
applied to HadCM3 data and assessed by way of a twin experiment. 
Chapter 6 investigates the potential predictability of SST anomaly patterns and 
anomalous flux patterns by performing initial condition experiments using data 
from the control run of HadCM3 and data derived using the assimilation scheme. 
Chapter 7 is a discussion of the conclusions from the work detailed in this thesis. 
Proposals are given for the most promising areas of further research. 
Chapter 2 
Interdecadal variability in the 
North Atlantic 
This chapter introduces the North Atlantic circulation. What is known about the 
water mass, heat and salt transports is explained. Observations of sea surface and 
subsurface temperature variability, concentrating mainly on interdecadal variabil-
ity, are reviewed. Next, the North Atlantic Oscillation is introduced and recent 
research detailed, considering the potential of whether this dominant mode of 
variability can be predicted seasons/years in advance. Evidence which suggests 
that mass transports have changed in the subtropical gyre is discussed. The 
importance of this variability is outlined with reference to the climate of Europe. 
2.1 Circulation of the North Atlantic 
The first step to understanding the oceans is observing them. Information is 
needed about the physical properties of the ocean. 1 An early piece of research 
was performed by Robert Boyle, in 1674, who investigated the relationship be-
tween temperature, salinity and pressure with depth, and published "Observa-
tions and Experiments on the saltiness of the sea". These types of relationships 
are crucial for understanding the ocean circulation and they are still the most 
tof course, the process of advancement in this science results from the link between observing 
and theorising; observations need a theory to justify why things appear to be as they are, and 
a theory needs observations to he proved correct. 
Chapter 2 	 Interdecadal variability 
frequently measured variables today. In 1769-70 Benjamin Franklin published 
one of the first maps of the Gulf Stream - based on temperature measurements 
- to aid sailors travelling across the North Atlantic. The first general textbook, 
"The Physical Geography of the Sea" was published by Matthew Fontaine Maury, 
in 1855 (Maury, 1855). Maury was well aware how vital continuous accumula-
tion of measurements were, and would publish charts with space in the back for 
observations, in return for free charts when they were updated. 
Fridtjof Nansen was a polar explorer who had an inventive view to observing the 
currents of the ocean. He froze his ship into the Arctic sea ice between September 
1893 and August 1896 and plotted its course. His observations showed that, 
the ship (and ice) did not drift with the wind, but at 45° to the wind. This 
observation was critical to understanding the wind driven surface current and to 
the derivation of the Ekman spiral, (Ekman, 1905). There has been little change 
in the way that subsurface observations have been made over the years. A ship 
records its location and lowers an observing device which records the required 
properties. The accuracy of these measurements has increased over time, and 
computers have helped process the data but there is essentially little difference; 
quick, simple measurements are still taken by merchant ships and more skilled, 
time consuming measurements by specialised research vessels. There are a few 
permanent moorings but these are rare due to their expense and reliability (or 
lack of). At the beginning of the space age measurements started to come from 
satellites; sea surface height, sea surface temperature, and sea surface colour can 
all be measured using a satellite, as well as wave heights. These observations give 
global coverage of sea surface properties at very high resolutions in both space 
and time. However, because the ocean is opaque, satellites cannot be used to 
gain direct observations of temperature below the surface. 
Over the past 150 years, enough direct subsurface observations of temperature 
and salinity, together with direct current measurements, have been taken to gain 
some understanding of the mean properties and circulation. 
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2.1.1 Wind driven circulation 
The wind driven circulation dominates the ocean currents in the upper 1000 m in 
most areas of the ocean. Winds transfer energy to the upper layers of the ocean 
through friction at the sea surface. The Coriolis force affects any water moving 
in relation to the Earth as the frictional coupling between the Earth and moving 
water is weak. The basic effect of the winds was first described by Ekman (1905) 
who showed that the surface water will move at 45° to the wind direction (right 
in the northern hemisphere, left in the southern hemisphere) as was observed by 
Nansen. This angle increases with depth until a depth D, (dependent on the 
latitude, water density, windstress and viscosity) where the direction of the flow 
is opposite to the surface flow. The depth De  is called the Ekman layer depth. 
The Ekman velocity of the water is reduced with depth, due to friction between 
the water layers, and can generally be ignored below depth D. Integrating down 
through the Ekman layer it is found that the water, on average, is moving at 90° 
to the right (in the Northern Hemisphere) of the direction of the surface wind. 
The Ekman layer is of the same order as the depth of the mixed layer (a nearly 
isothermal surface layer caused by wind stirring and convection), although it can 
be very different to the mixed layer depth which is also affected by buoyancy 
forcing, which is not very well understood. 
The wind driven flow in the Ekman layer leads to a divergence or convergence 
of water called Ekman pumping. This build up of water influences the pres-
sure to depths of 1-2000 m, causing horizontal pressure gradients which result in 
geostrophic currents. 
In the North Atlantic the wind driven circulation just described results in the 
subtropical gyre. This is an anti-cyclonic circulation, driven by the prevailing 
westerlies in the north and the prevailing easterlies in the south. This gyre has a 
western boundary current - the infamous Gulf Stream. The Gulf Stream is best 
thought of as the rapidly moving west edge of the Sargasso Sea, which is a 700 in 
to 800 in deep pool of warm water in the subtropical gyre. The intensification of 
the Gulf Stream, compared with the eastern boundary current, (first explained by 
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(the tendency to spin). 
The western/eastern boundary current gains negative/ positive relative vorticity 
as it moves north/south. However, the (anticyclonic) windstress felt by both east 
and west sides of the gyre, results in a gain of negative relative vorticity in both 
sides. In short, the western boundary needs positive relative vorticity to make 
up the deficit, which it does by a large sheer at the western boundary, due to a 
strong, fast flowing current - the Gulf Stream. The eastern boundary needs no 
such current to balance the vorticity equation. 
Figure 2.1: Climatological a: temperature and b: salinity cross-sections at 45°W in the 
North Atlantic. From Grey et al. (1999) (described in Chapter 5). 
Figure 2.1a shows the temperature with depth at 45°W in the North Atlantic 
ocean. The thermocline is seen in figure 2.1a as a section of rapid temperature 
change, which extends throughout the top 1000 m. Below 1000 in it can be seen 
that the temperature is generally below 4°C. The theory of the ventilation of 
the thermocline was developed by Luyten et al. (1983). The waters of the ther-
mocline are formed in winter where the isopycnals (which generally follow the 
isotherms shown in figure 2.1a) outcrop and, moving southward, are subducted 
into the main thermocline. The mechanism that Luyten et al. (1983) suggested 
was Ekman pumping although the mixed-layer and air sea interaction may play 
a role, (Williams, 1989). Once the water is subducted, it is separated from the 
surface by the less dense mixed layer. Below this there is little mixing between 
water masses of different densities because the diapycnal diffusivity is small. Thus 
subsurface waters retain their properties (such as temperature and salinity) that 
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were acquired when they were last at the surface. 
Water mass formation also occurs by convection, one area being the Sargasso 
Sea. On its northern edge the surface waters are regularly cooled to -' 18°C. 
Convection creates a deep winter mixed layer, which is capped by warmer waters 
at other times of the year. This layer is advected southwards, throughout the 
Sargasso Sea. This mode water has remarkably consistent properties and can be 
seen throughout the gyre as a 200 m thick layer centred at 300 m (visible in figure 
2.1a), this is known as the 18°C water'. 
2.1.2 The North Atlantic Current 
The Gulf Stream separates from the North American coast at Cape Hatteras 
(75°W,35°N), and starts flowing eastward, in a meandering jet. Southeast of 
the Grand Banks (around 40°N, 40°W) the Gulf Stream undergoes a poorly 
understood transformation with a broad, diffuse recirculation back south and 
east, and a northeastward branch, the North Atlantic Current (NAC). 
As it reaches 51°N, the North Atlantic Current turns sharply east and crosses 
the North Atlantic, broadening into an eastward drift. The region of this rapid 
direction change is known as the Northwest corner, and is a permanent feature of 
the North Atlantic Current, (Worthington, 1976). Although the eastward flowing 
current does not have the same, sharply defined front as the Gulf Stream, the 
maximum average current is still quite swift, with speeds of t'-'  1 ms' in the 
upper 300m, (Rossby, 1996). Another feature of the NAC, is that it has steep 
meanders which appear to be mostly stable features, following the bathymetry 
closely, (Rossby, 1996). 
Figure 2.2 shows the major surface currents and their transports in the northern 
North Atlantic (proposed by Krauss (1986)), where the Gulf Stream breaks into 
its separate northern and eastern components. 
The mean transport of the Gulf Stream and the North Atlantic current are not 
particularly well known. Direct measurements of velocity are very few and far 
between, although much use has been made of satellite tracked drifting buoys, 
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Figure 2.2: Schematic picture of the North Atlantic circulation as derived from drift 
experiments. Meridionally shaded areas are flow associated with the North Atlantic Current 
toward the north. The horizontally shaded area is flow belonging to the subtropical gyre. 
Area between A and A' belongs temporarily to the northern or southern area. The numbers 
give the transport in units of Sverdrups (Sv) (1 Sv = 10 6  m3 s") from the surface to a depth 
of 2000m. The following currents are labelled. Gu: Gulf Stream; Ir: Irminger Current; La: 
Labrador Current; Na: North Atlantic Current; Ng: Norwegian Current; Ni, Oi: North 
and East Iceland Current; Nk: North Cape Current; Og, Wg: East and West Greenland 
Current; Po: Portugal Current; Sb: Spitzbergen Current; Numbers within squares give the 
sinking water volume (in Sv). Solid Lines represent relatively warm currents. Broken Lines 
represent relatively cold currents. L From Krauss (1986). 
(Krauss, 1986). It is thought that the maximum transport of the Gulf Stream 
is about 150 Sv, and this maximum occurs around 60°W, (Hogg, 1992). Figure 
2.2 shows how the transport is reduced to around 65 Sv where the North Atlantic 
Current starts to turn east, dropping to 25 Sv as it crosses the mid-Atlantic ridge, 
(Rossby, 1996). The Northwest corner is also evident in figure 2.2. 
After the Gulf Stream splits, there is a further branch off from the NAC, flowing 
south-east, towards the Azores where it rejoins the subtropical gyre. As the NAC 
flows north east it branches off towards Iceland (the Irminger current). At Iceland 
1 Sv=1 x 106 m3 s 
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it splits into the North Iceland current and a westward current which joins the 
East Greenland Current. 
2.1.3 Thermohaline circulation 
Vertical motions in the ocean are dominated by the thermohaline circulation. 
This is the density driven circulation, effected by temperature and salinity as the 
name suggests. 
Much of what is known about deep convection is based on distributions of water 
mass properties (mainly temperature and salinity but also oxygen, silicate, tri-
tium, fluorocarbons and other tracers) rather than direct velocity observations. 
This is because temperature and salinity are much more stable than velocity 
measurements, and observations made decades apart can be used to trace the 
circulation. Below 1000 m much of the global ocean temperature is less than 
40  C, as seen in figure 2.1a. Worthington (1981) suggested that, due to this ob-
servation, the only thing about water mass formation that could be universally 
agreed upon was that "the cold dense water that fills the great ocean basins has 
been formed at high latitudes". The basic theory is that, in polar regions in win-
ter the atmospheric conditions (strong winds and low air temperatures) cause 
extreme cooling of the sea surface. This increases the density of the surface water 
to such an extent that it sinks, via mixing, to several thousand metres (often lim-
ited only by the depth of the ocean) creating thermohaline currents. The main 
areas of deep water production in the northern hemisphere are the Labrador Sea 
and the Greenland Sea in the North Atlantic. The densest water is formed in the 
Weddell Sea in the South Atlantic where, as ice freezes out and salt is rejected, 
the salinity is high. However it is the extremely low temperatures (as low as 
-1.8°C) which cause it to be the densest water in the ocean. This is the main 
area for deep water production in the southern hemisphere. 
Open ocean deep convection has only been directly observed in two small sites in 
the North Atlantic, one in the Labrador Sea (56°N,50°W) and one in the Green-
land Sea (75°N,2°W) (Marshall and Schott, 1999). Observations suggest that the 
convective process is intermittent and takes place on a variety of different spatial 
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scales, (Marshall and Schott, 1999). There also appears to be a large amount 
of interannual variability. Indirect evidence (studying the properties of water 
masses) suggest that there is a second deep water source in the Labrador Sea - 
but no direct evidence of this has yet been observed. Labrador Sea water prop-
erties are not constant, and considerable decadal variability has been observed, 
(Marshall and Schott, 1999). In the Greenland Sea ice is more important, with 
brine rejection increasing surface density. 
The winter time is thought to be when most deep water forms but less obser-
vations are taken at the relevant latitudes in winter (due to the difficulties in 
observing because of ice cover etc.) than in summer. 
Once deep water has formed it flows through the deep ocean basins, following 
sills and ridges and is a mechanism for transferring heat and freshwater between 
the ocean basins which means that any changes in the transport due to changes 
in the rate of deep water production will also have an effect on the global, as 
well as local, climate. It is a slow process in the deep ocean, water formed at 
the poles may not resurface for hundreds of years, so variability at the poles can 
have an effect for a long time in the deep ocean. Exactly how the thermohaline 
circulation feeds into the general circulation is not understood. The thermohaline 
circulation is often referred to as a global conveyer belt: it affects about 90% of 
the total volume of water transport. The matter of where, when, and how much 
deep water is formed is a matter of much recent research, (Spall and Pickart, 
2001) for example. This is a high priority research area at the present time. 
Munk and Wunsch (1998) point out that deep convection by itself leads to a 
deep, stagnant, pool of cold water with a very shallow thermocline. Mixing or up-
welling is required to pump cold water upward through the thermocline and drive 
the meridional overturning circulation. Munk and Wunsch (1998) calculate that 
2.1 TW(10' 2 W) is required to drive the deep circulation. They calculated that 
this small source of mechanical mixing drives a poleward heat flux of '-2000 TW. 
If this is looked at from a numerical modelling perspective, small errors in mixing 
can lead to large errors in heat transport. Munk and Wunsch (1998) suggest that 
it is at a small number of concentrated sites from which the water masses are 
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exported into the ocean's interior. This research would suggest that it is very 
important when modelling the ocean to accurately represent the diffusivity and 
mixing rates in the ocean. 
Results from numerical models of the deep circulation also suggest that the mass 
transport of the meridional overturning circulation is very sensitive to the as-
sumed vertical diffusivity coefficient in the thermocline (Gargett and Holloway, 
1992; Marotzke and Scott, 1999). 
2.1.4 The heat budget of the ocean 
It has already been suggested that the temperature of the ocean affects the cir-
culation of the oceans. So what influences the ocean temperatures? The ocean 
and the atmosphere form a coupled system. Energy is exchanged between the 
ocean and the atmosphere in the form of radiation and conduction (heat) and 
momentum (wind). Mass is exchanged in the form of freshwater (precipitation, 
evaporation, condensation and river run-off), minerals and gases. 
When the North Atlantic is considered, there is a net gain of radiation energy 
by the ocean at low latitudes and a net loss at high latitudes. The amount of 
heat lost through evaporation (latent heat) is increased greatly by strong winds 
and dry air. A warm SST, compared with air temperature, will lead to the air 
warming and rising and being replaced with colder air which in turn is warmed. 
Also, as the SST is reduced (from being in contact with the cold air) the surface 
water cools and sinks, allowing deeper water to rise, increasing the amount of 
water cooled. If the SST is cooler than the air temperature, there will be no 
vertical mixing of water or air so minimal warming of the SST occurs. 
Figure 2.3 shows the net annual radiation surplus of the ocean minus the annual 
heat deliveries (in the form of latent and sensible heat) to the atmosphere. The 
largest heat loss in the North Atlantic is over the Gulf Stream, from the coast of 
Florida to the north coast of Scotland. This is due to the unusually warm SST for 
the latitudes along the Gulf Stream, (increasing the sensible heat exchange) and 













the latent heat exchange). The Gulf Stream is not prone to a steady cooling over 
Figure 2.3: Global map of annual-mean, total downward heat flux into the sea surface in 
Wm 2 from daSilva et al. (1994) using data from 1945 to 1989. Areas with net heat loss, 
from the ocean to the atmosphere, are shaded. Contour interval is 20 Wm2 . 
the years as ocean currents advect excess energy from areas with a positive heat 
balance to areas with a negative heat balance. The largest positive heat balance 
that occurs in the North Atlantic is near the African coast. Upwelling in this 
area adds to the cooling by advection from the north to address this heat balance 
at low latitudes. 
2.2 Sea surface temperature variability 
Temperature, and more specifically surface temperature, is the most widely recorded 
oceanic property. Therefore more studies have been performed examining the SST 
than any other ocean variable. Bjerknes (1964) studied sea surface temperature 
in the North Atlantic, with particular reference to the overlying sea level pressure 
field. He suggested that interannual fluctuations in SST are forced by the atmo-
sphere. He showed that the correlation between SSTs and atmospheric pressure 
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is local on an interannual timescale, SST being negatively correlated with the 
strength of the winds across much of the North Atlantic. Deser and Blackmon 
(1993) described variations in North Atlantic winter SST, and surface atmospheric 
conditions, using 90 years of observations. They found that an important mode 
of variability was a dipole pattern, where the centre of the anomalies were just 
east of Newfoundland and in the western subtropical gyre. This pattern was 
found to contain components of both interannual and interdecadal variability. 
A similar pattern was found in surface air temperatures. Deser and Blackmon 
(1993) performed a comparison between sea level pressure (SLP) and SST which 
showed that anomalously strong winds overlay anomalously cold SSTs on inter-
annual timescales. Kushnir (1994) has also corroborated this idea, using a much 
longer time series of SST data than Bjerknes (1964). These three studies suggest 
that SSTs are strongly influenced by atmospheric conditions on an interannual 
timescale. 
That the atmospheric conditions affect the surface temperature of the ocean, 
which is in contact with the atmosphere, is intuitive as has already been discussed. 
There is also the indirect effect of windstress affecting the depth of the mixed 
layer, although this is less well understood. Radiative transfers do change from 
year to year but the annual flux only deviates by about 10% from the annual 
average. Latent and sensible heat transfers on the other hand have been known 
to deviate by as much as 50% from the annual average, (Bjerknes, 1964). Thus 
SLP differences have the potential to be much more important than changes in 
cloudiness, or the solar cycle, for example. 
It is worth pointing out that the sea surface temperature reveals a large seasonal 
cycle, responding to changes in the surface fluxes with the seasons. All the 
studies mentioned in this section are dealing with SST anomalies that have had 
the seasonal cycle removed, it is essential that the seasonal cycle is taken into 
consideration when investigating interannual and interdecadal variability. 
Kushnir (1994) noted that, north of 40'N, SST anomalies are persistent from one 
winter to the next, often lasting for up to 5 years. This persistence of winter time 
SSTs from one year to the next has been noticed by several other authors, on 
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various spatial and temporal scales, (Namias and Born, 1970; Deser and Black-
mon, 1993; Alexander and Deser, 1995; Alexander et al., 1999; Deser et al., 2002). 
Alexander and Deser (1995) termed the mechanism behind this phenomenon the 
"re-emergence mechanism". The hypothesis (first proposed by Namias and Born 
(1970)) was that large air sea fluxes in winter cause the formation of a deep win-
ter mixed layer. When the mixed-layer reforms in late spring, the winter thermal 
anomalies become sequestered underneath the warmer summer mixed layer. This 
shallow summer mixed layer insulates the stored winter SSTs from further air sea 
fluxes throughout the summer. When the mixed layer deepens in late autumn 
and early winter, the subsurface thermal anomalies may become entrained into 
the mixed layer. This re-emergence mechanism is a continuous rather than dis-
crete process, occurring at different times at different locations. The deeper the 
mixed layer when the SST anomaly is formed, the later it reappears the following 
winter, (Deser et al., 2002). This mechanism enables the SST to have knowledge 
of the previous winter's atmospheric conditions, from entrainment, and hints at 
predictability of SST anomalies. 
2.2.1 Interdecadal variability 
Bjerknes (1964) was one of the first to propose that there was decadal variability 
in the SST anomalies in the North Atlantic. Bjerknes (1964) noticed that, on 
a decadal timescale, anomalous warming of the Gulf Stream appeared to coin-
cide with increased overlying westerlies. He put forward the hypothesis that, on 
decadal timescales, increased westerlies led to an increase in the subtropical gyre 
circulation, bringing larger volumes of warm water from the tropics northwards. 
He suggested that this would lead to an increase in SST - despite the strength of 
the overlying westerlies. Kushnir (1994) also examined long term SST variability 
in the North Atlantic. He looked at the relationship between the spatial pattern 
of SST averaged over four different 15 year periods, and the corresponding SLP 
pattern. He found that the relationship was not the same as it was on a shorter 
(yearly) timescale, in fact he noted a lack of coherence between the interdecadal 
patterns of SST and SLP. Kushnir (1994) agreed with the hypothesis of Bjerk-
nes (1964), that the interdecadal, basin wide, SST anomalies were governed by 
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changes in the North Atlantic circulation. Deser and Blackmon (1993) identified 
another mode of variability (besides the dipole pattern) where a map of the dif-
ference between SSTs from 1939-68 and 1900-29 showed a warming in the western 
North Atlantic, extending along the Gulf Stream region. Comparisons with wind 
fields show that the most significant changes in the wind fields between these two 
periods happened down stream of the largest SST anomalies. Deser and Black-
mon (1993) suggested that the cause of the warming that they observed in the 
early part of the last century was due to changes in ocean currents rather than 
local winds. Another very interesting correlation noted by Deser and Blackmon 
(1993) was a lagged correlation between sea-ice concentrations in the Labrador 
Sea and the SST off the coast of Newfoundland. The results of Deser and Black-
mon (1993) suggest that, on a decadal timescale, winters of heavy sea ice precede 
colder SSTs east of Newfoundland by two years. 
Kushnir (1994) suggested that, instead of the wind driven gyre circulation being 
driven by the sea level pressure, a mechanism for the decadal incoherence may 
result from changes in the thermohaline circulation. He came to this conclusion 
as the centres of action of the observed interdecadal SST variability occurred 
over areas of deep water formation (the Labrador Sea and surrounding areas of 
Iceland). He also suggested that the decadal SLP pattern represents a response 
to the SST patterns by the atmosphere. 
It would appear that the cause of the interdecadal variations in SSTs seen by 
Bjerknes (1964); Kushnir (1994); Deser and Blackmon (1993) are not all due to 
the effects of local atmospheric conditions. These authors present considerable 
evidence that non-local processes have a part to play in interdecadal variability 
of SSTs, these processes will be discussed in Section 2.5. 
The above studies have only looked at SST variability in terms of stationary fea-
tures, with little indication as to whether the anomalies are dynamic. Bjerknes 
(1964) did consider the evolution of SST anomalies. He suggested that sea tem-
perature anomalies may be transported from the South Atlantic to the North 
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Recent research, aided by larger more complete SST data sets than those avail-
able to Bjerknes, has focussed on the propagation of SST anomalies. Hansen 
and Bezdek (1996) investigated the development and evolution of extreme SST 
anomalies in the North Atlantic. They produced annual maps of winter SST 
anomaly which showed a much better representation of the spatial and tempo-
ral variability of SST anomalies than previous studies. The major warm and 
cool events were in agreement with those found in previous research, (Deser and 
Blackmon, 1993; Kushnir, 1994). Hansen and Bezdek (1996) found that these 
anomalies often propagated along the paths of the major surface currents, in-
cluding along the path of the Gulf Stream, and also in the subpolar gyre. Sutton 
and Allen (1997) looked at winter SST anomalies for the years 1945-89 (they 
looked at winter months only because this is when the oceanic mixed layer is 
deepest and therefore the SST anomaly represents a larger heat content in the 
winter than in the summer). SST anomalies were seen to propagate from the 
North American coast to the west coast of Scotland taking around 10-15 years 
to propagate the 8000 km. This amounts to an average velocity of ' -S-' 1.7 cm s' 
which is a much slower rate than the near surface currents. 
Sutton and Allen (1997) suggest that the propagation could be determined by 
the speed of sub surface currents, or by weaker currents on either side of the Gulf 
Stream. 
The quantity of in situ SST data pales into insignificance when compared with 
the quantity of satellite data now available. For example the Along Track Scan-
ning Radiometer (ATSR) gives near global coverage every 3 days. A longer time 
period is available from the NOAA Advanced Very High Resolution Radiometer 
(AVHRR). Both these instruments have an accuracy of about 0.3°C (determined 
by comparison with ship measurements). The cloud clearing masks for these in-
struments are not perfect, but if careful averaging is performed then much data 
are available for analysis. Houseago-Stokes et al. (2001) have made use of the 
15 year set of satellite SST data now available. They examined this dataset for 
the propagation of SST anomalies as observed by Sutton and Allen (1997) also 
using wintertime SST anomalies only, although they did not apply a five-year 
running mean. Houseago-Stokes et al. (2001) observe SST anomalies propagat- 
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ing from Cape Hatteras, along the path of the North Atlantic current, in a sim-
ilar manner to that described by Sutton and Allen (1997). After 1-2 years these 
anomalies have 'propagated' across the North Atlantic, reaching the south east of 
Iceland after 3 years. They plotted a distance from Cape Hatteras against time 
plot, along the path of apparent propagation. A Radon transforms was applied to 
this diagram. This revealed the 3-4 year anomaly propagation as a major trend 
within the SST series. This is much faster than the 12 year period put forward 
by Sutton and Allen (1997). Houseago-Stokes et al. (2001) also examined sea 
surface height (SSH) satellite data for similar signals, but found no correlation. 
This suggests that the feature was not produced by large scale ocean dynamics, 
as these would result in changes in the structure of the thermocline which should 
be apparent in SSH anomaly data. 
The observations of Hansen and Bezdek (1996); Sutton and Allen (1997); Houseago-
Stokes et al. (2001) showing that anomalies appear to be propagating along the 
North Atlantic current are very exciting. They indicate that there may be some 
predictability inherent in the wintertime SST anomalies. 
Cooper and Gordon (2002) investigated the influence of the North Atlantic sub 
polar gyre on decadal SST anomaly variability. They found a link in a coupled 
general circulation model (GCM) (HadCM3 - this model is described in Chapter 
4) between Labrador sea water production and the propagation of SST anoma-
lies between Newfoundland and Ireland, which have been observed by many au-
thors in data and models, (Hansen and Bezdek, 1996; Sutton and Allen, 1997; 
Houseago-Stokes et al., 2001). Cooper and Gordon (2002) found that forcing deep 
convection in the Labrador Sea leads to an increased thickness of Labrador Sea 
water, which in turn causes an intensification of density gradients at intermediate 
depths. This results in both the subpolar gyre spinning up and the formation of 
an anomalous northward component of the NAC beginning about 4 years after 
the forcing is switched on, which is seen as SST anomalies propagating along the 
NAC. They do concede that this mechanism does not account for the propaga-
tion of SSTs upstream of the Grand Banks, which could be caused by sub surface 
temperature anomalies, (Sutton and Allen, 1997). 
Radon transforms, and their uses are described in Chapter 3. 
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2.3 Subsurface variability 
There are far fewer studies of subsurface ocean data, examining interdecadal 
variability, than either SST or atmospheric variability. This is due to the fact 
that there simply aren't the same number of observations. Most of the research 
in this area looks at the difference between two periods, rather than continuous 
change with time. A lot of the work also focuses only on cross sections of the 
ocean, performed by specialised research ships. The advantage of these sections 
is that they contain information about salinity and other tracers, and they often 
extend to the bottom of the ocean. 
Roemmich and Wunsch (1984) and Bryden et al. (1996) examined temperature 
and salinity data observed in the North Atlantic section at 24°N. This section 
was occupied during 1957, 1981 and 1992. There is considerable warming be-
tween 1957 and 1981 at depths between 600 m and 3000 m, reaching a maximum 
zonally averaged value of 0.2°C. The relationship between the temperature and 
the salinity was maintained, suggesting that the change in temperature between 
1957 and 1981 was due to a downward displacement of isopycnals. There was 
also a change between 1981 and 1992, a warming in the main thermocline and 
intermediate waters. Unlike the changes before 1981 the temperature-salinity 
(T-S) relationship was becoming saltier at constant temperature. These changes 
in water mass characteristics are smaller and supplemental to vertical movement, 
but they do demonstrate that T-S relationship change can be measured. Bryden 
et al. (1996) could find no evidence that these changes in water mass characteris-
tics were due to lateral displacement of water masses. However they suffer from 
a lack of high quality data at other latitudes so they are inconclusive about the 
source. 
There are continuous observations, since 1954, of subsurface T and S at two 
weather stations in the North Atlantic: weather station C in the subpolar gyre 
(52°N 35°W) and weather station S, at Bermuda, in the subtropical gyre (32 0 N 
64°W). These data have been analysed by several authors. Joyce and Robbins 
(1996) examine the Bermuda data. They found T and S variations on interannual 
Sea level height data from Bermuda are reviewed in Chapter 3. 
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timescales to be independent in the surface layer but highly correlated throughout 
the thermocline, again giving evidence that changes in temperature are due to 
displacements in the thermocline. It is observations such as these, concluding 
that the T-S relationship remains unchanged over time in many areas, that are 
the basis of the assimilation scheme used in Chapter 5. 
The thermocline at Bermuda has been warming from 1970 to the present day. In 
deep waters (1500-2000dbar), a warming throughout the time series, (with the 
addition of sporadic data between 1920 and 1954), corresponds to 0.5 0 C/century, 
(Joyce and Robbins, 1996; Curry et al., 1998). Superimposed on the warming 
trend, decadal variations are also evident in the highly sampled years since 1954, 
(Levitus and Antonov, 1995; Joyce and Robbins, 1996; Curry et al., 1998). Levi-
tus and Antonov (1995) looked at the time series of temperature data from both 
weather station C and S. At station C (in the subpolar gyre) the annual mean 
temperature between 1000m and 2000m reached a maximum around 1973-74, 
then cooled through to 1990. In contrast, at ocean station S (in the subtropical 
gyre), at 1750 m, a warming trend is evident, from 1960 until 1990. These data 
show a major redistribution of temperature and salinity throughout the 40 years. 
The most interesting point is the evidence of anti-correlation between the two 
regions. This is supported by Curry et al. (1998), who find that the Bermuda 
temperature anomaly in the 1500 m- 2500 m layer is anti-correlated with Labrador 
sea water source thickness, with a coefficient of r < -0.6 at lags of 5-7 years. That 
is to say that when subpolar convection is strong, and the Labrador sea water is 
thick, the subtropics follow about 6 years later with cooler Upper North Atlantic 
Deep water. ,From these observations, Curry et al. (1998) speculate that the 
subtropical mid-depths will continue to cool into the early 2000s. 
Levitus (1989a,b,c) studied the temperature and salinity differences between two 
pentads, 1955-59 and 1970-74. By averaging all the data together, there was 
sufficient to examine the variability across the whole of the North Atlantic ocean. 
He studied the surface (top 150 m (Levitus, 1989a)), intermediate (200 m - 2000 m 
(Levitus, 1989b)) and deep (1750 m to the ocean bottom (Levitus, 1989c)) waters. 
Levitus (1989a) observed the surface waters of the subpolar gyre to be up to 
0.5 psu fresher in 1970-74 when compared with 1955-59. This is consistent with 
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many other observations who observe a "Great Salinity Anomaly", at this time, 
a large freshening of the upper waters that was seen to propagate around the 
subpolar gyre (Dickson et al., 1988). Dickson et al. (1988) show evidence of this 
anomaly (cold fresh waters) from east of Greenland and north of Iceland in 1968 as 
it was advected southwards by the East Greenland current, along the Labrador 
Slope current, where it reached the Grand Banks in 1971-72. This cold fresh 
anomaly occupied the upper 200-300 in and was seen to progress along the NAC 
and to finally reach Norway in 1977-78, then back to Greenland by 1981-82. The 
paucity of the salinity data makes it very difficult to determine whether this was 
the same feature being advected around, or different features. Levitus (1989b) 
found that the later period (1970-74) was much colder, fresher, and therefore 
denser, in the subtropical gyre intermediate waters than the earlier period (1955-
59). He found the opposite in the subpolar gyre. He hypothesised that the 
cooling in the subtropical gyre was due to a weaker circulation and transport in 
the Gulf Stream region in the second period, compared with the first. Levitus 
(1989c) found that most of the North Atlantic deep water was 0.1°C warmer and 
0.025 psu more saline. Conclusions cannot be made, from these two snapshots in 
time alone, whether any of the changes described represent a linear trend or part 
of a cycle. 
Grey et al. (2000) examined all the temperature data available in the North At-
lantic. The quantity of temperature data (much more readily available than salin-
ity data) allowed them to make maps of temperature (but not salinity) anomalies 
for overlapping pentads, between 1956-1960 and 1990-94. They examined in de-
tail the maps at depths of 100 m-250 m, which is often in the seasonal mixed 
layer and 300 m-500 m, which is below the seasonal mixed layer in most regions. 
This analysis has made it possible to try and understand the progression of tem-
perature anomalies around the subtropical gyre, in a similar manner to the SST 
anomaly propagation of Hansen and Bezdek (1996). Grey et al. (2000) found 
that positive and negative temperature anomalies appeared to progress around 
both the subtropical and subpolar gyre, at speeds much slower than the ocean 
currents, at both depth levels. Over the whole period Grey et al. (2000) show 
that the upper levels appear to lead the lower levels by 2-4 years in the western 
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subtropical gyre and by 2-6 years in the subpolar gyre. They proposed that the 
temperature anomalies take about 30 years to complete a circuit of the subtropi-
cal gyre, although from just 40 years of data this is hard to confirm. Grey et al. 
(2000) also studied isotherm thickness anomalies, they noticed a clear pattern of 
these anomalies moving along the path of the Gulf Stream and the North At-
lantic Current. Grey et al. (2000) identified two periods, 1966-1974 and 1988-94, 
as being the main cold and warm events respectively, in the subtropical gyre. 
Both periods showed temperature anomalies that penetrated to a depth of at 
least 800m with the earlier period having a maximum anomaly of -1.5'C at 
600 in depth and the later period having a maximum anomaly of 3'C at a depth 
of 800 m. The first period, 1966-72, was characterised by a lifting of isotherms 
and a lessening of the temperature gradients across the Gulf Stream front. In 
contrast, during the warm event in 1988-94, the Gulf Stream front has steepened 
considerably and bowling of isotherms is seen in the subtropical gyre. Grey et al. 
(2000) suggest that the mechanism responsible for changes in the temperature 
structure of the subtropical gyre is due to changes in the circulation strength. 
The 1966-74 period has been identified by several authors, as being the coldest 
recorded period in the intermediate waters in the subtropical gyre, (Levitus, 
1989b; Grey et al., 2000; Curry and McCartney, 2001). The warm event in 
1988-94 has been less well documented, due to it only recently being observed. 
However there is every evidence that it is warmer than the warm period identified 
by Levitus (1989b) in 1956-60, (Grey et al., 2000; Curry and McCartney, 2001). 
2.4 The North Atlantic Oscillation 
Unlike the ocean, interannual and interdecadal variability in atmospheric condi-
tions have been observed and documented for many years, in different countries 
and on different timescales. 
"In Greenland, all winters are severe, yet they are not alike. The 
Danes have noticed that when the winter in Denmark was severe, as 
we perceive it, the winter in Greenland in its manner was mild, and 
conversely." 
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The above statement was written in a diary kept by the missionary Hans Egede 
Saabye in Greenland during the years 1770-78, quoted in van Loon and Rogers 
(1978). The phenomenon that was being observed has been studied over the years, 
and proved to be a robust form of variability in the North Atlantic atmosphere, 
(Walker and Bliss, 1932; Loewe, 1937; van Loon and Rogers, 1978; Hurrell, 1995). 
This seesaw in the North Atlantic wintertime climate has become known as the 
North Atlantic Oscillation (NAO) and is a major mode of global climate vari-
ability. The mean state of the atmosphere over the North Atlantic ocean consists 
of a large subtropical high pressure system, located over the Azores, with a low 
pressure system over Iceland and Greenland. The North Atlantic Oscillation is 
the periodic strengthening and weakening of these systems. When the high pres-
sure over the Azores is stronger than normal and the low pressure over Iceland 
is deeper than normal the NAO is said to be in a positive state (large positive 
difference), see figure 2.4a. The North Atlantic Oscillation is specifically defined 
as the variation in the normalised mean winter sea level pressure anomaly differ-
ences between Stykkisholmur, Iceland and Ponta Delaga in the Azores (or for a 
longer time series, Lisbon in Portugal). There are other definitions of this index 
now in use, mainly to try and account for the spatial distribution of the pressure 
pattern, which the simple station based index does not account for, but for the 
purpose of this study the standard historical definition will be used. Whichever 
way it is defined, the NAO is still one of the most dominant modes of variability 
in the atmosphere and, although present all year round, it is most widespread 
and intense in winter, (Barnston and Livezey, 1987). The NAO accounts for 31% 
of the total variance in wintertime mean surface temperature, between 20°N and 
900 N, in the North Atlantic, for the period 1935-94, (Hurrell, 1995). 
Figures 2.4a and b show the North Atlantic Oscillation in its positive and negative 
state respectively and the main consequences. When the NAO is positive by 
definition, the pressure gradient across the North Atlantic region is larger than 
normal. This leads to stronger than normal westerlies, leading to anomalously 
warm, wet weather over north west Europe and Scandinavia. It also brings warm, 
dry weather over southern and central Europe. Local cooling of SSTs also occurs 






Figure 2.4: Schematic of the North Atlantic Oscillation in a: positive state b: negative 
state. The stronger reds and purples represent stronger high and low pressure patterns, 
than the lighter reds and purples. The precipitation is shown over land as wetter than 
normal (blue) or drier than normal (yellow). 
winds over the North Atlantic, and cold, dry conditions over north west Europe 
and Scandinavia but cold, wet conditions over southern Europe. In addition to 
these effects this pressure pattern has an impact in North Africa, the eastern 
seaboard of the United States, and the Labrador Sea region (see figure 2.4). 
Figure 2.5 shows how the index of the winter NAO has varied for the period 1860 
to 2000. The thin line, filled blue/red, shows the winter index for each year. There 
is considerable interannual variability, often switching from one sign to the next 
from year to year, particularly in the first 50 years of the time series. The thick 
black line in figure 2.5 shows the same data but with a low pass filter applied. 
There is considerable decadal variability; in the past 25 years the NAO has been in 
a positive phase for most of the period. Similarly for the period 1955-75 the NAO 
was in a predominantly negative phase,. However in the early part of the record, 
1860-1900, and in the period 1920-1950 there was no such persistent pattern in 
the NAO index. 1900-1915 saw another predominantly positive phase, but not 
for the same duration as has been seen in recent decades. It has been suggested 
that the NAO index could he affected by anthropogenic climate change, and that 











- 	 --:-- 	
:- -- -j 
60 1870 10 lBgo 1900 190 1920 930 1940 1950 960 1970 	0 1990 2000 
''ear 
Figure 2.5: The NAO index between Stykkisholmur, Iceland and Lisbon, Portugal as in 
Hurrell (1995). The thin line shows the winter (DJFM) NAO index and the thick black line 
shows the same data low pass filtered to remove fluctuations with periods less than 4 years. 
not be represented by natural climate variability. This sect-ion has introduced the 
NAO because periods of ocean variability will be compared with the NAO index 
in the following sections. The subject of the interaction of the NAO with the 
ocean is discussed in section 2.5.1. 
2.5 Gyre circulation variability 
It has been hypothesised by several authors referenced in this Chapter that the 
circulation strength of the subtropical gyre varies on a decadal tirnescale. 
Greathatch et at. (1991) examined the data sets of Levitus (1989a.b,c) with di-
agnostic techniques to propose that the circulation of the Gulf Stream was 30 Sv 
weaker in 1970-74 when compared with 1955-59. This is a large variability when 
compared with a total circulation of about 100 Sv. This was verified by Ezer and 
Mellor (1995) using a numerical model of the Atlantic ocean. forced with observed 
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winds. 11 Curry and McCartney (2001) improved on the work of Greatbatch et al. 
(1991), using an additional 15 years of observations. They presented evidence of 
interdecadal variability in the intensity of the North Atlantic gyre circulation. 
They used a two point baroclinic pressure difference between the subtropical and 
subpolar gyre centres (Station S and C), in a similar manner to the way that the 
North Atlantic Oscillation is defined (see Section 2.4). This was scaled to repre-
sent the eastward transport along the subpolar and subtropical gyre boundary. 
The gyre transports were found to vary by up to ±17%, being much greater in 
the early 1990s than they had been at any other point in the record, including 
the late 1950s. Curry and McCartney (2001) found some correlation with the 
NAOI but not enough to describe cause and effect. By using all the tempera-
ture and salinity data available (CTD and bottle data) Curry and McCartney 
(2001) have managed to add to the work of Krauss (1986) shown in figure 2.2, 
and include an estimate of variability in the transports in the North Atlantic, by 
examining the potential energy anomaly difference across the sections shown in 
figure 2.6. Curry and McCartney (2001) measured the transport to be greater 
in the positive NAO period, than in the negative NAO period. Figure 2.6 shows 
the transport for these two different periods: 1965-74 when the NAO was in a 
negative state, and 1990-97 when the NAO was in a predominantly positive state 
(see figure 2.5). There was an increase in all areas, between the negative and 
positive NAO period, including the Gulf Stream and the North Atlantic current. 
The difference in transport was up to 16MTs' (1 MTs 1 is of the order 1 Sv) 
in places. It must be noted that these results represent the relative, not absolute 
velocity as a level of no motion is assumed at 2000 dbar. 
Sturges and Hong (2001) suggest that decadal changes in the Gulf Stream trans-
port can be estimated from the sea level difference between model calculations 
of offshore sea level and the observed coastal sea level. This has been shown to 
be a useful method in the Florida Straits off Miami, with sea level difference and 
Gulf Stream transport being well correlated. Unfortunately, direct observations 
of the long-term Gulf Stream transport are limited to the Florida Straits. Ezer 
(2001) verified the results of Sturges and Hong (2001) using a more complicated 
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Figure 2.6: Schematic of estimated gyre transport in the negative (1965-74) and positive 
(1990-97) NAO states, from Curry and McCartney (2001). Numbers indicate 0-2000dbar 
baroclinic mass transports, in MT s_ i . 1 MT s is of the order 1 Sv. 
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model, examining four sections across the Gulf Stream, between 30°N and 39°N. 
He found high correlations between the modelled Gulf Stream transport and the 
modelled sea level difference, which supports the hypothesis of Sturges and Hong 
(2001). Ezer (2001) showed that there is considerable interdecadal variability in 
the Gulf Stream transport, with the model showing a weaker transport in 1970 
at all latitudes and stronger transport in the 1960s and the 1980s. Ezer (2001) 
also found considerable differences in the amplitudes between the four sections 
and there was much variability on timescales less than two years. This points out 
the difficulty in estimating Gulf Stream transport from a single section. 
It has been proposed that the observed gyre circulation was anomalously slow in 
the early 1970s: Greatbatch et al. (1991); Sturges and Hong (2001); Ezer (2001); 
Curry and McCartney (2001), and faster in the 1990s: Hakkinen (2001); Curry 
and McCartney (2001). However the cause of the variation in the ocean circula-
tion is less well understood. It seems likely that changes in the circulation of the 
subtropical gyre are due to a number of factors which could include alterations in 
the thermohaline circulation due to density anomalies, wind forcing of the gyre 
through baroclinic Rossby waves or Ekman pumping, or even climate changes 
external to the Atlantic basin. These mechanisms are discussed in the following 
section. 
2.5.1 The NAO and its interaction with the ocean 
The relationship between the North Atlantic Oscillation and the North Atlantic 
ocean has been studied for many years, (Bjerknes, 1964). On the short timescale, 
the ocean mixed layer is affected by strong dry winds from the North American 
continent (in a high index year) to produce a local cooling of the SST. It has been 
seen in the preceding section that recent positive NAO indices have coincided with 
strong transport in the subtropical gyre, and how a previous period of weak NAO 
indices coincided with weak transport. The cause and effect between atmospheric 
and oceanic decadal variability is not well understood. Wind forcing is thought to 
be an important mechanism for changes in gyre circulation, for example, increased 
Ekman pumping in the high NAO index years leading to increased transport, 
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(Sturges and Hong, 1995; Sturges et al., 1998; Ezer, 1999; Grötzner et al., 1998). 
Grötzner et al. (1998) used a coupled (equatorward of 600)  GCM, called ECHO, 
without flux corrections. This limited latitude coupling suppresses the possible 
impacts of sea ice, oceanic convection and the thermohaline circulation, making 
it possible to study the role of interactions of the atmosphere with the wind-
driven circulation of the ocean in generating decadal variability in the North 
Atlantic. Their results suggested that windstress curl anomalies north of 30°N 
act to accelerate the subtropical gyre, whereas south of this latitude they act to 
spin it down. 
Sturges and Hong (1995) and Ezer (1999) suggest that anomalous windstress 
in the eastern basin excites westward propagating Rossby waves which, upon 
reaching the western boundary current, force it with anomalous transport. Ezer 
(1999) found a linear response to windstress anomalies and thermal forcing on 
decadal timescales. 
Hakkinen (2001) examined the NCEP-NCAR reanalysis, the COADS and an 
OGCM simulation, referenced in Hakkinen (1999), to determine how the sea sur-
face height (SSH) variability is related to the meridional heat transport (MHT), 
as a proxy for overturning, at 30°N in the North Atlantic. She found that decadal 
variability in the gyre circulation resulted from the thermal forcing component 
rather than the wind stress forcing. This supports the results of Greatbatch et al. 
(1991), that factors other than wind stress driven dynamics, such as overturning, 
are important in determining the subtropical gyre strength. Hakkinen (2001) 
also found that in the formation areas of subtropical and subpolar mode water 
the SSH is forced by thermal forcing, while away from the western boundary cur-
rent region SSH variability is determined more by wind-driven processes (Ekman 
pumping and wind-driven Rossby waves). Bermuda is on the boundary of these 
two regions in this model. 
Visbeck et al. (1998) looked at the response of an Atlantic Ocean general cir-
culation model (30°S to 73°N), coupled to a mixed layer atmosphere model, to 
NAO-like wind forcing. Their model results showed that a positive NAO phase 
leads to a fast positive response from SSTs, with the subtropical gyre warming 
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almost immediately. 
After their formation off the North American east coast, the temperature anoma-
lies are observed to propagate along the NAG, as seen by Hansen and Bezdek 
(1996); Sutton and Allen (1997). The time taken to cross the Atlantic was found 
to depend on the period of the forcing, but varied between 5 and 10 years. 
Krahmann et al. (2001) used the same model as Visbeck et al. (1998) to investigate 
the formation and propagation of temperature anomalies along the NAG. NAO-
like wind forcing generates temperature anomalies in the upper 440 m, which 
propagate along the pathway of the NAG in general agreement with the obser-
vations. These anomalies were found to be generated by oceanic heat transport 
divergence (induced by wind stress), rather than by air-sea fluxes. Advection 
alone was not enough to fully explain the propagation of temperature anomalies 
along the NAG. Krahmann et al. (2001) suggest that local formation of tempera-
ture anomalies is also required, and that propagation speed is determined by the 
NAO forcing period. 
Ocean forcing atmosphere 
The extent to which the interaction between the NAO and the ocean is one way 
(the atmospheric anomalies forcing the ocean), or includes a coupled feedback of 
SSTs on the NAO, is unclear. 
For some time, the decadal variation in the NAO index has been thought to be 
produced by mechanisms external to the atmosphere, with many authors suggest-
ing mechanisms for coupled modes between the atmosphere and the ocean, (Latif 
and Barnett, 1994; Joyce and Robbins, 1996; Grötzner et al., 1998; Hakkinen, 
2000). Latif and Barnett (1994) (using the same model as Grötzner et al. (1998)) 
argued that mid-latitude planetary waves, excited by windstress anomalies, drive 
near-surface heat anomalies that, in turn, influence wind stress. 
Grötzner et al. (1998) found a decadal coupled mode in the North Atlantic with a 
periodicity of about 17 years. The mode is maintained by wind-driven changes in 
the gyre circulation. Grötzner et al. (1998) showed that an enhanced subtropical 
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gyre circulation leads to positive SST and subsurface heat content anomalies in 
the central North Atlantic. The response in the atmosphere to the anomalous 
SST is an anticyclonic circulation pattern and a weakened storm track, which 
locally enhances the SST anomalies. The atmospheric response also consists of 
a wind stress curl anomaly that spins down the subtropical gyre. This reduces 
the northward transport of heat and eventually creates negative SST and sub-
surface heat content anomalies. This lag between positive and negative feedback 
between the ocean and the atmosphere leads to oscillatory behaviour on decadal 
time scales. Other studies have suggested a coupled mode of variability involving 
the thermohaline circulation. 
Timmermann et al. (1998), using a coupled OAGCM which required flux adjust-
ments, suggest that an anonymously strong thermohaline circulation produces 
positive SST anomalies over the North Atlantic. The atmospheric response is a 
strengthened NAO, in their model. This leads to anomalous fresh water fluxes, 
and Ekman transport off Newfoundland and in the Greenland Sea, therefore a 
less saline sea surface salinity which weakens convective activity in the surround-
ing area and the strength of the thermohaline circulation. This results in reduced 
poleward oceanic heat transport and the formation of negative SST anomalies, 
resulting in multi-decadal variability. 
The presence of periodicity or correlated behaviour between the atmosphere and 
ocean in both observations and models does not necessarily imply the existence 
of a coupled mode. This section has discussed some of the possible mechanisms 
responsible for a decadal coupled mode in the North Atlantic. One of the most 
consistent features of the coupled modes presented here is the Rossby wave ad-
justment to the changing buoyancy forcing being the dominating process at mid-
latitudes. One of the most important areas of unknown is how the SST anomalies 
feedback on the atmosphere, and how they affect the ocean-atmosphere fluxes. 
Also the role of the thermohaline circulation and its possible relationship with the 
wind-driven circulation is very poorly understood. This is an active area of re-
search, which has been heavily reliant on coupled models, due to the difficulty in 
observing fluxes between the ocean and the atmosphere at a local, not to mention 
on a basin-wide scale. 
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2.6 Forecasting the NAO 
Evidence has been discussed, from numerical modelling experiments, which sug-
gests that the North Atlantic ocean may be active in a coupled mode of the 
NAO. 
Experiments using HadAM1, an atmosphere only GCM, forced with observed 
SSTs have shown that oceanic forcing has a statistically significant, and therefore 
potentially predictable, effect on interannual variability in mean sea level pressure 
over the North Atlantic, (Davies et at., 1997; Rowell, 1998; Venzke et at., 1999). 
The above researchers conclude that predictions of SST anomaly evolution (as 
seen by Sutton and Allen (1997) for example) could be exploited to predict some 
aspects of atmospheric variability over the North Atlantic. 
In order to account for internal atmospheric variability, much recent research has 
involved the use of ensemble experiments. This involves several hindcast/forecast 
experiments being performed, all with slightly perturbed initial conditions. The 
'spread' between the different members of the ensemble gives information about 
the statistical significance of the results. 
Rodwell et al. (1999) used HadAM2 (an atmosphere only GCM), to compute a 
North Atlantic Oscillation index (NAOI) from an ensemble of 6 atmospheric inte-
grations, forced with observed SSTs. They showed that the computed NAOI was 
well correlated with the observed NAOI, with a correlation coefficient of 0.47. 
Figure 2.7 shows the results of the simulations of Rodwell et al. (1999). The 
simulated NAOI (red) is overlaid on the observed NAOI (black). The normalised 
mean European temperature is also shown. It can be seen from figure 2.7 that, 
given the SST field, the sign of the NAOI could be determined correctly two out 
of three times (or better for strong index years). Mehta et at. (2000) observed 
a similar result with a 16 member ensemble (using NASAs atmospheric model). 
In addition, they showed that the correlation between calculated and observed 
NAOI increases with ensemble size. Josey et at. (2001) used HadAM3 to com-
pute the NAOI for recent years, examining the ability of the atmospheric model 
to reproduce the observed interannual variability between 1980 and 1995. They 
34 
Chapter 2 	 Interdecadal variability 
1940 	1950 	1950 	1970 	1980 	1990 
Year 
Figure 2.7: The simulated NAO index (red), the observed winter NAO index (black) 
and the mean North European (50-70°N,5-50°E) surface temperature (shaded) for the 
years 1940-1996. All these have been filtered to pass variations with periods greater than 
6.5 years (from Rodwell et al. (1999)). 
showed that recent variability in the NAO in HadAM3 does not correspond to that 
observed, therefore they advocate caution when viewing the results of Rodwell 
et al. (1999); Mehta et al. (2000). Josev et al. (2001) did find considerable corre-
lation between the NAO and the southern oscillation index in HaclAM3; this was 
not seen in either the observations or in the coupled version of the same model. 
Which version of the model has unrealistic teleconnections is not known; the ob-
servational datasets in the southern ocean are likely to be too sparse to determine 
any correlation between these two areas. Cassou and Terray (2001) performed 
an ensemble of eight simulations with the ARPEGE atmospheric global circu-
lation model forced with prescribed SSTs over the 1948-97 period. They found 
the associated potential predictability showed weak but significant values located 
over the Icelandic low and the Azores high. Czaja and Frankignoul (2002) used a 
maximum covariance analysis to investigate the existence of a lagged covariance 
between SST and atmospheric variables in the NCEP-NCAR reanalysis. They 
suggest that extratropical (poleward of 10°N) SST anomalies influence the NAO 
35 
Chapter 2 	 Interdecadal variability 
more than the tropical SST anomalies. They found that only 16% of the NAO 
variance was predictable up to 4 months in advance, although their results suggest 
that most AGCMs underestimate the strength of the SST forcing. 
Sutton et al. (2002) investigated the influence of the North Atlantic SST tripole 
pattern on the atmosphere in HadAM3. By investigating the effect of different 
sections of the tripole on an ensemble of integrations, they suggest that the extra-
tropical parts of the tripole pattern play a significant role in forcing the response 
of the atmosphere and that the subtropical part also played a substantial role. 
The effect of different parts of the SST tripolè on the model atmosphere was 
found to be non-linear. 
The UK Met. Office are presently forecasting the NAO for the following winter, 
based on the previous May SST and a covariance analysis with the December 
500 h Pa geophysical height, (Rodwell and Folland, 2002). The above research 
suggests that low frequency variability of the NAO is potentially predictable - if 
the evolution of the SSTs can be adequately predicted. 
This research further reveals just how important the ocean appears to be in 
regulating the climate of Europe. 
2.7 Summary 
In this chapter some of the basic mechanisms governing ocean circulation have 
been discussed, with attention to the North Atlantic ocean. The wind driven 
circulation has been described, along with what is known about the direction 
and strength of the major currents in the North Atlantic, (Krauss, 1986). The 
thermohaline circulation is briefly discussed, along with factors responsible for 
changes in the heat content of the ocean. 
Observations of SST variability have been reviewed. It has been discussed how 
stronger than normal winds lead to anomalously cold SSTs on an interannual 
timescale, supported by observations, (Bjerknes, 1964; Deser and Blackmon, 1993; 
Kushnir, 1994). Evidence has been discussed for decadal variability in the North 
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Atlantic SST that is not merely being passively forced by atmospheric conditions, 
(Bjerknes, 1964; Deser and Blackmon, 1993; Kushnir, 1994). 
Several authors have shown evidence for wintertime SSTs persisting from one year 
to the next, (Alexander and Deser, 1995; Deser et al., 2002) which would allow the 
SST to have knowledge of the previous winter's atmospheric conditions. Several 
studies have examined the advection of winter temperature anomalies by ocean 
currents. Hansen and Bezdek (1996) showed the evolution and propagation of 
SST anomalies as they followed the paths of the major North Atlantic currents. 
Sutton and Allen (1997) looked at SST anomalies along the NAC. Houseago-
Stokes et al. (2001) used satellite data to investigate SST anomaly propagation 
along the Gulf Stream and NAC. All these studies showed anomaly propagation 
slower than the surface currents. No such propagation was seen in sea surface 
height data, (Houseago-Stokes et al., 2001). Similar SST anomaly propagation 
has been observed in ocean models. The cause has been attributed to different 
sources; Visbeck et al. (1997) suggest that it results from NAO-like wind forc-
ing, with the propagation speed dependent on the forcing period while Cooper 
and Gordon (2002) suggest that it is variability in the Labrador sea convection 
strength that causes the SST anomaly propagation. 
Decadal variations in subsurface temperature have also been reviewed. There 
are much less data, thus, trying to observe propagation in time and space is 
difficult. Grey et al. (2000) used all the available temperature data, averaged in 
overlapping pentads, to produce a timeseries of anomaly maps to investigate the 
scale and propagation of the North Atlantic temperature between 100-250 in and 
300-500 m. It was found that when the western subtropical gyre was occupied 
by an anomaly, the north, and sometimes the east, was occupied by an anomaly 
of the opposite sign. The dipole pattern has previously been noticed in SST 
anomalies (Bjerknes, 1964; Kushnir, 1994; Deser and Blackmon, 1993) and upper 
temperature data (Levitus, 1989a). Grey et al. (2000) showed propagation of 
temperature anomalies around the subtropical gyre. They also showed that the 
temperature changes between the early 1970s and the late 1980s onwards are part 
of a cycle, rather than a linear change. They suggested that these temperature 
changes were due to changes in the circulation strength of the subtropical gyre. 
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The North Atlantic Oscillation has been introduced and the relation to the ocean 
circulation was discussed. Periods of strong positive/ negative NAO index have 
been shown to correspond to periods when the gyre circulation was anomalously 
strong/weak, (Greatbatch et al., 1991; Curry and McCartney, 2001). Curry and 
McCartney (2001) found the gyre transports varied by up to *17%. Modelling 
studies have confirmed considerable interdecadal variability in the transport of 
the Gulf Stream, with the weakest transport found in the 1970s and the strongest 
in the 1990s, (Sturges and Hong, 2001; Ezer, 2001). 
The extent to which the ocean acts as part of a coupled mode is not well un-
derstood. There is evidence that SST anomalies feedback on the atmospheric 
circulation, and even drive the NAO variability, (Rodwell et al., 1999; Mehta 
et al., 2000). 
One scenario is a warm anomaly in winter off the east coast of America leading to 
an enhanced storm track which then leads to an increase in the NAO index. This 
acts to spin up the gyre, acting as a positive feedback. The negative feedback is 
from increased trade winds creating colder SST in the eastern subtropical Atlantic 
which is advected westward until it replaces the warm anomaly in the Gulf Stream 
region, (Latif and Barnett, 1994; Sutton and Allen, 1997; Grötzner et al., 1998). 
The periods 1970-74 and 1990-94 were selected as two extreme periods in the 
subtropical gyre - on the basis of research presented in this Chapter. Despite 
the huge advances made over the past 100 years there are still large gaps in 
our understanding of ocean dynamics. Average transports of mass and heat are 
still very poorly known as they are often derived from numerical models, the 
accuracy of which is unknown due to sparse observations and the need to assume 
levels of no motion when calculating transports from observations. The potential 
predictability of sub surface temperature, SST, heat fluxes and SLP is unknown, 
and it is an active area of research, e.g. (Collins and Allen, 2002). 
It was mentioned earlier in this Chapter that basic observing techniques, of the 
subsurface ocean, have remained largely unchanged for the past 100 years. This 
is changing with the advent of a project called ARGO. This initiative consists 
of 3000 drifting, profiling floats, that will measure the temperature and salinity 
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of the upper 2000 m of the ocean. It is probable that the salinity observations 
will not be very reliable due to the difficulties in maintaining a salinity sensor in 
corrosive salt water, although this remains to be seen. The ARGO project will 
allow continuous monitoring of the climate state of the ocean, with all data being 
relayed and made publicly available within hours after collection. Drifting and 
fixed buoys have been available in the past, but there has not been an observation 
initiative on this scale before. If each buoy makes 16 measurements then there 
will be enough data (if evenly spaced) to give global coverage of the ocean at 
10 x 10  resolution. As of May 2002 there are 423 floats in operation, and it is 
hoped that they will all be deployed by 2003. 
The next chapter is concerned with long, baroclinic Rossby waves. These waves 
are thought to be an important mechanism involved in the spin up and spin down 
of the subtropical gyre, (Grötzner et al., 1998; Neelin and Weng, 1999; Hakkinen, 
2000). Therefore it is possible that they are responsible for some of the decadal 
scale changes in the properties of the North Atlantic, that have been discussed 
in this chapter. 
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Rossby waves in the North 
Atlantic 
In this chapter Rossby Waves are introduced, including their theory, history and 
importance. Past observations of Rossby waves in both satellite and in situ data 
are reviewed. The significance of these waves, with respect to climate dynamics, is 
also explored. Evidence is shown for the propagation of Rossby waves in historical 
hydrographic data around 32°N in the North Atlantic for the periods 1970-74 and 
1993-98. These results are compared with results from altimeter data in the later 
period where possible. The Radon transform is used to objectively measure the 
phase speed of these Rossby waves. Preliminary results suggest that their speed 
of propagation may vary on decadal timescales by up to 50%. 
3.1 Introduction 
Rossby waves, also known as planetary waves, owe their existence to the curvature 
of the earth, that is, the variation of Coriolis force, and thus planetary vorticity, 
with latitude. When a parcel of water is displaced meridionally its planetary 
vorticity (f) is altered and therefore it acquires a relative vorticity (() to ensure 
that the absolute vorticity (q) is conserved. If a parcel of water is moved (for 
example by windstress or geostrophic motion) polewards, the increase in planetary 
vorticity would cause the parcel to gain negative relative vorticity, that is, it will 
circulate clockwise. Because of its variation, the Coriolis force will be larger on 
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the poleward side of the parcel and smaller on the ec1iiatorward side, leading to 
a net southward force. The motion induced by this relative vorticity distribution 
is such as to produce a westward propagation of the wave, this is shown in figure 
3.1. 
potenal vorticity 	= constant 
In ITIQVfl9 north. 
parcel gams negative 
(clockwise) relative vorticity. 
ahüjde 'I' 
I) 
In moving south. 
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Figure 3.1: A diagram of a Rossby wave, showing how a displaced parcel of water is caused 
to oscillate, and how this leads to a westward propagating wave-from. From Brown et al. 
(1989). 
The upper graph in figure 3.1 shows how potential vorticity conservation leads 
to a parcel of water oscillating about a line of latitude (0).  The lower graph ill 
figure 3.1 shows the path taken by a current affected by a Rossbv wave. The flow 
pattern is characterised by anticyclonic and cyclonic eddies. and the wave-form 
moves westwards relative to the current. 
al 
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The basic theory of such waves is well known and the reader is referred to 
LeBlonde and Mysak (1978), Dickinson (1978) and Gill (1982) for detailed cal-
culations referring to the properties of these waves. 
In the case of a stratified ocean, the equation for the potential vorticity on a 
plane with a barotropic zonal flow which varies north-south, can be solved to 
result in the dispersion relation for the zonal phase speed of the wave, 
W_____ 
Cflx =U_ k2 + l2 +  1 	 (3.1) 
where; k and I are the zonal and meridional wavenumbers respectively, R is a 
characteristic length scale, known as the Rossby radius of deformation, f3, is the 
effective 8 (gradient of background vorticity) and 'i is the mean zonal flow. The 
derivation of this dispersion relation is given in Appendix A. 
1/R 2 is equivalent to f0 2 m 2 /I\J2 where fo  is the planetary vorticity at the mid-
point of the oscillation (2wsin4 o ), m is the vertical wavenumber and N is the 
Brunt-Väisäla, or buoyancy, frequency. This is the frequency with which a parcel 
or particle of fluid displaced a small vertical distance from its equilibrium posi-
tion in a stable environment will oscillate in simple harmonic motion. Details of 
the derivation of N and / are given in Appendix B, where it is shown, that for 
highly stratified fluids: 
N 2 = — g/p0  X 6utl6z 	 (3.2) 
where g is the acceleration due to gravity, Po  is the mean density and 6o/6z 
is the vertical density gradient. It is clear from equation 3.2 that N is highest 
in areas of the ocean where there is the largest density gradient, for example in 
the thermocline. Where, or when, the thermocline is more densely stratified, the 
value of N is going to be higher. It can also be seen from equation 3.2 that 
N is only real in stably stratified fluidst. This chapter is concerned with long 
baroclinic waves (whose wavelengths are of the order several degrees longitude) 
thus: k,I << 1/R 2 so equation 3.1 reduces to; 
W -2 = = u - 	 (3.3) 
tjf the density gradient is positive then N 2 will be negative, and thus N an imaginary 
number. 
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It can be seen from equation 3.3 that, where 2r < 0,R,, , an increase in R Will 
lead to an increase in the phase speed of Rossby waves, in the long wavelength 
limit. The lowest order mode (n=0) is barotropic and almost uniform vertically, 
its phase speed is very rapid (many m s 1 , crossing the Atlantic basin in weeks) 
and it will not be discussed here. The remaining modes are baroclinic, and have 
phase speeds of the order a few cms'. The vertical structure of these waves 
becomes progressively more complicated as the mode number increases, while 
the phase speed decreases. It is thought that the first-mode baroclinic Rossby 
waves (m=1) play a greater role in large-scale ocean circulation dynamics than 
the higher modes, (Chelton and Schiax, 1996). The first baroclinic mode has 
an important feature that variations in the sea surface height are mirrored as 
thermocline depth variation of opposite sign and of 3 orders of magnitude greater, 
(LeBlonde and Mysak, 1978). Thus a sea surface signature of just 5 c represents 
a change in the depth of the thermocline of about 50 m. At mid-latitudes Rossby 
waves take several years to cross the Atlantic basin. The focus of work reviewed 
here is on the first mode baroclinic Rossby waves. 
Chelton et al. (1998) investigated the geographical variation in the first baroclinic 
Rossby radius of deformation, R 1 . They extended earlier studies of Emery et al. 
(1984) (who published a 50  x 50  resolution, climatological average, map of R 1 
for the Northern hemisphere), to cover the global ocean with a spatial scale of 
lO x 10. They were able to improve on this earlier work because of the improved 
climatologies of temperature and salinity that are currently available, (Levitus 
and Boyer, 1994). Chelton et al. (1998) conclude that the geographical variation 
in Rossby radius is dominated by the latitudinal variation in the Coriolis pa-
rameter, as expected. The Rossby radius also increases with increasingly strong 
stratification, and decreases with decreasing water depth. This can be observed 
in the shape of the contours of R 1  in the North Atlantic in figure 3.2 from Chel-
ton et al. (1998). R 1 is smaller over the mid-Atlantic ridge (shallower water) 
and larger west of the mid-Atlantic ridge compared with east of the mid-Atlantic 
ridge (at the same latitude). The increased R 1 in the western basin is the effect 
of increased stratification in the western basin compared with the eastern basin. 
By calculating R 1  for individual profiles over an 86 year historical data set, in the 
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Figure 3.2: A global map of the first mode baroclinic Rossby radius of deformation (R1), 
data are from Chelton et al. (1998). The grey shading represents topography less 
than 3500 m deep. Units of R1 are km. 
North Atlantic, Chelton et al. (1998) conclude that the upper bound for temporal 
variability in R1 , due to the temporal variability of the stratification, is less than 
10%. Referring back to equation 3.3 this would lead to a maximum variability in 
phase speed c 1 of 20%. However Chelton et al. (1998) suggest that most of this 
variability can be attributed to spatial variations in stratification over the 10  x 10 
square areas. Chelton et al. (1998) also concluded that subtle and seemingly mi-
nor errors in previous studies resulted in a 5% to 15% underestimate of R1 (10% 
to 30% underestimate of ci ). 
Observations of remotely sensed sea surface height (see Section 3.1.2) revealed the 
classical theory of the propagation of Rossby waves to be deficient in predicting 
the phase speed of Rossby waves. The speed of westward propagation was found 
to be systematically 50-100 % faster than linear theory predicted, on a global 
*that is the speed given by equation 3.1 in the long wave approximation, using atlases of 
IM 
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scale, more or less independent of location. 
There have been several attempts to explain the discrepancy that Chelton and 
Schlax (1996) observed. The underestimate of R 1 noted by Chelton et al. (1998) 
goes some way to accounting for the increase, although it is not sufficient to 
account for the 50-100% increase observed by Chelton and Schiax (1996). The 
most popular explanation to date is that mean flow effects account for most 
of the discrepancy, both through advection and the modification of the mean 
potential vorticity gradient (0), (Killworth et al., 1997; Dewar, 1998; DeSzoeke 
and Chelton, 1998). 
The predicted Rossby wave speeds still remain somewhat less than the observed 
Rossby wave speeds, detailed in Section 3.1.2, thus this is very much an active area 
of research with the effect of bottom topography (Killworth and Blundell, 1999; 
Tailleux and McWilliams, 2000, 2001), the interaction with mean flow (Killworth 
et al., 1997; Killworth and Blundell, 2002a,b), and the existence of waveguides, 
(Cipollini et al., 1999) under investigation. 
3.1.1 Why are Rossby waves important? 
There has been growing interest in the role that Rossby waves play in decadal 
variations in the Gulf Stream and subtropical gyre regions of the North Atlantic. 
Sturges and Hong (1995) and Sturges et al. (1998) investigated the effect of 
Rossby waves on sea level height on the west coast of the North Atlantic ocean. 
Their aim was to determine the decadal variation in sea level height, sparked by 
an interest to understand the long-term sea level rise on the US Atlantic coast. 
They used a simple wind-driven, Rossby wave, model of the Atlantic, from the 
coast of Africa to Bermuda. The model was forced with historical wind data, 
and mean density data was used to estimate the long Rossby wave speeds as a 
function of longitude. The sea level height anomalies resulting from their model, 
were compared with the sea level anomaly observed at Bermuda, 32°N 65°W, (the 
only tide gauge data that are available in the open North Atlantic, away from 
continental shelves). Figure 3.3 shows the modelled SLH anomaly at Bermuda 
from Sturges and Hong (1995) (dashed line), together with the observed SLH 
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anomaly from tide gauge data (bold solid line). It can be seen that there is a 
very high correlation between the two data sets. These results have prompted 
further study, which will be discussed in Section 3.7.2. The work of Sturges 
and Hong (1995) gives support to the hypothesis that long, baroclinic Rossby 
waves are vitally important to determining, and possibly predicting, the decadal 
variability in sea surface height at this position in the North Atlantic. 
Ezer (1999), intrigued by the results achieved by Sturges and Hong (1995) with 
such a simple model, used a 3D ocean model to investigate how Rossby waves 
relate to observed variability in the western North Atlantic, in particular the dra-
matic sea level change at Bermuda in the 1970s already described. Ezer (1999) 
suggests that interdecadal changes in wind patterns over the northeastern Atlantic 
associated with the North Atlantic Oscillation (NAO) excite westward propagat-
ing long Rossby waves at several latitudes. These waves affect the depth of the 
isotherms in the subtropical gyre and the Gulf Stream. Ezer (1999) compares the 
sea level height anomaly at Bermuda, derived using a complex 3D ocean model 
(forced with observed winds and sea surface temperature), with the simple model 
results of Sturges and Hong (1995) and the tide gauge data. These results are 
also shown in figure 3.3, which shows that both models give a very accurate rep-
resentation of the sea level anomaly at Bermuda between 1950 and 1990. It is an 
interesting fact that the two very different models produce quite a similar long-
term response, and long Rossby waves with comparable amplitudes and phases. 
In the model of Ezer (1999) these waves, identified by negative/ positive surface 
elevation anomalies and lifted/lowered isotherms, can be seen propagating to-
wards the western North Atlantic, at a variety of latitudes. This is reviewed in 
more detail in Section 3.5. 
Recently there have been several studies using coupled ocean-atmosphere gen-
eral circulation models whose results suggest that long baroclinic Rossby waves 
are an important negative feedback mechanism involved in a coupled ocean-
atmosphere system, (Grötzner et al., 1998; Neelin and Weng, 1999; Hakkinen, 
2000). These studies also postulate that these waves are responsible for sub-
tropical heat-content anomalies that later advect to high latitudes. In the North 
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Figure 3.3: The bold solid line shows sea level anomaly from tide gauge data, the dashed 
line shows calculated sea level anomaly from the model of Sturges and Hong (1995) and 
the fainter solid line shows the calculated sea level anomaly from the model of Ezer (1999). 
All are observed at Bermuda (32°N 65°W). Figure from Ezer (1999). 
cal Rossby wave generated by the El Niflo event of 1982/83. They suggested that 
after a decade delay this wave induced a shifting of the Kuroshio Current (the 
Pacifics western boundary current) which may in turn have had an effect on the 
climate of North America in the 1990s. 
This review reveals that Rossby waves are an important low frequency mode of 
the ocean circulation. Rossby waves are the main form of communication between 
the eastern boundaries and the western boundaries of ocean basins. Since they 
affect the transport of the western boundary currents which transport a huge 
amount of heat northwards, it is obvious that any variation in these currents can 
affect the climate over large areas. Rossby waves are also an important delay in 
climate events, redistributing momentum and transmitting energy across ocean 
basins and could be a vital feedback in switching phases in the NAO, as was 
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3.1.2 Observations of Rossby waves 
Rossby waves have been observed in the atmosphere for many years, the theory 
having been developed by Rossby (1940) who applied it to the analysis of me-
teorological charts which included observations of the upper westerlies. However 
the in situ measurements in the ocean are much more sparse in space and time, 
making the observation of oceanic Rossby waves much more problematic. 
In situ observations 
The first evidence for first mode baroclinic Rossby waves in the ocean came from 
hydrographic data, observed in the Pacific; White (1977) observed a westward 
propagating signal in the thermocline between 11-18°N and 148-157°W in the 
North Pacific ocean over 16 months. Emery and Magaard (1976), White and 
Saur (1983) and Price and Magaard (1983) also reported evidence of first mode 
baroclinic Rossby waves in the North Pacific. 
Price and Magaard (1986) were the first to offer indirect evidence that first mode 
baroclinic Rossby waves could be a real ocean process in the North Atlantic. 
They binned 26 years of hydrographic temperature data into 1 year x 50  x 50 
boxes, interpolated in time and space, on depth levels, 250 m, 300 m, 400 m and 
500 m. They then used an inverse method to analyse this subsurface temperature 
data in the North Atlantic, see Price and Magaard (1986) for more details. The 
largest number of 5° x 5° regions that resulted in positive identification of Rossby 
wave energy was within the 20-30°N zone. Price and Magaard (1986) admit that 
the neglection of bottom topography and mean flow in their calculations could 
be a serious flaw but conclude that they have offered some evidence that the first 
baroclinic mode Rossby wave is a real ocean process in the North Atlantic. 
Spall (1992) used a slightly different method to find evidence for first mode baro-
clinic Rossby waves. He compared data from current meters with a 3D eddy 
resolving model and suggested that the large scale distribution of the floats in-
dicated that Rossby waves were present in the eastern North Atlantic. His ob-
servations were consistent with the hypothesis that baroclinic Rossby waves are 
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present in the North Atlantic. However neither Price and Magaard (1986) nor 
Spall (1992) present unambiguous, direct, evidence of Rossby waves, nor do they 
make any estimation of phase speed directly from observations. 
Satellite altimetry 
Due to the long wavelengths of oceanic Rossby waves and the scarcity of the 
suitable data it wasn't until the advent of satellite altimetry that Rossby waves 
were observed, in the ocean, unambiguously, on a global scale. Since the launch 
of Geosat in 1985, satellite altimetry has been increasingly used to detect long 
baroclinic Rossby waves through their sea surface height (SSH) signature. Tok-
makian and Challenor (1993) observed Rossby waves in Geosat data and also 
identified a change in phase speed as the waves travelled over the mid-Atlantic 
ridge. However the extent to which Rossby waves could be identified was lim-
ited by the fact that the Geosat data set was found to suffer from tidal signal 
interference, (Schlax and Chelton, 1994). 
TOPEX/POSEIDON (T/P) was launched in 1992 and benefits from an improved 
orbit and superior tracking to remove tidal components (Schiax and Chelton, 
1994). An analysis of T/P data by Chelton and Schlax (1996) showed large scale, 
sea level signals propagating through much of the world ocean with characteristics 
similar to that expected for freely propagating baroclinic Rossby waves. They 
observed an increase in amplitude as waves travelled west over major topographic 
features in the North Pacific. They also observed an increase in phase speed by 
up to 50% in the western basin of the Atlantic and the Pacific, compared with 
the respective eastern basins. Chelton and Schiax (1996) claim that this is a 
consequence of the deepening of the thermocline in the west, as discussed in the 
review of Chelton et at. (1998) in section 3.1. The most interesting discovery 
by Chelton and Schlax (1996) was that the waves propagate faster (2 to 3 times 
faster in places) than would be expected from the classical theory of Rossby wave 
propagation. This result was observed across the global ocean. 
Polito and Cornillon (1997) also give evidence of westward propagating sea sur- 
face height anomalies, from TOPEX/POSEIDON, characterised as first-mode 
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baroclinic Rossby waves. They too observe an increase in amplitude as the waves 
travel west over the Mid-Atlantic ridge. Cipollini et al. (1997, 1999) interpolated 
sea surface height anomalies from T/P on a 10  grid in the North Atlantic. They 
applied a fast Fourier transform and a Radon transform to longitude-time dia-
grams. They found that the energy associated with the propagating waves at 
33-34°N in the north eastern Atlantic was distinctly higher than in surrounding 
areas. 
Other Remote sensing observations 
The discrepancy between observed and predicted Rossby wave speeds has prompted 
several studies to look for Rossby wave signatures in other remotely sensed data 
sets, namely sea surface temperature data and ocean colour data. 
Hill et al. (2001) detected the thermal signature of Rossby waves, in Along Track 
Scanning Radiometer (ATSR) SST data, in all the ocean basins for the period 
1991-1996, in every latitude between 5° and 50° north and south. They also 
suggested that there may be some interannual variability in the phase speed 
at 45°E 36°S, but did not quantify this. Cipollini et al. (1997) observed three 
distinct propagation speeds at 32°N in the North Atlantic in both ATSR SST and 
T/P SLH data. They suggest that these speeds correspond to 1st, 2nd and 3rd 
baroclinic mode Rossby waves. They observe a very high correlation between the 
SST and SLH data sets at 32°N but outside this region the correlation is much 
less. It is not understood why there is band of enhanced energy at this latitude, 
although baroclinic instability of the Azores current (Alves and de Verdiere, 1999) 
or bathymetry (Killworth and Blundell, 1999; Tailleux and McWilliams, 2000) 
could both play a role. 
Cipollini et al. (2001) detected mid-latitude Rossby waves in ocean colour data 
from the Japanese Ocean Colour and Temperature Scanner (OCTS) and the 
US Sea-viewing Wide Field-of-view Sensor (SeaWiFS) radiometers. They did 
not observe any clear propagating signals northward of 36°N. Uz et al. (2001) 
also reported evidence of propagating signals with speeds consistent with Rossby 
waves in ocean colour radiometer data. 
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3.2 Observations of Rossby waves in historical 
temperature data 
The temporal coverage of satellites is limited, the T/P mission only has data 
observed since the end of 1992, and there is no information available about the 
vertical structure of the waves. However, now that there have been global obser-
vations of Rossby waves, their spatial and temporal scales are well known, so this 
thesis has an advantage over earlier work which tried to observe Rossby waves in 
hydrographic data. 
The following sections describe work done to observe Rossby waves in historical 
hydrographic data. Section 3.2.1 describes the data sets used in this study. Sec-
tion 3.3 describes an analysis of these data, both altimetric and hydrographic. 
Section 3.4 describes a method for obtaining the phase speeds of Rossby waves 
objectively and compares speeds observed in altimetric and hydrographic data. 
Section 3.5 shows evidence of Rossby wave propagation in the North Atlantic in 
the period 1970-74, Section 3.7 relates the results to previous modelling studies, 
Section 3.8 shows interannual variability in T/P observations, and Section 3.9 
suggests some physical explanations for the results. 
3.2.1 Data and data processing 
In order to make the best use of the hydrographic data available the spatial 
and temporal resolution of the Rossby waves were first studied using T/P sea 
level anomaly (SLA) data. These data were used to determine the scale of the 
waves and the amount of smoothing that could be applied without obscuring 
the signal. The latitude chosen for this investigation was centred on 32.5°N in 
the North Atlantic. This latitude strip was chosen for several reasons. Firstly, 
as mentioned in the previous section, the amplitude of the waves is stronger 
near this latitude than at other latitudes in the North Atlantic, (Cipollini et at., 
1999). Secondly the propagation speed is slower here than closer to the equator 
as the phase speeds depend inversely on the square of the coriolis parameter, 
see equation 3.1. Therefore the temporal averaging will have less effect at 
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32.5°N than further south where the propagation speed is faster. Finally there is 
better spatial coverage of hydrographic data at this latitude in the North Atlantic 
compared with other, particularly lower, latitudes, (Grey et al., 2000). 
3.2.2 Altimeter data 
The altimeter data used here are from the TOPEX/POSEIDON (T/P) satellite, 
which was launched 10th August 1992 and has been collecting data since 23rd 
September 1992. Maps of sea level anomaly have been produced by the CLS 
Space Oceanography Division as part of the European Union Environment and 
Climate AGORA project. The altimeter measurements have been corrected for 
instrumental errors, environmental perturbations, ocean wave influence, tide in-
fluence and the inverse barometer effect, using the most recently updated version 
of the GDR (geophysical data records) software. This includes the new JGM-3 
(Joint Gravity Model) geoid and the CSR 3.0 tidal model, described in Eanes 
and Bettadpur (1995), which is used to remove the effect of tides. 
The maps have a resolution of 0.25° latitude xO.25° longitude and have been 
produced every 10 days from October 1992 to October 2001. The repeat track is 
every 9.916 days, with a track separation, between each orbit, of about 316 km 
at the equator. Each grid point in the map is determined from the tracked data 
using spatial and temporal correlation functions. The spatial correlation function 
depends on latitude (it has an order of .'250 km at the equator and 100 km at 
±60°) as the track separation decreases further away from the equator. The 
temporal correlation function is a Gaussian using all the data within a ±10 day 
window (LeTraon et al., 1998). The anomalies in sea level are relative to a three 
year mean, January 1993 to December 1995. These maps are publicly available 
from the Aviso (October 2001) website. 
3.2.3 Hydrographic data 
Temperature is the most commonly measured hydrographic property, most fre-
quently measured by expendable bathythermographs (XBTs). The early XBTs, 
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deployed in the 1970s, only measured temperature to a depth of 450 m but most 
XBTs deployed in the 1990s recorded temperature to a depth of 798 m and some 
as deep as 1500 m. This study used all the hydrographic temperature data avail-
able, including bottle data, mechanical bathythermographs (MBTs), (although 
many of these only measure to a depth of 295 m) and conductivity-temperature-
depth (CTD) casts which often record temperature to the bottom of the ocean. 
These data are publicly available on the National Oceanographic Data Center 
(April 2001) website. The profiles were first binned into 0.5° x 0.5° x 10 day 
bins from 30.5-34.5°N in the North Atlantic for the periods 1970-74 and 1993-97. 
The data were sorted into 10 day bins because this was the temporal resolution 
of the altimeter data, which, as shown later in section 3.3.1, is sufficient to ob-
serve Rossby waves. The latitude strip 30.5-34.5°N was selected for the reasons 
explained in section 3.2.1 and the period 1993-97 was chosen so that a direct 
comparison with altimeter data could be made. The period 1970-74 was cho-
sen because this period represented an extreme event in the subtropical gyre, 
as discussed in Chapter 2, and there were also many data recorded in this pe-
riod. The temperature anomaly from the mean temperature was calculated every 
100 m between 200 m and 700 m. The mean temperature data set used was that 
of Grey et al. (2000). It is an average of non-overlapping pentad temperatures, 
with a 1° x 1° resolution, derived from data in Lozier et al. (1995) from 1950-
1994. The advantage of using these data, over other mean temperature data sets 
such as Lozier et al. (1995) or Levitus (1994), is that there is no bias towards 
periods where there was more active sampling. The bias to well sampled periods 
is discussed in depth later, see section 5.2.1. 
The profiles were only studied below 200 m as this was taken as the depth of 
the winter mixed layer at the time of maximum mixing (March). Temperature 
anomalies from the mixed layer would add the noise of the seasonal cycle and 
obscure the results. The depth of the mixed layer is defined as the depth at which 
the temperature has dropped by 0.5°C from the surface temperature. Figure 3.4 
shows the mixed layer depth for the month of March, across the North Atlantic, 
plotted using data from Monterey and Levitus (1997). ,From figure 3.4 it can 
be seen that the maximum depth of the winter mixed layer between 30°N-35°N 
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is 100-200 m. It can also be seen that the mixed layer is deeper in the west at 
these latitudes. It is possible that at isolated times during the month of March 
-80 	 -60 	 -40 	 -20 	 0 
Figure 3.4: The climatological March monthly mean mixed layer depth, in the North 
Atlantic. The mixed layer depth is based on a criteria of a temperature change from the 
ocean surface of 0.5°C. The shaded areas represent mixed layer depths of greater than 
200m. Data are from (Monterey and Levitus, 1997) 
the mixed layer is deeper than 200 m, especially in the west, but it is assumed 
that these times are few and far between, and there may be no data from these 
times anyway. For the remainder of this work the assumption is made, based on 
figure 3.4, that 200 in is below the mixed layer depth at all times, and therefore 
the assumption that there is no seasonal cycle present in any of the hydrographic 
data is also made. 
Quality control was carried out on these data by hand. Where the temperature 
anomaly below 200 in was greater than 2°C the profile was examined. If the 
profile looked realistic and the anomaly was not much larger than 2°C then it 
was accepted, otherwise the profile was removed from the data set. Unrealistic 
profiles included temperature increasing with depth, temperature remaining con- 
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stant with depth and profile shape very different from the typical shape for the 
given position (possibly the wrong latitude and longitude recorded). The only 
other criteria was that the temperature profiles reached a depth of at least 400 m. 
Initially there were 12,751 profiles in the region 30.5-34.5°N from 1970-74 in the 
North Atlantic. After rejection due to not meeting the quality or depth require-
ments, there were 9191 profiles, 19% of these reaching a depth of at least 700 m. 
Similarly for the period from 1993-97 the number of profiles was reduced from 
6076 to 5116, 54% of the remaining profiles reaching a depth of at least 700 m. 
Although there were more than twice as many profiles recorded in 1970-74 than 
in 1993-97, the number recording temperature to 700 in was slightly greater in 
the 1993-97 period. The average temperature anomaly for each profile was cal-
culated between 200 in and 700 in (or the bottom of the profile if the profile did 
not extend to this depth). It was very important to find the anomaly from the 
mean before any smoothing was applied because of large horizontal and vertical 
temperature gradients present in the mean field. 
3.3 Analysis 
Since Rossby waves propagate mainly zonally it is useful to present sea level 
anomaly, and temperature anomalies, in the form of longitude-time plots. Zonally 
propagating waves appear as diagonal features in the plots. 
3.3.1 Altimetric analysis 
T/P sea level anomaly (SLA) maps for the period 1st January 1993 to 31st 
December 1997, between 80°W and 10°W were used to create longitude-time 
plots. Figure 3.5 shows longitude-time plots of altimetric SLA data at 15°N, 
20°N, 25°N, 30°N, 35°N, 40°N, 45°N and 50°N. Rossby waves can be observed at 
all latitudes in figure 3.5 as westward propagating signals of positive or negative 
SLA. A seasonal cycle can also be observed at all latitudes in figure 3.5. The 
sea level anomaly is negative in winter and spring and positive in summer and 





























Figure 3.5: Longitude time diagrams of SLA, from TOPEX/POSEIDON, for 15°N, 20°N, 
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the mixed layer. At 40°N, between 70°W and 40°W, there is a large amount of 
sea level anomaly variability. The seasonal cycle, and any westward propagation 
is masked by mesoscale variability in this area. Referring to figure 2.6 it can be 
seen that this area is in the path of the Gulf Stream. 
It is likely that the SLA anomalies seen here are the signature of mesoscale eddies 
(which have a radius of about 100 km in this area) which are one of the greatest 
sources of temporal variability, particularly in strong shear currents such as the 
Gulf Stream. At 45°N and 50°N, west of about 45°W there is is no westward 
propagation of SLAs on the very shallow waters of the Grand Banks. Apart 
from these isolated areas, westward propagation of SLAs is observed across the 
Atlantic between 15°N and 50°N. 
Figure 3.5 also shows that the speed of the propagation decreases with increasing 
latitude. That is: the higher the latitude, the steeper the slope of westward 
propagation. This observation is consistent with the results from linear theory 
that say that the speed of propagation increases inversely with the square of the 
coriolis parameter, f0, see equation 3.1. The amplitude of the waves, in figure 3.5, 
can be seen to be stronger at 35°N than at other latitudes. This is consistent with 
the results of Cipollini et al. (1997) who observed the amplitude to be strongest 
around 33-34°N in the North Atlantic. The focus of this study now concentrates 
on latitudes centred on 32.5°N. 
Figure 3.6 shows a longitude-time plot at 32.5°N in the North Atlantic of the 
mapped T/P data. A strong seasonal cycle can be seen at 32.5°N in figure 3.6 as 
it was seen in the longitude-time diagrams in figure 3.5. This seasonal cycle has 
an amplitude of about 25 to 30 cm. The other main feature in this figure is the 
westward propagation of waves with a wavelength of the order 4_50  longitude and 
amplitude the same order as the seasonal cycle. It can be seen that these waves 
take around 6 years to cross the Atlantic basin from east to west at this latitude. 
To aid analysis of the westward propagating disturbances the seasonal signal of 
sea level variation was removed from figure 3.6. This was done by assuming that 
it could be represented by a sine wave. The amplitude and phase of this wave were 



























Figure 3.6: Longitude-time plot of sea level anomaly from 1993-1997 at 32.5°N across the 
North Atlantic. No smoothing has been carried out on this data which is binned in 10 day 
x 0.25 degree x 0.25 degree bins. The seasonal cycle can be clearly seen. 
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Figure 3.7: The seasonal cycle at 32.5°N that was removed from figure 3.6. The solid 
line is at 70°W, the dotted at 50°W and the dashed at 30°W. 
The amplitude of the seasonal cycle is not constant across the basin, being great-
est in the west at 70°W (t..-i7.5 cm) than at 50°W or 30°W (-3 cm and cm 
respectively). These amplitudes are related to the depth of the mixed layer over 
the period 1993-97 at 32.5°N. The depth of the climatological mixed layer shown 
in figure 3.4 reveals that the mixed layer depth is not constant with longitude at 
this latitude, being nearly 200 m at 70°W, but between 100 m and 150 m at 50°W 
and 30°W. The other thing to notice is that there is an offset in the mean sea 
level height. The altimeter data are anomalies, but the mean used to calculate 
the anomalies is a 3 year mean; as there is some element of interannual variability 
in the sea level anomaly, this results in an offset when 5 years of data are studied. 
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Figure 3.8: The difference between the mean sea level height for 1993-1995 and the mean 
sea level height for 1993-1997, at 32.5'N 
It can be seen that the offset is up to 2 cm in places, and, although it varies with 
longitude, the offset is positive for nearly all the longitudes. This shows that 
the sea level was lower, on average, for the period 1995-1997 than for the period 
1993-1995. 
Once the annual cycle was removed the SLA data were studied to determine 
how much averaging, in time and space, could be applied without obscuring the 
Rossby wave signal. The more averaging the better, as then there is more of 
a chance of seeing the signal in the hydrographic data. The starting point was 
1° x 1 0 x 10 days as this was the resolution used by Cipollini et al. (1999) and 
they were trying to achieve the clearest signal possible. The wavelength of the 
waves, from visually interpreting figure 3.6 is of the order 4° longitude and the 
period is of the order 5 months. The amount of averaging to be applied will 
have to be less than this, to try and conserve the signal. The average SLA from 
30.5°N-34.5°N was calculated and a ±40 day +2° longitude running mean was 
applied. Figure 3.9 shows the SLA data with the seasonal cycle removed and 
the smoothing described above applied. It can be seen that the seasonal cycle 
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Figiirc 3.9: Longitude-time plot of sea level anomaly from 1993-1997 averaged from 30.5-
3450 N across the North Atlantic. The seasonal cycle has been removed (see text) and a 
±2 degree x ±40 day running mean applied. 
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tude is reduced by almost 50%, there is strong westward propagation. Similar 
results were obtained by increasing the longitudinal smoothing and reducing the 
latitudinal smoothing. However the latitudinal averaging was required to be as 
large as possible, as increasing this increased the number of stations that could 
be included in the hydrographic analysis, whereas increasing the longitudinal av-
eraging would have no effect on the number of stations included. The Rossby 
wave signal was still very clear with this amount of smoothing (figure 3.9) so it 
was concluded that the same procedure could be applied to hydrographic data, 
without obscuring the Rossby wave signal. One feature which can be recognised 
in figure 3.9, which is not readily apparent in figure 3.6, is that there is an in-
crease in phase speed (the slope of the waves gets shallower) as the Rossby waves 
cross the mid-Atlantic ridge, at 45°W, into the western basin. As mentioned in 
section 3.1, this has been observed by several authors, including Tokmakian and 
Challenor (1993), Chelton and Schlax (1996) and Cipollini et al. (1997). This 
speed change means that the phase speeds must be measured either east or west 
of the mid-Atlantic ridge, and not across the ridge. 
3.3.2 Hydrographic analysis 
The temperature profile anomalies, described in Section 3.2.3 were averaged be-
tween 30.5°N and 34.5°N. To see whether the results from the hydrographic data 
agree with those from the altimeter data. The first period to be examined was 
1993-1997, so that a direct comparison could occur. The hydrographic data set 
described above was plotted on a longitude-time diagram, see figure 3.10. 
It can be seen that the data are very sparse. There are a few areas where XBT 
sampling has been frequent (every 1 0 longitude) from zonally travelling ships 
(February 1995, July 1995, May 1997 and August 1997). But elsewhere the data 
are much more sparse, and, although there are many zonal campaigns in this time 
period the sampling was generally every 2° longitude. To improve the coverage 
a ± 2° longitude x ±40 day running mean was used over the data set, as used 
on the SLA data in figure 3.9. Figure 3.11 shows the results of the smoothed 
62 
1 998 II 	I 	19 F111.11111 	I 	II I 	11.1.1 	I 	I II!1 	III 	II 	9 	11111111 	III 	ltIscIII 
• 	_j_i 
I_. 
! 	•i 	• 	•s 	4t 
.rC ' . 	. • 	 ....5.... _ — :1,11. 
'•t 
:: . 16 • 	
- 	.11 	
• 	• • 	. 
1997- 5 




• 	a' I 	 I 	 • 	. 




• 	 . 	j s 	• 




. I' 	 5 	 5 
P 1 	 - 
1996 4 
• 	• '.41 
• 	.4 	 5 S 	 • 	• I 	I 	 •I• 	 - 	I. 	• 	i .a• 






I 	 I 	 • 	• • 
	•• 
 
I 	 5 	 • 
. 
—Vo- 
1995 , 1 	 I - • 	. • 	• 	• 




',• 	III. 'I... • •5 
Ii 	._. I I 	•4uj 	• 	• 	 -- 	, 	a. 	
• 
I ' • I 	• I • 	• I 
• u#l. • I 	 I 	I 
_ . S 	
• . 	. •,t 	 - 	-.1 
1994 - 	.... . 
•1• , . 
s_ s 	- 
9 
I . 	• • 	_ 
I I, I 	 S 	J • 	•• II 
I 	• I 	- 	! 11 " 
I L 
• 	•..II 	, 	
I. • 	•1 	I4I• 	•_, 	•, 'II 
1993 111.11 	iii ii 	I I 	liii 	.1 	iii 	ii I I': .'Yi 	i 





























Ross by Waves 
Longitude 
Figure 3.10: Longitude-time plot of average temperature anomaly between 200-700111 at 
30.5-34.5° N across the North Atlantic. No longitudinal or temporal smoothing has been 












































W#+ MIA Li' 1 t _ _ 1997 I - 	 Mum ____ 
BU 77 	-60 	-10 	i 	70 
Longitude 
Figure 3.11: Longitude-time plot of average temperature anomaly between 200-700111 at 
30.5-34.5° N across the North Atlantic. A +2 degree x ±40day running mean has been 
applied. 
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average temperature anomalies, from the hydrographic data, on a longitude-time 
plot. The first thing to notice is that the record is still not complete, even after 
a large amount of smoothing. However there are large areas where the record 
is complete and a small increase in the filter size is not going to improve the 
coverage significantly. In the areas where the coverage is good there is some 
evidence, particularly east of the mid-Atlantic ridge, of westward propagation of 
roughly the same speed as observed in the altimetry data. The most complete 
section of the data set is east of the mid-Atlantic ridge. In this area, features that 
are present in the SLA data can be seen in the hydrographic data. In particular 
there are 3 strong negative SLAs between 30-40°W at the end of 1995 that can 
be seen as cold anomalies in the hydrographic data in figure 3.11. An area in 
figure 3.11 was selected east of the mid-Atlantic ridge where there was the best 
coverage and strong westward propagating signals. This area was 42°W-17°W 
and May 1994 - June 1997, and is shown as a black box in figure 3.14. This 
section is most complete in terms of coverage and also appears to include some 
of the more promising westward propagating signals. 
3.3.3 Correlation Analysis 
A correlation coefficient can be used to calculate a measure of the degree of 
association between the hydrographic results and the altimetric results. It is 
reasonable to assume that both variables are normally distributed (as they are 
anomalies from the mean) so the Pearson's correlation coefficient can be used. 
asked. 
The Pearson's correlation coefficient was calculated for the two data sets before 
any longitudinal or temporal smoothing had been applied. A value of SLA was 
only taken in places where there was a hydrographic data point. The correlation 
coefficient between the datasets was found to be 0.60. 
As the number of individuals was large in this case (--'1000) the correlation co-
efficient is significant at the 99% level. When a correlation is performed in the 
same place, but looking at a time in the SLA data that does not correspond to 
the same time in the hydrographic data (in other words no correlation is expected 
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as the ocean is in a different state) the maximum result is 0.15. So there is some 
confidence that the westward propagation in the hydrographic data is the same 
signal that is observed in the satellite data. 
3.4 Phase speeds 
The propagation speed of the waves can be estimated directly from longitude-
time plots by visual means. A straight line can be drawn through the maxima 
and then the speed read off. It is simply the zonal distance divided by the time. 
For the altimeter data the speeds estimated east and west of the mid-Atlantic 
ridge, from figure 3.9, are --3.0 cm s' and -'4.5 cm s respectively. The speeds of 
the signals in the hydrographic data, mentioned in Section 3.3.2 are ''3.5cms', 
from figure 3.11. No estimate was made west of the mid-Atlantic ridge from the 
temperature data due to the sparsity of the data. The speeds from the two data 
sets are close enough to suggest that the same features are present, however a 
more objective measure is necessary. 
3.4.1 The Radon transform 
A more objective measure of phase speeds can be obtained by applying the Radon 
transform to the plots as done by Cipollini et al. (1999). The Radon transform, 
as used in image analysis, is a projection of the image at a given angle 8, see 
figure 3.12. The Radon transform, P(z, 9), of an image f(x, y) is the projected 
sum of that image at a given angle 8. That is: 
p(z, 8) = / f(x, y)du 
where x = zcos(8) —usin(8) and  = zsin(8)+ucos(9). The value of 9 for which 
>p(z, 9)2 
is maximum, yields the direction of the maximum propagating energy. The di-
rection of propagation, 0, can be converted into speed, c, using trigonometry. 
- tan (0)  x 1.11 x 10 5 m x cos(q) 
- 	10 x 86400s 
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z 
Figure 3.12: Schematic of the Radon transform. The Radon transform (P(O,z)) is a 
projection of an image at a given angle £1. It can be used to objectively measure directions 
of propagation by finding the value of 0 for which the sum of the squares of P(0, z), along 
z, are maximum. 
Where 1.11 x10 5 m x cos(Ø) is the length of one degree longitude at latitude 0 
and 10 x 86 400 is 10 (lays in seconds, which is the size of the grid boxes. So 
in this case, the Radon transform can be applied to the longitude-time plots of 
SLA or heat content anomaly, to objectively determine the speed of the westward 
propagating signal. 
3.4.2 Phase speeds from the Radon Transform 
To determine whether this method could successfully measure the phase speeds 
of Rosshy waves from the hydrographic data the Radon transform was applied 
to the boxed area of figure 3.14 and the same position in figure 3.9. The results 
could then be compared directly. If the saniie signal is present in both data sets, 
and there is not too much noise in the hydrographie data set, then the speed 
determined by the Radon transforni when applied to both data sets should be 
the same. The area east of the mid-Atlantic ridge (42°W-17°W) was examined 
for the reasons discussed in the previous sections. Figure 3.13 shows the results 
Y 
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Figure 3.13: Normalised power against speed of propagation for the period 30/4/1994-
24/5/1997, between 42°W and 17°W at 30.5-34.5°N in the North Atlantic. The dashed 
line shows the results of the Radon transform being applied to the altimeter data and the 
solid line shows the results of the Radon transform being applied to the hydrographic data 
set. The peaks represent the dominant speed of propagation. 
of applying the Radon transform to these two diagrams. The speed of the wave 
is given by the peak in the Radon transform diagram, corresponding to the max-
imum energy. The dashed line in figure 3.13 shows the results of applying the 
Radon transform to figure 3.9 (altimeter data) and the solid line shows the results 
of applying the Radon transform to figure 3.11 (hydrographic data). The power 
is normalised to 1 in both cases. The first thing to notice in figure 3.13 is that the 
peak resulting from the hydrographic data isn't quite as sharp as the peak from 
the altimeter data. This is probably due to noise in the hydrographic data that 
is a result of the poor sampling. It is apparent from studying figures 3.9 and 3.11 
that applying the Radon transform to figure 3.9 will result in a more pronounced 
peak than applying it to figure 3.11. However the peak is distinctive enough to 
give a value of 3.4 cm s' for the hvdrographic data compared with 3.6cms 1 for 
the altimeter data. Cipollini et al. (1997) computed the speed in this area from 
the SLA data, as well as ERS SST and ERS SLH data. They found the speed of 
the first mode baroclinic Rossby waves to be 2.9 km day' which is 3.4 cms. So 
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and their phase speeds measured objectively, in hvdrographic data. 
3.4.3 Depth Analysis 
An advantage of hydrographic analysis over altimetric analysis of Rosshy waves 
is that the depth structure of these waves can be studied. Figure 3.15 shows 
o 
C 
Figure 3.14: As figure 3.11 with a line tracing propagation shown in figure 3.15. The 
black box represents the area that the Radon transform was applied to. 
a longitude-depth section of temperature anomalies for different times in the 
1990s, east of the mid-Atlantic ridge from 50°W to 20 °W. This is the same area 
to which the Radon transform was applied. It is basically a cross section through 
the longitude-time graph of figure 3.11. The propagation of a feature that is 
highlighted (in magenta) in figure 3.14 is traced in figure 3.15. It can be seen 
that the temperature anomaly extends throughout the water column to a depth 
of at least 700 m. Certainly the upper waters are affected by the passing of these 
waves. This suggests that it is the first baroclinic nIO(le that is being observed 
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Figure 3.15: Longitude-depth plot of temperature anomaly in the North Atlantic. The 
magenta line traces the propagation of a feature identified in 3.14. 
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only well below the mixed layer were necessary, to observe the fluctuations in the 
depth of the thermocline. 
3.5 Evidence of westward propagation in 1970s 
There were two main reasons for studying the early 1970s. Firstly, there was a 
great deal of hydrographic data taken in the North Atlantic at this time (Grey 
et al., 2000), although the maximum depths of the profiles are not as consistent 
as in the 1990s as previously discussed. The second, and more important, reason 
was that this was a very interesting time in the North Atlantic. The subtropical 
gyre was much colder in the late 1960s and early 1970s than it was in the mid 
1990s, thus the sea level height was much lower. This can be seen in the tide 
gauge data at Bermuda among other places, as discussed in section 3.1.1 and 
Chapter 2. 
3.5.1 1970s results 
The 1970s hydrographic data set was manipulated as for the 1990s hydrographic 
data set, described in Section 3.3.2. That is the average temperature anomaly 
of each profile (between 200 in and 700 m), was calculated for the North Atlantic 
between 30.5°N and 34.5°N. Figure 3.16 shows a longitude-time diagram of these 
points, as in figure 3.10, the only difference is that the data for figure 3.16 were 
from 1970-74 and the data for figure 3.10 were from 1993-97. As with the later 
data set the data plotted in figure 3.16 are very sparse. There are several zonal 
campaigns of temperature measurement visible, but on the whole the sampling 
appears to be less systematic in figure 3.16 than in figure 3.10. However there is 
much better coverage in the western half of the basin between 30.5'N and 34.5°N 
in figure 3.16 compared with figure 3.10. Conversely the eastern side of the basin 
is much better sampled in the mid 1990s, compared with the early 1970s. 
Figure 3.17 shows the results of applying a +2°longitude x + 40 day running 
mean to the data in figure 3.16, as was done to figure 3.11. 
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Figure 3.16: Longitude-time plot of average temperature anomaly between 200-700 m at 
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Figure 3.17: Longitude-time plot of average temperature anomaly between 200-700m 
at 30.5°-34.5°N across the North Atlantic. A 2 degree x 40 clay running mean has been 
applied. 
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The only difference between the figures 3.11 and 3.17 is that the data for figure 
3.17 were from the period 1970-74. This data set is most complete west of the mid-
Atlantic ridge, in the vicinity of the Gulf Stream. It can be seen, in figure 3.17, 
that the western half of the subtropical gyre, around 32.5°N, is colder than the 
fifty year mean in this area. An area was selected west of the mid-Atlantic ridge 
where there was the best data coverage and strong westward propagating signals. 
As discussed in section 3.3.1, it is necessary to study an area on one side of the 
ridge only, as the waves changing speeds as they cross the ridge could obscure the 
results. The section chosen was 70°W to 45°W and August 1970 to February 1973. 
An active sampling of the Gulf Stream region in the 1970-74 period provided 
more data on the west side of the mid-Atlantic ridge, whereas greater coverage 
was available east of the mid-Atlantic ridge in the 1990s. Consequently the data 
from the 1970s cannot be directly compared with hydrographic data from the 
same place in the 1990s. However, results from figure 3.17 can be compared with 
the results from the altimeter data west of the mid-Atlantic ridge, displayed in 
figure 3.9. By visual means, the speed of the strongest westward propagating 
signal in figure 3.17 appears to be around 5.5 ms'. This is slightly faster than 
the approximately 4.0 m s observed in the altimeter data in figure 3.9. 
The Radon transform was applied to the area, 70°W to 45°W and August 1970 
to February 1973, in figure 3.17. Figure 3.18 shows the results of applying the 
Radon transform to the hydrographic data from the 1970s (solid line) and the 
same position in figure 3.9, for the altimetric data from the 1990s (dashed line). 
As was observed in figure 3.13, the results from the altimeter data give a much 
more distinct peak, in the Radon transform diagram, than the results from the 
hydrographic data. This is most likely due to the more systematic sampling 
of the altimeter data. However, a strong peak is still observed by applying the 
Radon transform to the hydrographic data. When the Radon transform is applied 
to the altimeter data, west of the mid-Atlantic ridge, the resulting peak in the 
diagram corresponds to a speed of 3.9 cm s'. The peak for the hydrographic data 
corresponds to a speed of 6.1 cms'. This is 50% faster than the speed observed 
from the altimeter data. At 34°N, 75°W-39°W, Cromwell (2001) found the speed 
to be 4.1 cms' in T/P altimeter data. 
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Figure 3.18: Normalised power against speed of propagation between 70°W and 45°W 
at 30.5-34.50 N in the North Atlantic, August 1970-February 1973. The dashed line shows 
the results of the Radon transform being applied to the altimeter data at an arbitrary time 
(August 1993-February 1996). The solid line shows the results of the Radon transform 
being applied to the 1970s hydrographic data set. The peaks represent the dominant speed 
of propagation. 
There is a local maximum, at around 3.5 cm s 1 , in the hydrographic data analysis 
in figure 3.18, this will be discussed later on in the Chapter. In this section 
westward propagating signals have been observed in the thermocline at 30.5-
34.5°N, during the period 1970-74, west of the mid-Atlantic ridge for the first 
time. These results suggest that there could be considerable fluctuations in phase 
speeds of Rossby waves on decadal timescales. The origin of these observations 
is explored in section 3.9. 
3.6 Observations between 1960 and 2000 
This study has focussed on observations of Rossby waves around 32.5'N in the 
periods 1970-74 and 1993-1998. The hydrographic data have also been studied 
between 20°N and 35°N and for all years between 1960 and 1998. The results 
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Figure 3.19: Longitude-time diagrams of temperature anomaly at 20.5-24.5N, from hy- 
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Figure 3.20: Longitude-time diagrams of temperature anomaly at 25.5-29.5°N, from hy-
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Figure 3.21: Longitude-time diagrams of temperature anomaly at 30.5-34.5° N, from hy- 
drographic data, for 1960-64, 1965-69, 1970-74, 1975-79, 1980-84, 1985-89, 1990-94 and 
1995-99. 	
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diagrams (in 5 year sections) from 1960-1998, for the latitudes 20.5°N-24.5°N. 
The same smoothing has been applied to these diagrams, that was applied to 
figure 3.17 and figure 3.11. It can be seen in figure 3.19 that there is not nearly as 
much data available in the early years as there is in later years at 20.5°N-24.5°N, 
and the west is clearly better sampled than the east of the North Atlantic. There 
is some sign of westward propagating features in the 1970-74, 1975-79, 1980-84, 
1985-89, however it is confined to west of 60°W, the Radon transform did not 
unambiguously pick out any features. Figure 3.20 shows longitude-time diagrams 
(in 5 year sections) from 1960-1998, for the latitudes 25.5-29.5°N, as in figure 3.19. 
It can be seen that there is more data at these latitudes than between 20.5-24.5°N. 
There are a few isolated features that may be Rossby wave propagation, but again 
nothing that is isolated by the Radon transform. Figure 3.21 shows longitude-
time diagrams (in 5 year sections) from 1960-1998, for the latitudes 30.5-34.5°N, 
as in figure 3.19. It can be seen that there is much more data present at these 
latitudes than at the lower latitudes (figures 3.19 and 3.20). At this latitude there 
is much more evidence of westward propagation, not only in the periods 1970-74 
and 1993-98, but in the 1980s and late 1970s as well. The Radon transform was 
applied at all times to the data in figure 3.21 but apart from a few isolated placess 
the data were too noisy to get a clear signal of westward propagation in anywhere 
other than the 1970-74 and the 1993-98 period already discussed. 
3.7 Comparisons with modelling results 
Several modelling studies were discussed in section 3.1.1 which addressed the role 
of Rossby waves in climate dynamics and in the sea level variability at Bermuda 
in the 1970s. Here the results from two different ocean models are compared with 
direct observations of temperature anomalies in the North Atlantic. 
3.7.1 Comparisons with a 3D ocean model 
The hydrographic data already used in this study (vertically averaged tempera- 
ture profiles between 200 in and 700 m) was analysed to examine whether there 
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was any evidence in the in situ sub surface temperature data, of the propagation 
that Ezer (1999) observed in model data. Ezer (1999) filtered their modelled sea 
surface height data, with a cosine squared filter, to remove variability shorter than 
two years. To compare the hydrographic data with their results a much longer 
time period was averaged than in the previous sections. The same data set, of 
all the temperature profiles from 1950-1998, is used and instead of averaging ±40 
day a ± 2 year running mean is applied. 
This will give much better coverage than the previous analysis. The same time 
period as Ezer (1999) modelled (1950 to 1990) is studied. 
Figure 3.22 shows the sea level height anomaly (SLH) that Ezer (1999) observed 
in the 3D Atlantic ocean model, forced with monthly surface wind stress and sea 
surface temperature derived from the Comprehensive Ocean-Atmosphere Data 
Set (GOADS), analysed by daSilva et al. (1994). The sea surface salinity was 
held fixed (equal to the annual climatology of Levitus (1982)), so seasonal and 
interannual variability of salinity was ignored 1 . Four latitude bands were studied; 
16°N-18°N, 22°N-24°N, 34°N-36°N and 38°N-40°N. In each of these bands, Ezer 
(1999) observed westward propagating SLH anomalies. These anomalies were 
particularly strong in the 34°N-36°N band, with the largest anomaly observed 
at 68°W, close to Bermuda. Many of the same features can be observed in the 
hydrographic data set of thermal anomalies in the thermocline, shown in figure 
3.23. 
For example; in figure 3.23a there is a cold anomaly covering the western half of 
the subtropical gyre at 16-18°N in the period 1950-70, this is correlated with a 
negative sea surface height in the model. This cold anomaly is replaced by a warm 
anomaly in the early 1970s, again extending across the western subtropical gyre. 
In the late 1970s there is a strong negative SLH anomaly observed in the eastern 
basin of the model, but there is no corresponding feature in the observations, 
possibly due to the sparsity of the data in this period. In figure 3.23b there is 
again a cooling that is replaced, from the east, with a warming, between 1965 and 
1970. In figure 3.23c from 32-34°N the most striking feature is a cooling around 
When seasonal variations in salinity were included Ezer (1999) saw no significant effect on 
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Figure 3.22: Modelled surface elevation anomaly as a function of longitude and time. 
Contour interval is 1cm, shaded areas represent negative values. L From Ezer (1999). 
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Figure 3.23: Temperature anomaly below the thermocline to compare with the modelling 
results of Ezer (1999), shown in figure 3.22. 
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1970, in the western half of the gyre and some cooling over the next decades of 
the eastern half of the gyre, suggesting, if anything, eastward propagation. In 
figure 3.23d at 36-38°N there are some definite signs of eastward propagation, 
firstly a cold anomaly, starting in the west between 1960 and 1970 then a warm 
anomaly, starting around 1975. It is possible that the cold anomalies produced 
at the eastern seaboard in the late 1960s in the 16-24°N latitude range are then 
advected north and eastward along the path of the Gulf Stream. The main 
features in figures 3.22a-d that are not observed in the subsurface temperature 
in figures 3.23a-d mainly occur east of the mid-Atlantic ridge where there were 
less observations. There is a lowering in the sea surface in the late 1970s east of the 
ridge at 16-18°N (figure 3.22a) that appears to propagate westward - this feature 
is not observed in figure 3.23a. There is also a negative SLA in figure 3.22d, that 
appears to start around 20°W in 1963 and propagate westward, reaching 70°W in 
1967. There is not enough observational data at this time to observe any features 
in this region in figure 3.23d. 
Ezer (1999) suggests that the figures 3.22a-d reveal not a single Rossby wave 
propagating from east to west but a more complicated indirect effect where inter-
decadal variations in windstress over the eastern North Atlantic, cause periods of 
more intense Rossby wave propagation at several latitudes. This appears to be 
the cause of the sea level anomaly at Bermuda in 1970. 
The analysis of the hydrographic data presented gives weight to the modelling 
results of Ezer (1999). One important point to note is that the largest anomalies 
in SLH, and hydrographic data, are not found at the western coast (particularly in 
the 34°N to 36°N section) but several degrees to the east. This has been noted by 
Ezer (1999) and Sturges and Hong (2001). This is an indication that anomalous 
displacements in the thermocline could have an effect on the speed/strength of 
the Gulf Stream. 
3.7.2 Comparisons with a simple wind forced model 
The sea level at Bermuda has been modelled by Sturges and Hong (1995), using 
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Figure 3.24: The dashed-dotted line shows sea level height anomaly from tide gauge 
data (psmsl@pol.ac.uk , visited June 1999), the solid line shows calculated sea level height 
anomaly from the model of Sturges and Hong (1995) and the dotted line shows the tem-
perature anomaly from XBT data between 200-700m, all of these are observed at Bermuda 
(320 N ,65°W). 
3.3. Molinari et al. (1997) compared the model and tide gauge results of Sturges 
and Hong (1995) at Bermuda with temperature anomalies at 100 m depth at 
Bermuda. The temperature at 100 m was studied by Molinari et al. (1997) as a 
proxy for displacements in the depth of the thermocline. They found a reasonable 
correlation but the phase was not entirely consistent. It has been shown, in figure 
3.4 that 100 m is within the winter mixed layer, and thus is not necessarily a good 
proxy for the depth of the thermocline. Here the average temperature anomaly 
throughout the water column, from 200 m to 700 m is studied. It is argued that 
this analysis will give a clearer signal of displacements in the thermocline, than 
an analysis at just one depth level. Figure 3.24 shows the results of the tide 
gauge data, the model analysis of Sturges and Hong (1995) and the analysis of 
the temperature anomaly in the water column at Bermuda. It can be seen that 
there is a very high correlation between all three of these data sets at 32°N 65°W. 
In particular they all capture the prominent negative anomaly in sea level height 
WIR 
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in 1970, the temperature data shows a cold anomaly which is analogous with a 
raising of the thermocline. The results displayed in figure 3.3 suggest that forcing 
by wind curl is sufficient to account for the variability in thermocline depth at 
Bermuda. 
Sturges et al. (1998) also calculated sea level height anomalies with the same 
model across the Atlantic. As a further validation of their model they compared 
the SLA with hydrographic data at 18°N for a period of low SLH (1985), and 
a period of high SLH (1971-75). They found that the dynamic height at this 
latitude was also low in 1985 and high in 1971-75, which they claim to be a 
validation of the model. 
Here the heat content anomalies in the depth range 200 m-700 in are compared 
with the model SLA data of Sturges et al. (1998) across the whole range of their 
model. The temperature data were averaged in the vertical as before, but also 
averaged within the model grid squares of Sturges et al. (1998), which had a 
resolution of 5° longitude x5° latitude. The two sets of data were correlated, 
using a Pearson's correlation coefficient. The results of this correlation are shown 
in figure 3.25. The correlation across the subtropical gyre can be seen to be 
very different for different positions across the North Atlantic. North of 34°N 
there is no correlation between the model SLH and the temperature anomalies. 
This would suggest that advection has a more significant role than Rossby wave 
propagation at these latitudes, masking any correlation. Between 18°N and 24°N, 
although the correlation is high the amplitude of the heat content anomalies 
is lower than at 32-34°N (not shown) which is in agreement with the results 
from the altimeter data shown in figure 3.5. Areas with high correlation can be 
identified which suggests that heat content anomalies can be used to some extent 
to determine the anomalous SLH. 
The correlation between the SLH results of Sturges et al. (1998) and the heatcon-
tent anomaly across the ocean shows that the excellent correlations are predom-
inantly achieved at 32-34°N. The same level of correlation is not shown at other 
areas across the North Atlantic, figure 3.25. This excellent result at 32-34°N 
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Figure 3.25: Pearson's correlation coefficient between sea level anomaly from the model 
of Sturges et al. (1998) and mean temperature anomaly below the thermocline, across the 
North Atlantic for the years between 1950 and 1986. 
(1997) around 33-34°N. 
3.8 Interannual variability in T/P data 
In 2001 there are now eight complete years of T/P data publicly available. 
SLA maps have been obtained for the additional period, January 1998 to Decem-
ber 2000, as described in section 3.2.2. Cromwell (2001) used a wavelet analysis 
to try and quantify the variance in SLH at 34°N, for the period 1993-2000. in 
particular the variations in space and tinie. The main result that he observed 
was that the strength of the variance in tlie signals was much greater (twice as 
much) in the west than the east. However his analysis tells nothing about the 
variability in the phase speed. 
Here the T/P dataset is studied for evidence of any interanniial variability in 
the phase speed of Rossby waves both east and west of the mid-Atlantic ridge, 
86 
Chapter 3 	 Rossby Waves 
around 32.5°N. Figure 3.26 shows the progression of Rossby waves in the latitude 
range 30.5°N to 34.5 0 N in the North Atlantic, the same longitudinal and temporal 
smoothing has been applied that was applied to figure 3.9. Figure 3.26 is almost 
identical to figure 3.9, the only difference is that the time period extends from 
1993-2000, that is for an extra three years, to the end of the year 2000. The 
westward propagation in figure 3.26 during the years 1998 to 2000 can be seen to 
be similar to the previous years. The main difference is that the sea level anomaly 
was higher in these later years than during the 1993 to 1998 period. 
It is difficult to assess, by eye, whether there is any variability in the phase 
speed (slope of the propagating features) in figure 3.26 with time. Therefore 
the Radon transform was applied to each of the eight years in turn, to try and 
objectively quantify any interannual variability. The assumption made is that one 
year is long enough to determine the speed of the propagation using the Radon 
transform. The Radon transform assumes stationarity in the data set so a small 
window size must be used, that can be repeated over different parts of the data 
set, in order to determine information about any interannual variability using 
this method. Figure 3.27 shows the results of applying the Radon transform to 
figure 3.26, both to the east and the west of the mid-Atlantic ridge for each of the 
8 years. It can be seen from figure 3.27 that there is some interannual variability 
in the altimeter data between 1993 and 2001. The variability in speed east of the 
ridge was between 2.6 cm and 3.8 cm the average being 3.1 cm s' with a 
standard deviation of 0.4 cm s'. On the western side of the ridge the speed is 
even more variable, ranging from 2.3 cm s in 2001 to 5.9 cm in 1999 with an 
average of 4.3cms' and a standard deviation of 1.1cms'. Thus the variability 
in speed is more than twice as great on the west side of the ridge compared with 
the east side of the ridge. There are two things that could inferred from the results 
in figure 3.27. There is either interannual variability in the phase speed in this 
area or the Radon transform cannot be used to measure the phase speed more 
accurately than 3.1 +0.4cms on the east of the ridge and 4.3 +1.1cms'(with 
a 99% confidence level), with a filter size of 1 year. It could be argued that 1 
year is not a sufficiently long period to apply the Radon transform for, as the 
East and west of the ridge are taken to be 42°W-17°W and 70°W-+45°W respectively, as 


































Figure 3.26: Longitude-time plot of sea level anomaly from 1993-2000 averaged from 
30.5-34.5'N across the North Atlantic. The seasonal cycle has been removed (see text) 
and a +2 degree x+40day running mean applied. 
M. 
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Figure 3.27: The phase speed of Rossby waves at 30.5°N-34.5°N in the North Atlantic, 
calculated by applying the Radon transform to each year in figure 3.26. The black bars are 
speeds west of the mid-Atlantic ridge and the grey bars are speeds east of the mid-Atlantic 
ridge. 
waves only travel in the region of 1000 km a year, this is around 100  longitude, at 
this latitude, which is only twice their wavelength. In order to give more weight 
to the argument that interannual variability is being observed in figure 3.27 the 
results from applying a windowed Radon transform, with a window size of 2 years 
are examined. This filter can then be slid along in time, computing the Radon 
transform only for data in the window. The main problem with this method 
is the inconsistent treatment of different frequencies, which will depend on the 
window size. 
Figure 3.28 shows the results of this analysis. The solid line represents the calcu-
lated phase speed west of the mid-Atlantic ridge and the dashed line represents 
the phase speed east of the mid-Atlantic ridge. The date represents the middle 
of the window, that is for the date 1994 this indicates a window covering Jan-
uary 1993 to December 1994. First the results east of the mid-Atlantic ridge are 
considered. The variability in phase speed is still from 2.6cms' to 3.7cms, 
even with a filter size of 2 years. There appears to be some sort of periodicity in 
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Figure 3.28: The results of applying the Radon transform over a two year window to figure 
3.26. The solid line shows the phase speed west of the mid-Atlantic ridge and the dashed 
line, the phase speed east of the mid-Atlantic ridge. The date is taken from the middle of 
the window, thus 1994 indicates a window covering January 1993 to December 1994. 
of 	0.5 cm s'. The time period of the data is too short to be able to assess 
this, however it is something that should be researched as more data become 
available. Similar results were observed with different window sizes (not shown) 
so it is unlikely that the interannual variability is an artifact of the window size 
selection. There is much more variability in the results west of the mid-Atlantic 
ridge in figure 3.28, as was seen in figure 3.27, with the phase speeds ranging 
from 3.1 cm s- ' to 5.5 cms' depending on where the window was placed. There 
is some suggestion in figure 3.28 that there could be a lagged correlation between 
the phase speeds on either side of the ridge, with the maximum speeds on the 
west lagging the maximum speeds on the right. Again, there are not enough data 
to be able to really meaningfully determine this. 
The peak in the Radon transform diagrams was much sharper east of the mid-
Atlantic ridge than to the west, see figures 3.13 and 3.18. In order to examine the 
strength of the propagating signal the normalised power of the Radon transform 
can be plotted. Figure 3.29 shows the normalised power for the Radon transform 
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Figure 3.29: The results of applying the Radon transform over a two year window to figure 
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Figure 3.30: The results of applying the Radon transform over a two year window to figure 
3.26, west of the mid-Atlantic ridge. 
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sharp throughout much of the time period. The black line shows the position of 
maximum power, and therefore the phase speed that is shown in the dashed line 
in figure 3.28. This suggests that the interannual variability observed east of the 
mid-Atlantic ridge, in figures 3.27 and 3.28 is robust, and is not due to noise or 
spurious signals in figure 3.26. Figure 3.30 shows the normalised power for the 
Radon transform window, applied to figure 3.26 west of the mid-Atlantic ridge. 
Again the black line shows the position of maximum power, and therefore the 
phase speed that is shown in the solid line in figure 3.28. The peak is not as well 
defined in figure 3.30 as it was in figure 3.29 for much of the time period. There 
are local maxima in many places in figure 3.30. In particular there are two times, 
late in 1999 and late in 1997, where there is a sharp spike in the Radon transform 
diagram. At these times the Radon transform has observed the main peak (phase 
speed) to be faster than when the window was observing slightly later or slightly 
earlier in time. In both these cases there is a local maximum in the position more 
in keeping with the speed measured a few months earlier/later. Figure 3.30 is 
the results of a moving window of the Radon transform so sharp peaks of this 
nature are not expected. Thus it is possible that the Radon transform is observing 
spurious signals that are resulting in these anomalous peaks. Referring back to 
figure 3.18, showing the results of applying the Radon transform to the 1970s 
hydrographic data, there is a local maxima at -' 4cms, with the maximum 
corresponding to a speed of - 6 cm s'. This is not dissimilar to the two peaks 
just discussed. Although the dominant propagating signal observed in figure 3.17 
is measured, using the Radon transform, to be r''  6cms 1 , it cannot be ruled out 
that this is a spurious signal, and that the true speed of propagation is slightly 
slower. 
The main result to take away from figures 3.27 -+ 3.30, is that there is interan-
nual variability in the phase speeds of Rossby waves, measured using the Radon 
transform, in altimeter data. The phase speeds observed in the 1970s in figures 
3.17 and 3.18 west of the mid-Atlantic ridge are faster than the mean speeds 
observed in the altimeter data, using the Radon transform. The fastest speed 
observed in the altimeter data, between 1993 and 2001, is 5.9cm s' compared 
with the 6.1cms' observed in hydrographic data in the 1970s. These results 
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suggest that the phase speeds of Rossby waves may vary on both interannual and 
interdecadal timescales. 
3.9 Possible causes of phase speed variation 
There are several possible causes of Rossby wave phase speed variation. The 
most plausible are discussed here. One possible mechanism is variations in strat-
ification, affecting the Rossby radius of deformation. The work of Chelton et al. 
(1998), discussed in section 3.1, examined how variations in stratification can 
affect the phase speed by looking at the relationship between the Brunt-Väisäla 
frequency and the phase speed. There are two problems with this as a mechanism 
for the observed increase in phase speed in the 1970s. The first is that calcula-
tions by Chelton et al. (1998) suggest an upper bound on variability in c 1 , due to 
changes in stratification, of 20%, as discussed in section 3.1. This is smaller than 
the observed variability, particularly west of the mid-Atlantic ridge. The second, 
and more fundamental, problem with this mechanism, is that increased stratifica-
tion implies increased density gradient —~ increased N —* increased phase speed, 
according to linear theory (equation 3.1) as previously discussed in Section 3.1. 
An increased phase speed is observed with reduced stratification. 
Another possible mechanism is introduced by Tailleux and McWilliams (2001). 
They suggest that the phase speed enhancement reported by Chelton and Schlax 
(1996) is not entirely due to mean-flow effects. Tailleux and McWilliams (2001) 
explore the relevance of ensuring the bottom pressure fluctuations are uncorre-
lated from the overlying wave dynamics and suggest that bottom pressure decou-
pling may have an effect on the phase speed of baroclinic Rossby waves. 
They establish that this leads to an enhanced phase speed, over that predicted 
by linear theory, of: 	
C1 a81 - 	 2N 
standard 
where Nb is the deep Brunt-\Täisäla frequency and N its vertical average. Tailleux 
and McWilliams (2001) calculated the amplification factor in equation 3.4 using 
T and S information from Boyer and Levitus (1997). They arrived at an ampli- 
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fication factor of around 2 in mid-latitudes. They also show that the resulting 
phase speed is as close to the observed phase speed as the results of Killworth 
et al. (1997). 
How these results may apply to the scenario that has been presented in this 
Chapter is now considered. If it is assumed that Nb will be constant over time (the 
abysal waters change very slowly, and besides there is no/very little information 
about the temporal variability of them), an increase in N will lead to a decrease in 
the amplification factor and therefore a decreased phase speed. It is expected that 
N will be larger in the 1990s compared with the 1970s, as the stratification was 
greater in the upper waters in the 1990s. With knowledge of the density fields for 
1993-98 and 1970-74 N can be calculated, and hence the enhanced phase speed, 
for both periods. However deeper in the ocean, the change in density with depth 
is very small, so small that the effect of pressure changes on density - as the parcel 
is moved vertically, must be considered. Thus, where the ocean is not strongly 
stratified, the equation for N 2 is given by: 
N 2 = ga ( + - g/3 ds — = ga dT — + c'g2a2T - g/3 	(3.5) 
	) 	dz 	dz 	 dz 
where F = gaT/c (adiabatic lapse rate), a = - (22:) ',P (thermal expansion P Oz 
coefficient) 	= () 	(salinity expansion coefficient) and 
c is the specific 
heat capacity. The derivation of equation 3.5 is given in Appendix B. 
In Chapter 5 temperature and salinity climatologies are developed for the two 
periods, 1970-74 and 1990-94 on a 10  x 10  resolution, at 69 depth levels, complete 
to the bottom of the ocean. In the same manner a 1993-97 climatology has also 
been developed - see Chapter 5. The enhancement factor shown in equation 
3.4 can be calculated using these climatologies and the equation of state in Gill 
(1982) which describes how to calculate the density from T, S and P relations. 
Figure 3.31 shows the results of these calculations. The upper graph in figure 
3.31 shows the deep Brunt-Väisäla frequency for the two pentads, 1970-74 and 
1993-97, calculated from the climatologies derived in Chapter 5. The lower graph 
shows the amplification factor (i + 	), again for the two pentads. In both 
cases the solid lines represent 1970-74 and the dotted lines represent 1993-97. 
It is expected that Nb will be similar for both periods, as the properties of the 
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abysal waters change very little over time. N may be larger in the 1990s than 
the 1970s, due to the increased stratification in the 1990s. However, very little 
variability is seen in both the deep Brunt-Väisäla frequency and N. The enhanced 
phase speed is affected more by topography (and hence the value of Nb) than any 
changes in stratification. This is probably because, although the upper waters 
are very different, the fact that the whole of the water column is being averaged 
(to as deep as 5000 m in many places) means that the upper variability makes 
very little difference to the total N. 
One other cause of the variability in the phase speed observed is variations in 
mean flow. Since phase speeds are of the same order as mean flows, they could 
well be altered by them. Indeed from equation 3.1 variability in the mean flow 
should have a direct effect on the phase speed. This was investigated by Ash 
(2000), who used observations from an ocean model to examine the relationship 
between Rossby wave phase speed and mean flow in the model ACC. He found 
that the zonal phase speeds were insensitive to the speed of the mean flow and 
showed that this resulted from a balance between and the & (which depends 
on). However this area remains one in which a greater understanding of 
the theory involved is necessary. It is also one of the most interesting areas for 
further research from this thesis, especially as future satellite missions are planned 
to improve our knowledge of the geoid (the earths gravitational field) and thus it 
will become possible to obtain a direct measure of the mean flow from altimetry. 
Thus the mechanism for the variability in the Rossby wave phase speed observed 
on interannual and interdecadal timescale in this Chapter has not been identified. 
3.10 Summary and Discussion 
This Chapter shows that it is possible, in some energetic regions, to observe 
Rossby waves with both altimetric and hydrographic data. The Radon transform 
has been introduced, and it has been shown how it can be used to measure the 
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Figure 3.31: The upper graph shows the deep Brunt-Vaisala frequency and the lower 
graph shows the amplification factor suggested by Tailleux and McWilliams (2001), both 
at 32°N in the North Atlantic. The solid line shows the results for the 1970s and the 
dotted line shows the results for the 1990s. The grey shaded area displays the shape of the 
topography of the ocean floor. 
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Section 3.3.2 identifies Rossby waves in the in situ temperature data that have also 
been observed remotely by altimeter in the period 1993-1997. By comparing these 
two different data sets at the same time and place there is confidence that the 
signals that are observed in the hydrographic data are the same signals observed in 
the remotely sensed data, see figures 3.9, 3.11 and 3.13. The effect of these waves 
on the water column, to a depth of 700 m, can also be observed. It has been shown 
that, as predicted, the waves result in a movement of the thermocline throughout 
the water column, which is an indication of first mode baroclinic waves, see figure 
3.15. Combining remotely sensed and in situ data sets gives a more robust test of 
the signals that are observed in the ocean and helps to validate the observations. 
Evidence has also been shown for Rossby wave propagation in 1970-74 in situ 
data. There are no corresponding satellite data for this period so these waves 
are being observed for the first time. There is evidence of westward propagation 
on the western side of the mid-Atlantic ridge at 30.5-34.5°N. When the Radon 
transform is applied to this area the results yield a higher value for the phase 
speed (6.1cms' compared with 3.9cms 1 ) than expected from observations of 
SLA, in this area in the 1990s (figures 3.17 and 3.18). 
Evidence is also given corroborating model results of Ezer (1999) and Sturges 
et al. (1998). The correlations performed in section 3.7 suggest that the simple 
model of Sturges et al. (1998) may only attain very high correlations with ob-
served SLH at 32-34°N where a waveguide has been identified by Cipollini et al. 
(1997). While their results are encouraging, perhaps such a high correlation is 
not expected in other areas of the North Atlantic as achieved near Bermuda. 
As a longer time series of altimeter data has now been built up, this has been 
analysed for interannual variability. Figures 3.27 to 3.30 give evidence that there 
is interannual variability in the phase speeds of Rossby waves, both east and 
west of the mid-Atlantic ridge. The speed west of the ridge is observed to be: 
4.3cms' + 1.1cms' and east of the ridge to be: 3.1cms' + 0.4cms 1 . Thus 
the high observed speeds in the 1970s may be due to interdecadal variability. At 
the moment the results of any comparison btween observations and theory are 
inconclusive. 
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3.10.1 Further work 
The question that has arisen from this research is: "What is the cause of the 
variability in phase speed observed on interannual and interdecadal timescales?". 
Although some avenues have been explored in the previous section no conclusion 
has been drawn. The altimetric dataset must be further studied, to investigate the 
interannual variability of phase speeds. Other latitudes could also be investigated 
for evidence of annual and interannual variability. 
As mean flow observations become available they should be investigated to try 
and understand the relationship between phase speeds and mean flow. 
The interest in this area is that if the stratification/ mean flow can give informa-
tion regarding the phase speed of Rossby waves then this relationship could be 
reversed so that remotely sensed Rossby waves could give information regarding 
the stratification/ mean flow of the subsurface waters. The (possibly linear, (Ezer, 
1999)) response of the ocean variability to the combined effect of SST and wind 
anomalies and the fact that it takes several years for the anomalies to propagate 
across the ocean might be further exploited in climate studies. For example, 
changes in the Bermuda sea level could be predicted years in advance using an 
ocean, or coupled, model when altimeter data indicate unusual surface anomalies 
in the eastern North Atlantic. 
The next Chapter introduces climate modelling and describes a coupled model, 
HadCM3. This model and data from a control simulation of this model, are then 
used in subsequent Chapters (5 and 6) to test an assimilation scheme and then to 
examine the problem of accurate ocean initial conditions, in climate forecasting. 
Chapter 4 
HadCM3 - Coupled Modelling 
In this chapter the subject of numerical modelling of the climate system is in-
troduced and the main advances made in recent years are outlined. The UK 
Met. Office Unified Model that will be used in Chapters 5 and 6 of this thesis is 
described. Some of the more important parameterisat ions and dynamics of this 
model are described. A 1000 year control climate simulation of a version of this 
model, HadCM3, is detailed, and two periods identified which most resemble the 
climate of recent decades in the North Atlantic. Attention is given to how the 
results of the control run compare with observations and the internal variability 
of the unforced control climate. 
4.1 Introduction to numerical modelling 
Since the advent of computers in the late 1940s, researchers have been using 
mathematical models to investigate the climate on all scales from local to global. 
Nowadays such models are used for operational weather forecasting where local 
forecasts are provided for up to five days in advance. They are also used for 
climate research, investigating the natural variability of our climate as well as 
the anthropogenic forcing of it. One aim of climate research is seasonal to annual 
forecasting which will be a sought after goal for the twenty-first century. 
There are essentially two categories of numerical model. The first is the mech-
anistic type, where the geometry and dynamics are as simple as possible (e.g. 
Chapter 4 	 The Unified Model 
the model of Sturges and Hong (1995)). These are very useful for investigating 
the effect of a given parameter on the environment. They have the advantage of 
being computationally inexpensive and the analysis of the results is reasonably 
straightforward. The other type are simulation models which attempt to include 
all the possible variables with the aim of providing a representation that is as 
close to the true climate as possible. In the early days of climate modelling it 
took all available computing power to solve the basic dynamical equations. Today 
climate models include parameterisation of small scale physical processes, have 
the ability to run simulations for hundreds of years, have improvediesolution and 
the addition of ice models and atmospheric chemistry. Ensemble runs are also 
possible to try and determine the effect of perturbations in the starting condi-
tions. Many of todays General Circulation models (GCMs) solve the dynamical 
equations using a grid point method. This is where variables are defined by their 
values at regularly spaced points in longitude, latitude and depth. The stability 
of these models depends on the temporal and spatial steps chosen. One of the 
simplest ways to improve the accuracy of a GCM is to increase the resolution of 
the grid. However a higher resolution generally requires a shorter timestep for 
the climate to be stable, so to double the resolution in the horizontal may require 
an 8 fold increase in computing resources. 
Climate drift in coupled models 
One of the major drawbacks of coupled ocean atmosphere general circulation 
models (OAGCMs) has been the large climate drifts that occur when they are 
used to simulate the current climate. To prevent climate drift the long term 
annual mean of the net heat exchange at the surface of the ocean, in any one 
region, must be balanced by the advection of heat into (or out of) the region. If the 
atmosphere model heat fluxes imply a different ocean heat transport than exist in 
the ocean model, then the coupled model ocean temperatures drift to establish a 
new balance. In many coupled models these drifts have been alleviated with the 
use of flux adjustments (Sausen et al., 1988; Manabe et al., 1991; Johns et at., 
1997). Such adjustments are clearly unphysical and so there has been much work 
done to design an OAGCM that does not require these adjustments. A very 
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notable achievement in recent years is that several coupled models have been 
developed that do not require flux adjustments to prevent large climate drifts. 
These include ARPEGE/OPAIC, (Barthelet et al., 1998), National Center for 
Atmospheric Research (NCAR) climate systems model, (Boville and Gent, 1998) 
and HadCM3 (Gordon et al., 2000). 
4.2 The Unified Model 
The Unified Model (Cullen, 1993) is the name given to a suite of atmosphere 
and ocean modelling software at the UK Met. Office. This consists of a global 
atmosphere model and ocean model which can be run separately or as a coupled 
system, a slab model (which gives a basic representation of the ocean mixed 
layer) and a wave model which uses atmospheric winds to predict surface waves 
on the ocean. There are systems in both the atmosphere and ocean models 
for data assimilation. In this work the ocean model coupled to the atmosphere 
model at the standard climate resolution is used, this configuration is known as 
HadCM3 and will be referred to as such throughout this work. Simulation of the 
climate requires a large number of physical laws and equations which cannot all be 
described here. The main and most relevant features of HadCM3 are described, 
together with its ability to simulate the climate, with particular reference to the 
North Atlantic. Further information can be gained from the model documentation 
available at the UK Met. Office and UGAMP. 
4.2.1 Model formulation 
The atmospheric component of HadCM3 is the most up to date version of the 
UK Met. Office unified forecast and climate model. It is a grid point model 
where variables are represented on a regular longitude-latitude grid which has a 
resolution of 3.75° longitude x 2.5° latitude and 19 levels in the vertical. Figure 
4.1a shows the vertical resolution of these levels. The vertical co-ordinate is a 
hybrid one, near the ground it is a terrain following sigma (pressure normalised 
with surface pressure) co-ordinate and gradually turns into a pure pressure co- 
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ordinate above 50 hPa. This co-ordinate system has the advantage of a terrain 
following system in the troposphere and the simplicity of near horizontal pressure 
in the stratosphere and mesosphere. The timestep is set to 30 minutes to ensure 
stability. The ocean component of HadCM3 is a version of the Cox (1984) model. 
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Figure 4.1: Latitude-height plots showing the vertical levels in the a: 19 level atmospheric 
model and b: 20 level ocean model of HadCM3. 
The horizontal resolution is 1.25° longitude x 1.25° latitude and it has 20 vertical 
depth levels. The depth levels reach 5192m and are more concentrated close to 
the surface, see figure 4.1b. The vertical resolution is 10 in near the surface which 
is sufficient to resolve the summer mixed layer. The nomenclature for the levels 
is such that the depth referred to is at the centre of the level. For example, the 
first level is 0 in to 10 m, which will be referred to as 5 m. Thus the sea surface 
temperature (SST) will be equivalent to the 5 in depth level in HadCM3. The 
vertical resolution is reduced to 600 in in the deep ocean. The bottom topography 
is shown in figure 4.2. The topography was taken from the ETOP05 (1988) ° 12 
resolution dataset and interpolated onto the HadCM3 grid. It can be seen how 
the main features (e.g. the mid-Atlantic ridge) are represented, but some of the 
finer detail is missing. There is an island placed at the North pole to avoid the 
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is 1 hour. In HadCM3 state variables, such as the SST in the atmosphere model 
dCM13 ocenr 
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Figure 4.2: HadCM3 ocean bottom topography. This topography is derived from the 
ETOP05 (1988) global topography data set and interpolated onto the model grid. The 
coastline is on an atmospheric grid for ease of coupling. 
or the radiative heat flux into the sea surface in the ocean model, are supplied 
from the ocean or atmosphere. The atmosphere and ocean models are coupled 
once every 24 hours. The atmosphere is run first with fixed SSTs throughout the 
clay and the forcing fluxes are accumulated every timestel) .At the end of the 
24 hour period the fluxes are passed to the ocean model which is then run for 
24 hours. The SST and sea ice fields are then passed back to the atmosphere 
model, and the process is repeated. For ease of coupling the coastline used in the 
ocean model is on the atmosphere 3.75° longitude x 2.5° latitude grid. There are 
six ocean grid boxes for each atmosphere grid box and each high latitude ocean 
grid box can have partial ice cover, so grid point interpolation or averaging is 
required before the fields caii be transferred between the two grids. River outflow 
is also included to allow ocean salinity feedbacks via changes over land. Flux 
adjustments are not necessary to produce a stable climate in this model, more 
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details concerning the stability of a control run of this model, are given in section 
4.4. 
4.3 Dynamics and Physics 
4.3.1 Atmosphere 
The atmosphere model of HadCM3 uses the quasi-hydrostatic primitive equations 
of White and Bromley (1995). in these equations the hydrostatic approximation 
is relaxed and the shallow atmosphere approximation is abandoned, allowing the 
inclusion of the coriolis terms and metric terms (due to the rotation of the earth 
and the spherical geometry) whilst ensuring the conservation of energy, angular 
momentum and potential vorticity. 
Many atmospheric processes operate on length scales much smaller than the 
300 km grid point spacing of the atmospheric component of HadCM3. They can-
not therefore be adequately resolved by this model and must be parameterised 
so that their effects on the large scale circulation can be included. Atmospheric 
processes that are parameterised are: 
gravity wave drag, (Gregory et al., 1998). 
convection, an improved scheme which includes direct transport of convection 
on momentum, (Gregory et al., 1997). 
clouds and precipitation, (Smith, 1990),(Gregory and Morris, 1996). 
boundary layer processes. 
HadCM3 also includes sophisticated schemes for the radiation, (Edwards and 
Slingo, 1996), which represents the effects of minor trace gases as well as CO2, 
H2 0 and 03 . Land surface processes are also parameterised, Cox et al. (1998). 
The reader is further referred to Pope et al. (1999) for a thorough discussion of 
the atmosphere model. 
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4.3.2 Ocean 
The HadCM3 ocean model is a primitive equation model based on the widely 
used Bryan-Cox formulation. Therefore the numerical formulation of HadCM3 
is similar to the widely used MOM (Modular Ocean Model) and its variants. 
It is based on the hydrostatic, Boussinesqt primitive equations. The equations 
are discretised in the horizontal and onto a number of vertical levels of variable 
spacing. Vertical velocity is calculated at the level of grid box boundaries. A rigid 
lid formulation is used to filter out fast gravity waves. The rigid lid condition 
allows a streamfunction to be defined for the vertically integrated (barotropic) 
flow and the model velocity calculation is split into barotropic and baroclinic 
parts. 
Vertical (diapycnal) mixing 
The near surface vertical mixing is parameterised by a hybrid approach. The 
mixing of tracers is carried out via a Kraus and Turner (1967) mixed layer sub 
model and momentum via a K-theory scheme. The Kraus and Turner (1967) 
mixed layer model is used to parameterise the effects of surface generated tur-
bulence. The balance between energy available for mixing the water column and 
the potential energy of the column due to stratification is calculated taking into 
account the introduction of buoyancy at the ocean surface. Water is mixed from 
the surface to a level at which no more energy is available for mixing. In the 
layer which is well mixed by the Kraus and Turner (1967) scheme the diffusive 
mixing of tracers is trivial as the water column is already fully mixed. Subsurface 
vertical mixing is mainly achieved by diffusion. In this region, below the surface 
layer, the Pacanowski and Philander (1981) K-Theory parametrisation is used 
for tracers and momentum. A background diffusivity which varies linearly with 
depth is allowed for tracers only. The Rahmstorf (1993) convective adjustment 
scheme is run at the end of every tracer time step. This mixes sections of the 
water column that are statically unstable to provide a profile with no residual 
instability. 
tincluding the assumption of incompressibility 
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Horizontal (isopycnal) mixing 
Momentum mixing is achieved by horizontal diffusion that is latitudinally depen-
dent (for computational reasons). The Griffes et al. (1998) numerical implemen-
tation of the Redi (1982) isopycnal mixing scheme is employed for tracer mixing. 
In the real ocean eddies are thought to mix tracers principally within isopycnal 
surfaces so the scheme of Redi (1982) is more realistic than other, horizontally 
mixing schemes. The Gent and McWilliams (1990) scheme parameterises sub 
gridscale eddy activity by removing potential energy in an adiabatic manner by 
mixing of the isopycnal layer thickness, along isopycnal surfaces. Experiments 
by Wright (1997) have shown that it is not appropriate to set a globally con-
stant thickness coefficient. The scheme used here, to parameterise sub gridscale 
eddy activity, is the formulation of Visbeck et al. (1997), in which the thickness 
diffusion coefficient is determined locally. In addition they suggest a time scale 
for the growth of the eddies. With a spatially and temporally varying thickness 
coefficient the Gent and McWilliams (1990) scheme enhances mixing in the re-
gions of baroclinic instability. This allows the model to maintain the tight density 
gradients in the northern gyres while simulating a significant eddy flux across the 
Antarctic circumpolar current. 
The simple overflow scheme 
One of the major systematic errors in an earlier version of the Hadley centre cou-
pled ocean model was a too zonal North Atlantic Current, (Wright and Gordon, 
1997). In the coupled model this would obviously have grave implications for the 
SST and the simulation of the climate of Europe. This problem was traced to 
erroneous mixing across the Greenland-Iceland-Scotland sill area. Two schemes 
were developed to alleviate this erroneous mixing. The first of Gerdes et al. (1991) 
is a modification of isopycnal mixing. The restriction of a maximum slope is re-
laxed. The diffusivity along the isopycnals is reduced as the slope is increased. 
Another scheme, the Roether et at. (1994) convective adjustment scheme, is also 
used. Instead of mixing an unstable column, as the Rahmstorf (1993) scheme 
does, this scheme places the water at the correct depth in the column of neutral 
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buoyancy and then shuffles up the intervening boxes, rather than working down-
wards as in previous schemes. The idea is that this should preserve water mass 
properties better when convecting dense water down in the deep ocean. A limited 
area, 0°W-45°W, 58°N-70°N is chosen as this covers the region of the sills sep-
arating the Greenland-Iceland-Norway seas from the Atlantic, and hence should 
help improve the properties of the dense water which overflows these sills into the 
North Atlantic. This scheme has not been fully assessed although preliminary 
results suggest that it is an improvement, Gordon et at. (2000). 
4.4 1000 year control run of HadCM3 
The UK Met. Office performed a 1000 year control run of HadCM3, the results of 
which are available from the British Atmospheric Data Centre (May 2001) website 
as part of the COAPEC (Coupled Ocean-Atmosphere Processes and European 
Climate) program. In this run the atmosphere model was initialised with a model 
atmospheric state appropriate to mid September. The ocean temperatures and 
salinities were taken from Levitus and Boyer (1994) and Levitus et at. (1994) 
mean climatology for the month of September. Ocean currents were set to zero 
and initial sea-ice thickness came from a previous model run. All concentrations 
of greenhouse gases and aerosols are set to constants representative of the pre-
industrial era. Variations in solar input are also kept fixed. This makes the 
timescale of this control run essentially arbitrary. 
There are complications with this control climate of which it is necessary to 
remain aware. Firstly the temperature and salinity climatologies are not from a 
pre-industrial era as there is insufficient data from that time. The effect of this 
on providing realistic pre-industrial initial conditions is assumed to be minimal. 
As HadCM3 is simulating a pre-industrial climate, data from this time are ideally 
needed for model evaluation. As these data are also insufficient, post-industrial 
data are used, removing trends due to anthropogenic forcing where necessary. 
There is a drift of the global mean SST in the control run, amounting to -0.009°C 
per century (0.1°C per 1000 years). 
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4.4.1 Comparisons with observations 
Gordon et al. (2000) have compared this control run of HadCM3 with obser-
vations, with particular attention to the simulation of SST, sea ice extents and 
ocean heat transports. Here some of their results are summarised, with empha-
sis on the North Atlantic. The SST and sea ice extents, both in reality and in 
HadCM3, are the central variables through which the atmosphere/ocean/ice cou-
pling takes place. A realistic simulation of these variables is therefore imperative 
for the model to be useful in climate simulations. 
SST 
Comparisons of simulated annual mean SSTs with GISST 2.2 (Global Sea Ice 
and Sea Surface Temperature) observed climatology, show that, in the mean cli-
matology all the major features in the SST field are reproduced. Over much of 
the ocean the accuracy is within 1°C. The GISST dataset is available from the 
British Atmospheric Data Centre (May 2001) and is based on satellite and ship 
data. The shape of horizontal gradients in SST associated with the major currents 
such as the North Atlantic Current, the Kuroshio Current and the Antarctic Cir-
cumpolar Current are maintained. This is an improvement over previous versions 
of the model, which is attributed to the high resolution of the ocean component 
of HadCM3. The major systematic error is a cooling, of about 3°C, over a large 
area of the Pacific. This has been attributed to the Kuroshio current separating 
too far south. The North Atlantic is reasonably well represented, although shifts 
in the high SST gradient areas can cause large local errors. The tracking of the 
North Atlantic Current shows to some extent the northward turn in the isotherms 
to the east of the Grand Banks, that is apparent in observations, but this is still 
underestimated compared to reality. The overall SST pattern is similar to that 
found in other coupled models, which do not require flux adjustments (Barthelet 
et al., 1998), (Boville and Gent, 1998). Figure 4.3 shows isotherms at 450m for 
a: annual mean observations from (Grey et al., 1999) and b: the annual mean 
temperature from 500-650 years in the 1000 year simulation. It can be seen that 
deeper isotherms, at 450 m, also underestimate the northward turn to the east of 
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the Grand Banks. 
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Figure 4.3: a: Climatological mean temperature at 450m, from observed temperature 
data in the North Atlantic, from Grey et al. (1999). b: Climatological mean temperature 
at 450m in the North Atlantic from HadCM3 control run. 
Sea ice 
A realistic simulation of sea ice is important as it insulates the ocean surface and 
there is a strong ice-albedo feedback. By comparing model sea ice extents with 
observations Gordon et al. (2000) show that the seasonal minima of Northern 
Hemisphere sea ice is simulated very well in the HadCM3 simulation. However 
HadCM3 over estimates the maxima. The general features of the sea ice motion 
are captured reasonably well. The simulation is much improved from HadCM2 
simulations due to the North Atlantic Current being much improved, which ad-
vects warmer water into the Norwegian Sea. In reality the flow should split near 
Svalbard but it doesn't, which leads to sea ice being too extensive in the Barents 
Sea. 
Heat transport 
Gordon et al. (2000) have also considered the ability of the ocean model to re-
produce the geographical distribution of global ocean heat transports. They 
compared the meridional heat transport of the simulation in the Atlantic with 
direct ocean observational estimates of the meridional heat transports, measured 
along sections in the North Atlantic, where available. The observations are only 
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regarded as estimates as they make the assumption that the velocity and tem-
perature profiles measured on a single hydrographic section are representative of 
the long term mean velocity and temperature profiles. Thus the system is self 
consistent and heat flux adjustments are not required. Gordon et al. (2000) con-
clude that ocean component of HadCM3 reproduces the main characteristics of 
the observed heat transports. The ocean component of HadCM3 approximately 
maintains the poleward heat transport as implied by the atmosphere component 
of HadCM3. 
4.4.2 Internal variability in HadCM3 
Interannual and interdecadal internal climate variability has a significant impact 
on our society (e.g. the El Niño Southern Oscillation (ENSO)) and it is crucial 
to our understanding of the climate system so that anthropogenic forcing can 
be accurately assessed. Collins et al. (2001) have examined the internal climate 
variability of the HadCM3 1000 year simulation. They show that the standard de-
viation of global mean 1.5 m atmospheric temperature from HadCM3 is in good 
agreement with the standard deviation of the detrended observed interdecadal 
variation. No periodic modes of variability in the HadCM3 global mean temper-
ature were found by Collins et al. (2001), in agreement with observations. The 
tripole pattern of SST (as observed by Deser and Blackmon (1993) for example) 
is observed in the model simulation as a strong signal. The absolute value of the 
observed NAO is within the range of the variability of HadCM3. Figure 4.4 shows 
the NAOI for this control run. By comparing this index with the observed NAOI 
in Chapter 2 (figure 2.5), it can be seen that the rate of change of the NAOI in 
recent years is inconsistent with the natural variability in HadCM3. The period 
500 to 650 years into this control run has an NAOI that most closely resembles 
the NAO variability of recent decades. It is data from this time period that will 
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Figure 4.4: The winter (DiE) NAO index from the HadCM3 control run. The winter 
indices are shown as the grey lines and the 10 year low pass filtered indices are shown as 
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4.4.3 Two periods in the control run 
Two years were selected from the 1000 year control run of HadCM3, that repre-
sented two extreme states of the North Atlantic ocean. It has been mentioned 
earlier that the year of the control run is arbitrary. The years 500 to 1000 in the 
control run are referred to as years 1991 to 2491. 
In the first, year 2079 (588 years into the control run), the gyre was in a spin-down 
state, the North Atlantic Oscillation (NAO) heading towards negative and the 
subtropical - gyre was colder than normal, in general the anomalous properties of 
the North Atlantic in HadCM3 during this time in the control run, were similar 
to the properties of the North Atlantic in the early 1970s (as described, e.g. by 
Curry and McCartney (2001)). The second year was opposite to this, year 2143 
(652 years into the control run), when the gyre was in a spin-up state, the NAO 
was heading positive and the Gulf Stream region was warmer. In general the 
anomalous properties of the North Atlantic in HadCM3 during this time in the 
control run, were similar to the properties of the North Atlantic in the mid 1990s. 
Figure 4.5 shows the temperature anomaly, at 301 m from the HadCM3 December 
climatological temperature (taken from the mean for years 1991-2141) for both 
these years. These anomalies extend into the deeper waters, representing a large 
difference in heat content between the two years. It has been discussed how 
HadCM3 has a good, but not perfect, representation of the temperature in the 
North Atlantic. Thus the experiments performed with this model in this thesis 
take the form of twin experiments. In a twin experiment the model is assumed 
to be perfect and provides its own data for assimilation. Selected data from one 
time in the model run is assimilated into the fields from a second time in the 
model run. The convergence of the unassimilated model fields from the second 
run towards those of the first (truth) run can then be determined. This can show 
what is possible given the dynamics and physics of the system of interest before 
problems of errors in observations and model description are accounted for. A 
twin experiment is therefore likely to give much better results than assimilating 
real data. However, despite the over optimistic results, it is a useful tool for 
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Figure 4.5: a: the difference between the mean December 2079 temperature and the 
HadCM3 climatological December temperature at 301 in, b: The difference between the 
mean December 2143 and the HadCM3 climatological December temperature at 301 rn. 
performance of an assimilation scheme to be evaluated. 
4.5 Summary 
This chapter has dealt with OAGCMs, indicating the present state of climate 
modelling, including the fact that they can be coupled without significant cli-
mate drift or resorting to flux adjustments. In particular HadCM3 has been 
discussed in detail as it will be used in the rest of this work. An introduction 
to HadCM3 has been given and its formulation summarised, including the res-
olution, dynamics and paramneterisat.ions, focusing on the ocean component. A 
1000 year control simulation, completed by the Met. Office, has been discussed. 
A summary of the results of Gordon et at. (2000), who describe how accurately 
HadCM3 can represent the mean climate (in particular SST, sea ice extent, and 
ocean heat transport) is included. Also the results of Collins et at. (2001) have 
been summarised, which explains how well HadCM3 can represent the internal 
climate variability of the coupled ocean atmosphere system. 
One period in the control run has been selected, between 590-650, when it is 
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day variability. Two periods in this 1000 year run have been chosen which best 
represent the state of the ocean in the early 1970s and the early 1990s respectively. 
The next Chapter looks at the salinity and temperature fields of these two years 
in more detail. The T-S relations will be assessed and a twin experiment will be 
performed to examine how predictable the temperature and salinity properties 
are, given limited knowledge of the temperature fields only. 
However, before this is done, Chapter 5 will first discuss temperature/salinity 
relationships in the North Atlantic. A scheme will be described that is applied to 
observed temperature data, and it will be assessed, where possible, by comparison 




The second part of this thesis examines how an assimilation scheme can be used 
to represent decadal scale changes in salinity from knowledge of the temperature 
data. In this chapter a method for estimating the salinity field is described, using 
temperature fields, complete to a depth of 700 m, and a long term climatological 
field, complete to the bottom of the ocean. The scheme was first applied to 
hydrographic data to create climatologies specific to a particular 5 year period, 
in the North Atlantic. The scheme was also applied to data from the HadCM3 
1000 year control run, which has just been described in Chapter 4, and advanced 
to accommodate the movement of fronts north and south. The limitations of this 
approach are discussed along with improvements and possible further work. 
5.1 Introduction 
In the past decades there have been several attempts made at producing a mean 
global climatology, of temperature and salinity, for the world's oceans; (Levitus, 
1982 )  1994), although much of the work in this area has not been global, with 
the Pacific and Atlantic oceans gaining the most attention (Lozier et al., 1995; 
Macdonald et al., 2001). These studies have been largely successful at overcoming 
the problems of very sparse data coverage. Various smoothing techniques have 
been employed to try and complete the data sets in the North Atlantic; Grey 
et al. (1999) for example. These are, at best, a mean climatology, although they 
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are likely to be biased towards periods when the most data were recorded, such 
as the early 1970s when a large amount of data were observed, particularly in the 
Gulf Stream region of the North Atlantic. 
The most widely used climatological hydrography is Levitus (1982) and the up-
dated version Levitus (1994) which are both heavily smoothed and suffer from 
bias towards the periods when there was a more active data sampling. However, 
many studies have shown considerable decadal scale variability in subsurface tem-
perature and salinity in the North Atlantic, (Levitus, 1989b; Grey et al., 2000) 
for example. These studies suggest that simply taking the mean of all the data 
available is not a sophisticated enough method if, for example, a climatology is 
to be used as an initial condition in an ocean circulation model. A method has 
been proposed for the retrieval of subsurface temperature structure from altime-
try, (Grey, 1999). This requires an initial climatology. A climatology specific to 
the period covered by the altimetry will clearly give better results than a long 
term averaged climatology. 
The salinity and temperature data throughout the water column are too sparse 
to create a complete climatology from direct measurements in a particular pentad 
or even decade in the North Atlantic. However enough temperature data have 
been collected to create temperature fields, averaged over 5 year periods, complete 
to 700 m from 0°N-70°N in the North Atlantic, (Grey, 1999). The salinity data 
are much more sparse. It is the aim here to provide a salinity field for a given 
temperature field which, for a particular period, is closer to the true salinity 
field than the long term climatological salinity field. This is possible because 
temperature-salinity relationships in the thermocline do not change much over 
time, (Emery and Dewar, 1982). The temperature field is also extended to the 
bottom of the ocean. 
The next section will describe the background of this subject, explaining why it 
is important to update the salinity and also detailing the data sets used. Sec-
tion 5.2 describes the method applied along with results, section 5.3 describes 
the results of applying the scheme to data from HadCM3, section 5.4 explains 
an advancement of the original scheme and shows how it can better represent 
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temperature and salinity in certain areas and finally section 5.5 summarises and 
discusses the work presented in this Chapter. 
5.1.1 Background 
The problem of determining salinity from temperature fields is very similar to 
that of assimilation of temperature data into ocean models. Many models still 
leave the climatological/model salinity field unchanged when temperature is as-
similated. This is because measurements of salini-ty are much more scarce than 
measurements of temperature, so often there are no data to assimilate. It is im-
portant to update the salinity field in a model whenever the temperature field is 
updated as salinity plays a part in the ocean circulation especially at high lati-
tudes (see Chapter 2). The inclusion of salinity variations in ocean models has 
also been shown to have a discernible effect on temperature, density and velocity 
fields in tropical ocean models, (Cooper, 1988). 
Temperature is the dominant regulator of density in the ocean but salinity also 
has an effect. A useful rule of thumb is that a 1 psu change in salinity (S) has 
roughly the same effect on density (p) that a -5°C change in temperature (T) or 
a 200 dbar (200 m) change in pressure (P) has, which is to increase the density by 
1 kg m 3 . The relationship between these variables is by no means linear. Figure 
5.1 shows how the potential density is related to T and S. It can be seen in figure 
5.1 how the spacing of the isopycnals (density gradient) varies with T and S. 
Where the isopycnals are closest together the density gradient is highest. ,From 
figure 5.1 it can be seen that the same temperature change (at a constant S) will 
have a larger effect on density in warm water than in cold water. Conversely for 
a fixed T, a change in salinity has much the same effect in salty water as it does 
in less salty water. 
If the salinity is not accurately represented then the density will not be accu- 
rately represented either, and thus the circulation will be adversely affected. A 
tThis can be explained more succinctly by stating that the thermal expansion coefficient of 
sea water increases with increasing temperature, whereas the salinity 'expansion' coefficient is 
almost unaffected by changing salinity, (Gill, 1982). 
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Figure 5.1: Potential density as a function of temperature and salinity. Conventionally, 
the density is displayed as (p - 1000) kg m 3 . 
poor representation of salinity can also lead to instabilities in the water column, 
resulting in more mixing than occurs in reality, diluting the water properties and 
affecting the circulation. 
The aim of assimilation is to try to correct the water mass properties in the 
model/climatology, and make them closer to true water mass properties. If the 
salinity is not updated then water masses, with properties that are not found 
anywhere in the region, could be introduced to the ocean. The initial error in 
the model (the disparity between the observed temperature profile and modelled 
temperature profile) could be due to the movement of water masses, rather than 
the altered properties of water masses. By altering the temperature but not the 
salinity, the properties of the water masses are being changed. The salinity needs 
to be updated to avoid creating water masses with T and S properties that are 
not found anywhere in that area of ocean. In effect the problem can be made 
worse with a univariatel assimilation than with no assimilation at all. 
The technique used here is based on the assimilation method of Troccoli and 
Haines (1999). If the salinity could be expressed as a single-valued function 
I  univariate scheme is one where only the temperature (a single variable) is modified. 
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of temperature (S(T)) then knowing this function would allow the salinity to be 
determined. This solution is only possible in areas where the temperature-salinity 
(T-S) relationship does not vary much with time. This is not always true but there 
is observational evidence that the T-S relationship is preserved over many parts of 
the North Atlantic. Emery and Dewar (1982) examined all the hydrographic data 
available in 1982, south of 60°N, (some 38,000 casts in the North Atlantic) for T-S 
relationships. They found that T(S) preservation was strongest in the subtropical 
gyre, with a lower correlation off the south and east coasts of Newfoundland. 
They concluded that T(S) preservation was more representative than the salinity 
being a single-valued function of depth (S(Z) preservation), in all areas, south 
of 60°N, except in the Labrador Sea. The work of Levitus (1989b) also showed, 
that at intermediate depths (down to 1000 m), in the subtropical gyre, the T and 
S were correlated, and much of the variability between the two pentads was due 
to displacements in the potential density surfaces. It is on this assumption that 
the work in this chapter is based. It must be noted that where this assumption 
is not valid then the reconstructed salinity fields are not valid. For this method 
to work a good T-S relationship is required for the North Atlantic. 
5.1.2 Data 
The North Atlantic climatology of Grey et al. (1999) was used for the work in this 
Chapter. This is a smoothed version of the climatology described in Lozier et al. 
(1995). Grey et al. (1999) produced fields of the irregularly spaced temperature 
and salinity data, from Lozier et al. (1995), on a one-degree resolution grid on 
potential density surfaces. This unsmoothed climatology contains large gaps in 
the field. Grey et al. (1999) filled the gaps in these data and smoothed the data on 
isopycnal surfaces to avoid any unrealistic mixing of water masses. Smoothing was 
kept to less than 2°, in all directions, to preserve the resolution. The climatology 
was completed on the following, 79, depth levels, 0, 10, 20, 30, 50, 75, 100, 125, 
150, 200, 250, 300 m and then every 100 m. The boundaries of the data are 90°W 
and 20°E in longitude and 0°N and 70°N in latitude. 
Hereafter, this climatology will be referred to as CO (T, S), when referring to both 
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properties, or C0 (T),C0 (S), when only one of the properties is being referred to. 
Figure 5.2 shows the temperature from the C0 (T) at 400 m and the temperature 
from Levitus (1982) at 400 m. It can be seen how the C0 (T) is much less diffuse 
than the Levitus (1982), maintaining the sharp temperature gradients in the Gulf 
Stream region in particular. Also more subtle features, such as the Northwest 
corner (Worthington, 1976; Krauss, 1986) are resolved in the CO (T) but not in 
Levitus (1982). 
The temperature fields for the pentads 1970-74 and 1990-94 were compiled from 
all available temperature data in the North Atlantic by Grey et al. (2000). These 
data were mainly taken from XBTs, but there were also data from MBTs, and 
CTDs. Grey et al. (2000) used an objective analysis mapping technique to pro-
duce the fields on a regular 10  x 10  grid from the irregularly spaced data. All 
processing was performed on potential density surfaces thus unrealistic mixing of 
water masses was avoided. 
The temperature fields for both pentads are complete to a depth of at least 700 m, 
on the same depth levels as the CO (T, S). These are essentially the same data 
that were used for the analysis of Rossby waves presented in Chapter 3. 
5.2 Method 
The method of modifying the climatological salinity field, QS), and extending 
the temperature field to the bottom of the ocean is the same as that used by 
Troccoli and Haines (1999) for assimilating temperature data into an ocean model. 
Each profile is modified individually thus it is possible to explain the method in 
terms of a single profile. This method can then be applied to every profile that 
is to be adjusted. The vertical extent of the temperature fields is 700m. The 
most basic approach, when constructing the new temperature field, would be to 
leave the new climatology below 700 in unchanged from the C0 (T). However, the 
same approach that Troccoli and Haines (1999) used is implemented here. This 
approach requires that the deepest temperature available in the temperature field 





Figure 5.2: Temperature at 400m from a: the G(T) and b: Levitus (1982). 
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whole of the cO (T, S) water column until the temperature of the two columns 
match. This method preserves the T-S relationship below 700 m, although T and 
S can be changed as a function of depth. This method allows for the fact that 
isopycnals are often displaced below the depth to which observations extend, by 
first mode baroclinic Rossby waves, for example. The main advantage of this 
vertical displacement method over leaving the climatology unchanged is that it 
avoids producing any instabilities, and therefore convection, in the lower water 
column. In the event that the water column is lifted (adding water mass to the 
bottom) it is assumed that the properties of the added water mass are the same 
as the deepest water in the column. In the abyssal waters, where the modification 
time is many years, this is a reasonable assumption. The maximum distance that 
the scheme will lift or lower a profile is 200 m. 
To complete the climatology the salinity above 700 m is needed. The major 
assumption made here is that the background T-S relationship is preserved from 
QT, S). The new salinity field is constructed by matching each point in the 
temperature profile to the temperature in the QT). The only direction of search 
is in the vertical, up to 200 in above and below the point in question. When a 
match is found the salinity at this point is taken for the new salinity field. Thus, 
for any particular profile, the new salinity profile is not a vertically displaced 
version of the C0 (S) but has been compressed and stretched in the same manner 
as the temperature profile. 
Figure 5.3 shows an exaggerated sketch of the method just described, being ap-
plied to typical T and S profiles in the subtropical gyre. As an example of this 
method, the new temperature profile in figure 5.3, is not the same shape as the 
C0 (T) profile in figure 5.3 so it is not valid to simply lift or lower the whole C0 (S) 
profile to create the new salinity profile. At position A the profile has been ver-
tically displaced by 30 in and so the C0 (S) profile is also displaced downwards 
by 30 m by the application of this scheme. However, at position B, the vertical 
displacement is 80 m, thus the displacement of the C0 (S) profile will also be 80 m 
at this point. This shows how the displacement is not necessarily the same for 
all depths in the profile. The displacement does not even necessarily need to be 



















Figure 5.3: This sketch shows a typical QT, S) profile (blue) of temperature (on the left) 
and salinity (on the right) in the subtropical gyre. The solid lines represent the observed 
parts of the profiles and the dotted lines the derived profiles. In the temperature graph the 
red line suggests a temperature profile from a time when the gyre was warmer than the 
QT). The corresponding constructed salinity profile is shown in red in the salinity graph. 
The drawing is exaggerated for clarity and shows how the salinity profile is constructed 
according to the difference between the temperature of the two water masses. The vertical 
distance at A is 30 in and at B is 80 in. The shaded area is the mixed layer. 
Some of the problems with this method are also highlighted in figure 5.3. In 
the mixed layer, which can be deeper than 200 in in places (see figure 3.4), the 
T-S relationship cannot be assumed constant. This is because the salinity and 
temperature are affected by interaction with the atmosphere; solar heating, pre-
cipitation and evaporation cause changes in both the temperature and salinity 
structure of the mixed layer and seasonal therrnocline. Therefore in the upper 
waters, where water formation occurs, it cannot he assumed that the T-S rela-
tionship is constant over time. 
There is no real solution to this problem with the data available. The most ob- 
vious option is to leave the c0 (S) unchanged in the mixed layer. The problem 
with leaving the salinity unchanged from C0 (S) in the mixed layer is that this 
can lead to instabilities in the water column. If the salinity is changed in the 
Although the temperature in the mixed layer can be non-monotonic, the data here are 
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mixed layer as described above then this leads to a uniform salinity in the mixed 
layer if the new temperature at the surface is warmer than the C0 (T). As long as 
the temperature field is monotonic (i.e. decreasing continuously with depth) this 
should not lead to instabilities in the water column. There are some cases where 
the temperature profile is non-monotonic, that is S=S(T) is not unique. This is 
mostly true north of 40°N, or, in areas of high salinity, such as the eastern At-
lantic, (Emery and Dewar, 1982). However, it is normally possible to distinguish 
between these water mass properties according to their depth. In these cases 
the salinity is recovered from the nearest temperature point in depth. When a 
temperature profile is identified as being non-monotonic the method is altered 
slightly to identify the temperature closest in depth rather than simply the po-
sition of the closest temperature. That is the scheme will search for the closest 
position where the temperature is within 0.05°C. 
The method described above could be applied to any temperature field where the 
T-S relationship is assumed constant, and a T-S climatology is available. Due to 
the simple nature of the adjustment this scheme is computationally very cheap 
to apply. 
5.2.1 Application of the Scheme 
The temperature fields that the above scheme was applied to in this study were for 
the pentads 1970-74 and 1990-94 in the North Atlantic, as described in section 
5.1.2. The resulting climatologies will be referred to as 70(T,S) and 90(T,S) 
respectively. The reasons for studying these two pentads are to do with the 
varying strength of the circulation at these times, as discussed in Chapter 2. 
The scheme could easily be applied to any of the pentad temperature fields avail-
able in the North Atlantic, to create time specific climatologies for any period 
for which there are data available. Figure 5.4 shows the temperature and salin-
ity profiles through the subtropical gyre at 45°W for the CO (T, S). The steep 
isopleths around 40°N, in both diagrams, represent the sharp wall of the Gulf 
averaged over five year periods so there is not expected to be any non-monotonicity in the 
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Figure 5.4: QT, S) profiles at 45°W of a: temperature and b: salinity. 
Stream. Figure 5.5 shows the potential density at 45°W for the CO (T, S). This is 
calculated from the temperature and salinity in figure 5.4, using the equation of 
state for sea water from, Millero et at. (1980), who derived this equation of state 
by experiment.-.From figures 5.4 and 5.5 it can be seen that it is the temper- 
I 
Figure 5.5: Potential density profiles at 45°W, from the CO (T, S). Note that density is 
displayed as (p - 1000) kg m 	for ease of use. 
attire that dominates the potential density structure at this latitude. The blue 
colour in figures 5.4 a and b corresponds to the direction of increasing effect of 
the property on density. Thus the salty gyre offsets the effect of the temperature 
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periods where there was a more active sampling policy. There is no salinity field 
available to assess this assumption but there is an unbiased mean temperature 
field of the upper North Atlantic, constructed from the mean of non-overlapping 
pentads from 1950-94, using all time temperature data available. Figure 5.6 
shows the unbiased mean temperature minus the C0 (T) at 400 m across the North 





Figure 5.6: The temperature difference between the unbiased mean temperature at 400 in 
and the C0 (T). 
warmer in the unbiased mean than in the C'0 (T), probably due to more active 
sampling in colder periods as previously discussed. Figure .5.6 shows that the 
temperature field in the climatology (C0 (T, S)) was biased to cold periods and 
therefore confirms the need for an unbiased, or time specific. climatology. This 
does not affect the ability of the CO (T, S) to provide a T-S relationship which is 
the quantity which will be used for this work. 
This is the mean temperature field that was used to find the temperature anomalies, during 
the Rossby wave analysis in Chapter 3. 
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Figure 5.7 shows the difference between the observed temperature fields, described 
in section 5.1.2, and the C0 (T) for the two pentads, 1970-74 and 1990-94 at 400 m. 
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Figure 3.7: Observed temperature differences from the CO (T) at 400ni for a: 1970-74 
and b: 1990-94. 
1990s (figure 5.7b) than in the C0 (T). The subtropical gyre is colder in the west in 
the 1970s (figure 5.7a) but slightly warmer in the east. There is also some warming 
south-cast of the Grand Banks in both •5.7a and b. If the temperature anomalies 
in figure 5.7a and b are compared with the temperature differences in figure 5.6 
it can be seen that the unbiased mean temperature is warmer than the C,(T) in 
this area, suggesting that the temperature may, in fact, be around the average in 
this area (in both 1970-74 and 1990-94), rather than anomalously warm as figure 
3.7a and b suggests. Figure 3.7 shows the observed temperature differences, it is 
obvious that there are large changes in the temperatures between these pentads, 
and compared with the climatology, (remarked upon in the literature as discussed 
in Chapter 2). This again justifies the need for a time specific climatology. Figure 
5.8 shows the difference between the constructed salinity fields for the pentads 
1970-74 and 1990-94 and the C0 (S) at 400111. The patterns of salinity anomaly 
in figure 5.8 are similar to the patterns of temperature anomaly in figure 3.7. 
The gyre is saltier in the 1990s and less salty in the 1970s. The overall pattern 
is what is expected, considering how the scheme has been applied. There are 
areas. North of 30°N, in the Labrador Sea, where there are isolated large salinity 
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Figure 5.8: Constructed salinity differences from the G0 (S) at 400 ill for a: 1970-74 and 
b: 1990-94. 
anomalies. It will be discussed later in this Chapter whether the assumption of 
T-S preservation can sensibly be used in these regions. 
Cross sections through the subtropical gyre at 45°\V are now studied. This cross 
section transects some of the large temperature differences, at 400 m, between 
the two pentads and is therefore an interesting section to examine. The following 
figures, 5.9 to 5.12 show the results of applying the scheme to the penta.dal tem-
perature fields. 1990-94 and 1970-74. These figures show temperature, salinity 
and the potential density for these t imeperiocis. The main feature present in 




I 	II I )(Till IIF( 	-s1il I il 	I H )tI 
1 	 25.5 












20 	 30 	 '0 	 50 	 10 
Figure 5.11: Temperature and salinity profiles at 45°W for 1970-74. 
all the above figures 5.9 to 5.12 is a wall around 40°N where the gradient of the 
temperature/salinity/density is very sharp. Temperature (figures 5.9a and 5.11a) 
can be seen to decrease with depth. density (figures 5.10 and 5.12) increases with 
depth. and salinity (figures 5.9b and 5.11b) generally decreases with depth but 
not without exception. 
This steepening of the isopleths, in 90(T,S) (figure 5.9) compared with 70(T,S) 
(figure 5.11), suggests a strengthening of the Gulf Stream between the two pentads 
as has been discussed in Chapter 2. Between 30°N and 40°N the isotherms are 
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Figure 5.12: Density profile at 45°W for 1970-74. 
much lower (UI)  to 150 m) in the 1990s (figure 5.9 a) compared to the 1970s (figure 
5.11 a). This too is evident in the constructed salinity profiles (figures 5.9 b and 
5.11 b). 
Figure 5.13 shows the difference between the observed pentad temperatures, 
70(T) and 90(T), and the C0 (T) at 45°W. It can be seen how that the cooling 
in 1970-74 at 40°N and the warming in 1990-94 extends throughout the upper 
waters (figures 5.13a and b respectively). These two large changes were observed 
Figure 5.13: Observed temperature differences from the C, at 45°W for a: 1970-74 and 
b: 1990-94. 
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to a depth of 700 m. Below 700 in the temperature field was not complete and 
so had to be constructed using the scheme described earlier. It can be seen that 
in most areas the temperature difference is small below 700 m, indicating that 
the C0 (T) profile was not displaced a long way. However around 30°N-40°N, in 
1970-74 (figure 5.13a), there is a large temperature anomaly that extends to a 
depth of at least 1400 m. This cold anomaly corresponds to a lifting of the ther-
mocline, bringing colder water up. There is also a warm anomaly around 45°N 
that corresponds to a lowering of the thermocline, in the upper waters. This high-
lights how the front is a different shape in the 1970-74 temperature data than in 
the C0 (T). It is this kind of difference that the assimilation scheme is aiming to 
address. In the 1990-94 temperature profile (figure 5.13b), it can be seen that 
the scheme continues the anomalous warm front, observed in the upper 700 m, of 
greater than 0.5°C, to depths of almost 1000 in at 40°N, 45°W. This corresponds 
to a lowering of the deep water column by almost 200 m. Thus the temperature 
is adjusted by more than 0.1'C to a depth of at least 1400 m. 
These deep temperature changes indicate large heat content differences between 
the two pentads. It is clearly important to achieve a realistic salinity field if the 
differences in the circulation of the subtropical gyre are to be modelled. The 
area of the Gulf Stream is of special importance, in particular it is important to 
achieve realistic temperature and salinity gradients. 
Figure 5.14 shows the difference between the constructed pentad salinity and the 
C0 (S) at 45°W for 1970-74 (a) and 1990-94 (b). It can be seen that there are 
several areas (in figure 5.14a) where the salinity, 70(S), has been increased from 
the C0 (S) in some parts of the profile, while decreased in others. This is the effect 
of the different shapes of the temperature profiles. There is a large reduction in 
salinity in the Gulf Stream, at 45°W, 40°N, but also a slight increase at 45°N, 
suggesting the differing shape of the front. Figure 5.14b also shows the salinity 
difference between the 90 (S) and the C, (S). This shows a large increase in salinity 
in the Gulf Stream, it also shows again how the salinity can be increased at one 
depth and reduced at another. 
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Figure 5.14: Constructed salinity differences from the c<,( S) at 45°W for a: 1970-74 and 
b: 1990-94. 
and the cO (T, S) at 45°W, for 1970-74 (a) and 1990-94 (b). It can be seen that 
Figure 5.13: Constructed density differences from the cO (T, S) at 45'W for a: 1970-74 
and b: 1990-94. 
although the potential density is dominated by the temperature distribution, 
there is some effect of the salinity - particularly in the far north. In the north 
the salinity has a high variability while the temperature is much more uniform. 
This fact. combined with the fact that the thermal expansion coefficient is sinail 
in very cold waters, also adds to the salinity challenging the temperature for 
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Figure 5.16 shows the displacement of the lower water column, below 700 in, 
of tile CO (T, S) when creating the 70(TS) a and 90(T,S) b. It can be seen 
Figure 5.16: The displacement of the CO3 (T, S) water column below 700111 for a: the 
1970-74 and b: the 1990-94, using this scheme. 
that in the 1970s (figure 5.16 a), south of 50'T\, the displacement was rarely 
greater than 50 in, suggesting that the pentad temperature was not vastly different 
at 700 m than the QT). In the subtropical gyre the lower waters were lifted 
slightly, to account for the cooler temperatures, elsewhere the lower waters were 
lowered slightly. The exception is in the Labrador Sea, where the displacement 
was up to 200 in. This suggests large temperature differences between the pentad 
temperature and the C0 (T). In the construction of the 90(T,S) the lower water 
columns of G0 (T, S) were lowered over most of the subtropical gyre, in places this 
represented a displacement of up to 200 m. This represents the fact that it was 
much warmer in the 1990s than in the C 1 (T). Again in the far north there were 
large displacements over large areas. 
It is suggested that the need for such large displacements in the Gulf Stream 
region in the 1990s are realistic, given figures 5.9a and 5.11a. there are areas 
where the isotherms appear to have been lifted by more than 150 in. However the 
large changes in the Labrador Sea do not appear to be very realistic as they change 
sign in adjacent areas. and we have seen that the stratification is not very great 
in these areas. It is proposed that a match is not 101111(1 closer than 200 m because 
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there have been large changes in the water mass properties in this area. Thus it 
is proposed that the scheme is not advantageous in these areas at reconstructing 
the lower temperature and salinity profiles. Other authors (Emery and Dewar 
(1982); Troccoli and Haines (1999)) have also suggested that this method is not 
valid in these areas. 
5.2.2 Validation 
The question remains;. is this rn ore representative of the salinity at that time, in 
the North Atlantic? In order to try and validate these results, the temperature 
and salinity profiles were compared with individual CTD profiles, in the two 
periods, in four different areas across the North Atlantic. Although the seasonal 
layer is not going to be well represented the shape of the profiles in the permanent 
thermocline should be better constructed. 
In total, in the North Atlantic, 12 051 stations, measuring temperature and salin-
ity were available between 0°N and 70°N in the period 1970-74, which extended 
to a depth of at least 700 m. (This is comparable to the number of tempera-
ture observations at 30.5-34.5°N in the same timescale, see section 3.2.3). This 
is enough measurements to give a complete coverage of the North Atlantic with 
a 10 x 10  resolution. However the measurements are not in a systematic order 
and there are large areas, particularly in the open ocean, which are unsampled 
throughout the five year period. The other factor is that the measurements are 
not necessarily complete at all depth levels to a depth of 700 m. 11 The positions 
of these stations are shown in figure 5.17a. It can be seen how the Gulf Stream 
region (red) was the best sampled area in this period, with 4 467 observations, 
followed by the tropics (3 559, yellow), polar (2 790, blue) and subtropical gyre 
(1 235, green). The number of stations, measuring both T and 5, available in the 
1990s was much less than in the 1970s although it is possible that not all of the 
data observed are available for public access yet. Figure 5.17b shows the position 
of the observations that recorded to a depth of 700 m or more. Again the Gulf 
tOnly 369 (in 1970-74) and 234 (in 1990-94) observations which measured T and S to a 
depth of 700 m, recorded both T and S at every depth that the climatologies are on. 
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Figure 5.17: The positions of CTD and bottle observations in the period a: 1970-74 
and b: 1990-94. The colours denote different regions for comparison, red, green, blue and 
yellow represent the Gulf Stream, subtropical gyre, polar and tropical regions respectively. 
stream region (red) is the most actively sampled area, NA- ith 1 867 observations, 
followed by the polar region (1553, blue), the subtropical gyre (763, green) and 
the tropics (156, yellow). 
Table 5.1 shows how the climatology (70(T,S)) compares with the CTD observa-
tions made in the 1970s, plotted in figure 5.17a. The four columns in table 5.1 
Gulf Stream Tropics I Subtropical [Polar] 
C,, (T) (°C) 1.22 0.31 0.16 0.38 
70(1)(°C) 1.15 0.34 0.46 0.34 
change in 6(T)(%) -6 0 0 -12 
C0 (S) (psii) 0.161 0.064 0.087 0.046 
70(S)(psu) 0.161 0.062 0.088 0.060 
change in S(S)(%) 0 -3 +1 +30 
Table 5.1: Comparisons between temperature and salinity data measured by CTDs in 
the 1970s in the different regions. The first row is the RMS difference between the 
CTD temperature and the ((T), the second row is the RMS difference between the 
CTD temperature and the 70(T), the third row is the improvement (as a percentage) 
between the C0 (T) and the 70(T) temperature. The fourth row is the RMS difference 
between the CTD temperature and the C'($'), the fifth row is the RMS difference 
between the CTD temperature and the 70(S), the sixth row is the improvement (as 
a percentage) between the (',(S) and the 70(5) salinity. 
represent the four different areas highlighted in figure 5. 17. the Gulf Stream. the 
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tropics, the subtropical gyre and the polar region. The numbers are the RMS 
temperature/salinity difference between the observed profiles in the relevant area 
and the climatology in that area. Thus the smaller the number in table 5.1 then 
the better the climatology relates to the CTD profiles of temperature or salinity. 
The initial aim of this work was to create a time specific climatology, that was 
a better representation of the ocean at the time than the QT, S), rather than 
represent a specific profile. To quantify the results table 5.1 also shows the per-
centage change between the c0 (T, S) and the 70(T,S). A negative value represents 
an improvement over the QT, S), overall in that area. 
Table 5.2 shows how the climatology (90(T,S)) compares with the CTD obser-
vations taken in the 1990s, plotted in figure 5.17b. The numbers are calculated 
as for table 5.1, the only difference is that the constructed climatology and the 
CTDs are representative of the 1990s rather than the 1970s. 
Gulf Stream I Tropics I Subtropical I Polar 
C. (T) (°C) 1.15 0.43 0.51 0.55 
90(T) (°C) 1.02 0.42 0.48 0.46 
change in 6 (T)(%) -13 -2 -6 -20 
C0 (S) (psu) 0.154 0.082 0.092 0.065 
90(S) (psu) 0.146 0.082 0.090 0.070 
change in 6(S)(%) -5 0 -2 +8 
Table 5.2: Comparisons between temperature and salinity data measured by CTDs in 
the 1990s in the different regions. The first row is the RMS difference between the 
CTD temperature and the C0 (T), the second row is the RMS difference between the 
CTD temperature and the 90(T), the third row is the improvement (as a percentage) 
between the C0 (T) and the 90(T) temperature. The fourth row is the RMS difference 
between the CTD temperature and the C0 (S), the fifth row is the RMS difference 
between the CTD temperature and the 90(S), the sixth row is the improvement (as 
a percentage) between the C0 (S) and the 90(S) salinity. 
The temperature results in tables 5.1 and 5.2 are examined first, comparing tem-
perature profiles from the CTDs with the climatologies. In all areas, in both 
the 1990s and the 1970s, the constructed climatology temperatures represent the 
observed temperature measurements as well as, or better than the C0 (T) (i.e. the 
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RMS difference is 0 or less). In all four areas the improvement is greater in the 
1990s than in the 1970s. This is likely due to the fact that the temperature in 
the 1990s was less like the C0 (T) than the 1970s temperatures were, so there was 
more room for improvement. It is expected that there would be an improvement 
as the temperature profiles for the upper layers were direct from observations. 
There is no change in the improvement between 70(T) and C0 (T) in the subtrop-
ical gyre and the tropics. This is probably due to the small differences between 
the 70(T) and CO (T) in these areas. 
The observed salinity profiles from the CTDs were also compared with all the 
climatologies. In tables 5.1 and 5.2 it can be seen that there were improvements, 
or no change in the Gulf Stream region and the tropics for both pentads, when 
comparing the 70(S), 90(5) with C0 (S). The subtropical gyre salinity was slightly 
improved in 90(S) but slightly worsened in 70(5). The largest improvement was 
in the Gulf Stream region in the 1990s. The most noticeable difference was in 
the polar region. Here the representation of salinity was better in the QT, S) 
than in the 70(S) and the 90(5). The difficulty with attempting to construct the 
salinity at high latitudes is that it is an area of deep mixed layers, and much 
overturning. Thus determining the salinity using this simple method is unlikely 
to be effective. Emery and Dewar (1982) suggested that the salinity should be 
left unchanged, as a S(Z) persistence (that is salinity depth preservation) is far 
more likely than S(T) preservation, north of 50°N in the North Atlantic. This is 
confirmed in the results in tables 5.1 and 5.2, where S(Z) persistence (keeping the 
S unchanged from the QT, S)) gives better results than T(S) preservation. The 
following is a proposal of how best to deal with the northern North Atlantic. The 
temperature field is greatly improved in the polar regions, as direct observations 
are available here, so it would be wasteful not to use them. The water mass 
properties would be changed in the polar regions if the C0 (S) and 70(T)/90(T) 
were used together. However it cannot be assumed that the water mass properties 
are not changed in these regions as it is an area of water formation. If the salinity 
was to be unchanged from the C0 (S) then it should be ensured that the density 
is monotonic with depth. To ensure that the density is monotonic the density 
is calculated for each depth. If the density is higher, at a certain depth, than 
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the density immediately below that depth, the salinity is adjusted (decreased) 
slightly, until the potential density is lower than at the point below it. This would 
ensure that the potential density is monotonic throughout the water column. This 
method allows the observed temperature field to be utilised without introducing 
any instabilities into the water column. The lower water column would also 
have to be lifted/lowered, to prevent any instabilities occurring below the level 
of observed temperatures. 
To conclude, in general the temperature fields are more representative of the 
North Atlantic for the specific time than the QT), particularly in areas of high 
variability, (the polar regions and the Gulf Stream), where the improvement is up 
to 20 %, or 0.13°C. This is an average improvement for every point in the profile, 
for every CTD observed. In the 1990s the salinity fields are slightly improved in 
the Gulf Stream region and the subtropical gyre, there is no improvement in the 
tropics but there were very few observations for comparison in this region. In the 
1970s the salinity fields are only improved in the tropics, with no improvement in 
the Gulf Stream and subtropical gyre region being slightly less well represented 
in the 70(5) than the C0 (S). In the polar regions in both pentads the assimilation 
scheme had a detrimental affect on the salinity representation, as discussed earlier. 
The eventual aim of research in this area is to assimilate temperature and salinity 
data into a coupled model. A coupled model, HadCM3, has been described in 
Chapter 4 which represents the climate variability with a reasonable degree of 
accuracy. The next section describes how the above assimilation scheme has 
been applied to data from HadCM3. This will investigate whether T-S relations 
are conserved in HadCM3, as they are in some areas of real ocean, and thus is the 
first step to validating whether this scheme can be used to assimilate observed 
data into HadCM3. 
5.3 Temperature assimilation in HadCM3 
This section describes how the scheme was applied to HadCM3 data. The two 
years that were selected from the 1000 year control run of HadCM3, represented 
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two extreme states of the North Atlantic ocean. In the first, year 2079, the 
anomalous properties of the North Atlantic in HadCM3 during this time were 
similar to the properties of the North Atlantic in the early 1970s. The second year 
was opposite to this, year 2143, the anomalous properties of the North Atlantic in 
HadCM3 during this time in the control run, were similar to the properties of the 
North Atlantic in the mid 1990s. These two years were described in more detail in 
Chapter 4. A twin experiment is used here for the reasons described in Chapter 
4. Selected data from one time in the model run (1/12/2143) is assimilated into 
the fields from a second time in the model run (1/12/2079). The convergence 
of the unassimilated model fields from the second run towards those of the first 
(truth) run can then be determined. 
The assimilation scheme used was that of Troccoli and Haines (1999) described in 
Section 5.2. This scheme was implemented over the North Atlantic from 0°N to 
90°N. A 3D salinity field was constructed for the year 2143 using the full temper -
ature and salinity fields for the year 2079 as the known climatology (QT, S)), 
the upper temperature field from the year 2143 and the scheme described in Sec-
tion 5.2. The temperature in the upper 12 model levels from year 2143 were 
used as the 'observed' temperature field, representing the upper ocean to a depth 
of 666 m. This depth was chosen as cutoff because it is the model level that is 
closest to the typical XBT depth of 798 m; the next model depth level is 995 m. 
As well as reconstructing the 3D salinity field for the year 2143, the temperature 
field was completed from 666 m down to the bottom of the ocean. The limit of 
the search was the same as used in Section 5.2, +200m in the vertical. 
The following sections assess the scheme with HadCM3 data. To clarify what 
has been done, and hopefully avoid confusion, the temperature and salinity fields 
from 2143 will be referred to as 'truth', the T and S fields from 1/12/2079 as 
'pre-assimilation' and the reconstructed T and S fields as 'reconstructed'. 
5.3.1 Evaluation of the salinity fields 
One of the advantages of using a twin experiment is that the performance of 
an assimilation scheme can be comprehensively assessed. In this section the 
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reconstructed salinities with the truth salinities. 
The difference between the true salinity field and the reconstructed salinity field 
at a depth of 301 rn in the North Atlantic is shown in figure 5.18a. Figure 
5.18b shows the initial salinity difference between the two years (truth minus 






Figure 5.18: a: Truth - reconstructed salinity difference at 301m. b: Truth - pre-
assimilation salinity difference at 301 m. 
but still in the upper waters where the 'true" values of temperature have been 
used. If the scheme worked perfectly then the result would be that the salinity 
difference in figure 5.18a would be zero. Although it is unrealistic to expect this 
for the whole North Atlantic it is hoped that the salinity has been changed from 
the pre-assimilation starting point, to better represent the true salinity. In other 
words the difference in salinity in figure 5. 18a should be smaller than the salinity 
difference in figure 5.18b if the scheme has worked at all. It can be seen in figure 
5.18 that over much of the North Atlantic. south of 40N. there is an improve-
rnent of up to 0.2 psu in the representation of salinity. However, there are also 
large areas north of 40°N where the representation of salinity is not improved 
between figures 5.18a and b. In particular there is a large area in the region 
43°N-50°N. 40°W-50°\V where the salinity was not correctly reconstructed. This 
area was studied in more detail to see if the scheme could be improved to acdu- 
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rately represent the salinity in this area. In this area, east of Newfoundland, the 
reconstructed salinity is not improved at all from the pre-assimilation salinity. 
On examination it was found that the scheme reached the limits of the search, 
that is it could not find a match in temperature within +200 m. In this event, 
where no temperature match was found, the value of salinity used for the re-
construction was the value of salinity, at that position, from the pre-assimilation 
field. Thus there is no change in the salinity, in this region, between figures 5.18a 
and b. To investigate the cause of this large salinity difference, latitude-depth 
sections were plotted through the middle of this anomaly, at 45°W. Figure 5.19a 
shows a latitude-depth plot of the truth temperature and figure 5.19b shows the 
pre-assimilation temperature, both at 45°W. There is a warm front present in 
both these diagrams. However in the truth (5.19a) the edge of the front is several 
degrees further north than in the pre-assimilation. This is the cause of the large 
temperature anomalies east of Newfoundland observed in figure 4.5b. It can be 
seen that the warm front changes position between the two years. Figure 5.20a 
and b show cross sections of salinity at 45°W for the two periods. The front can 
also be seen clearly in two different positions in these figures (5.20a and b). It 
would appear from studying figures 5.19 and 5.20 that if the position of the front 
was known (from temperature data) then the salinity could be determined more 
accurately. 
5.4 Additions to the scheme 
Woodgate (1997) suggests a thought experiment which is essentially identical 
to the problem encountered here. A front between a cold, fresh water mass 
and a warm salty water mass is considered. If an XBT observation shows the 
temperature at a point, previously in the warm region, to be cold then it is 
inferred that there has been a movement of the front and that the water is also 
fresh. However a univariate data assimilation scheme would result in cold salty 
water, as opposed to cold fresh. This is the result that has been introduced 
in the assimilation in section 5.4.1; by not finding a temperature match in the 
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Figure 3.19: Temperature at 45°W, contour interval 2°C. a: 1/12/2143 (truth), b: 
1/12/2079 (pre-assimilation) NB The temperature saturates the scale but as it is 
Hie detail of the front that is of interest this is not of concern. 
water mass is alien to the general situation in this area and is an artifact of the 
assimilation. This water mass also exhibits an anomalous density signal which 
could lead to erroneous fUXeS, mixing and diffusion. 
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Figure 5.20: Salinity at 45CW,  contour interval 2 lisu. a: 1/12/2143, b: 1/12/2079. NB 
The salinity saturates the scale above 36psu but as it is the detail of the front that is of 
interest this is not of concern. 
front has moved meridioiially. If a match in temperature is not found in the 
vertical within +200 m then a different approach is necessary. It will be assumed 
that if there is no match found. this is because there has been a frontal movement, 
in the meridional direction. For the present work only frontal movements north 





latitudinally, on a single depth level, for a match in temperature. The nearest 
temperature is found by interpolating linearly between the grid points. The 
salinity is then found at this position and used as the new value of salinity. 
This method is essentially the same as the scheme previously described, only the 
direction of search is in the horizontal instead of the vertical. Below the level at 
which temperature data are available the bottom water column was moved the 
same amount as the water at 666 m. This method gives good results in the area 
where latitudinal movement was necessary. It also has the advantage of being very 
simple. In many areas, the horizontal scheme may not be necessary at the bottom 
of the XBT measurement (if the latitudinal movement is just in the upper waters, 
above the depth to which the temperature profile reaches). In this case there may 
be vertical displacement of the lower water column. No latitudinal displacement 
is allowed through the topography, where this is necessary, pre-assimilation values 
are used instead. 
5.4.1 Results of improved scheme 
This section shows the results of applying the assimilation scheme including the 
latitudinal displacement just described, to the data from the HadCM3 control 
run. Figure 5.21 shows the differences between the true salinity field and the 
reconstructed salinity field at 301 m and the difference between the true salinity 
field and pre-assimilation salinity field.**  It can be seen that there is considerable 
improvement in the construction of salinity in the area east of Newfoundland at 
301 m. Instead of a salinity difference of more than 0.5 psu there is a salinity 
difference of less than 0.1 psu. By comparing figure 5.21a with figure 5.18a, 
it can be seen that the only area at 301 m where the horizontal displacement 
was required was east of the Grand Banks. The reconstruction of the front 
was examined in more detail to determine whether this improvement is visible 
throughout the water column. 
Figure 5.22 shows two cross sections of salinity through 45°W. The first 5.22a 
where the salinity was constructed without the latitudinal displacement and the 
**Figure  5.21b is identical to figure 5.18b 
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Figure 5.21: a: Truth - reconstructed salinity differences at 301 m. North-south displace-
ment is used in the assimilation scheme., b: truth - pre-assimilation salinity differences at 
301 ni. 
second 5.22b where the salinity has been constructed with the displacement. By 
comparing figure 5.22a and b, with figure 5.20a and b, it can be seen that the 
scheme was necessary (the original scheme failed to represent the position of the 
front in the salinity field) and it was also successful, and moved the front north-
wards as was intended. It can be seen that there is a large improvement through-
out the water column in both temperature and salinity when the latitudinal dis-
placement scheme is used. Figure 5.23 shows two cross sections of temperature 
through 45°W. The upper figure shows the temperature, constructed without the 
latitudinal displacement scheme, and the lower figure shows where the tempera-
ture has been constructed with the displacement. By comparing figure 5.23 with 
figure 5.19 it can be seen that the scheme was necessary to successfully represent 
the position of the front below 666 in, as well as above. 
5.4.2 Evaluation of the temperature fields 
The temperature fields in the upper 666 in were taken directly from the truth 
temperature fields so, by definition, will be perfectly represented. However below 
666 rn the temperature was constructed using the pre-assimilated temperatures, 



















































Figure 5.22: Reconstructed salinity at 45°W, using the a: original scheme and b: improved 
(horizontal displacement) scheme. Contour interval is 0.2 psu. 
this method is assessed to address whether it gives a better representation of the 
truth, than the pre-assimilation tenll)eratures alone. 
Figure 5.24a shows the temperature difference between true teniperature field 
and tile reconstructed temperature field at a depth of 995 in in the North At- 
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Figure 5.23: Reconstructed temperature at 45°W, using the a: original scheme and b: 
improved (horizontal displacement) scheme. Contour interval is 2°C 
assimilation temperature fields, at 1500 m. ,From figure 5.24b it can be seen that. 
over most of the North Atlantic, the temperature at 1500 in was much colder in 
the pre-assimilation than it was in the truth. By comparing figures 5.24a and 
b. it can be seen that the scheme has improved the temperature in most areas 
east of 60°\V. However there is a small region in the Gulf Stream region, west 
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Figure 5.24: a: Truth - reconstructed temperature differences at 1500w. b: Truth - 
pre-assimilation temperature difference at 1500 in. 
of 60°W, where the temperature representation has not been improved. Fig-
ure 5.25a shows the temperature difference between the true temperature field 
and the reconstructed temperature field at a depth of 3346 in in the North At-
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Figure 5.25: a: Truth-reconstructed temperature differences at 3346111. b: Truth - 
pre-assimilation temperature difference at 3346 in. NB the scale is ±1 C. 
the pre-assimilated temperature at 3346m. -From figure 5.25b. it can be SCCII 
that, while the pre-assirmiation temperature was generally colder than the truth 
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higher up in the water column (as seen in figure 4.5 and figure 5.24b), the pre-
assimilation temperature was wanner at 3346 in than it was in the truth. When 
the scheme is applied, because the temperature was warmer in the truth than the 
pre-assimilation at 666m the lower water columns will have been raised almost 
everywhere in the North Atlantic. Thus it is no surprise to see from figures 5.25a 
and b, that the scheme has moved the temperature away from the truth temper-
ature in some areas. In this model, on the timescale involved (64 years) the lower 
temperatures have been changed by more than a simple lifting/ lowering scheme 
can represent. However the differences- are much smaller than higher up and no 
instabilities have been introduced. 
Figure 5.26 shows how much the lower T and S profiles in the pre-assimilation were 
lifted, across the North Atlantic. The black shading indicates that no temperature 
match has been found in the vertical and thus the horizontal displacement scheme 
has been instigated. It can be seen how over most of the North Atlantic the deep 
pre-assimilation water columns were lowered to fit the truth at 666 m. Figure 5.26 
also gives a good representation of where the horizontal displacement scheme was 
needed, mainly just off the north east of Newfoundland, where there was a large 
frontal movement. Here the lower water column was shifted horizontally rather 
than lifted or lowered, as discussed earlier. Also in some areas in the Labrador 
and Greenland Sea there has been horizontal displacement, this is discussed in 
the next section. 
5.4.3 Labrador and Greenland Seas 
The Labrador Sea and the Greenland Sea are areas in the North Atlantic where 
water mass formation takes place. The flows are extremely complex and, once 
the properties of the water have been formed at the surface, the density is such 
that the water masses often sink to the bottom of the ocean, creating deep mixed 
layers and thermohaline currents, as discussed in Chapter 2. 
It was shown in figure 5.21 that there is considerable improvement in the salinity 
construction east of the Grand Banks when the horizontal displacement scheme is 
used compared to the original scheme. However there are still large discrepancies 
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Figure 5.26: The amount the pre-assimilation climatology had to be lifted to match the 
truth temperature at 666 m. The black shows where no match was found within ±200 m 
and the horizontal displacement was introduced. 
in the Labrador and Greenland seas at 301 m. of the order 0.5 PSU in places. These 
differences are also present throughout the water column and the temperature 
field is not perfectly represented below 1000 in either, as shown in figures 5.2-1a 
and 5.23a. 
Figure 5.27 shows some temperature-salinity diagrams for the pre-assimilation 
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Figure 5.27: T-S diagrams for 2143 (triangles) and 2079 (diamonds) at 35.625'N a: 
30.0°W, b: 40.0°W,c: 50.0°W,d: 60.0°W. 
in all but the upper waters, between these two years, across the Atlantic, at 30°W, 
40°W, 50°W and 60°W at 35°N. This is why the scheme was able to correctly 
reconstruct the salinity at 35°N, as shown in figure 5.18. Figure 5.28 shows some 
temperature-salinity diagrams for the two years, the pre-assimilation and the 
truth, across the North Atlantic at 60°N. In contrast to figure 5.27, figure 5.28 
shows that the T-S relationship is not conserved at 60°N at any longitude, thus 
it is not surprising that the salinity for the 'truth' cannot be determined knowing 
the upper ocean temperature and a T-S relationship as the T-S relationship is 
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Figure 5.28: T-S diagrams for 2143 (triangles) and 2079 (diamonds) at 60.625° N a: 
30.0°W, b: 40.0°W,c: 50.0°W,d: 60.0°W. 
not preserved. 
These diagrams show how the T-S relationship is conserved at 35°N but is not 
conserved at 60"N. Other latitudes north of 60°N have also been studied, with the 
same result; the T-S relationship is not conserved in HadCM3 in the Labrador 
and Greenland Seas. This is in keeping with observational evidence of Emery and 
Dewar (1982) and the analysis carried out in section 5.2.2 which suggest that the 
T-S relationship is not conserved in these regions. 
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To make the most of the observed temperature fields, temperature fields are 
constructed as previously discussed. The entire water column is shifted below 
666 m as before, including the salinity. To ensure that no instabilities have been 
added the potential density is calculated for each level above this and, if necessary, 
the salinity adjusted to ensure that the water column is stable. This method 
makes use of the observed temperature without adjusting the salinity in this 
weakly stratified area, whilst still maintaining the stability of the water column. 
Figure 5.29 shows the density differences between the truth and the reconstructed 
density at 301 m (a) and 995 in (c) and the truth and the pre-assimilation density 
at 301 m (b) and 995 m (d). South of 55°N the density has been improved in 
most places at both 301 m and 995 m, as would be expected from previous results 
presented in this Chapter. North of 60°N, even though the truth temperature is 
being used the density is less well represented in some areas in the reconstruction 
than in the pre-assimilation. At 301 m these are the Labrador Sea and the far 
east Greenland Sea. At first this seems to be improbable. A closer inspection 
at 301 m however, reveals that the temperature in the pre-assimilation is colder 
than the truth in this area, whereas the salinity is fresher than the truth. This 
leads to the temperature making the pre-assimilation denser than the truth but 
the salinity making it less dense. Rather like two wrongs making a right! The 
reconstructed density on the other hand has the correct temperature but the 
incorrect salinity, leading to the water being less dense than the truth. At 995 m 
neither the temperature or the salinity for the reconstruction are taken from the 
truth. Thus it is not surprising that north of 55°N, where deep water formation 
occurs, the density can not be accurately reconstructed from T-S relations and 
upper ocean temperature profiles. 
The results in figures 5.27 to 5.29, show that to correctly determine the properties 
of the ocean, north of 55°N-60°N, more information is required than just the 
upper ocean temperature fields and a long term climatology. Direct observations 
of both the temperature and salinity in these waters are necessary, to depths 
much greater than 666 m in order to determine the temperature, and therefore 
the circulation in the northern North Atlantic. 
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Figure .5.29: Density difference from the truth at 300 in a: reconstructed, b: pre-
assimilation, and at 995 in C: reconstructed, d: pre-assimilation. 
5.4.4 Global Oceans 
This scheme was tested for robustness on the global ocean in HadCM3. In the 
boreal hemisphere the scheme only introduced horizontal displacement in the 
North Atlantic. This is because there were no very large changes in temperature 
in any of the other ocean basins. This is not surprising as the two years were 
selected for large changes in the North Atlantic, not necessarily anywhere else. 
However in the austral hemisphere the horizontal clisplacerrient scheme was insti-
gated in some areas south of 40°S. 
I -a' 
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Figure 5.30 shows the initial (lifference in salinity between the two years (truth- 
pre-assimilation) across the whole global ocean at 301 m. It can be seen that 
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Figure 5.30: The difference at 301 in betwveii t lie pre-assirnilation salinity, and 
the truth salinity. 
the largest salinity differences are in the North Atlantic and the Indian ocean 
(greater in magnitude than +0.2 psii). Figure 5.31 shows the difference between 
the reconstructed salinity and the truth salinity at 301 in. There are only a few 
areas, (Mediterranean, southern Indian Ocean and poleward of 40°S and 40°N) 
where there are still salinity differences greater than 0.1 psu. Figure 5.32 shows 
the absolute difference between the assimilated salinity anomaly and the 2079 
salinity anomaly, this is the absolute error. To clarify the significance of figure 
5.32: where the absolute difference is negative the scheme has improved upon 
the pre-assimilation salinity to better represent the truth salinity. Conversely 
where the absolute difference is positive the assimilation scheme has moved the 
pre-assimilation salinity further away frorn the truth salinity. South of 55°N in 
the northern hemisphere and north of 40°S in the southern hemisphere the overall 
result is in general good - the assimilation scheme has moved the pre-assimilation 
salinity to better represent the truth salinity field in almost all areas. However 
poleward of the 55°N, 40°S cut off the differences in salinity are increased in many 
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Figure 5.31: The difference in salinity at 301 m between the reconstructed using the whole 
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Figure 5.32: The absolute difference in salinity at 301 in between the reconstructed salinity 
anomaly, and the pre-assimilation salinity anomaly. 
Troccoli et al. (2001) have already thoroughly tested the vertical displacement 
scheme in the Hamburg Ocean Primitive Equation (HOPE) model and they show 
that the salinity scheme is effective at maintaining the haloclirie and thermocline 
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structures especially in the tropical regions. They also apply a latitudinal filter so 
that the whole salinity increment is applied only within 30 degrees of the equator. 
Outside this region, the weight given to the salinity analysis diminishes linearly 
to zero at latitudes poleward of 60 degrees. This is done to avoid implement-
ing the scheme in areas where the stratification is weak and S(Z) persistence is 
more appropriate than S(T) persistence, (Emery and Dewar, 1982). They also 
detail some limitations of the scheme. Troccoli and Haines (1999) show that 
this approach is successful in the reconstruction of observed salinity profiles in 
the western tropical Pacific ocean when the T-S relationships are taken from--oh-
served profiles up to a few weeks before the time of reconstruction. Further work 
is needed to test the robustness of the horizontal displacement. However it has 
been shown here, at least in isolated areas, that it can be a useful tool to try to 
determine salinity when only temperature data are available. 
Sun and Watts (2001) looked at the temporal variability of temperature and salin-
ity in the southern ocean. They found that there is a large temporal variability 
of temperature and salinity with latitude in the Antarctic Circumpolar Current 
(ACC). They also found that temperature, salinity and to a lesser extent oxygen, 
is highly correlated with the surface geopotential height, relative to 3000 dbar 
(3000). This is very similar to the assumptions made in the horizontal displace-
ment part of the scheme; that temperature and salinity are correlated and that 
where a front is moved north or south the displacement takes place throughout 
the whole water column. 
An initial investigation was performed to determine why the horizontal displace-
ment scheme was not improving the representation in the ACC. It was found that 
the T-S relationship was not conserved, and large changes in the structure of the 
water masses in the ACC had occurred. That is not to say that in the ocean 
or on a different timescale, that this would still be the case. This is an area of 
interest which would benefit from further research. The idea of how XBT profiles 
can be assimilated using horizontal displacement in this area is one which seems 
profitable to pursue in the future. It would also be interesting to investigate 
whether sea surface height data from altimeters, could be assimilated, combining 
the method of Cooper and Haines (1996) with a horizontal displacement scheme. 
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An altimetric measurement could give a good indication of the position of the 
ACC on a very short timescale. 
5.5 Summary 
This chapter has described a method of combining temperature profiles with a 
climatological hydrography to determine a time specific climatology of the North 
Atlantic. Comparisons with data from observed T and S profiles suggest that the 
new climatologies are closer to the true climatology for the specific time period 
than the original QT, S), in most regions south of 50°N. 
These climatologies are useful for any situation where one might normally use a 
climatological hydrography, such as model initialisation, where the initial condi-
tions are relevant to a particular time. Also, as has been shown in Chapter 3, 
they can be used for determining specific buoyancy properties of the ocean for a 
particular period. A 1993-95 climatology has also been used with an altimeter 
assimilation scheme to create a climatology of the North Atlantic specific to the 
time of the altimeter data. Preliminary results show that using the 1993-95 cli-
matology gives better results than using the C0 (T, S), see Grey et al. (1999) for 
details of the scheme. 
The scheme was applied to data from the 1000 year control run of HadCM3, 
described in Chapter 4. In the course of assessing the results an addition to 
the scheme was proposed to include the movement of fronts north and south. 
Results suggest that this method can assist in giving a better representation of 
the hydrography, than not using the scheme. It has been shown that the T-S 
relationship is conserved in certain areas in HadCM3, over more than 60 years. 
This is an indication that this scheme could be used to assimilate real observations 
in the future. Poleward of 55-60°N in the North Atlantic the T-S relationship 
was not preserved, so the method was deemed to be invalid in this area. The 
scheme was tested for robustness over the global ocean. Figure 5.32 shows that 
there was an improvement in the salinity at 301 in in most areas north of 40°S 





Idealised temperature fields can go some way to representing an initial state of 
the ocean. If this method was used with real data then an initial ocean condition 
would be available for seasonal forecasting. 
The first step is to investigate whether the initial T-S climatology that has been 
created is an accurate enough representation of the ocean state to forecast the 
SST and other ocean properties. This is what will be investigated in Chapter 6. 
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Model Simulations - for KEITH 
WESTON please 
The experiments described in this Chapter were designed to assess the potential 
predictability of climate variables, given a limited knowledge of initial conditions. 
Previous experiments by other investigators are described, which characterise 
North Atlantic decadal variability in GCMs with particular attention given to 
experiments using HadCM3. Four experiments using HadCM3 are then described. 
These were initial condition experiments, with the initial conditions taken from 
the 1000 year control run of HadCM3, described in Chapter 4. The results of the 
assimilation scheme, described and used in Chapter 5, were also used as initial 
conditions in the experiments. 
6.1 Previous experiments using HadCM3 
HadCM3 and its constituent models have been used by researchers as cutting edge 
tools for climate research. Previous experiments using these models to investigate 
the interaction between the ocean and the atmosphere on a decadal timescale, 
are reviewed. To truly investigate ocean-atmosphere feedback, a coupled system 
must be used. A system with prescribed SSTs cannot respond to anomalous SSTs 
brought about by atmospheric changes. This is one of the problems with experi-
ments using atmosphere only models, the feedbacks between the atmosphere and 
ocean are eliminated. 
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Murphy et al. (2001) performed a hindcast of global SSTs for the years 1969 to 
1974. They assimilated all available temperature and salinity data into the ocean 
component of HadCM3 from 1960 to 1969. Figure 6.1 shows the correlations 
between simulated and observed SST anomalies during hindcasts initialised from 
December 1968 following six month assimilations using two different assimilation 
schemes ('Ol(1' is a univariate scheme and 'New' is a scheme which uses TS re-
lations to adjust the salinity). This shows skill out to a maximum of 3 years at 
hincicasting the global SST anomaly. 
The correlation between pairs of ensemble members in the liiiidcast initialised 
with the 'New' scheme is also shown. Murphy et al. (2001) suggest that the 
results in figure 6.1 constitute a maximum prediction period for global SST of 
4 years, and good predictions up to only 2 years. 
Figure 6.1: The global correlation between observed SST anomaly and hindcast, from 
Murphy et al. (2001). The black line is the intra-ensemble correlation. The green line is 
the hindcast correlation using an assimilation scheme including TS correlations, the red line 
is the hindcast correlation using a univariate assimilation scheme. A 5 month running mean 
has been applied to all results. 
Smith et al. (2001) performed a twin experiment to investigate whether the low 
frequency variability of the NAO is predictable in HadCM3. Smith et at. (2001) 
selected ocean initial states from the 1000 year control run of HadCM3 that were 
coincident with the start of a positive NAO phase, or the start of a negative 
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a time of opposite NAO phase. Ensemble runs were created by coupling the 
(can initial states with several atmospheric states from different times. with 
au opposite NAO phase. HadCM3 was then run for 4 years with these different 
initial conditions and the NAO index calculated, see figure 6.2. Smith et al. 
(2001) found no predictability in the winter NAO index, on this timescale, in any 
of the experiments. Figure 6.2 shows that the true' NAO index was generally not 
even within the forecast ensemble spread. Smith et al. (2001) found that there 
was an element of SST anomaly predictability over the first six months of the 
model run. 
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Figure 6.2: The forecast NAO index from the ensemble experiments of Smith et al. (2001). 
(a) and (b) forecast a period of positive NAOI, and (c) and (d) forecast a period of negative 
NAOI. The black line in the diagram shows the NAOI that the experiments are attempting 
to forecast. The coloured lines show 4 ensemble members, that is slightly different attempts 
at forecasting the NAOI. It can be seen that the ensemble spread of the forecast does not 
often encompass the 'true' NAOI. 
Sutton and Mathieu (2002) performed an experiment with the Unified Model, 
using the slab ocean mode (fixed depth mixed-layer, together with a simple ice 
model), coupled to the standard atmosphere (Ha.dAM3), focusing on the role of 
anomalous heat transport rather than the role of SSTs. They found that the 
influence of the extratropical ocean on the atmosphere is not manifest primarily 
in the SST signature. The largest flux anomalies were not seen in the region of 
maximum SST anomaly. They suggest that this was because. in a time mean 
view, the air-sea interface had reached a new balance with different SST and 
different flux anomalies. The largest SST anomaly was actually found to be 
downstream of the flux anomaly in the experiment of Sutton and Mathieu (2002). 
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The conclusion that they draw is that addressing the question; "What is the role 
of the extratropical ocean in climate variability?" is not the same as answering 
the question "What is the atmospheric response to SST anomalies?". This is a 
very important point to note, the success of AGCMs (forced with historical SSTs) 
at hindcasting atmospheric variables has not addressed this point. 
Collins (2002) assessed the upper limit of the predictability of climate in the 
control run of HadCM3, given a perfect model and near perfect initial conditions. 
Several ensembles of experiments were used. Each ensemble had a particular 
initial ocean state, which was used for each member. The members all had slightly 
different atmospheric states from each other. This assumes a perfect analysis of 
the ocean state at a particular instant which is clearly unattainable, but is a good 
first step for assessing the potential predictability. Collins (2002) used anomaly 
correlation coefficients to asses the predictability on a variety of timescales. He 
found clear correlations of decadal variability in SST between ensemble members. 
He also showed that the North Atlantic region in HadCM3 was the region that 
showed predictability for the longest time periods. The mean sea level pressure 
anomalies associated with the North Atlantic Oscillation were not predicted with 
these ensembles, again suggesting there is no predictability, but not ruling it out. 
The above research shows that there is more to predicting the atmospheric con-
ditions in HadCM3 than simply having a good SST prediction. Some of the 
questions that are raised are posed here: 
Can winter SST anomalies be predicted for the following decade, given a 
perfect model (i.e. a twin experiment), perfect ocean initial temperature 
and salinity, but imperfect atmospheric initial conditions? 
If the temperature and salinity are imperfectly known (due to being de-
rived using an assimilation scheme), what is the difference between the 
predictability of the SST anomaly and the result with perfect temperature 
and salinity? 
If winter SSTs can be predicted several years in advance, are the net heat 
Itaken as 50°W-10°W,40° N-60° N only 
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fluxes between the ocean and the atmosphere also predictable? 
These questions will be addressed in this chapter. 
6.2 Experiments 
An initial value forecast of the climate, or of the ocean state, will be subject to 
errors originating from imperfectly known initial conditions of the ocean state, 
as well as any errors in the knowledge of the initial atmospheric state. The aim 
of the following experiments is to determine the predictability of the ocean and 
atmosphere variables in HadCM3. This is studied both with idealised initial 
conditions and also with degraded initial conditions, which are representative of 
how well the initial conditions are known. 
The nature of these experiments are initial condition experiments. The initial 
conditions of a model state, taken from the control run of HadCM3, are altered, 
and the model run forward, uninterrupted for several years. The following experi-
ments also take the form of twin experiments so that the results can be compared 
with the 'truth'. No observed data are used, only data from the control run of 
HadCM3, described in Chapter 4. This allows the potential predictability to be 
assessed without the hindrance of an imperfect model. It is only the North At-
lantic that is studied in each of these experiments, the rest of the global ocean is 
left unchanged throughout. 
Each experiment is described in turn, with a basic analysis, showing why the 
following experiments were performed. There is then a more thorough discussion 
of the results in section 6.2.3. The first step is to confirm that, given perfect 
initial conditions for T and S in the North Atlantic, the circulation of the North 
Atlantic is adequately described, and that the pattern of subsurface temperature 
anomalies are predictable for a number of years. Then the assimilation scheme 
described in Chapter 5 can be tested. 
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6.2.1 Experiments I and II 
Experiment I is designed to address the potential predictability of SST and flux 
anomalies, given perfect T and S observations in the North Atlantic, but not 
elsewhere. This experiment should show what is possible if the ocean was much 
better observed. Experiment I is also a baseline experiment. The other experi-
ments all degrade the T and S in the North Atlantic compared to Experiment I 
and therefore are going to produce less encouraging results. 
The T -and S properties will never be known precisely, however this experiment 
will give an indication about whether factors external to the North Atlantic (the 
atmosphere initial conditions and ocean initial conditions in other basins) may 
affect the circulation on a 5 to 10 year timescale. 
Experiment II addresses the question of how, having a limited amount of initial 
condition data 1  degrades the potential predictability of SST and flux anomalies 
(if at all). This is done by comparing the results of Experiment II with those 
from Experiment I. 
The imperfect ocean initial conditions were derived from TS relations and upper 
ocean temperatures (i.e. the fields that were created in Chapter 5) and thus 
represent what may be achievable with observations, an assimilation scheme and 
a perfect model. 
Initial conditions are used which, although idealised, represent the sort of initial 
condition which may be achievable with present techniques. This is similar to the 
experiment that Murphy et al. (2001) performed. It is a step back in complexity 
as synthetic data are used here, thus there is the advantage of being able to 
compare the forecast with the truth' for all the ocean variables. The problems 
of sparse and irregular data coverage are therefore not a concern here. Chapter 5 
showed that the scheme is not perfect - but does it represent the initial conditions 
adequately enough to predict the SST and fluxes with as much skill as Experiment 
This experiment is similar to one of the ensembles of Smith et al. (2001), the difference is 
that, whereas Smith et al. (2001) used the truth for all the ocean variables, here only the true 
T and S in the North Atlantic are used. 
§ namely T observations in the upper 666m, representative of current observations 
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Atmosphere and ocean North Atlantic T and S 
variables, 	excluding T 
and S in the North At- 
lantic  
Expt. I 1/12/2079 1/12/2143 
Expt. II 1/12/2079 assimilation 
Table 6.1: This table shows the Source of the initial conditions used in Experiments I 
and II. The only difference between Experiment I and II is in the T and S conditions 
in the North Atlantic ocean. 
I? 
Experimental Setup 
Experiments I and II involved running HadCM3 forward uninterrupted for 10 
and 6 years respectively, from a set of initial conditions. The initial conditions 
were taken from 1/12/2079 in the control run. This was the date that the pre-
assimilation temperature and salinity (used in Chapter 5)were taken from. The 
only exception to this was the North Atlantic ocean temperature and salinities 
(from 0-90°N). In Experiment I the temperature and salinity initial conditions 
for the North Atlantic were those observed on 1/12/2143 in the control run (the 
'truth'). In Experiment lithe temperature and salinity initial conditions for the 
North Atlantic were those derived using the assimilation scheme, described in 
Chapter 5. 
Table 6.1 illustrates the experimental initial conditions. The results from these 
experiments will be described as Experiment I 2143 -4 and Experiment II 2143 
—+. For Experiments I and II the majority of the data for the initial conditions 
are taken from 1/12/2079; the global ocean, excluding the North Atlantic, and 
the whole of the atmosphere. The period of the control run from 1/12/2143 
onwards will be referred to as the Truth -+ and the period of the control run 
from 1/12/2079 will be referred to as the pre-assimilation —. 
'Truth' and 'pre-assimilation' are less relevant terms here, than they were in Chapter 5, 





Results from Experiment I 
Figure 6.3 shows the temperature anomaly at 301 m for the first 5 winters (De-
cember, January, February) of Experiment I. The anomaly is the difference from 
a 100 year monthly mean climatology averaged between years 2079 and 2178. 
Winter 0, in figure 6.3, represents the first 3 months of the simulation. 
This figure also shows the truth and the pre-assimilation winter temperature 
anomalies at 301 m, and their following development. The first winter tempera-
ture, -for the truth and Experiment 1, are very similar (figure 63a and b). This 
is expected, given that the initial temperature conditions were identical at this 
depth. Over the following four winters the pattern of temperature anomalies is 
very persistent, in both Experiment I and the truth, with the warm anomaly in 
the Gulf Stream and the North Atlantic Current persisting. The main differences 
after four winters between the truth and Experiment I, (figure 6.3m and n), are 
in the Greenland Sea and the Labrador Sea. These are areas of water formation, 
and deep mixed layers, thus it is expected that the subsurface temperature would 
diverge from the truth faster here than elsewhere, as the water at 301 m has more 
recently been in contact with the atmosphere. 
Figure 6.3 also shows the progression of the winter temperature anomaly in the 
pre-assimilation at 301 m. This anomaly is also relatively persistent over the five 
winters, and for the most part it is opposite in sign to the truth. Thus figure 6.3 
suggests that there is predictability in the North Atlantic temperature at 301 m 
out to at least 5 winters in Experiment I. To examine this predictability figure 
6.4 shows the monthly mean correlation between the truth temperature anomaly 
and the Experiment I temperature anomaly throughout the water column. Figure 
6.4a shows the correlation across the whole North Atlantic. Figure 6.4b, c and 
d represent the correlation across different zonal bands; north of 55°N, 30-55°N 
and 0-30°N respectively. Considering first the whole North Atlantic (figure 6.4a), 
it can be seen how in the first month there is high correlation (> 0.9) throughout 
the water column. This correlation is generally reduced with time at all depths. 
It reduces slower with time as deeper in the water column is studied, as one 
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Figure 6.3: Winter (DJF) temperature anomalies at 301 in for Experiment I (left), the 
truth (middle) and the pre-assimilation (right). 
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Figure 6.4: Monthly mean correlation coefficients between Experiment I and the truth 
temperature anomalies. The correlation is between the 2-D fields at each level, with no 
filtering. The correlation is shown for different parts of the North Atlantic: a: the whole 
of the North Atlantic, b: north of 55'N, C: 30-55'N and d: 0-30°N. The black represents 
where the anomaly correlation is negative. The upper part of the figures show 0-666 rio and 
the lower graphs show 666-5200 in, on different depth scales. 
examining the temperature anomaly correlation it is 5 years after the initiation of 
Experiment I before the correlation becomes negative, when considering the whole 
of the North Atlantic. North of 55 ° N (figure 6.4 b) the correlation is initially very 
high. However the high correlation is reduced much faster here than across the 
whole North Atlantic. In the second winter the high correlation falls away very 
quickly - affecting all depths to 1000 m. This is in contrast to figure 6.4c (30 
55°N) in the subtropical gyre, where the correlation reduces much more slowly 
over time, and the differences slowly propagate downwards. For the first- year in 
6.4c. below 300 in the correlation is greater than 0.9 at all depths. However after 
5 years negative anomaly coefficients are Present  to a depth of 1000m. In the 
band 0-30 ° N the correlations are \'('IV low after the first few mont-us, this could 
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be due to the fact that there are only very small anomalies in this region. 
How can these results be quantified? Overall in figure 6.4 there is high correlation 
in the deep waters, lasting for several years. But it is known that these deep 
waters do not change very much in time. To investigate whether the slow change 
with time is the only reason that the deep waters (below 1000m) have good 
correlations in figure 6.4 the idea of persistence is introduced. 
The temperature anomaly in the month preceding the start of the simulation 
(November 2143 in this case) is correlated with the monthly mean temperature 
anomalies throughout the truth run. So in essence this is a measure of how much 
the temperature anomaly changes with time. Figure 6.5 shows the persistence 
for the whole of the North Atlantic (6.5a) and the zonal bands as in figure 6.4. 
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Figure 6.5: As figure 6.4, except that the correlation is between the persistence (November 
2143) temperature anomaly and the truth temperature anomaly. 
6.5 to those in figure 6.4. The main difference is the near surface waters which 
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are considerably worse in figure 6.5 when compared with figure 6.4. The high 
correlations in the deeper waters also drop faster in figure 6.5 when compared 
with 6.4. Overall, the correlation of Experiment I temperature anomalies with 
the truth is higher than the persistence out to 5 years. Thus there is some value 
in this forecast. This suggests an upper limit of predictability of 5 years for the 
upper waters as a whole, when the atmospheric conditions are unknown. 
,From figure 6.4 it can be seen that there is some correlation in the SST anomaly 
between Experiment I and the truth in some areas. Figure 6.6 shows the winter 
SST - anomaly patterns for Exp&rimenti, the truth and the pre-assimilation, as 
figure 6.3. The pattern of temperature anomalies are less well defined at the 
surface than at 301 m. This is due to the surface not being insulated from the 
atmosphere, unlike the temperature at 301 m, thus the properties are continu-
ously being changed due to interaction with the atmosphere. The SST pattern 
in Experiment I and the truth bear some relation to the temperature anomaly 
at 301 m. The pre-assimilation SST, on the other hand, is not revealing the sub-
surface temperature anomalies. Figure 6.6 shows the pattern of SST anomaly 
in Experiment I bears more relation to the pattern in the truth (with which it 
shares an ocean) than the pre-assimilation (with which it shares an atmosphere). 
Overall figures 6.3 to 6.6 show that the temperature anomalies imposed in Ex-
periment I appear to progress in a similar manner to the truth, and the SST in 
Experiment I also appears to have some correlation with the truth on a 5 year 
timescale. 
The results presented in this section suggest that there is plenty of predictability 
in the system, on which the assimilation scheme can be tested. 
Results from Experiment II 
Figure 6.7 shows the winter (DJF) temperature anomaly (from the 100 year cli-
matology) in Experiment II, at 301 m, for the period 2143 to 2148. The initial 



























































Figure 6.6: Winter (DJF) SST anomalies for Experiment I (left), the truth (middle) and 
the pre-assimilation (right). 
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Figure 6.7: Winter (DJF) temperature anomalies in Experiment II at 301 m. The anomaly 
is from the 2079-2178 mean. 
ure 6.3a). This is expected, as the temperature at :301 in starts from the same 2D 
field in both cases. The Labrador Sea and the Greenland Sea are the main areas 
where there is any difference between figures, 6.7a and 6.3a. In Chapter 5 it was 
shown that the density has not been very well represented in Experiment II in 
these areas, so it is perhaps not surprising that, in the first few months of the 
simulations, there is some deviation from the truth temperatures in these areas. 
After 1 year there is a small warming off the coast of Newfoundland, in figure 6.71b. 
compared with figure 6.3d. This warm anomaly appears to propagate eastward 
in the second year. Two years after the start of the simulation (figure 6.7c) there 
is a cooling of the Gulf Stream and the subtropical gyre in Experiment II when 
compared with the truth. This cooling is not evident in Experiment I or the 
truth (figures 6.7g and h). in fact for those two simulations the comparable time 
was warmer than the climatology. The cooling in Experiment II continues and 
intensifies until. after three years the Experiment II temperatures (figure 6.7d and 
e) are much more similar to the pre-assimilation (figure 6.31) than to Experiment 
I (figure 6.3j). 
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There is a difference in temperature, between Experiment II and Experiment I, 
of up to 3° C in places, which persists throughout the remainder of the simula-
tion. This suggests that the correlations between the Experiment II temperature 
aiiornalies and the truth are not as high as between Experiment I and the truth. 
Figure 6.8 shows the monthly mean correlation between Experiment II and the 
truth temperature anomalies for the whole (6.8a) and the zonal sections, as in 
figure 6.4. It is immediately apparent from figure 6.8 that the correlation is not 
as high between Experiment II and the truth as it was between Experiment. I and 
the truth (figure 6.4) as noticed in figures 6.3 and 6.7. The correlation started 
negative below 2000 m, due to the temperature not being correctly constructed, 
as was discussed in Chapter 5. In the first few months the correlation falls off 
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Figure 6.8: As figure 6.4, except that the anomaly correlation coefficient is of Experiment 
11. 
much faster in Experiment II than in Experiment I, eventually turning negative 
after about 2 years. The highest correlations were in the upper 10001 -n in the 
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as well as the persistence at forecasting t he anomalous temperature field. This 
suggests that the assimilation scheme is riot recreating the initial conditions well 
enough to recreate the circulation at. this tune. The initial temperature was 
perfect - so the heat that was put in is being lost or moved. 
Figure 6.9 shows the winter SST anomaly for Experiment II, years 2143-2148. 
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Figure 6.9: Winter (DiE) SST anomalies in Experiment II. The anomaly is from the 
2079-2178 mean. 
to the initial SST anomaly in Experiment I (figure 6.6a). This is expected as 
the initial atmospheric conditions and the initial SSTs are identical in both ex-
periments. However after 1 year there is already a large difference in the SST 
anomaly between Experiment II and Experiment I (figure 6.9b and G.Gd). The 
main difference is the SST anomaly off the coast of Newfoundland. which has 
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intensified, and covers a much larger area in Experiment II when compared with 
the truth. This propagates eastward and northward, leaving behind a negative 
SST anomaly in the Gulf Stream (figure 6.9d and e). 
By examining figure 6.7 and 6.9 together it would appear that the heat put into 
the initial ocean conditions of Experiment II is being lost to the atmosphere, via 
radiation/ sensible heat from the ocean surface. The first question that is apparent 
is 'What is causing the difference in temperature anomaly propagation, between 
Experiment I and II?'. It was shown in Chapter 5 that the scheme used to recreate 
the initial salinity field works well south of 55°N. However the scheme has also 
been shown to work very poorly north of 55°N, both in the real ocean and in the 
HadCM3 ocean. North of 55°N the temperature stratification is weak and the salt 
content has a greater effect on the density structure than it does at lower latitudes. 
In Chapter 2 it was discussed how convection in the Labrador Sea has an effect on 
SST anomalies propagating along the NAC, (Cooper and Gordon, 2002). With 
these things in mind, two more experiments are performed, to investigate whether 
these known weaknesses in the assimilation scheme, are solely responsible for the 
redistribution of temperature anomalies, and the apparent loss of heat from the 
ocean to the atmosphere observed in figures 6.7 and 6.9. 
6.2.2 Experiments III and IV 
It is clear from figures 6.7, 6.9 and 6.8 that the assimilation scheme is not accurate 
enough to completely reproduce the observed circulation as in Experiment I. The 
following experiments are performed to investigate where in the reconstructions 
the main differences lie. There are 3 areas where the problem could arise. 
The entire construction of the salinity in the upper 666m may not be accu-
rate enough and could have induced density anomalies which result in the 
differences between Experiments I and II. 
The construction of the water column north of 55°N could be the cause of 
these differences, as it is known that the assimilation scheme does not work 
well in these weakly stratified waters. 
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The construction of the deep waters could be the cause of the differences, as 
it was shown in Chapter 5 that the density was not accurately reconstructed 
below 1000 in. 
To examine these possibilities two further experiments are performed. 
As Experiment II, except above 666m where the true S is used across the 
whole North Atlantic, (Experiment IV). This experiment addresses point 
1, above. 
As Experiment II, except north of 55°N where the true T and S are used 
for the entire water column, (Experiment III). This experiment addresses 
point 2, above. 
If there is no improvement on Experiment II with either of these experiments 
then it can be inferred that it is the deep waters that must be responsible for the 
differences between Experiment I and II. 
Results of Experiments III and IV 
Figures 6.10 and 6.11 show the temperature anomalies at 301 in for Experiments 
III and IV respectively. In both III and IV the first winter temperature anomalies 
(figures 6.10a and 6.11a) are very similar to those in Experiments I, II and the 
truth (Figures 6.3a,6.7a and 6.3b). In the third winter there is a negative tem-
perature anomaly in the Gulf Stream, in Experiment IV (figure 6.11d), just as in 
Experiment II. However this is not evident in Experiment III, indeed no signifi-
cant negative anomalies appear in Experiment III, in contrast to Experiments II 
and IV which both show large negative anomalies in the North Atlantic Current. 
It is interesting how improving the temperature and salinity in the deep waters 
north of 55°N improves the temperature forecast in the upper waters south of 
55°N. Figures 6.12 and 6.13 show the SST anomalies for Experiments III and IV 
respectively. The SST anomaly for Experiment III (figure 6.12) progresses in a 
very similar manner to that in Experiment II (figure 6.9). The original positive 
anomaly in the region of the Grand Banks in the first winter intensifying along 
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Figure 6.10: Winter (DJF) temperature anomalies in Experiment lii at 301m. The 



















Figure 6.11: Winter (DJF) temperature anomalies in Experiment IV at 30111). The 
anomaly is from the 2079-2178 mean. 
the path of the NAC, in the following 3 winters. By the third winter most of the 
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Figure 6.12: Winter (DJF) temperature anomalies in Experiment Ill at 5 in. The anomaly 
























Figure 6.13: Winter (DJF) temperature anomalies in Experiment IV at 5m. The anomaly 
is from the 2079-2178 mean. 
ent in Experiment IV, it is much more stable for the first 3 winters. However by 
the fourth winter there are large positive SST anomalies south of Greenland and 
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Figure 6.14: Monthly mean correlation coefficients between Experiment III and the truth 
for, a whole, b north of 55° N, c 30-55N, d 0-30N 
6.15 with the corresponding figures for Experiments I and II (6.4 and 6.8) that 
neither Experiment III or IV approaches the level of skill at forecasting the sub or 
sea surface temperatures that Experiment. I achieves. However both experiments 
(10 show considerable improvement over Experiment II, both in the region 30-55°N 
and north of 55°N. These results suggest that all three areas mentioned above 
are having an effect on the degradation in forecast between Experiments I and II. 
The conclusions that can be drawn from this are that the. lack of sufficient data 
is a limiting factor when trying to forecast the ocean temperatures. It reinforces 
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Figure 6.15: Monthly mean correlation coefficients between Experiment IV and the truth 
for, a whole, b north of 55 ' N, c 30-55N, d 0-30N 
the importance of continued ocean observation through projects such as ARGO. 
Although using this scheme is not approaching the maximum predictability there 
are still good correlations in the subsurface temperatures for more than a year 
in the subtropical gyre region and positive correlations for two years. It rniust be 
remembered that the two years chosen for the assimilation were very different, 
thus they provided a lower bound of predictability because the climatology was 
taken with very large differences in the ocean density structure. A follow on from 
the work in Chapter 5 would be to repeat the assimilation experiment, using two 
periods which were not SO far apart in time. This would test whether the scheme 
was successful given less challenging initial conditions. and the differences in the 
lower water column are likely to he less extreme. Another experiment which would 
be interesting to perform is to examine the predictability given temperature to 
2000 in as will be available in the near future as part of the ARGO mission. The 
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vertical displacement scheme would be required below 2000 m. It is probable that 
this would significantly improve the forecast of ocean temperatures to bring them 
closer to those observed with Experiment I. A further experiment that would 
be interesting would be to repeat Experiment II using a different assimilation 
scheme, e.g. Smith et al. (2001), to determine whether there are better ways of 
constructing the salinity profiles. 
The work presented in this section shows how the maximum potential predictabil-
ity could be improved with direct observations of the subsurface temperature and 
salinity. 
6.2.3 SST analysis of Experiments I —+ IV 
Figure 6.6 suggests that there is some ability to predict SST anomalies, given 
perfect T and S initial conditions (Experiment I). Here the Experiments are 
studied in more detail by looking at the correlation between anomalous SST 
patterns between the experiments and the control for all the experiments. 
It is expected that Experiment I will give an idealised upper limit to predicting 
SST conditions in the North Atlantic as a perfect model and idealised initial 
conditions are used. This upper limit should be similar to the results of the 
'intra-ensemble' correlation of Murphy et al. (2001), which shows what is possible 
given a perfect model and only slightly perturbed ocean and atmosphere initial 
conditions (figure 6.1). It is expected that Experiment II will be more successful 
at forecasting than the 'New' result of Murphy et al. (2001), which used a similar 
assimilation scheme, but with an imperfect model and non-ideal temperature 
fields. 
No ensembles have been performed on these data, therefore it is not possible to 
determine the standard deviation or calculate anomaly correlation coefficients as 
done by Collins (2002). However the correlation of the forecast to the truth can be 
compared with the correlation of the persistence with the truth. The persistence 
is defined as the monthly mean anomalous temperature for the month before the 
forecast, i.e. the November 2143 anomaly. The correlation of the forecast can 
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then be compared with the correlation of persistence. Thus if the correlation of 
the forecast is higher than the persistence then this suggests that the forecast has 
some value. 
The top graph in figure 6.16 shows the monthly mean SST anomaly correla-
tions between the truth and Experiments I-TV, across the whole North Atlantic. 
Considering Experiment I (the solid black line in figure 6.16), there are positive 
correlations between Experiment I and the truth for up to 5 years. Together 
with figure 6.3 this confirms that there is some predictability of the SST anomaly 
in Experiment I. This compares favourably with the intra-ensemble' results of 
Murphy et al. (2001), who found positive correlations out to 4years (shown in 
figure 6.1). 
The correlation between the truth and Experiment II (blue dashed line in figure 
6.16) is lower. Positive correlations are lost in less than 2 years. This is not as long 
as in Murphy et al. (2001) 'New' experiment, which found positive correlations 
out to 3 years, (figure 6.1). However they suggest that much of the skill between 
the 18-30 month timescale of their hindcast is due to a skillful prediction of a 
La Nina in the Pacific, which is not of concern here. Figure 6.16 also shows the 
monthly mean SST anomaly correlations between Experiment III and IV and the 
truth (green dashed and red dashed lines respectively). Both Experiments III 
and IV generally give higher correlations than Experiment II, but not as high as 
Experiment I. These results are in agreement with the patterns that are seen in 
figures 6.6, 6.9, 6.12 and 6.13. 
As a first step to addressing which areas held the skill in the forecast the North 
Atlantic is split into three latitude bands, 0-30°N, 30-55°N and 55-90°N. Figure 
6.16 shows the monthly mean correlations for each of the four Experiments, with 
the truth. It is immediately clear that the skill is larger north of 30°N than 
between 0-30°N. 
Considering 55-90°N in figure 6.16: in the first year the SST anomaly represen-
tation is highest when the true T and S fields are used in this area (Experiment 
I, III )  IV), compared with the cases where the assimilation fields are used in this 
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Figure 6.16: Correlation coefficient between Experiment l-IV and the truth for, the anoma-
lous monthly mean SST (solid line). The top graph shows the correlation over the whole 
North Atlantic, and then for the regions labelled. Experiment I, (black, solid line), Experi-
ment II (blue line), Experiment Ill, (green line), .- ..... The thin black 
line is the correlation of the persistence. The grey shading is to make it clearer where the 
Experiments achieve a higher correlation than the persistence. A 5 month running mean 
has been applied to all these results, consistent with the results of Murphy et al. (2001). 
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In the second year the high correlation found in Experiment I appears to be given 
by knowing the T and S in the upper waters south of 55°N. It could be that the 
propagation of SST anomalies to the north of 55°N is not adequately represented, 
with imperfect density south of 55°N. In Experiment III, where there is perfect 
knowledge of the column density north of 55°N the SST anomaly in the second 
year is not correlated with the truth at all, in the second year at 55-90°N, in fact 
the correlation is worse than in Experiment II. 
In the zonal band between 30-55°N, (figure 6.16) the relationships are much more 
straightforward. Experiment I gives the best forecast with high Skill out to 5 years. 
The skill of the persistence is limited to the first 6 months. This is a good result 
- even with a completely different atmosphere there is predictive skill out to 
4.5 years which is greater than the persistence skill. 
Experiment I is closely followed by Experiment IV (which had perfect initial T 
and S to 666 m), although the skill is not quite as high. Experiment III gives a 
higher SST correlation than Experiment II in this area, although generally not as 
high as Experiment I or IV. Experiment II retains skill for a much shorter time 
than any of the other experiments in this area, with negative correlation after 
just 2 years. However for these two years the skill is higher than the persistence. 
South of 30°N (figure 6.16) the correlation is very poor for all the experiments. 
This could be because the SST anomalies are smaller in this region than further 
north, and thus are harder to predict than larger SST anomalies (see figure 6.6). 
The other reason for the poor correlations could be that the sub surface tempera-
ture anomalies are much smaller in this region, therefore atmospheric conditions 
are likely to have a larger effect than they do in areas where there are large differ-
ences in the ocean circulation, see figure 6.3. Even in the first few months there 
is no skill in the persistence at these latitudes. 
Knowledge of the T and S properties perfectly north of 55°N (Experiments III 
and IV), or south of 55°N does make some improvement on the SST anomaly 
representation over Experiment II. However neither Experiment III or IV had 





Thus these experiments suggest that the SST anomalies are predictable up to 
5 years ahead, if the initial temperature and salinity are known exactly. This 
will never be practically possible, in fact the assimilation scheme was also over 
optimistic - as exact values of instantaneous temperature were assumed known 
to a depth of 666 m, this is clearly unobtainable over such a large area. 
Some of the questions that this chapter set out to address in Section 6.1 have 
been answered. 
Yes, SST anomalies can be predicted given pefféct -initial - ocean T and S 
fields. Figure 6.16 shows that, over the whole North Atlantic, there is skill 
in Experiment I prediction of SST anomalies, above the persistence, out to 
almost 5 years. In some areas this skill is maintained for even longer than 
5 years. 
Yes, there is a difference between using a perfect initial T and S field and 
using an assimilated T and S field. When the reconstructed fields are used 
the circulation breaks down and the temperature anomalies propagate in a 
very different manner. In this case the skill in SST prediction is reduced to 
the 1-2 year timescale. This skill can be slightly increased by improving the 
representation of T and S either north or south of 55°N (figure 6.16). 
These results suggest that observations of the deep ocean and of the salinity are 
necessary to attain the highest levels of SST predictability. Two extreme states 
of the ocean have been chosen, to give the assimilation scheme the most rigorous 
test, so it cannot be concluded that it is not good enough, merely that it is 
insufficient at representing these initial conditions. 
The third question posed in Section 6.1 will now be addressed, What is happening 
to the ocean-atmosphere fluxes in Experiments I?'. 
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6.3 Flux analysis 
The hypothesis is proposed that: with the success at forecasting the SST anoma-
lies, there will be some skill in forecasting the anomalous fluxes in Experiment 
I 
Figure 6.17 shows the total ocean-atmosphere winter flux anomalies for Experi-
ment I, the truth, and the pre-assimilation simulations. The flux climatology is 
taken as the monthly mean average from the years 2079-78. A positive anomaly 
indicates more heat from the ocean to the atmosphere than in the climatology. 
These flux anomalies can be compared with the SST anomalies in figure 6.6. 
There is some relationship between SST anomaly patterns and flux anomaly pat-
terns, where there are very large SST anomalies, there are positive flux anomalies, 
e.g. in the Gulf Stream (figure 6.6g c.f 6.17g) and the Greenland Sea (6.6f, i, 1 
c.f 6.17f, 1, 1), however these relations are not present in every winter. 
The initial winter fluxes in Experiment I (figure 6.17a) are more similar to the 
pre-assimilation fluxes (figure 6.17c), than to the truth (figure 6.17b). However it 
must be remembered that the initial atmosphere came from the pre-assimilation 
rather than the truth. After a year the pattern of flux anomalies are beginning 
to look more like the truth than the pre-assimilation (figure 6.17d, e and f). 
However on an annual timescale it is not apparent that the fluxes between the 
atmosphere and the ocean are recreated in Experiment I, from the truth. 
Anomaly correlations coefficients are examined, across the whole North Atlantic, 
and also zonal sections to try and quantify how well the fluxes are represented. 
Figure 6.18 shows the correlation coefficient between Experiment I and the truth 
for the anomalous monthly mean heat flux and the anomalous monthly mean SST. 
The persistence of the November 2143 anomalous flux is also shown. Although 
the SST anomaly is predictable, with reasonable skill out to 5 years, there is very 
little skill in the flux anomaly forecast, in figure 6.18, either across the whole 
North Atlantic, or in any of the zonal sections. The flux correlation is negative 
less than a year after the start of the simulation in each of the 4 cases. The 
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Figure 6.17: Winter (DJF) flux anomalies for Experiment I (left), the truth (middle) and 
the pre-assimilation (right) (years 0 to 4). 
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Figure 6.18: Correlation coefficient between Experiment I and the truth for, the anomalous 
monthly mean SST (dashed line) and the anomalous monthly mean heat flux (solid line). 
The thin solid black line is the correlation of the persistence. The top graph shows the 
correlation over the whole North Atlantic, and then for north of 55°N 30-55°N, and for 
0-30° N. 
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Figure 6.19 shows the five yearly averaged anomalous winter flux, for the truth, 
the pre-assimilation and Experiments I—+IV. There is a lot of similarity between 
the truth and Experiment I on this timescale (figures 6.19a and c). There is 
a strong positive flux anomaly in the northern Gulf Stream, and negative flux 
anomalies around Iceland as well as in the southern Gulf Stream. These features 
are reproduced to some extent in Experiment II (6.19d), the main difference is in 
the Labrador Sea area, where there is a widespread positive flux anomaly which 
is not seen in either Experiment I or the truth. No large flux anomalies are seen 
in -thepre-assimilation-pentad_(-figiire€.1-9b. ExperimentsJlLand IV-also-appear 
to be highly correlated with the truth. 
The heat is lost to the atmosphere in the same areas in the Experiments and the 
truth, the difficult thing to forecast is exactly when it will be lost. A correlation 
was performed for the winter pentads between the 5 year anomalous winter fluxes 
for Experiments I—+IV and the truth. Table 6.2 shows the results of this for the 
whole North Atlantic, and the different latitude bands, for the four experiments. 
11 Expt 1 III IV 
Whole NA 11 0.570.45 0.60 0.68 
550 N-90°N 0.65 0.42 0.59 0.77 
30°N-55°N 0.58 0.57 0.67 0.63 
O°N-30°N 0.44 0.40 0.44 0.66 
Table 6.2: Correlation coefficient between Experiment l—+IV and the truth, for anoma- 
lous five year averaged winter heat flux. The columns show which Experiments have 
been correlated with the truth anomaly. The rows show the region that was correlated. 
The correlation between figures 6.19a and c is given in the top left hand box in 
table 6.2, that is 0.57. This correlation is much lower for Experiment 11(0.45) 
but is actually higher for Experiments III and IV than in Experiment I (0.60 and 
0.68 respectively). These results suggest that, perfect initial conditions, are not 
necessary on interpentadal timescales, to predict the pattern of anomalous fluxes 
between the ocean and the atmosphere. The fact that all 4 experiments showed 
some predictability in the pattern suggests that this is a reasonably robust result. 
The strength of the anomalies in the truth was not matched in all areas in the 
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Figure 6.19: Winter (DJF) flux anomalies, averaged over the first five years of the sim-
ulations for, a: the truth,b: the pre-assimilation, C: Experiment I, d: II, e: Ill and f: 
Iv. 
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Experiments (the correlation analysis will not identify this) and this should be 
investigated in the future. This is an interesting result for the potential of long 
range climate forecasting, and there is a lot of potential for further work in this 
area. The robustness of this result could be tested with an ensemble of forecasts, 
and on different timescales. 
It has been shown (figure 6.18, 6.19) that the flux anomaly is not predictable 
on a monthly/seasonal timescale. This is in agreement with Rodwell and Fol-
land (2002) who say "Our results suggest that instantaneous positive feedback 
between the ocean and atmosphere (as postulated by Latif and Barnett (1994) 
and Grötzner et al. (1998)) are unlikely. However the apparent re-emergence 
phenomenon may be enough to explain the lagged on year auto correlation of the 
winter North Atlantic.", however the flux anomaly does seem to be predictable 
on a longer timeperiod. This can be understood by thinking that although the 
atmosphere is chaotic, over time the same amount of heat must be transfered 
from the ocean to the atmosphere. 
6.4 Further temperature analysis 
The high correlations achieved between the truth and the experimental flux 
anomalies on a five year timescale has prompted further study to determine 
whether predictability on these timescales is also found in SST anomalies, as 
well as in 300 m temperature anomalies. 
6.4.1 SST anomalies 
The SST anomalies were treated in the same manner as the flux anomalies in 
figure 6.19. That is the winter SST anomalies were averaged over the first five 
years of the simulation for the truth, the pre-assimilation and the four experi-
ments. The results of this are shown in figure 6.20. There is a lot of similarity 
between Experiment I and the truth (figure 6.20a and c), as was seen in the flux 
anomalies between these two simulations. In particular the large positive SST 
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Figure 6.20: Winter (DJF) SST anomalies, averaged over the first five years of the sim-
ulations for, a: the truth,b: the pre-assimilation, C: Experiment I, d: II, e: Ill and f-  
IV. 
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in the Greenland Sea and the Labrador Sea are generally the same between Ex-
periment I and the truth. The only other experiment which captures all these 
features is Experiment III (whose initial conditions included perfect T and S 
north of 55°N). Experiment II and Experiment IV show a positive SST anomaly 
throughout much of the North Atlantic, in a different pattern to the truth. As 
with the flux anomalies a correlation is performed between the winter 5 year av-
eraged SST anomalies for Experiments I—*IV and the truth. Table 6.3 shows the 
results of this for the whole North Atlantic and the different latitude bands, for 
the four experiments- 
11 
 
Expt I II III IV1 
Whole NA 11 	0.68 0.34 0.46 0.37 
55°N-90°N 0.75 0.38 0.45 0.66 
30°N-55°N 0.76 0.40 0.58 0.29 
O°N-30°N -0.03 -0.29 -0.21 -0.27 
Table 6.3: Correlation coefficient between Experiment l--~ IV and the truth, for five 
year averaged winter SST anomalies. The columns show which Experiments have been 
correlated with the truth anomaly. The rows show the region that was correlated. 
The correlation between figure 6.20a and c is given in the top left hand box in 
table 6.3, that is 0.68. This is higher than the correlation between the corre-
sponding flux anomalies. The correlation is much lower than this between the 
truth and Experiment 11(0.34), Experiment III (0.46) and Experiment IV (0.37). 
All the experiments, other than Experiment I, have a lower SST anomaly corre-
lation in all areas, than the flux anomaly correlation. These results suggest that 
even when the SST anomalies are poorly predicted the flux anomalies may have 
some predictability. This can be understood by looking to the work of Sutton 
and Mathieu (2002) who suggest that the air sea interface may reach a different 
balance with different. SST anomalies. It is also seen, by comparing figures 6.19 
and 6.20, that the largest SST anomalies can be found down stream of the largest. 
flux anomalies, again agreeing with the work of Sutton and Mathieu (2002). 
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55 0 N-90°N 0.80 0.27 0.75 0.75 
30°N-55°N 0.92 0.60 0.84 0.66 
0°N-300 N 0.16 0.23 0.27 0.44 
Table 6.4: Correlation coefficient between Experiment l-->IV and the truth, for anoma-
lous five year averaged winter 301 in temperature. The columns show which Experi-
ments have been correlated with the truth anomaly. The rows show the region that 
was correlated. 
relation is greatest between Experiment I and the truth, but all four experiments 
capture the large positive temperature anomaly in the Gulf Stream arid NAC 
(correlation / => 0.6), to some extent. The Greenland Sea and Labrador Sea 
temperature anomalies are also well captured in all the experiments (correlation 
/ => 0.75) except for Experiment II (correlation 0.27). 
The temperature anomalies at 301 in are in a similar pattern to the flux anomalies 
in figure 6.19, suggesting that it is the heat content of the upper waters which is 
more important than the SST anomalies on these tirnescales. This is a very in-
teresting result. Many more studies have been performed examining the response 
of the atmosphere to SST anomalies than to upper ocean heat anomalies. This 
is mainly due to the availability of SST data compared with sub surface temper-
ature data. However these results suggest that it is the temperature below the 
surface which has a more significant effect on the ocean-atmosphere fluxes on a 
pentaclal t itinescale. 
The results in this section highlight the need for the temperature and salinity to 
be better observed. This is particularly important north of 35°N, where there 
are large variations in salinity arid temperature over time which are difficult to 
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Figure 6.21: Winter (DiE) 301111 temperature anomalies, averaged over the first five years 
of the simulations for, a: the truth,b: the pre-assimilation, C: Experiment I, d: II, e: III 
and f: IV. 
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determine through assimilation schemes such as the one used in this thesis. 
6.5 The NAOI 
The forecast of the North Atlantic Oscillation Index (NAOI) is a much sought af-
ter goal, as has already been mentioned. Figure 6.18 has shown that the monthly 
mean ocean-atmosphere fluxes have not been forecast with any real skill, on a 
month by month basis, so it is unlikely that winter NAOI could be forecast with 
any skill. However some success has been had at forecasting fluxes on a longer 
timescale, which suggests that there may be potential predictability in other at-
mospheric fields. 
The NAOI was calculated using the anomalous (winter) sea level pressure (SLP) 
difference between Lisbon, Portugal (38.8°N, 9.1°W) and Stykkisholmur, Iceland 
(65.1°N, 22.7°W), and normalised by dividing the anomalous SLP by the standard 
deviation of SLP at that point - (as Gordon et al. (2000)): 
NAOI= 
SLPLj8 - SLP LS SLPs - SLPs 	 (6.1) 
(aSLP)Ls 	 (oSLp) Sty 
where: SLP is the average winter SLP, SLP is the mean winter SLP for 
2079-+2178 and asr,p is the standard deviation of winter SLP for 2079+2178. 
The NAOI was calculated for each of the winters for Experiment I, the truth 
and the pre-assimilation. Figure 6.22 shows the winter NAOI for the control run 
from years 2079-42178, (thin black line). The thick black line is the same period, 
but filtered as Hurrell (1995). This is essentially a magnification of figure 4.4. 
Overlaid in red on figure 6.22 is the calculated winter NAOI for Experiment I, 
this is overlaid on the period corresponding to the pre-assimilation (2079-+) and 
the truth (2143-*). ,From figure 6.22 there is no obvious connection between the 
Experiment I NAOI and the truth, or the assimilation NAOI. 
Figure 6.23 is a further magnification of figure 6.22 and shows the NAOI for the 
truth (blue dotted), the pre-assimilation (blue dashed) and Experiment I (red). 
The NAOI for Experiment I is rarely the same sign as the NAOI in the truth, and 
there is no correlation on these annual timescales. There is no obvious relation 
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i wo winters were similar. Conclusions from figures 6.22 and 6.23 are that the 
winter NAO was not predictable in Experiment I on this timescale. It must be 
remembered that the atmosphere is starting from a completely different state in 
Experiment I than in the truth. An ensemble experiment would be of use here, 
t o examine how robust these results arc. However these results are in keeping 
with the more robust, ensemble experiment of Smith et al. (2001) who found that. 
I he winter NAO was not predictable, and was generally not within the ensemble 
l)reacl of their experiments, see figure 6.2. Examining the pattern of the SLP 
anomaly, on monthly and seasonal timescales may give more insight into the 
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Figure 6.22: The North Atlantic Oscillation Index for the 100 years following the pre-
assimilation year. The thin black line shows the unfiltered winter NAOI, the thick black line 
shows the winter NAOI filtered as Hurrell (1995) and the red lines show the Experiment I 
NAOI, overlaid on the pre-assimilation NAOI 2079—* and the truth NAOI 2143—*. 
6.6 Further Research 
The research presented in this chapter has raised many questions, and many 
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Figure 6.23: The winter NAOI for the first 10 years from the following initial conditions: 
	
Truth 2143—*, blue dashed, Pre-assimilation 2079—*, blue dotted, 	r;rir'n I 
The first is investigating the robustness of the assimilation scheme. With the 
initial conditions chosen here the scheme was a long way from achieving the 
predictability achieved with perfect T and S. This has been investigated somewhat 
by running Experiments III and IV, however the following would be useful to 
investigate. 
• Experiment II could be rerun, with initial truth temperatures to a depth 
of 2000 m. This would simulate what may be available with the advent of 
ARGO. 
• Other information could be used to constrain the salinity at the surface, 
such as sea surface salinity, or sea surface height. 
• Other assimilation schemes could he tested in the same manner as the 
Troccoli and Haines (1999) scheme to examine whether the initial conditions 
could be better represented by some other method. 
The second line of further investigation that is interesting is examining the pre-
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. What happens to the fluxes on a much shorter timescale? What is the differ-
ence in predictability between the latent, sensible, longwave and shortwave 
fluxes? 
• The ability of the Experiments to forecast the pattern of total flux on a 
pentadal timescale in HadCM3 is very interesting. This should be explored 
further with an ensemble of experiments, to determine how robust this 
predictability is. Other atmospheric fields could also be studied in a similar 
manner, in particular the SLP field. This would be a more systematic 
approach to determining potential predictability in the pressure field, rather 
than just calculating a two point index. 
• The predictability of SST and atmospheric variables could be studied when 
the initial atmosphere is near perfect rather than far from perfect (as Collins 
(2002)). For example Experiment I could be run with atmosphere from 
10/12/2143, and the predictability of SST and flux anomalies compared 
with Experiment I. 
6.7 Summary 
Four experiments have been described with the aim of assessing the importance 
of initial conditions for SST and flux forecasting. The initial conditions for these 
Experiments were taken from the control run of HadCM3 and the results of the 
assimilation scheme, described in Chapter 5. Figures 6.6 and 6.16 show that 
with perfect temperature and salinity in the North Atlantic, but with all other 
conditions imperfect, there is skill in predicting the SST anomaly up to 5 years. 
Figures 6.9 and 6.16 show that if initial conditions are taken from the assimilation 
scheme (described in Chapter 5) then the skill at forecasting SSTs is reduced from 
about 5 years to less than 2 years. Although including perfect T and S in parts of 
the North Atlantic improves the results, the skill of Experiment I at reproducing 
the SST anomaly pattern is not repeated. 
These results show how important it is to accurately represent both the tern- 
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perature and salinity of the full water column. It was shown in Chapter 5 how 
the assimilation scheme better represented the salinity of the upper waters than 
a direct insertion scheme, but it was still a long way from perfect. A perfect 
scheme would more than double the predictability of the SST. It is possible that 
the period of time that has been chosen to simulate here is a particularly unstable 
time. This could be addressed by a series of multiple ensemble experiments. 
The skill at predicting the flux is more complex. It has been shown that there 
appears to be little skill at predicting winter, and monthly mean, flux anomalies 
(figure 6.17 and 6.18). However the five year winter flux anomaly shows a large 
amount of predictability, not only in Experiment I, but in Experiments, II, III 
and IV as well (figure 6.19). This is one of the most interesting results in this 
thesis, as it shows potential predictability of atmospheric variables on a five year 
timescale. No predictability of the NAOI has been found, although only the 2 
point index was investigated - further work in this area should include examining 
the SLP over the whole North Atlantic. Further work has been suggested in this 
Chapter as a direct result of the research presented here. 
It must be remembered that the skill seen in Experiment I is dependent on the 
simulated representation of low frequency variability in HadCM3. This could 
change as the model is improved. 
The final chapter in this thesis discusses all the results previously presented. The 





This thesis has examined in situ temperature data in the North Atlantic, to look 
for evidence of Rossby wave propagation. Although Rossby waves are instru-
mental to the spin up of the subtropical gyre, direct observations in the North 
Atlantic have eluded oceanographers until the 1990s. The second part of this 
thesis examined numerical model data to study the potential predictability of 
ocean and atmospheric variables in HadCM3. In this Chapter the main results of 
the previous chapters are summarised, and avenues of further work are outlined. 
7.1 Results Summary 
7.1.1 Rossby waves 
Historical observations of subsurface temperature data have been analysed for 
evidence of the signal of long, baroclinic Rossby waves in the North Atlantic 
Ocean. The region 30.5-34.5°N was concentrated on, as the amplitudes of Rossby 
waves have been previously noted to be stronger here than at other latitudes, 
(Cipollini et al., 1999). The period 1993-97 was studied initially as this was 
concurrent with the period for which satellite sea level anomaly data is available 
Rossby waves have previously been directly observed in these data, (Chelton and 
Schlax, 1996). Longitude-time plots of temperature anomalies (between 200 m-
700 m, in the main thermocline) were produced from all the temperature data 
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available in the North Atlantic. Westward propagating signals were observed 
east of the mid-Atlantic ridge in the period 1993-97 at 30.5-34.5 0 N. Utilising the 
Radon transform, it was found that the speeds of these signals were comparable 
to those observed in the altimeter data, in the same time and place, 3.5 cm s 
in the hydrographic data compared with 3.6 cm s' in the altimeter data. The 
correlation between the sea level anomaly and the temperature anomaly was 0.60 
in the region May 1994—*June 1997 and 42 0 W—+170W at 30.5-340 N. 
After this success the period 1970-74 was studied, as this was a period with a very 
different temperature structure in the thermocline of the subtropical gyre, and 
there is evidence to suggest that the subtropical gyre circulation was much weaker, 
(Curry and McCartney, 2001). The temperature anomalies in the thermocline, 
at 30.5-34°N, were plotted on a longitude-time plot and westward propagating 
signals were observed, this time west of the mid-Atlantic ridge. There is no 
corresponding altimeter data for this period therefore these signals are being 
observed for the first time. The signal was also observed by the Radon transform 
as having a speed of 6.1 cms', west of the mid-Atlantic ridge, in the period 
August 1970-February 1973. This is approximately 50% faster than the altimeter 
data at the same place, but at an arbitrary time (during August 1993-February 
1996), which has a speed of 3.9 cm s'. 
The altimeter data from 1993-2000 were further analysed using the Radon trans-
form for evidence of interannual variability of the Rossby wave phase speed. Look-
ing at the whole period the phase speed was found to be 4.3cms' + 1.1 cm s' 
west of the mid-Atlantic ridge and 3.1 cms' +0.4 cm s' east of the mid-Atlantic 
ridge. This represents variability of 25% and 13% respectively. There also ap-
pears to be some periodicity in the phase speeds, particularly east of the ridge, 
although a longer time series is necessary to confirm this. The cause of the ob-
served variability in phase speed is as yet unknown, although several avenues were 
discussed in Chapter 3, including the effects of stratification, bottom pressure and 
mean flow. If the cause of the phase speed variability could be determined then 
it may be possible to use the observed phase speed to give us information about 
changes in the subsurface structure of the ocean. 
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Several important new results have been derived in Chapter 3, regarding the 
physical properties of Rossby waves, namely that their phase speed appears to 
vary on annual and decadal timescales, possibly by as much as 50% in the latitude 
band 30.5-34.5°N. 
7.1.2 Assimilation Scheme 
An assimilation scheme, based on T-S relations, developed by Troccoli and Haines 
(1999), hasbeenassessed with botir observedandmodeHeddata. -in-the--future-
it is hoped that this scheme will be used to create initial conditions for ocean 
forecasting. In this thesis the ability of the scheme to recreate initial conditions 
accurately is investigated. 
Firstly, the scheme was applied to 3D fields of observed temperature (0-700m 
for the pentads 1970-74 and 1990-94 (from Grey et al. (2000)), to create full 
depth 3D climatologies of T and S in the North Atlantic. Comparisons with 
CTD temperature and salinity data showed how this kind of scheme can be used 
to make a climatology more relevant to the particular time than the long-term 
climatology south of 50°N in the North Atlantic. The climatologies created in 
Chapter 5 have also been used by Grey and Haines (2002) with a satellite data 
scheme, to create an even more time specific climatology. Their results showed 
that the climatologies that have been produced in this thesis are better than 
the long-term climatology for this task. The climatologies were also used for 
computing the Brunt-Väisãla frequency for the two time periods, to investigate 
the variability of Rossby wave phase speeds in Chapter 3. 
The assimilation scheme was also applied to instantaneous temperature fields 
from a control run of HadCM3. The temperature field was taken, down to 666 m, 
from one date in a model run to be used with a T-S relation taken from a second 
date in the model run. This resulted in a reconstructed' salinity field above 
666 m and modified temperature and salinity fields below 666 m. The advantage 
of applying the scheme to model data was that the truth' was available for 
comparison. In this thesis the scheme was shown to improve the representation 
of the salinity, from the pre-assimilation salinity south of 55°N at 301 m. However, 
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north of 55°N the salinity was less representative of the truth in the reconstructed 
fields than in the pre-assimilation. The use of a twin experiment meant that it 
was possible to determine why the scheme had not worked well in one area - and 
this led to an addition to the scheme. The scheme was updated to allow for the 
movement of fronts north and south - still maintaining T-S relations, but allowing 
for different dynamics. This was very successful at improving the salinity from 
the pre-assimilation in an area with strong horizontal temperature gradients. 
However, as will be seen, there is still room for improvement for initialising a 
-coupled- -model-. 
7.1.3 Model Simulations 
Several forecast experiments were performed using HadCM3, again utilising data 
from a control run of HadCM3, and performing the experiments as twin experi-
ments so that the results could be compared with the 'truth'. The first experiment 
was a forecast with perfect temperature and salinity in the North Atlantic but 
where all other ocean and atmosphere fields were imperfect. It was shown that 
there was skill in predicting the pattern of SST anomalies out to 5 years. The 
correlation was much higher for the subsurface waters although, above 1000 m, 
the period of positive correlation was still about 5 years. The second experiment 
was the same as Experiment I, except that the results of the assimilation scheme 
were used in place of the perfect temperature and salinity. The skill at forecasting 
the SST and subsurface temperature anomalies was much reduced in Experiment 
II compared with Experiment I, and there was no correlation in the SST anomaly 
patterns beyond 18 months. Two further experiments were performed to deter-
mine which areas in the assimilation scheme were causing the reduction in skill 
between Experiment I and II. The results of these suggested that improving the 
salinity in any of the areas makes an improvement to the level of skill, how-
ever no single area appears responsible for the breakdown in the circulation in 
Experiment II. 
With the success at forecasting the SST anomaly patterns in Experiment I, the 





to be any predictability in the monthly mean flux anomalies in any of the ex-
periments. There was not found to be any predictability in the NAO index in 
Experiment I either. However all the experiments showed skill at predicting the 
average winter pentadal fluxes, over the North Atlantic. This is one of the most 
interesting results from this thesis, as it shows potential predictability of atmo-
spheric variables on a five year timescale. This suggests that climate forecasting 
on these timescales is a real possibility. 
7.2 Conclusions 
The main findings of this thesis can be summarised as follows: 
• Rossby waves have been directly observed at 32.5°N west of the mid-Atlantic 
ridge in the period 1970-74, for the first time, in temperature data in the 
thermocline. Analysis of these signals suggests that the phase speed could 
be as high as 6.1cms 1 , compared with a speed of 4.1 cm s - 1 + 1.1 cm s - 1 
in the period 1993-2000. 
• There is interannual variability in the phase speed of Rossby waves at 
32.5°N, both east and west of the mid-Atlantic ridge, observed in the al-
timeter data. This corresponds to 3.1cms' + 0.4cms' and 4.1cms' + 
1.1 cm s- ' for the east and west respectively, in the period 1993-2000. 
• The updated Troccoli and Haines (1999) scheme can be used to determine 
the salinity of the upper waters in HadCM3, given the temperature profile, 
south of 55°N. The T-S relationship in HadCM3 was found to be preserved 
over a period of more than 60 years. 
• There is potential predictability in the HadCM3 SST up to 5 years, even 
when the atmospheric conditions are not known. There is an even higher 
predictability of subsurface temperature anomalies, although only for 5 years 
in the upper 1000 m. 
• No predictability was found in the ocean-atmosphere flux anomalies on 





skill at forecasting the pattern of winter flux anomalies in HadCM3, with 
unknown atmospheric initial conditions, even when the ocean T and S was 
not perfectly known. 
7.3 Further Work 
Throughout this thesis areas where the work is incomplete or could be continued 
- have been suggested. Areas for further work, which follow directly on from work 
in this thesis, are summarised below: 
• Continued observations of the SLA data should be analysed in order to learn 
more about the scales and periodicity of Rossby wave phase speed variation. 
This could be studied at different latitudes and in different ocean basins 
to examine whether it is a phenomenon observable on a global scale. As 
satellite observations of the geoid become available the relationship between 
mean flow and the Rossby wave phase speed should be studied. 
• An investigation into whether horizontal displacements could be incorpo-
rated into the Cooper and Haines (1996) altimetry assimilation scheme, 
particularly in the ACC, would be very interesting. The altimeter data 
hold information about the position of fronts which could be incorporated 
in this fashion. 
• Other assimilation schemes could be tested in a similar manner to the Troc-
coli and Haines (1999) scheme, to allow intercomparison of assimilation 
schemes. It is likely that there will be temperature and salinity available 
to 2000 m, with the advent of ARGO, therefore an experiment could be 
performed to determine how this would affect the potential predictability. 
• Experiment I could be expanded with the use of ensemble experiments 
which could give more information regarding the predictability of ocean-
atmosphere flux anomalies. The ocean initial conditions could be coupled 
to an atmosphere which was similar to the truth to give an upper bound of 









Rossby wave dispersion relation 
The dispersion relation for Rossby waves is derived here. The absolute (potential) 
vorticity is the relative vorticity plus the planetary vorticity: 
	
q = ( + f 	 (A.1) 
This quantity is conserved. The /3 plane approximation can be made, that is to 
express f as a linear function of latitude: 
f=f0 +By 	 (A.2) 
where f is the mid point of latitude considered and ,B = Oy 
The principle of Lagrangian conservation of potential vorticity is applied, in the 
absence of external forces: 
+ v.Vq = 0 	 (A.3) 
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Uniform zonal flow with small perturbations is considered: 'a = i+ 'a' and v = v' 
therefore, for a constant zonal flow (z) the relative vorticity (curl of velocity), in 
the absence of vertical displacements, is defined as: 
av an 	ôv' au' 
(A.4) 
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A stream function is defined, 'i/ = b + 'çb' as: 
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Rossby Wave dispersion relation 
Thus the potential vorticity can be written as: 
	
q = V2 ' + f0 + /3y 	 (A.5) 
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and expand using the perturbation velocities: 
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and neglecting multiplications of perturbations: 
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Wave solutions are sought of the form: 
= Re 	 (A.10) 
where k and I are zonal and meridional wavenumbers respectively and w is the 
angular frequency. Substituting A.10 into A.9 gives: 
(—w +11k) - (k 2  +12) +/3k = 0 
-+ a dispersion relationship for the zonal phase speed, G: 
k2+12 	
(A.11) 
This is not the full relationship given in Equation 3.1. Equation A.11 must be 
modified to take into account zonal shear flow which varies north-south. In this 
case the relative vorticity, (, becomes: 
av' 	au' 	a11 
(A.12) 
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which results in the dispersion relation (Equation A.11) being modified by re-
placing /3 with the effective 0 (0e), which is the effective gradient of background 
vorticity, where: /3, = /3 - 
In the case of a stratified ocean the potential vorticity on a /3 plane includes an 
additional buoyancy term, therefore: 




Where N is the Brunt-Väisãla frequency, see Pedlosky (1987) (page 374) for more 
details- Break-in--t-he-potential- -vorticitinto-t-ime-mean--and-peitur-bation-parts 
leads to: 
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Linierising A.3 the following is derived: 
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Wave solutions are sought of the form: ç" = Re E 'e' IY+mz_wt)]  to get: 
cx==ii- k2+l2+L N 2 
This shows that, for positive /3, i - C will always be positive, and thus the 




Consider a parcel of water that is displaced vertically in a stratified fluid. The 
buoyancy force F acting on the displaced parcel is the difference between its 
weight Vgp' and the weight of the surrounding water Vgp2, where V is the volume 
of the parcel. Therefore the force is, F = Vg(p2 - p'). The acceleration of the 
displaced parcel is: 
Vg(p2 - p') 	g(p2 - p') F = ma --+ a = F/rn = 	 = 
rn 	 P1 
where: 




Using the above Equations and taking into account that p>> () 5z, the follow Oz 
ing is obtained: 
	
g I
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Stability is defined as N 2 = —a for 5z = 1. That is the buoyancy frequency, in 
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The upper ocean In the upper ocean it can be assumed that the stability is 
large, in which case the first term in Equation B.2 is much larger than the second. 
That is the rate of change of density in the water column is much larger than the 
compressibility of sea water which is negligible in the upper ocean thus: 
N 2 = --s-- () 	 (B.3) Po 3z water 
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The deep ocean Deeper in the ocean, the change in density with depth is so 
small that the small change in density of the parcel due to changes in pressure as 
it is moved vertically must be considered. For stability the density change, dp, 
for a parcel that is moved isentropically is given by: 
dp 
-dz= 	
dT(ôp) dp (0p) dSl 
	
dz (OT)SIP -+ 	
(B.4) 
For an isentropic change (no change in entropy): 
Tdij = cdT - T () dp 	 - 
where c = specific heat content, v 8 the specific volume and r, the specific entropy. 
This shows how the change in entropy is related to temperature change and 
pressure change. 
For an isentropic surface (di7=O): 
cdT= T()dP 
Using the chain rule, and the fact that v = l/p: 
dT=___() dp 	 (B.5) 
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Using Equation B.5 relating dT and dp, and defining two quantities, a and /3 as 










By substitution into B.4 this results in a relationship for N 2 : 
N2
dT 	ds 	dT 
= ga — + F - g/3— = ga— + c'g2a2T - g /3 — (B.6) 
(dz ) 	dz dz dz 
where: 
F = gaT/c 
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