Abstract. In this paper, we introduce isoparametric functions and isoparametric hypersurfaces in Finsler manifolds and give the necessary and sufficient conditions for a transnormal function to be isoparametric. We then prove that hyperplanes, Minkowski hyperspheres and F * -Minkowski cylinders in a Minkowski space with BH-volume (resp. HT -volume) form are all isoparametric hypersurfaces with one and two distinct constant principal curvatures respectively. Moreover, we give a complete classification of isoparametric hypersurfaces in Randers-Minkowski spaces and construct a counter example, which shows that Wang's Theorem B in [6] does not hold in Finsler geometry.
Introduction
In Riemannian geometry, isoparametric hypersurfaces are a class of important submanifolds studied by many geometers. Let (M, g) be a connected complete Riemannian manifold. An isoparametric hypersurface in (M, g) is a regular level hypersurface of an isoparametric function f , which satisfies where m i is the multiplicity of k i . Subsequent research focused mainly on isoparametric hypersurfaces in the n-sphere S n and many important results have been obtained ( [4] [5] [6] ). Recently, Z. Tang and his students gave a lot of fresh results on isoparametric hypersurfaces in S n ( [3] [5] ). In Finsler geometry, however, there are no any studies on Finslerian isoparametric hypersurfaces so far. The major difficulties are that there is no unified volume measure and there are many ways to define the induced volume form and the mean curvature of a hypersurface in a Finsler manifold (M, F ). Usually, the Busemann-Hausdorff volume (BH-volume for short) form and the Holmes-Thompson volume (HT -volume for short) form are used ( [7] ). Given a volume form dµ on (M, F ), we can define a non-linear Finsler-Laplacian ∆f = ∆ ∇f f = div(∇f ) with respect to dµ, where ∇f denotes the gradient of f defined by means of the Legendre transformation. The non-linear Finsler-Laplacian ∆f is a well-known and very important operator in Finsler geometry, on which there are many important results( [7] [8] [9] , etc). We then can define the isoparametric function and the isoparametric hypersurface in a Finsler manifold (M, F, dµ) in the same manner as in Riemannian geometry. In other words, a function f on (M, F, dµ) is said to be isoparametric if there are two functionsã(t) andb(t) such that f satisfies (see Definition 4.1 for details)
F (∇f ) =ã(f ), ∆f =b(f ). (1.3)
A function f satisfying the first equation of (1.3) is said to be transnormal. It appears that the equation (1.3) and (1.1) are similar in form. But in the non Riemannian case, the gradient of a function and its Laplacian are nonlinear. In general case, they cannot be expressed explicitly. Even in the most special case, Randers-Minkowski space, the expressions of the gradient and Laplacian are also quite complicated, so that many methods of Riemannian geometry are no longer adequate. One has to find some new methods and techniques for handling equation (1.3) .
The purpose of this paper is to study isoparametric functions and isoparametric hypersurfaces in a Finsler manifold (M, F, dµ), particularly, in a Minkowski space which is a generalization of the Euclidean space. We shall prove the following results. Theorem 1.1. On an n-dimensional Finsler manifold (M, F, dµ), a transnormal function f is isoparametric if and only if each regular level hypersurface N t of f has constant dµ n -mean curvature H n , where n = ∇f F (∇f ) . Particularly, if M has constant flag curvature and constant S-curvature, then a transnormal function f is isoparametric if and only if all the principal curvatures of N t are constant.
The above theorem can be viewed as a generalization of the corresponding result in [2] . As well known, a Minkowski space is a vector space endowed with Minkowski metric which is Euclidean metric without quadratic restriction. It is natural to generalize the results in Euclidean spaces to Minkowski spaces. We consider a few special classes of hypersurfaces in Minkowski space (V, F ), namely, the Minkowski hypersphereŜ 
is the (reverse) Minkowski hypersphere in (V ,F ),F is the dual metric of F * |V * inV ,V * =V is an m-dimensional subspace of V * = V and F * is the dual metric of F . In general,F = F |V ( see Section 5 below for details). Theorem 1.2. In an n-dimensional Minkowski space (V, F ) with the BH(resp. HT)-volume form dµ, all the hyperplane, the Minkowski hypersphereŜ
and the F * -Minkowski cylinderŜ m−1 F ± (r) × R n−m must be isoparametric hypersurfaces with one or two distinct constant principal curvatures. Theorem 1.3. In an n-dimensional Randers-Minkowski space (V, F ) with the BH(resp. HT)-volume form dµ, any isoparametric hypersurface has two distinct principal curvatures at most, which must be either a Minkowski hyperplane, a (reverse) Minkowski hypersphereŜ
Theorem 1.1 ∼ 1.3 partially generalize the corresponding results in [1] and [2] . In fact, we also obtain some generalizations for more general case(see Section 4 and Section 5 for details).
The contents of this paper is organized as follows. In Section 2, some fundamental concepts and formulas which are necessary for the present paper are given. The Gauss-Weingarten formulas and the Gauss-Codazzi equations of a hypersurface in (M, F, dµ) are established in Section 3. The Finslerian isoparametric hypersurfaces are discussed in Section 4. In Section 5 and Section 6, we obtain a Cartan type formula similar to (1.2) and give some classification theorems of isoparametric hypersurfaces in Minkowski spaces. Particularly, for the case of Finslerian isoparametric hypersurfaces in Randers-Minkowski spaces, we give the complete classification. Finally, in Example 4 of Section 6, we construct a function which is transnormal but not isoparametric. It shows that Theorem B in [6] does not hold in Finsler geometry.
Preliminaries
2.1. Finsler manifolds. Throughout this paper, we assume that M is an n-dimensional oriented smooth manifold. Let T M be the tangent bundle over M with local coordinates (x, y), where x = (x 1 , · · · , x n ) and y = (y 1 , · · · , y n ). A Finsler metric on M is a function F : T M −→ [0, ∞) satisfying the following properties: (i) F is smooth on T M \{0}; (ii) F (x, λy) = λF (x, y) for all λ > 0; (iii) the induced quadratic form g is positive-definite, where
Here and from now on, we will use the following convention of index ranges unless other stated:
The projection π : T M −→ M gives rise to the pull-back bundle π * T M and its dual bundle
As is well known, on the pull-back bundle π * T M there exists uniquely the Chern connection ∇ with ∇
where
∂g ij ∂y k is called the Cartan tensor. The curvature 2-forms of the Chern connection ∇ are
where R i j kl = −R i j lk . The flag curvature tensor is defined by
For a unit vector V = V i ∂ ∂x i with g ij y i V j = 0, the flag curvature K(y; V ) is defined by
The Ricci curvature for (M, F ) is defined as
where {e 1 , · · · , e n = ℓ} is an orthonormal basis with respect to g y .
Let X = X i ∂ ∂x i be a vector field. Then the covariant derivative of X along v = v i ∂ ∂x i with respect to w ∈ T x M \{0} is defined by
where Γ i jk denotes the connection coefficients of the Chern connection. Let L : T M −→ T * M denote the Legendre transformation, which satisfies L(0) = 0 and L(λy) = λL(y) for all λ > 0 and
For a smooth function f : M −→ R, the gradient vector of f at x ∈ M is defined as ∇f (x) := L −1 (df (x)) ∈ T x M , which can be written as
Then we have( [9] )
Let dµ = σ(x)dx 1 ∧ · · · ∧ dx n be an arbitrary volume form on (M, F ). The divergence of a smooth vector field V = V i ∂ ∂x i on M with respect to dµ is defined by
Then the Finsler-Laplacian of f can be defined by
2.2. Isometric immersion. Let (N,F ) and (M, F ) be Finsler manifolds of dimensions m(< n) and n respectively. An immersion φ :
For an isometric immersion φ, we havē
∂u α ∂u β ,Ḡ α and G i are the geodesic coefficients of (N,F ) and (M, F ) respectively and h is the normal curvature vector field ( [12] ). (N,F ) is said to be totally geodesic if h = 0. Let
which is called the normal bundle of N in (M, F ).
3. Theory of hypersurfaces 3.1. Variation of the induced volume. Now let φ : N → M be an embedded hypersurface (i.e., m = n − 1) of Finsler manifold (M, F ). For simplicity, we will use (x, y) ∈ T N , where x = φ(u), y = dφv for (u, v) ∈ T N . For any x ∈ N , there exist exactly two unit normal vectors n ± such that
Let n = L −1 (ν) be a given normal vector of N in (M, F ), and putĝ := g n . Let dµ M = σ(x)dx 1 ∧ · · · ∧ dx n be an arbitrary volume form on (M, F ). The induced volume form on N determined by dµ M can be defined by
where i n denotes the inner multiplication with respect to n.
Consider a smooth variation φ t : N → M , t ∈ (−ε, ε), such that φ 0 = φ. φ t induces a family of volume forms dµ t = σ nt (u)du on φ t (N ) with dµ 0 = dµ n and n 0 = n, where du = du 1 ∧ · · · ∧ du n−1 . Let X = X i ∂ ∂x i ∈ T M be the variation field of {φ t } and Vol(t) := N dµ t . As similar to [12] , we can get that dVol(t) dt
H dµn is called the dµ n -mean curvature form of φ with respect to n. Define
We call H n the dµ n -mean curvature of N in (M, F ).
Remark 3.1. The induced volume form (3.1) is determined by the volume form dµ M of (M, F ) and the normal vector n. In [12] and [11] , the induced volume forms (e.g., BH-volume form and HT-volume form) are determined by the induced metricF from F , respectively. Hence, in general, the mean curvature form (3.2) is different from that in [12] and [11] . In Riemannian case, they are all same.
3.2. Gauss-Weingarten formulas. For any tangent vector y ∈ T x N at x ∈ N , there is a unique geodesicγ in (N,F ) such that the curve γ(t) :
where D is the covariant derivative defined by (2.3). Λ n (y) is called the normal curvature of N with respect to n ( [7] ). From (14.16) in [7] , it is easy to see that
where h(y) is the normal curvature vector field defined by (2.11). It is obvious that (N,F ) is totally geodesic if and only if Λ n (y) = 0, ∀y ∈ T x N . In general, Λ n (y) and h(y) are nonlinear. The Weingarten formula with respect toĝ is given by
From [7] (P.222) we know thatÂ n is linear and self-adjoint with respect tô g. Moreover, we call the eigenvalues ofÂ n , k 1 , k 2 , · · · , k n−1 , the principal curvatures of N with respect to n. IfÂ n (X) = kX, ∀X ∈ Γ(T N ), or equivalently,
It is clear thatĥ is bilinear andĥ(X, Y ) =ĥ(Y, X). Moreover, we definê
Then it is easy to prove that∇ is a torsion-free linear connection on N and satisfies
which shows that∇ is not the Levi-Civita connection on Riemannian manifold (N,ĝ). But we also have the Gauss-Weingarten formulas
be an orthonormal frame field with respect toĝ such that
(e a , e a ), (3.11) which is independent of the choice of the local frame field {e a } n−1 a=1 .ĥ and H n are called theĝ-second fundamental form and theĝ-mean curvature of N in (M, F ), respectively. It follows from (3.6) and (3.11) that
where k a are principal curvatures of N . The following lemma gives the relationship between theĝ-second fundamental form and the normal curvatures.
From the Lemma, we have immediatelŷ
where {e a } n−1 a=1 is an orthonormal frame field comprised of eigenvectors of A n .
Lemma 3.2. Let (M, F ) be a Berwald manifold. Then (N,F ) is a totally geodesic hypersurfaces if and only if
3.3. Gauss-Codazzi equations. Let the curvature tenser of the connection∇ bê
(3.14)
Then we haveR
On the other hand, we have
where R n and P n are the Chern-curvature tensors of (M, F ) defined by (2.1) in y = n and P (
where L is the Landsberg curvature of (M, F ), we obtain the Gauss-Codazzi equations as follows. Theorem 3.1 For the induced connection∇ on hypersurfaces, we havê
Particularly, in Minkowski space, the Gauss-Codazzi equations can be reduced aŝ
where U is a neighborhood of some x 0 ∈ N . Then we have
Here we have used the condition that df = 0 on N ∩ U .
By choosing n = ∇f F (∇f ) , one can obtain from (2.7), (2.8) and (3.6) that
where X, Y ∈ Γ(T N ).
be a local g ∇f -orthonormal basis such that e n = n = ∇f F (∇f ) . Then we have
where f aa = D 2 f (e a , e a ).
Lemma 3.4. ( [7] ) Let (M, F, dµ) be an n-dimensional Finsler manifold and f : M → R a smooth function. Then on M f we have 
. f is said to be an isoparametric function on (M, F, dµ) if there is a smooth functionã(t) and a continuous functionb(t) defined on J such that
hold on M f . All the regular level surfaces N t = f −1 (t) form an isoparametric family, each of which is called an isoparametric hypersurface in (M, F, dµ). A function f satisfying only the first equation of (4.1) is said to be transnormal.
Note that an f -segment is necessarily parametrized by its arc length.
Lemma 4.1. Let f be an isoparametric function on (M, F, dµ) and ϕ(t) be a non-constant smooth function defined on J satisfying ϕ ′ (t) ≥ 0. Theñ
It is obvious thatf = ϕ • f also satisfies (4.1).
Transnormal functions and parallel level hypersurfaces.
First of all, we generalize some results of transnormal functions in Riemannian geometry. 
and the f -segments are the shortest curves among all curves connecting N t 1 and N t 2 .
Proof. (1) Let F (∇f ) =ã(f ) and define functions
Then ∇ρ = ∇f F (∇f ) , which shows that g ∇f = g ∇ρ and g ∇ρ (∇ρ, ∇ρ) = 1.
be an orthogonal frame field with respect to g ∇ρ such that e n = ∇ρ. From (2.8), we have
Thus D ∇ρ ∇ρ ∇ρ = 0, that is, all the integral curves of ∇ρ are normal geodesics. (3) Since N t = f −1 (t) = ρ −1 (s(t)), the regular level hypersurfaces N t = f −1 (t) are parallel along the direction of ∇f .
(4) For any t 1 , t 2 ∈ J, t 1 < t 2 , and any
The equality holds if and only if σ(s) is an f -segment. From (2.8) we see that ∇ 2 f is self-adjoint with respect to g ∇f and
which implies taht ∇ρ is an eigenvector. So we can choose eigenvectors of ∇ 2 f to form an orthogonal frame {e i } n i=1 with respect to g ∇ρ such that e n = ∇ρ. By using (3.10), we know that
which shows that each of {e a } n−1 a=1 is also an eigenvector ofÂ n . Thus we have Lemma 4.3. Let f be a transnormal function on Finsler manifold (M, F ). Then ∇f is an eigenvector of ∇ 2 f . Moreover, if λ 1 , λ 2 , . . . , λ n is the eigenvalues of ∇ 2 f , where ∇ 2 f (∇f ) = λ n ∇f , then
where k 1 , k 2 , . . . , k n−1 are the principal curvatures of N t .
We now prove the following Lemma 4.4. Let f be a transnormal function on Finsler manifold (M, F, dµ), then on N t , we have 5) where n = ∇f F(∇f ) , H n andĤ n are the dµ n -mean curvature andĝ-mean curvature defined by (3.3) and (3.11), respectively.
Proof. By Lemma 4.2(1), n = ∇ρ = ρ i ∂ ∂x i , ν = dρ = ρ i dx i . Take a new special local coordinate system {(u a , s)} in a neighborhood U such that ρ(x(u a , s)) = s, that is dρ = ds. Then
dt}.
. Setting η = det(z i j ) and using (3.2) and (3.3), we have
Thus
It follows that ∆f = div(ã(t)∇ρ) = −ã(t)H n +ã ′ (t)ã(t).
On the other hand, from Lemma 3.3, Lemma 3.4 and Lemma 4.3, we have
It is obvious that (4.5) holds.
Isoparametric functions and isoparametric
Further, we have the following Lemma 4.5. Let f be an isoparametric function on Finsler manifold (M, F, dµ) with constant S-curvature (n + 1)cF , ρ be a function defined by (4.2) and e 1 , · · · , e n−1 , e n = ∇ρ be the eigenvectors of ∇ 2 f . Then we have
where K(∇ρ; e a ) is the flag curvature of (M, F ).
Proof. (4.8) follows immediately from (4.1), (4.4) and (4.5).
On the other hand, observe that (e a , e a ) 
Thus, we obtain (4.9). Set K(∇ρ, e a ) = C. We know from (4.8) and (4.2) that n−1 a=1 k a is only a function of f = t and (4.11) can be rewritten as
This indicates that n−1 a=1 k 2 a is also a function of t. It is easily seen from (4.9) thatã
This implies that
n−1 a=1 k 3 a is also a function of f , and so on. By the properties of symmetric polynomials, we conclude that k a is constant on N t for any a.
The same result can be obtained by (4.8) and (4.11) if n = 3 and (M, F ) has constant Ricci curvature. Theorem 4.3 Let (M, F, dµ) be a 3-dimensional Finsler manifold with constant S-curvature and constant Ricci curvature. Then a transnormal function f is isoparametric if and only if the both principal curvatures of N t with respect to n = ∇f F (∇f ) are constant.
Isoparametric hypersurfaces in Minkowski spaces
In this section, we suppose that (V, F, dµ) is an n-dimensional Minkowski space and dµ is the BH-volume form or HT-volume form. Then the Scurvature of (V, F, dµ) vanishes identically. Let F * be the dual metric of F , which is also a Minkowski metric, and g * ij (ξ) = 1 2 [F * 2 (ξ)] ξ i ξ j . Then (4.1) can be written as
where f ij = ∂ 2 f ∂x i ∂x j .
Cartan formulas in Minkowski spaces.
Let N be a hypersurface in (V, F, dµ), {e i } n i=1 be an orthonormal frame field such that e n = n and e 1 , · · · , e n−1 be the eigenvectors ofÂ n . SetĈ abc = C n (e a , e b , e c ) andΓ abc = g(∇ ec e a , e b ). It follows from (3.8), (3.20) and (3.21) that
whereK(e a ∧ e b ) is the sectional curvature of the hypersurfaces N with respect to the connection∇ and metricĝ. On the other hand, we know that
Let N be an isoparametric hypersurface. Then it follows from (5.2) and (5.4) that
When kã = k a = kb = k b , one can obtain by (5.2) and (5.6) that
Γ aac = k cĈaac ,Γ bbc = k cĈbbc , ∀c. 
It follows from (5.7) and (5.6) that
For any y, X, Y ∈ V , we define the Cartan curvature as
is an orthonormal frame of V with respect to g y . By (5.9) we have
(5.12)
Here and from now on, we suppose that the isoparametric hypersurface N t has g distinct constant principal curvatures κ 1 , κ 2 , · · · , κ g and the multiplicity of κ r is m r , r = 1, 2, · · · , g. Proof. It is obvious when g = 2. When g > 2, we know from (5.2) that Γ abc = −Γ bac , for any a = b = c = a, and (5.11) can be written as
By (5.2) and (5.6), we have When g > 2, using (5.16) and (5.17), a similar argument as in [2] yields a contradiction. Thus we have Theorem 5.1 Let (V, F, dµ) be an n-dimensional Minkowski space satisfying Q y (X, Y ) = q(y) = 1 and C(X, Y, Z) = 0 for any y, X, Y, Z ∈ V , where y, X, Y, Z are all orthogonal to each other with respect to g y for n > 3. Then any isoparametric hypersurface in (V, F, dµ) has two distinct principal curvatures at most.
5.2.
Isoparametric hypersurfaces with g = 1. In (V, F ), the hypersurfacesŜ Since the Minkowski metric is independent of the point x ∈ V , that is, F (x, y) = F (y), y ∈ T x V = V , it suffices to consider Minkowski hyperspheres centered at the origin and put f (x) = ± 1 2 F 2 (±x), ∀x ∈ V . Then we have from (2.4) that
The function f also satisfies equations in (5.1) withã(f ) = √ ±2f and b(f ) = ±n. Consider the isoparametric family f = t. By (4.8) and (4.12), a straightforward computation yields that
The formulas above imply that
From (5.18), (5.19) and (5.3), we have
Theorem 5.3. In an n-dimensional Minkowski space (V, F, dµ)(n > 2), aĝ-totally umbilic hypersurface is isoparametric with g = 1 and it must be either a Minkowski hyperplane, a Minkowski hypersphere or a reverse Minkowski hypersphere.
Proof. Let N be aĝ-totally umbilic hypersurface with local coordinates On the other hand, let F * be the dual metric of F ,V * be an m-dimensional subspace of V * = T * x V andF be the dual metric of F * |V * inV . That is,
Minkowski hypersphere in (V ,F ). The cylinderŜ
x 0 )) = r,x ∈V , is said to be the (reverse) F * -Minkowski cylinder of radius r in Minkowski space (V, F ).
Remark 5.3. In general, we havē
Thus an (reverse) F * -Minkowski cylinder is not always an (reverse) FMinkowski cylinder.
hypersurfaces with constant principal curvatures 0 and ∓ 1 r . Proof. LetV * be an m-dimensional subspace of V * andF * = F * |V * . Then we can take an orthogonal coordinate system {(x i )} in V with respect to the Euclidean metric such thatV * = {ξ = (ξ 1 , · · · , ξ m , 0, · · · , 0)|ξ ∈ V * } andV = {x ∈ V |x = (x 1 , . . . , x m , 0, . . . , 0)}. Here and from now on, we use the following convention of index ranges:
whereL :V →V * is the Legendre transform with respect to the metricF . So we have
where ∇f is the gradient vector of f in (V ,F ). This means that f satisfies (5.1) withã(t) = √ ±2t,b(t) = ±m. By (4.9) and (4.8), a straightforward computation yields that
We get from above that
On the other hand, ∇ 2 f has n−m vanishing eigenvalues since f iλ = f λi = 0. Setting k m = k m+1 = . . . = k n−1 = 0, we obtain by (5.22) and (5.21) that
In general, it is difficult to express the metricF explicitly. So we consider some special Minkowski spaces in which some F -Minkowski cylinders are also isoparametric.
Corollary 5.1 Let (V, F, dµ) be an n-dimensional Minkowski space and (V ,F ) be a Minkowski subspace of (V, F, dµ). If 
That is,F =F . 
Thus,
Let F * (ξ) = F * (ξ 1 , · · · , ξ n ) be the dual metric of F , where ξ = L(y). Define
By a similar argument as above, we obtain
} be the subspace of V * . Then F * |V * is a standard Euclidean metric and its dual metricF inV is also a standard Euclidean metric. ThusF =F .
It can be seen from (2.4) that L(V ) ⊂V if and only if
Example 1 Let (V, F, dµ) be a Minkowski space with k-th root metric
It is easy to check that F satisfies (5.25), which means that the condition (1) in Corollary 5.1 is satisfied. Therefore
is an isoparametric hypersurface, where 1 < m ≤ n. Example 2 Let (V, αφ( β α ), dµ) be an (α, β)-Minkowski space, where α = i (y i ) 2 , β = by 1 . SetV = {x ∈ V |x = (x 1 , . . . , x m , 0, . . . , 0)}(1 < m < n). Then F also satisfies (5.25) , that is, F satisfies the condition (1) in Corollary 5.1. On the other hand, if we setV = {x ∈ V |x = (0, · · · , 0, x m+1 , . . . , x n )}(1 ≤ m < n − 1), then it is obvious thatF = λ (y λ ) 2 satisfies the condition (2) in Corollary 5.1. Thus
are isoparametric hypersurfaces in (V, αφ( β α ), dµ). Theorem 5.5. Let (V, F, dµ) be an n-dimensional Minkowski space satisfying Q y (X, Y ) = 1, ∀y, X, Y ∈ V , where y, X, Y are orthogonal to each other with respect to g y . Then any isoparametric hypersurface with g = 2 in (V, F, dµ) must be an F * -Minkowski cylinder or a reverse F * -Minkowski cylinder.
Proof. Let N be an isoparametric hypersurface with g = 2 and n = ∇ρ, where ρ(x) = d (N, x) . By Lemma 4.1 and Lemma 4.2, ρ(x) is an isoparametric function in (V, F, dµ). Hence, it satisfies (5.1). Let e 1 , · · · , e m−1 and e m , · · · , e n−1 be the eigenvectors ofÂ n with constant principal curvatures 
This implies that the tangent subspace spanned by {e m , · · · , e n−1 } is parallel in V . We can choose the coordinates {x i } in V such that 
Isoparametric hypersurfaces in a Randers space
Let (M, F ) be an n−dimensional Randers space, where F = α + β = a ij y i y j + b i y i . It is known that Proof. From (6.1), we obtain by a straightforward calculation that
where h ij = a ij − α y i α y j . Let {e i } n i=1 be an orthonormal frame field with respect to g y such that e n = ℓ and set e a = u i a ∂ ∂x i . Then
It is obvious thatĈ
By (6.3), for any a = b, we have 2Ĉ abab = C(e a , e b , e a , e b ) = 1 α 2 (β(e a )α + ββ(e a ))β(e a ) +
. Using the formula in [10] , we have From [7] , the gradient vector of f at x can be written as 6) where df = f i dx i , f i = δ ij f j . Let ∇ α f and ∆ α σ f be the gradient vector and the Laplacian of f with respect to dµ, respectively. Then It follows from (6.10) 1 that < ∇ α df, df > α =(λã + ζ)ã ′ df +ãdζ, << ∇ α df, df > α , β > α =(λã + ζ)ã ′ ζ +ã < β, dζ > α . at points where β(x) = β(x). That is, f does not satisfy (6.12) and thus it is not an isoparametric function.
Thus

