Inference in systems biology: modelling approaches and applications by Eduati, Federica
DIPARTIMENTO
DI INGEGNERIA
DELL'INFORMAZIONE
Inference in systems biology:
modelling approaches and applications
Ph.D. candidate
Federica Eduati
Advisor
Prof. Gianna Toffolo
School Director
Prof. Matteo Bertocco
Bioengineering Coordinator
Prof. Giovanni Sparacino
Ph.D. School in Information Engineering
Bioengineering section, XXV Series, 2013

Summary
The main topic of this thesis is the study of biological regulatory systems using
different computational modelling approaches in order to gain new insights into not yet
completely understood biological processes. In ‘systems biology’, mathematical models
represent a powerful tool to study biological processes. Models are abstractions of
reality always including some degree of simplification: an important ingredient of the
modelling process, having a major role in suggesting the appropriate level of abstraction
and simplification, is the purpose of the model, that is the question they have to answer.
This thesis is focused on the analysis of how models of different complexity appropri-
ately describe the available data to achieve a given purpose. Such analysis guides the
choice of the most appropriate degree of simplification of the system under study that
allows neglecting some aspects without compromising the results of the model. Three
levels of detail for inference and modelling are analyzed in this thesis depending on the
system under consideration. The first level is the network level, where molecules are
nodes connected by edges and the interest is in the inference of the topology of connec-
tions at large scale. In the second level the network is interpreted as a mean to produce
qualitative simulations and predictions which can be compared with experimental data.
The third level of detail consist in a more mechanistic dynamic description of the system
using ordinary differential equations but limiting the analysis to small subsystems. For
each level of detail, appropriate approaches have been developed and applied to in silico
and real data of different biological systems. Finally, different modelling appraches have
been integrated to analyze insulin signalling pathway on different levels of simplification
using a novel experimental dataset collected specifically for this purpose.
Inference of regulatory networks
In this part of the thesis a simple method developed to reconstruct, from single- stim-
ulus/inhibitor protein data, cause-effect networks representing signalling pathways is
described. It uses a strictly data driven approach, having Boolean (discrete logic) infer-
ence as basic ingredients underlying network reconstruction. Potentialities and limitations
of this method have been compared with those of more standard reverse-engineering
methods based on mutual information (ARACNe and CLR) and on Bayesian networks.
Qualitative modelling of large networks
A qualitative approach based on logic modelling is introduced in this part of the thesis,
and its application to signalling pathways is discussed. In particular a method has
iv
been developed and implemented in the R package CNORfeeder, to integrate prior
knowledge with data-driven information obtained using reverse engineering approaches
to infer predictive signalling network models from perturbation experiments. This
package has been designed to be integrated with an existing software, CellNOpt, which
permit to interpret a network as a logic model and to train it against experimental data.
This integrated approach has been applied to a network of growth and inflammatory
signalling and has been shown to provide a logic model with superior fit to data from
human liver cancer cells HepG2, proposing potential missing pathways supported by
known interactions among proteins. Performances of CellNOpt in training logic models
to high-throughput phosphoproteomic data have been compared to those provided using
a declarative problem solving paradigm called Answer Set Programming (ASP).
Quantitative modelling of small sub-networks
A more detailed mechanistic description of small systems has been applied to study
biological regulatory networks, using ordinary differential equations focusing on overrep-
resented patterns that play important functional roles, and in particular on:
• feed-back loops: an autoregulatory mechanism has been proposed to explain the
adaptation observed at genome-wide scale in the yeast stress response reproducing
all the kinetic features of the mRNA time-series;
• feed-forward loops: an new approach has been developed to reduce the search
space for new interactions to identify potential novel players in mixed regulatory
networks, using sequence analysis and model identification criteria to select active
miRNA mediated feed-forward loops during adipogenesis.
Multilevel study of insulin signalling pathway
All three levels of detail have been applied in order to analyze insulin signalling pathway.
The study is based on data collected during an experiment specifically designed to monitor
the dynamic of key proteins after insulin/leucine stimulation. The signalling pathway
is reconstructed by retrieving information about known interactions in literature and
databases. The pathway is then reduced to identifiable nodes and a semi-qualitative
approach based on logic-based differential equations is applied to fit the experimental
data. A more detailed description is then developed for a sub-part of the network using
ordinary differential equations directly derived from kinetic equations. With this example,
we show how the integration of analysis at multiple levels of detail allows to study a
problem providing different insights into the system.
Sommario
Questa tesi di dottorato e` incentrata sullo studio dei sistemi biologici mediante
l’utilizzo di diversi approcci di modellistica computazionale, al fine di esplorare processi
biologici non ancora chiari. Nella ‘systems biology’, i modelli matematici rappresentano
un potente mezzo per studiare i processi biologici. I modelli sono astrazioni della realta` e
possono includere diversi livelli di semplificazione a seconda del loro scopo.
La tesi e` focalizzata sull’analisi di come, modelli di diversa complessita`, possono
essere utilizzati per raggiungere diversi scopi. Questa analisi guida la scelta del livello di
semplificazione della realta` piu` adatto per trascurare certi dettagli senza pero` compro-
mettere la sua applicazione. Tre livelli di dettaglio sono analizzati in questa tesi. Il primo
livello e` la rete, le molecole sono considerate come nodi connessi tra di loro da archi e si
e` interessati ad inferire la topologia delle connessioni su larga scala. Nel secondo livello,
la rete e` interpretata come un mezzo per produrre simulazioni qualitative che possono
essere confrontate con i dati reali. Il terzo livello di dettaglio consiste in una descrizione
dinamica meccanicistica del sistema, mediate l’utilizzo di equazioni differenziali ordinarie
ma limitando l’analisi a sottosistemi di dimensioni ridotte. Per ogni livello di dettaglio,
sono stati sviluppati approcci adeguati, poi applicati a dati in silico e a dati reali relativi a
diversi sistemi biologici. Diversi approcci di modellistica sono stati integrati per l’analisi
del pathway del signalling dell’insulina considerando diversi livelli di semplificazione e
utilizzando un dataset sperimentale raccolto specificatamente per questo scopo.
Inferenza di reti di regolazione
In questa parte della tesi viene descritto un metodo sviluppato per ricostruire reti causa-
effetto da esperimeti sigolo stimolo/singolo inibitore. L’approccio utilizzato e` data-driven
e ricostruisce la rete basandosi su metodi di inferenza Booleani. Le potenzialita` e i
limiti di questo metodo sono stati confrontati con quelli di metodi di reverse-engineering
standard basati su mutua informazione (ARACNe e CLR) e su reti Bayesiane.
Modellizzazione qualitativa di reti a larga scala
In questa parte della tesi viede introdotto un approccio qualitativo basato su modelli
logici applicato a pathway di signalling. Nello specifico, e` stato sviluppato un metodo,
implementato in un pacchetto R chiamato CNORfeeder, per integrare la conoscenza a
priori con informazione di tipo data-driven ricavata con metodi di reverse-engineering,
con l’obiettivo di inferire modelli predittivi di reti di signalling a partire da esperimenti di
perturbazione. Questo pacchetto e` stato pensato per essere integrato con un software
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esistente, CellNOpt, che permette di interpretare una rete come un modello logico e di
allenarla su dati sperimentali. Questo approccio integrato e` stato applicato al pathway
responsabile della crescita e della risposta infiammatorio e si e` visto che permette di
ottenere un modello logico che descrive molto bene i dati misurati su cellule cancerogene
di fegato, proponendo anche link potenzialmente mancanti che sono supportati di in-
terazioni note tra proteine. Le performance di CellNOpt nell’allenare i modelli logici a
dati di fosfoproteomica, sono state confrontate con quelle ottenute con l’utilizzo di un
paradigma dichiarativo per il problem solving chiamato Answer Set Programming (ASP).
Modellizzazione quantitativa di sottoreti
Una descrizione piu` dettagliata di sottosistemi di dimensioni ridotte e` stata applicata allo
studio di reti biologiche, mediante l’utilizzo di equazioni differenziali ordinarie per la
descrizione di pattern sovrarappresentati che hanno ruoli funzionali importanti:
• feed-back loops: un meccanismo di autoregolazione e` stato proposto per spiegare
il meccanismo di adattamento osservato a livello genome-wide nella risposta allo
stress del lievito, questo meccanismo e` in grado di riprodurre tutte le caratteristiche
cinetiche osservate su serie temporali di mRNA;
• feed-forward loops: un nuovo approccio e` stato sviluppato per ridurre lo spazio
di ricerca di nuove interazioni e per identificare potenziali molecole interessanti
conivolte in reti di regolazioni miste trascrizionali e post-trascrizionali. I feed-
forward loops mediati da miRNA, attivi durante l’adipogenesi, sono stati selezionati
sulla base di analisi di sequenza e di criteri di identificazione di modelli.
Studio multilivello del pathway dei signalling dell’insulina
Tutti e tre i livelli di dettaglio sono stati applicati per l’analisi del pathway del signalling
dell’insulina. Lo studio e` basato su dati misurati durante un esperimento pensato per
monitorare la dinamica di proteine chiave stimolate con insulina e leucina. Il pathway di
signalling e` stato ricostruito da ricerche bibliografiche e su database ed e` poi stato ridotto
ai nodi identificabili. Un approccio semi-qualitativo basato su equazioni differenziali
derivate da modelli logici e` stato applicato per fittare i dati sperimentali. Una descrizione
piu` dettagliata e` stata poi sviluppata per una porzione della rete utilizzando equazioni dif-
ferenziali ordinarie derivate da equazioni cinetiche. Con questo esempio, viene mostrato
come l’integrazione di analisi a diversi livelli permette di studiare un problema da diversi
punti di vista.
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Introduction
1.1 Complexity in cell biology
Biological systems are complex and multiscale going from molecules, to cells to organisms
and there is increasing interest in the study of those tangled mechanisms that permit to
decode the DNA sequence and translate it into structure and function. As stated by the
central dogma of molecular biology, genes are lengths of DNA that are transcribed into
complementary sequences called mRNAs that are in turn used as templates for proteins
(Figure 1.1, left panel). Proteins are the main functional components of the cell as
they perform cellular work, they control metabolism and they are responsible for the
regulation of DNA transcription. To complete the picture, mechanisms are influenced
also by post-transcriptional modifications, that involve molecules called microRNAs, as
well as post-translational modifications of proteins in order to adapt the response of
the cell to external stimuli (Figure 1.1, right panel). The field of study that deals with
the analysis of biological systems and the interactions within them is commonly called
‘systems biology’: while molecular biology focuses on the understanding of individual
cellular components to elucidate how molecules works, systems biology aims at a system
level understanding in order to elucidate functional properties. To quote from Ideker,
systems biology can be defined as follows:
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Figure 1.1: left panel: central dogma of molecular biology, original cartoon as formulated by
Crick in 1970 (Crick, 1970), where solid arrows show general transfers and dotted arrows show
special transfer. right panel: cartoon schematically representing complexity in biological regula-
tory systems, post-transcriptional and post-translational complicate the network of regulatory
mechanisms.
“Systems biology studies biological systems by systematically perturbing them
(biologically, genetically, or chemically); monitoring the gene, protein, and infor-
mational pathway responses; integrating these data; and ultimately, formulating
mathematical models that describe the structure of the system and its response
to individual perturbations.” (Ideker et al., 2001)
Even if the concept of ‘systems biology’ was first introduced in 1948 by Norbert Wiener,
the founding father of cybernetics, who attempted to study technical and biological
systems using the same scientific approaches (Wiener, 1948), the first models developed
to have a system level understanding of biological systems were limited by the inadequacy
of data to support formulated hypotheses. The recent rising of systems biology is mainly
due to the fact that currently available experimental techniques permit to produce high-
throughput genomic and proteomic data that allow to monitor the dynamics of different
molecules under different experimental conditions. This large amount of data needs to be
handled by mean of computational methods in order to draw information about biological
systems. The main aims are the understanding of mechanisms that stay beneath different
phenotypes and characterize specific diseases and eventually the identification of drugs
able to counterbalance the effects of the disease. However, understanding of biological
mechanisms can be done at different systems level; in 2002 Kitano was writing about
systems biology:
“There is now a golden opportunity for system-level analysis to be grounded in
molecular-level understanding, resulting in a continuous spectrum of knowledge.
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System-level understanding, the approach advocated in systems biology, requires
a shift in our notion of ‘what to look for’ in biology. While an understanding of
genes and proteins continues to be important, the focus is on understanding a
system’s structure and dynamics.” (Kitano, 2002)
As we will see in the next Paragraph, the choice of the most appropriate computational
model should be guided by the biological knowledge and by the available experimental
data.
1.2 Modelling biological systems
In the context of systems biology, mathematical models represent a powerful tool to
study biological processes. Given a biological system, the development of a model allows
to simulate the system, making assumptions which can then be validated or rejected
according to the data. Eventually, a valid model can be used to identify the structure and
predict the outcome of the system under different experimental conditions. Models are
abstractions of reality and may include a different level of simplification depending on
the question they have to answer and the available data. A realistic description of all
biochemical mechanisms has to be included if the model aims at elucidating a detailed
biological mechanism, while a more abstract model is sufficient to predict the output
of the system in response to a specific input. However, biological complexity growth
exponentially with the number of components of a biological system (Butcher et al., 2004)
limiting the level of detail that can be included when dealing with large-scale systems.
Another limiting factor is the experimental knowledge of the system: a mechanistic
description of the system is unrealistic when individual molecular targets cannot be
interrogated and/or when sufficient qualitative data are not available (Bornholdt, 2005).
In this thesis, three different levels of simplification of biological reality are considered,
as exemplified in Figure 1.2.
(A) The first level is the topological level: complex biological systems are represented as
networks of interacting species, where molecules are seen as nodes connected by
links. The topology of the network can be inferred from high-troughput data, with
the aim of reverse-engineering the relationships between intracellular components
responsible for regulating cellular function. Large-scale networks can be considered
focusing on the analysis of the structure of the network, for example to understand
how a disease affects the topology of the network. However the network itself does
not allow to make simulation or predictions unless it is interpreted as a model. For
this reason,
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Figure 1.2: Different levels of simplification / modelling approaches. A. Topological: network
representation of EGFR signalling pathway (taken from (Schlessinger, 2013)) showing connec-
tions between key components of the network. B. Qualitative: Logic model representing only
key molecules of EGFR signalling pathway, where nodes can assume two stated: active (on)
or inactive (off) and nodes can be perturbed by stimulation and/or inhibition. C. Quantitative:
Dynamic representation of MEK-ERK regulation (adapted from (Schoeberl et al., 2002)) including
all possible kinetic reactions where every node represent concentration of a chemical species to
produce time-couse simulations.
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(B) the second level is qualitative modelling: networks can be interpreted as causal
relationships and encoded in logic models. These models are generally used to
interpret middle-scale networks without going too much into the mechanistic detail
but allowing to make qualitative simulations and predictions of the outcome of the
network under different experimental conditions, which can then be compared with
experimental data.
(C) The third level is quantitative modelling: detailed biological regulatory mechanisms
are considered by modelling mass-action kinetics. Differential equations can be
derived to study the dynamics of the system and to simulate (continuous) time-
course data. However, this analysis is generally limited to small subsystems, due to
the necessity of writing one equation for each molecular species and of having a
large number of quantitative dynamic data to estimate kinetic parameters.
This is a general classification thought to define the outline of the thesis as it well
categorizes approaches developed during the PhD studies, and it gives an idea of how
different modelling approaches are suitable for the solution of different problems. How-
ever, different classifications can be formulated (Lawrence et al., 2010) and probably
none of them will perfectly categorize all possible computational models. There are many
examples, in recent literature, of methods which do not exactly fit into this classification
like coarse-grained differential equations models derived to describe middle- and large-
scale networks (Feret et al., 2009), or logic-based models able to describe (continuous)
dynamic data (Terfve et al., 2012). Nevertheless, the appropriate modelling approach
always needs to be chosen or developed based on the considered biological system, the
aim of the study and the available experimental data.
1.3 Overview and contributions
This thesis is focused on the analysis of how models of different complexity appropriately
describe the available data to achieve a given purpose. Such analysis guides the choice
of the most appropriate degree of simplification of reality that allows neglecting some
aspects without compromising the results of the model. In the following, one chapter will
be devoted to each level of detail and several developed approaches will be described
along with their applications to in silico and real data of different biological systems. A
separate chapter will be dedicated to the integration of different modelling approaches
to analyze insulin signalling pathway on different levels of simplification using a novel
experimental dataset collected specifically for this purpose.
6 Introduction
In Chapter 2, we present a simple method developed to reconstruct, from single-
stimulus/inhibitor protein data, cause-effect networks representing signalling pathways
(Eduati et al., 2010). This method, which resulted the best performing in the “Predictive
Signaling Network Modeling challenge” of DREAM4 competition, can be used to discover
how signalling pathways are altered by diseases and to predict the effect of multiple
agents/drugs. It uses a strictly data driven approach, having Boolean (discrete logic)
inference as basic ingredients underlying network reconstruction. Boolean inference is
appropriate to reconstruct the signalling network structured into input nodes (stimuli)
intermediate nodes (inhibitors) and output nodes (phosphoproteins), particularly in
situations where the limited number of available samples and the lack of information
on the stimulus format prevent the use of more sophisticated modelling approaches.
Potentialities and limitations of this method are then compared with those of more
standard reverse-engineering methods based on mutual information (ARACNe and CLR)
and on Bayesian networks (Eduati et al., 2012a).
In Chapter 3, we introduce a qualitative approach based on logic modelling and its
application to signalling pathways. In particular we focus on a method, implemented in
the R package CNORfeeder, to integrate prior knowledge with data-driven information
obtained using reverse engineering approaches to infer predictive signalling network
models from perturbation experiments (Eduati et al., 2012a). This package is designed
to be integrated with an existing software, CellNOpt, which permit to interpret a network
as a logic model and to train it against experimental data. This integrated approach is
applied to a network of growth and inflammatory signalling and is shown to provide
a logic model with superior data fit to data from human liver cancer cells HepG2,
proposing potential missing pathways supported by known interactions among proteins.
Performances of CellNOpt in training logic models to high-throughput phosphoproteomic
data are compared to those provided using Answer Set Programming (ASP), a declarative
problem solving paradigm, in which a problem is encoded as a logical program such
that its answer sets represent solutions to the problem (Videla et al., 2012). On in
silico datasets, ASP is shown to be efficient in scalability and computational times. It
also guarantees global optimality of solutions providing the complete set of solutions
(Guziolowski et al., Submitted).
In Chapter 4, we apply a more detailed mechanistic description of small systems using
ordinary differential equations focusing on overrepresented patterns in biological regula-
tory networks that play important functional roles. We propose a regulatory mechanism
able to explain the adaptation observed at genome-wide scale in the yeast stress response
reproducing all the kinetic features of the mRNA time-series (De Palo et al., 2011). The
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gene expression response of yeast to various types of stresses/perturbations shows a
common functional and dynamical pattern for the vast majority of genes, characterised
by a quick transient peak (affecting primarily short genes) followed by a return to the
pre-stimulus level. Kinetically, this process of adaptation following the transient excursion
can be modelled using a genome-wide autoregulatory mechanism by means of which
yeast aims at maintaining a preferential concentration in its mRNA levels.
A similar modelling approach was also applied to select active miRNA mediated feed-
forward loops during adipogenesis, based on sequence analysis and model identification
criteria (Eduati et al., 2012b). Different simple models of feed-forward loop circuits are
assessed based on their ability to properly reproduce miRNA and mRNA expression data
in terms of identification criteria, namely: goodness of fit, precision of the estimates, and
comparison with submodels. The work is focused on the development of a new approach
to reduce the search space for new interactions and to identify potential novel players.
When applied to adipogenic differentiation gene expression data, it provides potential
novel players in this regulatory network.
In Chapter 5, all three levels of detail were then applied to a single system in order
to analyze the insulin signalling pathway. The study is based on data collected during
an experiment specifically designed to monitor the dynamic of key proteins of insulin
signalling pathway of human skeletal muscle cells under three different experimental
conditions: insulin stimulation, leucine stimulation and insulin stimulation after leucine
incubation. The signalling pathway is reconstructed by retrieving information about
known interactions in literature and databases. The pathway is then reduced to iden-
tifiable nodes and a semi-qualitative approach based on Boolean ODEs is applied to fit
the experimental data. A more detailed description is then developed for a sub-part of
the network using ordinary differential equations directly derived from kinetic equations
(Eduati et al., Submitted). With this example, we show how the integration of analysis at
multiple levels of detail allows to study a problem providing different insights into the
system.
8 Introduction
2
Inference of networks topology
2.1 Introduction
All interactions and control mechanisms between genes, mRNAs, proteins and metabolites
are commonly codified in biochemical networks where nodes represent molecules, and
links represent interactions or regulatory mechanisms. High-throughput measurement
techniques allow simultaneous interrogation of multiple cell components under different
perturbations, and reverse-engineering attempts to infer interaction networks topology
from these biological data. The aim is the reconstruction of biochemical networks in
order to understand how molecules and their interactions determine the function of the
cell (Baraba´si & Oltvai, 2004). Different kind of biochemical networks exists, depending
on the system under study, e.g. gene networks, protein networks or metabolic networks.
Due to the large diffusion of microarrays, which provides high-throughput measures of
gene expression, many reverse-engineering methods have been developed in literature
to infer transcriptional networks (Brazhnik et al., 2002) where nodes are genes and
connections show how genes (undirectly) affect each other activity. In the last years,
increasing attention has been devoted also to protein signalling networks, which govern
the transmission of external signals through cells involving protein post-translational
modifications.
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The DREAM project
The DREAM (Dialogue for Reverse Engineering Assessments and Methods) project
(Stolovitzky et al., 2007) is an initiative that bring together different research groups in
the effort of developing and discussing reverse-engineering methods to infer networks
connectivity in cell biology. In DREAM challenges, simulated or real experimental data
are provided to the participants and they are asked to infer the underlying network
structure. Performances of different groups are then compare using a known standard.
2.2 Inference of signalling networks with FEED
Signalling pathways are used by cells to respond to environmental changes: a protein or
a metabolite binds to transmembrane receptors and, inducing a cascade of signals that
involves the activation of different proteins, relay to the nucleus altering the behavior
of the cell. Increasing attention has been payed to signalling pathways as it became
known that defects in signal transduction cause many disease as cancer, heart disease
and diabetes. Large scale protein signaling networks are well studied but there is still not
enough information on how those pathways respond to specific stimuli and how diseases
and drugs affect the pathways. The topology of the network can be inferred based on
the measures of changes of phosphorylation states or activities of some proteins of the
network in perturbation experiments. These perturbations can consist in stimulation with
hormones or growth factors and/or chemical inhibitions of specific proteins.
In the DREAM 4 “Predictive Signaling Network Challenge” (Prill et al., 2011) par-
ticipants were asked to reconstruct the topology of interactions between measured and
perturbed proteins from single-stimulus/single-inhibitor experimental data and to predict
the response to multiple stimuli and/or multiple inhibitors. We developed a method
(Eduati et al., 2010) that was used to participate to this challenge resulting the best
performer. Network topology is reconstructed in two steps: first, a Boolean table is
inferred for each measured protein indicating which stimuli and which inhibitors affect
the protein. Then, tables are used to infer a causal network connecting stimuli, inhibited
and measured proteins. Since performances were evaluated based on predictions of
test data of multiple stimuli/inhibitors (not provided to participants), the reconstructed
network was used to linearly combine appropriate single stimulus/inhibitor data. The
method is described in detail in Eduati et al. (2010). It was later named FEED in Eduati
et al. (2012a), where an improved version of the same algorithm was used for different
purposes (see Chapter 3). Full text of the original paper Eduati et al. (2010), is reported
in Appendix 2.1.
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2.3 Other methods for reverse-engineering signalling
networks
Many reverse-engineering methods, originally developed to infer transcriptional networks,
were later applied to the inference of the topology of signalling networks from steady-
state perturbation experiments. Strictly data-driven methods for reverse-engineering
signalling network with no need for prior knowledge, have been used, for example, in
Sachs et al. (2005) and Ciaccio et al. (2010). Many developed methods are based on:
• mutual information: undirected networks can be inferred based on mutual infor-
mation estimated between all pairs of measured proteins, considered as random
variables. Examples of mutual information based methods are ARACNE (Margolin
et al., 2006) and CLR (Faith et al., 2007): in both cases the first step is the inference
of the mutual information matrix, but they differs in the apporach used to derive
valid interaction from information encoded in the matrix;
• Bayesian inference: signalling cascades can be interpreted as Bayesian networks,
inferred from data using a statistically founded computational procedure by in-
terpreting statistical effects among molecules as causal relationships. In Bayesian
networks, nodes represents measured molecules, seen as random variables, and
links represent conditional dependencies: network inference algorithms aim to find
a model that closely predicts the observations (Pe’er, 2005).
FEED, Bayesian inference, ARACNE and CLR were used in Eduati et al. (2012a) to
infer a benchmark network from in silico data (see 3.1 for additional details). Different
methods are known to have specific advantages and limitations, in fact the DREAM
experience showed that best results are obtained by combining networks inferred using
different approaches (Prill et al., 2011). Bayesian networks have the advantages of being
robust to the existence of unobserved variables (not all proteins of the networks can be
measured) and of accommodating, in their probabilistic nature, noise that is inherent
in biological data. Though, they are acyclic graphs, thus cannon infer feedbacks, that
are well known to be important in signalling networks. On the other hand, mutual
information based methods only infers unsigned interactions, not providing causality of
links that is very important in signalling networks. FEED can infer directed signalling
networks with feedbacks, but it derives a cause-effect network with directed links only
from stimulated to inhibited or measured proteins, and from inhibited to measured
proteins.
12 Inference of networks topology
Appendix 2.1 Paper: Eduati et al., PLoS one, 2010
The following publication dealing with inference of signalling networks topology has
been coauthored by the Ph.D. candidate during her doctoral program.
• F. Eduati, A. Corradin, B. Di Camillo, and G. Toffolo. A boolean approach to linear
prediction for signaling network modeling. PloS one, 5(9):e12789, 2010.
Full text of the original paper is reported in this Appendix.
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Abstract
The task of the DREAM4 (Dialogue for Reverse Engineering Assessments and
Methods) “Predictive signaling network modeling” challenge was to develop a method
that, from single-stimulus/inhibitor data, reconstructs a cause-effect network to be
used to predict the protein activity level in multi-stimulus/inhibitor experimental
conditions. The method presented in this paper, one of the best performing in
this challenge, consists of 3 steps: 1. Boolean tables are inferred from single-
stimulus/inhibitor data to classify whether a particular combination of stimulus and
inhibitor is affecting the protein, 2. a cause-effect network is reconstructed starting
from these tables, 3. training data are linearly combined according to rules inferred
from the reconstructed network. This method, although simple, permits to achieve
a good performance providing reasonable predictions based on a reconstructed net-
work compatible with knowledge from the literature. It can be potentially used
to predict how signaling pathways are affected by different ligands and how this
response is altered by diseases.
1 Introduction
There is an increasing agreement of the scientific community in attributing complex dis-
ease such as cancer, diabetes, heart disease and autoimmunity to defects in signaling
trasduction pathways. For instance, in the case of cancer, it is generally acknowledged
that genetic mutations are involved in the onset of the disease, but its manifestation is at
the pathway functional signaling level (Jones, 2008; Subramanian et al., 2005). Thus,
an important step towards a dynamic understanding of the functions and behaviors rel-
evant to a particular system is modeling protein interactions, by integrating available
knowledge on signaling pathways with novel high-throughput protein expression data.
Development of new therapies would benefit from models and methods able to predict
the alterations induced on protein expression levels by different therapeutical agents.
Recently, some pioneering efforts were accomplished by Li et al. (Li et al., 2009) who
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developed a computational framework for a functional input-output description of the
Toll-like receptor signaling and the identification of potential targets for its modulation,
and by Mitsos et al. (Mitsos et al., 2009) who proposed a computational approach based
on the experimental protocol introduced in (Alexopoulos et al., 2010) and a methodol-
ogy to create cell-specific Boolean models as presented in (Saez-Rodriguez et al., 2009),
to evaluate drug actions on signaling pathways.
Evaluation and comparison of the performance of algorithms for network inference
and data prediction is still an open issue. The Predictive Signaling Network Modeling
challenge of DREAM4 competition provides an important contribution to this topic, by
addressing the problem of signaling network inference from single-stimulus/inhibitor
data for prediction of multi-stimulus/inhibitor data. The challenge arises from the ques-
tion of generating a model from a network and data as defined in (Saez-Rodriguez et al.,
2009): to this purpose, the organizers provided the topology of a canonical signaling
pathway, derived from the literature, and a training set they have published in (Alex-
opoulos et al., 2010) monitoring the activity of seven phosphoproteins (AKT , ERK12,
Ikb, JNK12, p38, HSP27, MEK12) at three time points (0, 30 minutes and 3 hours)
during twenty five different perturbations consisting of combinatorial treatment with
zero or one cytokine (TNFa, IL1a, IGF1, TGFa) acting as a stimulus and zero or
one inhibitor (MEKi, p38i, PI3Ki, IKKi). Participants were asked to a) update the
network b) predict the seven phosphoprotein levels in response to twenty pair-wise com-
binations of stimuli (TGF , IL1a, IGF1, TGFa+ IGF1) and inhibitors (p38i+MEKi,
PI3Ki +MEKi, p38i + IKKi, PI3Ki + IKKi). The corresponding measured levels
were available to participants only after the disclosure of the best performing teams and
were used by the organizers to evaluate the quality of predictions. Network and data are
a subset of those used in (Alexopoulos et al., 2010) and in (Saez-Rodriguez et al., 2009),
all measurements were performed using Luminex xMAP sandwich assay as described in
(Alexopoulos et al., 2010) and were affected by measurement errors due to technical
noise (SD = 300), and biological noise (CV = 8%) (Prill et al., 2010).
It was emphasized that the submitted network, specific for the HepG2 cell line, had
to include only nodes representing measured or manipulated elements (i.e. stimuli,
inhibited proteins and measured proteins) and edges underlying predictions, and that
predictions had to be based on the reconstructed network. As anticipated, the challenge
was evaluated on the basis of quality of predictions and sparsity of the network. Relia-
bility of predictions was quantified, for each protein p, by the Normalized Squared Error
NSE(p):
NSE(p) =
∑
measurements of P
prediction−measurement
measurement error
(1)
NSE(p) was compared with a null distribution in which predictions were sampled
at random from the measured values of each protein, p-values obtained for each protein
were then combined in a Prediction Score: a larger score indicates greater statistical
significance of the prediction. Finally, the Overall Score, which also considers the parsi-
mony of the submitted network, was used for team ranking:
Eduati et al., PLoS One, 2010, 5(9): e12789
Overall Score = Prediction Score− r · (Edge Count) (2)
where r is a parameter determined empirically by the organizers of the challenge as the
minimum, over all teams, of the Prediction Score divided by the Edge Count.
In this paper, a simple data-driven method is presented, that was applied to this
DREAM4 challenge. Network topology was reconstructed by inferring Boolean tables
from training data, to establish cause-effect relationships characterizing the pathway in
terms of links among ligands, inhibitors and proteins. Expression levels of the output
proteins during multi-stimulus/inhibitor perturbations were then predicted by a linear
combination of training data, in accordance with the reconstructed network.
2 Methods
The method consists of three steps (Fig. 1) based on: 1) inference of Boolean tables
from data to classify whether a particular combination of stimulus and inhibitor is af-
fecting the protein, 2) reconstruction of a cause-effect network from Boolean tables,
3) prediction of test data by linear combination of training data, using rules based on
the reconstructed network. The three steps are detailed in the following paragraphs by
denoting, for a generic protein p (p = 1, . . . , 7):
• xi,j(t): protein level at time t collected after perturbation with stimulus i (i =
0, . . . , 4 where i = 0 represents the condition without any stimulus) and inhibitor
j (j = 0, . . . , 4 where j = 0 represents the condition without any inhibitor);
• νi,j(t) = xi,j(t) − xi,j b: protein level with respect to the basal level (indicated by
the suffix b);
• σ2xi,j = 3002 + (0.08 · xi,j)2: variance of the measurement error (provided by the
organizers) associated to xi,j;
• σ2νi,j = σ2xi,j + σ2xi,j b: variance of the measurement error associated to νi,j .
2.1 Inference of Boolean tables
A table is built for each protein, having a column for each stimulus and a row for each
inhibitor and containing in each cell a two-value vector Ci,j = [ai, bi,j ] indicating how
a particular stimulus/inhibitor combination affects the protein. ai denotes the action of
the stimulus i and bi,j the action of stimulus i/inhibitor j, each quantized in two levels:
1 if action is significant, 0 if not.
Significant increase in protein level in response to a stimulus and significant decrease
in response to an inhibitor are tested following (Di Camillo et al., 2005), based on the
measurement error distribution.
More precisely, for each stimulus, in absence of inhibitors, the increase of the protein
activity (TEST1i = νi,0(t)) with respect to the reference, i.e. the condition with no
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p38i [0,0] [0,0] [1,0] [1,0] 
PI3Ki [0,0] [0,0] [1,1] [1,1] 
IKKi [0,0] [0,0] [1,0] [1,1] 
HSP27 TNFa IL1a IGF1 TGFa 
MEKi [0,0] [1,0] [0,0] [0,0] 
p38i [0,0] [1,1] [0,0] [0,0] 
PI3Ki [0,0] [1,0] [0,0] [0,0] 
IKKi [0,0] [1,1] [0,0] [0,0] 
TGFa IGF1 TNFa IL1a 
MEK12 p38 PI3K IKK 
ERK12 AKT JNK12 Ikb HSP27 
Figure 1: Workflow representing the 3 steps of the method. (1) Boolean inference of tables
from single-stimulus/inhibitor experimental data, (2) network inference from the tables and (3)
linear combination of single-stimulus/inhibitor data to predict protein activity level in multi-
stimulus/inhibitor conditions, based on network structure.
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Figure 2: Boolean inference. Three examples are shown: A. stimulus IGF1 does not affect
protein Ikb, B. stimulus TNFa affects protein Ikb but the presence of MEK inhibitor does
not change the protein level, C. stimulus TNFa affects protein Ikb and the presence of IKK
inhibitor decreases the protein level.
stimulus and no inhibitor (REF1 = ν0,0(t))), is considered significant if it exceeds k
times the standard deviation of the measurement error, for at least one sample:
(TEST1i −REF1) > k · σTEST1i−REF1 (3)
where σ2TEST1i−REF1 = σ
2
ν0,0 + σ
2
νi,0 and k is a parameter to be set. As an example,
Fig. 2A reports the activity level of Ikb protein in the condition no stimulus/no inhibitor
and in the condition stimulus IGF1/no inhibitor. The stimulus does not significantly
affect the protein activity level, i.e. condition (3) is not satisfied, thus the first value of
cells in the column corresponding to the stimulus IGF1 is set to 0, i.e. ai = 0. When
condition (3) is not satisfied, as in Fig. 2A, the effect of inhibitors is not considered and
the second value of the cell (bi,j) is set equal to 0 for all inhibitors j.
As a second example, Fig. 2B shows the activity level of Ikb protein in the condition
stimulus TNFa/no inhibitor. The stimulus affects the protein level, i.e. condition (3)
is satisfied, thus the first value of cells in the column corresponding to stimulus TNFa
is set to 1, i.e. ai = 1. When condition (3) is satisfied, the effect of each inhibitor
is analyzed. Denoting as reference the condition with the stimulus and no inhibitors
(REF2i = νi,0) the action of each inhibitor (TEST2i,j = νi,j) is considered significant
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Figure 3: Network reconstruction. Three examples are shown: A. stimulus IGF1 does not
affect protein Ikb, B. stimulus IL1a affects protein JNK12 but none of the inhibitors exerts a
significant effect, C. stimulus TNFa affects protein Ikb and its action is mediated by protein
IKK.
if:
(REF2i − TEST2i,j) > k · σ(TEST2i,j−REF2i) (4)
where σ2TEST2i,j−REF2i = σ
2
νi,0+σ
2
νi,j . Fig. 2B shows that if protein Ikb is stimulated with
stimulus TNFa/inhibitor MEKi, condition (4) is not satisfied and the second value of
the cell corresponding to stimulus TNFa and inhibitor MEKi is set to 0, i.e. bi,j = 0.
Whereas, with inhibitor IKKi (Fig. 2C) condition (4) is satisfied, thus bi,j is set equal
to 1. It is clear from the examples that the number of actions considered as significant
is inversely related to the k value.
2.2 Network reconstruction
For each protein, a subnetwork is reconstructed from its Boolean table by adding:
• no links for stimulus/inhibitor combinations corresponding to [0,0] cells (example
shown for protein Ikb under stimulation with stimulus IGF1 in Fig. 3A);
• a direct link between a cytokine and a phosphoprotein if the column corresponding
to that stimulus contained all [1,0] cells (e.g. IL1a→ JNK12 in Fig. 3B);
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Figure 4: Subnetwork isolation for prediction. Example of the subnetwork considered when
AKT value under stimulation with stimuli IGF1 and TGFa and inhibitors MEKi and PI3Ki
had to be predicted.
• a link passing through and inhibitor if, for that stimulus, there is a [1,1] cell in the
row corresponding to that inhibitor (e.g. TNFa→ IKK → Ikb in Fig. 3C).
Subnetworks are then merged, and if, in the resulting network, a cytokine and a
protein are connected both directly and indirectly, through an inhibitor, the direct link is
pruned and not used for prediction. The Boolean tables are updated consistently.
2.3 Prediction
To predict the phosphorylation level reached by a protein in combinatorial treatments
with single or multiple stimuli/multiple inhibitors, the specific subnetwork is isolated.
For example, to obtain the prediction of the activity of protein AKT in the condition
with stimuli TGFa and IGF1 and inhibitors PI3Ki and MEK12i, the sub network
composed by nodes TGFa, IGF1, PI3K, MEK12, AKT and links connecting them
are isolated, as shown in Fig. 4.
Depending on the subnetwork configuration, single-stimulus/inhibitor data are lin-
early combined according to the following formula:
xˆI,J =
∑
i∈I
ai
∑
j∈J
bi,j (νi,j − νi,0 − ν0,j) +
∑
i∈I
aiνi,0 +
∑
j∈J
b0,jν0,j + xI,J b (5)
where I and J denote the particular combinations of stimuli (e.g TGFa + IGF1) and
inhibitors (e.g. MEKi + PI3Ki), respectively, for which prediction xˆ has to be made,
xI,J b the basal level under this condition (given by the organizers) and b0,j is assumed
equal to 1 if bi,j = 1 for at least one i ∈ I. If none of I stimuli are active on the protein,
i.e. ai = 0 for all i ∈ I, Equation (5) reduces to:
xˆI,J = ν0,0 + xI,J b (6)
As an example, for the subnetwork shown in Fig. 4, Equation (5) predicts the activ-
ity of protein AKT with stimuli TGFa and IGF1 and inhibitors MEKi and PI3Ki as
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Figure 5: Influence of the parameter k on the number of links.
the sum of the activity level of protein AKT in the condition stimulus TGFa/inhibitor
PI3K and in the condition stimulus IGF1/inhibitor PI3K. Since in this sum the ef-
fect of the inhibitor is considered twice, the activity level in the condition no stimu-
lus/inhibitor PI3K is then subtracted. If, for a given protein, the reconstructed network
predicts that some stimulus/inhibitor combinations do not affect its level, the reference
conditions νi,0 and ν0,0 in Equations (5) and (6) are evaluated by averaging the protein
level measured in absence of stimulus/inhibitor with the protein level measured under
these conditions.
2.4 Implementation
The algorithm was implemented in Matlab. It requires as input arguments: single-
stimulus/inhibitor data, the model of the measurement error, the value of parameter
k and multi-stimuli/inhibitors combinations for which predictions are desired and pro-
vides as outputs: the reconstructed network with link ranking and predicted values.
3 Results
3.1 Network inference
The choice of parameter k, used in the inference of Boolean tables to define the threshold
of significance (Equations (3) and (4)), obviously affects the number of links, as shown
in Fig. 5: with a high value of k only few links are included in the network, more are
added if k decreases. In Table 1, selected links are ranked, according to the upper limit
value of parameter k still allowing the presence of the link, from the most reliable (high
value of k) to the less confident. A value of k equal to 2.5 was empirically chosen as
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LINK k Canonical network
IL1a→ IKK → Ikb 10.70 yes
IL1a→ p38→ HSP27 9.74 yes
TGFa→MEK12 8.71 yes
TGFa→ PI3K → AKT 5.01 yes
IGF1→ PI3K → AKT 4.38 yes
TNFa→ IKK → Ikb 4.34 yes
IL1a→ JNK12 4.31 yes
IL1a→MEK12 3.91 no
IL1a→ IKK → HSP27 3.17 no
TGFa→MEK12→ ERK12 2.76 yes
IL1a→ p3 2.64 yes
TGFa→ IKK → AKT 2.55 no
Table 1: Links in the network ranked according to the upper limit value of parameter k allowing
the presence of the link.
threshold. It permitted to have an high number of true positives (i.e. links that are both
in the canonical and reconstructed network) still limiting the number of false positives
(i.e. links that appear in the reconstructed but not in the canonical network). Thus, the
canonical network was used only to set a threshold valid for links to be selected, not as
a priori information on which links are included in the network.
The cause-effect network (after graph pruning), used for prediction, is shown in
Fig. 1. A direct connection between a cytokine (represented in red) and a measured
protein (in purple), e.g. IL1a → Ikb, means that the cytokine stimulation significantly
increased the activity level of the target protein. A connection through one of the inhib-
ited proteins (in blue) , e.g. TNFa→ IKK → Ikb, means that the cytokine stimulates
the target protein level, but if the halfway protein is inhibited the target protein level
decreases with respect to the previous condition. All inferred links can be found in the
canonical network but three: the one connecting IL1a and MEK12 also found by Saez-
Rodriguez et al. (Saez-Rodriguez et al., 2009) and the ones connecting IKK to AKT
and HSP27. From Table 1, the connection between IKK and AKT is the last link is
the ranking therefore it is the less confident. On the contrary the connection between
IKK and HSP27 seems to be quite reliable.
3.2 Prediction
The average Normalized Error (NE), i.e. the square root of NSE for each prediction, was
1.47 corresponding to an average deviation of prediction from measurement equal to
1.47 times the SD of the measurement error. In Fig. 6, an histogram of single prediction
NEs reveals that there were some outliers. Thus, the median NE was lower than the av-
erage NE and its value, equal to 0.38, indicates that the distance between the prediction
and the real value was less than the 38% of the SD of the measurement error for the 50%
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Figure 6: NE histogram. Mean and median NE values were 1.47 and 0.38 respectively.
TOT AKT ERK12 Ikb JNK12 p38 HSP27 MEK12
mean NE 1.47 5.03 1.25 0.46 0.45 0.24 0.36 1.96
median NE 0.38 3.84 0.82 0.19 0.33 0.15 0.15 2.05
Table 2: Mean and median NE over all predicted values for each protein.
of the predictions. Results for single proteins (Table 2) show that predictions are more
precise for some proteins (e.g. p38 and HSP27), less precise for others, particularly for
Akt, but in most cases the median is lower than the mean, indicating that outliers are
distributed among proteins.
In order to evaluate the role of parameter k on the performance, Prediction Score
and Overall Score calculated from Equations (2) by using r = 0.0827, which is the value
evaluated by the organizers based on the results of all teams, were plotted for different
values of k (Fig. 7). Fig. 7A shows that a high Prediction Score was obtained only
for 1.4 < k < 2.7 indicating that a reliable network was necessary for the quality of
predictions. In fact, low values of k, i.e. networks with many links, and high values of
k, i.e. networks with few links, worsened the performance of the method in terms of
Prediction Score. However, the Overall Score, which favored sparse networks, indi-
cated a good performance even with high k values, as shown in Fig. 7B.
4 Discussion
In this paper, we present a simple method able to reconstruct, from single- stimu-
lus/inhibitor protein data, cause-effect networks representing signaling pathways and to
predict protein levels during multi-stimulus/inhibitor perturbations. This method, devel-
oped and applied to the Predictive Signaling Network Modeling challenge of DREAM4
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Figure 7: Influence of the parameter k on the performance of the method. (A) The
Prediction Score is used to evaluate the statistical significance of the prediction, a greater
value correspond to a better prediction. (B) The Overall Score consider also the parsimony of
the network penalizing the Prediction Score with a cost per link. The method is robust to the
value of k at least for 2 < k < 2.8.
competition, can be used to discover how signaling pathways are altered by diseases and
to predict the effect of multiple agents/drugs. It uses a data driven approach, having
Boolean (discrete logic) inference and linearity assumption as basic ingredients under-
lying network reconstruction and data prediction.
Boolean inference is appropriate to reconstruct the signaling network structured into
input nodes (stimuli) intermediate nodes (inhibitors) and output nodes (phosphopro-
teins), particularly in situations like the one of the challenge, where the limited number
of available samples and the lack of information on the stimulus format prevent the use
of more sophisticated modeling approaches, e.g. based on differential equations and
model identification. A cause-effect network connecting stimuli, inhibited and measured
proteins, was reconstructed by a two step procedure: from single-stimulus/inhibitor
data, a table was first built to code significant effects of stimuli and inhibitors on output
proteins, which was then translated into links among nodes of the network according
to very simple rules. Significance was defined with reference to the measurement error,
by exploiting a method used in (Di Camillo et al., 2005) to quantize time series expres-
sion data, e.g. a stimulus significantly affects an output protein if it is able to increase
its level of a quantity that exceeds the uncertainty associated with the measurement of
this quantity. The method needs information about the measurement error: in the case
of the challenge a model relating the variance of the error to the expression level was
provided by the organizers, in situations where this information is not available, it can
be estimated from replicates (Cobelli et al., 2001). A factor k, which multiplies the stan-
dard deviation of the errors, was introduced as a threshold to distinguish between not
significant (to be explained in terms of measurement errors) and significant effects. The
choice of k obviously affects network density, as shown in Fig. 5: low k values favor
dense networks and may lead to false positive links; whereas high k values cause sparse
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networks, potentially associated with false negative links. Thus, k was optimized using
the available knowledge built in the canonical network. A value k = 2.5 was chosen,
able to provide a network with most of the links reproducing direct or indirect connec-
tions also present in the canonical pathway. Therefore, a priori information built in the
canonical network was only used to set parameter k. Anyhow, the described network re-
construction approach is strictly data-driven and thus usable even when no information
is available: to set parameter k we are exploring different solutions, based on either the
stability of predictions or the ranking of links. For example, active links can be selected
following a method based on a compromise between false positives and false negatives
based on a measurement error model, originally proposed to quantize gene expression
data (Di Camillo et al., 2005).
The reconstructed network was used to predict protein levels during multi- stim-
ulus/inhibitor perturbations, by linear combination of single-stimulus/inhibitor data
which, according to the network, exert significant effects on the proteins. Linearity
assumption underlies the predictions, and this can be critical since interferences among
different stimuli and/or different inhibitors are likely to occur in the real system. How-
ever, no information is available on whether and how interferences take place, therefore
linearity is a sort of minimum working assumption, the role of which can be assessed
a posteriori, based on the performance of the method in terms of reliability of predic-
tions. Results indicate that the linearity assumption is reasonable, since the median of
the deviation between true and predicted values is about 0.38 when normalized to the
standard deviation of the measurement error. Performance is reasonably stable with re-
spect to k values, reaching similar prediction scores for k in the range 2− 2.8. Choosing
a low value, resulting in a dense network, as well as a high value, resulting in a sparse
network, deteriorates the quality of predictions. This supports the importance of us-
ing a realistic network to select the single-stimulus/inhibitor components to be linearly
combined for data prediction.
In conclusion, the method we proposed provides a reliable solution to the problem
proposed in the challenge. The method is simple, its implementation in Matlab has very
low computational load but, despite of its simplicity, it is very promising and we are
currently working on some refinements. As regards the definition of significance of the
stimulus/inhibitor effect, we plan to introduce a criterion tailored for time series data,
based on the area under the curve like in (Di Camillo et al., 2007), instead of considering
single data points. A second aspect regards the choice of parameter k, which is a critical
issue of our method, in the situation where a priori knowledge of network density is not
available/usable.
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Qualitative modelling of networks
3.1 Introduction
Model are convenient tools to interpret networks in order to study functional interactions
between their components. Causal interactions are, intrinsically, qualitative relations
between the observed variables; for this reason, biological networks are often interpreted
as qualitative logic-based models. Qualitative descriptions are very appealing when it
comes to analyze complex biochemical networks, because they are close to the human
way of thinking, for example, when A, B and C are molecules, some common interactions
that can easily be translated into logic models are:
• B is active when A is active A B (activation)
• B is inactive when A is active A B (NOT gate, inhibition)
• C is active only when A and B are active AB C (AND gate)
• C is active when either A or B is active AB C (OR gate)
These rules can be combined in order to define more complex behaviors. The use of logic
models allows to extend this intuitive properties from subsystems to large scale networks:
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the overall behavior of the network might not be intuitive to understand just looking
at the network, but can be quickly simulated by a computer (Blinov & Moraru, 2012).
In this way, different hypothesis about possible interactions between molecules can be
tested by comparing simulations with qualitative behavior observed in experimental data,
and the model can be refined based on these tests.
Logic-based models have been largely applied also to signalling networks as reviewed
in Morris et al. (2010): in this case, nodes in the graph represent proteins and the
edges represent their causal relationship. The state of each component of the network
represents the activity of the protein based of the activity of the input nodes, without
going into the biochemistry of each interaction.
CellNOptR
Logic gates can be generated by manual curation of the literature, however, when it
comes to middle and large scale network, is is not easy to find the combination of
gates that best describe all experimental data. CellNOptR (Terfve et al., 2012) is an
R software package (www.cellnopt.org) for automatic creation of logic-based models
of signal transduction networks using different logic formalisms, based on the method
described in Saez-Rodriguez et al. (2009). The method requires two inputs: the prior
knowledge network (PKN), that is the state of the art of known interactions between
network components, and an experimental dataset. PKNs can be downloaded from public
databases, but they are comprehensive networks collected under different experimental
conditions and on different cell types. CellNOptR allows to interpret these networks
as logic models and to train them to the data in order to find the logic model which
best describe the experimental data. The optimized model is, therefore, context and
cell line specific and has predictive power. A series of packages have been developed to
extend the core package CellNOptR in order to include, in a unique framework, different
logic formalisms: Boolean single/multiple steady-state, Boolean discrete time, steady-
state fuzzy logic and logic-derived ODEs. These formalisms include a different level of
granularity in both time and state: time can go from steady state to discrete to continuous
and species state can go from binary (Boolean) to multi-state to continuous.
3.2 CNORfeeder: network inference for logic modelling
CellNOptR is able to handle large amounts of data because the search space for logic
models is limited by the prior knowledge. However, this is also a limitation because
databases are not complete and there might be missing links that cannot be recovered
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by the algorithm. For this reason, we developed CNORfeeder (Eduati et al., 2012a),
an add-on package, developed to be integrated with CellNOptR, that permits to extend
a network derived from literature with links derived strictly from the data via various
inference methods, using information on physical interactions of proteins to guide and
validate the integration of links. The integrated pipeline include the following steps:
• data are used to infer a data-driven network (DDN) using reverse-engineering meth-
ods (as for now FEED, ARACNE, CLR and Bayesian networks are implemented);
• the prior knowledge network (PKN) is compressed according to the data removing
non-identifiable nodes;
• the compressed network is integrated with the DDN;
• information derived from protein-protein interaction network (PIN) is used to
support and prioritize integrated links;
• the integrated network is used as input for the training.
This methods was applied to real data of growth and inflammatory signalling providing
a refined logic-based model with better fit to data with respect to training using only
prior knowledge. It also highlighted plausible links that were missing in the PKN and are
supported by known interactions among proteins.
The approach and results obtained from its application are described in detail in
Eduati et al. (2012a); full text of the original paper is reported in Appendix 3.1.
3.3 Comparison with ASP method
CellNOpt uses a genetic optimization algorithm to optimize the network to the data
in order to find the Boolean logic model that best describes the existing data. Being a
stochastic algorithm, it cannot guarantee to find the global optimum and it scales poorly
since the search space (and thus the computational time) increases exponentially with
the network size. A novel method to solve the optimization problem was proposed in
Videla et al. (2012) in order to overcome this limitations. This approach encodes the
optimization problem in Answere Set Programming (ASP), a declarative problem solving
paradigm which guarantee the global optimum by reasoning over the complete solution
space. We showed how multiple models can equally describe experimental data mainly
for two reasons: not all nodes in the network are measured and not all combinatorial
perturbations (stimuli/inhibitors) are tested. This reasoning can be used also in the
design of optimal experimental setup (Guziolowski et al., Submitted).
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Appendix 3.1 Paper: Eduati et al., Bioinformatics, 2012
The following publication dealing with qualitative modelling of networks has been
coauthored by the Ph.D. candidate during her doctoral program.
• F. Eduati, J. De Las Rivas, B. Di Camillo, G. Toffolo, and J. Saez-Rodriguez. In-
tegrating literature-constrained and data-driven inference of signalling networks.
Bioinformatics, 28(18):2311-2317, 2012.
Full text of the original paper is reported in this Appendix.
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Abstract
Motivation: Recent developments in experimental methods facilitate increas-
ingly larger signal transduction datasets. Two main ap-proaches can be taken to
derive a mathematical model from these data: training a network (obtained, for
example, from literature) to the data, or inferring the network from the data alone.
Purely data-driven methods scale up poorly and have limited interpretability, while
literature-constrained methods cannot deal with incomplete networks.
Results: We present an efficient approach, implemented in the R package CNOR-
feeder, to integrate literature-constrained and data-driven methods to infer sig-
nalling networks from perturbation ex-periments. Our method extends a given net-
work with links derived from the data via various inference methods, and uses infor-
mation on physical interactions of proteins to guide and validate the integration of
links. We apply CNORfeeder to a network of growth and inflammatory signalling.
We obtain a model with superior data fit in the human liver cancer HepG2 and
propose potential missing pathways.
Availability: CNORfeeder is in the process of being submitted to Bioconductor
and in the meantime available at www.cellnopt.org.
Contact: saezrodriguez@ebi.ac.uk
Supplementary information: Supplementary data are available at Bioinformatics
online.
1 Introduction
Information about signalling networks is increasingly abundant. Thanks to novel high-
throughput methods, large amounts of data about the interactions among proteins is
available, which is en-compassed in (unsigned and undirected) protein-protein inter-
action networks (PINs) (Pieroni et al., 2008). More precise (but with less coverage)
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information is derived from literature and is often described by means of signed and
directed causal interactions among proteins. These give rise to what we will call here
prior knowledge networks (PKNs). PKNs are partially collected in different databases
(e.g. KEGG (Ogata et al., 1999), Reactome (Joshi-Tope et al., 2005), WikiPathways
(Pico et al., 2008), and several are ac-cessible via the portal Pathway Commons (Cerami
et al., 2011). These databases typically contain literature-derived interactions curated
with different degrees of stringency, and based on experimental publications under dif-
ferent experimental conditions using different cell types.
PKNs are, for example, very useful to study topological properties of networks (Ma’ayan
et al., 2005) or to map data (Ideker & Sharan, 2008; Terfve & Saez-Rodriguez, 2012).
However, they are not functional in the sense that they cannot be used for simulation
of a signalling process and therefore prediction of the outcome of a certain experiment,
which is fundamental to understand signal transduction and its alterations.
The most common way to model a signalling network is to write down its biochem-
istry and subsequently translate it to a mathe-matical form, typically a system of differ-
ential equations (Aldridge et al., 2006). However, information in PKNs often lacks the
required mechanistic detail. In these cases, logic formalisms are a useful approach since
all they need is to add logic gates to the existing (signed and directed) interactions.
One can generate logic gates by manual curation based on literature, e.g. (Calzone
et al., 2010; Saadatpour et al., 2011; Samaga et al., 2009), reviewed in (Morris et al.,
2010; Watterson et al., 2008). An alternative to manual curation consists of gener-
ating a logic model from the PKN that is subse-quently trained to experimental data
(Saez-Rodriguez et al., 2009). This method, implemented in the Bioconductor pack-
age CellNOptR (http://www.ebi.ac.uk/ saezrodriguez/software.html), provides context-
specific models with predictive power. It is efficient at handling large amounts of data as
the space of possible models is limited by the prior knowledge. This key feature of the
approach, however, is also its main limitation: there might be missing links as databases
are not complete, and the effect of cross talk between pathways is often not taken into
account in the canonical linear representation of the pathways. Hence, adding links to
the PKN based on the dedicated data can lead to an improved goodness of fit (Saez-
Rodriguez et al., 2009).
With a different and complementary perspective, different “reverse engineering”
methods have been used to infer networks from perturbation experiments using data-
driven methods that do not rely on prior knowledge of the network (Bansal et al., 2007;
Markowetz, 2010). Most of these methods were first developed for transcriptional data
but can be applied also to signalling data. For example, in (Ciaccio et al., 2010) Bayesian
networks (Pe’er, 2005) were used to infer the connections between 67 proteins with
high-throughput data collected using a micro-western array. Two mutual information
based approaches, the “algorithm for the reconstruction of accurate cellular networks”
(ARACNe) (Margolin et al., 2006) and the “context likelihood of relatedness” (CLR)
(Faith et al., 2007), were also applied to the same dataset to corroborate the results.
Different methods were also applied in the context of the DREAM initiative (www.the-
dream-project.org) for the DREAM4 Predictive Signalling Network Challenge (Prill et al.,
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2011). 12 research groups inferred signalling networks from perturbation experiments
data and were evaluated based on the accuracy of their predictions of the outcome of the
network under different experimental conditions. One of the methods that performed
best in this task was a simple approach, strictly data-driven, that encodes significant
effects of stimuli and inhibitors on measured proteins in a cause-effect network (Eduati
et al., 2010).
These purely data-driven methods need to consider all possible topologies, and thus
in general need more data and scale-up worse than methods that rely on a given topol-
ogy such as CellNOptR. Furthermore, the resulting data-driven networks (that we will
call here DDNs) are limited to interactions between perturbed and measured nodes that
are only a subset of the nodes involved in the pathways. Thus, DDNs are not as biolog-
ically interpretable as the PKNs and mapping DDNs to PKNs is not simple as one link
in the inferred network can generally correspond to multiple links in the PKN. Hence, it
is not trivial how to correctly map this relationship. In this paper we attempt to com-
bine the strengths of literature-based and data-driven inference methods. We describe a
procedure (implemented in the R package CNORfeeder), to integrate prior knowledge
encoded in the PKN with data-driven information obtained using reverse engineering
approaches. PINs are used to prioritize links and to provide experimental support for
them, and thus help to discriminate among options and add information on integrated
links. The resulting network is then trained against experimental data to obtain a final
refined model that has a better fit to data with respect to the PKN, highlighting plausible
links that were missing in the PKN. We illustrate its application with a signalling network
encompassing multiple pathways and readouts trained with data from the liver cancer
cell HepG2. We show how CNORfeeder provides a significantly improved fit based on
links supported by known interactions among proteins.
2 Methods
We implemented CNORfeeder, an R package designed to be integrated with methods
based on prior-knowledge such as CellNOptR as shown in Fig. 1. The integrated pipeline
can be summarized in the following steps:
A. Inference (CNORfeeder) A strictly data-driven network (DDN) is inferred from
available data using different reverse engineering methods (so far FEED, Bayesian
networks, ARACNe and CLR). This network is specific for the experiments under
study, thus it only includes perturbed and measured nodes and does not exploit
information available in literature.
B. Compression (CellNOptR) The prior knowledge network (PKN) is com-pressed ac-
cording to the procedure detailed in (Saez-Rodriguez et al., 2009). First, if a node
has no readout downstream of it (such as D in Fig. 1), its state cannot be inferred
(it is non-observable), and is not considered. Similarly, if a node has no pertur-
bation upstream, it is not included as it will not be affected. Then, nodes that
are neither perturbed nor measured are bypassed so that their compression does
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Figure 1: Integrated pipeline of CNORfeeder (light boxes) and CellNOptR (dark boxes). A.
Data are used to infer, using reverse-engineering methods, a strictly data-driven network (DDN);
B. the prior knowledge network (PKN) is compressed according to the data (dark, middle and
light grey nodes are respectively stimulated, inhibited and measured), removing non-identifiable
nodes (dashed); C. the compressed network is integrated with the DDN (dotted links are ob-
tained from the DDN and continuous links from the PKN); D. information derived from protein-
protein interaction networks (PINs) are used to support and prioritize integrated links; E. The
integrated network is used as input for the training: in the trained model, thick black lines de-
note interactions (and gates) in the trained model, and light-grey links denote presence in the
integrated network but not in the trained model.
not change the logic of the remaining nodes (e.g. B which is between A and C in
Fig. 1).
C. Integration (CNORfeeder) The compressed network is expanded using the DDN in
order to include links that are missing in the a priori information but that seem to
be supported by data.
D. Weighting (CNORfeeder) Protein interaction networks (PINs) are used to support
and prioritize the integrated links.
E. Training (CellNOptR) The integrated network is finally converted in to a super-
structure containing all possible logic gates compatible with the net-work. If a
node (such as G) is affected by multiple nodes (A and F), then both an OR and
an AND gate are created. Then a genetic algorithm is used to search for the
model contained in the superstructure which best describes the data (as deter-
mined by a score based on the mean squared error) with the minimum number of
links. The objective function is modified with respect to that introduced in (Saez-
Rodriguez et al., 2009) to include additional penalization for the integrated links
using weights derived from PINs (Equation (2)).
Steps performed by CNORfeeder will be detailed in the following sections.
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2.1 Inference using reverse-engineering methods
CNORfeeder can in principle leverage any network inference method. So far, we have
integrated the following:
FEED inference
It is the R implementation of an improved version of the algorithm described in (Eduati
et al., 2010). The inference of the network can be divided in two steps. Fist, perturbation
experiments are used to infer a Boolean table for each measured protein, codifying if a
particular stimulus inhibitor combination affects the protein. A stimulus or an inhibitor
significantly affects an output protein if it is able to modify its activity level by a quantity
that exceeds the uncertainty associated with its measurement. These Boolean tables are
than translated into links among stimulated, inhibited and measured nodes, giving rise
to the inferred network (see Supplementary Material for more details).
Bayesian Network inference
There are different approaches to derive causal influences between measured proteins
using Bayesian networks. We have used the “catnet” R package (available from http://
cran.r-project.org/web/packages/catnet/index.html) to derive categorical Bayesian net-
works from static data (see Supplementary Material for more details).
Mutual information networks
This class of methods computes the mutual information matrix between the measure-
ments associated with different proteins and, based on that, infers an undirected net-
work. In particular, ARACNe and CLR algorithms as implemented in the “minet” R pack-
age (Meyer et al., 2008) (see Supplementary Material for more details), are included in
CNORfeeder.
In silico data were generated using a “Gold Standard” or true network, depicted in
Fig. 2E, to compare the four algorithms. The “Gold Standard” was randomly generated
and interpreted as a logic Boolean model to simu-late perturbation experiments using
CellNOptR. This was performed by stimulating (nodes in dark grey), inhibiting (nodes in
middle grey) and measuring (nodes in light grey) the specified proteins. These in silico
data were then given as input to the inference methods; resulting networks (DDNs) are
shown in Fig. 2A-D. The advantage of this approach, with respect to the use of real data,
is that the Gold Standard can be used to compare the performances of the different
methods.
In Fig. 2A-D dark grey links are those that are perfectly reconstructed being present
both in the Gold Standard and in the inferred network. Some of the links in the
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Figure 2: Reverse engineering of a Gold Standard network (E) using four different inference
methods (A-D). Dark, middle and light grey nodes are respectively stimulated, inhibited and
measured. Link styles represent the comparison of the inferred networks (DDNs) with the Gold
Standard: dark thick continuous for links in both networks, dark thin continuous for links in the
DDN that correspond to a path in the Gold Standard, dashed for links in the Gold Standard not
present in the DDN and dotted for links in the DDN that are not in the Gold Standard, light grey
for links that are not in the network under examination but are in one of the other networks. In
panel F the gradation of grey represent the consistency between DDNs in panels A-D.
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Gold Standard are not inferred by the algorithm (dashed ones), e.g. tgfa → ras or
ras → mek12 for FEED. However in some cases the algorithm is still able to infer at
least an indirect link (light grey ones), e.g. tgfa → mek12 for FEED. Dotted links are
those that are inferred by the algorithm but do not correspond to links in the Gold Stan-
dard even as indirect links. In this example, FEED is able to infer all links in the Gold
standard, at least as indirect ones, without including any false positive links. It is im-
portant to notice that mutual information approaches do not allow for determining the
directionality of the links; for light and dark grey links the directionality was assessed
based on comparison with the Gold Standard to simplify the Figure. A similar approach
can be used in real cases by comparison with the PKN, but there is no way to assess the
directionality of missing links. In Fig. 2F, links are represented with different gradations
of grey according to the consistency between the analyzed inference methods: black
links are reconstructed by all methods. As expected, links involving proteins that are
neither perturbed nor measured (white nodes) can-not be reconstructed by any infer-
ence algorithm. However, those nodes can be important for the signalling network and
often there is available literature derived information about their role. This is one of
the reasons why it is fundamental to integrate the information derived from data-driven
inference methods with the prior knowledge obtained from other resources.
2.2 Integration with the PKN
Some of the links included in the DDN might be missing in the PKN, and are thus can-
didates to be integrated with it. However, the PKN generally includes more nodes with
respect to the DDN and a link in the DDN could, in some cases, correspond to more than
one link in the PKN. As shown in Fig. 1C, if there is a connection between a cue (i.e. a
stimulated or an inhibited protein) and a measured protein in the DDN (e.g. from A to
H), we have to connect all nodes in the different paths corresponding to that link. This
means adding a link not only from the cue to the measured protein, but also from all
nodes downstream of the cue, until the following cue is reached, to all nodes upstream
of the measured proteins, until the previous measured protein is reached.
2.3 Protein-protein interaction network
The human protein-protein interaction network was built using a unified PPI dataset
obtained as APID (Prieto & Rivas, 2006), by the combination of interactions coming
from six source databases. The starting whole dataset was composed of 68488 human
physical protein-protein interactions validated by at least one experimental method and
reported in one article published in PubMed. From this dataset we obtained two PPI
subsets with increasing confidence: a set of 28971 interactions validated by at least one
“binary” experimental method (binary as defined in (Rivas & Fontanillo, 2010)); a set
6033 interactions validated by at least two experimental methods, one of them binary.
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2.4 Weighting and training of integrated network
The integrated network is then optimized using CellNOptR to find the model which best
describes the data using information from PINs to differently prioritize integrated links.
As described in (Saez-Rodriguez et al., 2009), a bipartite objective function is used to
balance fit and size i.e. to find models with good fit to the data but with the minimum
number of links. Defining P as a Boolean vector encoding the candidate solution model
(value 1 or 0 is assigned depending if the link is included or not in the model), the
function that is minimized during the optimization process is the following:
ϑ(P ) = ϑf (P ) + α · ϑs(P ) (1)
where ϑf (P ) = 1N
∑N
n=1(datan − predn) is the mean squared error (MSE) deviation
between the normalized experimental data (continuous values between 0 and 1), and
the model prediction (binary values 0 or 1), for all N measured data points. ϑs(P ) =∑M
m=1(νm − Pm)2 is a term to penalize increasing model size according to a tunable
parameter α. The size penalty ϑs(P ) is computed as the weighted sum of the M links,
which are mathematically hyperedges in the hypergraph that defines the model; see
(Saez-Rodriguez et al., 2009) for details. The weight (ν) is given by the number of
starting nodes, e.g. hyperedge A AND B → C is weighted twice compared to A →
C. In Equation (1) it is possible to include a tunable parameter β to allow a stronger
penalization of links integrated to the PKN leading to
ϑs(P ) = ϑpkn(P ) + β · ϑadd(P ) (2)
where the size penalty ϑs(P ) is the sum of two terms: one for the links in the PKN
(ϑpkn(P )) and one for integrated links (ϑadd(P )). This is motivated by the fact that,
being supported by literature, links in the PKN are more reliable with respect to links
integrated using data-driven approaches and they should be prioritized in the training.
Additionally, integrated links can be differently prioritized based on information de-
rived from PINs: the basic idea is that if, for a directed link A → B integrated in the
PKN, there is a corresponding path in the PIN, it is more plausible that there is a molec-
ular pathway A → B. Because shorter paths are more feasible, as a first approximation
the shortest path length between A and B in the PIN can be used as a reliability score
for the integrated link. Since the optimization is performed on a compressed version of
the PKN, one link integrated in the compressed network generally corresponds to mul-
tiple possible links integrated in the PKN (Fig. 1E). Thus, the reliability score for each
integrated link i is given by ωi =
∑Ji
ji=1
1
dji
, where ji = 1, . . . , Ji are the links in the PKN
corresponding to the integrated link i in the compressed network. The shortest path d is
computed using the Dijkstra’s algorithm implemented in the igraph R package (Csardi
& Nepusz, 2006) considering the PIN as a graph where the weight of the edges is the
inverse of the number of experiments (experimental evidences) that validate it.
Thus, the penalty for all A integrated links into the compressed network P, can be
defined as
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ϑadd(P ) =
A∑
i=1
νi
(
1
ωi
+ 1
)
Pi (3)
The training step, to find the P that minimizes ϑ(P ) in Equation (1), is performed
with CellNOptR using a genetic algorithm that explores the P-space. The genetic al-
gorithm is run multiple times, and in each run the values for the explored models is
recorded, so that at the end a family of models is reported.
3 Results
The method was applied to a dataset of a human liver cell line (HepG2) from the DREAM
4 challenge (Prill et al., 2011), where the phosphorylation of seven proteins (akt, erk12,
ikb, jnk12, p38, hsp27, mek12) is measured 30 minutes after combinatorial stimulation
with four ligands (tnfa, il1a, igf1, tgfa) and four inhibitors (pi3k, ikk, p38, mek12). The
level of phosphorylation of proteins is measured using the Luminex xMAP assay and
provides a value of the phosphorylation in arbitrary units, that can be used to compare
values at two conditions. In our case we compare the values between 0 and 30, and
this change is a proxy of the induced activation of the corresponding protein. The nor-
malization of this data to a value between 0 and 1 is achieved using a method based
on a set of thresholds as described in (Saez-Rodriguez et al., 2009). According to the
CellNOptR pipeline, the PKN was first com-pressed removing all non-observable and
non-controllable nodes and then expanded as described in (Saez-Rodriguez et al., 2009)
to include all possible combinations of AND and OR gates compatible with the network
obtaining a total of 62 hyperedges. Additionally, 18 links inferred using FEED were
integrated in the network according to the procedure previously described and the inte-
grated network was used for optimization using CellNOptR.
Fixing α = 0.001 the influence of the integration penalty (β) on the number of
integrated links selected by the optimization process on the fit of the optimal model
to the data (in terms of MSE) was tested as shown in Figure 3. As expected, a low
value of β obtains the best fit but at the price of a high number of integrated links
included in the optimal model (9 with β = 1). An increase of the value of β decreases
the number of selected integrated links but worsens the fit to the data. With β = 1000
only the integrated link tnfa → ikk is included in the optimal model: the presence of
this link is well supported by the data since it lowers the MSE from 0.064 (the optimal
fit obtained with CellNOptR using as input the non-integrated network) to 0.040. The
integrated links can be ranked as shown in Fig. 3B according to the highest value of β
allowing their selection and thus according to their effect on the improvement of the
fit. A lower number of links is selected when using the PIN to additionally penalize
unsupported links (highlighted in dark grey in Fig. 3B). Those links, combined with
the information from the PIN, suggest possible missing connections in the PKN. For
example, in the PIN there is an interaction between the adaptor irs1 and the kinase pdk
that would justify the link igf1→ akt in the compressed network since, in the PKN (Fig.
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Figure 3: Panel A: effect of tuning parameter β on the number of integrated links (continuous
line) and on the fit (MSE, dashed line). Panel B: links integrated for different values of β (1,
100, 500); a reduced number of links is selected when using PIN to prioritize links (dark grey).
S2 in Supplementary Material), igf1 binds to its receptor and pdk regulates akt4 (links
igf1 → igfr and pdk1 → akt in Fig. S2; note that in Fig. 4 the compressed networks
are shown and thus intermediates igfr, irs1s and pdk1 are not present). Therefore the
path igf1 → igfr → irs1s → pdk1 → akt is supported by a combination of literature
and interaction data. Similarly, to support the link tnfa → ikk there is a validated
interaction between the tnfa receptor and cot, a protein that activate ikk, leading to the
combined pathway tnf → tnfr → cot→ ikk.
In Fig. 4A-B the results of CellNOptR optimization (with β = 700) are shown using
as input the compressed network and the integrated network respectively. In the upper
panels, optimal models are shown: links selected by the optimization algorithm are
represented with continuous line if derived from the PKN and dotted line if integrated
using FEED. In the lower panel the improvement in the fit is shown (from 0.064 to 0.022),
which is particularly large for proteins ikb, mek12 and akt. In this case study, using the
same parameter setting (alpha = 0.001, β = 700), networks integrated using ARACNe
and CLR do not provide an improvement of the fit, while Bayesian networks obtain an
MSE of 0.040 (see Supplementary Information). As for the computational times, FEED,
CLR, and ARACNe inferred the network in 1˜ second while Bayesian inference took 1˜
hour on a cluster.
To evaluate the scalability of our method, we applied CNORfeeder to a larger dataset
obtained also in the cell lines HepG2, comprising 7 stimuli, 7 inhibitors and 15 readouts
(Saez-Rodriguez et al., 2009). We obtained comparably good results (see Supplementary
Information).
Furthermore, we investigated the ability of our method to capture feedback loops,
which are fundamental in the regulation of signal transduction. We constructed a toy
model containing a negative feedback loops and simulated data at 2 different time points
(10 and 30 minutes). We used FEED as a reverse-engineering method to retrieve, from
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Figure 4: Results of the training of the compressed model (A) and of the integrated network (B)
against data using CellNOptR. Dark, middle and light grey nodes are respectively stimulated,
inhibited and measured. Selected links are represented with continuous line if derived from the
PKN and dotted line if integrated, links not selected are in light grey. In the tables the fit (in
terms of MSE) is reported for each measured protein along with the sum for all proteins.
the data, a link of the feedback that was missing in the PKN and then applied a re-
cently implemented package of CellNOptR (www.cellnopt.org) that, looking also at the
second time point, was able to select all links of the feedback loop (see Supplementary
Information for further details).
4 Discussion
In this paper we present an approach that integrates literature-constrained and data-
driven methods to efficiently infer signalling networks from experimental data collected
under perturbation experiments with different stimuli and inhibitors. The procedure
is implemented in the R package CNORfeeder and consists of (i) inference of a data-
derived network (DDN) using strictly data-driven reverse-engineering methods (so far
FEED, Bayesian networks, and mutual information approaches), (ii) integration of the
DDN with a literature-derived prior knowledge network (PKN), using protein interaction
networks (PINs) to prioritize and validate integrated links, and (iii) training of the inte-
grated network against data using CellNOptR to obtain a logic model that best describe
the data with the minimum number of links.
Links that improve the fit to data with respect to the PKN alone may be missing due
to the difficulty assembling all available pathway information or because of incomplete
knowledge of the biology. Protein interaction networks (PINs) are used as a comple-
mentary source of information to tackle this problem. PINs contain physical interactions
between proteins, including those that potentially lead to protein activations, and they
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typically include more nodes and many more links than those based on literature-derived
pathways. For this reason they have been proposed to extend pathways (Glaab et al.,
2010) but they have the main limitation of a lack of directionality. PINs are also known
to have high false positive and false negative rates, and we therefore used a highly cu-
rated PIN that integrates different sources and experimental techniques. This PIN seems
to be quite complete for the pathways we studied (canonical pro-growth and inflamma-
tory pathways) since we verified that for links in the PKN there is generally also a direct
connection in the PIN (Fig. 5). Interestingly, when mapping to the PIN the links inte-
grated in the PKN, we found a corresponding short path that does not pass through other
nodes of the PKN. To limit the effect of false positive links in the PIN when searching
for the shortest path, we weighted the edges according to the number of experimental
evidences that support them. The length of the shortest path is then used to differently
prioritize the integrated links in the training of the network, but other metrics could be
used to discriminate between links. PINs were previously shown to be potentially use-
ful to find previously unknown modulators of signalling pathways in (Vinayagam et al.,
2011), where a Bayesian learning strategy was applied to assign directionality to a com-
prehensive PIN exploiting information on the shortest path from membrane receptors
to transcription factors. In our method, we can take advantage of the directed links
inferred via reverse engineering to limit the paths present in the PIN we integrate, and
limiting the search space for the optimization algorithm.
We have used different data-driven inference methods, and applied them to both in
silico (to reverse-engineer a benchmark network with known topology) and real data (to
integrate links missing in the PKN that improve the fit of the model to the data in the liver
cancer cell line HepG2). Each reverse-engineering method has specific features and can
be suitable for different needs: for example Bayesian networks can provide statistically
rigorous results but at the price of high computational costs, while mutual information
approaches are computationally fast but are limited mostly by the lack of directionality
of the inferred links. FEED seems to be particularly suitable to infer causal networks
from single-stimulus/single-inhibitor experiments with low computational costs but, as
for now, does not exploit data from all multiple combinatorial perturbation experiments.
It is not the purpose of this study to compare reverse-engineering methods (which
would require a larger set of benchmark networks with known topology and a more
realistic simulation of experimental data). The spirit of the paper is more in line with
the lesson derived from the DREAM challenges (Marbach et al., 2010; Prill et al., 2011)
that different approaches can provide complementary insights into the same problem.
We have thus employed various approaches and we plan to extend it to others in the
future. Furthermore, some reverse-engineering methods can use prior knowledge, in
particular Bayesian inference methods (Bender et al., 2011; Mukherjee & Speed, 2008),
so that we could use the PKN or results from the training with CellNOptR to guide a
further search for novel links.
To conclude, the integration of literature-constrained and data-driven inference meth-
ods overcomes the limitations of both: for purely data-driven inference methods, the
poor scalability (as the search space increases exponentially) and limited biological in-
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BA
Figure 5: Mapping of the prior knowledge network (PKN) to the protein-protein interaction
network (PIN). Panel A represents the subgraph of the PIN that include only nodes belonging to
the PKN (dark grey) and nodes used in the mapping of integrated links (light grey); the network
was plotted with the R package igraph. The same colour code is used for the edges: as expected,
shortest paths between nodes in the PKN (dark grey) are generally shorter than paths used to
map integrated links (light grey). This is highlighted also in panel B where the density of the
shortest path length (in terms of number of edges) is plotted for integrated links, for links in the
PKN and for random links.
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terpretability (since they are limited to measured and perturbed proteins excluding in-
termediate ones), and for methods constrained to prior knowledge their inability to
overcome incompleteness in the networks. We propose here an approach (and software
package) to combine them that is effective and extendable to include other methods.
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4
Quantitative modelling of small sub-networks
4.1 Introduction
The most common computational technique in systems biology is kinetic modelling of
chemical reactions. Biochemical reactions are catalyzed by enzymes, which are highly
specific and remain unchanged after reaction. For the mass-action low, reaction rate is
proportional to probability of collision of reactants, thus to the concentration of reactants
and to the power of molecularity. For the enzymatic reaction:
E + S
k1

k−1
ES
k2→ E + P (4.1)
the ODE which describe the dynamic of the complex ES is:
E˙S = k1 · E · S − (k−1 + k2) · ES (4.2)
In this way, the continuous time behavior of a biological system can be described by a
set of differential equations where variables are concentrations of biochemical species,
and parameters are the kinetic constants; the solution of these equations provides insights
into the studied process. Kinetic models could, in principle, be used to describe any
biological process. However, when it comes to the description of large biochemical
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networks, two main problems arise. The first is that the definition of kinetic models
requires an advanced knowledge of all processes taking part into the described system,
which is not always available. The second is that kinetic modelling implies the description
of all biochemical species involved, and many parameters are required to describe a large
system. In order to estimate these parameters a large amount of time-course experimental
data are required; this is often a problem because data are available only for a subset
of network components and there are rather large time intervals between successive
measurements preventing from a complete description of the dynamic of the system
(Lawrence et al., 2010). To overcome these problems, a coarse-grained description
of the system can be adopted in order to reduce the system of differential equations:
model reduction techniques are used to eliminate variables based on constrains (e.g.
conservation equations, steady-state conditions), avoiding the explicit representation of
the complete reaction network involving all possible molecular species (Feret et al., 2009).
Under certain conditions, it is also possible to divide the system in smaller sub-systems
of particular interest, and to analyze separately their dynamic behavior. In particular,
network motifs are known to play important functional roles in many regulatory networks.
Network motifs
Biochemical networks are known to contain recurrent local patterns that are defined
network motifs (Milo et al., 2002). They are considered to be basic building blocks of
complex networks as they are characterized by typical dynamic behavior and they carry
out specific information-processing functions (Alon, 2007). Some examples of recurrent
motifs in transcriptional and signalling networks are shown in Figure 4.1. Autoregulation,
for example, speeds-up the response if it has negative sign or has the opposite effect if
positive, negative feedback loop contribute to stability and feed-forward loops can act as
filters, sign-sensitive delay or pulse generators depending on the signs of interactions.
X
Autoregulation X
Y
Z
Feed-forward
loop
X
Y
Z
Feed-back
loop
Bi-fan
X
Z
Y
W
Figure 4.1: Examples of recurrent network motifs.
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4.2 Feed-back loop to explain yeast stress response
It is well known that cells are able to rapidly respond to the change of environmental
conditions adjusting their genomic expression. When yeast is stimulated with different
types of stresses or stimulations most of its genes show a common expression pattern
characterized by a quick transient peak followed by a return to a pre-stimulus level,
namely the “Environmental Stress Response”. In this work we propose a model of
autoregulation that is able to explain the yeast environmental stress response reproducing
all the features shown by experimental data. We use a negative integrative feedback,
where the variable being integrated is the relative mRNA abundance and its integral
is the corresponding protein. Gene specific parameters are estimated by fitting gene
and protein expression time series and the resulting model is shown to reproduce the
known experimental features (e.g. robust adaptation, graded and reciprocal response to
stimulation).
The approach and results obtained are described in detail in De Palo et al. (2011);
full text of the original paper is reported in Appendix 4.1.
4.3 miRNA mediated feed-forward loops
miRNAs are small non coding molecules that post-transcriptionally regulate gene expres-
sion: mature miRNAs bind to the 3’ UTR of target mRNAs decreasing the frequency of
translation and increasing mRNA degradation rate. They are known from the literature
to be involved in one of the main recurrent regulatory circuits: the feed-forward loops
(FFL) where a TF regulates a miRNA and they both regulate a target mRNA. In this work
we postulate three slightly different models with reasonable hypothesis, and we use them
to select FFLs that are active in a particular experimental condition, based on model
identification criteria, namely: goodness of fit (whiteness and amplitude of the residuals),
precision of the estimates and comparison with submodels with one missing regulatory
link to verify that the whole topology is necessary to describe data. As a case study, the
approach was applied to select plausibly active FFLs during human adipogenesis, from a
large list of putative FFLs previously identified based on sequence analysis. Interesting bi-
ological results were provided among selected FFLs: some of them were positive controls,
including miRNAs and TFs known from the literature to be regulators in adipogenesis,
while others included potential novel players.
The approach and results obtained are described in detail in Eduati et al. (2012b);
full text of the original paper is reported in Appendix 4.2.
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Appendix 4.1 Paper: De Palo et al., IET Syst Biol, 2011
The following publication dealing with qualitative modelling of small subnetworks have
been coauthored by the Ph.D. candidate during her doctoral program.
• G. De Palo, F. Eduati, M. Zampieri, B. Di Camillo, G. Toffolo, and C. Altafini.
Adaptation as a genome-wide autoregulatory principle in the stress response of yeast.
Systems Biology, IET, 5(4):269-279, 2011.
Full text of the original paper is reported in this Appendix.
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Abstract
The gene expression response of yeast to various types of stresses/perturbations
shows a common functional and dynamical pattern for the vast majority of genes,
characterized by a quick transient peak (affecting primarily short genes) followed
by a return to the pre-stimulus level. Kinetically, this process of adaptation follow-
ing the transient excursion can be modeled using a genome-wide autoregulatory
mechanism by means of which yeast aims at maintaining a preferential concentra-
tion in its mRNA levels. The resulting feedback system explains well the different
time constants observable in the transient response, while being in agreement with
all the known experimental dynamical features. For example it suggests that a very
rapid transient can be induced also by a slowly varying concentration of the gene
products.
1 Introduction
Typically, at the level of gene expression, the response to a stimulus, or to a change in
some environmental condition, or even to the substrate composition can be decomposed
into a rapid adaptation phase, occurring with a typical time constant of the order of the
tens of minutes (Causton et al., 2001; Foat et al., 2005; Gasch et al., 2000; Levy et al.,
2007; Ronen & Botstein, 2006), superimposed to a long term permanent modification
of the gene expression steady state (occurring, for example, at the diauxic shift, (DeRisi
et al., 1997)). For S.cerevisiae, the rapid adaptation described in (Gasch et al., 2000;
Chechik et al., 2008; Yoshimoto et al., 2002; Causton et al., 2001; Ronen & Botstein,
2006) consists essentially of a transient change in the mRNA concentration followed by
a return to the basal pre-stimulus level for almost the entire population of genes. This
massive adaptation phenomenon is observed in response to both temporary (such as the
glucose pulses of (Ronen & Botstein, 2006)) and permanent (such as the environmental
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stresses of (Gasch et al., 2000; Yoshimoto et al., 2002; Causton et al., 2001)) stimuli. A
simple correlation analysis reveals that the responses to different types of stimuli have
consistent similarities and are strongly correlated with the Half Life (HL) of the corre-
sponding genes, as shown in Fig. 1 (a).
The aim of this paper is to propose a kinetic model for the genome-wide rapid adap-
tation of the transient response to stimuli able to explain the following features:
(a) the response is highly stereotypical across many stimulations (Gasch, 2002);
(b) the response is to some extent graded (i.e., proportional to the magnitude of the
stimulus, see e.g. the heat shock responses of (Gasch et al., 2000)), and reciprocal
(a temperature upshift induces a transient pattern which is roughly similar, except
for the sign, to that of a temperature downshift) (Gasch et al., 2000);
(c) robust adaptation is observed to stimuli of various “order” i.e., both vanishing and
persistent stimuli are reabsorbed;
(d) whenever for a gene adaptation is not perfect, the new steady state reached has
the same sign of the peak of the transient excursion.
(e) the transcriptional transient seems to be faster than the changes in other cellu-
lar quantities (such as growth rate (Levy et al., 2007) or protein concentration
(Chechik et al., 2008));
(f) the rise time of the transient peak is shorter than its decay time (i.e., the time
needed to return to the pre-stimulus level);
(g) the decay time constant is roughly of the same magnitude as the degradation time
(HL) of the genes inferred from experimental data (Grigull et al., 2004; Kuai et al.,
2005; Wang et al., 2002) although, if transcription is blocked after the onset of the
stress response, the upregulated genes seem to degrade faster than expected, while
repressed genes seem to degrade slower than expected (Shalem et al., 2008);
(h) the transient response typically does not induce oscillations (noticeable above the
noise level);
(i) both the maximal amplitude of the transient peak and the area under the transient
response are roughly proportional to the HL of the genes, while the peaking time
(i.e., instant at which a gene has its maximal excursion during the transient) is not
significantly correlated with HL, as shown in Fig. 1 (a);
(j) as described below, a large transient excursion is induced primarily on short genes;
(k) for what is known, changes in the transcriptional response are maintained at the
level of translation (Preiss et al., 2003; Chechik et al., 2008).
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Figure 1: In (a) five time series from (Gasch et al., 2000) showing the “step response” to
different environmental stresses are plotted. For visualization purposes, the 5 series are shown
sequentially one after the other. The time axis is in minutes, the relative mRNA abundance
is in log2 basis. In the left panels, the 5153 genes are clustered in five groups according to
the respective HL (in min). In the right panels the averages of the profiles in each cluster are
computed. In all responses the trend followed during the transient is highly correlated, i.e. genes
with similar HL behave similarly in the various responses. In particular, genes with short HL tend
to be downregulated while genes with longer HL upregulated. In (b) the linear model (2) is fitted
to the experimental time series of a pair gene/protein in response to treatement with DTT (data
from (Chechik et al., 2008), scales are normalized). For this class of redox stimulations, the
time constants of the response are higher than in (a). Nevertheless, as predicted by the model,
the protein time series resembles the integral of the gene time series, which corresponds to the
adaptation scenario by means of integral feedback autoregulation. Parameter values estimated
by fitting model (2) to these data, as well as to those of the other eight genes, are listed in
Table 1.
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Adaptation, intended as the mechanism by means of which a biological system is
able to recover the “optimal” working level of a variable in spite of a persistent stimulus,
is common to many biological systems. Examples are numerous: various signal trans-
duction pathways (Behar et al., 2007), bacterial chemotaxis (Alon et al., 1999), sensory
transduction (Torre et al., 1995). This property is typically characterized by means of
a negative feedback loop. In the present context, as the gene expression returns to its
pre-stimulus level regardless of the amplitude of the stimulus, the system has to have an
encoded robust regulatory mechanism as well as a memory of the nominal pre-stimulus
concentration value for each gene.
Following (Yi et al., 2000), a control-theoretic interpretation of adaptation involves
an integral feedback loop. In this scheme, the integral of the displacement from a nom-
inal level (i.e., of the error) of a variable is fed back with negative sign. Adaptation is
achieved as this variable returns to the nominal level (that is as the error tends to zero)
in spite of a persistent stimulus that, in absence of feedback, would alter the steady state
value. In the context of the present paper, the variable being integrated is the relative
mRNA abundance, and its integral may be taken to represent the relative abundance of
the corresponding “gene product”. We assume here that this quantity acts homeostati-
cally on the mRNA transcription rate, reequilibrating the gene expression to the nominal
level of concentration. Negative autoregulation of transcription or “autogenous control”
(Savageau, 1974; Goldberger, 1974) is a mechanisms that allows to reduce fluctuations
around the steady state (Becskei & Serrano, 2000) and to decrease the rise time of a
response (Rosenfeld et al., 2002), although it is often invoked for specific transcription
factors repressing their own transcription. In our case, we shall assume that negative
autoregulation works as a general ubiquitous homeostatic principle, opposing (perma-
nent) changes into the mRNA levels with respect to an “optimal” working concentration
for the transcripts, and affecting preferentially the short ORF for which protein levels
seem to fluctuate more. In the out of equilibrium scenario represented by the transient
response, the autoregulatory action is meant to represent homeostasis in both the syn-
thesis and the degradation components of the rate law. As such, the feedback action
can modulate the “effective” degradation rate in presence of transcriptional blockage,
coherently with data reported in (Shalem et al., 2008).
Autoregulation, in practice, couples the dynamics of a gene and its product. On the
dynamical model, this coupling results into a second time constant, which for each gene
can be used in the description of the transient response. The aim of this paper is to show
that using a negative integral feedback to describe this coupling can explain not only
adaptation but also the very rapid transcriptional response to changes in other slower
cellular variables (such as the gene products). As a result, even a simple linear ODE
model can reproduce all the features listed above, provided that the modes (eigenvalues)
of the system and the sign of the input response are appropriately chosen.
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2 Results
The experiments here analyzed (a list of the time series used is in the Supplementary
Notes) consist of two-channel microarrays in which the mRNA abundance during the
transient is hybridized against a basal pre-stimulus mRNA concentration, so that a value
approaching 1 (or 0 if a log scale is considered, as in Fig. 1) corresponds to a return
to the pre-existing steady state. As can be seen from Fig. 1 (a), in each of the 5 time
series of (Gasch et al., 2000) (chosen among those providing a sufficiently fast kinetics,
see Supplementary Notes for details), we observe that for almost 90% of the genes,
the relative expression ranges within [− log2(1.5), log2(1.5)] at the end of each transient
(the percentage goes up to 95% if we consider an interval of [−1, 1]), while during
the transient only ∼ 50% of the genes remain inside the interval [−1, 1] on each time
series. Hence we can assume that globally the system undergoes a transient excursion
in response to each stimulus, and that such an excursion is reabsorbed in a time scale
of the order of the hour, meaning that the system has adapted in spite of a persistent
stimulation.
Expanding on the concept of autogenous control (Savageau, 1974; Goldberger, 1974),
the basic assumption underlying our model is that an increase of the abundance of a cer-
tain protein well above (resp. below) the normal “working” level disfavors (resp. favors)
the transcription of the corresponding gene. Under such negative autoregulation, a basic
model for transcription and translational kinetics (Hargrove & Schmidt, 1989; Savageau,
1974; Simpson et al., 2003; Rosenfeld et al., 2002), derived in Material and Methods, is
the following:
dmi
dt
= −δi(mi − 1)− ai(pi − 1) + biu
dpi
dt
= −λi(pi − 1) + r(mi − 1),
(1)
where: mi =
[mRNA]redi
[mRNA]greeni
is the mRNA concentration of the i-th gene relative to the basal
level, equal to the ratio between the “red” and “green” channels associated to the stim-
ulus response and the basal mRNA level, respectively; pi is the relative concentration
of the corresponding gene product; δi and λi are degradation rate constants; ai is the
strength of the negative feedback; r is a translational rate constant, assumed equal for
all genes. The expressions mi − 1 and pi − 1 are meant to represent displacements from
the basal levels in response to a stimulus u whose amplitude and sign (i.e., role as ac-
tivator or repressor of mi) are given by bi. Model (1) assumes linear kinetics, but this
does not affect the qualitative conclusions of the study, as shown in Supplementary Ma-
terials. Moreover, model (1) does not account for translational delays, e.g. due to the
export and localization of the mRNA, and/or the limited rates of translation initiation
and peptidic chain elongation (see Supplementary material for a model with delay).
For the limited time horizon considered here, a couple of hours, the model can be
further simplified. In fact, unlike the gene degradation rate δi, for which knowledge
from several genome-wide datasets is available in the literature (Grigull et al., 2004;
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Kuai et al., 2005; Wang et al., 2002), knowledge of protein degradation rate λi is quite
limited at a proteome-wide scale (Belle et al., 2006), but it is commonly accepted (Har-
grove & Schmidt, 1989; Belle et al., 2006) that the protein degradation dynamics are
slower (or much slower) than the corresponding mRNA dynamics. For the stress re-
sponse of yeast we have quantified this difference using the recent data of (Chechik
et al., 2008) consisting of measurements of nine genes and their corresponding proteins
in response to redox stress (DTT). The dynamical response to this type of stimulation
is known to be slower than for example the heat shock response (Gasch et al., 2000;
Chechik & Koller, 2009). However, it is plausible to assume that the ratios δi/λi are
similarly related. By fitting model (1) on these data, all model parameters where pre-
cisely estimated (Table 1). In particular it turns out that on average the ratio δi/λi is
20: while the genes have a HL (= ln(2)/δi) of approximately 35 min, in line with the
known degradation time constants (Grigull et al., 2004; Kuai et al., 2005; Wang et al.,
2002), the HL of the corresponding proteins is more than 11 hours. This means that in
the time horizon considered here (a couple of hours), the contribution of λi is totally
irrelevant. To confirm this observation, it is worth observing that the protein time series
of (Chechik et al., 2008) show a growing front which is much slower than the corre-
sponding genes, and no decline (i.e., the “transient” growth is not yet exhausted at the
end of the recorded time series), see Fig. 1 (b). Thus, the model equations become:
dmi
dt
= −δi(mi − 1)− ai(pi − 1) + biu
dpi
dt
= r(mi − 1).
(2)
The second equation of (2) can be integrated and the resulting integral, i.e., the area
under the mRNA profile, represents an estimate of the protein abundance pi(t). When
Table 1: Gene and protein parameters estimated by fitting model (1) to the time series of
(Chechik et al., 2008). In this case, the translational rate constant r is also considered a gene
specific parameter. The average value obtained for r corresponds to our choice in the rest of the
paper.
ORF ai bi δi λi r
YBR001C 0.008 0.011 0.016 0.000 0.008
YBR196C 0.012 0.019 0.023 0.001 0.010
YDR074W 0.005 0.010 0.013 0.000 0.008
YDR261C 0.001 0.004 0.006 0.000 0.011
YER003C 0.013 0.019 0.023 0.001 0.009
YGL253W 0.013 0.016 0.023 0.001 0.010
YHR163W 0.005 0.012 0.033 0.000 0.013
YKL127W 0.009 0.012 0.017 0.000 0.008
YNL241C 0.010 0.016 0.020 0.001 0.009
mean 0.008 0.013 0.020 0.001 0.010
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Figure 2: Four different schemes for the step response in (4). (a): open-loop scheme with
nonvanishing/vanishing transcriptional synthesis term f(·). When f(w(u)) = f(w)u with f(w)
a Michaelis-Menten (MM) function of the transcription factors w, see Supplementary Notes for
details, then the dotted red line is obtained for mi. When instead f(w(u)) is a vanishing function
then the response also vanishes (shown in red, solid). This model is equivalent to the so-called
impulse model of (Chechik & Koller, 2009). However, if we think in absolute (rather than
relative) terms, it entails an exact knowledge of the nominal level (hence, implicitely, a form of
memory, like the one obtained here by means of integral feedback). Notice further how for a
synthesis term f which is zero-order in mi, the rising front has a limited slope regardless of the
form of f (see Supplementary Notes for a more detailed analysis of open-loop time constants).
(b): a regulation scheme with a proportional feedback, i.e., a feedback directly on the relative
mRNA abundance. Adaptation is not achieved, rather, the mRNA level tends to “track” exactly
the amplitude of the stimulus u. (c): regulation with integral feedback. Adaptation is achieved
for any value of nominal concentration. Both feedback schemes (b) and (c) decrease the rise
time of the response. In (c) this is achieved via the much slower dynamical variable pi. (d):
“Quasi-adaptation” in presence of protein degradation terms. When a protein degradation term
is added to the equations as in (1), then perfect adaptation is lost. However, for reasonable
values of protein degradation rates, the new steady state is still close enough to the full recovery
of the pre-stimulus level and the shape of the transient is essentially unchanged. Hence we can
talk about “quasi-adaptation”. Notice how in this case the new steady state reached has the
same sign of the transient excursion.
fed back in the first equation of (2) with negative sign, it has the effect of achieving
perfect adaptation in mi, i.e. the mRNA abundance returns exactly to its basal level in
spite of a persistent stimulus u, (Fig. 2). A second effect of the negative feedback is to
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speed up the transient response (Rosenfeld et al., 2002). In order to understand how this
is achieved, consider the state and input matrices Ai and Bi of the linear system (2) (see
Material and Methods for details). Ai has two eigenvalues si,1 and si,2, meaning that
the effect of coupling the gene mi with the protein pi is to introduce a second dynamical
mode into the evolution of the system. These two eigenvalues are always stable and, if
they are chosen real so that damped oscillations are excluded, the explicit solution for
(2) to a step stimulus u is:
mi(t) = 1 +
bi
γi
(
esi,2t − esi,1t)
pi(t) = 1 +
bir
γi
(
esi,2t − 1
si,2
− e
si,1t − 1
si,1
)
.
(3)
where γi =
√
δ2i − 4rai (see Materials and methods). The two eigenvalues give rise to
two exponential modes: if si,2 is of the same order as the natural mRNA degradation
time constant (si,2 ∼ ln(2)/HLi), and si,1 < si,2, then, from the first equation in (3),
the fast mode si,1 induces a sharp rising front in the transient but is rapidly exhausted,
and is then followed by a more gentle decay to the pre-stimulus level which resembles a
typical first order degradation, governed by the slow mode si,2 which is more long-lived.
This is exemplified in Fig. 3 for a specific stress-inhibited gene and then extended to all
genes: the difference in the two eigenvalues si,1 and si,2 induces a transient response
which well reproduces the observed time courses.
In the case of real eigenvalues, the lack of oscillatory behavior implies that pi(t) is
typically monotonic and of sign equal to that of the mi transient (an effect similar to
the “potentiation” described in (Preiss et al., 2003)). Coherently with the experimental
data of Fig. 1 (b), the dynamics for pi are much slower than those of the corresponding
mi (Fig. 3, left). Nevertheless, this slow dynamics is crucial to speed up the transient
response of mi, see Supplementary notes for a further discussion on open-loop time con-
stants. It is worth noticing that the embedding of a fast regulation loop into a slower
one is a universal rule of thumb of an engineering control design requiring nested loops,
because it minimizes the cross talk between the two loops and therefore also the pos-
sibility of spurious dynamical behaviors. Values of eigenvalues shown in Fig. 4 (top
left panel) indicate that the fastest mode of Ai (dominating the rising front of the tran-
sient) is always much more negative than the slowest mode (dominating the decaying
front): si,1  si,2 < 0. For all 5 responses of Fig. 1 (a), the time at which the transient
gene expression peaks, tpeak, is approximately 25 min. In (3), if tpeak ∼ 25min, then
esi,1tpeak < 0.2 for 87% of the genes (while esi,2tpeak < 0.2 for only 7%) meaning that
indeed the transient response declines due to the exhaustion of the fast mode. Since the
mean HL is ≈ 25±15 min, in the time horizon of the 5 series (tend = 80, 60, 160, 90, 120
min for the 5 time courses), the transient has sufficient time to decay back at almost
basal level for most genes. In order to evaluate the effect of different stimuli on a single
gene, it is of interest to compare the sign of the parameter bi across the five time series.
Our results (Fig. 4 (top right panel)) say that for at least 50% of the genes the sign
assignement is unanimous in the 5 series.
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Figure 3: Time response of the system (2) to a step-like input for the category of cytoplasmatic
transcription initiation genes and for gene GCD2/YGR083C (subunit of the translation initiation
factor eIF2B) in particular. The two modes have different real parts (si,1 = −0.11 < si,2 =
−0.04), thus their difference typically shows a profile like that reproduced in the middle left
plot. The sign of bi then determines whether the gene is classified as up- or down-regulated by
the stimulus (still middle plot). The area under the mi(t) time course, proportional to the gene
product pi(t) shown in the bottom left plot, is monotonically growing with a much slower time
constant, as expected. For the gene considered here, the experimental and reconstructed profiles
are shown in the top right panel (blue and red respectively, both in log2 scale) while profiles and
model-based predictions of the entire category of cytoplasmic transcription initiation genes are
shown in the middle and bottom plots of the right column, respectively.
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Figure 4: Relationship between eigenvalues si,1 and si,2 for all genes in the five time series of
Fig. 1 (top left panel). Sum of the signs of the forcing term bi (top right panel) in the five time
series for all genes and for the most perturbed genes, selected according to a threshold kp, i.e.
satisfying max |log2(mi(t))| > kp. Notice that, choosing kp = 1, for at least 50% of the genes
the sign assignement is unanimous in the 5 series of (Gasch et al., 2000) (more than 60% for
kp = 1.5). In the bottom row, for the PC complexes of Fig. 5 the area under the mRNA response
measured on the data is compared with the corresponding maximal signed amplitude observed
during the transient (left) and with the HL (right). The high agreement between area (i.e.,
log2(pi(tend))) and the sign of the peak of mRNA during the transient is confirming that most
transient excursions are not oscillatory.
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Figure 5: List of significant PC and corresponding areas for the 5 time series of Fig. 1 (a). The
solid markers, representing the values in the 5 experiments, indicate that for most of the neatly
up or down-regulated categories, the 5 values have identical signs. The color scale represents
the value of HL associated to the protein complex: blue means short HL (minimum HL is 6 min)
and red long HL (> 40 min).
The model permits to predict the value of gene product pi at the end of the observa-
tion period tend, from the area under gene expression mi. To reduce the effect of noise
in the mRNA time series, it is convenient to lump together genes whose products form
a protein complex (PC). In fact these genes are known to have similar dynamics (Wang
et al., 2002), observation largely confirmed by our analysis. In Fig. 5 areas for the 5 time
series of Fig. 1 are shown: it turns out that for most of the neatly up or down-regulated
PCs the 5 values have identical sign. A good agreement is also found across different
data sets (Fig. 6) still showing correlation in the PCs and KEGG pathways areas. The
comparison between numerically computed areas and model-based estimated areas (pi)
is shown in Fig. 6 (values are averaged over all genes forming the complex). Panels in
the main diagonal show the correlation between computed and estimated areas for all
datasets which is good, as expected. Not only a strong degree of correlation in the re-
sponses to various inhibitory stimuli (such as thermal, oxidative, osmotic, acid stresses)
can be reproduced by the model, but also the anticorrelation between responses to in-
hibitory and excitatory stimuli (such as the reciprocal stresses discussed in (Gasch et al.,
De Palo et al., IET Syst.Biol., 2011, Vol.5, Iss. 4, pp. 269-279
−0.5
00.5
11.5
ga
sch
−0.5 0 0.5
ronen
0
0.5
1
yo
sh
im
oto
0
1
2
ca
us
ton
0
0.5
1
1.5
tiro
sh
0 0.5 1
−1
−0.5
0
0.5
gasch
ron
en
0 0.5 1
yoshimoto
0 1 2
causton
0 0.5 1 1.5
tirosh
Figure 6: Comparison of the average area under the curve for the time series of (Gasch et al.,
2000) (labeled “gasch”), (Yoshimoto et al., 2002) (“yoshimoto”), (Causton et al., 2001) (“caus-
ton”), (Tirosh et al., 2006) (“tirosh”) and (Ronen & Botstein, 2006) (’ronen”). In the upper
triangular part, in blue, the scatter plots represent the area of one set of data against any of
the other sets for the PC complexes of Fig. 5. In the bottom triangular part, in red, the scatter
plots are for the KEGG pathways represented in Fig. S2. While “gasch”, “yoshimoto”, “causton”
and “tirosh” are inhibitory stimuli (stresses), “ronen” are activatory pulses of nutrient. Hence
the antidiagonal pattern in the areas shown in the bottom row and column. In the diagonal
plots, the area predicted by the model (with parameters tuned on the 5 series of (Gasch et al.,
2000)) is shown against the corresponding measured area for PC (in green) and for the KEGG
pathways (in magenta). In the simulation of the activatory stimuli of (Ronen & Botstein, 2006),
the signs of the bi are exchanged. This, together with the anticorrelated plots of the bottom row
and column, validates the reciprocity property already observed in (Gasch et al., 2000) for some
classes of stresses.
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2000) or the nutrient inputs of (Ronen & Botstein, 2006)), see last row and column of
Fig. 6.
The basic autoregolation mechanisms discussed so far neglects any gene-gene reg-
ulatory mechanism beyond co-participation in a protein complex or metablic pathway.
A popular example of such regulatory mechanisms is the causal relationship between a
transcription factor and its target genes. Having only mRNA profiles available, the only
statistical test we can perform to evaluate this type of regulation is a significance analy-
sis of the corresponding correlation coefficients on the transcriptional regulatory map of
(Luscombe et al., 2004; Pilpel et al., 2001). For all of our time series, however, the cor-
relation between transcription factors and corresponding target genes is always insignif-
icant (Z-score test), see Fig. S2, Table S2 and the Supplementary Notes for more details.
This suggests that the transient excursion must be triggered by post-transcriptional or
post-translational modifications of the transcription factors which for the time being are
largely unknown. However, even when we look at genes co-transcribed by the same
transcription factor, we obtain that the correlation is still comparable to that of a ran-
dom choice of genes, unlike for example the co-participation in a PC, see again Fig. S2.
The approach of modeling the stress response in an “open-loop” fashion as the causal
action of the transcription factors on their target genes is pursued for example in (Pilpel
et al., 2001). It has several drawbacks, like for example that the map of transcrip-
tion factor-target genes, though largely incomplete, is already combinatorially complex,
condition-specific (Luscombe et al., 2004; Pilpel et al., 2001; Gasch, 2002), and the sign
of the interactions (activator/repressor) is often unavailable. More importantly for us,
this open-loop approach is unable to satisfy all of the kinetic constraints on the time
series, like the sharpness of the rise front of the transient, and does not provide an
explanation for the adaptation observed for which a form of feedback is required.
3 Discussion
In this work we have proposed a kinetic model aimed at describing different features
characteristic of yeast transient response to stimuli, as listed in the Introduction. Here
we discuss these features versus model behaviour in details.
3.1 Stereotypical response ((a) and (b))
Analysis of the 5 time series of Fig. 1 confirms that the similarities in their pattern are
much more abundant than the stimulus-specific differences. This can be deduced from
the sign concordances of the bi values, see Fig. 4 (top right panel). If the 5 time series
are compared with others from (Yoshimoto et al., 2002; Causton et al., 2001; Tirosh
et al., 2006) also representing responses to prolonged stimuli, the pattern of up/down
regulation is very similar. For the same PC as in Fig. 5, the comparison of average ar-
eas is shown in Fig. 6. In (Ronen & Botstein, 2006) instead, yeast is fed with pulses
of glucose of different magnitude. In this case the sign of the responses is reciprocal
for most genes, as can be seen in the scatter plots in the last row and column of Fig. 6
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(see Supplementary Material). Sorting the PC complexes by the corresponding pi(tend),
see Fig. 5, reveals that the downregulated categories (negative areas in the log scale of
Fig. 5) are essentially all involved into transcriptional and translational processes, while
in the most upregulated categories are respiratory metabolism and proteolysis. Notice
that, coherently, also the ribosomal biogenesis is very different between the cytoplasmic
and mitochondrial compartments. Analogous results are obtained for the KEGG path-
ways, see Fig. S2. Grouping the genes further according to KEGG hierarchy, we obtain
the 15 macrocategories shown in Fig. S3 which give a general overview of the envi-
ronmental stress response strategy in agreement with e.g. (Gasch et al., 2000; Gasch,
2002). This consists in a reduction of the energy-consuming (cytoplasmic) ribosomal
biosynthesis and RNA processing machinery in favor of energy-producing components
such as the respiratory chain complexes and the mitochondrial compartment in general.
Notice on Fig. 5 and S3 the correlation with the empirical values of HL assignable
to these categories. It is worth observing how the ordering of the categories found here
resembles e.g. the ordering of the phases of the peaks in the so-called yeast metabolic
cycle (Tu et al., 2005), suggesting the unfolding of a common gene expression program.
See Fig. S4 and (Soranzo et al., 2009) for more details.
3.2 Robust adaptation ((c) and (d))
While a few genes required for reacting to a specific cellular stress might show a per-
manent change in the gene expression steady state (Gasch, 2002), the vast majority of
genes returns to their basal pre-stimulus level. It is for this category that we talk about
adaptation. The rapid and massive transient excursion characterizing stress responses
might help in activating immediate cellular reaction mechanisms (such as redistribution
of energetic resources) while adaptation might be a mean to resume a mode of action
as close as possible to optimal in spite of permanent environmental changes. The slower
degradation rates for the gene products observed in real data (Chechik et al., 2008) and
confirmed by our observation (Table 1) guarantee that the proteins are long-lived and
that the modified cellular response is sustainable for a long period. As sketched in Fig. 2
(d), when the protein degradation is not neglected, its effect on the model is to alter the
steady state value of mi. The sign of this modification agrees with that of the transient
excursion.
3.3 Fast transcriptional response from slow feedback ((e) and (f))
The transcriptional response to stresses can be activated directly by the external per-
turbation through signaling mechanisms in an essentially open-loop fashion, or through
changes in the cellular state (e.g. amount of biomass or energy or metabolite com-
position) that induce feedback reactions (Levy et al., 2007). Some of these “internal
variables”, such as growth rate, have been shown to happen at a slower pace than the
transcriptional response (Levy et al., 2007). One of the characteristics of our model
is that slower dynamics are instrumental in inducing the fast transcriptional response,
provided that there is coupling between quantities as happens in presence of feedback.
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While a feedback coupling between genes (faster) and gene products (slower) can opti-
mize the stress recovery by speeding up the system response, the signs of the transcrip-
tional transient excursions are instead directly correlated with the external perturbation
and determine the strategy of the cellular response. Once the signature of the transient is
identified, any cellular variable (for example the already mentioned growth rate) could
in principle be used for the integral feedback in place of the gene products we use here.
The fact that most genes show a synchronized peaking time for their transient may be
a sign that a coordinated cellular mechanism is indeeed responsible for the feedback.
Experimental data for cellular quantities such as the growth rate are however too few
and difficult to obtain (Airoldi et al., 2009). See Supplementary Notes for more details
and examples.
3.4 Stress response with transcriptional blockage ((g))
In (Shalem et al., 2008), the stress response is studied in conjunction with a blockage
of transcription (delayed in time with respect to the begin of the stressful stimulation).
The mRNA profiling reveals that genes activated during the transient response seem to
be destabilized when the stress is followed by the transcriptional arrest (i.e., the genes
seem to degrade faster than expected by the known HL values) and, viceversa, genes
that are repressed in the transient seem to be stabilized by the combination stress +
transcriptional blockage. In our model, we assume that the transcriptional arrest occurs
at the peaking time of the transient, tpeak. Blocking transcription means putting c = 0 in
(5) and bi = 0 in (2), i.e., the ODE for the system reduces to
dmi
dt
= −δimi − ai(pi − 1)
dpi
dt
= r(mi − 1).
In our scheme, the negative autoregulatory feedback term has a dual role, influencing
both the synthesis and the degradation rate, and predicts correctly the altered degra-
dation rates in the perturbed system of (Shalem et al., 2008). Consider first the case
of an upregulated gene. For it mi(tpeak) > 1 and, from (2), pi(tpeak) > 1, implying
−ai(pi(tpeak)− 1) < 0. Hence we have
−δimi − ai(pi − 1)︸ ︷︷ ︸
degradation with negative autoregulation
< −δimi︸ ︷︷ ︸
reference degradation
< 0
i.e., when pi is different from the nominal concentration (pi 6= 1) the rate dmi/dt is
more negative than expected, meaning that the upregulated gene is destabilized. On the
contrary, for a repressed gene we have 0 < mi(tpeak) < 1 and 0 < pi(tpeak) < 1, implying
−ai(pi(tpeak)− 1) > 0, which leads to
−δimi︸ ︷︷ ︸
reference degradation
< −δimi − ai(pi − 1)︸ ︷︷ ︸
degradation with negative autoregulation
< 0.
In this case, the repressed gene is stabilized by the autoregulation.
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3.5 Proportionality of transient peak amplitude and area of mi with HL
((i))
From (3) we can obtain the following expression:
pi(tend)− 1 '
bir
γi
(
1
si,1
− 1
si,2
)
' − bir
γisi,2
=
bir
γi
HLi.
This expression provides an explanation in terms of the model (2) of the roughly direct
proportionality observed between the area and the values of HL, shown in Fig. 4 (bottom
right panel) for the PCs of Fig. 5. Notice on the same Fig. 4 (bottom left panel) the tight
relationship between the amplitude (i.e., the signed peak in mi) and the area (computed
either via the model or from the data). From (3), model-based area and amplitude share
the same gene-specific multiplicative constant bi/γi.
3.6 Transiently perturbed genes are short ((j))
The transient excursion is induced (for both upregulated and repressed genes) to a
very large extent on short genes: 85% of the genes labeled as transiently perturbed
(| log2(pi)| > 0.5) have length 6 2kbp (p-value 10−5, hyergeometric test; genes with
ORF (acronym for Open Reading Frame, i.e., gene-encoding DNA sequences) length
6 2kbp form ∼ 70% of the total), see Fig. 7 (a). The fact that also downregulated
genes are relatively short excludes the scenario in which a marked transient excursion is
only the consequence of an increased synthesis rate affecting more the short ORF than
the long ones. It is interesting to compare the behavior observed on the transient with
the average absolute abundance of the corresponding proteins, as estimated in (Ghaem-
maghami et al., 2003) for non-stressed yeast. From Fig. 7 (b) (right lower plot), the
induced genes (again, both up- and down-regulated) seem also to correspond to gene
products having a low concentration in the “ordinary, stationary” conditions of (Ghaem-
maghami et al., 2003) (p-value 0.05, t-test). The short length of the mRNAs certainly
favours more rapid fluctuations which could induce more easily changes also at the level
of gene products. More marked changes in protein abundances favour the feedback reg-
ulation we are hypothesizing. The model (2) does not explicitly include the length of
a gene in its parameters. However, as can be seen on the lower left plot of Fig. 7 (b),
it tends to associate to a consistent fraction of short genes a high value of the forcing
parameter bi, meaning that the impact of the stimulation on the kinetics on these genes
is more pronounced.
4 Conclusions
Yeast reacts to a change of environmental conditions by means of a highly coordinated
transcriptional response which is faster than it would be expected from the “natural”
degradation time constant but which is only transient. In this paper we propose a
model able to explain this quick response by means of a feedback mechanism aiming
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Figure 7: In (a), the average area under the transient response for the 5 time series is plotted
against the length of the corresponding ORFs. Longer ORFs clearly tend to be perturbed less,
while the genes significatively perturbed (both up- and down-regulated) are for the vast majority
shorter than 2kbp (shown in red). There seems to be some degree of inverse correlation also
between ORF length and (absolute) protein abundances estimated in (Ghaemmaghami et al.,
2003) in ordinary (unperturbed) growth conditions, see (b) (top right), with, in particular, the
really abundant proteins corresponding to short ORFs. Likewise, the correlations of both ORF
lengths and protein abundances with HL seem to be to some extent skewed, with long lived
mRNAs corresponding to short genes and abundant gene products. The color code in (b) is
the same as (a). From it (in particular the two plots on the right) we can deduce that most
genes perturbed during the transient stress response (red dots) correspond to products having
low/medium abundances.
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at adapting the system to the new condition. From a dynamical point of view, this can
be formulated in terms of a second mode, faster than degradation, which dominates the
transient excursion but which, being quickly exhausted, is not observable on standard
turnover experimental curves. It is shown that this second mode can be induced by a
feedback mechanism from a much slower dynamical variable, which could correspond
to the concentration of gene products.
5 Materials and Methods
5.1 Model construction
The changes in the relative concentration of mRNA with respect to its basal level can be
described with a typical model for the transcription kinetics (Hargrove & Schmidt, 1989;
Alon, 2006; José E. Pérez-Ortin & Moreno, 2007; Ronen et al., 2002; Ronen & Botstein,
2006; Foat et al., 2005; Farina et al., 2008):
dmi
dt
= −δimi + fi, (4)
where the function fi describes the transcription synthesis rate for the i-th gene and
is usually zero-order in mi, i.e., independent of the concentration of mi. In the litera-
ture, fi is often expressed as a function of the transcription factor(s) wi governing the
expression of mi, with various types of functional dependence like linear, Michaelis-
Menten or of Hill type (José E. Pérez-Ortin & Moreno, 2007; Ronen et al., 2002; Khanin
et al., 2006; Ronen & Botstein, 2006; Foat et al., 2005; Buchler et al., 2005), see Sup-
plementary Notes for examples. Following this approach requires the knowledge of the
transcription factor wi acting on each gene. Even if this information is partially available
for S.cerevisiae (Luscombe et al., 2004; Pilpel et al., 2001), predicting the kinetics of
the transient response from them is troublesome for the reasons explained at the end
of Section 2, and also because in the literature the kinetic models mentioned above are
mostly used for describing variations in the steady state following a perturbation, not
for the transient dynamics itself. Moreover, under the assumption that the transcription
synthesis rate fi is of zero-order in mi (José E. Pérez-Ortin & Moreno, 2007), the fast
rising front of the transient cannot be explained in terms of a model like (4) at least for
reasonable values of the degradation time constants δi (Fig. 2, see Supplementary Notes
for a thorough analysis). On top of all these complications, modeling the effect of an
external stimulus u on the transcriptional regulation means expressing wi as a function
of u. Nothing is known in general about this further functional dependence wi = wi(u).
Bypassing the transcription factors, the f(u) can for example be represented as an open-
loop impulse like in (Chechik & Koller, 2009) or, more generally, as a finite width kernel,
vanishing after some time, see Fig. 2 (a). As the mi represent relative concentrations,
these open loop models entail (without explicitely explaining) a form of memory of the
“ideal” pre-stimulus absolute concentration, as well as a form of adaptation if one con-
siders the stimulation u as a step (e.g. a permanent increase in temperature). Both
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elements are characterized in our model by means of a feedback term. In absence of
such feedback, the transcription synthesis rate fi consists for us only of a basal (con-
stant) term plus a term linear in the stimulus u, of the form of a zero order kinetics in
mi:
dmi
dt
= −δimi + ci + biu. (5)
The parameter ci corresponds to the basal rate of transcription in absence of external
stimuli (u = 0). Therefore, since for the unperturbed system the steady state must be
m¯i = ci/δi = 1, we have ci = δi. The parameter bi instead carries information about
the activator/inhibitor effect of u on the mRNA concentration. When u is a persistent
stimulus, e.g. u(t) = 1, t > 0, then in (5) the steady state value is modified to mi =
(ci+ biu)/δi = 1 + biu/δi 6= 1, i.e., the system (5) is not adapted to step-like inputs u and
cannot recover its pre-stimulus mRNA level.
An increase in the transcription rate of the i-th gene induces an increase in the total
quantity of mRNA produced over time
pi(t)− p¯i = r
∫ t
0
(mi(τ)− m¯i)dτ = r
∫ t
0
(mi(τ)− 1)dτ (6)
where, as above, m¯i = 1 is the pre-stimulus relative mRNA abundance, r is a rate
constant (representing for example the ribosome density, and assumed to be the same
for all genes) and p¯i is an integration constant (representing the basal level of pi, see
below). Differentiating this expression,
dpi
dt
= r(mi − 1), (7)
we see that the variable pi represents a dynamical quantity “downstream” of transcrip-
tion. In this paper pi is taken to describe the concentration of the corresponding gene
product relative to the basal level, hereafter fixed as p¯i = 1. This (very common (Har-
grove & Schmidt, 1989; Belle et al., 2006; Simpson et al., 2003)) choice is a simpli-
fication of the complex mechanisms characterizing translation and protein synthesis,
involving for example changes in the translation initiation, in the ribosomal density or
in the polysomal association (Kuhn et al., 2001; Preiss et al., 2003), all steps not well-
characterized dynamically. From what is known experimentally, the dynamics at the
polysomes level for example seems to be correlated with the transcriptional perturba-
tion of the mRNAs (in (Preiss et al., 2003) it is shown that the frequency of associa-
tion with polysomes increases for upregulated genes and decreases for downregulated
genes). An ODE like (7) for a gene product usually contains a degradation term. Given
that the transcriptional perturbation propagates through the protein synthesis process
with a time delay and that the protein turnover rate is typically considered slower than
the corresponding mRNA turnover rate (Hargrove & Schmidt, 1989; Belle et al., 2006),
the influence of the protein degradation term on the dynamics becomes negligible for
the time horizon of interest here, see Fig. 1 (b).
The homeostatic effect assumed in the paper consists of a feedback autoregulation
acting in correspondence of a displacement from the basal level (i.e., for pi 6= 1) and
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can be modeled as in the system (2). The model (2) predicts that the equilibrium is
reached for pi corresponding to p˜i = 1 + b/a. In order to have p˜i > 0, the parameters
must therefore satisfy the consistency condition bi > −ai. De facto, the amplitude of
pi depends on the rate constant r. For all time series considered, a choice of r = 0.01
(motivated by the experimental data rather than by the dynamical model chosen, see
Supplementary Notes) is sufficient to have biologically consistent values of p˜i for the
range of ai, bi required by the fitting procedure.
Since the model misses a degradation term in pi, the protein concentration changes
in response to the persistent stimulus from p¯i to p˜i without ever returning to the basal
level. Introducing such a term as in (1) typically leads to only minor differences, al-
though exact adaptation in mi and monotonicity in pi are lost. For sufficiently high
ratios of δi/λi (∼ 5 or larger), the differences with respect to (2) are minimal, and we
can talk about “quasi-adaptation” and of an autoregulatory feedback which behaves like
a “leaky” integral, see Fig. 2 (d). The system still has two modes with distinct time
constants and the dominant mode still affects primarily only the rising front of mi.
5.2 Model identification and analysis
To simplify calculations, it is convenient to change variables, shifting the steady state
to the origin. Letting xi =
[
mi − 1
pi − 1
]
, and denoting the state and input matrices for the
systems as
Ai =
[−δi −ai
r 0
]
, and Bi =
[
bi
0
]
, (8)
then for each gene we have the linear system (with input)
x˙i = Aixi +Biu (9)
whose solution for the step response is
xi(t) = e
Aitxi(0) +
∫ t
0
eAi(t−τ)Biu(τ)dτ. (10)
Since tr(Ai) = −δi < 0 and det(Ai) = rai > 0, the system is always stable and its
eigenvalues are:
si,1 = −δi
2
− γi
2
, and si,2 = −δi
2
+
γi
2
(11)
where γi =
√
δ2i − 4rai. A visual inspection of the time series shows that for the vast
majority of genes the large excursion corresponding to the transient is damped with-
out inducing oscillatory behavior (at least above what can be considered measurement
noise). Hence in the model fitting we assumed:
1. the two eigenvalues are real, i.e., δ2i − 4rai > 0;
De Palo et al., IET Syst.Biol., 2011, Vol.5, Iss. 4, pp. 269-279
2. the time constant of the fastest eigenvalue is shorter than that of the “free degra-
dation” given by the HL alone.
The two conditions are compatible with each other and with the model structure. In
order to agree also with the available HL measures, we shall assume the following:
si,1 < si,2 ∼ − ln(2)
HLi
< 0.
If we choose si,2 = − ln(2)HLi , then we obtain the following conditions:{
ai = −si,2(δi + si,2)/r > 0
δi > −2si,2 > 0
(12)
In correspondence of a persistent stimulus, u(t) = 1 for t > 0, the system (10) can be
solved explicitly. Since at t = 0 the system is at rest (i.e., in the basal state xi(0) = [0 0]T
for all i, corresponding to mi(0) = 1 and pi(0) = 1), only the forced evolution (second
term in (10)) matters and we obtain:
xi(t) =
bi
γi
[
esi,2t − esi,1t
r
(
esi,2t−1
si,2
− esi,1t−1si,1
)] (13)
i.e., Equation (3) for mi(t) and pi(t).
Notice that as t→∞ from the second equation of (3) we obtain that pi(t) > 0 if
rbi (1/si,1 − 1/si,2) /γi > −1, i.e., for bi > −ai as mentioned above.
The first equation of (13) can be used to fit the parameters in the dynamical model
(9). For each gene, this corresponds to identifying the values of δi and bi that optimize
the fit of mi(t) to the experimental time series. With these parameters, (9) is completely
determined. The second equation of (13) can then be used to compare the area predicted
by the model with the area computed from the experimental data.
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Abstract
Given the important role of microRNAs (miRNAs) in genome-wide regulation of
gene expression, increasing interest is devoted to mixed transcriptional and post-
transcriptional regulatory networks analyzing the combinatorial effect of transcrip-
tion factors (TFs) and miRNAs on target genes. In particular, miRNAs are known to
be involved in feed-forward loops (FFLs) where a TF regulates a miRNA and they
both regulate a target gene. Different algorithms have been proposed to identify
miRNA targets, based on pairing between the 5’ region of the miRNA and the 3’UTR
of the target gene and correlation between miRNA host genes and target mRNA
expression data. Here we propose a quantitative approach integrating an existing
method for mixed FFL identification based on sequence analysis with differential
equation modeling approach that permits to select active FFLs based on their dy-
namics. Different models are assessed based on their ability to properly reproduce
miRNA and mRNA expression data in terms of identification criteria, namely: good-
ness of fit, precision of the estimates and comparison with submodels. In comparison
with standard approach based on correlation, our method improves in specificity. As
a case study, we applied our method to adipogenic differentiation gene expression
data providing potential novel players in this regulatory network.
1 Introduction
MicroRNAs (miRNAs) are small (∼ 22 nt) non-coding RNAs that post-transcriptionally
regulate gene expression. They are transcribed as pri-miRNAs, then processed and ex-
ported from the nucleus to the cytoplasm in the form of pre-miRNA hairpins where they
are cleaved by Dicer enzyme and incorporated in the RNA-induced silencing complex
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(RISC) to allow the interaction with target mRNAs via base pairing: binding to mRNA
3’ UTR causes the decrease of the frequency of translation and the increase of mRNA
degradation rate (Du & Zamore, 2005; Bartel, 2004; Baek et al., 2008; Selbach et al.,
2008). MiRNAs are known to be involved in different biological processes, e.g. cell
cycle control, cellular growth, differentiation, apoptosis and embryogenesis, and to play
critical roles in human diseases (Jiang et al., 2009). Their important regulatory role
has come into focus in the last few years and main attention has been paid to miR-
NAs and their target genes identification (Lagos-Quintana et al., 2003; Bentwich et al.,
2005; Jung et al., 2010; Lagos-Quintana et al., 2001). Different algorithms have been
developed at this purpose, based on sequence data, looking for evolutionarily conserved
Watson-Crick pairing between the 5’ region of the miRNA and the 3’UTR of the target
gene (Griffiths-Jones et al., 2006; Bartel, 2009; Friedman et al., 2009; Lewis et al., 2003,
2005). There is also increasing interest in the dynamic description and the quantifica-
tion of the regulation of gene expression by miRNAs and several scientific studies have
characterized miRNA mediated degradation rates using models based on ordinary differ-
ential equation (Khanin & Vinciotti, 2008; Shimoni et al., 2007; Levine et al., 2007b,a;
Vohradsky et al., 2010).
Given the important role of miRNAs in genome-wide regulation of gene expression,
increasing interest is devoted to mixed transcriptional and post-transcriptional regula-
tory networks analyzing the combinatorial effect of transcription factors (TFs) and miR-
NAs on target genes. In particular, miRNAs are known to be involved in feed-forward
loops (FFLs) where a TF regulates a miRNA and they both regulate a target gene (Shi-
moni et al., 2007; Shalgi et al., 2007; Tsang et al., 2007; Re et al., 2009). The dynamic
of FFL has been extensively studied in transcriptional networks (Mangan & Alon, 2003;
Kalir et al., 2005; Kaplan et al., 2008; Macia et al., 2009; Alon, 2007) since this regula-
tory pattern is overrepresented in biological networks with respect to random networks
(Milo et al., 2002; Shen-Orr et al., 2002) and thus represents a basic building block,
favored by evolution and playing important functional roles. For example, FFLs involv-
ing miRNAs permit to accomplish target gene fine tuning and noise buffering (Li et al.,
2009; Wu et al., 2009). In (Tsang et al., 2007) Correlation between miRNA host genes
and target mRNA has been assessed together with conserved 3’UTR motifs to define pu-
tative regulatory relationships between a miRNA and a set of target genes sharing the
same TF. A quantitative description of the regulatory interactions, e.g. based on differen-
tial equation models, could be helpful to characterize putative miRNA mediated FFLs. A
similar approach has been adopted in (Vu & Vohradsky, 2007; Chen et al., 2005, 2004),
where differential equations were fitted to expression data for transcriptional networks
not involving miRNAs. As regards small RNA mediated FFL, a differential equation based
model has been used in (Shimoni et al., 2007) only to simulate the dynamic of a generic
circuit using plausible parameter values derived from literature.
In this work we propose a general analytical framework based on the use of differ-
ential equations to extensively characterize a list of putative miRNA mediated FFLs. Our
approach, when applied to a list of putative FFLs, provides some criteria to select active
FFLs based on their ability to reproduce dynamic expression data. In this context, we do
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Figure 1: MiRNA mediated FFL. (A) Topologial model of the FFL where a TF regulates a miRNA
and they both regulate the target mRNA: TF regulations can be positive or negative while miRNA
regulation of the target gene is negative; (B) compartmental model of the FFL where S and D
represents synthesis and degradation, respectively and dotted arrows are the regulation pro-
cesses affecting S and D.
not use the data to validate the models, but, on the opposite, three models are used to fit
the data and select active FFLs based on the goodness of fit. The first model M1 is bor-
rowed from previous literature (Khanin & Vinciotti, 2008; Shimoni et al., 2007; Levine
et al., 2007b,a) . Models M2 and M3 are linear simplifications of model M1 since, as
shown in the following, the choice of the most appropriate model strictly depends on
the available dataset.
We estimate the significance of our method in comparison with random FFLs ob-
tained by randomly selecting links between miRNAs, TFs and target mRNA and in com-
parison with a more standard approach, based on correlation between TF, miRNA and
target mRNA.
2 Models
In the miRNA mediated FFL circuit (Fig. 1A) a transcription factor TF (X1) regulates
a miRNA (X2) and they both regulate a target mRNA (X3). Three models based on
ordinary differential equations (ODEs) are examined to describe the miRNA and target
mRNA expression kinetics. All models consider X1 as forcing function and describe
the rate of change of X2 and X3 as the balance between their synthesis/transcription
(Si) and degradation (Di) with the basal expression level (Xib) as initial condition,
the correspondent compartmental model is shown in Fig. 1B. Thus, for i = 2, 3, the
differential equation describing the variables is
X˙i(t) = Si(t)−Di(t), Xi(0) = Xib (1)
The synthesis is expressed as the sum of a basal term (Sib) plus a positive (activa-
tion) or negative (repression) term (∆Si) encoding the effect of the specific TF on the
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transcription of miRNA and target mRNA. As regards degradation (Di), for miRNA it is
assumed to be a function only of its expression while for the target mRNA the effect of
the miRNA level is also modeled.
X˙2(t) = S2b(t) + ∆S2 [X2(t)]−D2 [X2(t)]
X˙3(t) = S3b(t) + ∆S3 [X1(t)]−D3 [X2(t), X3(t)]
(2)
The three models adopt the same description for miRNA degradation, i.e. a first or-
der process with constant rate d2 , while they differ in the functional description assumed
for ∆S2, ∆S3 and D3.
1. Model M1 describes the TF regulation on the miRNA (∆S2) and the target mRNA
(∆S3) by a saturative Michaelis-Menten function, and the miRNA mediated degra-
dation of the target mRNA (D3) as the sum of a first order process, with constant
rate, with respect toX3 and a nonlinear term that depends also onX2 as in (Khanin
& Vinciotti, 2008; Shimoni et al., 2007; Levine et al., 2007a,b).
2. Model M2 assumes TF regulation (∆S2,∆S3) to be linearly dependent on its level,
while the functional description of target mRNA degradation (D3) has nonlinear
dynamics as in M1.
3. Model M3 is derived from M2 linearizing the miRNA mediated degradation model
(D3), thus the kinetics of the whole model is linear.
Since in log scale spot array data are expressed as differences with respect to a basal
pre-differentiation state, it is convenient to consider as state variables xi = Xi − Xib
for i = 1, 2, 3 where Xib is the reference, collected at day -3. Considering that at the
basal state X˙i(t) = 0 for i = 2, 3 it is possible to express the basal transcriptions Si
as function of the regulation parameters and the basal expression levels. After some
passages, models M1, M2 and M3 turn out to be:
1. Model M1
x˙2(t) =
α2x1(t)
β2 + x1(t)
− d2x2(t) x2(0) = 0
x˙3(t) =
α3x1(t)
β3 + x1(t)
− px3(t)− qx2(t)− rx2(t)x3(t) x3(0) = 0 (3)
2. Model M2
x˙2(t) = a2x1(t)− d2x2(t) x2(0) = 0
x˙3(t) = a3x1(t)− px3(t)− qx2(t)− rx2(t)x3(t) x3(0) = 0 (4)
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3. Model M3
x˙2(t) = a2x1(t)− d2x2(t) x2(0) = 0
x˙3(t) = a3x1(t)− d3x3(t)− sx2(t) x3(0) = 0 (5)
The mathematical derivation of Equations (3), (4) and (5) and the meaning of each
parameter in terms of synthesis and degradation rate are detailed in the Supplementary
Material.
2.1 Model identification
A priori identifiability analysis of M1, M2 and M3 (Equations (3), (4) and (5)) tested
using the software DAISY (Bellu et al., 2007), indicates that all three models are a
priori globally identifiable, i.e. it is theoretically possible to estimate the set of unknown
parameters ϑ from the data, at least under ideal conditions (noise-free data, continuous
time observations and error-free model structure).
ϑˆ can be estimated by Weighted Least Square, i.e. minimizing the Weighted Residual
Sum of Squares (WRSS)
WRSS =
∑
i=2,3
Ni∑
j=1
ωi(tj) [zi(tj)− xi(tj ,ϑ)]2 (6)
where zi(tj) is the observed datum at time j, xi(tj ,ϑ) is the predicted datum at time j
computed using the model Equations (3), (4) and (5), ωi(tj) is the weight assigned to
datum j (inverse of the variance of the measurement error) andNi is the number of time
points. The external summation takes into account that residuals for both miRNA and
target mRNA are simultaneously minimized, thus miRNA e mRNA time series collected
under the same experimental conditions are required for model identification. The mea-
surement error is assumed to be Gaussian with zero mean and a known variance. The
variance can be experimentally determined by analyzing replicates of each measure. A
general model for the error variance is
vi(tj) = α+ β [zi(tj)]
γ (7)
where α, β and γ are parameters to be estimated from replicates, e.g. by plotting the
mean of each replicate against its variance and fitting on these data the unknown pa-
rameters of the error model Equation (7), as described in (Cobelli et al., 2000).
Since data are affected by a measurement error, also ϑˆ is affected by an error and the
a posteriori identifiability of the models assesses the precision with which the parameters
are estimated in terms of percentage coefficient of variation (CV )
CV (ϑˆ) =
SD(ϑˆ)
ϑˆ
· 100 (8)
where SD(ϑˆ) is the standard deviation of the estimate.
Eduati et al., J. Comp. Biol., 2012, 19(2): 188-199
2.2 FFLs selection
For each model, selection of active FFLs from a large set of putative ones exploits iden-
tification results in terms of consistency with the three following criteria:
1. Goodness of fit. A valid model should provide an adequate fit to the data. The
goodness of fit can be evaluated on residuals, based both on their whiteness, i.e.
residuals should be uncorrelated, and on their amplitude, i.e. deviation between
predicted and observed values should be comparable to the measurement error.
To evaluate the whiteness of the residuals, the number of runs, i.e. subsequences
of residuals having the same sign, are analyzed for both miRNA and mRNA resid-
ual patterns. For the amplitude property, a global measure is provided by WRSS
divided by the degree of freedom, i.e. difference between the number of data and
the number of parameters: since weighted residuals should be independent with
unit variance, WRSS should be the outcome of a random variable with Chi-Square
distribution.
2. Precision of the estimates. FFLs having all parameters estimates with CV < 100
are considered reliable.
3. Comparison with submodels. In order to verify that the FFL model (Fig. 1B) is
the optimal description of the circuit, its performance is compared with that of two
submodels (Fig. 2) with missing regulatory links: in Submodel 1 the regulatory
link between the TF and the target mRNA is missing, while in Submodel 2 the
effect of miRNA on target mRNA degradation rate is not considered. Once the two
submodels are identified, their performance is assessed versus the original one
based on the Akaike Information Criterion (AIC) that implements the principle
of parsimony, i.e. selects the model best able to fit the data with the minimum
number of parameters:
AIC = WRSS + 2L (9)
The FFL model is selected if its AIC is the lowest compared with submodels.
Summing up, if criteria 1 and 2 are satisfied for a dataset of putative FFL data, i.e.
the model satisfactorily reproduces the data with all parameters precisely estimated from
them, criteria 3 is applied and the FFL topology is finally selected as active provided that
the complete model results to be the optimal model according to the AIC.
3 A case study in adipogenesis
To discuss a practical application of the proposed method, we applied it to miRNA and
mRNA expression time series of human multipotent adipose-derived stem cells (hMADS)
upon adipogenic differentiation. The initial panel of putative FFLs was selected based
on sequence analysis; therefore it includes also false positive matches and/or FFLs non
active during adipogenesis.
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Figure 2: Submodels with missing regulatory links with respect to the FFL. (A) No effect of TF
regulation on target gene; (B) no effect of miRNA on mRNA degradation rate.
3.1 Data
Two independent cell culture experiments were performed as biological replicates dur-
ing adipogenic differentiation of human mesenchymal stem cells as previously described
in (Scheideler et al., 2008; Karbiener et al., 2009). Cells were harvested at the pre-
confluent stage as reference (day -3) and at seven subsequent time points during human
adipogenic differentiation: day -2 and 0 before, and 1, 2, 5, 10, 15 days after induction
of differentiation. All hybridizations were repeated with reversed dye assignment (dye-
swap). Background subtraction as well as global mean and dye swap normalization were
applied. The resulting ratios were log 2 transformed and the independent experiments
were averaged. Complete miRNA and mRNA time-series expression data used for this
study conform to the MIAME guidelines and are available in GEO database (GSE29186).
A list of mixed TF / miRNA FFLs was generated by means of a bioinformatic pipeline
mainly based on an ab-initio sequence analysis of human and mouse regulatory regions
as described in (Re et al., 2009) using CircuitsDB (Friard et al., 2010). Briefly, in Cir-
cuitsDB a catalogue of non-redundant promoter regions for protein-coding and miRNA
genes in the human and mouse genomes were first constructed (see Supplementary Ma-
terial for additional details). In parallel to that, a catalogue of non-redundant human
and mouse 3’-UTR regions for protein-coding genes was defined. A transcriptional regu-
latory network and, separately, a list of post-transcriptionally regulated genes was then
generated for human by looking for conserved overrepresented motifs in the human and
mouse promoters and 3’-UTRs previously assembled. The two networks were subse-
quently combined looking for mixed feed-forward regulatory loops, i.e. all the possible
instances in which a master transcription factor regulates a miRNA and together with it
a set of joint target coding genes.
Associating the list of 474 miRNA-mediated FFLs obtained using CircuitsDB with the
available miRNA and mRNA time series data, the final dataset consisted of 329 putative
FFLs (Supplementary Table S1) including 33 TFs, 35 miRNAs and 184 target mRNAs.
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Figure 3: Measurement error variance against expression estimated from the replicates for (A)
miRNA and (B) mRNA datasets. In (C) and (D) these data are binned and, for each interval,
the mean ± standard deviation is represented; the red line shows the fitted measurement error
models, Equation (10).
3.2 Measurement error
The measurement error models for miRNA and mRNA expression data were derived
from the replicates, shown in Fig. 3A-B, respectively, as mean of the intensities versus
their variance. To better define the dependence of the variance on the intensity, the
positive x-axis was divided in intervals and, for each interval, the variance mean values
were averaged as shown in Fig. 3C-D. By fitting Equation (7) on these data, the resulting
models are
ν2(tj) = 0.0484
νi(tj) = 0.033 + 0.031 · zi(tj)2, i = 1, 3
(10)
where ν2 and νi in Equation (10) are referred to the miRNA and to the mRNA (valid for
both TFs, and target mRNAs) datasets, respectively.
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3.3 Implementation
To assess criterion 1, i.e. whiteness and amplitude of the residuals, statistical tests could
not be applied due to the low number (seven) of samples. Thus, conservative empirical
thresholds were set to satisfy criterion 1: both miRNA and target mRNA residuals time
series must have at least 3 runs and WRSS divided by the degree of freedom lower
than 2. All computations were performed in the Matlab environment (Matlab R2010a),
further details are supplied in the Supplementary Material.
4 Results
When the three criteria were applied to M1, no FFLs were selected as active, essen-
tially because criterion 2 failed, indicating that the functional descriptions built in the
model were too complex to be resolved from the available data. Conversely, 3 FFLs were
selected with M2 and 23 with M3 as summarized in Table 1 and Table 2 respectively,
where estimated parameters and their precision are reported. Two out of the three FFLs
selected using M2 were identified also with M3, thus the total number of active FFLs is
24. It is interesting to notice that most of selected FFLs (21 out of 24) are incoherent.
This type of FFL is known to play a significant role in biological regulation conferring
precision and stability to gene expression regulation (Mangan & Alon, 2003; Wu et al.,
2009; Hornstein & Shomron, 2006; Osella et al., 2011). As discussed in (Macia et al.,
2009), the target gene of incoherent FFLs generally shows a pulser response character-
ized by a rapid increase/decrease of its concentration followed by the return to a new
basal level, while the target gene of coherent FFLs tends to exhibit a grader response
characterized by a transient increase/decrease from the initial to the final state. These
behaviors were confirmed by our data, as evident from Fig. 4, where expression profiles
of two incoherent (A) and two coherent (B) FFLs are shown along with the mean target
gene expression levels (considering absolute values) between selected incoherent (C)
and coherent (D) FFLs.
Analyzing the active FFLs from a biological point of view, it was found that out of
the 24 selected FFLs, 9 FFLs involve TFs and 6 involve miRNAs (marked with an x in
Table 1 and Table 2) that are already known from the literature to be regulators of
adipogenesis and adipocyte-related functions. A discussion of the results in comparison
with the biological literature is available as Supplementary Material.
To estimate the significance of the proposed method, ten sets of 329 random FFLs
were generated choosing one random miRNA and 2 random mRNA to play the role of
the TF and the target gene respectively. Applying the previously described selection
procedure, 0 FFLs were selected using M2 and an average of 15.6 FFLs, with a standard
deviation of 1.5, were selected using M3. Instead, using a simple correlation analysis to
choose FFLs having a correlation coefficient above 0.75 in absolute values for all three
links, 12 FFLs were selected on the list of putative FFLs, and 18.6± 4.6 were selected on
the randomized datasets.
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Figure 4: Expression profiles of selected FFLs. TF (green), miRNA (blue) and target mRNA
(red) for (A) 2 incoherent and (B) 2 coherent FFLs: spots represent experimental data while
lines represent the predicted/reconstructed profiles. In (C) and (D) the average absolute value
of predicted target mRNA expression for incoherent and coherent FFLs.
Model M2
TF miRNA target mRNA a2 (CV ) a3 (CV ) d2 (CV ) p (CV ) q (CV ) r (CV ) C/I
1 hif1a x hsa-miR-24 h41 1.22 (74) 2.83 (44) 0.96 (79) 1.10 (67) 2.17 (52) 0.87 (78) I
2 srf hsa-miR-100 impdh1 1.40 (41) 0.68 (59) 0.57 (54) 0.91 (27) 0.34 (63) 0.84 (30) I
3 tcf4 hsa-miR-23a ndufa7 0.47 (62) 0.77 (44) 0.30 (83) 1.04 (21) 0.66 (42) 1.29 (69) I
mean (absolute values) 1.03 (59) 1.43 (49) 0.61 (72) 1.02 (38) 1.06 (52) 0.85 (54)
SE (absolute values) 0.49 (17) 1.22 (9) 0.33 (16) 0.10 (25) 0.98 (11) 0.25 (26))
Table 1: Summary of selected FFLs and their estimated parameters using Model M2. TF, miRNA
and target mRNA names of selected FFLs using model M2 are reported along with the estimated
parameters, their precision in terms of CV and a flag to distinguish between coherent (C) and
incoherent (I) FFLs. TF and miRNA already known to be key regulators of adipogenesis and
adipocyte-related functions are marked with an x.
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Model M3
TF miRNA target mRNA a2 (CV ) a3 (CV ) d2 (CV ) d3 (CV ) s (CV ) C/I
1 runx1 hsa-miR-148b tnfrsf6b -0.07 (17) -1.73 (50) - 8.28 (25) 4.49 (43) I
2 runx1 hsa-miR-148b loc51026 -0.07 (17) 2.70 (9) - 2.85 (1) 2.70 (76) C
3 runx1 hsa-miR-148b tmod -0.07 (17) -1.79 (37) - 3.70 (13) 1.44 (76) I
4 esr1 x hsa-miR-148b map1b 0.14 (18) 1.69 (60) - 2.49 (6) 4.49 (29) I
5 esr1 x hsa-miR-148b tparl 0.15 (18) -2.00 (48) - 2.89 (2) 2.78 (42) C
6 esr1 x hsa-miR-148b apt6m8-9 0.15 (18) 5.37 (33) - 2.04 (19) 2.41 (41) I
7 esr1 x hsa-miR-152 apt6m8-9 0.42 (39) 3.94 (19) 0.16 (67) 1.12 (7) 1.55 (35) I
8 esr1 x hsa-miR-30c x emp1 0.65 (21) -4.58 (28) 0.09 (46) 2.16 (5) 1.76 (40) C
9 ets1 hsa-miR-199a* hke2 -0.22 (17) -1.60 (80) 0.90 (17) 0.35 (99) 7.52 (73) I
10 hif1a x hsa-miR-199b crtl1 -2.32 (59) -4.99 (24) 1.26 (63) 0.97 (96) 2.47 (27) I
11 hif1a x hsa-miR-24 h41 1.21 (34) 6.02 (35) 0.93 (35) 1.87 (16) 4.21 (46) I
12 hif1a x hsa-miR-199a x crtl1 -2.17 (30) -3.05 (45) 1.19 (25) 1.27 (19) 1.25 (63) I
13 foxm1 hsa-let-7a nap1l1 -0.02 (3) -0.89 (29) 0.14 (58) 1.70 (3) 14.10 (52) I
14 irf1 hsa-miR-29a x timm8b -0.40 (7) -5.00 (34) - 2.23 (34) 0.60 (37) I
15 irf7 hsa-miR-129 hs6st -0.04 (82) 2.53 (37) - 2.38 (6) 13.93 (89) C
16 irf2 hsa-miR-125b bcl2 -0.33 (16) 6.07 (23) - 3.27 (3) 1.55 (45) C
17 myc x hsa-miR-202 tnfrsf4 0.08 (42) 0.34 (92) - 1.20 (95) 4.44 (87) I
18 myod1 hsa-miR-34a x kcnq1 -0.30 (22) -2.03 (27) 0.14 (35) 1.49 (24) 2.04 (29) I
19 myod1 hsa-miR-34a x scn2b -0.28 (21) -2.00 (27) 0.12 (37) 4.61 (5) 0.58 (88) I
20 ncx hsa-let-7e x nap1l1 0.13 (67) 8.38 (14) 0.08 (87) 3.17 (3) 10.61 (76) I
21 nfya hsa-miR-148b p3 -0.17 (18) -1.66 (88) - 4.05 (6) 4.73 (29) I
22 tcf4 hsa-miR-23a ndufa7 0.50 (66) 0.84 (54) 0.33 (89) 1.05 (28) 0.60 (75) I
23 tel2 hsa-miR-199a* hke2 0.65 (37) 6.91 (22) 0.34 (41) 1.34 (5) 4.41 (30) I
mean (absolute values) 0.46 (30) 3.31 (40) 0.47 (50) 2.46 (23) 4.12 (53)
SE (absolute values) 0.63 (21) 2.19 (22) 0.46 (23) 1.66 (31) 3.91 (22)
Table 2: TF, miRNA and target mRNA names of selected FFLs using model M3 are reported
along with the estimated parameters, their precision in terms of CV and a flag to distinguish
between coherent (C) and incoherent (I) FFLs. TF and miRNA already known to be key regula-
tors of adipogenesis and adipocyte-related functions are marked with an x. When the estimated
degradation parameter (d2) was small and with low precision, i.e. the process was too slow to
be determined in the time horizon of the experiment, it was set to 0 and model identification
was repeated.
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5 Discussion
In this work we propose a method to select active FFLs from a large set of putative
ones based on miRNA and mRNA expression time series, using differential equation
based models and identification criteria. A list of putative mixed transcriptional and
post-trancriptional FFLs is generated on the basis of conserved overrepresented motifs
in human and mouse promoters and 3’ UTR. Identification of three alternative dynamic
models, able to describe the miRNA and target mRNA dynamic data based on ordinary
differential equations (ODEs) using the TF profile as forcing function, provides the basis
for the selection of active FFLs. A putative FFL is selected as active if the feed-forward
topology (Fig. 1A), associated with a plausible dynamic description, is necessary and
sufficient to reproduce the available gene expression profiles, i.e. the model is able
to reproduce data (criterion 1), outperforming with respect to submodels in terms of
principle of parsimony (criterion 3) and its parameters can be estimated with acceptable
precision from available data (criterion 2).
5.1 Comparison of dynamic models
Instead of postulating a univocal description for miRNA and mRNA expression kinet-
ics, three models of increasing complexity are proposed. Model M1 assumes Michaelis-
Menten kinetics for miRNA and target mRNA regulation accomplished by the TF and
models miRNA mediated degradation of the target mRNA as a first order process with
constant rate plus a nonlinear term dependent on miRNA and target mRNA expression.
In model M2 linearity is assumed for TF regulation on miRNA and target mRNA, whereas
nonlinearity is maintained for miRNA mediated degradation of the target mRNA. In M3
also the miRNA mediated degradation of the target mRNA is linearized, thus the whole
model is described by a linear kinetics. The increasing complexity of the models adapts
to different type of gene expression data. The choice of the most appropriate model
depends on the range and on the number of time points of the available time series and
can be made using the same criteria described for the selection of active FFLs: goodness
of fit, precision of the estimates and principle of parsimony. In particular, to estimate the
Michaelis-Menten parameters of model M1 the whole Michaelis-Menten curve should be
observable requiring expression data in an adequate range and sufficiently detailed. If
these criteria are not satisfied by the available data, the linearization of the model still
provide an adequate fit, allowing also a more precise estimation of the parameters. That
does not mean that the more complex model is invalid, but only that the linearized one
is more suitable for the available dataset.
5.2 Case study
In our case study, we used the three models on gene expression time series to select
active FFLs during human adipogenesis. Since they showed a comparable ability to
reproduce the data, the simplest model M3 was selected based on the principle of parsi-
mony in 251 out of the 329 analyzed FFLs. Moreover, parameter estimates of model M1
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D3: nonlinear D3: linear
M2 M3B
ΔS2: Michaelis-Menten ΔS2: constant
M1 M2A
p (CV) q (CV) r (CV)
1.16 (18) 1.55 (75) 0.0004 (2e+5)
d3 (CV) s (CV)
1.11 (7) 1.55 (35)
d2 (CV) α2 (CV) β2 (CV)
0.33 (86) 3.63 (2306) 5 (2490)
d2 (CV) a2 (CV)
0.33 (82) 0.68 (63)
ΔS
2
ΔS
2
(q+
rx 3
)x 2
sx 2
Figure 5: Comparison between the candidate models. (A) upper panels: similarity between
models M1 and M2 predictions for miRNA (blue) profile indicates that the Michaelis-Menten
function is not necessary; lower panels: confirmation that the model prediction of the link
between TF and miRNA, postulated as linear for M2, is operating in the linear range for M1; (B)
upper panels: similarity between M2 and M3 predictions for target mRNA (red) profile suggests
that a linear description of target mRNA degradation is sufficient; lower panel: confirmation
that the miRNA mediated degradation rate, postulated as linear for M3, is operating in the
linear range for M2.
were affected by very high CV s in all FFLs and those of M2 in all FFLs but 3, indicating
that nonlinear models M1 and M2 were not a posteriori identifiable. Fig. 5 shows the
effect of the linearization of the synthesis mediated by the TF (∆S2), i.e. of using model
M2 instead of M1 (panel A), and of the subsequent linearization of the degradation of
the target mRNA (D3), i.e. of using model M3 instead of M2 (panel B). In particular,
using the analyzed dataset, the Michaelis-Menten curve is in the linear range (Fig. 5A
left panel) and model M1 is not a posteriori identifiable (α2 and β2 show high CV s). In
this case, X1 is much lower than the half saturation constant β2, then parameters α2 and
β2 cannot be separately resolved but only the ratio between the two can be essentially
estimated. Conversely, using M2 the parameter related to the synthesis mediated by the
TF (∆S2) is a posteriori identifiable (Fig. 5A right panel). Similarly, for the nonlinear
description of the miRNA mediated degradation rate (Fig. 5B left panel) parameter r
shows high CV and thus model M2 is not a posteriori identifiable. However, since rx3 is
much lower than q, the miRNA mediated degradation rate can be reasonably linearized
as in M3 (Fig. 5B right panel) providing a simplification of the model with a reduced
number of parameters and fit comparable to M2.
Analyzing the active FFLs from a biological point of view, it was found that out of the
24 selected FFLs, 9 FFLs involve TFs and 6 involve miRNAs (marked with an x in Table 1
and Table 2)) that are already known from the literature to be regulators of adipogen-
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esis and adipocyte-related functions. A discussion of the results in comparison with the
biological literature is available as Supplementary Material; however, few information is
available in the literature regarding miRNA mediated FFLs involved in adipogenesis and
most datasets such the ones presented in (Baroudi et al., 2011) contain mainly infor-
mation related to cancer. The limited available knowledge about human transcription
networks and miRNA-mediated regulations in adipogenesis makes biological validation
of regulatory links difficult and, at the same time, highlights the importance of the devel-
opment of algorithms, like the one presented in this work, to predict testable regulation
processes.
The significance of our method was estimated in comparison with random FFLs ob-
tained by randomly selecting links between miRNAs, TFs and target mRNA. 329 random
FFLs (equal to the number of putative FFLs estimated by pairing between the 5’ region
of the miRNA and the 3’ UTR of the target gene) were generated ten times choosing
one random miRNA and two random mRNAs to play the role of the TF and the target
gene respectively. The previously described selection procedure was then applied to the
randomized set of FFLs obtaining an average of 15.6 selected FFLs, with a standard devi-
ation of 1.5. This can represent a rough estimation of the number of False Positive FFLs
among the 24 selected by our method. Let’s note that, if instead of using differential
equation based modeling, we select FFLs based on correlation between TF, miRNA and
target mRNA, we select 12 FFLs on the original dataset and 18.6±4.6 on the randomized
datasets, thus showing the increased specificity achieved by our approach.
The presented method selects triplets that can be explained by a simple FFL, whose
effect can be isolated from the rest of the network, and described by one of the three pro-
posed models. Thus, the presence of possible additional regulatory links is not excluded
by our analysis, but we can say that, for the selected FFLs, this scheme provides a min-
imal plausible description of the regulatory interactions. The approach presented here
does not allow identifying topologies incorporating more than one TF and/or miRNA.
More complex topologies will be studied in future work by extending the approach here
developed; moreover, we plan to analyze dynamic descriptions that will require a tighter
sampling schedule.
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5
Multilevel study of insulin signalling pathway
5.1 Introduction
Defects in signalling pathways involved in insulin action are associated with insulin
resistance and thus with obesity and type 2 diabetes (T2D). T2D is characterized in by a
defective responsiveness of tissues to insulin stimulation and is one of the main causes
of mortality worldwide (Saltiel & Kahn, 2001). 346 million people are estimated to
have T2D as of 2012: these people are likely to have long-term complications including
heart diseases, strokes, diabetic retinopathy, kidney failure and poor circulation of limbs
which may lead to amputations. Insulin signalling pathway is very important for the
cell because, when insulin reaches the cell surface, it binds to the insulin receptor (IR)
triggering a complex cascade of signals that involves different proteins and culminate in
several important biological responses, as: protein synthesis, fatty acids synthesis, glucose
utilization, glycogen synthesis, cell growth, proliferation and differentiation. Thus, the
understanding of insulin signalling pathway could lead to a better understanding of
the pathophysiology of insulin resistance, and the identification of key molecules and
processes could lead to newer and more effective therapeutic agents for treating these
common disorders that are already an uprising epidemic (LeRoith et al., 2003).
The aim of this work is the design of an experimental study (Section 5.2) and the
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application of modeling techniques to improve the knowledge of insulin signaling pathway
in order to have a better understanding of its underlying mechanism. In particular, we
focus on the analysis of the effects of branched-chain aminoacids (as leucine), that can
be orally supplied and are know to interact with insulin stimulated signal transduction.
However, insulin signalling is complex, involving post-transcriptional modification of
many molecules on multiple sites and including different feedback loops and cross-talks
with other pathways. For this reasons, we analyze the pathway on different levels of
detail: we start retrieving information from literature about the topology of signalling
network (Section 5.3) and we then apply two different modelling techniques (Sections
5.4 and 5.5):
• semi-qualitative: the first approach is based on logic models and is used to have a
comprehensive view of the pathway and its behavior;
• quantitative: in this second approach we derive ODEs from mass-action kinetic
rules limiting the analysis to a particular regulatory mechanism.
These approaches will be explained more in detail in Section 5.4 and Section 5.5
respectively.
5.2 Experimental setup
Three independent cell culture experiments (set A, B and C) were performed as biological
replicates on a commercially available cell line of human skeletal muscle myoblasts
that had been differentiated into myotubes. Cells were grown to 85% confluence using
DMEM 10% FBS as growth medium. The medium was switched to serum-free DMEM
overnight before stimulus and replaced with amino acid-free medium (EBSS) 1 hour
before stimulus. Cells were harvested by addition of lysis buffer and scraping at 6 time
points (0, 2, 5, 10, 30 and 60 minutes) after stimulus to monitor both the early and the
late insulin signaling effects. Cell lines were exposed to three different stimuli, as shown
in Figure 5.1:
1. INS: cells were stimulated with insulin (EBSS +100nM insulin) at time 0;
2. LEU: cells were stimulated with leucine (EBSS +400µM leucine) at time 0;
3. LEU+INS: cells were pre-incubated with leucine (EBSS +400µM leucine) for one
hour and then stimulated with insulin (EBSS +400µM leucine +100nM insulin) at
time 0.
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Figure 5.1: Experimental setup
Protein Antibody
4EBP1 p4EBP1 (T37,T46)
AKT pAKT (S473)
ERK12 ppERK12 (T202,Y204)
GSK3β pGSK3β (S9)
mTOR pmTOR (S2448)
P70S6K pP70S6K (T389)
FOXO1 pFOXO1 (S256)
Table 5.1: Measured proteins and detected phosphorylation sites
Leucine and insulin levels were monitored to ensure they remain constant during the
experiments.
Western blot
Measured proteins are: 4EBP1, AKT , ERK12, GSK3β, mTOR, P70S6K, FOX01.
In the Table 5.1, measured proteins along with the specific phosphorylation site that is
detected by the used antibody are listed.
For each biological replicate (set A, B and C) of each protein, the complete time
course for all three stimuli was run on the same blot when possible. Measures were
then repeated on different days and different blots to check technical reproducibility.
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Band intensities were analyzed by using the Odyssey infrared image system (LiCor). This
system, based on infrared detection, permits probing the lysate with the antibodies for
both the total and the phosphorylated amount of the protein using secondary antibodies
with two different dyes. The housekeeping protein, Beta-actin was measured and used
as a loading control. A commercially available lysate was loaded onto each gel as an
internal standard but did not always provide a detectable signal for the target proteins.
Therefore band densities in each gel were normalized to that of the pre-stimulus 0’ time
point in order to be able to compare data from different gels and replicates were then
mediated. Both the total and phosphorylated time-series data are shown in Figure 5.2 for
all proteins under all three experimental conditions.
Linear relationship between Western blot signals and protein concentrations for
selected antibodies was experimentally verified. Experimental error model was derived
from data providing an estimated standard deviation equal to 0.25 times the associated
measure.
Glycogen synthesis assay
For all experimental conditions the newly synthesized glycogen was measured as the
amount of 14C-labeled glucose incorporated into glycogen over 90 minutes. Differenti-
ated myotubes were cultured in six-well plates. They were serum-starved with DMEM
O/N and then switched to EBSS for 1 hour, after which the cultures were exposed to
one of the three media: 1) EBSS +100nM insulin, 2) EBSS +400µM leucine, or 3) EBSS
+100µM insulin +400µM leucine for 1 hour priming. Priming media were removed and
media a-c containing uniformly labeled 14C-glucose was added to the cultures. After 90
minutes, medium was removed, cells were washed with PBS and cells were extracted
with 1 ml 0.03% SDS: 0.15ml was used for protein determination and 0.85ml was used
for glycogen extraction. Carrier glycogen was added, samples were heated to 95◦C for 30
minutes and glycogen pellets were collected by centrifugation, washed with 70% ethanol,
and resuspended in 200µl distilled water. The incorporation of 14C-labeled glucose into
glycogen was determined by 15 minute counts in a beta counter, using 10ml optifluor
liquid scintillation cocktail per sample. Each condition was run at least in triplicate and
are expressed relative to the basal value (no insulin/leucine stimulus).
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Figure 5.2: Plot of the experimental time series data for all three experimental conditions: insulin
stimulation, leucine stimulation and insulin stimulation after perincubation with leucine.
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5.3 Insulin signalling network topology
Signalling pathways are collected in public manually curated databases like KEGG (Kane-
hisa et al., 2010), Reactome (Joshi-Tope et al., 2005), WikiPathways (Pico et al., 2008),
PID (Schaefer et al., 2009), which collect pathway data from multiple organisms and
tissues; it is not easy to have a complete view of the pathway since comprehensive
knowledge is fragmented among multiple sources. Moreover, it is important to consider
that signalling pathways are not isolates since they are involved in important interactions,
called cross-talks, with other pathways. In order to have an overview of information
available about insulin related pathways, we used Pathway Commons (Cerami et al.,
2011a), a repository that integrates publicly available biological pathway and molecular
interaction data from nine public databases. For insulin pathway, Pathway Commons
refers to the Reactome network shown in Figure 5.3. This network includes detailed
information about known kinetic reactions between molecules; for all species, all possible
(or interesting) states are included (e.g. phosphorylated/unphosphorylated) and com-
plexes that can be formed are shown as different molecular species. Another schematic
representations of the pathway, which include a higher level of simplification, is the
one shown in Figure 5.4. This network does not go into the mechanistic detail of the
interaction and only one node is considered for each species, but it gives a better idea of
causal relationships between nodes of the network being more intuitive.
As shown in Figure 5.4, signalling response to insulin is activated by the insulin
receptor (IR) and involves two main pathways: the PI3K-AKT pathway (in red in the
Figure) and the MAPK pathway (in blue). The PI3k-AKT pathway is aided in its action
by another pathway, the Cbl/CAP pathway (in purple). Their cooperation regulates
the main insulin action, such as glycogen synthesis and glucose transport, while MAPK
pathway is a more general pathway that can be activated by different growth factors, all
leading to enhanced cell growth. Insulin signalling response is particularly complex as it
includes many cross-talks, where signalling molecules are shared among pathways, and a
multitude of negative and positive feedback loops which play a key role in the control of
insulin sensitivity. The most important action is played by the negative feedback which
emanates from AKT and, throught the formation of mTOR complex and the activation
of P70S6K, results in serine phosphorylation and inactivation of IRS signalling.
It is important to notice that literature-derived interactions collected in these databases
are typically derived from publications using different experimental conditions and cell
types. However not all interactions are equally important or present in all cell types;
this is taken into account when the network is interpreted as a model and fitted to our
experimental data in the following Paragraphs.
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Figure 5.3: REACTOME pathways (Joshi-Tope et al., 2005): Signaling by insulin receptor and
RAF/MAPK cascade
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Figure 5.4: Cell Signaling Technology R© pathway (CellSignalingTechnology, 2013): Insulin
receptor Signaling where different sub-pathway are highlighted: PI3K-AKT pathway (in red),
MAPK pathway (in blue), CBL-Cap pathway (in purple)
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5.4 Semi-qualitative modelling using logic models
Basic theory of logic-based ordinary differential equations
The formalism used to derive the logic based ODEs was developed in (Wittmann et al.,
2009) in order to obtain a compromise between:
• Boolean models: which cannot describe the continuous behavior of biochemical
processes, but permit to describe large scale signalling networks
• Mass action based models: which accurately describe the underlying biochemistry
but are typically limited to a small well studied system
Signalling networks, as described in the previous section, can be easily interpreted as
logic Boolean models simply by encoding causal relationships in states of individual
components (state variables): species can assume an active (TRUE or 1) or inactive
states (FALSE or 0) and links can then be interpreted as logical operator AND, OR
and NOT (Blinov & Moraru, 2012). However, Boolean models are generally limited to
discrete (typically two) states and discrete time, since state of species at time t+ 1 is a
function of states at time t. Logic-based ODEs overcome this limitations by allowing the
construction of continuous model from a qualitative (Boolean) knowledge, being suitable
for application to our case study where time course measures are available, with no need
for additional knowledge on the biochemestry.
The formalism commonly use in boolean models is the following:
• X1, X2, . . . , XN are the N species (proteins in our case) each represented by a
variable xi taking values in {0, 1}
• Ri := {Xi1, Xi2, . . . XiNi} ⊂ {X1, X2, . . . XN} is, for each species Xi, the set of
species that influence xi
• Bi : {0, 1}Ni → {0, 1} is, for each species Xi, the update function giving the value
of xi at the next time step for every possible combination of (xi1, xi2, . . . , xiNi) ∈
{0, 1}Ni
Logic-based ODE models are derive from Boolean models by considering:
• continuous variables xi, taking values in [0, 1], instead of the discrete variables xi
• functions Bi : [0, 1]N → [0, 1] as continuous homologues of Boolean functions Bi
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Figure 5.5: Example of derivation of the continuous update function Bi for a simple logic model
using a Boolean table encoding the discrete update function Bi via multilinear interpolation
At this point the ODE can be defined as:
x˙i =
1
τi
(
Bi (xi1, xi2, . . . , xiNi)− xi
)
(5.1)
where τi can be interpreted as the life-time of species Xi, and Bi can be computed as a
multilinear interpolation of the Boolean function B:
Bi (x1, x2, . . . , xN ) :=
1∑
x1=0
1∑
x2=0
· · ·
1∑
xN=0
[
B (x1, x2, . . . , xN ) · · ·
N∏
i=1
(xixi + (1− xi)(1− xi))
]
(5.2)
An example of how the continuous homologues Bi is derived from the corresponding
Boolean function Bi (interpreted as a Boolean table) via multilinear interpolation, is
shown in Figure 5.5 for a simple logic model where the species represented by the state
variable z is regulated as a function of x1, x2 and x3 thrugh AND and OR logic gates.
Since molecular interactions are known to show a switch-like behavior, sigmoid
shaped Hill functions are generally preferred considering, instead of each state variable
x, the corresponding function:
f(x) =
xn
xn + kn
(5.3)
where parameters n and k have clear biological meanings:
• n: is the Hill coefficient the slope of the curve, representing the cooperativity of the
interactions;
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• k: is the value at which the activation is half maximal, representing the threshold
at which the state of a species is “on” or “off” in the Boolean model.
This paragraph is meant only as a basic introduction of logic-based ODEs, for complete
understandig of the formalism reading of (Wittmann et al., 2009) and (Krumsiek et al.,
2010) is recommended. The formalism was also implemented in the MATLAB toolbox
Odefy (Krumsiek et al., 2010).
For the following analysis, we will use the formalism as implemented in the CNORode
package. CNORode, developed as an add-on to the core package CellNOptR as explained
in Terfve et al. (2012), was used to perform model training. As previously mentioned,
CellNOptR is an open source R/Bioconductior package that extends the method to train
logic models to signalling networks presented in Saez-Rodriguez et al. (2009) to different
logic formalism, one of which is the logic-based ODEs approach. When the structure of
the network and the available time-course data are give as input, CNORode interprets the
network as logic-based ODEs model ad trains the parameters to fit the data using global
optimization algorithms.
Logic-based ODE model of insulin signalling pathway
The network structure derived from a priori information retrieved from literature, as
explained in Section 5.3, is then compressed and interpreted as a logic model in order to
obtain the model shown in Figure 5.5. The compression step consists in the removal of
nodes that are not identifiable from the available experimental setup, in order to obtain
a simplified network. For example, the causal relationship AKT → TSC → Rheb →
mTOR is simplified to AKT → mTOR because no intermediate measures are available
and mTOR has no other input nodes that could change the logic of the network. IRS
node is preserved even if not measured because it represents an important crossroad of
signals. The network is then interpreted as a logic model including a NOT operator when
there is a negative regulation (e.g. P70S6K negatively regulates IRS). To understand
the reason of the AND gate in IRS feedback, it is convenient to explain the basic biology
that stays beneath this mechanism: it is known that protein IRS is phosphorylated on
a tyrosine residue as a consequence of insulin stimulation of the insulin receptor, this
phosphorylation causes its activation starting the downstream signalling cascade. This
signal eventually reaches P70S6K that, when activated, promotes serine phosphorylation
of IRS contrasting its activation by obstructing tyrosine phosphorylation. This effect is
well described by the fourth column of the truth table in Table 5.2 where, considering
the AND (∧) gate, protein AKT is active only when ins is active (= 1) and P7S6K is
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IRS
AKT
GSK3β ERK12FOX01
mTOR
4EBP1
P70S6K
NOT
Figure 5.6: Logic model of insulin signalling pathway: insulin stimulus is represented in green
and measured proteins in blue
not (= 0). A different behavior would be obtained by considering an OR (∨) gate (fifth
column in the truth table).
Logic model in Figure 5.5 is interpreted, using the logic-based ODEs formalism, by
the following differential equations:
ins = u
IRS = x1 x˙1 = τ1 [(fu1(u))(1− f71(x7))− x1]
AKT = x2 x˙2 = τ2 [(f12(x1))− x2]
FOXO1 = x3 x˙3 = τ3 [(f23(x2))− x3]
GSK3β = x4 x˙4 = τ4 [(f24(x2))− x4]
mTOR = x5 x˙5 = τ5 [(f25(x2))− x5]
4EBP1 = x6 x˙6 = τ6 [(f56(x5))− x6]
P70S6K = x7 x˙7 = τ7 [(f57(x5))− x7]
ERK12 = x8 x˙8 = τ8 [(f18(x1))− x8]
(5.4)
where
fij(xj) =
x
nij
j
x
nij
j + k
nij
ij
(5.5)
and nij and kij are the unknown parameters.
Data were normalized between 0 and 1 using the procedure described in (Saez-
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ins P70S6K ¬P70S6K IRS = ins ∧ (¬P70S6K) IRS = ins ∨ (¬P70S6K)
0 0 1 0 1
0 1 0 0 0
1 0 1 1 1
1 1 0 0 1
Table 5.2: Truth table of IRS with inputs ins and P70S6K. Both the AND (∧) and the OR (∨)
case are show. ¬ represents the NOT operator.
Rodriguez et al., 2009) and implemented in the DataRail MATLAB toolbox (Saez-
Rodriguez et al., 2008): a set of thresholds is used to obtain a non-linear data nor-
malization aimed at providing a balanced normalization of small highly reproducible
differences without overemphasizing outliers. Since phosphorylated proteins stimulated
only with leucine (LEU experimental condition) remain constant over time, the compar-
ison is focused on the differences between the estimated parameters in the conditions
with (LEU + INS) and without (INS) leucine preincubation.
CNORode (Terfve et al., 2012) was used to interpret the model and estimate the
unknown parameters form data using Scatter Search, an evolutionary optimization
algorithm described in (Egea et al., 2010). For both experimental conditions (INS and
LEU + INS), the estimation procedure was repeated 10 times with different initial
values for the parameters in order to have an idea of the confidence of the estimated
parameters.
Results
Results of model identification are shown is Figure 5.7 where, for each of the 26
parameters of the logic-based ODE model, in each experimental condition (INS and
LEU + INS) estimates over 10 runs are represented as box plots. The height of each
box can be interpreted as a qualitative index of the precision of the parameters: a smaller
box corresponds to a parameter for which a similar value is estimated over different
runs, thus we have more confidence in the estimated value. A larger box correspond to a
parameter which was not estimated with good precision (not a posteriori identifiable).
Most parameters are estimated with reasonable precision, but there are some parameters,
mainly the time constants that influence both the rate of production and degradation (τ),
which cannot be precisely estimated from the available data.
These sets of parameters are able to well describe the experimental data as shown in
Figure 5.8. For effect of the negative feedback, we can notice that IRS, and consequently
all the downstream proteins, has a pick of activity followed by the return to a new
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Figure 5.7: Box plots of parameters estimates for INS and LEU + INS cases over 10 runs.
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Figure 5.8: Fit of the logic-based ODE model of insulin signalling to experimental data for INS
and LEU + INS cases: upper panels show the normalized experimental data used for training
along with the corresponding simulated data, lower panels show the time course of simulations.
basal value when that active signal reaches P70S6K, that consequently deactivates
IRS. This qualitative behavior was observed also in Sedaghat et al. (2002) where a
mathematical model of the insulin responsive glucose transport was implemented and
used for quantitative simulation. After leucine preincubation, the new basal level reached
by IRS seems to be slightly higher than the one reached only with insulin stimulation
and this is reasonable since leucine is know to act on the feedback mechanisms, even
if with unclear effects (Zeanandin et al., 2012; Macotela et al., 2011; Tremblay et al.,
2007). Another protein which behavior seems to be particularly affected by leucine
preicubation is GSK3β, we will focus on the analysis of its regulation with a more
mechanistic approach in the following paragraph. To better understand which parameters
are mainly affected by leucine preincubation, a t-test was performed for all parameters to
verify if their distributions are significantly different in the two analyzed experimental
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Figure 5.9: Comparison of parameters significantly different between the two experimental
condition INS and LEU + INS (p−val < 0.05)
conditions. Figure 5.9 shows parameters for which the test reported a p-value smaller
than 0.05.
Conclusions
Logic-based models have been applied to analyze the insulin signalling pathway and
they proved to be a suitable tool to provide a global view of the behavior of the network,
without going too much into the mechanistic detail. Logic-based ODEs were used to
provide continuous simulations that are able to well describe the experimental data, and
to show patters that are in agreement with the state of the art literature (Sedaghat et al.,
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2002). In particular, the model was used to compare the pathway under two different
experimental conditions: insulin stimulation and preincubation with leucine followed by
insulin stimulation. The estimation of parameters in both conditions allows to highlight
affected regulation processes; some of the parameters that are observed to change
between the two conditions are related to processes already connected with defects
in insulin signal transduction, and in particular with insulin resistance (as P70S6K
mediated regulation of IRS), while others correspond to regulatory mechanisms which
have not been studied in detail in this context, but could be of interest (as AKT mediated
regulation of GSK3β). Not all parameters where shown to be estimated with good
precision and additional tests could be done, for example, by fixing some parameters.
However, a quantitative analysis is out of the purpose of this work, that is meant to be
only a qualitative screening of the behavior of the network with and without leucine
preincubation, in order to have an idea of which mechanisms could be studied further
going more into the mechanistic detail (see Section 5.5 and Appendix 5.1).
5.5 Quantitative modelling using ODEs
From the previous qualitative analysis of the global insulin signalling network, the
AKT −GSK3β regulation, was shown to be potentially important for the understanding
of leucine effect. We will now focus on a more accurate description of this portion of the
pathway using a more mechanistic approach based on ODEs. This interaction plays a
particularly important role in signalling response to insulin stimulation, being involved in
the regulation of glycogen synthesis. Glycogen synthesis, or glycogenesis, is the process
in which glucose is converted into glycogen for storage, in order to decrease the glucose
level in the blood after meal. In this work we derive an ODE model from mass action
kinetics and apply it to the study of the dynamic response of GSK3β. Two descriptive
indices are defined to characterize the sensitivity and the swiftness of the response of the
system, considered as a block isolated from the upstream signalling pathway, and are
used to quantitatively evaluate the effects of leucine. GSK3β activity is then connected
to glycogen synthesis at steady state.
The method and results obtained from its application are described in detail in Eduati
et al. (Submitted); full text of the original manuscript is reported in Appendix 5.1.
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Appendix 5.1 Paper: Eduati et al., Submitted
The following manuscript dealing with quantitative modelling of insulin signalling have
been coauthored by the Ph.D. candidate during her doctoral program.
• F. Eduati, B. Di Camillo, G. Toffolo. Dynamic analysis of leucine effects on insulin
activated Akt/GSK3β signalling pathway in human skeletal muscle cells. Submitted.
Full text of the original manuscript is reported in this Appendix formatted as submitted
to the journal.
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Abstract
AKT/GSK3β signalling pathway plays an important functional role in the trans-
duction of insulin signalling and, in particular, in the regulation of glycogen syn-
thesis, in facts dysfunctions in insulin stimulated pathways are associated with
metabolic disorders and insulin resistance. Branched-chain aminoacids, as leucine,
are known to interact with this pathways, but their role on glucose metabolism
is still unclear. In this paper, we study of effects of leucine on the dynamics of
GSK3β phosphorylation using experimental data of AKT and GSK3β phosphory-
lation measured on skeletal muscle cells in three different experimental conditions:
insulin stimulation, leucine stimulation or insulin stimulation after preincubation
with leucine. To this purpose, we derive a simple mathematical model of protein
phosphorylation, aimed to measure descriptive indices, useful to compare the dy-
namics of the pathway under different experimental conditions. The model is de-
rived from mass action kinetics and refined based on the experimental data. Two
quantitative indices, namely steady state and rise time, are defined related to sensi-
tivity and swiftness of the response of the system. Our analysis reveals that leucine
preincubation affects both GSK3β phosphorylation and dephosphorylation, ampli-
fying the response of the system to insulin stimulation (the reached steady state
goes from 1.63 to 5.82), but slowing the dynamics (the rise time goes from 0.10
to 2.99). The increase in GSK3β phosphorylation is shown to lead to improved
glycogen synthesis being of potential interest for insulin-resistant states.
1 Introduction
Insulin signalling pathway plays an important role in cellular homeostasis as it modu-
lates the response to insulin stimulation promoting glucose uptake from the blood. In
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particular, glycogen synthesis, or glycogenesis, is the process of converting glucose into
glycogen for storage decreasing the blood glucose level after meal. Glycogen stored in
liver is then available for liver itself as well as for the rest of the body, while glycogen
stored in a muscle is available only for the muscle itself. As schematized in Figure 1, this
process is controlled by the enzyme glycogen synthase which, in its active form glycogen
synthase a, is responsible for adding UDP-glucose to a growing chain of glycogen. The
phosphorylation of this enzyme transforms it in its inactive form glycogen synthase b.
There are two different kinases that phosphorylate this enzyme: protein kinase A (PKA),
which is regulated by glucagon (and not affected by insulin), and GSK3β which is part of
the Akt (or protein kinase B) mediated insulin signalling pathway (LeRoith et al., 2003).
Insulin is secreted when glucose concentration in the blood increases and it stimulates
glycogen synthesis through insulin signalling pathway in order to store it as glycogen.
GSK3 is constitutively active being phosphorylated in the tyrosine residue (Tyr279 in
the α-isoform and Tyr216 in the β-isoform) but it is dephosphorylated (thus, deacti-
vated/inhibited) by serine phosphorylation of a single residue the N-terminus (Ser21 in
the α-isoform and Ser9 in the β-isoform) when stimulated with insulin (Cohen, 1999).
Type 2 diabetes (T2D), that affect 90% of diabetics, may arise from defects in signal
transduction (Cozzone et al., 2008). Dysfunctions in components of insulin signalling
are associated with many metabolic disorders and are linked to insulin resistance and
T2D, as reviewed in (Bjrnholm & Zierath, 2005). People affected by this disease at early
stage can produce and secrete insulin, but are resistant to this hormone. This means that
a higher production of insulin is needed to sort the desired glucose uptake and storage
and, as a long term effect, this leads to complications that culminate in the failure of
pancreas. One of the main potential target for treating diabetes is GSK3 (Cohen &
Goedert, 2004; Meijer et al., 2004; McManus et al., 2005) since its inhibition allows
to promote activation of glycogen synthase mimicking the effect of insulin. Another
particularly important kinase in this context, is Akt that is known to play a central role
in the physiology and pathology of different signalling pathways (Hers et al., 2011;
Taniguchi et al., 2006).
Strategies to treat insulin resistance include both pharmacologic interventions (Moller
et al., 2001; Inzucchi, 2002) and lifestyle (dietary) modifications. In this context, in-
creasing interest is devoted to the study of the effects of branched-chain amino acids
(BCAAs), essential aminoacids that cannot be synthesized by the human body thus they
must be supplied in the diet (generally as component of proteins). In particular, leucine,
a BCAA, was shown to play a regulatory role on intracellular signalling and insulin sen-
sitivity (Kimball & Jefferson, 2006; Nair & Short, 2005; Macotela et al., 2011); however,
leucine effect on insulin signalling pathway is controversial. On one hand, leucine is
known to activate mTOR pathway, promoting protein synthesis but affecting also the
mTOR→ S6K→ IRS feedback leading to impaired activation of PI3K-Akt that promotes
insulin resistance (Tremblay et al., 2007; Um et al., 2006; Newgard et al., 2009). On the
other hand, there are evidences of leucine induced improvement of glucose metabolism
and glucose tolerance (Layman & Walker, 2006; Zhang et al., 2007; Macotela et al.,
2011). A recent study (Zeanandin et al., 2012) shows how these alternative responses
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Figure 1: Outline of insulin promoted glycogen synthesis. Insulin indirectly promotes AKT
phosphorylation and activation, which in turn promotes GSK3β phosphorilation inactivating it
and allowing GSK3β substrate, Glycogen synthase, to promote glycogen synthesis. All active
forms are in geen and inactive forms in red, p denotes the phosphorylated state.
depend on the tissue under study. In particular, adipose and muscle tissue are studied,
revealing that leucine mainly affects mTOR/S6K1 signalling pathway and insulin sensi-
tivity in adipose tissue, while a similar effect is not induced in skeletal muscle. On the
contrary, dietary leucine promotes Akt phosphorylation and improves insulin stimulated
glucose transport in skeletal muscle.
Mathematical models based on ordinary differential equations (ODEs) are commonly
used to analyze the dynamics of signalling networks. They are written from mass action
kinetics allowing a detailed mechanistic description of proteins regulation, characterized
by a large number of kinetic parameters that are inferred almost exclusively from litera-
ture. In particular, published mathematical models developed to study insulin signalling
pathway are described in (Sedaghat et al., 2002; Dalle Pezze et al., 2012).
While the above models aimed essentially to simulate the behaviour of the system,
in this paper we address the problem of using ODE based model as a tool to measure
descriptive indices from experimental data, able to characterize insulin signalling mod-
ules in a specific tissue under specific conditions. Here we focus on the effect of leucine
on insulin induced dynamic response of Akt/GSK3β deriving an ODE based model and
defining descriptive indices to characterize the system. The focus is on the pathway in
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skeletal muscle cells, as skeletal muscle is a tissue that plays a major role accounting
for approximately 75% of whole body insulin-stimulated glucose uptake. The dataset
consists of protein level and phosphorylation monitored under three different experi-
mental conditions: insulin stimulation, leucine stimulation and insulin stimulation after
leucine preincubation. A general mathematical model of protein phosphorylation is de-
rived from biochemistry with reasonable assumptions. Particular attention has been paid
to the identifiability of parameters both a priori (if a unique solution theoretically exist)
and a posteriori (if this solution can be derived from available experimental data). For
this reason, four different hypotheses are assessed and compared using the experimental
data. The best model is then used to further evaluate the effects of leucine on the dynam-
ics of GSK3β inactivation analyzing this system as a block isolated from the upstream
signalling pathway and defining two indices to characterize sensitivity and swiftness of
the response of the system to a given input. GSK3β activity is then connected to glycogen
synthesis at steady state.
2 Material and methods
2.1 Data
Three independent cell culture experiments were performed as biological replicates on
a commercially available cell line of human skeletal muscle myoblasts that had been
differentiated into myotubes as described in [add ref]. Cells were harvested at 6 time
points (0, 2, 5, 10, 30 and 60 minutes) after stimulus to monitor both the early and the
late insulin signaling effects. Cell lines were exposed to three different stimuli:
1. INS: cells were stimulated with +100nM insulin at time 0;
2. LEU: cells were stimulated with +400µM leucine at time 0;
3. LEU+INS: cells were pre-incubated with +400µM leucine for one hour and then
stimulated with +100nM insulin at time 0.
Total proteins and their phosphorylated quote were measured using western blot. For
each biological replicate of each protein, the complete time course for all three stimuli
was run on the same blot. Measures were then repeated on different days and differ-
ent blots to check technical reproducibility. Band intensities were analyzed by using
the Odyssey infrared image system (LiCor). This system, based on infrared detection,
permits probing the lysate with the antibodies for both the total and the phosphory-
lated amount of the protein using secondary antibodies with two different dyes. For
the phosphorylated proteins antibody recognizing Ser473 phosphorilated AKT and anti-
body recognizing Ser9 phosphorylated GSK3β were used. The total amount of protein
was verified to remain constant throughout the experiment for all experimental condi-
tions. Linear relationship between western blot signals and protein concentration for
selected antibodies was experimentally verified. Replicates, referred to their respective
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Figure 2: Experimental data. Phosphorylated GSK3β and phosphorylated AKT time series
data are shown for all three experimental conditions: insulin stimulation, leucine stimulation
and insulin stimulation after perincubation with leucine.
basal and then mediated, provided an estimate of the standard deviation of the experi-
mental error, equal to the 25% of the associated measure. In Figure 2, time series data
of phosphorylated GSK3β and AKT are shown for all three experimental conditions: in-
sulin stimulation, leucine stimulation and insulin stimulation after preincubation with
leucine.
For all experimental conditions, the newly synthesized glycogen was measured as
the amount of 14C-labeled glucose incorporated into glycogen over 90 minutes. All
measures are in triplicates and were mediated and expressed relative to the basal value
(no insulin/leucine stimulus); values are 1.53 and 2.25 for the conditions without (INS)
and with leucine preincubation (LEU+INS), respectively.
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Figure 3: Schematic representation of protein phosphorylation and dephosphorylation. Protein
X in the unphosphorylated/inactive form (red) can be phosphorylated by the enzyme kinase
E(t) assuming a phosphorylated/active form (green), where p denotes the phosphorylated state.
X(t) is synthesized from precursor and both X(t) and pX(t) are degraded.
2.2 Model definition
As shown in Figure 3, a generic protein X(t) in the unphosphorylated/inactive form can
interact with the enzyme kinase E(t) which regulates its activity favouring the formation
of the phosphorylated/active state pX(t). Mass balance of the phosphorylated and the
unphosphorylated forms written in terms of rate of phosphorylation (v1) and dephos-
phorylation (v2), unphosphorylated production from precursor (vs), and degradation of
both forms (vd, vdp), consists of the following set of differential equations:
X˙(t) = vs + v2(t)− v1(t)− vd(t)
pX˙(t) = v1(t)− v2(t)− vdp(t)
(1)
Some commonly used assumptions are made for the rates of production, degrada-
tion and phosphorylation/dephosphorylation (Klipp et al., 2011). A constant value is
assumed for the production term, since it is well known that phosphorylation processes
work in a much faster scale with respect to transcriptional and translational regulation.
Degradation terms are assumed to be linearly dependent on the concentration of their
substrates as derived from mass action kinetics. The same assumption is made for the
rate of inactivation: dephosphorylation can be caused by the protein itself (autodephos-
phorylation) or by independent proteins, called phosphatases, that in most cases are
abundant and not specific thus are not a limiting factor. Therefor, rates are defined as
follow:
vd(t) = kd ·X(t)
vdp(t) = kd · pX(t)
v2(t) = k2 · pX(t)
(2)
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where X(t) and pX(t) degradation rates are assumed to have the same kinetic constant
kd.
The activation term (v1) is dependent on the amount of substrate and active kinase
that regulate this process. The amount of catalyst and target protein are in the same
order of magnitude and, in most cases, the reaction may be considered monomeric.
Thus, a fair linear approximation of the rate of activation is given by the sum of a kinase
independent term plus a term regulated by the kinase:
v1(t) = (k1 + α · E(t)) ·X(t) (3)
Under all experimental conditions, the total amount of observed proteins (XTOT (t) =
X(t)+pX(t)) remains constant for the duration of the experiment. Therefore, assuming
the derivative of the total protein equal to zero, the sum of Equations (1) provides a link
between synthesis and degradation:
vs(t) = vd(t) + vdp(t) (4)
It is now possible to exploit the conservation relation XTOT = X(t) + pX(t) to
express the system only in function of the state variable pX. From Equation (1), using
Equation (3) for the expression of v1, and considering that inactivation process is much
faster than protein degradation (k2  kd), thus k2 + kd ≈ k2, the dynamic of pX is
described by the following equation:
pX˙(t) = (k1 + α · E(t)) ·XTOT − (k1 + α · E(t) + k2) · pX(t) (5)
associated with measurement equations:
y1(t) =
pX(t)
pXb
4
= px(t)
y2(t) =
E(t)
Eb
4
= e(t)
(6)
where pXb and Eb are the basal pre-stimulus levels of the phosphorylated protein and
the substrate, respectively.
The model described by Equations (5) and (6) is not a priori identifiable, meaning
that parameters cannot be uniquely determined from the observation, assuming perfect
experimental data (Cobelli & Carson, 2007; Chis et al., 2011). However, it is possible to
derive a uniquely identifiable parametrization by considering px(t) as the state variable,
and e(t) as the controlling input.
p˙x(t) =(k1 + α · Eb · e(t)) · XTOT
pXb
− (k1 + α · Eb · e(t) + k2) · px(t) (7)
The ratio XTOT /pXb can be derived as function of other parameters by exploiting that,
at basal stationary state, the system is at equilibrium, i.e. pX˙(0) = 0, thus from Equation
(5):
XTOT
pXb
=
k1 + α · Eb + k2
k1 + α · Eb (8)
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Substituting (8) in (7) the following differential equation is derived:
p˙x(t) = f1 [e(t)]− f2 [e(t)] · px(t), px(0) = 1 (9)
where
f1 [e(t)] =
(
k1 + α
′ + k2
k1 + α′
)
· (α′ · e(t) + k1)
f2 [e(t)] =k1 + k2 + α
′ · e(t)
(10)
Using the software DAISY (Bellu et al., 2007), parameters α′ = α · Eb, k1 and k2 were
verified to be a priori identifiable from data measured during a single experiment.
The phosphorylated protein normalized to its basal value, px, evolves as the solution
of a linear, time-variant, first order system, with macroparameters f1 and f2 dependent
upon kinase expression e(t). If e(t) = const = q, f1 and f2 are constant in time and the
solution of Equation (9), shown in Figure 4, is simply:
px(t) =
f1(q)
f2(q)
+
(
1− f1(q)
f2(q)
)
· e−f2(q)t (11)
Thus, the output px(t) growth exponentially with time t reaching asymptotically
a steady state condition. Both the steady state and the time to reach it depend on
parameters k1, k2 and α′ and on the amplitude q of the input function. We can define
the following two descriptive indices, shown in Figure 4, as:
1. steady state (SS): px phosphorylation level for t→∞
SS(q) =
f1(q)
f2(q)
=
(
k1+α′+k2
k1+α′
)
· (α′ · q + k1)
k1 + k2 + α′ · q
(12)
it characterizes the response of the system at equilibrium, quantifying the maxi-
mum amplitude that can be reached by the output.
2. rise time (tr): time to go from 10% to 90% of the final steady state value
τr(q) =
2.197
f2(q)
=
2.197
k1 + k2 + α′ · q (13)
it characterize the dynamics of the response, assessing the ability of the system to
respond to a fast input signal.
2.3 Parameters estimation
Parameters are estimated from the experimental data using non-linear least square op-
timization (solved with the trust-region-reflective algorithm implemented in Matlab) to
find the set of parameters that allows minimizing the weighted sum of squared residuals
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Figure 4: Descriptive indices. Illustration of the indices which caracterize the response of the
system to a step function: rise time (τr) and steady state (SS).
(WRSS). In order to reduce the risk of finding local minima the identification proce-
dure is repeated 100 times choosing random initial estimates from a uniform distribution
U (0, 15). All parameters are constrained within the interval [0, 20]. The optimal solution
is defined as the set of estimates which provides the best compromise between good fit
and a posteriori identifiability. Thus, the set of parameters that is estimated with the
best precision (providing smaller confidence intervals in terms of coefficient of variation
(CV ) derived from Fisher matrix), is selected as optimal solution among those sets of
estimates which provide a fit (in terms of WRSS) in the range within one standard
deviation from the best fit to data.
In addition to the complete model, three simplified versions (Table 1) are tested,
based on the assumption that some parameters cannot be distinguished from zero and/or
are not affected by experimental conditions:
case A. all three parameters (Equations (9) and (10)) are estimated separately for
each experimental condition;
case B. since phosphorylation is likely to be equal in all experimental conditions
when the stimulus is absent, the number of parameters can be reduced by estimating
α′ k1 k2
A. Different Different Different
B. Different Equal Different
C. Different 0 Different
D. Different 0 Equal
Table 1: The four different tested model variants: model variants regards the presence (‘differ-
ent’) or absence (‘equal’) of an effect of leucine/insulin on model parameters, or the absence of
basal phosphorylation (k1 = 0).
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only one basal phosphorylation, i.e. k1 is the same in all experimental conditions;
case C. it is reasonable to assume that basal phosphorylation can be neglected and
fixed equal to zero, further reducing the number of estimated parameters;
case D. in order to verify that the differences between the two experimental con-
ditions are due to both kinase regulation α′ and dephosphorylation k2 also the case in
which k2 is equal for all experimental conditions is tested.
Performances of the four models derived from Equations (9) and (10) by including
the four sets of assumptions, are compared based on Akaike information criterion (AIC)
computed as AIC = WRSS + 2 · N , where N is the number of estimated parameters.
AIC is a selection criterion to find the model which best explains data with the minimum
number of parameters in order to avoid overfitting.
Results
The model of protein phosphorylation was applied to study AKT/GSK3β signalling path-
way in the context of insulin signalling. First, the model is used to characterize AKT
mediated phosphorylation of GSK3β (see Figure 1) selecting the assumptions that are
best supported by the experimental data according to the model identification criteria.
Then, the calibrated model is exploited to give deeper insights into the dynamics of
GSK3β phosphorylation and mechanisms affected by leucine preincubiation, using the
previously described descriptive indices. Finally, GSK3β phosphorylation is linked to
glycogen synthesis at steady state.
AKT mediated regulation of GSK3β phosphorylation
Time series data shown in Figure 2 suggest that insulin stimulation always affects the
level of phosphorylation of both AKT and GSK3β while leucine alone has no effect on the
observed time series. This means that leucine does not directly promote phosphorylation
but only affects the regulatory mechanisms that stay beneath it, thus only the conditions
without and with leucine preincubation were assessed.
The model of phosphorylation and inactivation of GSK3β by AKT can be easily de-
rived from the general model in the Methods section by considering:
E(t) = pAKT (t)
X(t) = GSK3β(t)
pX(t) = pGSK3β(t)
(14)
and
e(t) =
pAKT (t)
pAKTb
px(t) =
pGSK3β(t)
pGSK3βb
(15)
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Parameters k1, α′ = α · pAKTb and k2 are estimated by fitting px(t) time series data
and using e(t) as forcing function.
The four hypotheses described in Table 1 were tested and results of model iden-
tification are shown in Table 2: each estimated parameter is reported along with the
respective CV, an index of the precision of the estimates that can be considered reason-
able if lower than 100, the WRSS and the AIC index. Results can be summarized as
follow.
case A. All six parameters are estimated with poor precision, even if data are well
fitted.
case B. The estimation of a common value for the basal phosphorylation (k1) in all
experimental conditions, reduces to five the total number of estimated parameters, par-
tially improving the precision of their estimates, but not solving the problem of overall
a posteriori identifiability of the system.
case C. When basal phosphorylation is fixed equal to zero, the number of estimated
parameters is reduced to four. This choice is supported also by the fact that a low
value was estimated for k1 in both previous cases. The resulting model is a posteriori
identifiable with slightly worse fit (1.42 instead of 1.19) with respect to case B., but
reduced AIC index (9.94 instead of 11.19) attesting that this is the best model according
to the defined principle of parsimony.
case D. This hypothesis provides an increased AIC value, and can thus be discarded,
proving that the differences between the two experimental conditions are due to both
kinase regulation α′ and dephosphorylation k2.
As expected, model simplification with the reduction of the number of parameters to
be estimated, allows to improve the a posteriori identifiability of the model at the price
of a slight worsening of the fit. Case C. is the best supported by the available data among
the four testes hypotheses, being the one which provides a posteriori identifiability with
the lowest AIC index. As shown in Figure 5, this model well describes observed data for
both experimental conditions. This model will be used in the next paragraph to analyze
the effects of leucine preincubation on the response of the system.
α′ k1 k2 WRSS AIC
INS LEU + INS INS LEU + INS INS LEU + INS
A. 6.62 (571) 0.01 (1788) 0.00 (108) 0.01 (1479) 9.77 (639) 0.75 (219) 1.19 13.19
B. 9.59 (85) 0.01 (976) 0.01 (752) 14.21 (71) 0.73 (133) 1.19 11.19
C. 5.09 (35) 0.03 (77) 0 7.54 (27) 0.27 (58) 1.42 9.94
D. 0.21 (76) 0.04 (64) 0 0.31 (51) 2.10 10.10
Table 2: Results of model identification. For the four hypothesis described in Table 1, and for
the two analyzed experimental conditions (INS and LEU+INS), each estimated parameter is
reported along with the respective CV (an index of the precision of the estimates, reasonable if
lower than 100), the WRSS (weighted sum of the square of the residuals) and the AIC index
(index of parsimony, lower index corresponds to the best model.
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Figure 5: Comparison between simulated and real data. For both INS (left panels) and LEU+INS
(right panels) experimental conditions, phosphorylated AKT (upper panels) and phosphory-
lated GSK3β (lower panels) time courses data (symbol and error bars) are shown. Models
predictions (continuous line) for phosphorylated GSK3β are compared to the real data.
2.4 Effects of leucine on the dynamics of GSK3β inactivation
Visual inspection of data in Figure 5 reveals an increase of GSK3β phosphorylation af-
ter leucine preincubation, but a qualitative analysis does not allow to determine if this
effect is only due to the increased level of AKT phosphorylation or to an additional
leucine effect on regulatory mechanisms beneath GSK3β phosphorylation. Results of
model identification reported in Table 2, suggest that leucine preincubation slowers the
dynamics of the system by decreasing both AKT dependent phosphorylation (α′ from
5.09 to 0.03) and independent dephosphorylation (k2 from 7.54 to 0.27).
Under the assumption of an input step function of amplitude q, steady state (SS) and
rise time (τr), defined in the Methods sections, can be used to analyze the dynamics of
GSK3β inactivation and its dependence on phosphorylated AKT , providing a measure
of sensitivity and swiftness of the response of the system to the AKT signal as a function
of the the value of q. In Figure 6, SS and τr are shown as a function of q, in the two ana-
lyzed experimental conditions. Figure 6, left panel, shows that, with insulin stimulation
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Figure 6: Characterization of the dynamic response of GSK3β. Steady state (SS) and rise time
(τr) are shown for increasing values of q, for the two experimental conditions: without (INS,
cyan blue) and with (LEU+INS, magenta) leucine preincubation. Dotted lines represent values
of q corresponding to experimental data of phosphorylated AKT at steady state.
(INS), for increasing values of q the SS rapidly growth until reaching a saturation level
equal to 2.48 while, when cells are preincubated with leucine (LEU + INS), SS growth
slightlier with q but it can reach a higher level (9.20). For example, with q = 14.13 (the
experimental value of phosphorylatedAKT at steady state in the condition LEU+INS)
a higher value of SS is reached with respect to q = 2.83 (experimental value in INS
condition), whichever experimental curve is considered. But, even with the same value
of q (for example q = 14.13), leucine preincubation would always provide a higher
SS. Figure 6, right panel, shows that for increasing values of q, the τr decreases until
reaching 0 and that the response of the system is always faster in the condition without
leucine preincubation. Thus, a stronger stimulus (higher q) always induce a stronger
and faster response, while leucine preincubation amplifies the response of the system
but slows down the dynamics.
To better quantify the effect of leucine preincubation on the behaviour of the system,
let’s consider the relationship between the kinase level needed in the two experimental
conditions to reach the same steady state level. The equivalency between the SS value
in the two experimental conditions is derived substituting the estimated parameters in
Equation (12), as follow:
(7.54 + 5.09) · qINS
(7.54 + qINS · 5.09) =
(0.27 + 0.03) · qLEU+INS
(0.27 + qLEU+INS · 0.03) (16)
that brings to:
qLEU+INS =
3.41
2.26 + 1.15 · qINS · qINS (17)
thus, for qINS = 1 (that is basal state), qLEU+INS = qINS = 1, but as soon as qINS >
1, qINS > qLEU+INS . Meaning that, after leucine preincubation, the system is more
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efficient since a lower amount of phosphorylated AKT is able to activate the same level
of GSK3β phosphorylation. However, this always comes at the price of a higher rise
time: for qINS > 1 we have that (7.54 + qINS · 5.09) > (0.27 + qLEU+INS · 0.03), thus
τr,LEU+INS > τr,INS .
Regulation of glycogen synthesis
Following the outline in Figure 1, we applied the model described in the Methods sec-
tion to study how GSK3β inactivation by AKT promotes glycogen synthesis. Having
measures of glycogen synthesis for both conditions (insulin alone and with leucine prein-
cubation) only at 90 minutes after stimulation with insulin, we focus on the relationship
between phosphorylated GSK3β (px) and glycogen synthesis (gly) at steady state. This
relationship can be derived from the following three equations:
1.
X(t) = XTOT − pX(t) = XTOT − px(t) ·GSK3βb (18)
where X(t) represents unphosphorylated GSK3β. XTOT (total GKS3β) and
GSK3βb (basal GKS3β) are unknown constants.
2.
˙GSa(t) = a·GSb(t)−b·X(t)·GSa(t) = a·(GSTOT−GSa(t))−b·X(t)·GSa(t) (19)
where GSa is the unphosphorylated and active form glycogen synthase a and GSb
is the phosphorylated and inactive form glycogen synthase b. a, b and GSTOT (total
glycogen synthase) are unknown constants.
3.
gly(t) = c ·GSa(t) (20)
Glycogen synthesis (gly) is assumed to be linearly dependent on GSa with un-
known constant c.
Reasoning in terms of steady state (where ˙GSa = 0), it is possible to derive the following
relationship between glycogen synthesis (SSgly) and phosphorylated GSK3β (SSpx) at
steady state:
SSgly =
λ
γ − SSpx (21)
where λ = c·a·GSTOTb·GSK3βb and γ =
a+b·XTOT
b·GSK3βb are unknown parameters.
Reminding that all data are expressed relative to the time 0’ pre-stimulus sample
as described in the Data paragraph, both px and gly are equal to 1 at basal steady
state level. Thus, from Equation (21): λ = γ − 1. One curve can be derived for each
experimental condition, valid in the range of values under consideration and passing
through the points corresponding to the measured steady state value of gly and px,
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Figure 7: Regulation of glycogen synthesis at steady state. The relationship between glycogen
synthesis (SSgly) and phosphorylated GSK3β (SSpx) at steady state is shown for both experi-
mental conditions: INS (cyan blue) and LEU+INS (magenta). Symbols represent experimental
data.
as shown in Figure 7. An increase in GSK3β phosphorylation always corresponds to
an increase in glycogen synthesis as expected, however Figure 7 shows that without
leucine preincubation, glycogen synthesis growth faster as a function of phosphorylated
GSK3β.
3 Discussion
In this paper, a mathematical model to describe protein phosphorylation was developed
and applied to study AKT/GSK3β signalling pathway in the context of insulin signalling,
focusing on the regulatory mechanisms that bring to the control of glycogen synthesis as
shown in Figure 1 where, as a global effect, the inactivation of GSK3β by AKT promotes
glycogen synthesis.
Data show that leucine alone has no effect on AKT and GSK3β activity, but it im-
proves the effect of insulin, meaning that leucine does not directly promote AKT and
GSK3β phosphorylation but only affects the regulatory mechanisms that stay beneath it.
In fact, insulin and leucine are known to act through independent signalling mechanisms
(Greiwe et al., 2001) stimulating different pathways mediated, in part, through the same
proteins. One example of verified crosstalk between these pathways is the binding pro-
tein mTOR, where insulin and leucine signals converge to regulate protein synthesis
(Anthony et al., 2001), but other unknown crosstalk proteins might be involved in the
regulation of glycogen synthesis. However, from qualitative inspection of the data it is
possible to infer only that both AKT and GSK3β phosphorylations are enhanced after
leucine preincubation, but it is not possible to distinguish if phosphorylated GSK3β is
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higher only as a direct effect of increased AKT kinase activity or if kinetic parameters are
also affected. The use of mathematical models allowed to gain a quantitative insight on
the dynamics of the system: in particular, we tested 4 different hypothesis and results
of model identification showed that leucine preincubation changes kinetic parameters
involved in both protein phosphorylation and dephosphorylation. It seems, thus, rea-
sonable to hypothesize that other kinases and/or phosphatases directly and/or indirectly
involved in this regulatory mechanisms might be part of leucine signalling pathway, af-
fecting GSK3β inactivation only when both stimuli are present. Data also shows that
increased GSK3β phosphorylation corresponds to increased glycogen synthesis, thus it is
possible that leucine (or other BCAA) administration might improve glycogen synthesis
also in insulin-resistant states. However this analysis was limited to few steady state
values, thus more (possibly dynamic) experimental data would be needed for further
conclusions.
Particular attention was payed in model definition to find an adequate compromise
in the level of detail included in the model: convenient biological assumptions were
made in order to guarantee a priori identifiability of the parameters under ideal condi-
tions (noise-free data, continuous time observation and error-free model structure) and
different hypothesis were tested in order to obtain a set of parameters a posteriori iden-
tifiable, thus estimated with reasonable confidence from available data. In order to give
a more readable description of the dynamics of the identified model, two descriptive in-
dices were defined to quantitatively characterize sensitivity and swiftness of the response
of the system. This indices allow to perform a partition analysis of the signalling path-
way dividing it in different blocks isolated from the upstream and downstream pathway;
each block can be characterized by two values (steady state and rise time) that describe
its dynamic response. This description used here to study GSK3β/AKT signalling could
be extended to study pathways at larger scale simplifying the comparison of the pathway
under different experimental conditions, on different cell types or in different states.
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Conclusions
In this thesis, the problem of inference in systems biology is studied from several points
of view, and different methods are developed and applied to analyze biological processes
using the appropriate level of simplification of reality. We describe methods aimed at
elucidating mechanisms underlying observed data, showing how mathematical modelling
can be a powerful tool to gain insights into biological systems. Even if in different
biological contexts and considering different levels of abstraction of reality, all developed
approaches allow to make hypothesis that can be tested further. For example, we can
make testable hypotheses about plausible effects of diseases and drugs on the structure
of a system or about the functional role of unknown regulatory links. These methods are
thought as general tools to solve classes of problems with different but complementary
approaches, and their application to real case studies is used to prove their efficiency and
their potentialities.
In Chapter 2, a method to infer large-scale signalling networks strictly from pertur-
bation experiment data was described and applied to a real case study. In this case, the
interest is in the analysis of the topology of the network, for example to understand how
diseases or drugs affect the structure of the network. This approach is strictly data-driven
and allows to infer cell type specific networks even when only static data are available,
with no need for prior knowledge and being computationally very fast. However, as
for most of reverse-engineering methods, reconstructed networks have poor biological
132 Conclusions
interpretability being limited to perturbed and measured nodes. Clearly, since we are
dealing with static networks, simulations and predictions cannot be performed unless we
associate networks with suitable mathematical models.
The most simple and intuitive way of modelling networks without describing the
biochemistry of interactions, are logic-based models. In Chapter 3, the previously descibed
approach, along with other reverse-engineering methods, were integrated with a logic-
based method (called CellNOpt (Saez-Rodriguez et al., 2009)) to obtain refined models
from prior knowledge about the network structure and from experimental data. Literature
constrained and data-driven approaches were integrated to obtain a logic model that
is able to describe the given data. When applied to the signalling pathway of growth
and inflammatory signalling, this integrated approach provided a logic model that well
describe data highlighting links that were missing in the prior knowledge but are useful to
explain data and are supported by information derived from protein interaction networks.
When the interest is in making hypothesis about mechanisms underlying specific
regulatory circuits, a more realistic and quantitative description of chemical reactions
dynamics is required. In Chapter 4 we focused on quantitative modelling of small systems
using ordinary differential equations, exploiting the fact that some recurrent regulatory
motifs, called network motifs, are known to play important functional roles in cell biology.
In a first study, we aimed at explaining the adaptation observed at genome-wide scale in
the yeast stress response showing how an autoregulatory mechanism based on feedback
loops is able to reproduce all the kinetic features observed in mRNA time-series data.
In a second study, we aimed at reducing the search space for new interactions in mixed
transcriptional and post-transcriptional regulatory networks in order to identify unknown
regulatory mechanisms involving miRNA. Starting form a list of putative feed-forward
loops selected based on sequence analysis, we used model identification criteria to select
feed-forward loops supported by experimental data identifying potential novel players
which might play a functional role.
In Chapter 5, approaches discussed in previous Chapters were integrated in the study
of insulin signalling pathway, in order to analyze the systems from different points of
view. Key molecules of the pathway were measured to study effects of leucine on insulin
stimulated pathway. The network was first derived from public databases and interpreted
using a logic-based modelling approach to study the entire pathway in a qualitative way.
This choice was motivated by the fact that only few proteins of the network could be
measured and, for some of them, time-course measures resulted to be more reliable as
pattern then an quantitative measures. The main aim of this analysis was to highlight
interesting regulatory mechanisms that were of particular interest for further study. In
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this way, the AKT −GSK3β pathway was identified to be affected by leucine and was
thus analyzed more in detail using ordinary differential equations derived from mass
action kinetics, in order to make hypotheses about how leucine affects the dynamics of
this regulatory mechanism and it potential role in insulin resistant cases.
In this thesis we have shown how network inference and mathematical modelling can
be very useful tools to gain insights into biological systems and that the choice of the
appropriate level of simplification to be included in the model is of paramount importance.
The knowledge of different approaches allows to chose the best one depending on the pur-
pose of the research, (e.g. analyze the effect of a disease, reveal an unknown regulatory
mechanism), on the analyzed biological system (e.g. network level, mechanistic level)
and on the available data (e.g. time series, static data). The development of a model has
to start from a problem of biological interest which guides the choice of the best approach
to face the specific question. Very often, the integration of different modelling approaches
is the best way for studying a biological system, since it permits to have different and
complementary points of view.
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