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Abstract. Technological advances have allowed to collect and store large volumes of data over 
the years. Besides, it is significant that today's applications have high performance and can 
analyze these large datasets effectively. Today, it remains a challenge for data mining to make 
its algorithms and applications equally efficient in the need of increasing data size and 
dimensionality [1]. To achieve this goal, many applications rely on parallelism, because it is an 
area that allows the reduction of cost depending on the execution time of the algorithms because 
it takes advantage of the characteristics of current computer architectures to run several processes 
concurrently [2]. This paper proposes a parallel version of the FuzzyPred algorithm based on the 
amount of data that can be processed within each of the processing threads, synchronously and 
independently. 
1. Introduction 
FuzzyPred is a data mining method that allows the extraction of fuzzy predicates in normal conjunctive 
and disjunctive form [3] [4]. This method is modeled as a problem of combinatorial optimization 
because the space of solutions to travel can become very large. The algorithm in charge of evaluating 
the quality of each predicate has a polynomial temporal complexity of O (t*k*v), where t is number of 
records, k is number of clauses, and v is number of variables) in the worst case. Each generated solution 
(or predicate) is sequentially evaluated in each of the database records. Considering the above, and due 
to the fact that the dimensions and the number of variables of the current databases increase in size every 
day, it is possible to obtain high response times in this process by using FuzzyPred [5]. 
Because parallel computing must be exploited to solve data mining problems, this paper presents a 
parallel version of FuzzyPred with the purpose of reducing runtime. The fundamental objective of the 
applied design is to perform a parallel processing focused on the database size, where the hardware 
potentials that exist today can be used in a flexible way. In the studies, experiments are performed to 
compare the sequential version with the parallel version of FuzzyPred, in different performance metrics 



















2. Materials and Methods  
 
2.1 Parallel Algorithm Design 
Today, many problems require companies to process large amounts of data and make the response time 
efficient in their applications. In this sense, the computer efficiency depends directly on the time required 
to execute a basic instruction and the number of instructions that can be executed at the same period of 
time [6]. Thus, parallel programming is an area of computing that takes advantage of hardware resources 
to improve algorithm execution times. 
In parallel programming, there are two types of parallelism [7]: control parallelism (functional 
decomposition) or data parallelism (domain decomposition). The domain decomposition or data 
parallelism, as it is also known, consists of a sequence of instructions applied to different data. The data 
is divided into parts and the parts are assigned to different processors. Each processor works only with 
the part of the data that is assigned and the processors may need to communicate to exchange the data. 
Data parallelism allows maintaining a single control flow and following the Single Multiple Data 
Program (SMTP) model [8]. 
In functional decomposition or task parallelism (also dynamic task distribution), the problem is 
divided into a large number of smaller parts (many more parts than available processors) and the sub-
tasks are assigned to available processors. As soon as a processor completes a sub-task, it performs 
another sub-task until all of them are finished. The task parallelism is applied on a master and slave 
paradigm. The master process assigns the tasks to the slave processes, collecting the results produced 
and assigning remaining sub-tasks [9]. In recent years, due to the increase in the scale of parallelism that 
is necessary in some situations, the term Big Data has come to be coined, with its consequent conceptual 
and technological framework [10]. 
A sequential algorithm essentially follows a sequence of steps to solve a problem using a single 
processor. Similarly, a parallel algorithm follows and solves the sequence of steps using multiple 
processors. Parallel algorithms are designed in such a way that several of these steps can be solved 
concurrently. It is essential, in order to obtain any benefit from the use of parallel computers, to have a 
good algorithm design [11]. 
In practice, it is not trivial to perform this design, so a set of steps (some or all of which may be 
included) are followed for the design of a parallel algorithm, which are discussed below [12]: 
1. Identify the parts of the algorithm that are most costly and can be executed concurrently. 
2. Map the parts that can be executed concurrently within multiple parallel processes. 
3.  Distribute input, output and intermediate data in the program. 
4.  Allow data access to multiple processors. 
5.  Synchronize multi-level processes in the execution of the parallel program. 
 
2.2 FuzzyPred 
FuzzyPred is a data mining method that proposes fuzzy predicates in a normal conjunctive and 
disjunctive way as a way of representing knowledge. This method solves a descriptive task where the 
types of relationships are unknown, and looks for patterns that describe the data and their relationships. 
This method is modeled as a combinatorial optimization problem because the space of solutions through 
which it can transit can become immense [13] [14]. 
 
2.3 Analysis of the main FuzzyPred processes 
In order to optimize the execution time of FuzzyPred, a study was carried out about the main processes 
which need, from a computational point of view, more features as they have more workload and take 
longer to execute. Due to their characteristics, the identified processes were: the evaluation of each 
predicate and the post-processing stage of the results. 
The predicates evaluation process interacts with the entire data system. In this process, the key is to 
consider the size of these systems. It is important for this process to emphasize that, as a consequence 
of all the accumulation of information that is currently available, databases can become immense, so 
parallelizing this process is a fundamental issue for the proper functioning of FuzzyPred, as long as it 















The post-processing stage, on the other hand, has as its main objective to offer a more readable set 
of predicates for the user's comprehension and is formed by four main methods: eliminating repeated 
predicates, eliminating equal clauses, decreasing variables and eliminating obvious predicates. These 
functions interact with all the results obtained by FuzzyPred, and need to process the structure of each 
predicate, and compare, in most of the cases, with the remaining predicates in the set. One of the 
challenges of data mining today is the large number of solutions that can be provided by each of the 
algorithms [16]. In the specific case of FuzzyPred, the number of predicates obtained can be very large, 
even when the databases are not so large, since the space of solutions that can be covered is enormous 
because the number of variables of the problem increases, the latter being a significant element since 
the study deals with linguistic labels and not with the real attributes of the databases. 
In the case of the post-processing stage, a functional parallelization model is not applied since these 
functions are dependent on each other. They were created with a definitive and inviolable order since 
the output values of one function represent the input values of the next one [17]. 
To analyze each of these processes, their algorithmic complexity was taken into account. Algorithmic 
complexity [18] represents the amount of time resources needed by an algorithm to solve a problem and 
therefore allows the efficiency of that algorithm to be determined. The criteria to be used to assess 
algorithmic complexity do not provide absolute measures but measures of the problem size. 
In the evaluation process there are nested cycles, the analysis of each one will be carried out from 
inside out. The first step of the algorithm is to evaluate each variable in each of the clauses, this process 
has a complexity of O (1) for each variable, so for the whole set it would be a complexity O (v), where 
v represents the number of variables of a clause. The second process is to evaluate each clause of a 
predicate. For this process, it considers whether the predicate is in FNC or FND and the complexity is 
O (k) * (O (v) + O (v)) = O (k) * max (O (v), O (v)) = O (k * v) where k represents the number of 
clauses. The third process is to evaluate the predicate for each record of the database. For this cycle, it 
also considers the structure of the predicate and the order is O (t) * (O (k *v) + O (k)) = O (t) * max (O 
(k *v), O (k)) = O (t * k * v) where t represents the number of records in the database (Taymi, 2010). 
The execution time of a sequence of instructions is equal to the sum of their individual execution times, 
which is equivalent to the maximum order. In FuzzyPred, it is: max (O (t *k *v), O (t)) = O (t *k *v). 
This execution time can be considerable since the factors that influence it can also take great values. 
This is why the following section is based on the proposed parallelization of this algorithm specifically 
in the process of evaluating fuzzy predicates [19] [20]. 
3. Parallel design proposal in FuzzyPred as a solution to high data dimensionality 
For the parallelization design of FuzzyPred specifically in the evaluation process, the of data parallelism 
paradigm is applied, basically to the database to be used in the mining process. 
In this design, the evaluation of the predicate was carried out in each part of the data system 
independently and simultaneously. To do this, a set of steps is followed, which are discussed below: 
1. At the beginning, the number of threads of the computer's processor is known. The Java Parallel 
library performs this process in a scalable way. 
2. Subsequently, groups are created depending on the number of threads contained in the architecture 
where the algorithm is executed. 
3. Consequently, the created groups, the threads of execution are assigned in a dynamic way looking 
for that all the threads have the same amount of work. 
4. Finally, a barrier was used to carry out the evaluation applying the universal quantifier, since it 
needs to know all the truth values of the predicate in each of the records of the database. 
4. Results  
This section presents the validation of the proposed solution. For this purpose, performance metrics are 
applied to parallel algorithms and a series of comparative tests are developed. The objective of this 
section is to verify that the execution time of the parallel algorithm decreases with respect to its 
sequential version. 
For the experiments, several databases were considered, with different characteristics (shown in 
















Learning Repository, which offers the researchers a wide range of data collected from different areas. 
The chosen databases have different sizes with the purpose of valuing this characteristic. 
 
Table 1. Description of the databases used in the experimentation 
 
Names # Records # Attributes 
(R/N/E/) 
# Linguistic Labels 
Quacke 2965 3 (3/1/0) 8 (8/0/0) 
Stulong 2014 7 (7/0/0) 16 (16/0/0) 
Bolts 60 10 (2/5/3) 18 (18/0/0) 
 
The algorithm was tested in Java under the Eclipse development environment, compiled with JDK 
1.7. To analyze the behavior of the parallel algorithm, three scenarios were designed with different 
objectives. The aim of the first scenario is to compare the sequential version with the parallel version of 
FuzzyPred.  Thus, both versions were run on the same computer with the same hardware performance 
and under the same input configuration of FuzzyPred (same algorithm input parameters and in the same 
database). These parameters are presented in Table 2. 
 




fuzzy logic operator=zadeh, connective=random, value scale=0-14, 
runs=50, iterations per run=10000, target=truth value, metaheuristic 
algorithm=random search, database=Quacke. 
PC 
Characteristics 
Intel Core i3 -2100 CPU 4 Gb de RAM 
 
As shown in Table 4, the runtime (in minutes) of FuzzyPred was taken in both versions (sequential 
and parallel). It is important to consider that although databases do not have a large number of records 
(which represents a negative factor since the parallel proposal may not show improvement), the parallel 
execution time improves the sequential execution time by 10%, demonstrating an improvement for this 
last version. 
The results achieved in this experiment are as follows: 
 
Table 3. Sequential vs Parallel Version Run Times 
 
Quality Metrics Value 
Execution time Sequential time 84 min 




The aim of the second scenario is to compare the parallel version of FuzzyPred against several 
computers with different characteristics and to know its behavior in different hardware environments. 
Table 4 shows the configuration parameters of FuzzyPred and Table 5 shows the characteristics of each 
of the computers on which the experiments are run. 
 




fuzzy logic operator=zadeh, connective=random, value scale=0- 14, runs=50, 
iterations per run=10000, objective=truth value, metaheuristic 






















Number of processors Type Quantity (Mb) 
Intel Core 2 Duo E7300 2 nuclei DDR2 2369 
Intel (R) Core TM 2 Quad Q9300 4 nuclei DDR2 5874 
Intel Core i7 920 8 nuclei DDR 3 2036 
 
Subsequently, Table 6 shows the results achieved in each of the hardware architectures with respect 
to parallel runtime, sequential runtime, and values for acceleration and efficiency metrics. 
 
Table 6. Results obtained from the parallel version in different hardware. 
 
Hardware Sequential T.  Parallel T. Acceleration Efficiency 
Intel Core 2 Duo 130 min 85 min 1.21 0.77 
Intel (R) Core TM 2 Quad Q 9300 961min 58 min 1.47 0.52 
Intel Core i7 920 69 min 39 min 1.75 0.35 
 
The results in scenario 2, reflected in Figure 1 regarding the execution time show that the best values 
are found in Intel Core i7 architecture, due to the fact that it is the one with the best computing 
performance. However, Figure 2 shows the results in each of the measures considered in this study, 
where it can be observed that acceleration increases as it improves the characteristics of the hardware, 







Figure 1. Sequential and parallel runtime behavior for various hardware architectures. The parallel 

















Figure 2. Acceleration and efficiency results taken for various hardware architectures. Efficiency in 
red and acceleration in green. 
 
For the third scenario, the execution times of FuzzyPred in its parallel version were compared with 
the number of records in the database. The objective of this scenario is to know how much the execution 
time improves depending on the size of the databases. The configuration parameters are in Table 7 and 
the results of this scenario are shown in Table 8. 
 




fuzzy logic operator=zadeh, connective=random, value scale=0-14, runs=50, iterations 
per run=10000, target=truth value, algorithm 
metaheuristic=random search, database=Quacke. 
PC 
Characteristics  
Intel Core i3 -2100 CPU 4 Gb de RAM 
 
It is possible to argue that the FuzzyPred runtime is longer for Quacke because the database is much 
larger (contains more records), as shown in Table 8. In addition, the size of the data is a relevant factor 
in the algorithm runtime. It is important to note that the correspondence between data size and execution 
time is proportional as the time decreases according to the size of the database. Acceleration and 
efficiency metrics are inversely proportional measures, as shown in Figure 3. 
 
Table 8. Execution times obtained for different databases. 
 
Database Execution time Database Execution time 
Quacke 89 min 59 min 3589 
Stulong 80 min 51 min 2458 



















Figure 3. Results of parallel runtime versus multiple databases (number of records) 
5. Conclusions  
 
This study presents a data parallelism design implemented in the Java Parallel library. The proposed 
parallel design manages to reduce the runtime of the sequential version. The model is based on dividing 
the amount of data depending on the number of processors in the hardware architecture. The 
experimental results confirmed that the parallel version manages to reduce the sequential version by 
10%. The experiments allow to verify that the results improve according to the hardware characteristics, 
in a proportional way and that the algorithm is faster in smaller databases. Other tests with larger 
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