Abstract. In this paper, we define the strongly compatible relation ϵ on the (m, n)-
Introduction
Hyperalgebras and power algebras are pairs (A; (f i ) i∈I ) consisting of a set A and an indexed or non-indexed set of operations f i : A × . . . × A → P * (A) in the first and f i : A × . . . × A → P(A) in the second case. Here P(A) is the power set of A and P * (A) = P(A) \ {∅}. The general theory of hyperalgebras, poweralgebras, hyper-coalgebras and power co-algebras can be studied as application of (F 1 , F 2 )-systems where F 1 and F 2 are appropriate set-valued functors [6] . There are applications in several branches of mathematics and in computer science. For instance, hyperalgebras are used to prove that any non-deterministic automaton is equivalent to a deterministic one. n-ary groups and n-ary semigroups are algebras with one n-ary operation which is associative and invertible (in the first case) in a generalized sense. The idea of investigations of n-ary algebras seems to be going back to Kasner's lecture [11] at the 53rd annual meeting of the American Association of the Advancement of Science in 1904. But the first paper concerning the theory of n-ary groups was written (under inspiration of Emmy Noether) by Dörnte in 1928 (see [7] ). Since then many papers concerning various n-ary algebras have appeared in the literature, for example see [8, 9, 17] .
n-hyperstructures, recently introduced by Davvaz and Vougiouklis (see [5] ) are a nice generalization of the algebraic hyperstructures, which have been studied since 70 years (see [7] ), both on the theoretical point of view and for the richness of their applications, especially to computer sciences, but also to fuzzy set theory, graphs and hypergraphs, geometry and others (see [1, 2, 3, 4, 12, 13, 16] ).
A generalization of ordinary hyperstructures is studied in this paper, namely (m, n)-ary hypermodules. Using this notion and the concept of geometric spaces, we prove that the fundamental relation ϵ on an (m, n)-ary hypermodule is transitive.
Let H be a non-empty set and h be a mapping h : H n → ℘ * (H) where ℘ * (H) is the set of all non-empty subsets of H and H n the cartesian product H × . . . × H, where appears n times and an element of H n will be denoted by (x 1 , . . . , x n ), such that x i ∈ H for any i with 1 ≤ i ≤ n. In general, a mapping h : H n → ℘ * (H) is called an n-ary hyperoperation and n is called the arity of hyperoperation.
In the following we shall denote the sequence
Let h be an n-ary hyperoperation on H and A 1 , . . . , A n be non-empty subsets of H. We define h(A n
If h is an n-ary groupoid and t=l(n−1)+1, then the t-ary hyperoperation
(l−1)(n−1)+2 ), will be denoted by h (l) . A non-empty set H with an n-ary hyperoperation h : H n → ℘ * (H) is called an n-ary hypergroupoid and it is denoted by (H, h). An n-ary hypergroupoid (H, h) is an n-ary semihypergroup if and only if the following associative axiom holds: every a 1 , . . . , a i−1 , a i+1 , . . . , a n , b ∈ H and 1 ≤ i ≤ n, is called n-ary hypergroup.
An (m, n)-ary hyperring [15] is an algebraic hyperstructure < R, f, g >, which satisfies the following axioms:
(1) (R, f ) is an m-ary hypergroup, (2) (R, g) is an n-ary hypersemigroup, (3) the n-ary hyperoperation g is distributive with respect to the m-ary hyperoperation f, i.e., g(a
Example 1. Let (R, +, ·) be a hyperring. Let f be an m-ary hyperoperation and g be an n-ary operation on R as follows:
) is a (m, n)-hyperring and denoted by (R, f, g)=der (m,n) (R, +, ·).
ϵ-relation on (m, n)-ary hypermodules
is an m-ary hypergroup and there exists the n-ary hyperoperation
If k is a scalar n-ary hyperoperation on M, S 1 , . . . , S n−1 be non-empty subsets of R and M 1 ⊆ M, we set
Example 2. Let M = {0, 1, 2} and (R, f, g) = der (3, 2) (Z, +, ·) (see Example 1). We define the commutative hyperoperations h and k as follows: We recall the following Theorem from [14] .
Theorem 2.2. Let (H, f ) be an m-ary hypergroup and let ρ be an equivalence relation on H. Then the relation ρ is strongly compatible if and only if the quotient (H/ρ, f /ρ) is an m-ary group.
Now, we study the strong compatible relation Γ on an (m, n)-ary hyperring R. i1 ∈ R, where
Then the relation Γ is reflexive and symmetric. Let Γ * be the transitive closure of relation Γ.
Theorem 2.4 ([15]).
The relation Γ * is a strongly compatible relation both on m-ary hypergroup (R, f ) and n-ary semihypergroup (R, g) and the (1) The relation ρ is strongly compatible. k(r 1 , . . . , r n−1 , a) ρ k(r 1 , . . . , r n−1 , b) .
In the other words, (M/ρ, h/ρ) is an m-ary group, and the scalar n-ary hyperoperation k is singleton.
By (2) we have
Since ρ is transitive, thus ρ is strongly compatible for h. Now, let r 1 , . . . , r n−1 ∈ R and aρb, hence
Since ρ is transitive, then ρ is strongly compatible.
(1) ⇒ (3) Since ρ is a compatible relation, then we conclude that h/ρ and k/ρ are well-defined. Also ρ is strongly compatible, so (M/ρ, h/ρ) is an m-ary group by Theorem 2.2. Now, we have
On the other hand
We have
Also, we have
On the other hand (r 1 , . . . , r n−1 , b) . Therefore k(r 1 , . . . , r n−1 , a) ρ k(r 1 , . . . , r n−1 , b) . Remark 1. Let R be a hyperring and M be a hypermodule over R. We recall the definition of relation ϵ on M as follows [19] :
The equivalence relation ϵ * (transitive closure of ϵ) was first introduced by Vougiouklis, and studied by many authors concerning hypermodules. The fundamental relation ϵ * on M, defined as the smallest equivalence relation such that the quotient M/ϵ * is a module over the corresponding fundamental ring such that M/ϵ * is not an abelian group, see [18, 19] . Now, let M be an (m, n)-ary hypermodule over an (m, n)-ary hyperring R. We define the relation ϵ on M.
Definition 2.6. Let M = (M, h, k) be an (m, n)-ary hypermodule over an (m, n)-ary hyperring R.
We define
where,
In the following x i , y i and z i are the notations that defined in Definition 2.6. For every a ∈ h(a 1 , . . . , a m ) and b ∈ h(b 1 , . . . , b m ) we have 
Lemma 2.7. The relation ϵ * is a strongly compatible relation on (m, n)-ary hypermodule M, both on m-ary hyperoperation h and scalar n-ary hyperoperation k.

Proof. If a
Proof. Since ϵ * is a strongly compatible relation by Theorem 2.5, 
This means x ϵ a+1 y. Proof. Suppose that ϵ is the transitive closure of ϵ. By Theorem 4.1, [5] , we know that the quotient M/ ϵ is an m-ary hypergroup, where h/ ϵ is defined in the usual manner
Now, we prove that M/ ϵ is an (m, n)-ary module over an (m, n)-ary ring R. The scalar n-ary hyperoperation k/ ϵ on M/ ϵ is defined in the usual manner:
Moreover, since k has n-ary hypermodule scalar properties, consequently, k/ ϵ has (m, n)-ary hypermodule scalar properties. Now, let θ be an equivalence relation on M such that M/θ is (m, n)-ary hypermodule over an (m, n)-ary hyperring R. Then for all (r 1 , . . . , r n−1 , A) ).
Therefore, θ(a) = θ(h (i) ) for all i ≥ 0 and for all a ∈ h (i) . So for every a ∈ M, x ∈ ϵ(a) implies x ∈ θ(a). But θ is transitively closed, so we obtain x ∈ ϵ * (a) implies x ∈ θ(a). Hence, the relation ϵ * is the smallest equivalence relation on M such that M/ϵ * is an (m, n)-ary module over an (m, n)-ary ring R. 
So, for every r ′ 1 Γ * r 1 , . . . , r ′ n−1 Γ * r n−1 and yϵ * x, we have
Since M is an (m, n)-ary hypermodule on (m, n)-ary hyperring R, the properties of M as an (m, n)-ary hypermodule, guarantee that the m-ary group M/ϵ * is an (m, n) − ary R/Γ * -module.
Fundamental relation and strongly transitive geometric space
A geometric space is a pair (M, ϵ) such that M is a non-empty set, whose elements we call points, and ϵ is a non-empty family of subsets of M, whose elements we call blocks. The family ϵ (M ) of all ϵ-parts (see [2] ) of M is non-empty since ∅ and M are elements of ϵ (M ). Moreover, the intersection of elements of ϵ (M ) is an element of ϵ (M ), hence ϵ (M ) is a closure system of M. For a subset X of M, we denote by Γ(X) the intersection of all ϵ-part of M containing X. The set Γ(X) is the smallest ϵ-part of M, called the closure of X.
The following properties are true:
, where Γ(x) = Γ({x}). For all subsets X of M, we can associate an ascending chain of subsets (Γ n (X)) n∈N , called cone of X, defined by the following conditions: Γ 0 (X) = X; and for every integer
Freni [10] used the notion of the cone of X and obtain the closure of X, as it is shown in the next result. 
5) If the family ϵ is a covering of
Remark 2. By property (5) of Proposition 3.1, in a geometric space (M, ϵ) such that ϵ is a covering of M, the cone (Γ n (X)) n∈N of X is defined by two conditions: Γ 0 (X) = X and Γ n+1 (X) = ∪ {B ∈ ϵ|B ∩ Γ n (X) ̸ = ∅}, for every integer n ≥ 0.
If B 1 , B 2 , . . . , B n are n blocks of a geometric space (M, ϵ) such that B i ∩B i+1 ̸ = ∅, for any i ∈ {1, 2, . . . , n−1}, then the n-tuple (B 1 , B 2 , . . . , B n ) is called a polygonal of (M, ϵ). The concept of polygonal allows us to define on M the following relation:
x ≈ y ⇔ x = y or a polygonal (B 1 , B 2 , . . . , B n ) exists such that x ∈ B 1 and y ∈ B n .
The relation ≈ is an equivalence and it is easy to see that it coincides with the transitive closure of the following relation:
If ϵ is a covering of M, the relation ∼ and ≈ can be defined in the following simply way:
x ∼ y ⇔ there exists B ∈ ϵ such that {x, y} ⊆ B, x ≈ y ⇔ a polygonal (B 1 , B 2 , . . . , B n ) exists such that x ∈ B 1 and y ∈ B n . Proposition 3.2. For every integer n ≥ 1 and for every pair (x, y) of elements of M, we have:
Proof. (1) We proceed by induction on n ∈ N. If n = 1, we have:
Assume now that y ∼ n x ⇔ y ∈ Γ n (x). By (1), (2) and (3) of Proposition 3.1, we deduce that y ∼ n+1 x ⇔ ∃z ∈ M : y ∼ z, z ∼ n x ⇔ ∃z ∈ M : y ∈ Γ 1 (z), z ∈ Γ n (x) ⇔ y ∈ Γ 1 (Γ n (x)) = Γ n+1 (x). 2) ∼ is transitive ⇔ Γ(x) = Γ 1 (x), for all x ∈ M.
Proof. (1) If ∼ n is transitive, then ∼ 2n ⊆∼ n and, by (1) of Proposition 3.1, we have the implications: y ∈ Γ n+1 (x) ⊆ Γ 2n (x) ⇒ y ∼ 2n x ⇒ y ∼ n x ⇒ y ∈ Γ n (x). Therefore, we have Γ n+1 (x) ⊆ Γ n (x) and, using Proposition 4.1, we obtain Γ(x) = Γ n (x).
Conversely, if Γ(x) = Γ n (x) for every x ∈ M, then, by Proposition 3.1, we have the equality Γ n (x) = Γ 2n (x) and the implications: y ∼ 2n x ⇒ y ∈ Γ 2n (x) ⇒ y ∈ Γ n (x) ⇒ y ∼ n x. Hence, the relation ∼ n is transitive. 
