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Abstract
Pseudo-healthy synthesis is defined as synthesizing a
subject-specific ’healthy’ image from a pathological
one, with applications ranging from segmentation to
anomaly detection. In recent years, the existing GAN-
based methods proposed for pseudo-healthy synthesis
aim to eliminate the global differences between syn-
thetic and healthy images. In this paper, we discuss the
problems of these approaches, which are the style trans-
fer and artifacts respectively. To address these problems,
we consider the local differences between the lesions
and normal tissue. To achieve this, we propose an adver-
sarial training regime that alternatively trains a genera-
tor and a segmentor. The segmentor is trained to distin-
guish the synthetic lesions (i.e. the region in synthetic
images corresponding to the lesions in the pathologi-
cal ones) from the normal tissue, while the generator
is trained to deceive the segmentor by transforming le-
sion regions into lesion-free-like ones and preserve the
normal tissue at the same time. Qualitative and quan-
titative experimental results on public datasets BraTS
and LiTS demonstrate that the proposed method out-
performs state-of-the-art methods by preserving style
and removing the artifacts. Our implementation is pub-
licly available at https://github.com/Au3C2/
Generator-Versus-Segmentor
Introduction
In this paper, we investigate the problem of pseudo-healthy
synthesis that is defined as synthesizing a subject-specific
’healthy’ image from a pathological one (Xia, Chartsias,
and Tsaftaris 2020). Specifically, Synthetic images should
be visually healthy and maintain the subject identity (i.e.
the consistency of the normal tissue before and after synthe-
sis). Generating such images can be valuable for a variety of
medical image analysis tasks such as segmentation (Bowles
et al. 2017; Ye et al. 2013; Sun et al. 2020; Andermatt et
al. 2018), detection (Tsunoda et al. 2014), anomaly detec-
tion (Chen and Konukoglu 2018), and better visual under-
standing hidden effects in the data (Baumgartner et al. 2018;
Xia, Chartsias, and Tsaftaris 2020).
The core challenge of pseudo-healthy synthesis is that we
can not obtain paired healthy and pathological images. Thus
Copyright c© 2020, Association for the Advancement of Artificial
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Figure 1: The experiment results of VA-GAN (i.e. one of
the traditional GAN-based methods for pseudo-healthy syn-
thesis) on BraTS dataset. Two problems exist in VA-GAN.
First, the structure of the synthetic image is changed ap-
parently. Second, the artifacts exist in the synthetic lesions,
which is highlighted in the red box. Zoom in for better view.
unsupervised learning methods requiring unpaired data pro-
vide feasible routes. Most efforts (Baumgartner et al. 2018;
Sun et al. 2020; Xia, Chartsias, and Tsaftaris 2020) on
pseudo-healthy synthesis are based on traditional GAN
(Goodfellow et al. 2014). They consider the global differ-
ences between pathological and healthy images. As shown
in Figure 2 (a), the discriminator is trained to classify the un-
paired healthy and synthetic images into ’Real’ and ’Fake’ in
image level respectively. However, the adversarial training
based on traditional GAN-based methods has two problems
that can be concluded as follow: Firstly, narrowing the dis-
tributions of the unpaired healthy and synthetic images leads
the style of the synthetic images close to the healthy images
and further distort the structures of the normal tissue, which
obviously violate the rules that it is critical to preserve the
identity for pseudo-healthy synthesis. An example is shown
in Figure 1. It can be observed that the synthetic image has
different styles compared with the pathological image. Sec-
ondly, the traditional GAN-based approaches are still suf-
fering producing artifacts in the synthetic images (Niu et al.
2019; Zhang, Yang, and Zheng 2018; Hamghalam, Lei, and
Wang 2020; Wolterink et al. 2017), and the synthetic and
real healthy images can be distinguished visually. In pseudo-
healthy synthesis, the traditional GAN-based methods will
produce the artifacts, which is shown in the right red box of
Figure 1.
Different from the traditional GAN-based methods, we
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(a) Traditional GAN
(b) Ours
Figure 2: Comparison of the discriminators of traditional GAN and
our method
consider the local difference between the lesions and nor-
mal tissue in one pathological image. Compared with image-
level discrimination adopted in traditional GAN, a pixel-
wise classification predicting lesions or not exploits local
image features such like shapes or intensities by contrast-
ing healthy and lesion regions. Thus, we adopt a segmen-
tor to distinguish the synthetic lesions from the normal tis-
sue, which is shown in Figure 2 (b). In comparison with
the traditional GAN, it has two advantages: First, exclud-
ing interference from extra unpaired healthy images avoids
the above-mentioned style transfer. Second, the segmenta-
tion label provides pixel-wise lesion annotation and discov-
ers the differences between the lesions and normal tissue.
We introduce a new adversarial learning method that uti-
lizes two types of players: a generator and a segmentor. The
segmentor is trained to segment the synthetic lesions, and
the generator is trained to confuse the segmentor so that no
lesions can be segmented and maintain the normal tissue.
During alternatively training the segmentor and generator,
the segmentor can distinguish the varying anomalies in the
synthetic lesions, and the generator can gradually generate
the synthetic images that look healthy. In other words, only if
the lesions are transformed well and the synthetic ones have
no difference with the normal tissue, the segmentor can not
segment the anomalies. The proposed method is called GVS,
which is an abbreviation for Generator versus Segmentor.
The main contributions of this paper are as follows:
i) We aim to eliminate the local differences between the
normal tissue and lesions in the pseudo-healthy synthesis
problem, which can avoid the style transfer effectively.
ii) We propose a novel adversarial learning method called
GVS, which alternatively trains the generator and seg-
mentor. The constantly updated segmentor can detect the
varying anomalies.
iii) We exploit massive healthy images to model a prior
on ”healthiness” and regularize generator and segmentor
with such prior.
iv) The experiments on two public datasets and the compar-
isons with existing state-of-the-art methods demonstrate
the effectiveness of the GVS.
Related Work
Pseudo-healthy synthesis
Recently, pseudo-healthy synthesis attracted attention in
medical image analysis community because of its potential
for downstream tasks (Bowles et al. 2017; Ye et al. 2013;
Sun et al. 2020; Andermatt et al. 2018; Tsunoda et al. 2014;
Chen and Konukoglu 2018; Baumgartner et al. 2018; Xia,
Chartsias, and Tsaftaris 2020). PHS-GAN (Xia, Chartsias,
and Tsaftaris 2020) and ANT-GAN (Sun et al. 2020) both
were based on Cycle-GAN (Zhu et al. 2017). PHS-GAN
considered the one-to-many problem and disentangle the
information of pathology from what seems to be healthy.
ANT-GAN introduced L2 loss to further preserve the normal
region in the process of transforming the pathological im-
ages to synthesis images. Chen et al. (Chen and Konukoglu
2018) proposed constrained adversarial auto-encoders to
learn the distribution of healthy images and then detect the
lesions in Brain MRI.
Perhaps most related to our proposed GVS is a recent
work by Isola et al. (Isola et al. 2017), who adopted a dis-
criminator to maximize the domain shift between the un-
paired healthy and synthetic images and a generator to min-
imize the domain shift. However, domain shift results from
the global differences. Apparently, we only expect the tis-
sues to be transformed into the normal tissue and the others
keep consistent in pseudo-healthy synthesis. Therefore, we
adopt a constantly updated segmentor as the discriminator,
which focuses on the difference between the synthesize le-
sions and the normal tissue.
Adversarial training
GAN (Goodfellow et al. 2014) achieves impressive results in
image generation field. Subsequently, it was used in diverse
applications such as image translation cross domains using
paired (Isola et al. 2017) and unpaired (Zhu et al. 2017) im-
ages, domain adaptation (Ganin et al. 2016), image super-
resolution (Ledig et al. 2017), and image inpainting (Yu et
al. 2018).
Traditional GAN adopts a domain classifier to maximize
the difference between two distributions. Recently, some
work expanded the idea of GAN and proposed adversar-
ial training. Goodfellow et al. (Goodfellow, Shlens, and
Szegedy 2014) viewed the class classification as a discrimi-
nator and generated the adversarial examples by maximizing
conditional label distribution between inputs and perturbed
inputs. Lens (Minderer et al. 2020) set up a classification to
predict the rotation, and take this as a discriminator. By con-
fusing the rotation prediction, Lens removed shortcut fea-
tures. In this paper, we adopt the segmentor as discriminator,
which can distinguish the varying anomalies in the synthetic
lesions from the normal tissue. Then the generator can syn-
thesize the images closer to the healthy images by deceiving
the segmentor.
Method
Problem Formulation
We denote a healthy medical image as xn and a pathological
image as xp, drawn fromH and P , respectively. Meanwhile,
Figure 3: Training workflow. We use a U-Net architecture for the generatorG and another U-Net architecture for the segmentor
S. The model is optimized by iteratively alternating Step A and Step B. In Step A, we fix the generator G and update the
segmentor S with Ls1. In Step B, we fix the segmentor S and update the generator G with Ls2 + LR
our model includes a segmentor S and a generator G. We
aim to synthesize a pseudo healthy image xs corresponding
to xp. We expect to maintain the normal tissue, i.e. (1−yt)
xp = (1− yt) xs. Here yt is the binary label of xp, and 1
represents lesions and 0 represent others in yt,  represents
pixel-wise multiplication, and xs = G(xp). Meanwhile, we
also want to generate a healthy-looking image, where the
synthetic lesions can not be segmented. We formulate this as
S(xs) = 0, where S(xs) is a constantly updated segmentor
trained by the synthetic images and corresponding labels,
and 0 is a zero matrix.
The GVS approach
The training workflow is shown in Figure 3. The generator
gradually synthesizes the pseudo healthy images by itera-
tively alternating step A and step B. Next, we show more
details of Step A and Step B.
Step A. As seen in the Step A of Figure 3, we fix the gener-
ator G and update the segmentor S, which aims to segment
the synthetic anomalies. We adopt the label with lesions yt
as label, and the loss is as follows:
Ls1 = Lce(S(xs), yt), (1)
where Lce is the cross-entropy loss and S is a U-Net archi-
tecture (Ronneberger, Fischer, and Brox 2015). U-Net has
been proven to be effective in diverse medical segmentation
tasks, and it is reasonable that we assume it can segment the
different anomalies when it is constantly updated.
Step B. The Step B of Figure 3 shows the procedure of the
Step B, we fix the segmentor S and update the generator
G, which aims to remove the lesions and preserve identity
for the pathological images. On the one hand, we expect the
generator G can synthesize the pseudo healthy images that
do not contain the lesions. Therefore, we design an adver-
sarial loss as follow:
Ls2 = Lce(S(G(xp))), ynt), (2)
where the ynt is a zero matrix with the same size as yt. To
deceive the segmentor, the generator only further make up
the difference between synthetic lesions and normal tissue.
On the other hand, the synthetic images should be consistent
with the pathological images for the normal tissue. Thus, the
generator G is trained with a reconstruction loss
LR = Lmse((1− yt) xp, (1− yt)G(xp)), (3)
where Lmse is a pixel-wise L2 loss. The total loss to training
the generator G is defined as:
LG = Ls2 + λLR (4)
where λ is a hyperparameter that trades off the strength of
the healthiness against identity and λ > 0.
Training with the healthy images
In this part, we further consider the healthy images xn.
Since the labels of the healthy images are a zero matrix and
yt = ynt, iteratively alternating Step A and Step B equals
updating the whole network (i.e. including the generator and
segmentor) by minimizing LG. This has two goals: Firstly,
we expect that generator can synthesize the healthy tissue
completely, which can prevent from structure distortion and
style transfer for the normal tissue; Secondly, training with
the healthy images can regularize the segmentor, since the
segmentor better segments the lesions as it sees more the
normal tissue.
Lesion contrast enhancement
One reason that limits the segmentation performance of
medical images is low contrast. Traditional enhancement
methods such as histogram equalization (Pizer et al. 1987),
gamma correction (Huang, Cheng, and Chiu 2012) and
wavelet transform (Yang, Su, and Sun 2010) do not consider
the context of the image. Hamghalam et al. (Hamghalam,
Lei, and Wang 2020) introduced Cycle-GAN with an atten-
tion mechanism to increase the contrast within underlying
tissues. However, this method is also based on GAN, hence
it suffers from the artifacts and style transfer.
We present a novel downstream task of pseudo-healthy
synthesis that hightlights the lesions in the medical image. It
can be simply formulated as:
xen = xp + α ∗ (xp − xs), (5)
where α represents the degree of enhancement, and xp − xs
indicates the differences between the pathological and syn-
thetic images. In other words, it is the lesion learned by the
proposed GVS. We utilize it to enhance the contrast between
the normal tissue and lesion region to simplify the segmen-
tation task.
Experiments
Datasets
We validate our method on two widely-used public datasets:
Multimodal Brain Tumor Segmentation Challenge 2019
dataset (BraTS19) (Menze et al. 2014; Bakas et al. 2017) and
Liver Tumor Segmentation Challenge dataset (LiTS) (Bilic
et al. 2019).
BraTS2019. We use the training set of BraTS2019 and it
contains 259 GBM (i.e. glioblastoma) and 76 LGG (i.e.
lower-grade glioma) volumes that are skull-stripped, inter-
polated to an isotropic spacing of 1mm3 and co-registered
to the same anatomical template. Each volume includes 4
modalities (i.e. T1, T2, T1c and Flair), and slice is 240×240.
We make use of the T2 of GBM, and split them into train-
ing (130 volumes), validation (104 volumes) and testing sets
(25 volumes). For each volume, we clip the intensities to
[0, V99.5], where V99.5 is the 99.5% largest pixel value of the
corresponding volume.
LiTS. We use the training data set of LiTS, which contains
131 CT scans of the liver acquired from 7 different clini-
cal institutions. The resolution of the slice is 512 × 512.
We divide the datasets into training (66 scans), validation
(52 scans) and testing set (13 scans) for LiTS. We trun-
cate the image intensity values of all scans to the range of
[−200, 250] to remove the irrelevant details (Li et al. 2018).
Implementation details
Network. The generator and the segmentor both adopt the
U-Net architecture (Ronneberger, Fischer, and Brox 2015).
They both downsample and upsample 4 times, and adopt bi-
linear as the method of upsampling. Compared with recon-
struction, segmentation is a more difficult task. Thus the fea-
ture channels of segmentor are based on 64, more than 16 for
the generator. Furthermore, the segmentor contains instance
normalization and softmax but the generator not. The more
details of U-Net are shown in supplementary materials.
Training details. For the pseudo-healthy synthesis task, we
train the model with training set. When using enhancement
as downstream task, we train the model with validation set.
Finally, the proposed method is evaluated on the testing set.
The optimizer is Adam with β1 = 0.9, β2 = 0.99, and batch
size 6. The learning rate is set to 1e − 4 to train the model
for 40 epochs. The λ to balance the healthiness and identity
is set 1.0.
Baselines
We compare our method with the following three ap-
proaches:
VA-GAN. The architecture of VA-GAN (Baumgartner et al.
2018) contains a generator and discriminator that are alter-
natively updated to generate pseudo healthy images. Fur-
thermore, the VA-GAN introduces the L1 loss to minimize
the difference between the synthetic and pathological im-
ages. We use the official code1 and train it on our dataset.
ANT-GAN. The ANT-GAN (Sun et al. 2020) is a variant of
the Cycle-GAN. In comparison with the Cycle-GAN, it adds
theL2 loss between the pathological and synthetic images to
maintain the normal tissue and add a shortcut in the process
of transforming the pathological images into healthy ones to
simplify the task.
PHS-GAN. To address the one-to-many problem for Cycle-
GAN, the PHS-GAN estimates a disease map from a patho-
logical image using a segmentation network, and then uses
the map to provide information about disease location. We
also use the official implementation2.
Evaluation metrics
Because the healthy images corresponding to pathological
ones do not exist, the healthiness and identity of the syn-
thetic images can only be measured approximately. Xia at
el. (Xia, Chartsias, and Tsaftaris 2020) proposed two met-
rics to evaluate the healthiness and identity. How close to
being healthy can be evaluated by h:
h = 1− Exp∼P [N(Spre(G(xp)))]
Exp∼P [N(Spre(xp))]
, (6)
where G() is trained with the training set, Spre() is a seg-
mentor pre-trained on the training set and fine-tuned on the
validation set, and N() is the number of pixels that are la-
beled as lesions.
The structural similarity between the pathological and
synthetic images is defined as:
iD = MS-SSIM[(1− yt)G(xp), (1− yt) xp], (7)
where is pixel-wise multiplication and MS-SSIM() repre-
sents a masked Multi-Scale Structural Similarity Index (MS-
SSIM) with window width of 11 (Wang, Simoncelli, and
Bovik 2003). According to Equation 7, the similarity is cal-
culated for the normal tissue.
1https://github.com/baumgach/vagan-code
2https://github.com/xiat0616/pseudo-healthy-synthesis
Figure 4: Experimental results for six pathological images (three from the BraTS, and the other three from the LiTS) are
shown from left to right. Specially, from top to bottom, are the original pathological images, the synthetic images generated by
VA-GAN, ANT-GAN, PHS-GAN, ours, and the pathological images with labels. The red region denotes the lesion.
Qualitative results
We train the proposed GVS on the training set and test on the
testing set. The experimental results are shown in Figure 4.
We first focus on the results for the BraTS, which are shown
in left part of the Figure 4.
For VA-GAN, we observe that the synthetic images suf-
fer from the structure distortion, contrast decay, and bright-
ness reduction. Meanwhile, the lesions are not removed well
and are covered with the artifacts. Overall, the synthetic im-
ages generated by VA-GAN can not maintain the identity
and achieve healthy visually. We explain that the global dif-
ference between the pathological and healthy images results
from not only the lesions but also the other aspects. On the
one hand, closing the distributions changes the lesions and
normal tissue at the same time. On the other hand, the global
difference is hard to eliminate, which results in artifacts in
the lesion region.
The ANT-GAN and PHS-GAN obtain the similar results,
since they both are the variant of the Cylce-GAN. They can
better preserve the structure of normal tissue because of the
cycle consistency. They both are looking-healthy overall but
remove the local normal tissue around the synthetic lesions,
which is different from the healthy images visually.
Compared with the above methods, the proposed GVS
achieves the best performance. On the one hand, the syn-
thetic images generated by the proposed GVS almost com-
Table 1: Evaluations results on BraTS and LiTS datasets of our proposed GVS, as well as the existing methods. For each
approach, we report the averages and standard deviations of the evaluation results over 3 runs. The best mean values for each
defined metric are shown in bold. Proposed means the model trained with default setting, and the rows 5-7 represents the model
without healthy images, with λ = 0.5, and with λ = 2.0 respectively.
Methods BraTS LiTS
iD ↑ h ↑ iD ↑ h ↑
VA-GAN (Baumgartner et al. 2018) 0.809± 0.041 0.605± 0.150 0.846± 0.066 −2.297± 0.213
PHS-GAN (Xia, Chartsias, and Tsaftaris 2020) 0.960± 0.069 0.731± 0.140 0.963± 0.070 −0.185± 0.156
ANT-GAN (Sun et al. 2020) 0.969± 0.058 0.747± 0.080 0.979± 0.072 −1.145± 0.084
GVS 0.997± 0.022 0.792± 0.067 0.998± 0.036 0.816± 0.077
GVS (Without healthy images) 0.996± 0.020 0.771± 0.073 0.995± 0.036 0.780± 0.072
GVS (λ = 0.5) 0.970± 0.025 0.800± 0.064 0.968± 0.037 0.825± 0.070
GVS (λ = 2.0) 0.998± 0.022 0.778± 0.068 0.999± 0.035 0.789± 0.075
Upper Bound 1.000 1.000 1.000 1.000
pletely maintain the normal tissue. On the other hand, the
synthetic lesions are visually healthy. Even the proposed
GVS could efficiently recover the extruded tissue on a de-
gree, like squeezed white matter, gray matter and cere-
brospinal fluid.
The right part of the Figure 4 shows the results of the
LiTS. The performance of the VA-GAN, ANT-GAN, and
PHS-GAN degrades on the LiTS. The VA-GAN almost can
not remove the lesions. ANT-GAN and PHS-GAN produce
similar phenomenon. The synthetic images generated by
them have black artifacts in the lesion region obviously. The
reason is that the LiTS has the smaller and lower contrast le-
sions, which leads to the result that the global differences
can not focus on the lesion. In comparison, the proposed
GVS achieves promising results. It also removes the lesions
and maintains the normal tissue visually.
It is worth noting that the synthetic images on LiTS look
healthier than BraTS in the proposed GVS. The reason is
that the proposed GVS pays more attention on the differ-
ences between the lesions and surrounding normal tissue,
and the structure of liver is more simple than brain, for
example, the brain contains gray matter, white matter, and
cerebrospinal fluid while the liver contains liver cells and
vein.
Quantitative results
To further measure the healthiness and identity of the syn-
thetic images, we adopt the metrics proposed by Xia et al.
(Xia, Chartsias, and Tsaftaris 2020) and report the results in
the Table 1. The quantitative results are similar to the qual-
itative ones. For the VA-GAN, it achieves general perfor-
mance on both BraTS and LiTS datasets. We remark that
the negative value for h means that the number of pixels la-
beled as lesions on synthetic images is larger than the origi-
nal pathological ones, which indicates that some normal tis-
sue is transformed into lesion. ANT-GAN and PHS-GAN
achieve good performance on BraTS but its performance
degrades a lot on LiTS, which due to that these methods
produce the more obvious artifacts in the synthetic lesions.
The proposed GVS achieves the best performance on both
datasets. Specifically, the iD is close to 1, which means that
Figure 5: Four exmaple images (i.e. sampling two images
from the BraTS and LiTS respectively. One is healthy im-
age and the other is pathological one.), corresponding labels,
synthetic images and difference maps generated by the VA-
GAN, ANT-GAN, PHS-GAN, and SVG.
the normal tissue remains almost the same. This suggests
that the GVS avoids the style transfer and keeps the normal
tissue. We note that the h of the GVS on the LiTS dataset
improves a lot compared with the other methods, which in-
dicates that the GVS can better synthesize the more healthy
images when the lesions are small and low contrast.
Figure 6: Examples of enhanced images with varying α. α =
0 means the original images, and α = {0.5, 1.0, 2.0} means
the enhanced images with the varying degrees.
Discussions
Effects of the healthy images. We exclude the healthy im-
ages in the training data and report the results in the 5th row
of Table 1. We observe that the iD and h on the BraTS and
LiTS datasets decline to varying degrees, which indicates
that the healthy images can further improve the heathiness
and identity of the GVS. It is obviously that h drops by
0.021 and 0.036 on the BraTS and LiTS datasets respec-
tively, which supports that the healthy images are beneficial
to for the segmentor.
Sensitivity to λ. λ is a parameter to balance the power of
the generator and segmentor. We set the λ = {0.5, 2.0}, and
the results are shown in the row 6-7 of Table 1. When we
increase the λ, the LR will play a more important role, and
the effect of Ls2 will reduce. Therefore, the iD will increase
and h will decrease. Similarly, decreasing the λ will lead to
the opposite results.
Details visualization. We further plot the four example im-
ages, corresponding labels, synthetic images and difference
maps generated by the VA-GAN, ANT-GAN, PHS-GAN,
and SVG.
We first consider the row 1-2 and 5-6 that represent the
healthy images from the BraTS and LiTS datasets. The syn-
thetic images generated by VA-GAN are different from the
original pathological images visually, and many structures
can not be preserved. In comparison with the VA-GAN, the
ANT-GAN and PHS-GAN generate similar synthetic im-
ages and better preserve the structure. However, the differ-
ence maps of them show some detail differences, which in-
dicates traditional GAN-based methods lead to style transfer
and structure distortion. The differences tend to zero in the
proposed GVS.
Row 3-4 and 7-8 shows the results of the pathological im-
ages. The difference maps generated by VA-GAN also have
severe structure distortion. The ANT-GAN and PHS-GAN
can focus on the lesions on degree but loss some details. The
proposed GVS almost only highlights the whole lesions.
Segmentation for enhanced image
We utilize the difference maps to enhance the lesions and
plot the pathological and enhanced images for the BraTS
and LiTS datasets in Figure 6. Compared with the original
pathological images, the enhanced ones highlight the lesion
Figure 7: Downstream segmentation performance for model
trained on the original and enhanced images. The reported
dice scores is the average value with three repetitions for
each run. The horizontal dotted lines mean the average dice
trained on the original images.
region so that it can be distinguished more easily visually.
Specifically, the lesions are visible when α = 0.5. When α
increases continuously, the brightness of normal tissue drops
on a degree.
We further utilize the enhanced images to help the down-
stream segmentation task. We train a U-Net on the original
and enhanced images, respectively. To keep fair, under two
settings we both use the rmsprop with learning rate 1e − 4
to train the model for 20 epochs. The experimental results
are shown in Figure 7. The enhanced images can improve
the performance of the downstream segmentation task com-
pared with the original images, and the dice scores increase
by about 1% with varying α. When α = 0.5, the improve-
ment is the most obvious. We guess that enhancing the le-
sions and preserving the normal tissue achieve an appropri-
ate balance when α = 0.5.
Conclusions
To address the pseudo-healthy synthesis, we have proposed
a novel adversarial training method, which iteratively trains
the generator and segmentor, to synthesize pseudo healthy
images. Compared with the adversarial training based on
the GAN, qualitative and quantitative experiments prove the
proposed GVS can eliminate artifacts, maintain the normal
tissue, and work better for the low contrast images. Further-
more, we apply our proposed GVS to enhance the lesions
contrast, and the enhanced images can improve the segmen-
tation task.
One limitation of our proposed GVS is that it relies on
the segmentation labels. In the clinical application, the ac-
curate segmentation labels are hard to obtain. In the future,
we plan to apply the method to weakly-supervised learning,
which relaxes the need for the accurate segmentation labels.
Another limitation is that we assume that the segmentor can
distinguish the varying anomalies. In this paper, we adopt a
2D U-Net as segmentor. To strengthen the power of the seg-
mentor, we expect to adopt the 3D segmentor in the future.
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