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Abstract 
Title: A study of the onset of magnetic correlations in LiY1-xHoxF4 
Author: Ryan C. Johnson 
Advisor: Prof. Michael J. Graf 
Committee Members: Prof. Cyril Opeil, Prof. Vidya Madhavan 
In this work I present a characterization of spin dynamics in LiY1-xHoxF4 over a 
wide region of frequency - temperature - magnetic field - concentration phase space to 
probe the onset of magnetic correlations. Specifically, measurements were made of the T  
= 1.8 K magnetic field and frequency dependence of AC susceptibility, and temperature 
and field dependence of the longitudinal field positive muon spin relaxation (μSR) for 
LiY1-xHoxF4 with x = 0.0017, 0.0085, 0.0408, and 0.0855. To determine the concentration 
range over which the spin dynamics are determined primarily by the Ho3+-μ interaction 
rather than by the F-μ interaction I characterize the dynamics associated with the 
formation of the (F-μ-F)−complex by comparing data with Monte Carlo simulations. 
Numerical simulations of the susceptibility for the x = 0.0017 and 0.0085 are fit to my 
data and show that Ho-Ho cross-relaxation processes become important at higher 
concentration, signaling the crossover from single-ion to correlated behavior. The muon 
spin depolarization is simulated using the parameters extracted from the susceptibility, 
and the simulations agree well with data for these two samples. It is found that the 
susceptibility and μSR data for samples with x = 0.0408 and 0.0855 cannot be described 
within a single-ion picture, possibly due to the onset of collective phenomena. An 
unusual peak is also discovered in the magnetic field dependence of the muon relaxation 
rate in the temperature interval 10 – 20 K, and ascribed to a modification of the Ho3+ 
fluctuation rate due to a field induced shift of the energy splitting between the ground and 
first excited doublet crystal field states relative to a peak in the phonon density of states 
centered near 63 cm-1.  
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Chapter 1 - Introduction to LiY1-xHoxF4  
Magnetism has been studied since the first ancient human found a lodestone in a 
field, and while such an object is what usually jumps to mind when someone says 
“magnet,” we know that the properties of ferromagnetism in such permanent magnets 
come from the quantum mechanical exchange interaction which has no classical analog. 
Therefore, a first principles understanding of magnetism might be more satisfying if it 
started from the picture of a dipole, since all magnets are in fact dipoles. At the heart of 
understanding dipolar magnetism then is this seemingly simple proposition; can one 
determine the ground state configuration of a number (concentration x = (# dipoles)/(# 
possible lattice sites)) of interacting dipoles in a regular crystal lattice. This is actually 
quite difficult since the dipole interaction is both anisotropic and long-range. Even 
showing dipolar ferromagnetism can exist is non-trivial1, but the problem of determining 
the ground state has been solved for the two extremes, ie. every lattice site is full (x = 1) 
and nearly all of them are empty (x → 0). In the first case we have the familiar Ising 
ferromagnet, and in the latter a dilute Ising paramagnet2. However, the question remains 
open for intermediate x at randomly chosen lattice sites where determining the ground 
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state quickly becomes a complicated many-body problem. 
Over the past forty years LiY1-xHoxF4 has proven to be a rich testing ground for 
studying dipolar magnetic phenomena3, and gives researchers an experimental avenue for 
approaching the problem of intermediate concentrations. Crystal field anisotropy in the 
host lattice creates an “easy axis” and forces the spins of the Ho3+ ions to align parallel or 
anti-parallel to it. This becomes a nearly ideal Ising system at low temperatures because 
the ground state is a doublet separated from the next excited state by a barrier to spin 
reversal of ~10 K, which is large when compared to the Curie temperature Tc = 1.53 K 
(more in section 1.2). In the very dilute limit (x < 0.005) LiY1-xHoxF4 provides a 
paradigm system for studying quantum tunneling of the magnetization4; for example, the 
single-ion spin dynamics have been accurately modeled to reproduce NMR 19F spin-
lattice relaxation data5, and AC susceptibility data6,7. At high concentrations the system 
orders ferromagnetically, with dilution of the Ho by the Y introducing frustration and 
randomness. Because of this, the nature of the low-temperature ground state for 
intermediate concentrations (0.05 < x < 0.25) remains controversial. Indeed, three recent 
studies of the AC susceptibility at very low temperature yield very different conclusions. 
1.1 The spin glass debate 
Put most simply, a spin glass is a system of spins with three basic ingredients: 
randomness, mixed interactions, and frustration8. These lead to a situation where many 
ground state configurations are possible. It is often desirable to look at the dynamical 
magnetic susceptibility χ = dM/dH of such a system (more in Chapter 2) by applying a 
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small ac-field at some frequency ω. Because the ac-field can be made to be very small 
(on the order of an Oersted or less) and ω can be swept over a very large range, this 
technique becomes very useful in the study of spin glasses where one wishes to determine 
the real and imaginary parts of the susceptibility χ’(ω) and χ’’(ω), corresponding to 
dispersion and absorption, respectively, over a wide range of timescales. 
Canonical spin glasses are characterized by a cusp or sharp peak in χ’(ω) vs. 
temperature which identifies Tf (the temperature of freezing). This peak shifts to lower 
temperature with decreasing frequency. A typical way to quantify this shift is to look at 
the change in ΔTf/Tf per decade in ω. Canonical spin glasses are not strongly affected by 
shifts in frequency and this value will be small (typical values from ~0.005 to 0.010, 
unitless). The imaginary term in the susceptibility, χ’’(ω), has a sudden onset near Tf in a 
spin glass. The appearance of an imaginary component implies relaxation processes are 
taking place as spins decouple from the lattice and cause absorption. By measuring χ’’(ω) 
one is able to quantify the low frequency relaxation times.  
In 1986 D. H. Reich et al.9 concluded, after a series of the first ac-susceptibility 
measurements on a model random dipolar coupled system, that for low (x = 0.045) 
concentrations LiY1-xHoxF4 is a nearly ideal magnetic glass, for high concentrations (x = 
0.46) it undergoes a conventional ferromagnetic transition at Tc(x) = xTc(x = 1), and for 
intermediate concentrations (x = 0.167) it shows very long thermal relaxation times (at 
very low temperatures requiring up to a day for each temperature step to come into 
equilibrium). In the next year, further measurements10 of the dynamic susceptibility led 
the group to conclude, however, that the system did not freeze and instead that there was 
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a “progressive loss to high barriers to spin relaxation as temperature is reduced”. In 2002 
Ghosh et al. reported that the intermediate concentration x = 0.045 became a spin liquid 
at millikelvin temperatures. In 2007 P. E. Jönson et al. revisited the same concentrations 
they did before with a micro-SQUID magnetometer and concluded that LiY1-xHoxF4 has 
no spin-glass phase transition11. In 2008 C. Ancona-Torres et al. again performed 
dynamic and non-linear susceptibility measurements arguing that the measurements of 
the Jönson group were performed out of equilibrium and that, in fact, LiY1-xHoxF4 not 
only shows the static and dynamic features of a conventional spin glass, but that the 
lower concentration (x = 0.045) becomes a quantum spin glass12. In the same year J. A. 
Quilliam et al. found behavior expected of a spin glass or superparamagnet, but not 
evidence of a quantum glass or exotic antiglass13. In part, interpretation of the data is 
difficult due to the very long relaxation times at low temperatures (T < 100 mK). 
While the existence of a spin glass in LiY1-xHoxF4 is debated in the community, 
the system is well understood in the very dilute limit. In this “single ion” regime Ho3+ 
ions are, on average, far enough away from other neighboring Ho3+ ions that correlation 
effects do not play a significant role in the spin dynamics. In fact, the system is so well 
understood in this regime that the Hamiltonian can be written down explicitly (section 1.3 
The Hamiltonian) and a dynamic susceptibility tensor may be calculated. Discussed in 
more detail later (section 2.8 Computer simulations), this dynamic susceptibility tensor 
includes a relaxation matrix which accounts for interactions between Ho3+ ions and the 
phonon bath, as well as Ho-Ho cross relaxation processes. It is the evolution of these 
processes (with concentration x) that is the focus of this work. While it was the spin-glass 
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debate that motivated the work of this project, it is not our goal to answer the spin-glass 
question per se, but to instead push the frontier of the well understood single-ion regime 
into the intermediate concentrations where the onset of correlated behavior causes the 
spin-glass question to persist. By comparing bulk AC susceptibility and the local 
magnetic probe technique of muon spin relaxation (μSR) measurements with single-ion 
model simulations modified to include Ho-Ho cross-relaxation, it is possible to track the 
parameters that mark the onset of correlations between Ho3+ ions, and further understand 
this correlated behavior.  
1.2 Characterization and phase diagram 
The LiY1-xHoxF4  crystal is a body centered tetragonal Scheelite structure with C4h 
space group and S4 point symmetry group at Y3+/Ho3+ sites (a = b= 5.175Å, c = 10.74 
Å)14. Crystal field anisotropy creates an Ising axis along the crystal c-axis, so that the 
Ho3+ ions are Ising dipoles that occupy random sites in the regular lattice by competing 
with non-magnetic Yttrium. Because of the similar ionic radii of the Ho3+ and Y3+, the 
lattice constants in the crystal are effected very little by changes in Ho3+ concentration 
(less than 0.01% between x = 0 and 1). It is therefore possible to determine the doping 
concentration to within ±0.1% simply by measuring the sample’s density, as in Reference 
[15]. In this work however, sample concentrations were verified by DC magnetization 
(Chapter 3).   
in
co
is
du
lo
a 
su
io
th
in
as
n
in
ra
im
 
b
th
ax
p
al
 
 
In Li
teraction is
upling beca
 small in H
e to the 
calized arou
very short 
perexchang
ns that is m
is is half 
teraction fo
 strong as th
earest ne
teraction oc
dial depend
portant. Th
etween the i
e coupling 
is, and rij i
ositive or ne
ign parallel
Y1-xHoxF4 t
 stronger th
use the exc
o, as it is i
4f electron
nd the nuc
range intera
e interactio
ediated by 
as strong 
r nearest ne
e dipolar in
ighbors16. 
curs over a
ence ~1/r3 c
e dipole-dip
ܧ௜௝
th and jth ion
constant, θij
s the distan
gative, and
, but for inte
he dipole-d
an the exch
hange intera
n all rare e
s being str
leus, makin
ction. Ther
n between 
the fluorine
as the d
ighbors, and
teraction fo
The d
 long range
ausing inte
ole interacti
ൌ ݏ௜ݏ௝ܬ൫1 െ
 where si an
 is the angle
ce between 
 that small 
rmediate an
- 7
ipole 
ange 
ction 
arths, 
ongly 
g this 
e is a 
Ho3+ 
s, but 
ipolar 
 ~5% 
r next 
ipolar 
, with 
ractions bey
on is given 
3ܿ݋ݏଶߠ௜௝൯
d sj represe
 between th
spins. The 
angles relati
gles (55˚ ≤ θ
Figu
Ho si
(sma
 - 
ond simple
as  
/ݎ௜௝ଷ
nt the spin (
e vector con
angle depen
ve to the c-
ij ≤ 125˚) th
re 1.2.1 LiY1-x
tes (darkest), F
llest, white). 
 nearest nei
±1) of the io
necting the
dence mean
axis will ca
ey will alig
HoxF4 structur
 sites (grey) a
ghbor to be
(1
ns, J = g//2μ
 spins and t
s that Eij ca
use Ho3+ io
n anti-parall
e showing Y a
nd Li sites 
come 
.2.1) 
B
2 is 
he c-
n be 
ns to 
el. In 
nd 
pu
an
si
C
n
o
lo
lo
L
p
te
re
m
co
<
el
ca
b
by
 
 
re LiHoF4 
ti-ferromag
tes are arran
urie tempera
Due t
earest neigh
f Ho3+ with
wers Tc unt
west c
iY1-xHoxF4 
aramagnetic
mperatures 
ferred to a
agnet syste
ncentration
 x < 0.5 that
Other 
ectrically i
using eddy
etween Ho3+
 viewing a 
this results 
netic like in
ged in the c
ture of Tc =
o the increa
bors, diluti
 Yttrium (
il, at the ve
oncentration
 at 
and 
s a single-i
m. It is in t
 range of 0
 a proposed 
properties m
nsulating, s
 current hea
 ions. LiY1-
sample betw
in a ferroma
teraction fo
rystal. Pure
 1.5 K15.   
sed frustrati
on 
Y) 
ry 
s, 
is 
all 
is 
on 
he 
.1 
spin-glass p
ake LiY1-x
o that ac s
ting inside 
xHoxF4 is als
een crossed
Figure 1
ferromag
 
Figure fr
- 8
gnetic like
r next near
 LiHoF4 is t
on introduc
hase may ex
HoxF4 nice 
usceptibility
the sample.
o optically 
 polarizers. 
.2.2 Phase dia
net, SG = prop
om Reich et al
 - 
interaction f
est neighbo
herefore an 
ed by the i
ist. 
to work wi
 measurem
 This also r
active, so th
 
gram for LiY1
osed spin gla
. Phys. Rev. B
or nearest n
rs because 
Ising ferrom
ncreased im
th for practi
ents can b
ules out RK
e Ising axis 
-xHoxF4. PM =
ss. 
, 42, 4631 (19
eighbors, an
of the way 
agnet, and 
portance of
cal reasons.
e done wi
KY interac
can be iden
 paramagnet, F
90) 
d an 
Ho3+ 
has a 
 next 
 It is 
thout 
tions 
tified 
M = 
 1
H
an
8 
by
d
re
th
co
A
se
 
 
.3 The Ha
In the
o3+ has a sh
gular mom
leads to a 2
 the anisot
oublet separ
versal). Hyp
e magnetic 
nsisting of
pplication o
quence of a
Figure 
measure
darkest)
0.0855. 
right me
miltonian
 dilute limit
ell configur
entum quan
J+1 = 17 fo
ropic uniax
ated from th
erfine coup
field genera
 8 doubly-d
f a magneti
voided leve
1.2.3 Some of 
ments in this w
 the concentra
For a sense of
asures 3×8×30
 
 the physics
ation of 4f1
tum number
ld degenera
ial crystal e
e first exci
ling betwee
ted by the e
egenerate l
c field along
l crossings (
- 9
the LiY1-xHoxF
ork. From lef
tions are x = 0
 scale, the x = 
 mm. 
 is controll
0. This lead
s S = 2 and 
te ground s
lectric field
ted singlet s
n the nuclea
lectrons in 
evels separ
 the quanti
ALCs) at re
 - 
4 crystals use
t to right (ligh
.0017, 0.0085,
0.0855 sample
ed by the si
s to spin an
L = 6. The 
tate (gJ = 5/
 and the g
tate by a g
r (I = 7/2) m
the Ho3+ io
ated by rou
zation axis 
sonant field
d for 
test to 
 0.0408 and 
 on the far 
ngle-ion Ho
gular mome
total angula
4). This deg
round state 
ap of 9.8 K
agnetic dip
n create a m
ghly 200 m
(crystalline 
s given appr
3+ energy s
ntum and o
r momentum
eneracy is 
is then an 
  (barrier to
ole momen
anifold of s
K energy 
c-axis) indu
oximately b
tates. 
rbital 
 J = 
lifted 
Ising 
 spin 
t and 
tates 
gaps. 
ces a 
y Hn 
=m
qu
 
 
 
 n×23 mT (-
oment4 at d
alitatively i
Figure 1.3
ground sta
Zeeman di
energy bar
ground sta
magnetic s
 
Figures a, 
7 ≤ n ≤ 7). A
ilution refrig
n figure 1.3
.1 a) Energy le
te doublet and 
agram. The fir
rier of ~9.5 K 
te doublet by t
usceptibility o
b, and c from G
t these ALC
erator temp
.1(d), presen
vels vs averag
a first excited 
st excited state
hindering the m
he hyperfine in
ccurring at the
iraud et al. P
b
- 10
s it is poss
eratures, an
ted in detai
e value of Jz, i
singlet at ~9.5
 (~25 K below
agnetic mom
teraction. d) u
oretically pred
hys. Rev. Lett.
d) 
) 
 - 
ible to obser
d spikes in s
l in Chapter
n zero applied
 K above. b) L
 the next exci
ent reversal. c
n-scaled data 
icted energy l
87, 057203 (2
ve tunneling
usceptibility
 3). 
 field, showing
ow-energy pa
ted Γ2 singlet) 
) Splitting of t
showing spike
evel crossings
001) 
 of the mag
 at 1.8K (sh
 an Ising 
rt of the 
defines an 
he electronic 
s in ac 
. 
c) 
netic 
own 
ef
sw
le
et
H
in
co
d
re
cr
xH
in
m
an
W
re
d
b
sy
1
ru
 
 
The av
fect on the
eeping som
vels. The p
c. By 
amiltonian 
teraction V 
uples the l
egeneracy, 
pel accor
ossing” th
oxF4 the 
terested i
agnetic fiel
d the pertu
hile technic
presenting 
enotes level
etween -7/2
stem only w
.3.2 where t
les for ALC
oided level
 relaxation 
e paramete
arameter q 
increasing 
is perturbe
(H = H0 + 
evels and b
causing the 
ding to 
eorem17. 
parameter q
n is the 
d in the z 
rbing poten
ally all leve
states of the
s with neg
 and 7/2) ar
hen ΔI/2 i
ransverse fi
s. Here, mi
 crossings in
processes 
r q in a sys
may represe
q the 
d by an 
V) which 
reaks the 
levels to 
the “no-
In LiY1-
 we are 
applied 
direction, 
tial V is the
l crossings 
 hyperfine 
ative slope,
e avoided l
s an odd int
eld μSR ex
nima in the 
- 1
duced by th
that take p
tem with Ha
nt atomic s
 transverse 
between |ψ-
sublevels, ψ
 and Iz ma
evel crossin
eger. This c
periments18
transverse f
Figure 1.3.2 M
depolarization
 
Figure from G
1 - 
e hyperfine
lace. To pi
miltonian H
eparation, e
hyperfine c
,Iz1> and |ψ
- denotes le
y be any o
gs, the avo
an be seen
show trans
ield depolar
agnetic field 
 rate versus ap
raf et al., Phys
 interaction
cture this, 
0 having d
lectric field
ontribution 
+,Iz2> (wher
vels with p
f the eight
idance is ap
 experiment
ition rates o
ization rate 
variation of tr
plied magneti
. Rev. Lett. 99
 have a prof
we can im
egenerate en
, magnetic 
½AJ(JxI- + 
e, in the not
ositive slop
 possible v
preciable in
ally as in F
beying sele
λTF (see Ch
ansverse field 
c field at T = 1
, 267203 (200
ound 
agine 
ergy 
field, 
J-I+). 
ation 
e, ψ+ 
alues 
 this 
igure 
ction 
apter 
.8K. 
7) 
 - 12 - 
 
4) occur at crossing fields Hn for n = 1, 2, 3 (23, 46, 69 mT), but are much larger for odd 
n than for n = 2.  
The ALCs effect the relaxation by giving the spins a field location in the Zeeman 
diagram where they can flip. As the magnetic field strength is increased it takes more 
energy for a spin to remain aligned opposite the field. At an ALC the spin can either 
tunnel across the gap and maintain its spin orientation, or flip into a new state and lower 
its energy.  
The Hamiltonian including all the interactions used in Monte Carlo simulations 
for this work is written, according to Reference [6] 
 ܪ ൌ ܪ஼ி ൅ ܪ௛௙ ൅ ܪ௓ ൅ ܪௌ ൅ ܪ௘ି௣௛ (1.3.1) 
where the crystal field term is 
 ܪ஼ி ൌ ܽଶܤଶ଴ܱଶ଴ ൅ ܽସሺܤସ଴ ସܱ଴ ൅ ܤସସ ସܱସ ൅ ܤସି ସ ସܱି ସሻ ൅ ܽ଺ሺܤ଺଴ܱ଺଴ ൅ ܤ଺ସܱ଺ସ ൅ ܤ଺ି ସܱ଺ି ସሻ (1.3.2) 
the hyperfine term is 
 ܪ௛௙ ൌ ܣܬԦ ∙ ܫԦ (1.3.3) 
the Zeeman term is 
 ܪ௓ ൌ ݃௃ߤ஻ܬ ∙ሬሬሬԦ ܤሬԦ (1.3.4) 
the random lattice strain term is 
 ܪௌ ൌ ܽଶሺܤଶଶܱଶଶ ൅ ܤଶି ଶܱଶି ଶሻ (1.3.5) 
and the electron-phonon term is 
 ܪ௘ି௣௛ ൌ ∑ ∑ ܤ௣,ఒ௞ ൫Γ௝൯ ఒ݁൫Γ௝൯ܽ௣ ௣ܱ௞௣௞ ൅ ݅ ∑ ߴఈൣܪ஼ி ൅ ܪ௛௙ ൅ ܪ௓, ሺܬఈ ൅ ܫఈሻ൧ఈ୻௝ఒ  (1.3.6) 
where ܤ௣௞ are the crystal field parameters; ௣ܱ|௞| and ௣ܱି|௞| are the real and imaginary 
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Stevens operators respectively;  a2 = α, a4 = β and a6 = γ are the reduced matrix elements 
of the Stevens operators in the manifold of the pure 5I8 states; eλ(Γj) are deformation 
tensor components; and  ϑ is a rotation vector.  
Exact diagonalization of this 136-dimensional Hamiltonian was performed as in 
Reference [4] and the eigenstates transform as one of the four irreducible representations 
Γ1,2,3,4 of the S4 point group. See Figure 1.3.1(b) for group theory notation labels of the 
energy levels. 
1.4 Paramagnetic relaxation  
One of the beautiful features of LiY1-xHoxF4 is that it is much closer to the 
simplified picture of Ising systems one might find in a textbook than many other 
materials. In this picture one has a system of paramagnetic spins in a lattice, where the 
spins are allowed to either point "up" or "down". Each spin, upon flipping, can emit or 
absorb energy in the form of a phonon and in this way ‘relax’ with its environment. This 
leads to two types of relaxation, spin-lattice relaxation and spin-spin relaxation. If the 
spin-spin relaxation time is short compared to the spin-lattice relaxation time, then it can 
be said that the spins are in thermodynamic equilibrium with each other and have a “spin 
temperature”. We can perturb the system at a frequency ω as is done in a dynamic 
susceptibility experiment (Chapter 2). If this frequency is comparable to or faster than the 
spin-lattice relaxation frequency, then the “spin temperature” will not be the same as the 
lattice temperature and magnetic susceptibility will be adiabatic. If the perturbing 
frequency is slower, then the magnetic susceptibility will be isothermal. Identifying the 
 - 14 - 
 
region where the two frequencies are approximately equal (experimentally characterized 
by dispersion) was historically the way to identify the spin-lattice time constant if it could 
be assumed that relaxation occurs by only one type of process. 
Spin-lattice relaxation is a relatively well understood phenomena since Casimir 
and du Pré, Van Vleck, and Orbach put forth their theories between 1939 and 1961. Spin-
spin relaxation on the other hand presents more of a problem, and herein lies the 
advantage of LiY1-xHoxF4; for by simply increasing the concentration x we slowly “turn 
up” the strength of spin-spin relaxation processes (while introducing minimal changes to 
the host lattice) and observe what happens experimentally. 
Classically, relaxation time in a spin system, if dominated by a single τ, can be 
described by the thermodynamic treatment of Casimir and du Pré19 
 ߯ᇱሺ߱ሻ ൌ ߯௦ ൅ ఞ೅ିఞೞଵାሺఠఛሻమ (1.4.1) 
 ߯ᇱᇱሺ߱ሻ ൌ ߱߬ ఞ೅ିఞೞଵାሺఠఛሻమ (1.4.2) 
where χS is the adiabatic susceptibility, taken in the limit ω → ∞ and χT is the isothermal 
susceptibility taken in the limit ω → 0. Figure 1.4.1(a) shows a qualitative plot of χ’(ω) 
and χ’’(ω) where a peak in χ’’(ω) centered on the roll-off in χ’(ω) identifies a 
characteristic frequency for this system and therefore the relaxation rate τ. Figure 1.4.1(b) 
shows how plotting χ’(ω) versus χ’’(ω) gives a semicircular plot, called an Argand 
diagram, where χS, χT and τ are easily seen. In fact, the use of Argand diagrams can be 
extended to describe a system where relaxation occurs over a distribution of relaxation 
times centered at τ. In this case the semicircle of the Argand diagram becomes flattened 
into an ellipse.  
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Figure 1.4.1 Qualitative plots of equations 1.1.1 and 1.1.2 illustrating 
the classical analysis of spin systems by Casimir and du Pré. (a) χ’(ω) 
and χ’’(ω) plotted versus frequency. (b) χ’(ω) and χ’’(ω) plotted in an 
Argand diagram. Frequency increases from right to left around the 
semicircle. 
 
For the purposes of this work, χ’(ω) and χ’’(ω) for LiY1-xHoxF4 will be measured 
and plotted versus frequency, however we expect there to be multiple mechanisms for 
relaxation (specifically spin-lattice phonon relaxation and spin-spin cross-relaxation) and 
therefore other analysis techniques will be needed that can provide information about 
which mechanisms are facilitating the observed relaxation. In this work the physical 
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parameters related to these mechanisms will be extracted from comparison of experiment 
with simulations.  
At low temperatures, our picture of spin-lattice relaxation begins with the direct 
process20 in which a spin, in contact with a bath (the lattice), emits or absorbs a quantum 
of energy to or from that bath in the form of a phonon. This process may be impeded if 
the band of lattice modes is narrow. In this case the spins may only release or absorb 
energy to or from the bath at certain frequencies, and relaxation at other frequencies is 
restricted. This restriction is referred to as a “phonon bottleneck” and plays an important 
role in the relaxation of the Ho3+ ions in LiY1-xHoxF4.6 
It is possible that a spin will absorb a phonon at one frequency and emit at 
another. At high temperatures this is called a Raman process, and at low temperatures an 
Orbach process. In a simple Orbach process where a spin has only three energy levels as  
 in figure 1.4.1, transitions between the lower two states |a> and |b> of a ground doublet 
occur through a single excited state |c>. If the states |a> and |b> have energies -½δ and 
+½δ and the state |c> has energy Δ, then the figure shows a phonon of energy E absorbed 
by a spin in state |a> and then emitted with energy E + δ, thereby scattering the phonon 
an amount δ. It is assumed that broadening of the doublet levels may be ignored in 
comparison with that of the excited state, and the lifetime of the excited state τc is limited 
only by the spontaneous emission of phonons in transitions to the ground doublet. While 
broadening of the excited state has no influence on the energy change when scattering 
occurs (because broadening allows the phonon to have an energy E different from Δ±δ 
only by a small amount of the order ħ/τc), it does govern the probability that phonons 
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To further clarify the roles of the different types of relaxation, in 2003 the group 
followed up their measurements with field-dependent AC susceptibility of 
LiY0.999Ho0.001F4 and painted a clear picture of multi-spin relaxation processes21. With 
equally spaced energy 
levels, some simultaneous 
multi-spin transitions may 
conserve total energy but 
not conserve the total 
magnetization of the 
system. Two new types of 
relaxation came from this 
idea; co-tunneling where 
two spins initially in the 
same electronic state flip 
simultaneously to the 
opposite state (solely 
responsible for half-integer 
n anomalies), and dipolar-
biased tunneling where 
only one spin flips. A third multi-spin flip-flop process is also allowed, but does not 
contribute to the relaxation of the magnetization. This is associated with the spin-
diffusion phenomenon and represents two spins of opposite initial state flipping 
Figure 1.5.2 Plot showing the qualitative signatures of relaxation 
processes in dilute LiY1-xHoxF4, matching what previous authors have 
seen as described in the text. Data is for x = 0.0017 and will be 
presented in more detail in Chapter 3. 
n+½ 
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simultaneously.  
To sum up the relaxation processes and how they manifest themselves in ac 
susceptibility data, there are three ways in which the system can come into equilibrium. 
The first is through quantum tunneling of the magnetization at ALCs, which only occurs 
at integer n and at millikelvin temperatures. The second and third occur when the energy 
levels are equally spaced. The second is spin-phonon induced tunneling, which has the 
longest relaxation time and is manifest by broad peaks (peaks) in χ’ (χ’’) at integer n 
values. The third is cross-relaxation between Ho3+ ions and can either be dipolar biased 
tunneling which causes narrower peaks (dips) in χ’ (χ’’) at integer n values, or co-
tunneling which causes short peaks (peaks) in χ’ (χ’’) at half-integer n values. Refer to 
figure 1.5.2 for example. 
A microscopic theory of relaxation rates was further developed by Bertaina and 
Malkin in 20066 and 200822,7 through numerical simulations which take into account the 
effects of crystal field, electron-phonon, and hyperfine interactions, as well as cross-
relaxation processes and phonon bottleneck effects.  
In this thesis I take this work forward by performing the same types of studies as 
the previously mentioned groups, now at progressively higher concentration. More 
specifically, I will compare ac susceptibility experiments with simulations and from 
them, assign values to the parameters associated with the different relaxation processes 
occurring within the sample. From this knowledge it will be possible to predict the 
outcome of muon spin relaxation (μSR) experiments, which will be performed and 
compared with prediction. This will be attempted for each of the available concentrations. 
 - 21 - 
 
The combination of these two probes will hopefully create a clearer picture of how 
magnetic correlations begin to play a role in the spin dynamics, and in what specific ways 
the current single-ion model fails to describe those dynamics at higher concentrations. In 
essence, I am using both local and bulk dynamical probes to measure the relevant 
strength of interactions to determine the ground state and its evolution with 
concentration. 
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Chapter 2 – Dynamic Susceptibility 
2.1 Theoretical background 
When making magnetic measurements on any sample the place to start is with the 
moment m, classically equated to the field produced by a current in a loop, or more often 
associated with quantum mechanical orbits and spins of the elementary particles in a 
material; it is a measure of the magnetic field coming from the sample itself. The quantity 
of interest when comparing one sample to another then becomes the moment per volume, 
or volume magnetization M, defined  
 ܯ ≡ ݉/ܸ (2.1.1) 
If the alignment of the moments inside a sample is susceptible to the application of an 
external magnetic field, then we can define magnetic susceptibility χ as “the intensity of 
magnetization acquired by an infinitely thin bar placed lengthwise in a uniform field of 
unit magnetic force.”23 If the sample cannot be approximated by an infinitely thin rod, 
then one must consider demagnetizing fields. These come about when all the magnetic 
moments inside a solid change the field inside the solid by virtue of their own fields. The 
effect is entirely dependent on geometry and often difficult to calculate. It requires that 
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we convert the susceptibility that is measured into the actual internal susceptibility of the 
sample, the practical aspects of which are addressed in section 2.6. For now we have a 
definition of magnetic susceptibility as the ratio of magnetization M to applied magnetic 
field strength H.  
 ߯ ൌ ܯ/ܪ (2.1.2) 
 In a DC magnetization experiment, the applied magnetic field is usually constant 
and the magnetic moment of the sample does not change with time, so the DC or static 
susceptibility is found by simply dividing the measured magnetization by the field.  
 ߯஽஼ ൌ ܯ/ܪ஽஼ (2.1.3) 
These measurements may be done using a detection coil, where the flux in the 
coil is changed by physically moving the sample in and out of the coil, or by putting a 
sample on a torque magnetometer at some angle with a static field where M is related to 
the measured torque from m×H. Even in a vibrating sample magnetometer (VSM), where 
an AC output signal is measured from a detection coil by periodically moving a sample 
inside the coil, the signal is not due to the variation of the sample magnetization itself. 
However, the magnetization inside a sample may change in response to a 
changing magnetic field, and the moment will follow the applied field cycle. In this case 
the changing flux is due to the changing moment of the sample and not due to the 
moment itself. In this way the AC susceptibility must be defined by the slope of the 
magnetization curve. 
 ߯஺஼ ൌ ௗௌு (2.1.4) 
There is additional physics to be learned from such experiments, since part of the 
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magnetization will change in phase with the applied ac field, while another part will be 
out of phase with it. This allows for the study of magnetodynamics through the complex 
susceptibility. To see the complex nature of χ we note that an oscillating field and 
magnetization can be written as  
 ܪሺݐሻ ൌ ܪ଴݁௜ఠ௧ 
 ܯሺݐሻ ൌ ܯ଴݁௜థሺఠሻ݁௜ఠ௧ (2.1.5) 
where the phase ϕ has frequency dependence. The complex susceptibility is now  
 ߯஺஼ ൌ ௗௌு ൌ
డெ
డሺఠ௧ሻ
డሺఠ௧ሻ
డு ൌ
௜ெబ௘೔ഝ௘೔ഘ೟
௜ுబ௘೔ഘ೟  
 ൌ ெబுబ ݁
௜థሺఠሻ (2.1.6) 
which will have both real and imaginary parts that both depend on frequency. The 
customary way to write this is 
 ߯஺஼ ൌ ߯ᇱ െ ݅߯′′ (2.1.7) 
 where the physical meaning of χ’ is the part of the susceptibility that is in-phase with the 
oscillating magnetic field, and χ’’ is the out-of-phase part which is related to energy 
losses or absorption of energy by the sample from the AC field. To see how they are 
related we can write the energy of our system as 
 ܷ ൌ െܯሬሬԦ ∙ ܤሬԦ 
 ൌ െߤ଴ܯሬሬԦ ∙ ൫ܪሬԦ ൅ ܯሬሬԦ൯ 
 ൌ െߤ଴ܯሬሬԦ ∙ ܪሬԦ (2.1.8) 
If we let H(t) = H0*cos(ωt) and M(t) = H0*(χ’*cos(ωt+ χ’’*sin(ωt))) then the power is 
calculated as the time average 
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 ܲ ൌ ௗ௎ௗ௧
തതത 
 ൌ െߤ଴ ൬ௗெሺ௧ሻሬሬሬሬሬሬሬሬሬሬԦௗ௧ ∙ ܪሺݐሻሬሬሬሬሬሬሬሬሬԦ ൅ ܯሺݐሻሬሬሬሬሬሬሬሬሬԦ ∙
ௗுሺ௧ሻሬሬሬሬሬሬሬሬሬԦ
ௗ௧ ൰
തതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതത
 
 ൌ ߤ଴ ቀఠுబ
మఞᇱᇱ
ଶ ൅
ఠுబమఞᇱᇱ
ଶ ቁ 
 ൌ ߤ଴߱ܪ଴ଶ߯′′ (2.1.9) 
and is proportional to χ’’ as well as being positive by definition. The sign convention in 
Equations 2.1.7 is the one used by Abragam24 and in fact is practical, as raw data from 
experiments performed with a homebuilt susceptometer show χ’’ to be “upside-down”.  
So far this has all been classical, but in this work we compare experimental 
measurements with simulations that are calculated based on the quantum mechanical 
probabilities of transitions between energy levels, known from diagonalization of the 
system’s Hamiltonian. This will be described in depth in section 2.8, but to bridge the gap 
between the above treatment and that, we can relate the macroscopic value of the 
magnetization M to its corresponding quantum mechanical operator ࣧ through the use 
of a density matrix ρ describing the spin system. 
 ܯ ൌ 〈ࣧ〉 ൌ ܶݎሼߩࣧሽ (2.1.10) 
A detailed derivation provided by Abragam (Reference [24], p. 100-102) results in two 
compact forms for χ’’. The first uses the Heisenberg operator to express ࣧ as a function 
of time 
 ࣧሺݐሻ ൌ ݁௜࣢௧ࣧ݁ି௜࣢௧ (2.1.11) 
in order to write a correlation function 
 ܩሺݐሻ ൌ ܶݎሼࣧሺݐሻࣧሽ (2.1.12) 
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and χ’’ as 
 ߯ᇱᇱሺ߱ሻ ൌ ఠ௏௞ಳ்
ଵ
்௥ሼॴሽ ׬ cos	ሺ߱ݐ′ሻܩሺݐ′ሻ݀ݐ′
ஶ
଴  (2.1.13) 
where V is the volume of the sample. The second is a discrete sum where the summation 
is taken over the energy levels in the system where |En - Em| = ħω. 
 ߯ᇱᇱሺ߱ሻ ൌ ଶగ்௥ሼॴሽ
ఠ௏
ସ௞ಳ் ∑ |ۦ݉|ࣧ|݊ۧ|
ଶ௠,௡  (2.1.14) 
From this and the fact that χ’ and χ’’ are related through the Kramers Krönig relations, it 
is possible to calculate the dynamic susceptibility of a system from a knowledge of its 
Hamiltonian and energy levels.  
2.2 Measurement principle 
The following description is taken in part from the literature provided with the 
Oxford MagLabEXA system. This system was produced as a prototype and given to the 
Boston College Physics Department. Oxford Instruments neither sells nor services this 
model, nor do they maintain copies of the literature it came with. 
AC susceptibility measurements are obtained by applying a sinusoidally varying 
field to a primary (or “drive”) coil, and measuring the voltage induced in two oppositely 
wound secondary (or “pickup”) coils with a standard lock-in amplifier. The in- and out-
of-phase components of the measured AC voltage are proportional (in the low frequency 
limit of ω < 10 kHz) to the real and imaginary parts of the complex susceptibility by  
 ߯஺஼ ൌ ఈజఠூబ ܸ (2.2.1) 
where α is a calibration constant determined experimentally (discussed in section 2.6), υ 
is the fraction of the volume that the sample occupies inside the pick-up coil, ω is the 
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 ൌ ߤ଴ሺ1 ൅ ߯௧௢௧ሻܪሬԦ 
 ൌ ߤ଴൫1 ൅ ሺ1 െ ߥሻ߯஻௞௚ ൅ ߥ߯ௌ௔௠௣௟௘൯ܪሬԦ (2.3.2) 
where υ is the fraction of the pickup coil volume taken up by the sample. Inside the 
primary the applied field H is 
  (2.3.3) 
where n is the coil density and I is the AC drive current in the primary coil, driven at 
frequency ω. The flux through the N loops of the pickup is  
  
  (2.3.4) 
where r is the radius of the pickup coil. With a little foresight we will define the constant 
α such that 
 √ଶఈ ≡ ܰߤ଴݊ሺߨݎଶሻ (2.3.5) 
and now the mutual inductance between the primary and pickup is 
  
  (2.3.6) 
If a second pickup coil inside the primary, sufficiently far away from the first 
pickup coil and containing no sample is wound in the opposite direction from the first, 
then the total mutual inductance of the two pickups with the primary is 
znIH ˆ
  AdBNPickup 
  )()1(1
)(
2
0
2
rnIN
rNB
SampleBkg 



I
M Pickup
1
 SampleBkg   )1(12
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 ൌ √ଶఈ ൣ൛1 ൅ ሺ1 െ ߥሻ߯஻௞௚ ൅ ߥ߯ௌ௔௠௣௟௘ൟ െ ൛1 ൅ ሺ1 െ ߥሻ߯஻௞௚ ൅ ߥ߯௏௔௖௨௨௠ൟ൧ 
 ൌ √ଶఈ ߭߯ௌ௔௠௣௟௘ (2.3.7) 
where χVacuum = 0 is the susceptibility of the space where a sample would have been in the 
second pickup coil. The induced EMF is 
  
  (2.3.8) 
So that now, if we measure the RMS voltage on the pickup coils with a Lock-In 
Amplifier, we have 
  (2.3.9) 
where α can be calibrated experimentally using a sample with known magnetic 
susceptibility, such as a superconductor below Tc where χ’ = -1 and χ’’ = 0. 
AC Susceptibility measurements for this thesis were made with two 
susceptometers; one factory built and calibrated instrument from Oxford Instruments (the 
MagLabEXA) capable of measurement frequencies up to 10 kHz, the other a hand-built 
and wrapped susceptometer for frequencies up to 100 kHz. 
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2.4 MagLabEXA experimental setup 
Three different cryostats were used, each for different types of measurements on 
LiY1-xHoxF4. Most of the measurements (field dependent susceptibility at constant 
frequency below 10 kHz, DC extraction of the magnetization, and frequency dependent 
susceptibility below 10 kHz) were performed on the MagLabEXA system in an Oxford 
continuous flow Variable Temperature Insert (VTI), which fit inside a bath cryostat. The 
bath cryostat included a Nitrogen jacket, as well as an outer vacuum jacket and helium 
bath space. Liquid helium from the bath is passed through a sipper tube, vaporized by a 
heater, and let into the VTI to flow over the sample by a needle valve at the bottom of the 
insert. The helium vapor is pumped out the top of the insert with a rough pump. In this 
way the temperature is controlled both by varying the heater current and by throttling the 
needle valve. A digital temperature controller with appropriate PID (proportional-
integral-derivative controller) settings is used to set the amount of current in the heater. 
In the MagLabEXA system samples are loaded via a non-magnetic graphite 
sample stick, with samples held inside gelatin capsules attached to the bottom of the stick 
with Kapton tape. The sample stick is connected to a motor at the top of the cryostat and 
hangs down inside the VTI, placing the sample within one of the pickup coils, depending 
on the position of the motor. 
 - 31 - 
 
 
Figure 2.4.1  Diagram of the MagLabEXA system cryostat 
with VTI insert. (a) VTI (b) sample stick (c) sample in 
susceptometer (d) heater and needle valve (e) 
superconducting magnet (f) helium bath space (g) liquid 
nitrogen jacket (h) outer vacuum chamber (i) sample 
positioning assembly (j) rough pumping line. 
 
DC Extraction of the magnetization may be performed with the same instrument, 
whereby a sample of given moment is moved through the pair of pickup coils by a motor 
mounted at the top of the sample stick, which induces a voltage directly proportional to 
the sample’s moment. The experiment is performed by moving the sample from below 
the lower coil, through the centers of both, to above the upper coil then back again to 
finish at its starting position. The waveform is captured in a fast digital voltmeter and 
then downloaded to the controlling computer where the data is curve fitted and 
integrated. This is compared with the known moment from a calibration sample, the data 
from which is stored in the computer.  
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outside of the body held the windings for the primary coil in place, which had a total of 
945 turns and a room temperature resistance of ~40 Ohms.  
 The drive coil and pick-up coils were 
wound by slowly turning the lathe by hand, 
which held the susceptometer. The insulated 
copper wire was kept under tension and coated 
with GE varnish as it was fed onto the turning 
susceptometer body. The procedure was 
performed under a countertop microscope to 
minimize small imperfections in the windings. 
A precision potentiometer was connected to 
the lathe and a digital multimeter so that as the 
lathe rotated, the potentiometer shaft also 
rotated, so that the multimeter could be used 
as a turn counter. The pickup coils were 1 cm 
long and wound in opposite directions around 
the outside of the primary, centered on the body 1 cm apart. Each pickup coil had four 
layers and 255 turns. Together they had a room temperature resistance of ~30 Ohms. 
Winding them on the outside was more convenient for the purpose of balancing the signal 
at the end of the winding process. With the primary coil driven with a function generator 
it is possible to connect the wire being wound for the pickups to a lock-in amplifier, and 
wind or unwind the last turn until the signal balances as close to zero as is possible by 
        
Figure 2.5.2 Photograph of completed 
homebuilt susceptometer, mounted on insert 
stick. (a) pick-up coils (b) drive coil, extending 
beyond each pickup coil to ensure a uniform 
field (c) delicate coil wires connect to 
experiment wires through silver epoxy contacts 
(d) Cernox X69927 resistive thermometer 
(a) 
(c) 
(b) 
(d) 
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hand. 
Several things must be considered in the design of an AC susceptometer. One 
important consideration is field homogeneity. The drive coil must extend sufficiently far 
beyond each pickup coil such that each coil “sees” a uniform field. The pickup coils must 
also be separated sufficiently from each other such that the induced signal from one does 
not affect the other. The possibility of eddy currents is another danger. For example, a 
cap may be made to screw into the end of the susceptometer to hold a sample in place, 
and possibly provide thermal contact to an experimental platform, but if the cap is made 
of copper it must be sufficiently far from the drive coil so that eddy currents do not 
produce heating, or extraneous fringing fields that might be picked up by the secondary 
coils. A third consideration involves the electrical connections in the immediate vicinity 
of the susceptometer. If the leads of the primary and secondary coils are attached to wires 
using typical SN60 PB40 solder, then the superconducting transition of that solder will 
produce an enormous jump in the background at ~9 K. For this reason silver epoxy was 
used for the permanent wire connections. There is a tradeoff though, as the increased 
contact resistance of the epoxy versus solder will create some extra joule heating. 
One of the most important aspects in designing a susceptometer to work at high 
frequencies is the resonance of the circuit and the range over which the response will be 
linear (as equation 2.3.9 is linear in ω). Because we have an RLC circuit, there will be a 
resonance frequency and near this frequency the measured voltage will not be linear. 
Figure 2.6.1 (in the next section) shows the circuit diagram for the experiment. The total 
impedance for this circuit is 
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 ܼ௧௢௧ ൌ
భ
೔ഘ಴ሺோା௜ఠ௅ሻభ
೔ഘ಴ାோା௜ఠ௅
ൌ ோሺଵିఠమ௅஼ሻమାఠమ஼మோమ ൅ ݅
ఠ௅ିఠయ௅మ஼ିఠ஼ோమ
ሺଵିఠమ௅஼ሻమାఠమ஼మோమ (2.5.2) 
Setting the imaginary part to zero (because only the real part is physical measureable) and 
solving for ω gives25 
 ߱ ൌ ට ଵ௅஼ െ
ோమ
௅మ ൌ ߱଴ (2.5.3) 
The inductance and the current limiting resistance should be chosen so that ω0 is well 
above the frequency range of interest. 
2.6 Homebuilt susceptometer experimental setup 
To collect data with the homebuilt susceptometer the following equipment is 
used; a Hewlett Packard 3325A Function Generator to provide the AC current in the 
drive coil, a standard SR830 DSP Lock-In amplifier to measure the real and imaginary 
part of the AC voltage across the pickup coils, an Agilent 34410A Digital Multimeter to 
measure the voltage across the drive coil, an AVS-46 AC Resistance Bridge to measure 
temperature in conjunction with a CX-1030-CU-0.3L Cernox Resistor/Thermometer (0.3 
to 325 K), a 1434-G Type Decade Resistor box for regulating the current in the drive coil, 
and a Cryomagnetic Inc. CS-4 Magnet Power Supply with either a 3 or 9 Tesla 
superconducting magnet. 
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Figure 2.6.3 Diagram of the CRYO Industries bath cryostat. (a) helium 
bath space (b) 3 Tesla superconducting magnet (c) sample and 
susceptometer (d) nitrogen jacket (e) rough pumping line. 
 
 For isothermal field dependent measurements done at constant frequency above 
10 kHz, a Janis Research Co. Inc. SuperVariTemp (SVT) Insert gas-flow cryostat was 
used with a 9 Tesla superconducting magnet. Temperature in this system is controlled in 
much the same way as with the MagLabEXA system, mostly relying on the heater setting 
controlled by a LakeShore 340 temperature controller, except that it becomes more 
practical to control how strongly one pumps on the top of the insert, rather than 
periodically adjusting the needle valve. 
 For isothermal frequency dependent measurements above 10 kHz done at 
constant field, a CRYO Industries bath cryostat was used with a home built insert and a 3 
Tesla superconducting magnet. In this system, a constant temperature of ~1.8 K was 
desired, and achieved by pumping directly on the helium bath with a scroll pump. The 
 
(c) (b) 
(d) 
(e) 
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susceptometer was mounted on the bottom of the insert and submerged in liquid helium.  
Figure 2.6.1 shows 
the circuit diagram for 
experiments with the 
homebuilt susceptometer.  
The AC input voltage is 
provided by the function 
generator at a constant 10 V p-p through a coaxial cable with BNC connectors. This 
creates a small capacitance in the circuit denoted by C. The drive coil is connected in 
series with the resistor box R to regulate the drive current. The drive current is then 
measured by measuring the magnitude of VL with an Agilent 34410A Digital Multimeter. 
By viewing the part of the circuit with R and L in series as a voltage divider, 
 ௅ܸ ൌ ௦௅ோା௦௅ ௜ܸ௡ (2.6.1) 
 ோܸ ൌ ோோା௦௅ ௜ܸ௡ (2.6.2) 
 ܫ ൌ ௏೔೙ோା௦௅ (2.6.3) 
where s=iω. By rewriting equation 2.4.1 in terms of the unknown sL and putting this into 
equation 2.4.3,  
 ܫ ൌ ௏೔೙ோା ೇಽೃೇ೔೙షೇಽ
ൌ ௏೔೙ି௏ಽோ  (2.6.4) 
it is seen that the magnitude of the current in the drive is known from the measured 
voltage on the coil and the settings of the input voltage and resistance R. Because of the 
complex impedance of the drive coil, this current will have a real and an imaginary part, 
 
Figure 2.6.1 Circuit diagram for the homebuilt susceptometer, 
described in the text. 
Ṽ C 
C 
R 
L 
 
 
 
Vpickup
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 ܫሺ߱, ݐሻ ൌ ௏బ௘೔ഘ೟ோା௜ఠ௅ ∙
ோି௜ఠ௅
ோି௜ఠ௅ 
 ൌ ோ௏బ௘೔ഘ೟ோమାሺఠ௅ሻమ െ ݅
ఠ௅௏బ௘೔ഘ೟
ோమାሺఠ௅ሻమ (2.6.5) 
with magnitude 
 |ܫሺ߱, ݐሻ|ோெௌ ൌ ௏బ√ଶඥோమାሺఠ௅ሻమ (2.6.6) 
 Equation 2.6.6 shows that at high frequencies the current will be attenuated. This 
will have implications for how susceptibility is measured above ~10 kHz. The time 
derivative of the current becomes 
 ௗௗ௧ ܫሺ߱, ݐሻ ൌ
ఠమ௅௏బ௘೔ഘ೟
ோమାሺఠ௅ሻమ ൅ ݅
ఠோ௏బ௘೔ഘ೟
ோమାሺఠ௅ሻమ (2.6.7) 
with the root-mean-square of the real and imaginary part  
 ܴ݁ ቂௗூௗ௧ቃோெௌ ൌ
ఠమ௅௏బ
√ଶሺோమାሺఠ௅ሻమሻ ൌ ܫଵᇱ  (2.6.8) 
 ܫ݉ ቂௗூௗ௧ቃோெௌ ൌ
ఠோ௏బ
√ଶሺோమାሺఠ௅ሻమሻ ൌ ܫଶᇱ  (2.6.9) 
Now from equation 2.2.8, the relationship between the measured EMF, susceptibility, and 
the time derivative of the current is 
 ߯ ൌ ఈజ
௏
ௗூ/ௗ௧ ൌ
ఈ
జ
௏భା௜௏మ
ூభᇲା௜ூభᇲ  (2.6.10) 
 ߯ᇱ ൅ ݅߯ᇱᇱ ൌ ఈజ ൤
௏భூభᇲା௏మூమᇲ
൫ூభᇲ൯మା൫ூమᇲ൯మ
൅ ݅ ௏మூభᇲା௏భூమᇲ൫ூభᇲ൯మା൫ூమᇲ൯మ൨ (2.6.11) 
This now becomes the relationship with which one would measure dynamic magnetic 
susceptibility at high (10-100 kHz) frequency, with χ’ associated with the first term in 
2.5.11 and χ’’ associated with the second. It can be seen that this depends on the 
knowledge of L (which can only be estimated by knowing the number of coils used to 
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construct the susceptometer, or fit from VL vs frequency data) and also knowledge of R 
(which includes the resistance in the lines and so is not simply the value set on the decade 
box).  
 For this reason it would be better to perform the experiment by using two Lock-In 
amplifiers, one to measure the pick-up coils and the other to measure the real and 
imaginary part of the voltage in the drive coil. In this way, the real and imaginary part of 
the time derivative of the current would be obtained experimentally without having to 
rely on estimated quantities. This will not be done in this project as the resulting data 
would have been beneficial but not crucial to the conclusions of this thesis. I mention it 
for the sake of future experiments because as they say, “hindsight is 20-20.”  
2.7 Susceptometer calibration 
The procedure for calibrating an ac susceptometer was taken from the literature 
provided with the MagLabEXA system and adapted for the homebuilt susceptometer. 
Both systems were calibrated with the spherical Nb sample provided with the 
MagLabEXA system, but the MagLabEXA system was calibrated at the factory.  
In general, calibration is performed by simply measuring a sample with known 
susceptibility, and solving for the constant α. However, for a proper calibration we must 
also consider the phase angle φ, the demagnetization factor D of the sample, and the 
nonzero background. To account for these things we perform frequency sweeps below Tc 
of a superconducting standard (a Nb sphere for example), measuring first the known 
sample, then repeating the measurement with the susceptometer empty. It is then a matter 
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of solving the following equation 
 ൤߯௠
ᇱ
߯௠ᇱᇱ ൨ ൌ
ఈ
జ ൤
ܿ݋ݏ߮ െݏ݅݊߮
ݏ݅݊߮ ܿ݋ݏ߮ ൨ ൦
௏భூభᇲା௏మூమᇲ
൫ூభᇲ൯మା൫ூమᇲ൯మ
௏మூభᇲା௏భூమᇲ
൫ூభᇲ൯మା൫ூమᇲ൯మ
൪ (2.7.1)   
and creating a chart of α and φ at each frequency. Here V1=V’s – V’e and V2=V’’s – V’’e 
where the primes and double primes refer to the in-phase and out-of-phase components, 
and the subscripts s and e refer to measurements done with a sample and empty. 
 A note about the demagnetization factor D. The internal magnetic field Hint inside 
a magnetic material will differ from the applied external field Hext depending on the 
geometry of the sample.  
 ܪ௜௡ ൌ ܪ௘௫௧ െ ܦܯ (2.7.2) 
where M is the magnetization of the material. Below is a table of D for typical sample 
geometries. 
Geometry D 
Sphere 1/3 
Long needle (H ┴ axis) 1/2 
Long needle (H // axis) 0 
Thin plane (H ┴ normal) 1 
Thin plane (H // normal) 0 
Table taken from MagLabEXA documentation 
  
This in turn leads to a difference between the measured susceptibility χm and the actual 
internal susceptibility χin. 
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 ߯௜௡ ൌ ெு೔೙ ൌ
ఞ೘
ଵି஽∙ఞ೘ (2.7.3) 
 ߯௠ ൌ ெு೐ೣ೟ ൌ
ఞ೔೙
ଵା஽∙ఞ೔೙ (2.7.4) 
 Now since χ is a complex quantity with real and imaginary parts, we must 
separate out the real and imaginary parts of equations ߯௜௡ ൌ ெு೔೙ ൌ
ఞ೘
ଵି஽∙ఞ೘ (2.7.3) and 
߯௠ ൌ ெு೐ೣ೟ ൌ
ఞ೔೙
ଵା஽∙ఞ೔೙ (2.7.4) by multiplying the numerator and denominator by the 
complex conjugate of the denominator. 
 ߯௜௡ᇱ ൅ ݅߯௜௡ᇱᇱ ൌ ఞ೘
ᇲ ା௜ఞ೘ᇲᇲ
ଵି஽ሺఞ೘ᇲ ା௜ఞ೘ᇲᇲ ሻ
ଵି஽ሺఞ೘ᇲ ି௜ఞ೘ᇲᇲ ሻ
ଵି஽ሺఞ೘ᇲ ି௜ఞ೘ᇲᇲ ሻ 
 ൌ ఞ೘
ᇲ ି஽ቂ൫ఞ೘ᇲ ൯మା൫ఞ೘ᇲᇲ൯మቃା௜ఞ೘ᇲᇲ
ଵିଶ஽ఞ೘ᇲ ା஽మቂ൫ఞ೘ᇲ ൯మା൫ఞ೘ᇲᇲ൯మቃ
 
 ߯௜௡ᇱ ൌ ఞ೘
ᇲ ି஽ቂ൫ఞ೘ᇲ ൯మା൫ఞ೘ᇲᇲ൯మቃ
ଵିଶ஽ఞ೘ᇲ ା஽మቂ൫ఞ೘ᇲ ൯మା൫ఞ೘ᇲᇲ൯మቃ
 (2.7.5) 
 ߯௜௡ᇱᇱ ൌ ఞ೘
ᇲᇲ
ଵିଶ஽ఞ೘ᇲ ା஽మቂ൫ఞ೘ᇲ ൯మା൫ఞ೘ᇲᇲ൯మቃ
 (2.7.6) 
And similarly, the measured susceptibility in terms of the internal susceptibility becomes 
 ߯௠ᇱ ൌ ఞ೔೙
ᇲ ା஽ቂ൫ఞ೔೙ᇲ ൯
మା൫ఞ೔೙ᇲᇲ ൯
మቃ
ଵାଶ஽ఞ೔೙ᇲ ା஽మቂ൫ఞ೔೙ᇲ ൯
మା൫ఞ೔೙ᇲᇲ ൯
మቃ (2.7.7) 
 ߯௠ᇱᇱ ൌ ఞ೔೙
ᇲᇲ
ଵାଶ஽ఞ೔೙ᇲ ା஽మቂ൫ఞ೔೙ᇲ ൯మା൫ఞ೔೙ᇲᇲ ൯మቃ
 (2.7.8) 
For a spherical superconducting sample where χ’in = -1, χ’’in = 0 and D = 1/3, χ’m = -1.5 
and χ’’m = 0. Inspection of equations 2.6.5 and 2.6.6 shows a potential caveat when 
measuring thick films where D ≈ 1, χ’m ≈ 1, and χ’’m ≈ 0. In this case, χ’in and χ’’in will 
diverge. 
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After performing both frequency sweep experiments, the data from the empty 
susceptometer is subtracted from that of the sample, and a data file OffSub.txt is created 
with columns for frequency, V1 and V2, where 
 V1=
e
e
s
s
I
V
I
V ''   (2.7.9) 
 V2=
e
e
s
s
I
V
I
V ''''   (2.7.10)  
The following Mathematica script was used to read V1 and V2 for each frequency 
and return a text file with φ at each frequency such that any signal in V2 would be 
completely rotated into V1. At high frequencies this step becomes problematic because of 
the non-zero dissipation in all superconductors at non-zero frequencies. This dissipation 
is ~ω2 and must be subtracted off before the following script is run. 
 
After using PhaseTable2 (the smallest rotation at low frequencies) to rotate the 
data in OffSub.txt, α is calculated from V1 by 
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1V
fm   (2.7.11)  
Sample results for α and  versus frequency are plotted below. The low frequency 
assumptions for this derivation work quite well in the region below 1500 Hz, and would 
be usable for most applications up to 10 kHz. As discussed previously, at higher 
frequencies, χm must take into account the frequency dependent real and imaginary 
components of the time derivative of the current in the drive coil. 
Figure 2.7.1 (a) calibration constant α and (b) phase 
correction φ plotted vs frequency. 
2.8 Computer simulations 
Simulations of the dynamic susceptibility were carried out by Professor Boris 
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Malkin for comparison with our experimental data. What follows is a description, 
provided by Professor Malkin, of the theory behind those simulations. It will be included 
in our paper, to be submitted for publication to Physical Review B.  
First, we review the model used to simulate the AC-susceptibility, as recounted in 
detail in Reference [6]. Energies En (n = 1 to 136) and the corresponding wave functions 
of electron-nuclear sublevels of the ground multiplet 5I8 of the 165Ho3+ ions with the 
nuclear spin I = 7/2 were obtained by numerical diagonalization of the Hamiltonian  
 0   CF hf Q Z RCFH H H H H H      (2.8.1) 
containing the crystal field energy (HCF), the hyperfine magnetic (Hhf=AJ·I) and 
quadrupole (HQ) interactions, the electronic Zeeman energy HZ=gJ μBJ·B (gJ is the Landé 
factor, B is the Bohr magneton, J is the total electronic angular moment), and the 
effective interaction with random crystalline strains HRCF.  
The dynamic susceptibility of a highly dilute sample at temperature T is 
considered as the sum of single-ion susceptibilities12 
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where the static susceptibility equals  
 , ,0 , , 0 0 0
,
/ ( - )nk knnn nn n B k n
n n k n nk
m m
m m k T              (2.8.3) 
Here nk is the homogeneous width of transitions with frequency nk=(En-Ek)/ , 
kB is the Boltzmann constant, 0n = exp(-En/kBT)/ exp( / )p Bp E k T  is the relative 
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population of the state n, m,nk and ,nnm  are matrix elements of the electronic magnetic 
moment (m=-gJBJ) and its fluctuation (    m m m ) components, respectively,  and 
W is the relaxation matrix with the components  
 ( ) , 0 , 0 , 0( )   ( )
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W W W W W n m        
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m n
W W

   (2.8.4) 
The first term on the right hand side of Eq. 2.8.4 corresponds to energy exchange 
between the Ho3+ ion and the phonon bath. The renormalization of the one-phonon 
transition probabilities / / 1| ( 1) |mn B mn Bk T k Tm n mnW w e e
  
     due to the phonon 
bottleneck effect has been taken into account in the simulations:  
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here v is the average sound velocity, ( )ph mn   is the lifetime of resonant phonons, N is 
the number of the Ho3+ ions per unit volume, and mn  is the total width of the transition 
m-n. The restriction of relaxation rates due to narrowing of the lattice modes (phonon 
bottleneck effect section 1.4) is represented by bottleneck factors 
2 32 ( ) / 3mn ph mn mnP v N     . Two different bottleneck factors were considered as 
fitting parameters; Pg representing the low-frequency transitions between the hyperfine 
sublevels of the ground electronic doublet, and Pe for the high-frequency transitions 
between the sublevels of the first excited singlet 21 and the ground doublet. The values 
of these parameters are reported and discussed in the next chapter. Note that increases of 
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the bottleneck factors Pe and Pg (from narrowing of the transition width mn ) further 
restrict and therefore decrease phonon relaxation rates. 
The second term in Eq. 2.8.4 accounts for Ho-Ho cross relaxation processes. The 
rates were calculated according to the expression 
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where the coefficients kij were determined earlier22 (only k44 was increased up to 0.18 as 
compared to 0.13 in Reference [22])  and the cross-relaxation form function was 
considered as Gaussian with dispersion : 
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The parameter  is the average dipolar interaction energy between two Ho ions, 
and the last term in 2.8.6 has been introduced to account for the interaction between Ho3+ 
ions through the lattice dynamic deformations26. In the simulations, we have accounted 
for all possible cross-relaxation and one phonon transitions between the lower 64 
electron-nuclear states of the Ho3+ ions corresponding to the ground crystal field doublet 
3,41, excited singlets 21 (6.85 cm-1), 22 (23 cm-1), 11 (48 cm-1), 12 (57 cm-1), and the 
first excited doublet 3,42 (72 cm-1). The terms in parentheses indicate corresponding 
crystal field energies. Most of the parameters which we use in simulations of the AC-
susceptibilities (e.g., crystal field parameters, electron-phonon coupling constants, 
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parameters of random crystal fields, and spectral widths of the transitions between 
electron-nuclear sublevels of the Ho3+ ions) have been determined in previous studies of 
optical and EPR spectra and AC-susceptibilities in low-x LiY1-xHoxF4 samples (x ≤ 
0.0027)6,22,27,28,28.  
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Chapter 3 – Susceptibility measurements of LiY1-
xHoxF4 
 In this chapter I present a comparison between measured and simulated ac 
susceptibility on LiY1-xHoxF4 at concentrations x = 0.0017, 0.0085, 0.0408 and 0.0855. 
An understanding of the physics at play will come from tracking the relevant parameters 
in the relaxation matrix W, discussed previously in 2.8. This matrix describes two types 
of processes; those involving relaxation with the phonon bath, and those describing cross-
relaxation between Ho3+ ions. 
In discussions of relaxation with the phonon bath, we consider transitions of a 
single Ho3+ ion, between energies Em and En, mediated through exchange of a phonon 
with the lattice. These transitions occur at frequencies ωmn = (Em - En)/ħ. Broadening of 
the levels Em and En increases the frequencies at which the Ho3+ ion can exchange 
phonons with the lattice, decreasing the phonon bottleneck, and increasing the phonon 
relaxation rate. This broadening is represented in the calculations by the parameter Δωmn 
and is inversely proportional to the phonon bottleneck factors, two of which we are 
particularly interested in; Pg concerning transitions between hyperfine sublevels, and Pe 
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concerning transitions between the ground doublet and first excited singlet. As stated 
before, decreases in these indicate increases in phonon relaxation rates.  
In discussions of cross-relaxation between Ho3+ ions, we consider simultaneous 
transitions of two Ho3+ ions, one at frequency ωnp and the other at frequency ωlm. The 
probability of these simultaneous transitions occurring is calculated using Fermi’s golden 
rule,6  
 ௡ܹ௣,௟௠஼ோ ൌ 〈|ۦ݊, ݈|ܪଵଶ|݌,݉ۧ|ଶ〉ߜ൫߱௡௣ െ ߱௟௠൯ (3.8.8) 
where the delta function is replaced with a Gaussian function gCR(ωnp - ωlm). This 
Gaussian cross-relaxation line shape function governs the probability of simultaneous 
transitions occurring, and is centered at  
 ߱௡௣ െ ߱௟௠ ൌ ԰୼
మ
ଶ௞ಳ் (3.8.9) 
 where the dispersion Δ determines how broad this function is and the average dipolar 
interaction energy between the Ho3+ ions δ (different from the delta function) determines 
its amplitude. See equations 2.8.6 and 2.8.7. An increase in either parameter indicates an 
increase in cross-relaxation rates. Increases in Δ will broaden the range of frequencies at 
which relaxation is possible, and we expect this to cause a widening at higher 
concentrations of features that, at lower concentrations, were observed in previous works 
to be quite sharp. This may even remove some previously observed features all together 
(for example co-tunneling at half integer n) as they are “smeared out” by features with 
larger amplitudes (such as dipolar biased tunneling). 
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3.1 Sample preparation / characterization 
For this work samples of LiY1-xHoxF4, grown by Dr. Alexandra M. Tkachuk at the 
S. I. Vavilov State Optical Institute in St. Petersburg, Russia, were studied with nominal 
concentrations of 0.2%, 1%, 5% and 10%. For magnetization and susceptibility 
measurements, samples were cut with a South Bay Wire Saw (model 810) to 
approximately 2x2x8 mm with the c-axis parallel the 8 mm side. Orientation of the 
crystal may have been off by as much as 7˚, according to x-ray diffraction measurements 
on the nominal 1% sample. 
To verify the concentrations, dc extraction of the magnetization was performed by 
sweeping the applied magnetic field along the c-axis while keeping temperature constant.  
The concentration x can be 
known by relating the 
value M at which the 
magnetization saturates to 
the known mass of the 
sample and the formula 
unit weight. The total mass 
ms of the sample is the 
formula unit weight 
multiplied by the number 
Ns of units 
 ݉௦ ൌ ௦ܰሺ݉௅௜ ൅ ሺ1 െ ݔሻ݉௒ ൅ ݔ݉ு௢ ൅ 4݉ிሻ (3.1.1) 
Figure 3.1.1 DC magnetization data for all four samples, showing 
saturation of the Ho3+ moments at large fields. The figure is labeled 
with the actual concentrations of the samples, as calculated from 
equation 3.1.3. 
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where mLi, mY, mHo, and mF are the masses of the elements Lithium, Yttrium, Holmium 
and Fluorine respectively. The magnetization of the paramagnetic sample in a field large 
enough to saturate it is 
 ܯ ൌ ߤு௢ݔ ௦ܰ (3.1.2) 
where μHo is the effective dipole moment of a single Ho3+ ion (6.98 ±0.02 μB (expt) 6.88 
μB (theor))29 and xNs is the number of formula units that have a Ho3+ ion. Combining 
equations 3.1.1 and 3.1.2 gives 
 ݔ ൌ ௠ಽ೔ା௠ೊାସ௠ಷഋಹ೚೘ೞ
ಾ ି௠ಹ೚ି௠ೊ
 (3.1.3) 
Such a simple determination of x is possible only because the lattice parameters are 
essentially unchanged upon substitution of Ho3+ for Y3+. The actual concentrations of the 
samples in this study were measured to be x = 0.0017, 0.0085, 0.0408 and 0.0855. It is 
interesting to note that actual sample concentrations are ~85% the nominal concentrations 
in all cases except for the x = 0.0408 sample, which is ~82% the nominal x = 0.05. 
3.2 Frequency dependence 
We measured the frequency dependence of the ac susceptibility at a fixed field of 
38.5 mT (to avoid features at whole or half integer n values) for x = 0.0017 and 0.0085 
(shown in Figure 3.2.1). We look for the frequency dependence of the ac susceptibility to 
show a roll-off in χ’ and a maximum in χ’’ similar to what was described in section 1.4 
and shown in figure 1.4.1.  Although there are many different relaxation processes 
occurring within the sample, a roll-off in χ’ and maximum in χ’’ will be referred to as 
defining a characteristic frequency f0 of Ho3+ spin fluctuations, in keeping with the 
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language of Reference [21]. 
Measurements match simulations well for the two lowest concentrations. For x = 
0.0017 a maximum in χ'' and roll-off in χ' are centered at approximately 400 Hz, in 
agreement with the results of Bertaina et 
al. Measurements on the x = 0.0085 
sample agree with the data for x = 0.0017 
up to approximately 400 Hz, and then 
deviate qualitatively at higher frequencies. 
There is a significant roll-off in χ' that has 
not saturated by 10 kHz; similarly χ'' 
increases monotonically with no 
maximum reached by 10 kHz. While these 
features dominate the behavior of the 
curve, we note that a small inflection 
(shoulder) in χ' (χ'') appears at ~ 400 Hz 
(similar to the features observed for x = 
0.0017 at the same frequency). 
Simulations at this concentration are extrapolated to 100 kHz, one decade beyond 
measurement. They show the roll-off and maximum occurring between 10-20 kHz. 
In the sample with x = 0.0017, the position of the maximum in χ’’ is determined 
by interactions between the Ho3+ ions and the phonon bath, but in the sample with x = 
0.0085 the calculated frequency of the main maximum (~14 kHz) is determined by the 
Figure 3.2.1  Frequency dependence of the dynamic 
susceptibility in a constant 38.5 mT field for x = 
0.0017 and x = 0.0085. Open symbols represent 
experimental data, solid lines are the result of 
simulation. 
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cross-relaxation rates which become effective even at fields between ALCs due to a large 
width of the cross-relaxation form-function gCR.  
This conclusion is supported indirectly from other measurements in this work, 
although an attempt to directly measure the frequency dependence up to 100 kHz at all 
concentrations met with technical challenges that were discussed in section 2.6. 
3.3 Field dependence 
We performed measurements of the magnetic field dependence of χ’ and χ’’ at 
constant frequencies and temperature T = 1.75 K for x = 0.0017, 0.0085, 0.0408 and 
0.0855. Activation of the dynamical relaxation processes between energy levels requires 
a constant field sweep rate, dH/dt applied parallel to the c-axis. By the adiabatic theorem, 
a system remains in its eigenstate if dq/dt (where q is some parameter such as atomic 
separation, electric field, etc.; in this case magnetic field) is swept infinitely slowly, and 
there is a gap between the current eigenstate and the next. Therefore, in order to induce 
transitions between levels, the rate dq/dt must be fast enough so as to sufficiently increase 
the diabatic (opposite of adiabatic) transition probability (by the Landau Zeener 
formulation30). 
Different sweep rates were tried between 0.01 and 0.24 T/min. As shown in figure 
3.3.1 there is little difference in this range (in that the signatures of dynamics are 
observed), so a rate of 0.02 T/min was chosen for most measurements to give the desired 
density of points. 
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Figure 3.3.2 AC susceptibility on LiY1-xHoxF4 (x = 0.0085) at different 
magnetic field sweep rates. A sweep rate of dH/dt = 0.02 T/min was typically 
chosen for field dependent susceptibility measurements. 
 
For x = 0.0017, at field values corresponding to ALCs, cross-relaxation processes 
are effective and in between the crossings the cross-relaxation processes are negligible 
indicating that the dispersion  is small, which is expected for this low concentration. 
Measurements (Figure 3.3.2) showed characteristic peaks (dips) in χ’ (χ’’) at resonant 
field values Hn (-7 ≤ n ≤ 7), an additional peak at n = 8, and smaller features at half-
integer n values, all agreeing with the previous work of 6,7,21. As we increased the 
measurement frequency we observed a suppression of the small peaks at half-integer n in 
χ’, and a ‘dip-to-peak’ transition in χ’’ between 800 and 3000 Hz, again agreeing with 
observations of Bertaina et al.6 when the measurement frequency is increased above the 
effective relaxation rate. 
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Figure 3.3.1 Measured (bold) and calculated (thin) susceptibilities χ’(ω) and 
χ’’(ω) of LiY1-xHoxF4 (x = 0.0017) at T = 1.8 K and constant frequencies; 800 
Hz, 3 kHz, 5 kHz, 10 kHz. 
 
The field dependence of χ’ and χ’’ in the sample with the 5-times increased 
concentration x = 0.0085 (see Figure 3.3.2) exhibits subtle but important differences 
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compared to the data for x = 0.0017. Peaks (dips) in χ’ (χ’’) continue to occur at ALCs for 
-7 ≤ n ≤ 7 and n = 8, however at 800 Hz the features are significantly broader than those 
seen in the x = 0.0017 sample, implying the dispersion Δ has increased with 
concentration and, at this frequency, is smearing out the signatures of co-tunnelling. 
These become sharper as frequency is increased, and at 10 kHz we see a flattening of the 
regions between the dips in χ''. At 100 kHz the amplitude of the sharp peaks at Hn values 
is larger for odd n than for even, which agrees with the largest tunnel splittings at the 
ALCs, as predicted by Giraud et al.4 and seen by Graf et al.18 in transverse field μSR 
measurements. The loss of the half-integer peaks in the field dependences induced by co-
tunneling processes is reproduced in simulations, which confirm significant broadening 
of the cross-relaxation form-function gCR(ωpn- ωlm) by an increase in the dispersion Δ.  
Figure 3.3.2 Measured (bold) and calculated (thin) susceptibilities χ’(ω) and 
χ’’(ω) of LiY1-xHoxF4 (x = 0.0017) at T = 1.8 K and constant frequencies; 800 
Hz, 3 kHz, 10 kHz, 18 kHz, 32 kHz and 56 kHz. 
 
There are two types of ‘dip-to-peak’ crossover observed in χ'' at this 
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concentration. One, as seen in the x = 0.0017 sample, occurs at all ALC field values Hn. 
These occur a frequency of 18 kHz, which is 6-times the crossover frequency found for x 
= 0.0017, close to the concentration ratio of 5, and consistent with the prediction that 
relaxation rates increase with increasing concentration. The other is a crossover of a 
much broader feature superimposed on the ALC signatures, and centered at zero field. At 
800 Hz, χ'' has a dip at zero field with peaks at ± 0.2 T, and with increasing frequency 
these develop into a broad peak at zero field by 10 kHz. The crossover seems to occur 
near 3 kHz. To reproduce these broad features in our simulations, we had to increase the 
width  of the cross-relaxation form-function linearly with x and, according to trends 
found earlier, to compensate this broadening by also increasing the cross-relaxation 
strength parameter 2, indicating that cross-relaxation processes are no longer negligible 
at field values in between the resonant fields Hn. It is also interesting that we had to 
decrease the phonon relaxation rates by increasing the phonon bottleneck factors Pe and 
Pg (see Table 3.3.1). In Reference [6] Pe and Pg were found to anomalously decrease with 
increasing x (for very low x values); the return of the expected increase in the P factors 
with x may be caused by a sub-linear increase of the transition widths on concentration x 
for x > 0.005. See table 3.3.1 and figure 3.3.3 for the evolution of simulation parameters 
with concentration x. 
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Figure 3.3.3 Simulation parameters plotted against concentration. Open symbols 
represent results from the present work.  (a) Bottleneck factor concerning 
transitions between hyperfine levels. (b) Bottleneck factor concerning transitions 
between the ground doublet and first excited singlet. (c) Width of Gaussian 
describing level broadening (d) The average dipolar interaction energy between 
two Ho ions. 
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Table 3.3.1 Parameters of the phonon bottleneck and cross relaxation in LiY1-xHoxF4 crystals. Results of 
the present work are in bold, α = -1/450 is the reduced matrix element for 2nd rank spherical tensor 
operators. 
 Units Concentration of Ho3+ ions (in %) 
0.104 0.13 0.157 0.17 0.27 0.85 0.048 
Pe (2π·109)2 
s-1 
5.2 4.4 3.6 2.5 2.0 4 12 
Pg (2π·109)2 
s-1 
55 45 36 26 18 50 120 
Δ MHz 185 185 220 400 240 2000 2200 
δ 107 s-1 7.0 7.73 8.6 4.06 11.2 12.8 40 
ε α-4 0.04 0.04 0.04 0.0247 0.04 0.0247 0.0247
 
Field dependent susceptibility measurements were also made at fixed temperature 
(1.8 K) and frequencies for the x = 0.0408 and 0.08555 concentrations, shown in Figure 
3.3.4. We observe none of the signatures of single ion dynamics and instead see broad 
structures at high fields (relative to x = 0.0017 and 0.0085) that evolve with frequency. 
These features may indicate additional relaxation processes that are effective in the 
complexes of the paramagnetic ions with different geometries31.  
In the x = 0.0408 sample χ’ begins at low frequency as a broad peak with a 
shoulder at ~0.3 T, and evolves into a single peak at 100 kHz. χ’’ shows what looks to be 
two shoulders at 0.2 and 0.4 T that combine into one at 100 kHz. A pronounced dip in χ’’ 
at zero field at 100 Hz crosses over at 3 kHz and becomes a peak at 100 kHz. Similar 
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features appear present in the x = 0.0855 sample. χ’ begins as a wide peak and sharpens 
with increased frequency, with a well-defined shoulder that persists up to 10 kHz. χ’’ has 
three ‘features’ that converge with increased frequency to a peak at ~0.3 T and 10 kHz. A 
dip-to-peak crossover also occurs at zero field for this concentration at 3 kHz. Finally, we 
also note that the ’’ data for x = 0.0408 and 0.0855 appear to have similar field 
dependences in the high frequency limit, with peaks at zero field and at ± 0.2 T and ± 0.3 
T, respectively. 
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Figure 3.3.4 Measured (bold lines) and calculated (thin lines) susceptibilities 
’() and ’’() of LiY1-xHoxF4 (x = 0.0408 and 0.0855) at T = 1.8 K and 
constant frequencies; (a)(b) 100 Hz, 800 Hz, 3 kHz, 18 kHz, 32 kHz, 56 kHz, 
100 kHz (c)(d) 100 Hz, 800 Hz, 3 kHz, 5 kHz, 7 kHz, 10 kHz. 
 
The results of simulations reproduce satisfactorily the low frequency 
susceptibilities of the sample with x=0.0408 (see Figure 3.3.4(a) and 3.3.4(b)), in 
particular, the low-field peaks in χ’’ and the broad structure dip-to-peak crossover 
(attributed, similarly to the case of x = 0.0085, to Ho-Ho cross relaxation) centered at 
zero field which occurs at ~3 kHz. However, though single-ion physics with the spin-spin 
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relaxation accounted for remains important even in the higher concentrations, a 
comparison of the theoretical and experimental data shows that some specific features of 
the measured dynamic susceptibilities in the samples with x = 0.0408 and 0.0855 (in 
particular, additional high-field peaks of χ’’) are caused by collective behaviors of 
paramagnetic ions.  
      Frequency and temperature dependences of the dynamic susceptibility of 
LiHoxY1-xF4 samples with the holmium concentration x = 0.045 were studied at low 
temperatures (50mK   T   350 mK) and in zero DC magnetic field in References [9,10,33] 
and more recently in Reference [13]. We calculated frequency dependences of χ’ and χ’’ 
in this range of temperatures using the set of parameters obtained for the sample with x = 
0.0408 except the value of the cross-relaxation line width   that was diminished down to 
400 MHz due to the expected narrowing at low temperatures. The results agree with 
observed trends13 in variations of real and imaginary parts of the dynamic susceptibility 
with the temperature decrease, but the calculated characteristic frequency f0 of the 
magnetization fluctuations (the position of the maximum of χ’’( )) exceeds the observed 
f0 by two order of magnitude at T = 80 mK, while it is about three times less than the 
observed f0 at T = 260 mK. Such a difference between the measured and simulated data 
points on essential slowing down of the magnetization fluctuations is due to finite range 
magnetic correlations when approaching the expected freezing temperature of about 60 
mK in the sample with the holmium concentration of 4.5%. 
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Chapter 4 – Muon spin relaxation/rotation 
As a complement to the AC susceptibility measurements, which were a ‘bulk’ 
measure of the magnetism in LiY1-xHoxF4, muon spin relaxation/rotation (μSR) was 
employed as an ideal technique for probing the local (meaning sensitive to fields in the 
immediate vicinity of the muon) field dynamics inside the sample. Measurements in μSR 
allow us to confirm the validity of the model used in simulating the susceptibility data, as 
well as to provide an additional probe which is sensitive to different frequency regimes 
(from 104 to 1012 Hz).  
4.1 Introduction 
When a polarized muon is implanted in a sample, the orientation evolves in space 
with time. If the polarization is known when the muon goes in and is measured at some 
later time, then one can learn about the internal fields of the material being studied. μSR 
is a complement to NMR, with the added advantage that it can be done in the absence of 
an applied field. In a typical μSR experiment a beam of 100% polarized positive muons 
(spin pointed opposite momentum) are directed at a sample and stop with a penetration 
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is created. The muon-spin relaxation function (or asymmetry) is given in a longitudinal 
field experiment (where the detectors are front/back) by34  
 Bkg
FB
FB atGa
tNtN
tNtNtA 
 )(
)()(
)()()( 0
  (4.1.1) 
where NB(t) and NF(t) are the number of counts from the backward and forward detectors 
respectively, α accounts for differences in the efficiencies of the forward and backward 
detectors, a0 is the initial asymmetry, aBkg accounts for the contribution from muons 
stopped outside the sample, and G(t) describes the muon polarization inside the sample. It 
is this function G(t) that provides information on the nature of the internal magnetic 
fields, for it is the autocorrelation function describing how the muon spin vector evolves 
over time36. 
  2)0(
)0()(
)(
S
StS
tG
   (4.1.2) 
In order for this to be useful, one needs an analytical function for the polarization 
G(t), which I discuss in the following sections.  
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Figure 4.1.2 Example of detector counts for a transverse field μSR 
measurement where the muon stops in a sample and precesses around the 
applied + local field in time. The total asymmetry (Equation 4.1.1) 
produced from these two detectors (top/bottom) is shown in the inset. 
 
4.2 Polarization functions 
One of the simplest polarization functions that describes a real physical situation 
was worked out by R. Kubo and T Toyabe37 where they treated zero and low-field 
relaxation, although at the time it was only an interesting exercise since NMR (the 
available technique for measuring magnetic relaxation in 1966) is not a zero-field 
measurement. A derivation of this function will illustrate what μSR can tell us about the 
physics of a particular system. From there I will mention a few other analytical functions 
from the polarization menu, and talk about what we can do when there is no appropriate 
analytical function to choose. 
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If we assume that a 
muon comes into a sample 
with its spin polarized 
along the z-axis and 
precesses around a local 
magnetic field of random 
orientation and magnitude 
B

, then the normalized 
asymmetry averaged over all B directions is given by34 
  tBtZ ||cos3231)(    (4.2.1) 
where γμ is the muon gyromagnetic ratio. This function is plotted four times in Figure 
5.2.2(a) for different values of B. It can be seen on inspection that the curves initially 
decay together, while at longer times dephasing due to frequency differences is 
significant and centered on a value of 1/3. Indeed, if Equation 5.2.1 is integrated over a 
Gaussian distribution of fields centered at zero, then the polarization function becomes 
 
)
2
(22
22
)1(
3
2
3
1)(
t
z ettG
  (4.2.2) 
which is plotted in Figure 5.2.2(b). This is the Gaussian Kubo-Toyabe function  
describing depolarization over a static distribution of random fields, where Δ is a measure 
of the width of that distribution inside the material.  
 
Figure 4.2.1 Diagram of muon precession around a magnetic field B, 
oriented at an angle θ with the z-axis when the initial muon polarization 
is along the z-axis. 
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relaxation) in a longitudinal field and 1/T2 (spin-spin relaxation) in a transverse field (see 
section 6.2 for form of 1/T2). The exponent β is useful for characterizing spin dynamics, 
with different values implying different situations. 
 β = 2 → randomly oriented, concentrated quasi-static moments 
 β = 1 → randomly oriented, dilute quasi-static paramagnetic spins 
 β = ½ → single fluctuation rate, dilute/concentrated spin glass38 
 β = ⅓ → many fluctuation rates, dilute/concentrated spin glass38 
 Disorder near a muon site may cause dephasing, but fluctuations in the local field 
may also cause fast relaxation. Both cases produce large values for λ when fitted with a 
stretched exponential, so it becomes important to be able to distinguish experimentally 
between the two. Longitudinal field (LF) experiments, where an external field is applied 
in a direction parallel to the muon’s initial polarization, are a good way to do just that. 
The application of a LF generally leaves fluctuations unaffected but removes quasi-static 
disorder since the muon precesses in both the internal and the applied field, and in the 
limit where BLF is large enough to decouple the muon form the local disordered field, the 
muon spin is held constant. In the case of no fluctuations this would modify the ⅓ tail of 
the Kubo-Toyabe relaxation, and evolution toward constant muon spin is seen in figure 
5.2.2(c) as a reduction of the relaxation toward unity. 
In the system LiY1-xHoxF4 it is unclear what, if any analytical polarization 
function should be chosen to fit experimental μSR data. This is in fact why the ability to 
simulate a μSR experiment is so useful for this system, and in the following chapters, 
stretched exponentials will be used to fit both measured and simulated data, so that direct 
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comparisons can be made. While some qualitative understanding of the physics will 
come from the interpretation of the fitting parameters λ and β, a better and more 
quantitative understanding will come from the parameters used in simulations. 
4.3 Simulations in μSR 
Simulations of the muon depolarization in LiY1-xHoxF4, like the dynamic 
susceptibility, were carried out by Professor Boris Malkin for comparison with our 
experimental data. What follows is a description, provided by Professor Malkin, of the 
theory behind those simulations. It will be included in our paper, to be submitted for 
publication to Physical Review B.  
In order to simulate the SR data we take an approach similar to that used to 
simulate spin-lattice relaxation measurements of the 19F nucleus22. We assume that in the 
case of a low concentration of Ho3+ ions, each implanted muon interacts with only one 
Ho3+ ion. The probability of a transition per unit time between the two muon spin states 
Sz = 1/2 (the quantization axis is directed along the external magnetic field B) due to 
fluctuations of the magnetic moment of the Ho3+ ion at a distance r from a muon is given 
by  
 6( ) ( / , , )/2w C r T rr r B  (4.3.1)  
where 
 
2
( 3 ) ( 3 )( , , ) { ( ) 3 ( )- ( )}2 r B r rB B r rBm mr m - m e m - m e
С T J J J         m m r r rr B  (4.3.2) 
 is the muon gyromagnetic ratio, r = Bloc is the muon Larmor frequency in the local 
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magnetic field  
 2 5[ 3 ( )] /loc r r        B B m r r m  (4.3.3) 
and rmr /rm  , /Bm B   m B , /rBe rB r B . The spectral densities of 
correlation functions,  mmJ  , can be expressed through the corresponding components 
of the dynamic susceptibility tensor (see Eq. 2.8.2): 
 )(Im2)(  
TkJ Bmm           )( TkB  (4.3.4) 
The time evolution of the muon polarization is described by the expression 
 1( ) exp[ 2 ( ) ]
( )
P t w t
N x
 
r
r  (4.3.5) 
where the sum is taken over N(x) yttrium sites around the muon stopping site. 
Considering the average volume containing one holmium ion, we obtain a crude 
estimation N(x) ≈ 1/x. The time evolution of muon polarization was then calculated using 
only the parameters obtained from simulations of the AC-susceptibilities (with the 
exception of one free parameter accounting for small misalignments of the sample). For a 
straightforward comparison of our simulations to the data, the measured and calculated 
curves were then fit to a stretched exponential depolarization function 
])(exp[)( ttP  , and the exponent  was found to vary weakly in the range 0.5 ≤ β ≤ 
0.7. These values are consistent with a depolarization dominated by fluctuating dilute 
magnetic ions, which would result in a β = ½.39,40 To analyze dependences of the 
relaxation rate λ on temperature and magnetic field, as a rule, we used stretched 
exponential functions with the fixed exponent β = ½ to fit the simulated curves. The final 
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values of parameters N(x) used in simulations were obtained from fitting the maximum 
value of λ(B, T, x) vs temperature in the magnetic field B = 0.06 T parallel to the c-axis. 
Examples of the simulated curves, along with the stretched exponential fits, are shown in 
Figure 4.3.1. 
Figure 4.3.1 Example curves for time dependent polarization 
in longitudinal field B = 600 G parallel to the c-axis at 10 K. 
Measured data (labeled on the graph for x = 0.0017 and 
0.0085) are compared to stretched exponential fits to 
simulated depolarization curves (solid black lines). 
4.4 Experimental setup 
 Measurements were made at both the Paul Scherre Institute (PSI) in Switzerland, 
and at the Rutherford Appleton National Laboratory in Oxfordshire England (ISIS). 
Measurements at the Paul Scherrer Institute were conducted on the General Purpose 
Spectrometer (GPS) and the Low Temperature Facility (LTF) on the πM3 continuous 
beamline. The GPS spectrometer has five total detectors, two longitudinal detectors and 
three transverse. Samples are loaded in a gas-flow cryostat with temperature range 2-300 
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depolarization rates are simultaneously monitored with detectors oriented along lines 
perpendicular and parallel to the beam momentum. 
 PSI uses a continuous beam of muons while ISIS uses a pulsed beam. There are 
advantages and disadvantages to both41. In a continuous beam, a counter must be used to 
match one muon in with one positron out. Detection at short times is limited only by the 
electronics while at long times is limited by the time it takes for a second muon to enter 
the sample. In a pulsed beam there is an average start signal from the accelerator as a 
large number of muons come in with a pulse, and it is only necessary to count positrons 
until the next pulse arrives. This allows for detection at longer times, but short times are  
limited by the pulse width, i.e. the 
time between when the first and 
last muon in the pulse enters the 
sample. The frequency response is 
similarly affected, in a continuous 
beam it is again limited only by the 
detectors and electronics (500+ 
MHz), while a pulsed beam is 
limited by the pulse width (10 MHz). Finally, background is often smaller with a pulsed 
beam because in a continuous beam it is possible that a second muon “sneaks in on the 
heels of the first” and when its positron is detected by the counter, it is not connected in 
time to the muon that entered.  
Measurements at the Rutherford Appleton National Laboratory were conducted 
Figure 4.4.1 Photo showing samples of LiY1-xHoxF4 mounted 
with Mylar tape to a silver backing plate on the end of a 
sample stick. 
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on the MUSR and HiFi spectrometers. The MUSR spectrometer is a general purpose 
spectrometer with 64 detectors that can be rotated through 90˚ to make longitudinal or 
transverse field measurements. Measurements were made in a gas-flow cryostat with 
temperature range 2-300 K. External magnetic fields can be applied up to 2500 G parallel 
to the beam and 600 G perpendicular to the beam. The HiFi spectrometer is a relatively 
new addition to ISIS and our group had the opportunity to be some of its early users. It 
allows for measurements in large longitudinal fields of up to 5 T and transverse fields of 
up to 150 G. Samples were mounted on a silver backing plate as shown in Figure 4.4.1. A 
small transverse field of 20 G was applied at temperatures above 20 K to establish the 
total asymmetry, and again at low temperature to establish a baseline from the 
background silver each time a new sample was mounted. Transverse field measurements 
in Reference [18] show that fluctuations in Ho3+ are too fast to contribute to the 
depolarization above this temperature, making this a useful way to account for muons 
that do not stop in the sample. 
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Chapter 5 – Characterization of the (F-μ-F)-1 ion  
A study of the Ho3+ spin dynamics in LiY1-xHoxF4 via μSR is complicated by very 
strong interactions between the muon and fluorine. Thus it is critical to know over what 
range of concentrations and fields the dynamics are determined primarily by the Ho3+-μ 
interaction rather than by the F-μ interaction. When a positive muon is implanted in LiY1-
xHoxF4 it stops in one of four possible interstitial sites (0 ±1/4 1/8), (±1/4 0 –1/8) between 
two closely spaced F- ions creating the spin system 19F:μ+:19F formed by the spin-½ muon 
and two spin-½ 19F nuclei (F-μ-F). The zero-field depolarization of this spin system 
(derived in the next section) can be calculated from first principles in a three-spin model 
assuming a static collinear geometry with μ+ at the center of the line joining two 19F 
nuclei and considering only the dipole-dipole interactions of the μ+-19F.42 Comparisons 
between Monte Carlo simulations and longitudinal μSR experiments performed on x = 
0.0017, 0.0085, 0.0406 and 0.0854 have demonstrated over what region of parameter 
space the F-μ-F oscillations can be safely ignored in a discussion of the dynamics of 
single-ion magnets. 
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5.1 Derivation of the F-μ-F depolarization function 
The FμF problem is particularly nice in that it is 
a purely quantum phenomenon, which can be 
understood from first principles and then be measured 
directly. We consider a linear F-μ-F molecule of total 
length 2r.43 The two fluorine nuclei and the muon are all 
spin-½. Considering the classical dipole-dipole 
interaction between the muon and one of the fluoriens, 
(two spins I and F) the interaction energy44 between 
them is 
 ூܷி ൌ െܫറ ∙ ܤிሺݎሻሬሬሬሬሬሬሬሬሬሬሬറ 
 ൌ െܫറ ∙ ቂఓబସగ
ଵ
௥య ൫3൫ܨറ ∙ ̂ݎ൯̂ݎ െ ܨറ൯ቃ 
 ൌ ԰߱ௗൣܫറ ∙ ܨറ െ 3൫ܫറ ∙ ̂ݎ൯൫ܨറ ∙ ̂ݎ൯൧  (5.1.1) 
where 
 ߱ௗ ൌ ఓబఊಷఊഋ௛ଶ௥య . (5.1.2) 
The Hamiltonian can now be written 
 ܪ ൌ ሺ ூܷி ൅ ௅ܷூሻ 
 ு԰ ൌ ߱ௗൣܫറ ∙ ܨറ െ 3൫ܫറ ∙ ̂ݎ൯൫ܨറ ∙ ̂ݎ൯ ൅ ܮሬറ ∙ ܫറെ 3൫ܮሬറ ∙ ̂ݎ൯൫ܫറ ∙ ̂ݎ൯൧. (5.1.3) 
Exploiting the rotational invariance of the system we set ̂ݎ ൌ ̂ݖ and expand each of the 
spin vectors into their Cartesian components to write the Hamiltonian 
 ு԰ ൌ െ߱ௗ൫2ܫ௭ܨ௭ െ ܫ௫ܨ௫ െ ܫ௬ܨ௬ ൅ 2ܫ௭ܮ௭ െ ܫ௫ܮ௫ െ ܫ௬ܮ௬൯. (5.1.4) 
 
Figure 5.1.1 F-μ-F molecule: a 
muon with dipole moment I 
separated from two fluorien ions 
with moments F and L by a distance 
r. 
L 
I 
F 
r 
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If we now let the vector components represent spin operators in the tensor space of 
F⊗I⊗L each one becomes an 8x8 matrix. If we start in the basis of Fz, Iz, Lz then by first 
writing down all the possible combinations of spin states we can construct our operators. 
The possible combinations of spins for |F I L>, in up(↑) down(↓) notation, are 
|1> = |↑ ↑ ↑> = 
ۏ
ێێ
ێێ
ێێ
ۍ10
00
00
0
0ے
ۑۑ
ۑۑ
ۑۑ
ې
 
|2> = |↑ ↑ ↓> = ൥
0
1
⋮
൩ 
|3> = |↑ ↓ ↑> = … 
|4> = |↑ ↓ ↓> = … 
|5> = |↓ ↑ ↑> = … 
|6> = |↓ ↑ ↓> = … 
|7> = |↓ ↓ ↑> = … 
and 
|8> = |↓ ↓ ↓> = ൥
⋮
0
1
൩, 
and by inspection we can write Fz, Iz, Lz as 
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 ܨ௭ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ1 0 0 0 0 0 0 00 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 െ1 0 0 0
0 0 0 0 0 െ1 0 0
0 0 0 0 0 0 െ1 0
0 0 0 0 0 0 0 െ1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
 ܫ௭ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ1 0 0 0 0 0 0 00 1 0 0 0 0 0 0
0 0 െ1 0 0 0 0 0
0 0 0 െ1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 െ1 0
0 0 0 0 0 0 0 െ1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
  
and 
 ܮ௭ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ1 0 0 0 0 0 0 00 െ1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 െ1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 െ1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 െ1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
. (5.1.5) 
The action of Fx is to flip the spin of F without affecting I or L, for example Fx|1> = |5> 
so we know the matrix Fx must have a 1 in the position [1,5] and [5,1]. Continuing in this 
way, after some tedious bookkeeping we can write down Fx, Ix, and Lx as 
 ܨ௫ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ0 0 0 0 1 0 0 00 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
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 ܫ௫ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ0 0 1 0 0 0 0 00 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
and 
 ܮ௫ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ0 1 0 0 0 0 0 01 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
. (5.1.6) 
The last three, Fy, Iy, and Ly, follow with i replacing 1 and negative values in the top half, 
as with the Pauli matrices: 
 ܨ௬ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ0 0 0 0 െ݅ 0 0 00 0 0 0 0 െ݅ 0 0
0 0 0 0 0 0 െ݅ 0
0 0 0 0 0 0 0 െ݅
݅ 0 0 0 0 0 0 0
0 ݅ 0 0 0 0 0 0
0 0 ݅ 0 0 0 0 0
0 0 0 ݅ 0 0 0 0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
 ܫ௬ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ0 0 െ݅ 0 0 0 0 00 0 0 െ݅ 0 0 0 0
݅ 0 0 0 0 0 0 0
0 ݅ 0 0 0 0 0 0
0 0 0 0 0 0 െ݅ 0
0 0 0 0 0 0 0 െ݅
0 0 0 0 ݅ 0 0 0
0 0 0 0 0 ݅ 0 0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
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 ܮ௬ ൌ ଵଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ0 െ݅ 0 0 0 0 0 0݅ 0 0 0 0 0 0 0
0 0 0 െ݅ 0 0 0 0
0 0 ݅ 0 0 0 0 0
0 0 0 0 0 െ݅ 0 0
0 0 0 0 ݅ 0 0 0
0 0 0 0 0 0 0 െ݅
0 0 0 0 0 0 ݅ 0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
. (5.1.7) 
Putting all this back into equation 5.1.5 gives the Hamiltonian in matrix form 
 ு԰ ൌ ߱ௗ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍെ1 0 0 0 0 0 0 00 0 ଵଶ 0 0 0 0 0
0 ଵଶ 1 0
ଵ
ଶ 0 0 0
0 0 0 0 0 ଵଶ 0 0
0 0 ଵଶ 0 0 0 0 0
0 0 0 ଵଶ 0 1
ଵ
ଶ 0
0 0 0 0 0 ଵଶ 0 00 0 0 0 0 0 0 െ1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 (5.1.8) 
which, when diagonalized, has eigenvalues  
 ߱ௗ ቀെ1,0, ଵି√ଷଶ ,
ଵା√ଷ
ଶ ,
ଵା√ଷ
ଶ ,
ଵି√ଷ
ଶ , 0, െ1ቁ (5.1.9) 
and eigenvectors 
|1ۧ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ10
0
0
0
0
0
0ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
, |2ۧ ൌ ଵ√ଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ 0െ1
0
0
1
0
0
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
, |3ۧ ൌ ଵ
ටଶା൫√ଷିଵ൯మ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ 01
1 െ √3
0
1
0
0
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
, |4ۧ ൌ ଵ
ටଶା൫√ଷାଵ൯మ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ 01
1 ൅ √3
0
1
0
0
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
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|5ۧ ൌ ଵ
ටଶା൫√ଷାଵ൯మ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ 00
0
1
0
1 ൅ √3
1
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
, |6ۧ ൌ ଵ
ටଶା൫√ଷିଵ൯మ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ 00
0
1
0
1 െ √3
1
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
, |7ۧ ൌ ଵ√ଶ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ 00
0
െ1
0
0
1
0 ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
, |8ۧ ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ00
0
0
0
0
0
1ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
. 
  (5.1.10) 
 This forms an orthonormal basis of eigenvectors of H. The eigenvalues do not 
depend on the orientation of the molecular axis, i.e. the Hamiltonian is invariant under 
rotations. However, what we observe is the expectation value of the muon spin operator 
projected along the positron detector direction, and the Hamiltonian does not commute 
with this operator. The polarization function  
 ௜ܲഋ,ௗ೛ሺݐሻ ൌ
〈ௌഋሺ௧ሻ〉
ௌഋሺ଴ሻ ∙ ࢊ௣ (5.1.11) 
measures the time evolution of the scalar product of the time dependent spin polarization 
along the unit vector dp. In our case, the initial muon beam polarization iμ and the 
direction of the detectors is the same. If we label this direction ζ and the observable σζ, 
then the polarization function becomes36 
 ఍ܲ఍ሺݐሻ ൌ ൻ߰ห࣌఍ሺݐሻห߰ൿ ∙ ࢊ௣ 
 ൌ ∑ ሺܥ௠ሻ∗ܥ௡ൻ݉ห࣌఍ሺݐሻห݊ൿ௡,௠ ∙ ࢊ௣ 
 ൌ ∑ ൻ݊หߩ࣌఍ሺݐሻห݊ൿ௡ ∙ ࢊ௣ 
 ൌ ଵ଼ ܶݎ൛࣌఍ሺݐሻ ∙ ࢊ௣ൟ 
 ൌ ଵ଼ ܶݎ൛݁௜ு௧/԰ߪ఍݁ି௜ு௧/԰ߪ఍ൟ 
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 ൌ ଵ଼∑ ݁௜ሺఠ೘ିఠ೙ሻ௧หൻ݉หߪ఍ห݊ൿห
ଶ
௠,௡  (5.1.12) 
written in the Heisenberg representation where the equation of motion for σζ(t) is  
 ԰ ௗ࣌അሺ௧ሻௗ௧ ൌ ݅ൣܪ, ࣌఍ሺݐሻ൧ (5.1.13) 
with solution 
 ࣌఍ሺݐሻ ൌ ݁௜ு௧/԰ߪ఍݁ି௜ு௧/԰. (5.1.14) 
In the notation leading to 5.1.13, |ψ> = ΣnCn|n>.  Also, in the derivation of 5.1.13 note 
that in our case the density matrix, which is a matrix containing the probabilities of a 
system being in any of its possible states (see 45, Ch 4), is just one eighth the identity 
matrix since there is an equal probability of being in any of the eight possible states; ρ = 
(1/8)ॴ. We can evaluate equation 5.1.13 in our basis since σζ = Izcosθ+Ixsinθ, which is the 
expression for a crystalline array of equally aligned FμF molecules. This is the case for 
the sample LiY1-xHoxF4 and will be quoted at the end of this section, but for completeness 
I will continue the derivation for a polycrystalline sample, which we must average over 
all θ requiring that 
 ൻ݉หߪ఍ห݊ൿଶതതതതതതതതതതതതത ൌ ଵଷ ሺ|ۦ݉|ܫ௭|݊ۧ|ଶ ൅ 2|ۦ݉|ܫ௫|݊ۧ|ଶሻ (5.1.15) 
be used in equation 5.1.13. 
All that’s left is to calculate the possible <m|Iz|n> and <m|Ix|n> for all possible 
eigenvectors given in 5.1.11. This can be done in three lines of Mathematica script where 
the first line solves the eigenvalue problem, the second performs the sum in 5.1.13, and 
the third displays the result.  
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 √3߱ௗ ൌ √3 ԰ఊഋఊಷ௥య  
 ߱ଶ ൌ ൫ଷି√ଷ൯ఠ೏ଶ  
 ߱ଷ ൌ ൫ଷା√ଷ൯ఠ೏ଶ  (5.1.18) 
5.2 Temperature evolution of the depolarization 
 At high temperatures (50 K) μSR experiments in zero-field show strong FμF 
oscillations in all samples. With the assumption of light damping from depolarization of 
nuclei we fit our high temperature asymmetry data to the form 
 ܣሺݐሻ ൌ ܣଵܩிఓி݁ିሺఒೋಷ∙௧ሻഁ ൅ ܣଶ݁ିሺఒమ∙௧ሻమ ൅ ܣ஻ீ. (5.2.1) 
For our lowest concentration sample, x = 0.0017, we measured λZF = 0.17 ± 0.01 μs-1, β = 
1.16 ± 0.04, ωd = 1.31 ± 0.01 MHz, and θ = 62 ± 5º (48 ± 4º) for muon polarization 
parallel (perpendicular) to the c-axis. The overall χ2 per degree of freedom was typically 
1.2. The term with A2 accounts for muons not forming FμF in the sample (roughly 15% 
of the total relaxing signal), and ABG accounts for muons which are imbedded in the silver 
sample holders at ISIS (5–10% of the total asymmetry). The small size of A2 makes it 
difficult to interpret the value of λ2 = 0.48 ± 0.014 μs−1. This results in an insensitivity to 
the exact form for the relaxation function used, for example, setting the exponent in the 
second term to one only slightly increases χ2 to 1.25; the amplitudes and other fit 
parameters remain unchanged, apart from the exponent β in the FμF term which then 
increases to 1.4. The values of θ = 62º and 48º are close to the theoretical angles 
mentioned above. In fact, it was in finding the values of these angles that it was then 
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known by looking at the crystal structure that the muon stopping sites must be located at 
(0 ±1/4 1/8), (±1/4 0 –1/8). These angles are approximate, as the FμF line is not along a  
symmetry axis and some twisting may 
occur. The mean separation of the fluorine 
ions extracted from ωd is 0.237 nm, 
representing a local contraction of the 
fluorine pairs by 8% from their 
unperturbed separation.14 This is quite 
large, but happens locally over a small 
distance around the muon. Since the 
fluorines have only a small nuclear 
magnetic moment and we are in the dilute 
limit of Ho3+ ions (meaning that the 
nearest Ho3+ is probably far away), it is 
assumed that this deformation does not 
change the local field 
distributions/fluctuations we are trying to 
probe.  
Nearly identical results are obtained for all concentrations, showing that the fast 
fluctuations of the Ho at high temperature are outside the muon frequency domain. 
 Figure 5.2.1(a) shows the temperature evolution of the x = 0.0017 depolarization 
curves along with the fits (solid lines) to Eq. 5.2.1. Figure 5.2.1(b) shows comparable 
Figure 5.2.1  Temperature evolution of the 
depolarization curves for samples with (a) x = 0.0017 
and (b) x = 0.0854. Solid lines are fits to Eq. 5.2.1. In 
(b) GFμF(t) = 1 for the curves at T = 1.6 and 6 K. In 
(a) the curve for T = 50 K would be nearly identical 
to T = 20 and 14 K. Curves have been offset for 
clarity. 
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data for the x = 0.0854 sample. Fits for temperatures below 14 K were done with a 
stretched exponential function only, ie. with GFμF(t) =1. At these temperatures and 
concentrations, depolarization from the Ho3+ is apparently large enough to suppress FμF 
oscillations. 
 Figure 5.2.2 shows the temperature dependence of the fit parameters λZF, ωd, and 
β (inset) for the x = 0.0017 sample in the parallel configuration. The curves were fit with 
θ and the A coefficients fixed at their high-temperature values. The parameter values are 
essentially identical for the muon spin parallel and perpendicular to the crystalline c-axis. 
λZF increases rapidly below roughly 10 K, followed by a more gradual increase below 2  
K. This overall behavior 
indicates a crossover from 
depolarization by randomly 
oriented quasi-static 
nuclear moments at high 
temperatures toward a 
dilute distribution of quasi-
static Ho moments as 
thermally excited spin 
fluctuations over the 
electronic energy barrier ∼10 K and hyperfine splittings (∼0.2– 1.4 K) are frozen out. 
This behavior will be looked at in more detail in the next chapter. The variation of β with 
temperature is also consistent with this model: At intermediate temperatures β < 1, 
Figure 5.2.2 Temperature dependence of the fit parameters λZF (left 
axis), ωd (right axis), and β (inset) for the x = 0.0017 sample (muon 
polarization parallel to c-axis). 
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indicating strong fluctuations,46 while at low temperatures β ∼ 1. The sharp increase 
below 6 K in ωd is striking, and possibly results from enhanced quasi-static disorder. This 
idea is tested in the following sections. 
5.3 Magnetic disorder 
 We ran Monte Carlo simulations of 
the depolarization for a single FμF with 
parameters similar to those in LiY1-xHoxF4  
using the Quantum simulation program47 
and assuming a static isotropic Lorentzian 
distribution of fields of width Γ. Some of 
the depolarization curves for increasing Γ 
(1 to 4 G) are shown in Fig. 5.3.1. Fitting 
the simulated data to Eq. 5.2.1 (with no 
background contribution) over this range 
shows that the characteristic frequency (fit parameter ωd) does in fact increase with 
increasing Γ (a measure of quasi-static disorder). If we assume a linear increase of ωd 
with Γ (as suggested by the inset in Figure 5.3.1) then to make ωd increase by ~6% (as it 
did in figure 5.2.2) Γ would have to increase by approximately 32 G. Whether this is 
reasonable depends on how further increases in Γ affect the system. 
We see that if Γ is increased further, the system evolves from FμF oscillations to 
(quasi-static) Lorentzian Kubo-Toyabe (LKT) decay. The Lorentzian Kubo-Toyabe 
Figure 5.3.1 Monte Carlo simulations of a single FμF 
ion with various field distributions Γ = 0.80, 1.60, 
2.39, 3.18 and 3.98 G. Solid lines are fits of the 
simulated data (open symbols) to equation 5.2.1 with 
ABG = 0. Curves are offset for clarity. Inset shows 
increasing characteristic frequency with field 
distribution. 
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function describes depolarization over a static distribution of random fields, similar to 
equation 4.2.2. 
 ܩ௅௄்ሺݐሻ ൌ ଵଷ ൅
ଶ
ଷ ሺ1 െ ܽݐሻ݁ି௔௧ (5.3.1) 
where a = γμ Γ. Figure 5.3.2 shows this evolution as, similar to Figure 5.3.1, Γ is 
increased from 1 to 80 G. Here, the simulated data for Γ = 16, 50 and 80 have been fit to  
LKT (Equation 5.3.1), but Γ = 8 G defies an obvious analytical form. The undamped FμF 
depolarization has evolved to LKT depolarization for Γ well above 50 G (a ≈ 4.1 μs-1). A 
comparison with Figure 5.2.1(a) shows that the x = 0.0017 data at 1.8 K can be roughly 
characterized by an 8 G Lorentzian distribution, corresponding to a = 0.7 μs-1. This is 
much smaller than the 32 G it would take to change ωd by 6%. It may be possible that 
dynamic fluctuations are responsible for the steep change in ωd. 
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Figure 5.3.2 Simulated evolution of the FμF depolarization with increasing 
magnetic disorder Γ. Simulated data (symbols) are fitted with (solid lines) 
Equation 5.2.1 for 1 and 4 G, and Equation 5.3.1 for 16, 50 and 80 G. 
 
5.4 Evolution with concentration 
 Figure 5.4.1 shows the low temperature experimental depolarization curves for all 
four sample concentrations, with muon polarization parallel to the c-axis and T = 80 mK. 
The increased damping with increasing holmium concentration x is evident. The solid 
lines are fits to Equation 5.2.1 (x = 0.0017) and a stretched exponential function for the 
remaining samples. The fit values for λZF are 8.3(1) μs−1, 10.6(4) μs−1, and 12.2(3) μs−1 
with β values of 0.63(1), 0.73(3), and 0.82(2), for the x = 0.0085, 0.0406, and 0.0855 
samples, respectively, and are consistent with values presented in Reference [48]. The x = 
0.0085 sample shows behavior intermediate to Equation 5.2.1 and a stretched 
exponential. 
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Figure 5.4.1 Low-temperature depolarization curves for all four sample 
concentrations, with muon polarization parallel to the c axis. Solid lines are fits 
to Equation 5.2.1; GFμF(t) = 1 for x ≥ 0.0085. The curves have been offset for 
clarity. 
 
5.5 Suppression with a longitudinal magnetic field 
To determine the magnetic field necessary to completely suppress the FμF 
oscillations, we studied the longitudinal magnetic field dependence for the x = 0.0017 
sample taken at low temperature and with the muon polarization parallel to the c-axis. 
Application of modest longitudinal (B // c) fields of 120 G are sufficient to suppress 
oscillations (Fig. 5.5.1). Also shown are the Quantum simulations, taken for Γ = 8 G, for 
applied longitudinal fields, which agree nicely with the data. 
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Figure 5.5.1  Measured (open squares) evolution of the muon 
depolarization with increasing longitudinal field at low 
temperature and simulated (solid lines) FμF data over the 
same field range with magnetic disorder Γ = 8 G. 
 
5.6 Comments 
The preceding sections illustrate how strong FμF oscillations dominate μSR data 
for high temperatures at all concentrations in zero field.  At low temperature the 
application of an external field, as well as the increase in the local field distribution Γ by 
the increase in Ho3+ concentration will suppress these oscillations. While our zero-field 
simulations show the muon response should cross over to an LKT response for higher 
concentrations and lower temperatures, only the sample with x = 0.0085 shows any sign 
of the characteristic minimum associated with LKT relaxation. For samples with Ho3+  
concentrations higher than x = 0.0085, the fluctuations of the holmium magnetic 
moments remain strong at low temperatures, and this result justifies the use48 of a 
fluctuating LKT depolarization function as phenomenologically sound. As will be seen in 
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the next chapter however, we choose to continue to use a stretched exponential to fit 
relaxation data and extract meaningful physics, not from the form of the depolarization 
function, but from the parameters of the associated computer simulations. 
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Chapter 6 – μSR measurements of LiY1-xHoxF4 
In this chapter I present systematic μSR measurements on all four concentrations 
over the parameter space of temperature, applied field and crystal orientation. The results 
are then compared with the results of simulations, predicted from the work done on ac 
susceptibility. These results are presented after an aside on the effects of anisotropy in the 
LiY1-xHoxF4 crystal. 
6.1 Anisotropy effects on depolarization 
The depolarization of a muon inside LiY1-xHoxF4 is affected by the fact that the 
Ho3+ field distribution is anisotropic: g// = 13.2 while g┴ = 0 . The implications of this on 
choice of μSR fitting function and the way simulations are carried out depends on the 
degree of this anisotropy. Field distribution widths can be calculated theoretically from 
knowledge of the LiY1-xHoxF4 unit cell in both the low-concentration limit and for a 
system that is highly concentrated. 
The following calculations were contributed to this work by Dr. Malkin and were 
presented in our paper Reference [49]. For a homogeneous distribution of paramagnetic 
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ions in the low-concentration limit, the field distribution and anisotropy may be 
calculated by using the expression originally developed for the magnetic resonance line 
half-width due to dipolar broadening50. In LiY1-xHoxF4, a unit cell with volume v0 
contains two Y sites, and taking into account that g٣ = 0 for the Ho3+ ions (g|| = 13.3), we 
obtain 
 〈ܤ௭ଶ〉ଵ/ଶ ൌ ସଷ 〈ܤ௫ଶ〉ଵ/ଶ ൌ
଼గమ௚||ఓಳ௫
ଽ√ଷ௩బ  (6.1.1) 
If instead the system is highly concentrated, the field distribution can be calculated 
according to 
 〈ܤ௭ଶ〉ଵ/ଶ ൌ ଵଶ ݃||ߤ஻ ቈݔ ∑ ൬1 െ 3
௭ೖమ
௥ೖమ
൰
ଶ
ݎ௞ି ଺௞ ቉
ଵ/ଶ
 
 〈ܤ௫ଶ〉ଵ/ଶ ൌ ଵଶ ݃||ߤ஻ ቈݔ ∑ ൬3
௫ೖ௭ೖ
௥ೖమ
൰
ଶ
ݎ௞ି ଺௞ ቉
ଵ/ଶ
 (6.1.2) 
where the sum is taken over Y sites at a distance rk from the muon, although here the 
contributions from the four nearest sites are omitted because the strong axial electric field 
induced by a muon splits the ground non-Kramers doublet of the holmium ion. The direct 
summation in Equation 6.1.2 will slightly overestimate the field widths, since we are 
neglecting effects due to random crystal fields.  
The results of calculations in the low- and high-concentration limits are given in 
the following table, along with the measured field widths from Reference [48] (and the 
one value estimated from the measurements presented in this thesis). The first column is 
Ho3+ concentration. The second and third columns are broadening parameters for 
Lorentzian (a) and Gaussian (Δ) distributions. The fourth column is the magnetic field 
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distribution width, extracted from the data in columns two and three via 
 〈ܤ௭ଶ〉ଵ/ଶ ൌ ఊഋ௔√ଷ  (6.1.3) 
and 
 〈ܤ௭ଶ〉ଵ/ଶ ൌ ߛఓ∆ (6.1.4) 
as appropriate. Columns 5 and 6 are magnetic field distribution widths calculated from 
Equations 6.1.3 and 6.1.4 for the low and high concentration regimes respectively. The 
seventh column is the theoretical calculated anisotropy.  
 
    〈࡮ࢠ૛〉૚/૛ (G)  
x a (μs-1) Δ (μs-1) 〈࡮ࢠ૛〉૚/૛ (G) Eq. 6.1.1 Eq. 6.1.2 〈࡮࢞૛〉/〈࡮ࢠ૛〉
0.0017† 0.7 - 4.7 7.4 - 0.75
0.0180 4.5 - 30.5 79 - 0.75
0.0450 9.6 - 65 197 - 0.75
0.0800 12.6 - 85 350 - 0.75
0.12 11.8 - 80 525 510 0.75
0.25 - 17.7 208 - 737 0.87
† Value from current work 
 
The calculated anisotropy of 3/4 is not very large, but nonetheless alters the 
results of fitting based on an isotropic distribution. Simulations were carried out for 
Lorentzian distributions in the isotropic and anisotropic cases, with 〈ܤ௫ଶ〉 ൌ 〈ܤ௬ଶ〉 ൌ ଷସ 〈ܤ௭ଶ〉 
in the later instance; 〈ܤ௫ଶ〉 ൅ 〈ܤ௬ଶ〉 ൅ 〈ܤ௭ଶ〉	was held constant for the two cases. For the 
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muon polarization parallel (perpendicular) to the c-axis the depth of the characteristic 
minimum and the asymptotic limit of 1/3 for an LKT depolarization function are shifted 
upward (downward) by roughly 16% (8%), and we conclude that fitting the data with an 
isotropic fluctuating LKT provides only a qualitative measure of the field distribution. On 
the other hand, anisotropy effects cannot account for the very large discrepancy between 
the calculated distribution widths (columns 5 and 6) and those extracted from the curve 
fits (column 4). The ratio of the calculated width to the measured value increases from 
below 2 for x = 0.0017 up to nearly 7 for x = 0.12. One interesting possibility is that the 
Ho-Ho correlations narrow the distribution widths. 
6.2 Fitting procedure 
All longitudinal field data was fit with a stretched exponential function plus a 
background term,  
   BGtz AeAtG   0)(  (6.2.1) 
using the fitting program WiMDA. Transverse field data was fit to a rotational field 
model with a stretched exponential decay 
 ܩ௭ሺݐሻ ൌ ܣ଴ܿ݋ݏ൫ߛఓܤݐ ൅ ߨ߮ 180⁄ ൯݁ିሺఒ௧ሻഁ ൅ ܣ஻ீ (6.2.2) 
where B is the applied transverse field and φ accounts for adjustments to the phase. 
6.3 Temperature dependence in transverse field 
The transverse field depolarization rate λTF is a measure of decay perpendicular to 
B. Precession of the muons in the applied magnetic field leads to oscillations in the 
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observed asymmetry. Dephasing in these oscillations can be related to either an 
inhomogeneous internal field distribution or spin-spin relaxation (similar to the dephasing 
time or effective transverse relaxation time T2* in NMR). The transverse field 
depolarization rate is generally much less dependent on the strength of the external 
applied magnetic field than the longitudinal field depolarization rate. 
We measured the temperature dependence of λTF at fixed fields of 230 G 
(corresponding to the n = 1 series of avoided level crossings) and 600 G for all four 
concentrations. Measurements were done at PSI in spin rotated mode with the field 
applied parallel the crystal axis (see figure 4.4.2). Muon depolarization curves were 
approximated with equation 6.2.2 and an example curve, along with the corresponding 
curve fit, is shown in Figure 6.3.1. 
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Figure 6.3.1 Example fit (solid) of measured (circles) transverse muon 
asymmetry data for LiY1-xHoxF4 with x = 0.0855. 
 
Results match those of Reference [18] and are shown in figure 6.3.1 for all 
concentrations. At temperatures above 20 K, λTF ~ 0.4 μs-1 reflects the quasi-static 
disorder of the parent lattice nuclear moments, while the fast fluctuations of the Ho3+ 
moments are outside the muon precessional time scale window. As the temperature is 
decreased below the 10 K barrier to Ho3+ spin reversal, quasi-static disorder sets in and 
λTF increases. The amplitude of the low temperature saturation in λTF scales roughly with 
concentration up to x = 0.0408. The increase in field from 300 to 600 G has little effect, 
except to remove some of the quasi-static disorder as seen most clearly by the downward 
shift in β in the higher concentrations.  
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Figure 6.3.1 Temperature dependence of the transverse field depolarization rate at fixed 
fields of 230 and 600 G for x = 0.0017, 0.0085, 0.0408 and 0.0855. 
 
The temperature dependence of the exponent β is also evidence of the quasi-static 
disorder of the Ho3+ ions. Paraphrasing from Reference [18]; β = 2 for a concentrated 
system of randomly oriented nuclear dipoles, and β = 1 and 0.5 for a dilute system of 
paramagnetic spins that are qasi-static and fluctuating respectively. Dips observed in all 
concentrations at T ~ 5-8 K confirm that the Ho3+ ions which were fluctuating quickly at 
high temperatures have slowed and are now comparable to the muon precession rate. As 
the system continues to cool, the exponent increases again as Ho3+ fluctuations become 
quasi-static.  
6.4 Temperature dependence in longitudinal field 
 We measured the temperature dependence of the longitudinal field depolarization 
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rate λLF in constant field for all four sample concentrations, and with crystal orientations 
parallel and perpendicular the applied magnetic field. The muon depolarization curves 
were approximated with equation 6.2.1. Example measured depolarization curves, along 
with the corresponding curve fits, are shown in Figure 6.4.1. The 2 per degree of 
freedom was between 1.02 and 1.4. 
Figure 6.4.1 (a) Example curves showing time dependent asymmetry of muon 
decays measured at ISIS for two sample concentrations x = 0.0085 and x=0.0855 
in longitudinal field B = 23 mT parallel to the c-axis, at a temperature of 8 K. (b) 
Example simulated data for time dependent muon polarization in longitudinal 
field B = 60 mT parallel to the c-axis at 10 K. Solid lines in both (a) and (b) are 
fits to stretched exponential functions. 
 
In Figure 6.4.2 I show the experimental results for our systematic investigation of 
the longitudinal depolarization with all measured combinations of concentration, field 
and crystal orientation. At all concentrations  varies weakly between 0.5 and 0.7. These 
values are consistent with a depolarization dominated by fluctuating dilute magnetic ions, 
which would result in a  = 1/239.  
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The very first analysis of the muon relaxation rates λLF in the sample with the 
lowest concentration of the Ho3+ ions ( x= 0.0017) has shown that we are able to 
reproduce satisfactorily, at least qualitatively, the observed specific dependences of λLF 
on temperature and magnetic field in the framework of the model described in 4.3 using 
parameters determined from the susceptibility simulations and only one additional 
parameter, a number of muon sites Nm per one impurity paramagnetic ion, with a 
physically reasonable value. Figure 6.4.2(a) presents calculated values of λLF for Nm=780 
(r   1.892 nm) that match well the results of measurements in the magnetic field of 23 
mT at the ALC, the calculated relaxation rates decrease with the increasing magnetic 
field in agreement with the experimental data, however, the theoretical rates are 
overestimated by about 1.5 times for the magnetic field of 60 mT in between the ALCs. 
For x = 0.0017 the fitted depolarization rate is quite low and therefore insensitive 
to choice of the exponent β. For this reason we fixed β = 0.5, with this value 
recommended by Dr. Malkin in light of his simulations which use a single parameter (the 
number of possible Ho sites affecting muons) to fit lambda, which he determines from 
the peak height. 
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 c // B c ┴ B 
x  = 0. 0017
 
x  = 0.0085 
x  = 0.0408 
x  = 0.0855 
 Figure 6.4.2 Measured temperature dependence of the longitudinal depolarization rate in
LiY1-xHoxF4 at fixed fields for x = 0.0017, 0.0085, 0.0408 and 0.0855. Graphs in the left  
column are for c // B, graphs in the right column are for c ┴ B. Symbols represent data,
 while solid lines represent simulations.
230 G 
600 G 
1200 G 
Simulation 
(b) (c) 
(d) (e) 
(f) (g) 
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A peak in λLF is observed at ~10 K for the smallest two concentrations x = 0.0017 
and 0.085, and is attributed to thermally activated relaxation between the ground state 
doublet and the 1st excited singlet. 
In the spirit of a BPP51 like picture, 
there is a resonance mode for the 
Ho3+ at a very high frequency (on 
the order of 100 GHz), a much 
lower resonance mode for the 
muon (on the order of 10 MHz), 
and a zero frequency mode for the 
Ho3+ that is flat and broad at high 
temperature. As temperature is 
lowered the zero frequency mode narrows, increasing in height, and begins to overlap 
with the resonance mode of the muon. The overlap reaches a maximum at a temperature 
of 10 K and then begins to decrease upon further cooling of the system as further 
narrowing of the Ho3+ zero frequency mode reduces the overlap of the peaks. Peaks in 
λLF shrink and shift to slightly higher temperature with increased applied magnetic field 
as the Larmor frequency of the muon is increased and the “window” of relaxation 
frequencies that the muon sees is shifted higher.  
 In Figure 6.4.3 we compare measured temperature dependent depolarization rates 
λLF for x = 0.0085 with those extracted from simulation, in both the parallel (c//B) and 
perpendicular (c┴B) orientation. Simulations were carried out taking into account Nm = 
Figure 6.4.3 Calculated (lines) and measured (points) 
temperature dependences of the longitudinal depolarization 
rate in the sample LiHoxY1-xF4 (x = 0.0085) at two fields, 
230 G (circles) and 600 G (squares). 
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248 muon sites (r   1.268 nm) in the sum in equation 4.3.5. There is remarkable 
agreement between the measured and calculated rates for the magnetic field B = 23 mT 
parallel to the c-axis (at the first ALC) and for magnetic fields 23 and 60 mT 
perpendicular to the c-axis. It should be noted that the calculated relaxation rates increase 
non-monotonically in the magnetic field rotating from the c-axis to the ab-plane, the 
dependence of λLF on the angle   between the field and the c-axis exhibits a narrow dip 
with the width of about eight degrees where o( 90 )    is less by about 20% than the 
maximum values at  o o90 4   . A peak near 10 K in the simulated λ successfully 
reproduces the thermally activated relaxation observed in these measurements, and is 
similar to what was observed in 1/T1 via NMR by Dr. Graf52 and simulated by Dr. 
Malkin5 for x = 0.0017.  
In the intermediate concentrations x = 0.0408 and 0.0855, λLF monotonically 
increases with decreasing temperature, approaching a constant value as T→ 0 K. The 
saturation is consistent with data reported in Reference [48] on samples with comparable 
concentrations, which they interpret as resulting from persistent low temperature 
fluctuations described by a single correlation time. We find that strong fields begin to 
suppress the low temperature depolarization rate, with stronger fields required for the 
sample with higher Ho3+ concentration. We calculated the muon relaxation rates using 
the number of muon sites Nm = 52 (r   0.73 nm) in Equation 4.3.5 and the parameters of 
the cross-relaxation which were found from the analysis of the low frequency 
susceptibility for x = 0.0408 (see Table 3.3.1).  
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6.5 Field dependence in longitudinal field 
We conducted field dependent measurements of λLF and show data in figure 6.5.1 
on samples with x = 0.0085 and 0.0855 taken at fixed temperature at ISIS. Most of the 
data reflects the expected scenario of decreasing λLF with increasing field. However, 
inspection of the data (Figure 6.5.1(a)&(c)) reveals unusual behavior in the vicinity of T 
= 16 K; the muon depolarization rate is increasing with field (for B // c only), implying 
unexplained dynamical phenomena. This is rather interesting as cases of this type of 
behavior are rare. They usually come about when the increase of the muon Larmor 
frequency approaches some kind of characteristic energy splitting, but looking at the 
Zeeman diagram for LiY1-xHoxF4 this is an unlikely explanation in our system. 
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Figure 6.5.1 Field dependent longitudinal depolarization rates for LiY1-xHoxF4 at x = 0.0085 and 0.0855. 
Insets in (a) and (c) show λLF increasing with field for c//B at T = 16 K. 
 
To probe this effect further we were granted time on the relatively new HiFi 
spectrometer at ISIS and performed measurements on x = 0.0085 (T = 16 K) and 0.0855  
 (T = 12 K, 16 K, and 20 K) at fields up to 3 T. A peak was observed between 0.5 and 1 T 
that shifts with temperature, as shown in Figures 6.5.2(a) and its corresponding inset. All  
the data collapse onto a single curve by scaling the depolarization rate and magnetic field 
to the peak values, as shown in Figure 6.5.2(c), indicating that the origin of the behavior 
lies in single-ion physics rather than any unusual collective behavior53. We conclude 
instead that it is related to a modification of the Ho3+ fluctuation rate due to a field 
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induced shift of the energy splitting between 1 4,3 and 24,3  relative to a peak in the 
phonon density of states centered near 63 cm-1. See section 7.5. 
Figure 6.5.2 (a) Measured field dependence of the longitudinal depolarization 
rate (λ) for x = 0.0855 at T = 12, 16, and 20 K. (Inset a) Measured field 
dependence of λ for x = 0.0085 at T = 16 K. (b) Simulated field dependence of λ 
for x = 0.0085 with the c-axis parallel (solid) and perpendicular (dashed) to B. 
(Inset b) Calculated phonon density of states for () for LiYF4. (c) Figure 
showing scalability of λ for both measured concentrations at all measured 
temperatures, x = 0.0085 at 16 K shown as open diamonds. 
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6.6 Angle dependence 
Most of the work in this thesis followed a theme of “go fishing experimentally, 
find something interesting, and finally explain it by comparing with simulation.” 
However, in one instance Prof. Malkin’s calculations provided an interesting prediction; 
that there should be a sharp dip in the angle dependence of λLF in LiY1-xHoxF4 at 90˚, 
when the c-axis is exactly perpendicular to the applied field. A physical understanding of 
its origin was not postulated. 
Figure 6.6.1 Samples with x = 0.0085 mounted behind a silver 
window. 
 
In an attempt to verify the prediction, samples with x = 0.0085 were mounted 
behind a silver “window” at ISIS so that, as the sample stick was rotated, muons not 
stopping in the sample would be stopping in silver that was flush with the surface of the 
sample (important for estimating α when fitting the asymmetry). A transverse field 
measurement was done in 20 G at every angle to measure the background from the 
sample holder in its new position. Figure 6.6.1 shows a photograph of the mounted 
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sample. 
Results of the measurement are shown in figure 6.6.1. What was observed was a 
sharp decrease in λLF between 95˚ and 100˚ that was not recovered over the range 
measured. It becomes easy to speculate that a symmetric dip would have been observed if 
the experiment could have been continued to larger angles, and that the actual orientation 
of the crystal was not known experimentally. This speculation is strengthened by the 
observation that the dip in the data at 100˚ is not present at 80˚, suggesting that these 
results are not the product of incorrectly accounting for muons stopping in the angled 
silver backing plate. 
 
Figure 6.6.1 Angle dependence relative to an applied field of 230 G of the 
measured longitudinal depolarization rate (left axis, circles) and simulated 
average depolarization rate (right axis, solid line) for LiY1-xHoxF4, x = 0.0085. 
 
 X-ray diffraction measurements on the x = 0.0085 sample confirmed that indeed, 
it had been cut so that the face was ~7˚ off from parallel with the c-axis, meaning that the 
existence of the predicted dip is highly plausible if not shown conclusively. 
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Chapter 7 – Discussion / conclusions 
In this final chapter I will summarize my results in order to address the question 
posed by this work: how do the spin dynamics in LiY1-xHoxF4 evolve as one goes from 
low to intermediate concentrations? The difficulty in determining a ground state for 
intermediate concentrations comes from the onset of correlated behavior, and as a step 
toward understanding that correlated behavior, this work has tracked the evolution of the 
spin dynamics to concentrations previously unreported. As a recurring theme in the 
measurements made, the concentration x = 0.0085 marks the “crossover” from low 
concentration behavior to intermediate concentration behavior. This is the highest 
measured concentration where calculations using a modified single-ion model 
sufficiently reproduce what is observed experimentally, and it marks the onset of 
additional relaxation processes that must be included in a future model. 
7.1 Measurements made in this work 
We have made measurements of the spin dynamics in samples of LiY1-xHoxF4 
with Ho3+ concentrations spanning nearly two orders of magnitude, and have successfully 
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simulated the results on concentrations up to x = 0.0085 while making attempts to 
simulate the low frequencies results of samples with x = 0.0408. Measurements of DC 
magnetization, AC susceptibility, μSR and x-ray diffraction were performed. In addition 
to the measurements, an AC susceptometer and cryostat insert for measurements at 
constant temperature in a liquid helium bath was designed and built specifically for this 
work. 
7.2 Result: quantification of FμF oscillations 
Our early μSR measurements in small external fields on samples of LiY1-xHoxF4 
with x = 0.0085 showed a weak minimum in the time evolution of the asymmetry, which 
could not be fit well with a simple stretched exponential. The two most likely culprits, 
both expected to exist in LiY1-xHoxF4, were either remnants of a quasi-static random field 
distribution  (which would imply the need to fit the depolarization with a dynamic Kubo-
Toyabe function), or FμF oscillations that had not been fully suppressed. However, an 
analytical function for field dependent FμF oscillations does not exist, prompting us to 
study the conditions under which FμF oscillations are sufficiently damped in LiY1-
xHoxF4. By comparing simulations with experiment we looked at the evolution of FμF 
oscillations as they are affected by temperature, magnetic disorder, concentration x of 
Ho3+ ions, and the application of an external magnetic field.  
As temperature decreases ωd (the fundamental frequency of FμF oscillations) 
increases, as does the degree to which the oscillations are damped by the slowing 
fluctuations of the Ho3+ moments. However, we show that there is not enough quasi-
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static disorder Γ to account for the increase in ωd and therefore attribute it to persistent 
fluctuations in the Ho3+ moments. As the concentration x is increased, damping of FμF 
oscillations from fluctuations in the Ho3+ moments is dramatic. Oscillations can be 
completely fit for the lowest concentration and are not present for the higher 
concentrations, but for x = 0.0085 we see the theme of a “crossover” recur, as the 
depolarization shows an awkward combination of both FμF and Kubo-Toyabe dynamics. 
Finally it was found that a modest externally applied longitudinal field of 120 G is 
sufficient to suppress FμF oscillations at any temperature and/or concentration, allowing 
us to isolate and study the dynamics of the Ho3+ alone. However, since at higher values of 
disorder we don’t see fully formed quasi-static Kubo-Toyabe depolarization in 
experiment, we infer that dynamical processes remain significant at low temperature and 
high values of x. 
7.3 Result: evolution of phonon bottleneck factors 
We confirm that at concentrations x ≤ 0.0085 the relaxation rates increase with x 
at temperatures near 2 K. This was seen in previous work6 as shifts to higher frequencies 
of the maxima in frequency dependence of χ’’(ω)). We also observed the same shifts of 
the peak with frequency, with the caveat that our measurements suggest there is more 
than one characteristic frequency, and that to get a true understanding of the relaxation 
one must turn from classical Casimir and Du-Pre type analysis to simulations that track 
all the relevant parameters. In doing this we find that contributions to the relaxation shift 
from being dominated by the electron-phonon interaction to cross relaxation as 
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correlations between ions become important. Specifically, the phonon bottleneck factors 
Pe and Pg decrease with increasing x for very low concentrations and then increase with 
increasing concentration beyond approximately x ~ 0.002. By definition the bottleneck 
factors should always increase linearly with concentration x (as more ions try to exchange 
energy with the same restricted lattice modes), and it is possible that the observed 
reduction of these factors with x in the low concentrations can be the result of the 
superlinear increase of transition widths mn  (because Pmn ~ 1/ mn ) with 
concentration in the range of small x.  
7.4 Result: evolution of level broadening 
The width Δ of the cross-relaxation Gaussian line-shape function that determines 
the probability of simultaneous transitions of two Ho3+ ions was seen to increase nearly 
monotonically up to x = 0.0408. This manifested itself in field dependent susceptibility 
on the x = 0.0085 sample as large (in amplitude) and broad (stretching to fields well 
beyond H7) features that were also present in susceptibility measurements of the higher 
concentrations x = 0.0408 and 0.0855. As Δ continues to increase with concentration, it 
becomes tempting to speculate that this would completely smear out the signatures of 
relaxation at ALCs in the higher concentrations, allowing for relaxation between other 
levels as the probabilities of transitions that were nearly forbidden at lower x begin to 
increase. However, we see that this is not the only mechanism for new relaxation 
processes at the higher concentrations, by looking at the attempt to model the field 
dependent susceptibility at x = 0.0408. We see signatures in the calculations of processes 
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at ALCs that have not been dominated by broader features, as they have in the 
measurements.  
When attempting to simulate temperature dependent μSR measurements from 
results of susceptibility on x = 0.0408 we can again distinguish very clearly the physics 
captured by a single-ion model from the effects of correlations. The results agree well 
with the measured rates at temperatures T > 6 K, when the fluctuations of holmium 
magnetic moments play a dominant role. However, at low temperatures the calculated 
rates of the muon polarization decay are essentially underestimated. Thus, the precession 
of the muon magnetic moments in strong quasi-static random magnetic fields is the most 
likely source of the observed fast decay of the initial muon polarization at temperatures 
below 6 K in the samples with holmium concentrations x  0.04. As it follows from the 
well-known stochastic theory31, the external field suppresses the polarization decay due 
to random fields, which is consistent with our findings.  
This is not to say that the low temperature depolarization is due only to static 
random fields. Figure 6.4.2 shows that in the sample with x = 0.0408 the calculated 
relaxation rate in the field 23 mT caused by fluctuations of local fields is about three 
times less than the measured one, implying that a dynamic mechanism of relaxation not 
accounted for within the single-ion model is present, and cannot be entirely suppressed 
by increasing the external field. This conclusion follows from the idea that, if we suppose 
our model is correct, and if it reproduces the data in conditions where static local fields 
normal to the external field are definitely absent (i.e. high temperatures), then it is natural 
to suppose that differences between the calculated and measured rates at low 
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temperatures are caused by additional mechanisms such as the precession of the muon 
moment in finite local fields. 
7.5 Result: high field peak in λ 
Concerning the newly discovered peak in the high-field dependence of λLF (c // 
B), a possible explanation may be related to an anomaly in the phonon density of states 
(PDS). The calculated PDS of LiYF4 has a relatively broad maximum54 at phonon 
energies 50-70 cm-1 (see inset, Figure 6.5.2(b)). The position of this maximum is very 
close to the crystal field level 24,3 of the Ho3+ ions in LiYF4 (72 cm-1)55. Due to the 
specific shape of the PDS, the contribution of the Orbach processes to the relaxation rate 
of the Ho3+ magnetic moment at temperatures T > 10 K depends strongly on the 
differences between the energies of the hyperfine sublevels of the excited 24,3  and 
ground 1 4,3 doublets. In particular, upon increasing magnetic field parallel to the c-axis, 
some transition energies between the electronic states shift out of the region where the 
PDS has the maximum, the rate of magnetic moment fluctuations decreases, and the 
muon depolarization rate increases. Note that we consider here the range of temperatures 
at the high temperature side of the maximum in the temperature dependence of the muon 
relaxation rate where it is approximately inversely proportional to the relaxation rate of 
the holmium magnetization. The field dependence of x = 0.0085 is simulated in Figure 
6.5.2(b) by incorporating an approximation of the detailed shape of the PDS (shown in 
the inset). The general behavior – an initial decrease in  with field, followed by a peak at 
about 0.3 T, for B along the c-axis, but a monotonically decreasing rate with B 
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perpendicular to it – is indeed reproduced by the simulations, although the magnitude of 
the measured effect is much larger than that predicted by the simulations. Thus we 
believe that this model captures the underlying physical process, but a more refined 
calculation of coupling constants in the Hamiltonian of electron-phonon interaction is 
required to obtain detailed quantitative agreement. 
7.6 Limitations of the current model 
The derived method of calculation of the muon spin relaxation in strong 
longitudinal fields, although shown here to be adequate up to x = 0.0085, is based on 
several crude assumptions: a model of single-ion magnets was employed, with a 
homogeneous distribution of impurity paramagnetic ions supposed; also, possible 
variations of phonon bottleneck factors with temperature, Raman relaxation processes, 
and local lattice deformations caused by implanted muons were all neglected. In addition 
to cross-relaxation between pairs of ions, future simulations could hypothetically be 
extended to N-ion co-tunneling processes with N > 2. However, this would not account 
for our observations in susceptibility of the x = 0.0408 and 0.0855 samples because the 
resonant fields for N > 2 are given by ]2/[/ BJJ
N
p gANpH   (integer p, with |p| ≤ 
7N)21 which  would occur at values less than 23mT while the features observed are at 
much larger field values. This suggests a different type of collective mechanism, such as 
relaxation processes between a single ion and a cluster of ions, or between two clusters of 
ions. Such clusters might have large collective moments and require a large field to 
induce a transition. In fact Ghosh33 referred to clusters of ions as “the most natural 
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possibility” when trying to explain the ground state of LiY0.955Ho0.045F4 as a collection of 
nearly independent oscillators embedded in a spin liquid. This brings up the possibility of 
the formation of dimer centers involving two closely spaced holmium ions. Such a pair 
should exhibit essential changes of its spectral and kinetic properties relative to the 
properties of a single ion. However, for x   0.1, the probability of dimer formation is 
remarkably less than unity32, and we have enough reasons to assume that the utilization 
of the single ion model with renormalized parameters is still appropriate, at least, at high 
temperatures when quantum correlations are destroyed by thermal excitations. Whatever 
the source, it is clear a new mechanism needs to be included in our model to reproduce 
the saturation of λLF at low temperatures and the features in χ’’ at high fields in samples 
with x ≤ 0.04. 
It is seen that calculated rates of muon depolarization agree qualitatively with the 
data at different temperatures and in different magnetic fields parallel and perpendicular 
to the crystal symmetry c-axis. Still, differences between the calculated and measured 
magnitudes of  for x = 0.0085 are not negligible (as high as 42%). Parameters of the 
model were determined from fitting the AC susceptibility measured in the magnetic fields 
parallel to the crystal symmetry axis and at frequencies not exceeding 105 Hz. However, 
the measured muon spin depolarization rates are connected with the responses of the 
Ho3+ ions at frequencies up to 100 MHz and not only in the fields parallel to the c-axis, 
but perpendicular to this axis as well. As was noted in section 6.6, the depolarization rate 
 depends remarkably on the orientation of the magnetic field. At fixed temperature,  
increases when the field rotates from the c-axis to the basis plane and has maximal values 
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in fields tilted from this plane by   5˚. Possible errors in the sample orientation may be 
as large as 7˚, however, the calculated relative differences between maximal and minimal 
(when B is exactly normal to the c-axis) values do not exceed 20 %. The quantitative 
discrepancy may also be due to experimental difficulties, where the slow relaxation of the 
relatively low concentration samples increases the possible errors in determination of  
from the measured muon asymmetry curves. 
7.7 Concluding statement 
In conclusion, I have carried out a systematic study of the spin dynamics in LiY1-
xHoxF4 utilizing experimental techniques in static and dynamic susceptibility, as well as 
muon spin relaxation. Through collaboration with an expert in the theoretical aspects of 
the material, we have taken a single-ion model of the dynamics in LiY1-xHoxF4 to its 
limit, and have laid the ground work for the next step in understanding the ground state 
for intermediate concentrations. 
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