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manifolds along the nonlinear wave. The results are applied to
small-amplitude wave trains for a scalar equation on an inﬁnite
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1. Introduction
Consider the parabolic system
ut = uxx − Lu + f (u), (x, y) ∈ R × Ω, (1.1)
on the cylindrical domain R × Ω , where Ω is a bounded domain in Rd with smooth boundary,
u ∈ Rm , and L is a positive selfadjoint operator in the y-variable on Ω with appropriate boundary
conditions on ∂Ω . Spectral stability of travelling-wave solutions h(x− ct, y) of (1.1) is determined by
the eigenvalue problem
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(
h(x, y)
)
u, (x, y) ∈ R × Ω, (1.2)
where, with a slight abuse of notation, we denote the moving-frame coordinate x − ct again by x.
To show spectral stability of the travelling wave h(x, y), unstable eigenvalues λ of (1.2) need to be
excluded.
We brieﬂy review the theory for fronts and pulses, which satisfy h(x, y) → h±(y) as x → ±∞.
If the transverse direction y ∈ Ω is not present, then the Evans function [1,5,15] can be used as
follows to derive parity indices that detect certain spectral instabilities. The Evans function D(λ) is a
Wronskian of those solutions of
λu = uxx + cux + fu
(
h(x)
)
u, x ∈ R, (1.3)
that decay as x → ∞ and those that decay as x → −∞. Thus, D(λ) vanishes if, and only if, λ is an
eigenvalue. If D(λ) is normalized so that D(λ) > 0 as λ → ∞, then sign D ′(0), which can be calcu-
lated as a Melnikov integral from the existence problem, provides a parity index: if sign D ′(0) = −1,
then there exists an odd number of unstable real eigenvalues, and the underlying wave is unstable;
see [15,8] for extensions and applications, and [16] for further references. For (1.2), the results in [10]
provided a way of extending Evans functions to cylindrical domains R × Ω through Galerkin approx-
imations. Though not explicitly stated there, the methods used in [10, §4.2] show that, for each ﬁxed
compact subset Λ of C, there is an N∗  1 such that the Evans function DN (λ) of the Nth-order trun-
cated Galerkin approximation of (1.2) captures, for N  N∗ , all eigenvalues of (1.2) in Λ, so that roots
of DN (λ) are o(1)-close to eigenvalues of (1.2) as N → ∞; here, roots and eigenvalues are counted
with their respective multiplicity. Later, [4] used the spatial-dynamics techniques developed in [14,18]
to construct Evans functions more directly for (1.2): however, the results in [4] require an extra as-
sumption (stated on [4, p. 69]) which is not known to be met for any system of the form (1.2) unless
Λ is a small ball near some λ0 ∈ C.
In this paper, we focus on spatially periodic waves so that h(x+, y) = h(x, y) for all (x, y) ∈ R×Ω
for some minimal period  > 0. In the ﬁnite-dimensional case (1.3), Evans functions for periodic waves
were constructed in [6]. In the long wavelength limit  → ∞, the relation between the Evans functions
of periodic waves and the limiting pulse proﬁle was discussed qualitatively in [7] and quantitatively
in [17]. In the recent work [2], a parity index was constructed for the 1D gKdV equation, in the spirit
of [15] for pulses. Recent work on Krein signatures for 1D periodic waves of Hamiltonian PDEs can be
found in [9]. In addition to their importance for spectral stability considerations, Evans functions also
enter into Green’s functions that can be used to prove the nonlinear stability of such waves; see, for
instance, [13].
Our goal here is to construct Evans functions and parity indices for periodic waves on cylindrical
domains, an issue not considered previously. To illustrate the idea, consider ﬁrst the 1D problem
uxx + a(x)u = λu, x ∈ R, u ∈ Rm, (1.4)
where a(x) ∈ Rm×m with a(x+ ) = a(x) for some  > 0, for which a parity index can be constructed
easily. Write (1.4) as the ﬁrst-order system
Ux =
(
0 1
λ − a(x) 0
)
U
and denote its fundamental matrix solution by Φ(x;λ), then the Evans function for capturing eigen-
values of (1.4) with -periodic eigenfunctions is given by D(λ) = det[1− Φ(;λ)]. A parity index can
now be deﬁned as follows. Use Floquet theory to write Φ(;λ) = eR(λ) with
R(λ) =
( Rc(λ) 0 0
0 Rs(λ) 0
u
)
, (1.5)0 0 R (λ)
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composition can be continued uniquely in a continuous fashion, yielding (1.5). Local analyticity in λ
for λ near zero implies that, unless D(λ) ≡ 0, there are an integer k  0 and a constant M 	= 0 such
that
det
[
1− exp(Rc(λ))]= Mλk +O(λk+1) (1.6)
for λ near zero. Let mu be the number of rows or columns of Ru(0), then the quantity
P = (−1)m−muO signM, O = signdet exp(Ru(0))
is a parity index: P = −1 implies that (1.4) admits an odd number of real unstable eigenvalues with
-periodic eigenfunctions. Note that O = −1 precisely when the unstable manifold of the underlying
periodic orbit is not orientable. The above statements can be proved by showing that sign D(λ) =
(−1)m for λ → ∞, which follows from a scaling argument, and analysing the behaviour of D(λ) near
zero using (1.5)–(1.6). The parity index measures whether the Floquet multipliers of Φ(;λ) at λ = 0
can be continuously deformed into the multipliers λ = ∞ without having any of them cross through
ρ = 1, which corresponds to the Floquet exponent ν = 0.
Our motivation came from [3] who studied instabilities of standing waves of the scalar equation
utt + αut = uxx + uyy + μu + f (u), (x, y) ∈ R × (0,π), u ∈ R, (1.7)
with Dirichlet conditions at y = 0,π for α  0 and f (0) = fu(0) = 0. The periodic waves constructed
in [3] for μ near one have small amplitude and lie on a two-dimensional center manifold of the
system
uxx + uyy + μu + f (u) = 0,
considered as a dynamical system in the x-variable. Due to the Hamiltonian structure of the standing-
wave equation, there is a one-parameter family of waves with period (s), which is parametrized by
the value s of the Hamiltonian along the wave. It was then shown in [3] that ′(s) < 0 implies that
the waves are sideband-unstable. We will construct a parity index for (1.7) and show that ′(s) < 0
actually implies the existence of a real positive eigenvalue with (s)-periodic eigenfunction: thus, the
instability is more severe than that induced by a sideband instability. More generally, we consider
systems of the form
λu = uxx + uyy + a(x, y)u, (x, y) ∈ R × (0,π), u ∈ Rm.
Though we restrict our presentation to standing waves on strips, we emphasize that our techniques
and results extend to any problem of the form (1.2); see [10, §7] and [14, §6] for the necessary
technical information on Galerkin approximations of (1.2).
2. Spectra, and spatial dynamics
Consider the eigenvalue problem
uxx + uyy + a(x, y)u = λu, (x, y) ∈ R × J , J = (0,π), u ∈ Rm, (2.1)
with Dirichlet conditions at y = 0,π . Throughout, we assume that a(x, y) is smooth in (x, y) with
values in Rm×m and that a(x+ , y) = a(x, y) for all (x, y) for some minimal period  > 0. We denote
by Σ and Σper the spectra of  + a posed respectively on L2(R × J ) and on L2(S1 × J ), where
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(2.1) has a nontrivial solution that is -periodic in x.
We write (2.1) as the system
Ux =
(
0 1
−∂2y − a(x, ·) + λ 0
)
U = [A + B(x, λ)]U , A = ( 0 1−∂2y 0
)
(2.2)
on Y = H10( J ) × L2( J ) with domain D(A) = Y 1 = (H2( J ) ∩ H10( J )) × H10( J ). We also consider the
operator
Tper(λ) = −∂x + A + B(·, λ)
on L2(S1, Y ) with domain L2(S1, Y 1) ∩ H1(S1, Y ). Eigenvalues ν of Tper(λ) are Floquet exponents
of (2.2) that correspond to solutions eνxUper(x) of (2.2), where Uper(x) is -periodic (and not identi-
cally zero).
Lemma 2.1. For each λ ∈ C, the set of Floquet exponents of (2.2) is discrete, and each vertical strip in the
complex plane contains only ﬁnitely many Floquet exponents, counted withmultiplicity. Furthermore, λ ∈ Σper
if, and only if, ν = 0 is a Floquet exponent of (2.2); we have λ ∈ Σ if, and only if, (2.2) has a purely imaginary
Floquet exponent.
Proof. The ﬁrst claim follows from [11, Lemma 6.1(a)]. The claim about the relation between spectra
of (2.1) and Floquet exponents of (2.2) follows from [11, Theorem 2.3] and [19, Theorem A.1]; see
also [6] for the ﬁnite-dimensional case. 
We say that (2.2) has an exponential dichotomy if there exist constants K > 0 and κ > 0 and two
strongly continuous families of bounded operators Φs(x;λ) and Φu(x;λ) on Y , deﬁned respectively
for x 0 and x 0, such that
sup
x0
eκx
∥∥Φs(x;λ)∥∥L(Y ) + sup
x0
e−κx
∥∥Φu(x;λ)∥∥L(Y )  K ,
the operators Φs(0;λ) and Φu(0;λ) are complementary projections, and the functions Φs(x;λ)U0
and Φu(x;λ)U0 satisfy (2.2) for x > 0 and x < 0, respectively, with values in Y for each ﬁxed U0 ∈ Y .
Exponential dichotomies therefore separate decaying from growing solutions; they are robust under
small perturbations; see [14]. The next result clariﬁes the relation between the existence and robust-
ness of exponential dichotomies and the spectrum and resolvent set of (2.1).
Lemma 2.2.We have λ /∈ Σ if, and only if, (2.2) has an exponential dichotomy.
Proof. We note that [11, Theorem 2.3] and [19, Theorem A.1] imply that λ /∈ Σ if, and only if, Tper(λ)
is invertible. Next, [18, Theorem 3.1] shows that Tper(λ) is invertible if, and only if, (2.2) has an
exponential dichotomy; we remark that Hypothesis (U3) in [18] is automatically satisﬁed due to
[12, Theorem 2.5]. 
Next, pick λ0 ∈ Σ , then (2.2) has at least one, but at most ﬁnitely many, Floquet exponents on
the imaginary axis, and the remaining Floquet exponents lie at least distance 2η away from iR for
some η > 0. Using exponential weight as in [19], we can construct dichotomies Φcu(x;λ) and Φs(x;λ)
for λ near λ0 so that Φs(x;λ) decays exponentially with rate 2η in x > 0, while Φcu(x;λ) grows at
most like eη|x| for x < 0. Similarly, we ﬁnd dichotomies Φu(x;λ) and Φcs(x;λ) for λ near λ0 so that
Φu(x;λ) decays exponentially with rate 2η in x < 0, while Φcs(x;λ) grows at most like eη|x| for x > 0.
The intersection
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of the ranges therefore consists of all initial data of solutions of (2.2) that grow at most like eη|x| as
|x| → ∞, and there is a bounded operator Φc(;λ) : Ec(λ) → Ec(λ) that maps initial data U (0) to
U (). The construction of dichotomies in [14,19] shows that Ec(λ) and Φc(;λ) are analytic in λ for
λ near λ0. In summary, we proved the following result.
Lemma 2.3. For each λ0 ∈ Σ , there is a δ > 0 so that λ ∈ Σper ∩ Uδ(λ0) if, and only if, det[(1 −
Φc(;λ))|Ec(λ)] = 0. Furthermore, λ ∈ Σper ∩ Uδ(λ0) if, and only if, Φc(;λ)|Ec(λ) has an eigenvalue on the
unit circle (that is, a Floquet exponent on the imaginary axis).
Note that the construction that led to Lemma 2.3 is local: we cannot easily deﬁne a global determi-
nant for (2.2) that captures purely imaginary Floquet exponents ν of (2.2) and therefore characterizes
eigenvalues λ of (2.1). We now discuss how Galerkin approximations can be used to set up a global
determinant that captures eigenvalues asymptotically, as the dimension of the Galerkin approxima-
tions goes to inﬁnity.
3. Galerkin approximations, and Evans functions
Consider the leading-order operator
A =
(
0 1
−∂2y 0
)
in (2.2). The eigenfunctions
U±j,k :=
( 1
j
±1
)
ek sin( jy), j ∈ N, k = 1, . . . ,m,
of A on Y belonging to the eigenvalues ± j are pairwise orthogonal and complete. Thus,
QN :=
N∑
j=1
m∑
k=1
∑
l=±
Ulj,k
〈
Ulj,k, ·
〉
Y : Y −→ Y
is a continuous orthogonal projection with dimRg(QN ) = 2mN , and QNU → U as N → ∞ for
each ﬁxed U ∈ Y . Since B(x, λ) : Y → Y maps into Y 1 and is therefore compact, we have ‖(1 −
QN )B(x, λ)‖L(Y ) → 0 as N → ∞ uniformly in x and in λ in compact subsets of C; see [10,
Lemma 4.2]. We now consider the truncated equation
Ux =
[A + QNB(x, λ)]U , U ∈ Y , (3.1)
whose coeﬃcients are therefore close in norm to those of (2.2). Note that (3.1) is of the form3
(
W
W⊥
)
x
=
(A + QNB(x, λ) QNB(x, λ)
0 A|N(QN )
)(
W
W⊥
)
,
(
W
W⊥
)
∈ Rg(QN) ×N(QN).
In particular, the ﬁnite-dimensional space Rg(QN ) is invariant under (3.1), and we denote the as-
sociated fundamental matrix solution by ΦN (x;λ) : Rg(QN ) → Rg(QN ). Furthermore, we record that
3 Range and null space of an operator L are denoted by Rg(L) and N(L), respectively.
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deﬁne
DN(λ) = det
[(
1− ΦN(;λ)
)∣∣
N(QN )
]
and now show that eigenvalues λ ∈ Σper of (2.1) are well approximated by roots of DN (λ) provided
N is large enough.
Theorem 1. For each open subset Λ of C for which Λ¯ is compact and ∂Λ ∩ Σper = ∅ and for each suﬃciently
small δ > 0, there is N∗  1 such that ZN := {roots of DN in Λ} ⊂ Uδ(Σper) and so that the multiplicity of
λ0 ∈ Σper ∩ Λ is equal to #{ZN ∩ Uδ(λ0)} for all N  N∗ .
Proof. Since (1− QN)B(x, λ) converges to zero in the operator norm on Y as N → ∞, the coeﬃcient
operators in (2.2) and (3.1) converge to each other as N → ∞. Roughness of exponential dichotomies,
see [14,18], implies the following: ﬁx λ0 ∈ Λ, then (3.1) has trichotomies Φ jN (x;λ) for j = c, s,u, with
properties analogous to those of Φ j(x;λ), that converge to those of (2.2) in the operator norm as
N → ∞ uniformly in λ near λ0. The trichotomies Φ jN (x;λ) of (3.1) are again analytic in λ near λ0.
If λ0 /∈ Σ , then (2.2) has exponential dichotomies Φu(x;λ) and Φs(x;λ) for all λ near λ0 by
Lemma 2.2, and therefore so does (3.1) by the preceding discussion. Thus, DN (λ) 	= 0 for λ near λ0.
If λ0 ∈ Σ ∩ Λ, then λ ∈ Σper for λ near λ0 if, and only if,
det
[(
1− Φc(;λ))∣∣Ec(λ)] (3.2)
vanishes at λ. Since ΦcN (;λ) and EcN (λ) converge to Φc(;λ) and Ec(λ), respectively, as N → ∞,
uniformly in λ near λ0, Rouché’s theorem implies that (3.2) and
det
[(
1− ΦcN(;λ)
)∣∣
EcN (λ)
]
(3.3)
have the same number of roots, counted with multiplicity, in an o(1) neighbourhood of λ0 for N suf-
ﬁciently large (where o(1) → 0 as N → ∞); recall that Σper is discrete. It therefore remains to show
that these roots of (3.3) are in 1:1 correspondence with roots of DN (λ) = det[(1 − ΦN (;λ))|N(QN )].
First, if λ is a root of DN (λ) near λ0, then (3.1) has a nontrivial -periodic solution U (x): it fol-
lows that U (0) ∈ EcN (λ), which contains all initial data that lead to solutions of (3.1) which are
bounded by Keη|x| for x ∈ R, and therefore λ is a root of (3.3). Conversely, if λ is a root of (3.3),
then (3.1) has a nontrivial -periodic solution U (x) = (W ,W⊥)(x). Since W⊥(x) satisﬁes the equa-
tion W⊥x = A|N(QN )W⊥ whose only bounded solution is W⊥ = 0, we have W⊥ ≡ 0. Thus, U (x) =
(W (x),0) ∈ Rg(QN ) for all x, and W (x) is a nontrivial -periodic solution of Wx = [A + QNB(x, λ)]W
in Rg(QN ): this implies that λ is a root of DN (λ). Similar arguments apply to generalized eigenfunc-
tions.
Since Λ¯ is compact by assumption, we can choose the various minimal constants N∗ found above
uniformly in λ in Λ. This completes the proof of the theorem. 
The preceding theorem implies that the computation of eigenvalues via truncated Evans functions
is well posed. In the next section, we shall use this representation to construct a parity index for
periodic waves.
We remark that the results in Sections 2–3 are also valid for
uxx + uyy + cux + a(x, y)u = λu (3.4)
if we use the Galerkin approximations associated with the eigenfunctions U j,k ,
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( 1
ν j
1
)
ek sin( jy), ν j = j
(√
1+ c
2
4 j2
+ c
2 j
)
, j ∈ Z \ {0}, k = 1, . . . ,m,
that belong to the eigenvalues ν j of the operator
A =
(
0 1
−∂2y c
)
.
We omit the details.
4. A parity index for periodic waves
The parity index will be constructed by comparing the behaviour of DN (λ) for λ near zero
with the limits as λ → ∞ along the real axis. Pick δ with 0 < δ  1: if sign DN (δ) = O1 and
limλ→∞ sign DN (λ) = O2 uniformly in N  N∗ , then P = O1O2 is a parity index: if P = −1, then
DN has an odd number of real roots in [δ,∞). We now consider the behaviour of DN (λ) near zero
and inﬁnity in more detail.
4.1. Behaviour of DN (λ) as λ → ∞
Recall that dimRg(QN ) = 2mN so that DN (λ) is deﬁned as the determinant of a matrix in
R
2mN×2mN . We have the following result.
Lemma 4.1. There are numbers λ∗  1 and N∗ ∈ N so that sign DN (λ) = (−1)mN for all λ λ∗ and N  N∗ .
Proof. We consider real positive λ in the limit λ → ∞. Setting
 = 1√
λ
, z = √λx = x,
so that 0<   1, transforms the eigenvalue problem (2.1) into
uzz + 2uyy + 2a(z/, y)u = u. (4.1)
Initially, we omit the term involving a and focus on the constant-coeﬃcient problem, which we write
as the ﬁrst-order system
(
u
v
)
z
=
(
0 1
1− 2∂2y 0
)(
u
v
)
=: A()
(
u
v
)
, (4.2)
where 0 <   1. Denote by
Yn = span
{( 1
n
1
)
sin(ny)ek; 1 km
}
the space associated with the nth Fourier mode. We identify Yn in the natural way with R2m ,
equipped with the norm |(un, vn)|n =
√
n2|un|2 + |vn|2. The general solution of (4.2) is a linear su-
perposition of the solutions
(
un
v
)
(z) = e±
√
1+2n2z
(
1√
2 2
)
u¯, u¯ ∈ Rm.n ± 1+  n
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Pun () =
1
2
(
1 1√
1+2n2√
1+ 2n2 1
)
,
and we have
∣∣∣∣Pun ()
(
un
vn
)∣∣∣∣
2
n
= 1
4
n2
∣∣∣∣un + 1√1+ 2n2 vn
∣∣∣∣
2
+ 1
4
∣∣√1+ 2n2un + vn∣∣2
 1
2
n2
(
|un|2 + 1
1+ 2n2 |vn|
2
)
+ 1
2
((
1+ 2n2)|un|2 + |vn|2)
 1
2
(
1+ 2n2)|un|2 + 1
2
(
1+ 1
2
2n2
1+ 2n2
)
|vn|2

(
1+ n2)|un|2 + (1+ 1/2)|vn|2
 C
2
2
∣∣∣∣
(
un
vn
)∣∣∣∣
2
n
for some C > 0 independent of n and 0   1. Thus, the resulting projection operator Pu() on Y
satisﬁes
∥∥Pu()∥∥L(Y )  C . (4.3)
Since the unstable eigenvalues of A() are all larger or equal to one, we see that there is a constant
C so that
Uz = A()U , U (0) = U0 ∈ Rg
(
Pu()
)
has a unique solution for z 0 and
∣∣U (z)∣∣Y  Cez∣∣U (0)∣∣, z 0,
uniformly in  . We denote this solution by
U (z) = eAu()zU (0), U (0) ∈ Rg(Pu())
and record that
∥∥eAu()z∣∣Rg(Pu())∥∥Y  Cez, z 0. (4.4)
Similarly, there is an operator eAs()z that gives solutions of (4.2) for initial data in Rg(P s()) that
decay exponentially with rate one for z  0, where the stable projection P s() := 1 − Pu() is again
bounded by C/ in L(Y ). Because the Galerkin projections QN coincide with the Fourier decompo-
sition of Y into the spaces Yn used above, we see that the evolution operators we just constructed
for (4.2) leave the spaces Rg(QN ) invariant for all N .
We now return to the Galerkin approximation of the full problem (4.1). Writing the resulting
system as a ﬁrst-order system, we arrive at
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(
0 0
−a(z/, ·) 0
)
U =: A()U + 2QNBN(z/)U , (4.5)
where 0 <   1. Note that B(z/) is bounded in L(Y ) uniformly in z and  . We ﬁnd solutions of
(4.5) for z 0 by solving the ﬁxed-point equation
U (z) = eAu()zU0 +
z∫
0
eA
u()(z−s)Pu()2QNB(s/)U (s)ds
+
z∫
−∞
eA
s()(z−s)P s()2QNB(s/)U (s)ds (4.6)
for z  0 with U0 ∈ Rg(Pu()). Using (4.3) and (4.4) together with the analogous estimates for the
stable projection and evolution operator, we see that the integrals on the right-hand side of (4.6) are
bounded in C0(R−, Y ) by C uniformly in  and N . Hence, (4.6) has a unique solution that can then
seen to decay exponentially as z → −∞. Note that
U (0) = (U0,O()U0) ∈ Rg(Pu())× Rg(P s()).
A similar statement is true for solutions that decay as z → ∞, and the only solution of (4.5) that is
bounded on R is the trivial solution U ≡ 0. Using (4.6) and the properties of the constant-coeﬃcient
problem we established above, it is now easy to see that sign DN (λ) = (−1)mN uniformly in λ  λ∗
and N  N∗ . 
We remark that the results presented above again extend to (3.4) for nonzero wave speeds c; we
omit the details.
4.2. Behaviour of DN (λ) for λ near zero
We now turn to the behaviour of DN (λ) for λ near zero. First, we focus on the original problem
(2.2) and consider Φc(;λ) : Ec(λ) → Ec(λ) for λ near zero. Analyticity in λ implies that there are
constants k 0 in N and M 	= 0 so that
det
[(
1− Φc(;λ))∣∣Ec(λ)]= Mλk + O(λk+1). (4.7)
The proof of Theorem 1 shows that
det
[(
1− ΦcN(;λ)
)∣∣
EcN (λ)
]= k−1∑
j=1
o(1)λ j + [M + o(1)]λk + O(λk+1)
as N → ∞, uniformly in λ near zero. Hence, for ﬁxed 0 < δ  1, there is an N∗ such that
signdet
[(
1− ΦcN(;λ)
)∣∣
EcN (λ)
]= signM
for all N  N∗ . To obtain a parity index, we bring ΦN (;λ) into the block-diagonal form
ΦN(;λ) =
⎛
⎝Φ
c
N(λ) 0 0
0 ΦsN(λ) 0
u
⎞
⎠ ,0 0 ΦN(λ)
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u
N correspond to the stable and unstable Floquet exponents at λ = 0. For λ close to
zero, we then have
DN(λ) = det
[
1− ΦN(;λ)
]= det[1− ΦuN(;λ)]det[1− ΦcN(;λ)]
= (−1)Nu det[ΦuN(;0)]det[1− ΦcN(;λ)],
where 0 Nu  2mN is the number of unstable Floquet exponents of ΦN (;0). Hence, we have
sign DN(δ) = (−1)Nu sign
[
M detΦuN(;0)
]
,
and the parity index PN is deﬁned as
PN := (−1)mN−Nu sign
[
M detΦuN(;0)
]
. (4.8)
In summary, we have shown the following result.
Theorem 2. There exists an N∗ such that PN = −1 for some N  N∗ implies that (2.1) has an odd number of
real unstable eigenvalues.
We remark that O = signdetΦuN (;0) is equal to the parity of negative eigenvalues of ΦuN (;0),
which coincides with the parity of negative Floquet multipliers ρ < −1 of ΦN (;0). Thus, O = −1
precisely when the unstable manifold of the underlying periodic wave with respect to the travelling-
wave equation arising from (1.1) is not orientable.
4.3. Application to scalar PDEs
Consider the equation
uxx + uyy + μu + f (u) = utt + αut, (x, y) ∈ R × (0,π), u ∈ R, (4.9)
with Dirichlet conditions at y = 0,π , where α > 0 and f (u) = au2 + bu3 + · · · . This equation was
considered in [3] where it was shown that small-amplitude standing periodic waves of period (s)
bifurcate from u = 0 near μ = 1 under appropriate assumption on f . These waves lie on the two-
dimensional center manifold of the associated spatial dynamical system. Thus, Ec(λ) will be two-
dimensional for λ near zero, and the number Nu of unstable Floquet exponents of the Nth Galerkin
approximation is therefore given by Nu = N − 1: there are two center directions, and the number
of unstable and stable Floquet exponents, which therefore add up to 2(N − 1), coincide due to the
x → −x symmetry of (4.9). Furthermore, the unstable Floquet multipliers are all positive, since they
arise approximately from the eigenvalues of the constant-coeﬃcient problem at the trivial state u = 0.
Hence, the parity index PN from (4.8) is given by
PN = − signM. (4.10)
It was shown in [3] that the small-amplitude waves are sideband-unstable when ′(s) < 0: this im-
plies that Φc(;λ) has two purely imaginary eigenvalues ±iν(λ) for 0 < λ  1 with ν(λ) 	= 0 for
λ > 0. Hence, we have det[1 − Φc(;λ)] > 0 for 0 < λ  1, so that M > 0 in (4.7) and hence in
(4.10). We conclude that PN = −1 for all N , and Theorem 2 implies that the linearization about such
a periodic wave with ′(s) < 0 has at least one unstable real eigenvalue in Σper with an -periodic
eigenfunction. Thus, the spectral situation is similar to that of the 1D scalar PDEs, where Sturm–
Liouville theory implies the existence of an unstable eigenvalue in Σper.
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For travelling periodic waves that have a nonzero wave speed c 	= 0, we typically have
dim Ec(0) = 1; see [19, §4]. In this case, there is a simple Floquet exponent ν(λ) with ν(0) = 0
for λ near zero, while all other Floquet exponents are bounded away from the imaginary axis. The
exponent ν(λ) is analytic in λ, and the group velocity cg of the wave is deﬁned by
cg = −dλ
ν
= −
(
dν
dλ
)−1
at λ = ν = 0. Thus,
det
[(
1− Φc(;λ))∣∣Ec(λ)]= 1− eν(λ) = λcg + O
(
λ2
)
so that signM = sign cg in (4.8). The geometry and spatial dynamics properties of the wave determine
the remaining quantities in (4.8).
5. Discussion
Our results show that approximate Evans functions can be deﬁned for periodic waves on inﬁ-
nite cylindrical domains with one unbounded spatial variable via Galerkin approximations. We used
this construction to deﬁne a parity index that gives a suﬃcient condition for spectral instability and
related this index to geometric quantities such as the dimension and orientability of the unstable
manifold around the periodic wave and its group velocity.
The techniques utilized in this paper can also be used to construct approximate Evans functions
for fronts and pulses, thus complementing the approach in [4].
Our approach will fail when Galerkin approximations are not available. For instance, systems of
viscous conservation laws lead to eigenvalue problems that involve terms of the form c(x, y)ux: for
these terms, the compactness properties of the perturbation B(x, λ) that we needed in the proof are
not known, and our construction fails.
Thus, more generally, it would be desirable to construct Evans functions directly for the multi-
dimensional eigenvalue problem that avoids the extra assumption needed in [4].
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