Abstract-There are many marine life around the world where it is essential to have proper documentation for future records. Many information retrieval systems for marine science today require text input from user and can only be accessed online. Therefore, people who do not know the name of the marine species or do not have Internet access cannot search using the systems. Responding to this important need, this work aims to develop a Content-based Image Retrieval (CBIR) system for marine invertebrates based on colour and shape features. With the CBIR system for marine invertebrates, users can use the system to look for marine invertebrates' species instead of using traditional methods of searching such as using books and encyclopedias. Users can easily upload the image of marine invertebrate that they want to search into the system and the system will retrieve all the other similar images of marine invertebrates along with their description. All the system interface's buttons, icons and text were designed in a way where any user can easily understand and further learn to operate the system themselves. Based on the retrieval effectiveness experiment and questionnaire-based survey, the proposed CBIR system for marine invertebrates is shown to be effective, help users search similar images of marine invertebrates, provide concise information on marine invertebrate's species for learning purposes, and is reliable and user-friendly.
INTRODUCTION Content-based Image Retrieval (CBIR) technologies are developing amazingly due to the need of retrieval systems that will be able to retrieve images effectively and efficiently [1] . It is applied to a variety of realworld problems such as for medicine (e.g. retrieving images with breast cancer), law (e.g. searching for similar trademarks and logos), and biodiversity conservation [2] .
Nowadays, public is more aware of the needs for marine life conservation and protection for future generation. There are so many marine life around the world where it is essential to have proper documentation for future records. Often, professionals that involve in marine life and conservation have been tasked with the complex and difficult assignment of manually identifying various species when this can be done much faster and more effectively with the assistance of an automatic content-based representation and retrieval. Thus, many researchers in the CBIR field have taken the initiatives to design representation and retrieval approaches specifically for marine species.
Smirnow et al. [3] created four different categories for the retrieval of fish and invertebrates: the taxonomic table containing taxa's name and nomenclature, the geographical table that includes data of museum catalogue collections or field books, the table on ecology, and the table on bibliography. The system is very useful in the analysis of fauna composition changes among different regions in the world. The system however only allows for text-based searching. This may lead to problems in retrieving data from the system because text input from user and the existing information in the system may differ greatly between individuals. Numerous complications in the animal terms and naming and also taxonomic relations between the marine animals can sometimes be difficult to be understood and interpreted which can hinder from a successful retrieval. Content-based image search may be able to complement the system since searching using images are less subjective compared to text-based.
MarineBio Species Database [4] is an online database of global marine species that contain groups of animals from birds, cephalopods, cetaceans, elasmobranchs, fishes, reptiles, and invertebrates. In order to retrieve the thousands of media collection from this online database, users will have to search for a particular species using text either by their common name, scientific name, phylum, family or order name. Another option to search through the entire database is to browse by species groups. Only then will users have their search results displayed in various number of images related to their search. One main drawback of this online database is that searching using images is not possible. For instance, if a user has an image of a particular species of jellyfish which he does not know its name, he cannot search directly for what he wants and get an exact match of it. He can only search by text with keywords like 'jellyfish' when searching by common name, 'cnidaria' when searching by phylum, or even 'medusozoa' when searching by scientific name. This will lead to a very long search results which may or may not even be relevant to what he wants. This is also very time-consuming since he will have to browse through the search results and see which image best fit his requirements of that species.
Ghosh, Mukherjee, and Parekh [5] focused on recognising fishes based on content-based feature, which is shape. The authors proposed combined methods of first order of the Hu Moment Invariant together with geometric shape descriptor (eccentricity feature). The method returned a reasonable recognition rate. However, the authors did not test the method on real fish images where they only used binary fish images instead. This might lead to misrecognition when applying on coloured fish images with complex background.
Sheikh, Mansor, and Ahmad Fauzi [6] extracted useful information of fish species based on a combination of colour (Coloured Pattern Appearance Model) and shape (Fourier descriptor) features. The authors utilised as well a region growing by colour segmentation technique which helped to locate a good region of interest. The method, however, involved high computation time and power. Furthermore, Fourier descriptor is not able to reflect the local characteristics of image features.
CBIR is the search of images based on visual content like colour, shape, and texture, instead of using image annotations or keywords. Among these features, colour is considered to be the most fundamental and plays an important role in image retrieval. This is because humans can perceive colour better compared to other features, it is independent of image size, orientation, and also robust to complex background. There are many existing colour methods created for CBIR [7] [8] [9] . Among the previous works on colour descriptors, Colour Moments is known for its superiority in qualifying colour distribution in an image and is very effective for colour-based image analysis. Colour moments can be computed for any colour model with three colour moments being computed for every channel. For instance, nine moments will be computed if the colour model used in the image is RGB and 12 moments if the colour model used in the image is CMYK. To compute colour moments, it will be based on probability distribution such as mean, standard deviation, and skewness.
Apart from colour, shape is another important and useful feature in CBIR, especially in describing objects and patterns. It is easy to describe an image in terms of its colour but with all the various shades and rich colour combination most images have nowadays, it will be useful to describe objects based on their shapes. Shape description technique can be classified into contourbased method and region-based method. Contour-based methods extract the shape boundary information of an image. Canny Edge Detector is one of the widely used contour-based descriptors where the edges are usually associated with the boundaries or contour of objects in a scene [10] . This function works by looking for places in the image where the intensity level changes quickly. The Canny method is different from the other edgedetection methods because it uses two different thresholds that will act as strong and weak edges detector. This method is therefore less likely than the others to be shadowed by the noises found in the image, and is more likely to detect true edges.
Contour-based descriptors are useful if the system's interest is only on shape contour and to discriminate shapes only by their contour features. However, these methods are generally sensitive to noise and variations because they only used a small part of shape information which is the contour information. They cannot effectively be used for images where the shape contour is not available, or when the shape content is more important than contour feature. These limitations can be solved by using region-based methods. Regionbased methods consider all the pixels within a shape region or object in the image to obtain shape representation which makes them able to narrow down the semantic gap. These methods are more robust as they used all the available shape information in the image, can cope well with shape defection, can be applied to general applications, and generally provide more accurate retrieval. Some of the region-based shape descriptors can be found in the following references [10] [11] [12] . Among these methods, Wavelet Transform able to describe shape's region well due to the multiresolution property where it allows efficient and ideal way of representing edges and image information at different decomposition levels. This allow for the coarse and fine details in a signal to be separated, including discontinuities and sharp spikes while at the same time preserving the structure of the data. Apart from that, Wavelet allow for small coefficients to be utilised as a sufficient approximate representation of a function. Computation can also be done faster due to the fast algorithm and the time required also decreases as the scale increases.
Due to the different characteristics of global and local shape features, it has been found that the fusion of these two types is desirable in order to improve the performance of image retrieval systems. Due to this reason, this work aims to develop a feature extraction method which fuses the Colour Moment together with the contour-based Canny Edge Detector and regionbased Wavelet Transform. This method is then applied to a CBIR system for marine invertebrates. Fig. 1 shows the interaction between the components of the proposed CBIR system for marine invertebrates representation and retrieval. The proposed framework is an improvement in terms of allowing for marine invertebrates to be retrieved based on content instead of text, and allowing for a more effective content-based representation based on fused colour, global-shape, and local-shape features.
II. SYSTEM DESIGN
At the beginning, the collected images will go through a feature extraction process based on three different methods, which are Colour Moments, Wavelet Transform, and Canny Edge Detector. In order to apply Colour Moments, RGB colours of different channels will be extracted from the image. Colour Moments is then applied to each of the separate channel. The mean and standard deviation for each colour channel is then computed.
In order to apply the Wavelet Transform and Canny Edge Detector, the image will have to be converted to a grayscale image. Once the image is converted to a grayscale image, Wavelet Transform and Canny Edge Detector are then computed. The Wavelet Transform method will detect all the horizontal, vertical, and diagonal edges contained in the image while the Canny Edge Detector will detect the x-axis, y-axis, and gradient of the object's edges based on the chosen threshold value. Different types of images of different domain require a different optimal threshold value. In order to determine the most suitable threshold value, experimentation using different threshold values is carried out. The threshold value of 0.2 showed the best retrieval results and therefore is utilised for this work. Similar to the Colour Moments, the mean and standard deviation are also computed for the coefficients of the Wavelet Transform and Canny Edge Detector. At the end of the feature extraction process, all of the coefficients based on the respective colour, globalshape, and local-shape methods are combined to represent the image which is stored in the feature database. All of the images in the collection will go through the same processes and their feature vectors are processed off-line to save query-processing time.
During the query process, the user will provide an example of the query image and the query image will need to go through the same feature extraction processes which involve the several steps mentioned above. From these feature extraction processes, the feature vectors of the query image are generated. In order to determine the similarity between the query image and the images in the collection, the feature vectors between these two images are compared based on the Manhattan distance function. The outcome of this process is a rank of similarity list which displays the degree of similarity between the query image with all of the images in the collection. The smaller the similarity value between an image in the image database to the query image, the more similar these two images are. The images are then returned to the user through a Graphical User Interface (GUI). Fig. 2 shows the Entity-Relationship diagram of the CBIR system for marine invertebrates. The table Description acts as the main table that connects all the other values together. The imageID which is also the foreign key in all other secondary tables acts as the primary key in the main Description table. There are 11 other fields (commonName, scientificName, kingdom, phylum, subphylum, class, speciesOrder, family, genus, species and also speciesDescription) in the Description table which is used to store all the image descriptions. 
III. CBIR SYSTEM
The CBIR system is developed on Microsoft Surface Pro 3 with Windows 8.1 Pro operating system, 2.5 GHz Intel Core i5, and 8GB Random Access Memory. Matlab scripting language is the main programming language used for development. MySQL Workbench 6.2 CE is used to create the marine species table. The MySQL Server 5.6 is used to connect to the MySQL Workbench database. MySQL Connector/ODBC is used in order for MATLAB to communicate with MySQL Workbench database. Adobe Illustrator is used to design the interfaces for the system. Fig. 3 (a) shows the user module interface. The user interface consists of the home button that allows user to go to main page. Apart from the home button, there are two other buttons (Upload Image and Search Image) that allow user to upload query image and search for similar images. At the bottom part of the interface is the search results panel that includes an instruction that asks user to click on the image for more description. The search results' images will be displayed along with its common name. Once user clicks on any of the images in the search results, the user will be redirected to the image description page as shown in Fig. 3 (b) . The image description page will display the common name, image of the marine species and its description. The image description includes scientific classifications such as name, kingdom, phylum, subphylum, class, order, family, genus, species, and the marine species description. The common name is shown in a sky blue box in order to highlight the common name to the user. IV. RESULTS AND DISCUSSION In order to evaluate the effectiveness of the proposed feature extraction and CBIR system, one retrieval experiment and one survey based on questionnaire have been conducted. For the retrieval experiment, 50 marine invertebrates of five image classes with each image class represented by 10 images are utilised as the dataset and query images. The 10 similar images in each image class provide the ground truth. The Queryby-Example (QBE) paradigm is employed. The 11 standard precision-recall is used as the method to measure the retrieval accuracy of the proposed approach, which is widely used in the CBIR field for evaluation purposes. The 11 standard precision-recall for the top 10 ranked images for every query image is calculated. The average values for 50 queries are calculated and tabulated in tables which will then be used to plot the average standard precision-recall at 10 graph representations for all four different methods of feature extraction. Fig. 4 shows the graph of average of 11 standard precision-recall of 50 queries for four different methods of feature extraction. The x-axis of the graph represents the 11 standard recall levels while the y-axis represents the average precision values at 11 standard recall levels. Fig. 4 , we can clearly see that the fusion of Canny Edge Detection, Colour Moments, and Wavelet Transform method outperforms all the other three feature extraction methods in terms of performance. The fusion method has an almost perfect curve whereby it has a precision of 1 for standard recall levels from 0 to 80 with only a slight decline of precision to 0.82 from recall levels 80 to100. This indicates that this feature extraction using the fusion of Canny Edge Detection, Colour Moments, and Wavelet Transform method is able to retrieve all relevant images correctly from recall levels 0 to 80 for all 50 queries. The Colour Moments curve however deviates from precision 1 from recall level 40 to 100. When the Colour Moments method is used, relevant images can be retrieved at the top ranking with relevant images appearing first before those irrelevant images. Wavelet Transform curve is below the Colour Moments curve on average, meaning this method is not as good as the Colour Moments method in retrieving the relevant images. When the Wavelet Transform method is used, more irrelevant images appear compared to relevant images. Hence, Colour Moments is a better method than the Wavelet Transform method. The last curve is the Canny Edge Detection curve. This method has the worst performance when compared with the other feature extraction methods used. Although this method is able to retrieve all relevant images correctly from recall level 0 to 20, this method is unable to retrieve many relevant images from recall level 20 to 100.
Based on
Based on the precision-recall graph representation, the best feature extraction method is the fusion of all three different methods, namely Canny Edge Detection, Colour Moments, and Wavelet Transform. When the combination of all three methods mentioned above is used, the system is able to retrieve at least nine out of ten relevant images for every query images. When all three methods are used individually, the retrieval results are not as accurate and relevant whereby the relevant images retrieved for every query images are only five at most. Therefore, all three methods of shape and colour extraction methods are combined to obtain the best retrieval results. This is because different feature extraction method has its own advantages and limitations. Hence, by combining all three methods, these methods will complement each other to overcome the weaknesses.
Apart from evaluating the effectiveness of the feature extraction method, a questionnaire-based user acceptance survey is also conducted with the targeted users where they are required to test the developed CBIR system for marine invertebrates and answer questions related to the system. Overall, a total of 20 respondents gave their personal feedback and opinions regarding the system. 70% of the respondents are Bachelor's degree students while the other 30% of the respondents are high school graduates or diploma graduates. The target users of this system are users who are high school graduate or diploma graduate at the very least. This is because the system involves a number of scientific terms which may not be suitable for younger users. 70% of the respondents have science-related education background while the other 30% of the respondents have a non-science related education background. The result of the survey is as shown in Fig. 5 . Question 1 is on whether the system helps user search similar image via image query. 60% of the respondents strongly agree while 40% of the respondents agree that the claim is true. Question 2 is on whether the system helps user to identify marine invertebrates' species. 90% of the respondents strongly agree while 10% of the respondents agree that the claim is true. This claim is supported with the fact that the respondents can easily know the name of the marine invertebrates' species in the search results. When the system displays similar images to that of the query image, it will also display its common name at the bottom of the image so that respondents can easily tell and match the marine invertebrates' image with its name just by looking at the search results. Question 3 on the other hand is on whether the system provides concise information on marine invertebrates' species. 20% of the respondents strongly agree while 80% of the respondents agree that such claim is true. Most of the respondents agree that the system provides concise information on marine invertebrates. This is because the marine invertebrates' species description displayed is sharply exact and brief. For instance, the scientific classifications such as the name, kingdom, phylum, subphylum, class, order, family, genus, and species is given without further explanation or details for these scientific classifications. In other words, all the information given is straight to the point, precise, and concise. However, most of the respondents agreed that although it is good to be precise and concise, it will be even better if there are more explanations to help people gain more knowledge on marine invertebrates' species. Question 4 is on whether the system is useful in learning more about marine invertebrates' species. 40% of the respondents strongly agree while 60% of the respondents agree that such claim is true. Since this system is useful in learning more about marine invertebrates, respondents agreed that one do not need the encyclopedias or books anymore if he wants to learn more about marine invertebrates. Question 5 is on whether the system is reliable and user-friendly. 40% of the respondents strongly agree while 60% of the respondents agree that such claim is true. The respondents said that the proposed CBIR system for marine invertebrates is reliable because the system is able to retrieve all relevant images at all times. The system is also user-friendly as the system interface has a very easy-to-understand buttons and instructions. Users do not have problem using or getting started with the system. Based on the questionnaire done, it can be concluded that the users agreed that this system is able to retrieve similar images based on query image and provides concise information on marine invertebrates. Since this system is also useful in learning more about marine invertebrates, users agreed that one do not need the encyclopedias or books anymore if he wants to learn more about marine invertebrates. Most importantly, the system is also reliable and user-friendly.
V. CONCLUSION AND FUTURE RESEARCH
The world has an abundant of flora and fauna. It is important to understand that these valuable species in the rain forest as well as the sea have to be documented properly for future reference.
The proposed feature fusion method has successfully obtained a 98% precision compared to the benchmark methods. The proposed method is then applied to a CBIR system for marine invertebrates, where user can now search for marine invertebrates' information using query image. The searching process for marine invertebrates is now not only limited to text-based input, but allow users to upload a query image of their choice from the existing database and then the system will search for any other similar images. Best of all, the search results also comes with the marine invertebrate's species description. This way, user can learn even more about the marine invertebrate's species. The scientific information such as the scientific name, kingdom, phylum, subphylum, class, order, family, genus, species, and the marine invertebrate's species description will be able to help students and lecturers to enhance their knowledge on marine invertebrates.
Future works include extending the method with texture feature and adding more useful modules to the system.
