In this work we present a multilayer shallow model to approximate the Navier-Stokes equations with hydrostatic pressure and the µ(I)-rheology. The main advantages of this approximation are (i) the low cost associated with the numerical treatment of the free surface of the modelled flows, (ii) exact conservation of mass and (iii) the ability to compute 3D profiles of the velocities in the directions along and normal to the slope. The derivation of the model follows [14] and introduces a dimensional analysis based on the shallow flow hypothesis. The proposed first order multilayer model fully satisfies a dissipative energy equation. A comparison with an analytical solution with a non-constant normal profile of the downslope velocity demonstrates the accuracy of the numerical model. Finally, by comparing the numerical results with experimental data, we show that the proposed multilayer model with the µ(I)-rheology reproduces qualitatively the effect of the erodible bed on granular flow dynamics and deposits, such as the increase of runout distance with increasing thickness of the erodible bed. We show that the use of a constant friction coefficient in the multilayer model leads to the opposite behaviour. This multilayer model captures the different normal profiles of the downslope velocity during the different phases of the flow (acceleration, stopping, etc.) including the presence of static and flowing zones within the granular column.
Introduction
Granular flows have been widely studied in recent years because of their importance in industrial processes and geophysical flows such as avalanches, debris or rock avalanches, landslides, etc. In particular, numerical modelling of geophysical granular flows provides a unique tool for hazard assessment.
The behaviour of real geophysical flows is very complex due to topography effects, heterogeneity of the material involved, presence of fluid phases, fragmentation, etc. [11] . One of the major issues is to quantify erosion/deposition processes that play a key role in geophysical flow dynamics but are very difficult to measure in the field. Laboratory experiments of granular flows are very useful to test flow models on simple configurations where detailed measurements can be performed, even if some physical processes may differ between the large and small scale. These experiments may help in defining appropriate rheological laws to describe the behaviour of granular materials. Recent experiments by Mangeney et al. [24] and Farin et al. [13] on granular column collapse have quantified how the dynamics and deposits of dry granular flows change in the presence of an erodible bed. They showed a significant increase of the runout distance (i.e. maximum distance reached by the deposit) and flow duration with increasing thickness of the erodible bed. This strong effect of bed entrainment was observed only for flows on slopes higher than a critical angle of about 16 • for glass beads. The question remains as to whether this behaviour can be reproduced by granular flow models.
Understanding the rheological behaviour of granular material is a major challenge. In particular, a key issue is to describe the transition between flow (fluid-like) and no-flow (solid-like) behaviour. Granular flows have been described by viscoplastic laws and especially by the so-called µ(I) rheology, introduced by Jop et al. [20] . It specifies that the friction coefficient µ is variable and depends on the inertial number I that is related to the pressure and strain rate. Lagrée et al [21] implemented it in a full Navier-Stokes solver (Gerris) by defining a viscosity from the µ(I) rheology. They validated the model with a 2D analytical solution and compared it to 2D discrete element simulations of granular collapses over horizontal rigid beds and with other rheologies. Staron et al. [32] and [33] applied this model to granular flows in a silo. Using an Augmented Lagrangian method combined with finite element discretisation to solve the 2D full Navier-Stokes equations, Ionescu et al. [18] showed that this rheology reproduces quantitatively laboratory experiments of granular collapses over horizontal and inclined planes. By interpreting the µ(I) rheology as a viscoplastic flow with a Drucker-Prager yield stress criterion and a viscosity depending on the pressure and strain rate, they showed that using a constant or variable viscosity only slightly changes the results when simulating granular column collapses of small aspect ratio. In [10] , Chauchat and Médale implemented the µ(I) rheology in a three-dimensional numerical model with a finite element method combined with the Newton-Raphson algorithm with a regularisation technique. The numerical model was validated by an analytical solution for a dry granular vertical-chute flow and a dry granular flow over an inclined plane and by laboratory experiments. Previously, Chauchat and Médale [9] simulated the bed-load transport problem in 2D and 3D with a two-phase model that considers a Drucker-Prager rheology for the granular phase. Lusso et al. [23] used a finite element method to simulate a 2D viscoplastic flow considering a Drucker-Prager yield stress criterion and a constant viscosity. They obtained similar results taking into account either a regularisation method or the Augmented Lagrangian algorithm. By comparing the simulated normal velocity profiles and the time change of the position of the static/flowing interface with laboratory experiments of [13] , they concluded that a pressure and rate-dependent viscosity can be important to study flows over an erodible bed. Similar conclusion is presented in [22] after comparing the normal velocity profiles and the position of the static/flowing interface during the stopping phase of granular flows over erodible beds calculated with a simplified thin-layer but not depth-averaged viscoplastic model with those measured in laboratory experiments.
Because of the high computational cost of solving the full 3D Navier-Stokes equations, in particular in a geophysical context, granular flows have often been simulated using depth-averaged shallow models. The shallow or thin-layer approximation (the thickness of the flow is assumed to be small compared to its downslope extension) associated with depth-averaging leads to conservation laws like the Saint-Venant equations. These approximations have been applied to granular flows by Savage and Hutter [31] by assuming a Coulomb friction law where the shear stress at the bottom is proportional to the normal stress, with a constant friction coefficient µ. However, this model does not reproduce the increase in runout distance observed with increasing thickness of the erodible bed. The analytical solution deduced in [12] proves that this system leads to the opposite effect. The question is as to whether this opposite behaviour between the experiments and simulations is due to the thin-layer approximation and/or depth-averaging process or to the rheological law implemented in the model (i.e. constant friction coefficient).
Gray and Edwards [16] introduced the µ(I) rheology in a depth-averaged model by adding a viscous term. However, in depth-averaged models, only the mean velocity over the whole thickness of the flow is calculated (i.e. the whole granular column is either flowing or at rest). Granular collapse experiments and simulations have shown on the contrary that the velocity of the grains near the free surface is higher than that of the grains located near the bottom. During the stopping phase and when erosion/deposition processes occur, static zones may develop near the bottom and propagate upwards. The resulting normal gradient of the downslope velocity is a significant term in the strain rate and therefore strongly influences the µ(I) coefficient.
To take into account the change of the velocity field in the direction normal to the topography, we present here a multilayer shallow model that we have developed with the µ(I) rheology. This model consists of subdividing the domain into several layers in the normal direction and applying the thin-layer approximation within each layer. As a result, a velocity is calculated for each layer, providing a normal velocity profile. Multilayer models were introduced by Audusse [1] and extended by Audusse et al. [4] . A different multilayer model, which takes into account the exchange of mass and momentum between the layers, has since been derived by Audusse et al [3] , [5] and Sainte-Marie [30] .
A new procedure to obtain a multilayer model has been introduced by Fernández-Nieto et al. [14] . Several differences appear between this multilayer model and the ones deduced by Audusse et al. First, in [14] , the multilayer model is derived from the variational formulation of Navier-Stokes equations with hydrostatic pressure by considering a discontinuous profile of the solution at the interfaces of a vertical partition of the domain. This procedure proves that the solution of this multilayer model is a particular weak solution of the Navier-Stokes system. Moreover, the mass and momentum transfer terms at the interfaces of the normal partition are deduced from the jump conditions verified by the weak solutions of the Navier-Stokes system. In addition, the definition of the vertical velocity profile is easily obtained using the mass jump condition combined with the incompressibility condition.
By comparing this model with granular flow experiments on erodible beds ( [24] , [13] ), we evaluate (1) if the model with the µ(I) rheology gives a reasonable approximation of the flow dynamics and deposits of real granular flows, (2) if it reproduces the increase in runout distance observed for increasing thickness of the erodible bed above a critical slope angle θ c ∈ [12 o , 16 o ] and (3) how the multilayer approach improves the results compared to the classical depth-averaged Saint-Venant model (i.e. monolayer model).
The paper is organised as follows. In Section 2 we introduce the µ(I) rheology and the associated viscosity as well as a dimensional analysis of the 3D Navier-Stokes equations. In Section 3 we present the multilayer approach following [14] to derive a 3D multilayer model for dry granular flows up to first order when considering the thin-layer or shallow approximation. The final µ(I) rheology Multilayer Shallow Model (MSM) is deduced in Section 4. In Section 5 we validate our model using the 2D analytical solution presented in [21] and compare our results with those of laboratory experiments done by Mangeney et al. [24] . We show that the µ(I) rheology can reproduce qualitatively the increase in runout distance of granular flows over erodible beds as opposed to the constant friction model and that the multilayer approach significantly improves results compared to the monolayer (i.e. Saint-Venant) model.
The 3D initial system
We consider the space variables (x, z) ∈ Ω × R + ⊂ R 3 , where x = (x 1 , x 2 ) ∈ Ω ⊂ R 2 corresponds to the horizontal and z ∈ R + to the vertical variable, the velocity u ∈ R 3 with horizontal and vertical components ( u H , w), the density ρ ∈ R that is assumed to be known and gravity g ∈ R. We set ∇ = (∂ x 1 , ∂ x 2 , ∂ z ), the usual differential operator in the space variables, and ∇ x := (∂ x 1 , ∂ x 2 ), the reduced operator to the horizontal variable.
The 3-dimensional Navier-Stokes equations are written as
where g = (0, −g) ∈ R 3 and
is the stress tensor, with p ∈ R the pressure, I is the identity tensor and T the deviatoric tensor given by
where η ∈ R denotes the viscosity and D( u) is the strain rate tensor
where
With these definitions, system (1) can be developed as
In the following subsection, the rheology and boundary conditions are presented. In subsection 2.2, a dimensional analysis of the system is performed.
Closures

Rheology
We consider the so-called µ(I) rheology (see [20] ), which is defined by
where D = (D : D)/2, the usual second invariant of a tensor D. The friction coefficient µ(I) depends on the inertial number
where d s is the particle diameter and ρ s the particle density. The solid volume fraction, denoted by ϕ s , is assumed to be constant, leading to an apparent flow density
The variable friction coefficient is written
where I 0 is a constant value and µ 2 > µ s are constant parameters. Note that when the shear rate is equal to zero, µ(I) is reduced to µ s and, for high values of I, converges to µ 2 .
The µ(I) rheology includes a Drucker-Prager plasticity criterion, that is, the material flows when T > µ(I)p.
Note that the µ(I) rheology can equivalently be written as a decomposition of the deviatoric stress in a sum of a plastic term and a rate-dependent viscous term (see [18] ):
with a viscosity defined asη = (µ 2 − µ s )p
Here we investigate the rheology defined by a variable friction µ(I) and a constant friction µ s . Note that assuming µ = µ s , i.e.η = 0, is different than takingη = K, with K a non-zero constant as in [18] .
The model that considers a viscosity defined by (5) presents a discontinuity when D( u) = 0. To avoid this singularity there are several ways to proceed. One of them is to apply a duality method, such as Augmented Lagrangian methods [15] or Bermúdez-Moreno algorithm [7] . Another option is to use a regularisation of D( u), which is cheaper computationally, however it does not give an exact solution, contrary to duality methods.
In this work, we take into consideration two kinds of regularisations of D( u). First, we use the regularisation proposed in [21] , which consist in bounding the viscosity by η M = 250ρ gh 3 Pa·s, considering instead of (5),
In this way, we obtain η = η M if D( u) is close to zero. We used this regularisation in the simulation of the granular flow experiments. However, as explained in Section 5.1, we cannot consider this regularisation in the simulation of the analytical solution, for which we take into account the regularisation introduced in [6] ,
where δ > 0 is a small parameter.
Boundary and kinematic conditions
• At the free surface z b + h, we consider the usual kinematic condition
with n h = (∇ x (z b + h), −1)/ 1 + |∇ x (z b + h)| 2 the downward unit normal vector to the free surface. We also assume a normal stress balance
with p S the surface pressure.
• At the bottom z = z b we consider the no penetration condition
is the downward unit normal vector to the bottom.
We also consider a Coulomb type fiction law involving the variable friction coefficient µ(I):
Dimensional analysis
In this subsection we carry out a dimensional analysis of the system (3)- (12) . We consider a shallow domain by assuming that the ratio ε = H/L between the characteristic height H and the characteristic length L is small. We define the dimensionless variables, denoted with the tilde symbol (.), as follows:
Let us also denote
and the Froude number
Then, the system of equations (4) can be re-written using this change of variables as (tildes have been dropped for simplicity):
We also write the boundary and kinematic conditions using dimensionless variables
• At the free surface
• At the bottom
In addition, we assume an asymptotic regime in the rheology for the friction coefficient µ(I), namely:
µ(I) = εµ 0 (I).
Consequently,
3 A multilayer approach
Figure 1: Sketch of the multilayer division of the fluid domain.
We apply the multilayer approach proposed in [14] . Using the same notation, we denote the fluid domain Ω F (t) and its projection I F (t) on the horizontal plane, for a positive t ∈ [0, T ], i.e.
This approach considers a vertical partition of the domain in N ∈ N * layers with preset thicknesses h α (t, x) (see figure 1) . Note that N α=1 h α = h. These layers are separated by N + 1 interfaces Γ α+1/2 (t), which are described by the equations z = z α+1/2 (t, x) for α = 0, 1, .., N , x ∈ I F (t), where z b = z 1/2 and z s = z N +1/2 are the bottom Γ b and free surface Γ s respectively. We assume that these interfaces are smooth enough. Note that z α+1/2 = z b + α β=1 h β , for α = 1, ..., N and h α = z α+ Denoting Ω α (t) the subdomain between Γ α−1/2 and Γ α+1/2 and Θ α (t) the lateral vertical bound-
the space-time unit normal vector and the space unit normal vector to the interface Γ α+1/2 (t) outward to the layer Ω α (t) for α = 0, ..., N .
For convenience, we write the set of equations (14) in matricial notation before applying the multilayer approach. First, we focus on the equations of momentum. We multiply the horizontal momentum equation by ε, which gives
Note that the terms involving the stress tensor (without divergence operator) are:
where D ε ( u) is defined by (13) and I 2 is the two-dimensional identity matrix. We introduce the notation:
With this notation, we can write the momentum equation as follows
and we obtain the set of equations (14) in matricial notation:
where now Σ = −pI + ηD ε ( u).
In subsections 3.1 and 3.2 we define the weak solutions for our system and the process to calculate the vertical velocities is presented in subsection 3.3.
Weak solution with discontinuities
Following [14] , we look for a weak solution ( u, p, ρ) of (4). We assume that the velocity u, the pressure p and the density ρ are smooth in each Ω α (t) but may be discontinuous across the interfaces Γ α+1/2 for α = 1, ..., N − 1. Then the following conditions must hold:
is a standard weak solution of (17) in each layer Ω α (t).
(ii) ( u, p, ρ) satisfies the normal flux jump conditions at Γ α+ 1 2 (t), for α = 0, . . . , N for the mass and momentum laws:
• Mass conservation law,
• Momentum conservation law,
denotes the jump of the pair (a; b) across Γ α+
.
We consider a particular family of velocity functions by assuming that the thickness of each layer is small enough to make the horizontal velocities independent of the vertical variable z. From this and the incompressibility condition in each layer, we obtain that vertical velocities are linear in z and may be discontinuous, that is
where u H,α and w α are the horizontal and vertical velocities, respectively, on layer α, and the particular family satisfies
for some smooth function d α (t, x). Note that
Also, by (22) ,
, with B = εE −1 . Using (22) we deduce
. Therefore,
Finally, we obtain, from the previous equality and from (23) , the momentum jump condition
Stress tensor approximation
For α = 1, ..., N − 1, the total stress is written
, where p α+
is the pressure and T ± α+ 1 2 are approximations of ηD ε ( u α ) at Γ α+ 1 2 .
By the momentum jump condition (19) , rewritten as (24), T ± α+
. (25) Moreover, by consistency, we consider the following condition
is an approximation of ηD ε ( u α ) |Γ α+ 1
2
. Concretely, we set
where, ) is defined as follows.
We approximate the second order derivatives in z using a mixed formulation because of the possible vertical discontinuous profile. We set an additional auxiliary unknown Q that satisfies
And to approximate Q, we approximate u by u, a P 1 (z) interpolation such that u |z=
is an approximation of Q( u) at Γ α+ .
Finally, we multiply equation (25) by ε/2 and multiply scalarly (26) by vector E n α+ 1 2 . Then, we get a linear system whose unknowns are T ± α+
. As a result we obtain
where T α+ is defined by (26 )- (26 ).
Vertical velocity
Let us recall the velocity structure requirements set in equations (20) . This makes the vertical velocity linear in z in each layer. Concretely, if u α is a solution of system (17) in Ω α (t), the vertical velocity can be recovered by integrating the continuity equation between z α− 1 2
Moreover, from conditions (22) at the interfaces, we obtain the relation
We therefore use the horizontal velocities deduced from the model to compute the vertical velocities in the layers following the algorithm:
• From the mass transfer G 1/2 , which is given as data, we obtain w
using condition (22) at the bottom, w
• Then, for α = 1, ..., N and z ∈ (z α− ), we set
where w
In this way, the velocity vector u is the piecewise smooth function such that u(t, x, z)| Ωα(t) = u α (t, x, z) for α = 1, ..., N , where
and w
(t, x) is computed using (29).
Weak solution of the first order model
In this section we derive the model of order ε.
Pressure
Using the vertical momentum equation in (14) we can deduce an expression for the pressure. We write this equation up to order ε 2 for each layer:
Taking into account the requirements ∂ z u H,α = 0 (see (20) ) and η = εη 0 (see (16)), we get:
Then, we obtain the hydrostatic pressure framework (up to order ε) in each layer:
. Now, by the continuity of the dynamic pressure (see [14] ), we can deduce that
where p S is the pressure at the free surface.
A particular weak solution
Noting that u α is a weak solution of the system (17) in Ω α (t), let us consider the weak formulation of (17) in
for all ϕ ∈ L 2 (Ω α (t)) and for all v ∈ H 1 (Ω α (t)) 3 .
We consider unknowns, velocities and pressures, that satisfy (20) and the system (32) for test functions such that
where v H and V (t, x) are smooth functions that do not depend on z.
We will now develop (32) in order to obtain the mass and momentum conservation equations that satisfy the weak solution for this family of test functions for each layer.
Mass conservation
Let ϕ = ϕ(t, x) a scalar test function and u α a weak solution of (32) , from the mass conservation equation we get
, and this leads to
Taking into account (22) and
we obtain the equation
). Thus we get the mass conservation law for each layer
where G N +1/2 and G 1/2 stand for the mass exchange with the free surface and the bottom respectively and both should be given data.
Momentum conservation
First we develop the variational formulation of momentum equation taking into account that
dΓ .
•
Now we can write the momentum equation as
Let v ∈ H 1 (Ω α ) be a test function satisfying (33) . We develop the momentum equation in (35) by integrating with respect to the variable z and by identifying the horizontal and vertical component of the vector test function v. In addition, taking into account the hydrostatic pressure framework, we can leave out the equation corresponding to the vertical component. This is equivalent to considering the vector test function where the vertical component vanishes, i.e. v = ( v H (t, x), 0). Therefore, the horizontal momentum equation reads, for a weak solution u and for all α = 1, ..., N :
We develop each term of this equation, taking into account that
Moreover,
Then, we continue the computation of (3). We obtain
• Ωα(t)
Because ∂ z u H,α = 0, we obtain that D ε ( u α ) is independent of z up to order ε, since
Then, from (16), we get
Therefore, we can neglect the term
, which corresponds to the horizontal diffusion, since we are interested in the first order model.
Introducing these calculations in (36) and taking into account that f = 0, 1 F r 2 , we obtain
Note that
Therefore,
And this yields, for each layer α = 1, · · · , N , the momentum equation
Remark 2. Observe that
where [ · ] H denotes the first component. Now by (27) we obtain
and analogously
Remark 2 allows us to re-write the momentum equation
By combining the previous equation with (34) we get
( u H,α + u H,α−1 ) .
Note that
We define
where η 0
is a first order approximation of η at z = z α+ 1 2 . We obtain
with p α+
These expressions of η α+ 1 2 and I α+ 1 2 are obtained from definitions (8) and (6), respectively, by considering the hydrostatic pressure approximation (31) with the definition of ρ (7) and with the following first order approximation of
By re-writing the momentum equation again, we obtain up to order ε,
the horizontal momentum conservation laws, for α = 1, ..., N .
Remark 3. We must impose friction at the bottom ( Γ α− with α = 1). We can translate (15) into the notation of the multilayer approach, giving
Therefore to impose the friction condition, we should change definition (37) of K 1
2
, taking into account that u
Then we obtain
Final Model
We have obtained the dimensionless final system given by (21) , (22), (34) and (37)-(42). The last step is to return to the original variables taking into account subsection (2.2). We obtain the final multilayer system, for α = 1, ..., N ,
and
System (43) must be closed by setting the vertical partition of the domain. For this, we can write the thickness of the pre-set layer based on the total height. That is, we set h α = l α h where l α is a positive constant, for α = 1, · · · , N , and
Note that G α+ 1 2 can be written, by summing the mass equations from 1 to α, as
Moreover, for the special case α = N and assuming no mass transfer with the atmosphere, i.e. G N + 1 2 = 0, the above equation leads to
By introducing this in (45) we obtain
Let us define L α := l 1 + · · · + l α and ξ α,γ = α β=1 (δ βγ − l β )l γ , where δ βγ is the standard Kronecker symbol. That is,
for α, γ ∈ {1, . . . , N }. Then, we can write the mass transfer (46) in the interface Γ α+1/2 as G α+
for α = 1, . . . , N .
Next, considering q H,α = h u H,α and after some straightforward calculations, the final system (43)- (44) is re-written, for α = 1, · · · , N , as
Energy associated with the final model
In this section we study the energy balance of the obtained system (43)-(44). 
the following dissipative energy inequality is satisfied:
Proof.-Firstly we multiply the momentum equation for each layer by u H,α and use the mass equation to simplify the convective terms. Secondly we sum up the obtained equation for layers α = 1 to α = N and then we obtain that the global system has a dissipative energy balance. Now, we write the momentum conservation equation in terms of the velocity using the continuity equation
Multiplying (48) by u H,α we obtain
Summing (49) and (50), we obtain the equation
We can reformulate this as
then,
we have for α = 1, ..., N the following energy equality
(51) Now we sum up (51) from α = 1 to α = N . We take into account that
= 0 (there is no transfer with the atmosphere) and u H,0 = u H,N +1 = 0 (velocity of the bottom and atmosphere respectively). This gives, term by term:
(4) Taking into account K α+
when we sum all the layers, we obtain
where Q H,α+ 1 2 is an approximation of ∂ z u H in Γ α+ 1 2 . We consider
with h α+ 1 2 being the distance between the midpoints of layers α and α + 1. This gives
which is a dissipative term. = 0, we have
Finally, by summarising (1)- (5), the proof is completed.
Numerical tests
The numerical approximation is performed in 2D (downslope and normal directions). We re-write the model as a nonconservative hyperbolic system with source terms as in [14] . Then a splitting procedure is considered. First, we set aside the term that appears in the internal interfaces and a standard path-conservative finite volume method is applied. These path-conservative methods were introduced in [26] . To deal with the Coulomb friction term, we use the hydrostatic reconstruction introduced in [2] , which is applied in [8] to solve the Saint-Venant system with Coulomb friction. The main advantage of this reconstruction is its great stability.
The second step is to solve the contribution of the term in the internal interfaces, which represents the mass and momentum exchange between layers. In this step, a semi-implicit scheme is employed, taking into account the regularisation of D( u α ) mentioned in Section 2.1.1 in order to avoid the singularity when D( u α ) vanishes.
In order to validate the Multilayer Shallow Model (denoted MSM hereafter) with the µ(I) rheology, we compare it to (1) a 2D analytical solution for steady uniform flows over an inclined bed and (2) laboratory experiments of granular collapses over an inclined plane covered by an erodible bed made of the same material.
Analytical solution
Let us first compare the model to the 2D analytical solution deduced in [21] for a uniform flow over an inclined plane of slope θ and thickness H > 0. This solution is obtained by imposing zero pressure and zero shear stress at the free surface and a no-slip condition at the bottom. By denoting u and v the downslope and normal velocities, p the pressure and τ the shear stress and by taking the rheological parameters defined in Section 2.1.1, the analytical solution reads
For the numerical simulation, as in the analytical solution, we consider a uniform flow with constant thickness H = 1 m and velocity u = v = 0 m· s −1 at the initial time t = 0 s. The boundary condition at the free surface and at the bottom have been set as in (52). At the right and left boundary, we use open boundary conditions. Note that at the free surface we have
As a result, we cannot use the regularisation (8) since its denominator
vanishes at the free surface. In this case we use the regularisation
where δ > 0 is a small parameter (see [6] ). Figure 3 shows the good agreement between the simulated and exact solutions for the profiles of the velocity, pressure, shear stress, µ(I) and D(u) . It also shows the downslope velocity at the free surface as a function of the slope angle. These results are computed using 50 layers in the MSM. Figure 4 shows the computing time required to simulate 50 seconds and the relative error between the computed velocity and the exact solution using a different number of layers. The error is computed by where u ex (respectively u sim ) is the analytical (respectively computed) velocity and M is the number of partitions of the mesh in the horizontal direction (in this case M = 20). Note that for slopes smaller than arctan(µ s ), the surface velocity is zero because the mass does not flow. The error decreases as the number of layers increases and is less than 10% for 20 layers. The main error occurs near the free surface where the gradient of the horizontal velocity is large.
Comparison with laboratory experiments
We will now use the multilayer shallow model to simulate the laboratory experiments performed in [24] . The objectives are threefold: (1) The variable r f denotes the runout distance, i.e. the length of the deposit measured from the position of the front of the released material at the initial time located at x = 0, t f denotes the flow time from t = 0 s to the time when the material stops and h f denotes the maximum final thickness of the deposit (see Figure 5 ).
In the laboratory experiments performed in [24] , subspherical glass beads of diameter d s = 0.7 mm were used. They were cohesionless and highly rigid. The particle density ρ s = 2500 kgm −3 and volume fraction ϕ s = 0.62 were estimated, leading to an apparent flow density ρ = ϕ s ρ s = 1550 kgm −3 .
In order to use the µ(I) rheology, the rheological parameters (µ s , µ 2 and I 0 ) are taken as in [18] , according to the measurements made in the experiments of [24] and [29] , where the effect of lateral wall friction is taken into account empirically. These parameters can be obtained by fitting the curve h stop (θ), where h stop is the thickness of the deposit lying on the slope when the supply is stopped after steady uniform flow (see [28] for more details). As a result, we take here I 0 = 0.279, as in [20] , µ s = tan(25.
• and h i = 1.5, 2.5, 5 mm. Note that the model does not take into account the effect of removing the gate during the initial instants even though it has a nonnegligible impact on the flow dynamics as shown in [18] . For instance, when the gate is taken into account, even with no friction along it, the flow is substantially slowed down however the deposit is almost unchanged. All the simulations are performed using 20 layers.
We compare hereafter (i) the constant and variable friction rheologies and (ii) the monolayer and multilayer approaches.
Deposit profiles
Let us compare the deposits simulated with the µ(I) rheology and with a constant friction coefficient µ s for different slopes θ and erodible bed thicknesses h i . Figure 6 shows that the deposit calculated with the variable friction coefficient µ(I) is closer to the experimental deposit than the one calculated with a constant friction coefficient µ s . The runout distance with the constant coefficient µ s is always too long except at θ = 19 o and h i = 5.3 mm (see Figure 6d) . To properly reproduce the runout distance with a constant friction coefficient, we need to increase its value. For example, with a slope θ = 16 • and an erodible bed thickness h i = 2.5 mm (Figure 6a) , we need to use the value µ s = tan(27.3 • ) to produce the runout observed in the laboratory experiments. Figure 7 shows, for a slope θ = 22 • and h i = 1.82 mm, the final deposit obtained using the constant or variable friction coefficients for both the multilayer and monolayer models. The difference between the multilayer and monolayer models is stronger when using the µ(I) rheology. For instance, the monolayer approach changes the full deposit profiles for the µ(I) rheology, while it only changes the front position for µ s . The multilayer approach makes it possible to obtain a deposit shape which is very close to the experiments with the µ(I) rheology. More generally, the shape of the deposit is closer to the observations with µ(I) than with µ s in the Multilayer Shallow Model. Figure 8 shows two zooms, one near the front (I) and one near the maximum thickness of the deposit (II), for θ = 22 • and different values of h i (see Figure 7 for the approximate location of these zooms). With the variable coefficient µ(I), the runout distance r f increases as the thickness of the erodible bed h i increases (see Figure 8b (II)) as observed in laboratory experiments. On the other hand, with a constant friction coefficient µ s (Figure 8a(II) ), the runout distance r f decreases with increasing h i . Note that in both cases the maximum final thickness h f decreases with increasing h i as in the experiments (Figure 8a(I),b(I) ). Figure 9 shows that the decrease in runout distance with increasing h i for constant friction µ s is observed for all slopes, e.g.
Effect of the erodible bed
• . For the µ s -model, the multi-and monolayer models follow the same trend. Note that this nonphysical decrease in runout distance with increasing h i has been demonstrated analytically in [12] for the monolayer model. Moreover, laboratory experiments show that when the thickness of the erodible bed increases, for slopes • and an erodible bed thickness h i = 1.82 mm. θ ≥ θ c , where
• ] is a critical slope, the runout distance r f and the stopping time t f both increase while the maximum final thickness h f decreases. Note that there is no trend concerning the runout when the thickness h i is increased for slopes θ < θ c (θ = 0 • , 10 • ) in the laboratory experiments. Figure 10 shows that the increase of runout distance observed in the experiments for increasing h i is qualitatively well reproduced with the µ(I) Multilayer Shallow Model. With the µ(I) Multilayer Shallow Model, the runout increase with h i is actually larger for higher slopes, as observed experimentally: at θ = 16 • , the runout distance is almost unaffected by the thickness of the erodible bed while it increases by 26.9% at θ = 22 • when the thickness of the erodible bed increase from 1.82 mm to 4.6 mm. Note that in the µ(I) MSM, the increase of the runout distance appears on slopes θ > 16 • , higher than θ c in the experiments. Actually, it appears starting with the slope θ = 18 • . When using the µ(I) monolayer model, the runout distance is higher than for the Multilayer Shallow Model whatever the slope and thickness of the erodible bed. Based on the values of the runout distance in these cases, it is hard to discriminate which of the monolayer or multilayer models is closer to the experiments. However, in the µ(I) monolayer model, the runout distance at θ = 16 • , 19 • decreases when h i increases, contrary to the experimental data. For θ = 22 • and θ = 23.7 • , the monolayer and multilayer µ(I) models reproduce qualitatively the increase in runout with h i . Note that for θ = 0 • , 10 • (θ < θ c ), the µ(I) models predict a very slight decrease in the runout distance.
As a result, the Multilayer Shallow Model with the µ(I) rheology provides the results that are the closest to observations even though the effect of erosion is still much smaller than in the experiments (the runout distance increases by 4.4% for a slope θ = 22 • and from 1.82 mm to 4.6 mm of thickness of the erodible bed, while it increases by 26.9% in the experiments).
In Figure 11 , the final time (time at which the front stops) is plotted as a function of the thickness of the erodible bed for θ = 16 o , θ = 19 o and θ = 22 o . Moreover, for θ = 22 o , we also plot the experimental data. Experimental data show that the final time increases when the thickness of the erodible bed increases. In Figure 11a , we can see that this is true for all the values of θ for the Influence of the thickness h i of the erodible bed on the final runout r f for slopes θ = 0
• , 10
• observed in the experiments of [24] (solid-circle blue line) and obtained with different simulations using the Multilayer Shallow Model with a constant friction coefficient µ s , with 20 layers (dotted-circle red line) and with one layer, i.e. the Savage-Hutter model [31] (dashed red line). There is no laboratory data for θ = 23.7
• . Normalisation using h 0 = 14 cm. multilayer method. However, in Figure 11b , for the monolayer model, we observe that it is only true for the highest value, θ = 22 o . At the same time, the final time decreases when the erodible bed increases for θ = 16 o and θ = 19 o .
The advantage of the multilayer models is that we obtain a variable profile of the downslope velocity, in contrast with the constant profile of the monolayer model. It makes it possible to obtain a better approximation of D( u) (see equation (40)). As a consequence, this improves the approximation of the inertial number I (see equations (6) and (39)), which is a key number in the variable friction coefficient with µ(I).
As the main advantage of the multilayer model is the improvement of the approximation of D( u) , we present two approximations that can be made with the multilayer model. First, let us recall that a first order approximation corresponds to the definition (40). This approximation considers only the leading order term, i.e. 1 2 . Note that in dimensionless form, we have We can improve the approximation of D( u) at the interfaces z = z α+ 1 2 by considering the approximation taking into account second order terms in the previous equation. For the numerical tests, we consider the following approximation D( u) at the interfaces,
Note that this definition corresponds to an approximation of
at z = z α+ 1 2 . Nevertheless, in (54), the term 2∂ z u H ∂ x w is not taken into account although it is of the same order as 4(∂ x u H ) 2 . This is because when an approximation of this term is added, we obtain results that are very similar to those obtained when considering (55). Furthermore adding this term implies an additional computational cost since pre-calculated vertical velocities are required. Note that (55) is a second order correction while we have developed a first order model that neglects other second order terms. This correction however highlights the importance of second order terms in granular collapses over erodible beds.
The model corresponding to the multilayer approximation with the µ(I) rheology will hereafter be denoted µ(I)-MSM when D( u) is approximated by (40). When D( u) is approximated by the correction (55), we denote the model µ(I)-C-MSM. Figure 10 shows that the correction of D( u) corresponding to µ(I)-C-MSM improves the simulation of both the runout extent and the influence of the erodible bed. They both increase, leading to a better agreement with laboratory experiments. • (dashed-diamond red line), θ = 19
• (dashed-cross magenta line), 22
• (solid-square green line) and the values observed in the experiments of [24] for slope θ = 22
• (solid-circle blue line), obtained using (a) the Multilayer Shallow Model and (b) the monolayer model, with the µ(I) rheology with 20 layers. Normalisation using τ c = h 0 /(g cosθ) and h 0 = 14 cm. Figures 12 and 13 show the time change of the granular column thickness for a slope θ = 22 • and an erodible bed of thickness h i = 1.82 mm for µ s and µ(I), respectively, for both the monolayer and multilayer models. As observed for the deposit, the difference between the thickness profiles simulated with the multilayer and the monolayer model is stronger for µ(I) than for µ s . The µ(I)-MSM makes it possible to increase the maximum thickness of the flow and decrease the thickness of the front. This is an important result as the shape of the front may be an indicator of the flow rheology [27] , [19] . When a constant coefficient µ s is used, very similar profiles are obtained with the Multilayer Shallow Model and monolayer model (Savage-Hutter model). As a result, the multilayer approach does not significantly improve the results when a constant friction coefficient is used. Note that during the initial instants, the simulated mass spread faster than in the experiments. This is partly due to the role of initial gate removal that is not taken into account here. However, this effect could not explain the strong difference between the simulation and experiments (see [18] for more details). The hydrostatic assumption may also be responsible for this overestimation of the spreading velocity (see e.g. [25] ). • and erodible bed thickness h i = 1.82 mm.
Flow dynamics and velocity profiles
avalanche is faster and the runout is overestimated and very similar to the runout obtained with the µ(I) monolayer model. As other second order terms than those included in the µ(I)-C-MSM model are neglected, it is not easy to draw a firm conclusion on the improvement of results when using second order terms. The Multilayer approach make it possible to obtain a normal profile of the downslope velocity. Figures 15 and 16 show the normal profiles of the downslope velocity obtained at different times until the mass stops, for two different configurations of slopes and erodible beds. In order to obtain a more accurate profile, 40 layers are used in the Multilayer Shallow Model.
The different kind of profiles observed in Figures 15 and 16 are in good qualitative agreement with typical velocity profiles of granular flows [17] (see also [22] and [23] ). The model predicts some sliding at the base of the flow as shown at x = 0.095 m in Figure 15 and at x = 0.045 m in Figure  16 (green profiles), in agreement with [18] . This suggests that a friction condition at the base could be more appropriate than the no-slip boundary condition suggested in some studies (see [10] and [21] ). Note that the lower layers stop before the upper layers as observed experimentally. Let us compare the averaged velocity obtained with the monolayer model to the average of the velocities over all the layers in the Multilayer Shallow Model. In Figure 15 , for the green profile (respectively red and magenta profiles), the velocity in the monolayer model is 1.01 m/s (respectively 0.02 and 0.14 m/s) and 0.95 m/s (respectively 0.03 and 0.05 m/s) for the averaged velocity in the Multilayer Shallow Model. Note that we obtain similar values for the first and second profiles. For the third profile, the averaged velocities strongly differ. Actually, at this position and time, the velocity profile corresponds to the stopping phase for the Multilayer model but not for the monolayer model. As a result, the velocity obtained in the Multilayer model is smaller than that obtained in the monolayer model. Figure 17 shows the normal profile of normal velocity for the same configuration as Figure 15 . Note that the normal velocities are always negative and that their absolute values are greater in the upper layers.
Conclusion
In this work, we have proposed a Multilayer Shallow Model for dry granular flows that considers a µ(I) rheology. The Multilayer approach has been applied as in [14] , thus leading to a solution of the resulting model that is a particular weak solution of the full Navier-Stokes equations. A regularisation method has been used to avoid the singularity occurring when D( u) vanishes. A dissipative energy inequality has been proved for this model, which is an essential feature to guarantee that the calculated solution is physically meaningful.
The numerical solutions of this model have been compared to the 2D analytical solutions of 2D infinite granular layer flowing over an inclined plane proposed by [21] . The Multilayer Shallow Model gives an accurate approximation of this 2D analytical solution.
By comparing the numerical results obtained with this new model to laboratory experiments, we have shown that the model qualitatively and sometimes quantitatively reproduces the granular column collapses over inclined erodible beds performed in [24] . The increase of the runout distance with increasing thickness of the erodible bed is only reproduced when using the Multilayer Shallow Model with the µ(I) rheology, although this increase is significantly underestimated. To our knowledge, this is the first time that a model has been able to reproduce this effect. The increase in runout distance appears for slopes θ ≥ 18 • whereas it is observed for slopes θ ≥ 16 • in the laboratory experiments. On the other hand, when using the monolayer µ(I) rheology, the increase of runout distance with the thickness of the erodible bed only occurs for slopes θ ≥ 21 • . Moreover, in the monolayer model for θ = 19 • , the runout distance decreases as the thickness of the erodible bed increases, contrary to observations. As a result, when using the µ(I) rheology, the multilayer model significantly improves the simulated deposits at different slopes over different thicknesses of the erodible bed compared to the monolayer model. In particular it changes the shape of the front. This is an important result as the shape of the front may be an indicator of the flow rheology [27] , [19] .
When considering a constant friction coefficient, the multilayer approach only slightly changes the results compared to the monolayer model. Even with the Multilayer model, the use of a constant friction coefficient does not make it possible to reproduce the increase in runout distance with increasing thickness of the erodible bed. The opposite effect is observed. This confirms the analytical results of [12] obtained for the monolayer Savage-Hutter equations.
An important result is that this multilayer approach allows us to obtain the normal profiles of the downslope and normal velocities. These profiles qualitatively agree with the typical granular flow profiles during the developed flow and during the stopping phase [17] . One of the differences between the multilayer and monolayer approaches is the accuracy of the approximation of the strain rate and consequently of the inertial number and the µ(I) friction coefficient. We have seen that the µ(I)-C-MSM model, which introduces a second order correction to improve the approximation of the strain rate, generally improves the results. The increase in runout distance when the thickness of the erodible bed is increased is larger and therefore closer to the laboratory experiments. In addition, the critical slope above which the runout increases with the thickness of the bed erodible is θ ≥ 16 • , which is closer to the value observed in the experiments than the critical slope predicted by the model without the second order correction. This suggests that the extension of this shallow model up to the second order could be an important contribution.
