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Abstract
Bound-to-Bound Data Collaboration (B2BDC) provides a natural framework for
addressing both forward and inverse uncertainty quantification problems. In this ap-
proach, QOI (quantity of interest) models are constrained by related experimental
observations with interval uncertainty. A collection of such models and observations is
termed a dataset and carves out a feasible region in the parameter space. If a dataset
has a nonempty feasible set, it is said to be consistent. In real-world applications, it is
often the case that collections of models and observations are inconsistent. Revealing
the source of this inconsistency, i.e., identifying which models and/or observations are
problematic, is essential before a dataset can be used for prediction. To address this
issue, we introduce a constraint relaxation-based approach, entitled the vector con-
sistency measure, for investigating datasets with numerous sources of inconsistency.
The benefits of this vector consistency measure over a previous method of consistency
analysis is demonstrated in two realistic gas combustion examples.
1 Introduction
Computational models of complex physical systems must account for uncertainties present
in the model parameters, model form, and numerical implementation. Validation of, and
prediction from, such models generally requires calibrating unknown parameters based on
experimental observations. These observations are uncertain due to the physical limitations
of the experimental setup and measuring equipment. In recent years, the topics of verification
and validation of complex simulations have undergone much scrutiny (e.g., [11, 34]), with
a particular emphasis on understanding how uncertainty in both models and experimental
data are used to inform prediction. Still, validating large-scale models with heterogeneous
data, i.e., data of varying fidelity from a multitude of sources, remains a challenge.
The general tenet of the scientific method requires that a proposed model be validated
through comparison with experimental data. Ideally, a valid model is one that agrees with
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the totality of the available data. In practice, this agreement is usually judged by numerical
differences between quantities of interest (QOIs) extracted from model predictions and mea-
sured data. For instance, Oberkampf and Roy [34, ch.12] discuss the concept of a validation
metric as a rigorous means to quantify simulation and experimental differences. Several
common strategies for model validation and prediction are probabilistic in nature and em-
ploy a Bayesian framework. An example of this can be found in Bayarri et al. [3, 4], which
builds on the seminal work by Kennedy and O’Hagan [29]. In certain scenarios, however, a
less nuanced description of uncertainty can be useful. One such specification, where uncer-
tainty is modeled by set membership constraints, is present in a number of fields, including
robust control [16, 47], robust optimization [5], engineering design [14], and computational
biology [35, 38, 33]. The approach we follow in the present study is Bound-to-Bound Data
Collaboration (B2BDC), where uncertainty is modeled deterministically and the notion of
validity is encapsulated in the consistency measure.
The B2BDC framework casts the problem of model validation in an optimization set-
ting, where uncertainties are represented by intervals. Within a given (physical) model,
parameters are constrained by the combination of prior knowledge and uncertainties in
experimental data [23, 42, 41]. A collection of such constraints is termed a dataset and
determines a feasible region in the parameter space. If the feasible region is nonempty, the
dataset is consistent—a parameter configuration exists for which models and data are in
complete agreement. The consistency measure, introduced by Feeley et al. [19], character-
izes this region by computing the maximal uniform constraint tightening associated with
the dataset (positive for consistent datasets, negative otherwise). This optimization-based
approach towards model validation and, more generally, uncertainty quantification (UQ) has
found application in several settings, including combustion science [24, 19, 40, 21, 51] and
engineering [37], atmospheric chemistry [45], quantum chemistry [17], and system biology
[18, 20, 52].
Comparison of deterministic and Bayesian statistical approaches to calibration and pre-
diction was performed in a recent study [22]. It was demonstrated, using an example from
combustion chemistry, that the two methods were similar in spirit and yielded predictions
that overlapped greatly. The principal conclusion was that when applicable, the “use of both
methods protects against possible violations of assumptions in the [Bayesian calibration] ap-
proach and conservative specifications and predictions using [B2BDC]” [22]. Additionally, it
was found that “[s]hortcomings in the reliability and knowledge of the experimental data can
be a more significant factor in interpretation of results than differences between the methods
of analysis.” B2BDC also shares conceptual similarities with the methodology of Bayesian
history matching [12, 13, 49, 50], the difference being that B2BDC works with bounds while
history matching retains a probabilistic framework. Both approaches seek to identify regions
of the parameter space where there is model-data agreement, flagging the absence of such
a region as an indication of discrepancy. The two approaches use different types of surro-
gate models, statistical emulators for history matching and polynomial response surfaces for
B2BDC.
When accumulating data from diverse sources, it is not uncommon to face discrepancies
between observed measurements and corresponding model predictions. Oftentimes, a model
is only capable of replicating a subset of the experimental measurements and not the whole.
B2BDC identifies such a dataset as being inconsistent, implying no single parameter vector
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exists for which each model-data constraint is satisfied. This mismatch suggests that there
are certain constraints which have been misspecified, either through incorrect model form or
flawed experimental data. When analyzing an inconsistent dataset, the sensitivities of the
consistency measure to perturbations in the various model-data constraints are used to rank
the degree to which individual constraints locally contribute to the inconsistency. Relaxing,
or even outright deleting, constraints that dominate this ranking provides a starting point
to identify model-data constraints responsible for the inconsistency. Iterating this procedure
of assessing consistency and modifying high-sensitivity constraints can lead to a circuitous
process — in Section 3 we illustrate an example where it cycles in a rather unproductive
fashion and leads to excessive constraint modifications. To address this difficulty, we pro-
pose a more refined tool to analyze inconsistent datasets, the vector consistency measure,
that seeks the minimal number of independent constraint relaxations to reach consistency.
Introducing additional variables in the form of relaxation coefficients enables an even richer
form of consistency analysis, as will be demonstrated on two example datasets: GRI-Mech
3.0 [46] and DLR-SynG [44].
The paper is organized as follows. We first present a brief overview of the B2BDC
methodology in Section 2 with a particular focus on reasoning with the consistency measure.
In Section 3, we review the GRI-Mech 3.0 and DLR-SynG datasets and highlight the suc-
cesses and failures of the standard sensitivity-based consistency analysis. Our main results
are in Section 4, where we present the vector consistency measure and motivate the inclusion
of relaxation coefficients; a complete vector consistency analysis of the GRI-Mech 3.0 and
DLR-SynG datasets is presented in Section 5. We conclude with a summary in Section 6
and suggest a new protocol for model validation with B2BDC.
2 Bound-to-Bound Data Collaboration (B2BDC)
2.1 Datasets and consistency
In B2BDC, models, experimental observations, and parameter bounds are taken as “tenta-
tively entertained”, in the spirit of Box and Hunter [6]. Consistency quantifies a degree of
agreement among the trio, formally within the concept of a dataset. Let {Me(x)}Ne=1 be a
collection of models defined over a common parameter space, where the eth model predicts
the eth QOI. Further, assume that prior knowledge on the uncertain parameters x ∈ Rn is
available and encoded by li ≤ xi ≤ ui for i = 1, . . . , n. Thus, the parameter vector x lies
in a hyper-rectangle H. An experimental observation of the eth QOI comes in the form of
an interval [Le, Ue], corresponding to uncertainty in observation either from experiment or
assessed by a domain expert. To each individual QOI, we can associate a feasible set of
parameters on which the corresponding model matches the data
Fe := {x ∈ H : Le ≤Me(x) ≤ Ue}. (2.1)
A system of such model-data constraints, with prior bounds on the input parameters, con-
stitutes a dataset. Assertions expressing additional knowledge or belief are incorporated
within this framework. For instance, one may specify relationships among parameters, e.g.,
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x3 ≥ 7x1, or relationships among QOIs, e.g., M1(x) −M2(x) ≤ 4, as additional constraints
in the dataset.
The set of parameters which collectively satisfy all constraints form the feasible set of
the dataset,
F := ∩Ne=1Fe = {x ∈ H : Le ≤Me(x) ≤ Ue for e = 1, . . . , N}. (2.2)
If a parameter vector is not in the feasible set, then it violates the prior information and/or
at least one of the model-data constraints. If the feasible set is empty, then no parameter
vector can lead to agreement between the models and the data; the models and the data are
fundamentally at odds. Conversely, if the feasible set is nonempty, then any feasible point
leads to agreement between models and data.
If the feasible set is nonempty, the dataset is said to be consistent. Gauging feasibility
cannot be accomplished simply by comparing the number of constraints to the dimension of
the parameter space, as the constraints are usually nonlinear and given by inequalities. The
following optimization scheme was introduced in [19] to provide a quantitative measure of a
given dataset’s consistency.
CD := max
γ,x∈H
γ
s.t. Le +
(Ue − Le)
2
γ ≤Me(x) ≤ Ue − (Ue − Le)
2
γ
for e = 1, . . . , N.
(2.3)
Here, ±Ue−Le
2
γ represents a symmetric (and normalized, via γ) tightening of each model-data
constraint. Thus if CD is positive, all observation bounds can be simultaneously tightened
without eliminating the feasible set; the dataset is consistent. If CD is negative, the observa-
tion bounds are too restrictive and must be expanded in order for a feasible set to exist; the
dataset is provably inconsistent. The above formulation simply asks the following question:
“what is the largest uncertainty reduction such that there still exists a feasible parameter
vector?”, or equivalently, “by how much must my observational uncertainties change in or-
der to validate or invalidate the dataset?” If a dataset is consistent, one can proceed with
the scientific inquiry. A probabilistic approach that similarly quantifies consistency is the
method of Bayesian history matching developed in Craig et al. [12, 13]. There, implausibility
measures are used to screen the parameter space, eliminating regions where the mismatch
between (surrogate) model evaluations and data is deemed unacceptable by a prescribed
tolerance.
In prior work [19], CD is referred to as a “measure of dataset consistency”. In what
follows, CD is termed the scalar consistency measure (SCM) to differentiate it from its
vector counterpart in the present study.
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2.2 Sensitivity
For convenience, we introduce the following notations.
f (i)u (x) = xi − ui, f (i)l (x) = −xi + li for i = 1, . . . , n (2.4)
f
(e)
U (x, γ) = Me(x)− Ue +
Ue − Le
2
γ for e = 1, . . . , N (2.5)
f
(e)
L (x, γ) = −Me(x) + Le +
Ue − Le
2
γ (2.6)
The SCM can then be rewritten as
CD = max
γ,x
γ
s.t. f (i)u (x) ≤ 0, f (i)l (x) ≤ 0, for i = 1, . . . , n.
f
(e)
U (x, γ) ≤ 0, f (e)L (x, γ) ≤ 0, for e = 1, . . . , N.
(2.7)
and equivalently formulated as
CD = max
γ,x
min
λ≥0
γ −
n∑
i=1
(λ(i)u f
(i)
u (x) + λ
(i)
l f
(i)
l (x))−
N∑
e=1
(λ
(e)
U f
(e)
U (x, γ) + λ
(e)
L f
(e)
L (x, γ)). (2.8)
Interchanging the order of maximization and minimization produces CD, the dual of the
SCM, which provides a suitable upper bound
CD ≤ CD := min
λ≥0
max
γ,x
γ −
n∑
i=1
(λ(i)u f
(i)
u (x) + λ
(i)
l f
(i)
l (x))−
N∑
e=1
(λ
(e)
U f
(e)
U (x, γ) + λ
(e)
L f
(e)
L (x, γ)).
(2.9)
To study the sensitivity of this measure to changes in the constraint bounds (i.e., changes
in the experimental uncertainty and parameter bounds), consider the SCM of a perturbed
dataset
CD(ρ) := max
γ,x
γ
s.t. f (i)u (x) ≤ ρ(i)u , f (i)l (x) ≤ ρ(i)l , for i = 1, . . . , n.
f
(e)
U (x, γ) ≤ ρ(e)U , f (e)L (x, γ) ≤ ρ(e)L , for e = 1, . . . , N.
(2.10)
where ρ collects the perturbations. Note, ρ > 0 implements a relaxation to the associated
constraints, e.g., li − ρ(i)l ≤ xi ≤ ui + ρ(i)u , whereas ρ < 0 tightens the associated constraints.
In the same manner
CD(ρ) ≤ CD(ρ) := min
λ≥0
max
γ,x
γ +
n∑
i=1
(λ(i)u (ρ
(i)
u − f (i)u (x)) + λ(i)l (ρ(i)l − f (i)l (x)))
+
N∑
e=1
(λ
(e)
U (ρ
(e)
U − f (e)U (x, γ)) + λ(e)L (ρ(e)L − f (e)L (x, γ))).
(2.11)
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Let λ? be the collection of Lagrange multipliers which are optimal with respect to the un-
perturbed dual CD(0). Then, λ
? is suboptimal with respect to the perturbed dual. Hence,
for all ρ
CD(ρ) ≤ CD(ρ) ≤ CD(0) +
n∑
i=1
λ?(i)u (ui − li)
ρ
(i)
u
(ui − li) +
n∑
i=1
λ
?(i)
l (ui − li)
ρ
(i)
l
(ui − li)
+
N∑
e=1
λ
?(e)
U (Ue − Le)
ρ
(e)
U
(Ue − Le) +
N∑
e=1
λ
?(e)
L (Ue − Le)
ρ
(e)
L
(Ue − Le)
(2.12)
where we have normalized the perturbations to reflect relative changes (as opposed to abso-
lute changes) in the corresponding constraint’s uncertainty interval, thus making them better
suited for comparison. The above inequality shows that the perturbed SCM is bounded above
by an expression affine in the perturbation, with nonnegative slopes λ?(i)(ui − li) ≥ 0 and
λ?(e)(Ue − Le) ≥ 0. We will refer to these slopes as sensitivities (of the consistency measure
to perturbations in the observation uncertainty). Large sensitivities indicate that the SCM
is highly responsive to corresponding constraint tightenings and small sensitivities indicate
that the SCM is rather unresponsive to corresponding constraint relaxations. Relaxing only
constraints with zero-valued sensitivities in an inconsistent dataset where CD(0) < 0 can
never lead to consistency since CD(ρ) ≤ CD(0) < 0 regardless of the perturbation.
Computing the dual CD and its associated Lagrange multipliers can often be accom-
plished using the tools of convex optimization [8]. In the present study, models Me(x) take
the form of general quadratics and the dual computation reduces to solving a semidefinite
program. In the examples presented below, each quadratic model acts as a surrogate for it’s
underlying computer model. Details on utilizing B2BDC with quadratics and more general
classes of models, such as rational quadratics, can be found in [20, 40]. In particular, [20]
presents specialized derivations for sensitivity analysis relevant to the quadratic datasets
described in this paper.
2.3 Using the scalar consistency measure and sensitivities
If a dataset is provably inconsistent, with CD < 0 (CD < 0 is a sufficient condition), the
sensitivities of the SCM provide a means of flagging model-data constraints that may be
responsible for the inconsistency. Intuitively, scientific conclusions should be robust relative
to small perturbations of observed data and uncertainty. Thus, loosely speaking, we should
not expect the SCM CD(ρ) to change much for small ρ. The computational aspects of such
an analysis are fully detailed in prior work [19, 20].
The strategy employing SCM is to identify the constraint (or constraints) with the highest
sensitivity, modify that constraint or remove it completely, and recompute the SCM for
the new dataset. This process is iterated until consistency is reached. However, as will
be demonstrated in the subsequent section, such an approach becomes rather ineffective
when dealing with what we will refer to as massively inconsistent datasets — datasets with
numerous contributors to inconsistency.
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3 Motivating examples: GRI-Mech 3.0 and DLR-SynG
3.1 GRI-Mech 3.0 and DLR-SynG datasets
In the following paragraphs, we provide a brief overview of two example datasets coming from
the field of combustion chemistry. The first dataset, GRI-Mech 3.0, illustrates a successful
application of the iterative-SCM methodology. The second dataset, DLR-SynG, demon-
strates a major pitfall with this approach, showing that the iteration can result in excessive
constraint modifications. The successes and failures of the iterative-SCM method for resolv-
ing inconsistent datasets, as displayed by these two examples, motivates the development of
an additional tool specific to analyzing inconsistency.
The first example, the GRI-Mech 3.0 dataset, was originally built to calibrate an under-
lying kinetic reaction model for pollutant formation in natural gas combustion [46]. The
kinetic model takes the form of an ODE system representing 325 reversible reactions among
53 different chemical species. The resulting dataset consists of 77 model-data constraints
(corresponding to 77 expert-chosen QOIs) in 102 active model parameters. The applica-
tion of B2BDC to this dataset has been extensively investigated in several prior studies
[23, 19, 53, 22].
The second example, the DLR-SynG dataset, is part of an ongoing work to construct
a predictive kinetic model for syngas combustion [44]. As with GRI-Mech 3.0, DLR-SynG
is formulated as an ODE system representing 73 reactions in 17 different chemical species.
The resulting dataset is comprised of 159 model-data constraints in 55 uncertain parameters.
The experimental uncertainty came in the form of expert-assessed bounds [44].
3.2 Consistency analysis of GRI-Mech 3.0 dataset
An initial application of Equation (2.3) reveals that the SCM lies in the interval [−0.37,−0.31],
where the lower bound is a local solution determined using the solver fmincon from MAT-
LAB’s Optimization Toolbox [31] and the upper bound is determined via semidefinite pro-
gramming. The negative sign of the SCM upper bound certifies that the GRI-Mech 3.0
dataset is inconsistent; the resulting sensitivities are displayed in Figure 1. It is immediately
apparent that relatively few of the model-data constraints have large sensitivities. In partic-
ular, the upper bound to the 36th model-data constraint and the lower bound to the 37th QOI
were flagged by the sensitivity analysis. Removing QOIs 36 and 37 resulted in a consistent
dataset, with SCM in the interval [0.14, 0.22]. A trial-and-error analysis uncovered that the
GRI-Mech 3.0 dataset can also be made consistent by removing only constraint 37. As for
parameters, the prior bounds were assumed accurate and we did not admit any modification.
3.3 Consistency analysis of DLR-SynG dataset
The iterative-SCM approach provided a simple and efficient strategy for resolving the GRI-
Mech 3.0 dataset. Repeating this process with the DLR-SynG dataset, however, lead to
a wholly different experience. An initial assessment of the SCM resulted in the interval
[−2.02,−1.64]. The corresponding sensitivities are shown in Figure 2. At this initial stage,
the results look quite similar to the previous case — relatively few model-data constraints
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Sensitivity
0 0.5 1 1.5
QOI (11)
QOI (66)
QOI (75)
QOI (69)
QOI (67)
QOI (19)
QOI (64)
QOI (17)
QOI (37)
QOI (36)
Model-data constraints
Lower bound
Upper bound
Sensitivity
0 0.5 1 1.5
x (2)
x (31)
x (20)
x (20)
x (31)
x (57)
x (57)
x (58)
x (59)
x (14)
Parameter bounds
Lower bound
Upper bound
Figure 1: Top ranked sensitivities for the GRI-Mech 3.0 dataset, as described in Equa-
tion (2.12). Left, sensitivities of the SCM to perturbations of the model-data constraints.
Right, sensitivities of the SCM to perturbations of the parameter bounds.
Sensitivity
0 0.2 0.4 0.6 0.8 1
QOI (2)
QOI (1)
QOI (141)
QOI (108)
QOI (18)
QOI (24)
QOI (56)
QOI (69)
QOI (109)
QOI (104)
Model-data constraints
Lower bound
Upper bound
Sensitivity
0 0.2 0.4 0.6 0.8 1
x (5)
x (3)
x (4)
x (3)
x (12)
x (1)
x (2)
x (7)
x (2)
x (1)
Parameter bounds
Lower bound
Upper bound
Figure 2: Top ranked sensitivities for the DLR-SynG dataset. Left, sensitivities of the
SCM to perturbations of the model-data constraints. Right, sensitivities of the SCM to
perturbations of the parameter bounds.
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dominate the sensitivity ranking. Deleting the model-data constraint with the largest sen-
sitivity, i.e., QOI 104, resulted in an inconsistent dataset with SCM [−2.02,−1.61]. The
sensitivities of the second consistency assessment are plotted in Figure 3. Note, the ma-
Sensitivity
0 0.2 0.4 0.6 0.8 1
QOI (2)
QOI (1)
QOI (108)
QOI (87)
QOI (141)
QOI (18)
QOI (24)
QOI (56)
QOI (69)
QOI (109)
Model-data constraints
Lower bound
Upper bound
Sensitivity
0 0.2 0.4 0.6 0.8 1
x (9)
x (8)
x (6)
x (4)
x (2)
x (5)
x (3)
x (2)
x (7)
x (1)
Parameter bounds
Lower bound
Upper bound
Figure 3: Top ranked sensitivities for the DLR-SynG dataset after the first constraint dele-
tion. Left, sensitivities of the SCM to perturbations of the model-data constraints. Right,
sensitivities of the SCM to perturbations of the parameter bounds.
jority of the flagged QOIs were also identified in the first stage of the analysis. QOI 87,
however, is new and was previously associated with a near-zero sensitivity value. Similarly,
the parameter sensitivities are also slightly different between the first and second stages of
the analysis. This process of calculating sensitivities and deleting the model-data constraint
with the highest sensitivity was repeated until the dataset became provably consistent, i.e.,
the local solution of the SCM was nonnegative, and resulted in the deletion of 73 model-
data constraints. After completing this entire procedure, one might ask the question: “what
would have been different if I had removed the second most sensitive constraint (as opposed
to the top most sensitive constraint) in the kth stage of the iteration?” Following this line
of thought and deleting the second most sensitive constraint at each iterate led to a total
of 56 constraint removals. At each stage, removing a different constraint may have resulted
in different and potentially fewer future constraint removals. An alternative and extreme
strategy would be to delete all of the model-data constraints with nonzero sensitivities at
each iterate. Doing so leads to an iterative scheme which repeats five times and results in
the deletion of 83 model-data constraints, which does not improve upon the previous results.
With each analysis, the concern still remains: “could consistency be reached with fewer con-
straint removals?” After a few stages of the analysis, it becomes apparent that the scale of
the inconsistency in DLR-SynG dwarfs that of GRI-Mech 3.0.
9
4 Vector consistency
4.1 Vector consistency measure
Motivated by the results discussed in the previous section, we explored alternative ways to
resolve massively inconsistent datasets. The SCM presented earlier gauges the consistency
of a dataset by either uniformly relaxing or tightening all model-data constraints. Now,
instead of a single relaxation to all constraints, we consider independent relaxations to each
model-data constraint with the aim of finding the fewest number of relaxations required to
render the dataset consistent. This leads to the optimization
V‖·‖0 := min
x,∆L,∆U ,δl,δu
‖∆L‖0 + ‖∆U‖0 + ‖δl‖0 + ‖δu‖0
s.t. Le −∆(e)L ≤Me(x) ≤ Ue + ∆(e)U for e = 1, ..., N
li − δ(i)l ≤ xi ≤ ui + δ(i)u for i = 1, ..., n
(4.1)
where the function ‖ · ‖0, sometimes called the 0-norm, expresses the number of nonzero
entries of its argument and relaxations (∆, δ) have been introduced to both model-data
constraints and parameter bounds. If a dataset is consistent, no relaxations are needed and
the optimal value is zero. For an inconsistent dataset, solution of the above problem gives
the smallest number of bound changes to reach consistency as well as a parameter vector that
becomes consistent. Going further and removing the model-data constraints flagged with
nonzero relaxations results in a pruned dataset that contains the maximal subcollection of
the original model-data constraints that are together consistent. Relaxations in eq. (4.1) can
be taken as either independent or supplemented with additional constraints accounting for
dependencies. For example, one may wish to specify explicit correlations, like ∆
(1)
U = ∆
(2)
U .
The above optimization problem is difficult to solve as the 0-norm is non-convex and even
linear problems involving this objective are NP-Hard [32]. To address the non-convexity, we
use the classical technique of replacing the 0-norm with the 1-norm, a well-known convex
heuristic for sparsity [15, 9, 39], producing the optimization
V‖·‖1 := min
x,∆L,∆U ,δl,δu
‖∆L‖1 + ‖∆U‖1 + ‖δl‖1 + ‖δu‖1
s.t. Le −∆(e)L ≤Me(x) ≤ Ue + ∆(e)U for e = 1, ..., N
li − δ(i)l ≤ xi ≤ ui + δ(i)u for i = 1, ..., n
(4.2)
which we term the vector consistency measure (VCM) as we now allow a vector of relaxations.
We emphasize that the answer to the above problem should be taken as a theoretical reference
point; whether such a relaxation to the experimental bounds is justifiable or whether that
relaxation signals a deficiency of the underlying physical model is to be addressed by domain
science. What the analysis reveals is that directly implementing the relaxations (expanding
the relevant bounds by the determined amount), or removing the model-data constraints
with nonzero relaxations, or some combination are all strategies that result in a consistent
dataset.
As a consequence of the above formulation, we note that the VCM will never simultane-
ously relax both bounds of a single constraint. To illustrate this, without loss of generality,
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consider datasets with only model-data constraints. Begin with an inconsistent dataset and
let ∆?L and ∆
?
U be the VCM-optimal relaxations. Thus, the set
F ′ = {x : Le −∆?(e)L ≤Me(x) ≤ Ue + ∆?(e)U , e = 1, ..., N} (4.3)
is nonempty. Suppose there is a constraint where both relaxations are nonzero. Then there
exists a z ∈ F ′ and an index k such that ∆?(k)L and ∆?(k)U are positive. There are three cases
to consider: Mk(z) = Lk−∆?(k)L , Mk(z) = Uk+∆?(k)U , or Lk−∆?(k)L < Mk(z) < Ue+∆?(k)U . In
each case, we find viable relaxations with smaller 1-norms by not including ∆
?(k)
U (corresponds
to case 1), not including ∆
?(k)
L (corresponds to case 2), or decreasing both relaxations by some
small amount (corresponds to case 3). So, relaxations are only applied to a single bound.
Hence, the VCM can be rewritten with fewer decision variables,
min
x,∆,δ
‖∆‖1 + ‖δ‖1
s.t. Le ≤Me(x)−∆e ≤ Ue for e = 1, ..., N
li ≤ xi − δi ≤ ui for i = 1, ..., n.
(4.4)
The sign of the relaxation determines to which bound it is applied. Expressed in this manner,
the VCM can also be interpreted as providing a minimal shift in model predictionsand
parameters to reach consistency. This is similar to the introduction of a bias term in the
probabilistic approach [4].
Moreover, the relaxed constraints will always be met with equality. Again, this is demon-
strated by contradiction. Continuing with the notation above, suppose that the constraints
with upper bound relaxations are not always met with equality. Then there exists a z ∈ F ′
and an index k such that either Lk ≤ Mk(z) < Uk or Uk ≤ Mk(z) < Uk + ∆?(k)U . So, either
the relaxation is unnecessary or it can be made smaller. The same follows for constraints
with lower bound relaxations. Hence, the relaxed constraints are met with equality for all
parameters in F ′. In the context of a VCM analysis, F ′ is the feasible set that arises from
actually implementing all of the determined relaxations. Thus, model predictions of the
relaxed QOIs are exact on the new feasible set. In practice, F ′ may consist of a single point,
suggesting no parametric uncertainty and hence no uncertainty in model prediction. Such
a result must be regarded with caution, as the newfound certainty comes from a purely
mathematical, rather than physical, source.
Generally, inequality relaxation is a key component of constrained optimization and has
been used in different contexts, e.g., the sum of infeasibilities method [8, p. 580] and the
elastic filter [10, p. 101]. Its application to UQ was suggested as early as [20, p. 41].
The optimal value of the above problem is still difficult to compute as the non-convexity of
the models has yet to be addressed. For (Me)
N
e=1 described by general quadratic functions,
the VCM can be efficiently bounded from below by solving a semidefinite program (Equa-
tion (A.7) in Appendix A). An upper bound (any local solution) can always be found via
generic nonlinear programming techniques applied to Equation (4.2), e.g., via MATLAB’s
fmincon. Note that a positive lower bound on the objective is sufficient to guarantee the
inconsistency of a dataset. Any local solution will produce an upper bound on the objective,
a feasible set of relaxations, and a parameter vector that becomes feasible once the relax-
ations are implemented. In instances where the lower bound is non-informative, i.e., equal
to zero, the SCM can be used as a supplementary tool to assess the consistency.
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4.2 Linear examples and counterexamples
Although the above formulation for the VCM is attractive, it fails to guarantee some key
properties one might wish to have, even in the most basic of cases. In this section, we
investigate the VCM problem in the context of linear models and demonstrate manifestations
of these issues. The findings motivate the inclusion of relaxation coefficients into the vector
consistency framework to allow for additional flexibility.
Consider the following specialization of the vector consistency problem to linear models,
namely,
min
x,δ
‖δ‖1
s.t. Ax ≤ b+ δ
(4.5)
where A ∈ Rm×n and b ∈ Rm. Thus, if the constraint Ax ≤ b is feasible, the optimal
relaxation δ? will be the zero vector. Suppose we start with a feasible dataset Ax ≤ b,
corresponding to some underlying truth, and tighten the constraint by some error vector t,
made up of 0’s and 1’s, such that it becomes inconsistent, i.e., {x : Ax ≤ bα} = ∅ for some
α > 0 where bα = b−αt. Note that the introduced error can be either interpreted as an error
in the bounds or as a bias in the model. The question posed is as follows: for an increasing
α, can we guarantee that Equation (4.5) will eventually recover the error, i.e., δ? = αt? Can
we expect to recover the underlying “true” feasible set? The answer turns out to be no. This
is demonstrated by the following simple counterexample.
Let A =
[
1.5
−1
]
, b =
[
1
1
]
, and t =
[
1
0
]
(the error is only introduced to the first constraint).
With these settings, Equation (4.5) can be rewritten as,
min
x,δ
‖δ‖1
s.t.
[
1.5
−1
]
x−
[
1
1
]
+ α
[
1
0
]
≤
[
δ1
δ2
] (4.6)
where α is an increasing parameter. For any α > 2.5, simple calculation reveals the dataset
is inconsistent. The optimal relaxation δ? can be characterized by the intersection of the
following two regions,
Kα = {y ∈ R2 : ∃δ such that ‖δ‖1 ≤ c?, y ≤ δ}
Gα = {y ∈ R2 : y = Ax− b+ αt, x ∈ R},
(4.7)
where c? is the smallest value such that the intersection is non-empty (i.e., the solution of
Equation (4.6)). This intersection is displayed in Figure 4 for two values of α. Although the
error has been introduced along the y1 axis, Gα will always intersect Kα along the y2 axis due
to its slope. Thus, the VCM will always suggest a relaxation to the second constraint despite
the error being introduced to only the first constraint. Simply put, δ? 6= αt for any α > 0.
Regardless of the magnitude of the error, the VCM will always pick the wrong constraint.
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Figure 4: Illustration of the counter example. The dashed lines indicate the 1-norm ball
with radius c?.
The above counterexample illustrates a rather contrived case where the VCM is inca-
pable of recovering a specified error. To explore and test the significance of the result, we
investigated the performance of the measure on random instances of Equation (4.5), which
can be implemented via linear programming. Let A ∈ R50×15 have entries selected from a
uniform distribution on [−1, 1], and let b ∈ R50 be such that Ax ≤ b is feasible. Additionally,
let t ∈ R50 be defined as above with a total of nE 1’s placed in random entries. Let α > 0
be such that {x : Ax ≤ bα} is empty and define the following ratios,
φE =
|supp(δ?) ∩ supp(t)|
nE
φδ =
|supp(δ?) ∩ supp(t)|
|supp(δ?)|
(4.8)
where supp(a) = {i : ai 6= 0}, |S| returns the cardinality of a set S, and δ? is the optimal
value of Equation (4.5). The ratio φE measures the fraction of errors correctly identified
by the optimization, whereas φδ measures the number of correctly identified errors rela-
tive to the total number of identifications. Both ratios range between zero and one, with
(φE, φδ) = (1, 1) indicating perfect identification. Together, these ratios account for both
under-identifying and over-identifying the constraints involved in the inconsistency. The
results of 10, 000 random trials for nE = 1 and two values of α are displayed in Figure 5.
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Figure 5: Histogram of ratios for 10,000 random trials with nE = 1.
With this setup, the methodology displays perfect identification for the vast majority of
trials. With nE increased to four, however, the identification becomes more challenging as
the number of possible explanations for the inconsistency increases.
Figure 6: Histogram of ratios for 10,000 random trials with nE = 4.
The majority of trials yield φδ ≈ 0.5 and φE = 1. Thus, the VCM suggests relaxations
to all four of the actual errored constraints plus approximately four extra constraints. In
a smaller but significant number of trials, the optimization is unable to identify all of the
errors and suggests relaxations to other constraints. There are many paths to consistency
and in these cases Equation (4.5) finds alternative relaxations (other than to the errors in t)
that have minimal 1-norms.
In the context of validation, the notion of a single “correct” relaxation is somewhat mis-
representative and oversimplifies the issue. As discussed above, for any given inconsistent
dataset, there may be a multitude of relaxations that could lead to consistency, with each re-
laxation leading to different feasible parameter configurations. The presumption of sparsity,
which guides the VCM, does not alone provide enough information to pick out this so-called
correct relaxation in a reliable manner. To achieve this we would require information from
domain experts. This feature can be incorporated into the vector consistency framework
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through the inclusion of user-specified coefficients to the relaxations.
4.3 Augmented vector consistency measure
When analyzing large-scale simulations, it is often the case that a domain expert has prior
knowledge or an opinion that certain experiments may be more reliable than others. Sim-
ilarly, this notion of reliability is often also present in models and simulations; certain im-
plementations of theory, perhaps representing specific pieces of physics, may be of higher
fidelity than other components in a model. Thus, in a B2BDC consistency analysis, model-
data constraints need not be treated with equal importance. If a dataset is inconsistent, one
should be less willing to relax or modify constraints with high fidelity models and reliable ex-
perimental data. In addition to reliability, certain experiments may be more relevant to the
intended use of the dataset. These experimental results should also be prioritized in some
fashion. This notion of priority can be included in a vector consistency analysis through
relaxation coefficients, as displayed in Equation (4.9),
V‖·‖1(r) = min
x,∆L,∆U ,δl,δu
‖∆L‖1 + ‖∆U‖1 + ‖δl‖1 + ‖δu‖1
s.t. Le −R(e)L ∆(e)L ≤Me(x) ≤ Ue +R(e)U ∆(e)U for e = 1, ..., N
li − r(i)l δ(i)l ≤ xi ≤ ui + r(i)u δ(i)u for i = 1, ..., n
(4.9)
where r collects the coefficients {RL, RU , rl, ru}. Note, we have returned to the formulation
in Equation (4.2) to highlight that different bounds in a given QOI may be assigned different
coefficients. In the above framework, the optimization will prefer relaxing constraints with
large relaxation coefficients as that action has greater impact on the objective. In contrast,
constraints with small coefficients are protected from relaxation. For instance, setting the
parameter coefficients r
(i)
l and r
(i)
u to zero implies the parameter bounds are absolute and
cannot be expanded to reach consistency. Setting model-data relaxation coefficients R
(e)
L
and R
(e)
U to zero would imply that the corresponding constraint bounds are immutable.
In essence, these coefficients specify the degree of flexibility afforded to certain constraints.
The influence of differing relaxation coefficients can be visualized by considering the previous
counterexample in Figure 4. The coefficients will distort the 1-norm ball by stretching along
directions with large values. Hence, specifying a larger coefficient for relaxations to the first
constraint will allow the error to be recovered. See Appendix C for details.
In general, relaxation coefficients should characterize the relative importance of certain
model-data constraints over others. In the absence of prior knowledge on the constraints,
there are several standard coefficient schemes one can turn to that may be informative. For
instance, the original vector consistency scheme in Equation (4.2) is recovered by setting all
coefficients to one. Several common coefficient configurations and their interpretations are
summarized in Table 1 for a generic constraint.
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Table 1: Example relaxation coefficients for a generic constraint: L−rLδL ≤ f(x) ≤ U+rUδU
Coefficient δL, δU — Interpretation
rL = rU = 1 Absolute change in bound (“unit coefficient”)
rL = rU = (U − L) δL+δU ∼ percent expansion in uncertainty interval
(“interval coefficient”)
rL = |L|, rU = |U | Percent decrease/increase in lower/upper bound
(“bound coefficient”)
rL = rU = 0 No relaxation permitted (“null coefficient”)
4.4 Using the vector consistency measure
If a dataset is consistent, the VCM is less informative than the SCM. On the other hand, if
a dataset is inconsistent, the VCM returns a list of relaxations that, if implemented, result
in a consistent dataset. Based on the number of nonzero relaxations and their associated
magnitudes, one can get a sense of how far a dataset is from consistency. Does a single
constraint need to be expanded by some large amount? Or, do many constraints need to be
changed by small amounts? Phenomena like massive inconsistency, where many constraints
require non-negligible expansions, are immediately recognizable by studying the spectrum
of relaxations.
After performing the VCM analysis, multiple actions can be taken. Expanding the exper-
imental bounds by the determined relaxations, removing the flagged model-data constraints,
or some combination all lead to consistent datasets. Alternatively, refining the underlying
model, guided by the flagged QOIs and corresponding relaxations, may also lead to con-
sistency. As discussed in Section 4.1, the decision of how to proceed is to be resolved by
domain scientists. In Feeley et al. [19], model inadequacy was primarily attributed to the
parameters and certain experimental bounds were revised. In Slavinskaya et al. [44], the
(temporary) removal of QOIs was warranted due to perceived deficiencies in their instrument
models rather than the underlying reaction model. In Iavarone et al. [28], a new model form
consistent with experimental data was proposed to replace a previously inconsistent model.
The inclusion of relaxation coefficients into the VCM aids in this decision-making process.
The VCM analysis can be repeated in a trial-and-error fashion, using different relaxation
coefficients, to explore a dataset’s inconsistency. If the VCM detects the presence of a massive
inconsistency, then this suggests possibly severe limitations in the underlying model as it is
unlikely that a large number of diverse experiments would be in error. Model development
is an iterative process that involves comparison of model prediction and data [7]. The VCM
(and SCM) provides a formalization of “comparing model to data” in this process.
In the following section, this new tool for consistency analysis is demonstrated on the
GRI-Mech 3.0 and DLR-SynG datasets for various coefficient configurations. The results
can be directly compared to the sensitivity-driven iterative-SCM discussed in Section 3.
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5 Vector consistency analysis of example datasets
5.1 GRI-Mech 3.0
An initial application of the VCM with unit coefficients (see Table 1) on the model-data
constraints and null coefficients on the parameters produces V||·||1(r) ∈ [0.018, 0.024]. The
positive lower bound, determined via semidefinite programming (see Equation (A.7) in Ap-
pendix A for details), provides proof that the GRI-Mech 3.0 dataset is inconsistent. The
optimal relaxations suggest decreasing the lower bound of the 37th QOI by 0.014 (a 0.9%
decrease) and increasing the upper bound of the 36th QOI by 0.010 (a 0.67% increase),
as diagrammed in Figure 7. Performing a vector consistency analysis with bound coeffi-
cients results in the interval [0.012, 0.015]. This choice of relaxation coefficients reveals that
consistency can be reached by decreasing just the lower bound of the 37th QOI by 1.5%.
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Figure 7: Vector consistency relaxations for the GRI-Mech 3.0 dataset with unit coefficients
(left) and bound coefficients (right) on the model-data constraints.
So far, the results match those of the iterative-SCM method. The augmented vector con-
sistency approach, however, allows for new forms of analysis. From the previous paragraph,
we have learned that the GRI-Mech 3.0 dataset is nearly consistent; we only need to decrease
a single bound by less than 2% to reach consistency. Since the dataset is consistent for the
remaining 76 model-data constraints and the inconsistency is attributed to something so
minor, it seems likely that the underlying kinetic model is actually valid and the inconsis-
tency is due to QOI 37’s specified experimental uncertainty. If QOI 37 is indeed believed
accurate, alternative relaxations can be found by testing different relaxation coefficients. For
instance, placing a null coefficient on the lower bound of constraint 37, null coefficients on
the parameters, and unit coefficients on the remaining model-data constraints produces a
VCM in [0.022, 0.037]. In this case, consistency is reached by increasing the upper bounds of
QOIs 35 and 36 by 0.97% and 1.83% respectively. The model-data constraint corresponding
to QOI 37 is no longer involved.
GRI-Mech 3.0’s inconsistency can be further explored by alternate coefficient schemes.
The initial vector consistency analysis suggested that the upper bound of QOI 36 and the
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lower bound of QOI 37 were suspect. Suppose all other relaxation coefficients were set to
zero. Therefore, we now consider a problem with relaxations to only the two aforementioned
bounds. Sampling various coefficient configurations and computing the optimal relaxations
produces the trade-off curve, shown in Figure 8.
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Figure 8: Relaxations for QOIs 37 and 36 due to random selection of relaxation coefficients.
Blue dots represent optimal relaxations. The shaded gray region contains other feasible
relaxations. Any relaxation in the shaded red region is guaranteed infeasible by a semidefinite
program result (see Appendix A for details).
In the previous examples, we prevented relaxations to the parameter bounds (the prior
information) by assigning null coefficients. This decision reflected an assumption that those
bounds were an accurate and well understood characterization of the parameter uncertainty.
When this is not the case, i.e., when this prior information is not well-known, one may be
equally willing, or even prefer, to adjust the parameter bounds. Including unit coefficients
for both QOI and parameter bounds produces a VCM in [0, 0.024] and identifies the familiar
QOIs 36 and 37 as needing relaxation. Attaching null coefficients to the QOIs and unit
coefficients to the parameters, however, produces a VCM in [0, 0.70] and requires decreasing
only the lower bound of parameter x14 by 70%. By isolating QOI 37 and parameter x14, we
can conduct a trade-off analysis similar to the above figure by carefully selecting differing
relaxation coefficients. The result of this is shown in Figure 9. It is important to note
that in the GRI-Mech 3.0 dataset, the QOI models {Me(x)}77e=1 are surrogate models fit over
the original parameter range. Therefore, the proper course of action would be to refit these
models over the expanded parameter range and reassess consistency.
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Figure 9: Relaxations for QOI 37 (horizontal axis) and parameter x14 (vertical axis) due
to differing relaxation coefficients. Blue dots represent optimal relaxations. The shaded
gray region contains other feasible relaxations. There is no region similar to the red one in
Figure 8 as the semidefinite program produces a lower bound of 0 to the VCM, i.e., the
VCM is in [0, ·], for all sampled relaxation coefficients.
Computing the VCM with unit coefficients for each constraint results in the interval
[0, 0.024]. The semidefinite program approximation, which provides the lower bound of 0,
is non-informative. We cannot conclusively say that the dataset is inconsistent, which con-
trasts with our earliest analysis where null coefficients were applied to the parameters. This
example illustrates that using null coefficients can be beneficial in proving inconsistency.
For instance, the VCM with null coefficients will always produce a value greater than or
equal to the VCM without such specification. To see this, consider Equation (4.9) and note
that assigning a null coefficient, which effectively removes the corresponding relaxation, is
equivalent to fixing that relaxation to zero. As such, using null coefficients can be interpreted
as adding “equal to zero” constraints to the formulation. Hence, the VCM with null coef-
ficients is a minimization over a further constrained set, giving the result. This statement
also carries over to the semidefinite program approximation of Equation (A.7), described in
Appendix A.
5.2 DLR-SynG
As discussed in Section 3, the DLR-SynG dataset was found to be massively inconsistent and
the iterative-SCM method was rather ineffective for consistency analysis. In this applica-
tion, the augmented VCM fares much better. Assigning unit coefficients to the model-data
constraints and null coefficients to the parameters results in a VCM in [7.15, 12.91]. This
dataset is provably inconsistent. As shown in Figure 10, relaxations are suggested to 41
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QOIs. The relatively large number of relaxations and their magnitudes are indicative of a
massive inconsistency. Repeating this result with bound coefficients produces a similar out-
come, this time with a measure in [1.13, 1.70] and relaxing only 37 QOIs. These results are
much improved over the iterative analysis described in Section 3, which, among the strategies
attempted, suggested the removal of at least 56 model-data constraints.
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Figure 10: Vector consistency relaxations for the DLR-SynG dataset with unit coefficients
(left) and bound coefficients (right) on the model-data constraints.
The recommended relaxations are much greater in percentage than in the GRI-Mech 3.0
dataset. For instance, the upper bound of QOI 141 requires an almost 18% increase. Note
that although the earlier iterative-SCM identified QOI 141 as a potential culprit (Figure 2),
it had assigned many of the QOIs listed in Figure 10 near-zero sensitivities, suggesting
they were not locally influential in resolving inconsistency. As with GRI-Mech 3.0, alter-
native relaxation coefficient strategies can be used to further the analysis. For example,
suppose relaxation was not permitted to QOI 141. Assigning a null coefficient to the upper
bound of QOI 141, null coefficients to the parameters, and unit coefficients to the remaining
model-data constraints produces a VCM in [8.05, 15.64]. In this instance, relaxations to 46
constraints are required to reach consistency (see Figure 11). As a final test, implement-
ing unit coefficients on both model-data constraints and parameters results in a VCM in
[0.87, 9.13], relaxing 35 model-data constraints and 6 parameter bounds, as shown in Fig-
ure 12. In contrast, bound coefficients for both QOIs and parameters produces a VCM in
[0.37, 1.69], relaxing 38 model-data constraints and no parameter bounds.
20
Model-data constraint index
20 40 60 80 100 120 140
Pe
rc
en
t c
ha
ng
e 
(%
)
-20
-15
-10
-5
0
5
10
15
20
Unit coefficients on model-data constraints
Upper bound
Lower bound
Figure 11: Vector consistency relaxations for the DLR-SynG dataset with a null coefficient
on the upper bound of QOI #141, null coefficients on the parameters, and unit coefficients
on the remaining QOIs.
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Figure 12: Vector consistency relaxations for the DLR-SynG dataset with unit coefficients
on both model-data constraints and parameter bounds.
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6 Summary and conclusions
Consistency analysis is a fundamental component of the Bound-to-Bound Data Collabora-
tion (B2BDC) methodology and provides a rigorous framework for validating collections of
QOI models. In the present work, we develop an alternative to the scalar consistency mea-
sure (SCM), which was originally formulated in [19]. Resolving inconsistent datasets using
the SCM is indirect and can lead to poor results, particularly when applied to massively
inconsistent datasets. To overcome this difficulty, the vector consistency measure (VCM),
searches for a sparse set of independent constraint relaxations that leads to consistency. Fur-
ther, augmenting the VCM with relaxation coefficients allows the user to give preferential
treatment to certain models and experimental observations in the dataset. The efficacy of
this new strategy is demonstrated on two real-world examples from combustion chemistry:
GRI-Mech 3.0 and DLR-SynG. In both cases, the VCM provides new insights and enables a
richer form of consistency analysis.
Consistency measures are tools to accomplish validation. We may suggest the follow-
ing workflow for practical use of the VCM and SCM. Begin with a model to test against
experimental data. Build surrogate models for the specified QOIs and construct a dataset
linking the QOI models with experimental bounds. Compute the SCM and its accompanying
sensitivities. If consistent, a parameter configuration exists for which the model predictions
match the experimental data. If inconsistent and the sensitivities cannot immediately re-
solve the issue, compute the VCM. Relaxation coefficients can be used to devise a strategy
to explore and reconcile the inconsistency. The presence of a massive inconsistency could be
indicative of model deficiencies. Once the models and/or observations are revised by domain
scientists, the process can be repeated using the updated dataset. We emphasize that the
SCM and VCM are quantitative measures of “model fits data”— numerical tools to assist
domain scientists in resolving inconsistency. In this spirit, we reemphasize that both the
bounds and models in B2BDC are tentatively entertained.
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A Semidefinite programming approximations to the
scalar and vector consistency measures
For quadratic models, Equation (2.3) and Equation (4.9) can be represented more generally
as,
SCM: max
x∈Rn,γ
γ
s.t.
[
1
x
]ᵀ
Qe
[
1
x
]
≤ −weγ e = 1, ..., N
aᵀi
[
1
x
]
≤ 0 i = 1, ...,m
(A.1)
where Qe is the coefficient matrix of a model (bounds are subsumed into the constant term),
the parameter prior H is defined by constraints involving vectors ai, and we ≥ 0.
VCM: min
x∈Rn,∆∈RN ,δ∈Rm
1ᵀN∆ + 1
ᵀ
mδ
s.t.
[
1
x
]ᵀ
Qe
[
1
x
]
≤ Re∆e e = 1, ..., N
aᵀi
[
1
x
]
≤ riδi i = 1, ...,m
∆ ≥ 0
δ ≥ 0
(A.2)
where 1d is a d−dimensional vector of ones. In Feeley et al. [19, Appendix], Lagrangian
duality was used to formulate a semidefinite program (SDP) that bounds the SCM from
above, producing the CD defined in Section 2.2. Under mild technical conditions (constraint
qualifications), the rank relaxation construction of an SDP presented in this section provides
an equivalent solution to a Lagrangian approach [48, 25].
For the SCM, note that the constraints for each e and i can be rewritten as
trace
[Qe 0
0 0
]1x
γ
1x
γ
ᵀ+ trace
 0 0 0.5we0 0 0
0.5we 0 0
1x
γ
1x
γ
ᵀ ≤ 0
trace
 ai(1) 0.5aᵀi (2:n+1) 00.5ai(2:n+1) 0 0
0 0 0
1x
γ
1x
γ
ᵀ ≤ 0
(A.3)
where a(j:k) denotes the jth through kth entries of vector a and similarly for entries and
submatrices of a given matrix. Let Sd ⊂ Rd×d refer to the subset of symmetric matrices.
Rank relaxation (or SDP relaxation) [25] is carried out by noting for a vector v ∈ Rd,
Z =
[
1
v
] [
1
v
]ᵀ
⇔ Z(1, 1) = 1, Z  0, rank(Z) = 1 (A.4)
Dropping the rank constraint, inserting the matrix Z appropriately in Equation (A.3), and
then replacing the constraints in Equation (A.1) yields an SDP that bounds the SCM
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from above. This bound can be tightened by including additional constraints constructed
from the problem data (i.e., from the given constraints) [43, 1, 2]. This procedure is more
generally characterized by Positivstellensatz refutations [36]. For a given collection of linear
constraints,
Cᵀ
[
1
v
]
≤ 0 ⇒ Cᵀ
[
1
v
] [
1
v
]ᵀ
C ≥ 0 (A.5)
where the inequalities on both sides are applied entrywise.
Let A =
[
a1 a2 ... am
] ∈ R(1+n)×m. An SDP approximation of the SCM is built by
letting v =
[
xᵀ γ
]ᵀ
and combining the above equations to produce Equation (A.6).
rSCM: max
Z∈S2+n
Z(2+n, 1)
s.t. trace (QeZ(1:1+n, 1:1+n)) + weZ(2 + n, 1) ≤ 0 e = 1, ..., N
AᵀZ(1:1+n, 1) ≤ 0
AᵀZ(1:1+n, 1:1+n)A ≥ 0
Z(1, 1) = 1
Z  0
(A.6)
In cases where m is large, including all of the extra constraints listed in Equation (A.5)
(accounting for symmetry, repetitions, and implications of Z  0) can become computa-
tionally unmanageable, but for the theoretical purpose of this section all are considered. In
Ashraphijou et al. [2], only constraints that are binding at optimality are added. In the
examples of Section 5, only a subset are included in the computation.
An SDP relaxation of the VCM proceeds similarly, with v =
[
xᵀ ∆ᵀ δᵀ
]ᵀ
. For no-
tational convenience, let d = 1+n+N+m and diag(r) denote the diagonal matrix with the
vector r along the diagonal.
rVCM: min
Y ∈Sd
1ᵀN+mY (2+n:d, 1)
s.t. trace (QeY (1:1+n, 1:1+n))−ReY (1+n+e, 1) ≤ 0 e = 1, ..., N
AᵀY (1:1+n, 1)− diag(r)Y (2+n+N :d, 1) ≤ 0
AᵀY (1:1+n, 1:1+n)A− diag(r)Y (2+n+N :d, 1:1+n)A−
AᵀY (1:1+n, 2+n+N :d)diag(r)+
diag(r)Y (2+n+N :d, 2+n+N :d)diag(r) ≥ 0
Y (2+n:d, 1) ≥ 0
Y (1, 1) = 1
Y  0
(A.7)
As mentioned, SCM ≤ rSCM and similarly rVCM ≤ VCM. An immediate consequence
is that, for given relaxation coefficients R and r, if ‖∆‖1 + ‖δ‖1 < rVCM, then ∆ and δ
cannot be feasible with respect to VCM as it contradicts its minimality. Hence, expanding
bounds by the amounts Re∆e and riδi does not lead to consistency (e.g., the infeasible region
in Figure 8).
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Using null coefficients can be helpful in proving inconsistency. Consider two prob-
lems, rVCM0 and rVCM1, where rVCM0 shares all but a subset of null coefficients with
rVCM1. Let JR and Jr contain the indices of the respective null coefficients of rVCM0,
i.e., e ∈ JR ⇔ Re = 0 and i ∈ Jr ⇔ ri = 0. Moreover, let J = {1+n+JR} ∪ {1+n+N+Jr}
be the adjusted set of indices. Suppose Y ?0 is the minimizer of rVCM0 and define Y ∈ Sd
by
Y (i, j) =
{
0 i ∈ J or j ∈ J
Y ?0 (i, j) otherwise
(A.8)
As defined, Y is feasible with respect to rVCM0 and 1
ᵀ
N+mY (2+n:d, 1) ≤ 1ᵀN+mY ?0 (2+n:d, 1).
Since these summations are of only nonnegative numbers, we must have that Y ?0 (i, 1) = 0 for
i ∈ J and thus 1ᵀN+mY (2+n:d, 1) = 1ᵀN+mY ?0 (2+n:d, 1). Furthermore, note that Y is also
feasible with respect to rVCM1, implying rVCM1 ≤ rVCM0. Since rVCM > 0 proves
inconsistency, we have demonstrated that including extra null coefficients may aid in this
task.
Finally, the rSCM is a stronger tool than rVCM for proving inconsistency.
Theorem A.1. If rSCM ≥ 0, then rVCM = 0 for any choice of relaxation coefficients.
Proof. Suppose rSCM ≥ 0. Let Z? ∈ S2+n be the maximizer. Let R and r be some choice
of relaxation coefficients. Define Y ∈ Sd by
Y (i, j) =
{
Z?(i, j) i, j ≤ 1+n
0 otherwise
(A.9)
Since Z? is feasible with respect to Equation (A.6) and Z?(2 + n, 1) ≥ 0, Y must be feasible
with respect to Equation (A.7). Moreover, 1ᵀN+mY (2+n:d, 1) = 0. Since rVCM is always
nonnegative, rVCM = 0.
The contrapositive of Theorem A.1 states that if rVCM > 0 for some choice of relax-
ation coefficients, then rSCM < 0. Hence, the class of datasets for which rVCM proves
inconsistency is contained in the class of datasets for which rSCM proves inconsistency. In
Appendix B, we present a numerical example where rVCM = 0 and rSCM < 0, showing
that the converse of Theorem A.1 does not hold. This justifies the use of the SCM in the
suggested workflow of Section 6.
We conclude this section by noting that the above semidefinite programming techniques
can be extended beyond quadratic models to polynomial models using techniques described
in [30, 36]. A general discussion of these methodologies applied to the B2BDC framework
can be found in [42].
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B A numerical example showing the converse of The-
orem A.1 does not hold
Consider an artificial dataset (of the form described in Equation (A.1) and Equation (A.2)):
Q1 =
0.0881 0.460 0.47690.460 0.5613 0.4948
0.4769 0.4948 0.3550
 Q2 =
0.2448 0.1876 0.14920.1876 0.2664 0.7218
0.1492 0.7218 0.1476

a1 =
0.92070.9295
0.1368
 a2 =
0.87160.0124
0.7220

R1 = R2 = r1 = r2 = 1
(B.1)
where n = 2, N = 2, and m = 2. In this example, the only extra constraint added to the
rSCM is aᵀ1Z(1:3, 1:3)a2 ≥ 0 as the other constraints are implied by Z  0, and similarly for
the rVCM. Using CVX [27, 26], we find that rSCM = −1.0857 and rVCM = 0. To protect
against issues of precision in the numerical evaluation of rVCM, we round the minimizer
Y ? to the second digit and find that it is still feasible with some margin.
C Linear example continued for the augmented VCM
With relaxation coefficients, the constraint becomes[
1.5
−1
]
x−
[
1
1
]
+ α
[
1
0
]
≤
[
r1δ1
r2δ2
]
. (C.1)
Then, the optimal relaxation δ? is characterized by the intersection of two regions,
Kα = {y ∈ R2 : ∃δ such that ‖δ‖1 ≤ c?,
[
y1
y2
]
≤
[
r1δ1
r2δ2
]
}
Gα = {y ∈ R2 : y = Ax− b+ αt, x ∈ R},
(C.2)
where c? is the smallest value such that the intersection is non-empty (i.e., the solution of
Equation (C.1)). Suppose r1 = 2 and r2 = 1. With α = 4, δ
? =
[
0.75
0
]
, indicating we have
now correctly associated the error with the y1 axis. This result is shown in the figure below.
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Figure 13: Augmented VCM applied to the linear example with r1 = 2 and r2 = 1. The
point of intersection between the two regions, shown in red, is (y1, y2) = (r1δ
?
1, r2δ
?
2).
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