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Multi-focus Image Fusion: A Benchmark
Xingchen Zhang
Abstract—Multi-focus image fusion (MFIF) has attracted con-
siderable interests due to its numerous applications. While much
progress has been made in recent years with efforts on developing
various MFIF algorithms, some issues significantly hinder the fair
and comprehensive performance comparison of MFIF methods,
such as the lack of large-scale test set and the random choices
of objective evaluation metrics in the literature. To solve these
issues, this paper presents a multi-focus image fusion benchmark
(MFIFB) which consists a test set of 105 image pairs, a code
library of 30 MFIF algorithms, and 20 evaluation metrics. MFIFB
is the first benchmark in the field of MFIF and provides the
community a platform to compare MFIF algorithms fairly and
comprehensively. Extensive experiments have been conducted us-
ing the proposed MFIFB to understand the performance of these
algorithms. By analyzing the experimental results, effective MFIF
algorithms are identified. More importantly, some observations
on the status of the MFIF field are given, which can help to
understand this field better.
Index Terms—multi-focus image fusion, image fusion, bench-
mark, image processing, deep learning
I. INTRODUCTION
Clear images are desirable in computer vision applica-
tions. However, it is difficult to have all objects in focus in
an image since most imaging systems have a limited depth-
of-field (DOF). To be more specific, scene contents within the
DOF remain clear while objects outside that area appear as
blurred. Multi-focus image fusion (MFIF) aims to combine
multiple images with different focused areas into a single
image with everywhere in focus, as shown in Fig. 1.
MFIF has attracted considerable interests recently and vari-
ous MFIF algorithms have been proposed, which can be gener-
ally divided into spatial domain-based methods and transform
domain-based methods. Spatial domain-based methods operate
directly in spatial domain and can be roughly divided into
three categories: pixel-based [1], block-based [2] and region-
based [3]. In contrast, transform domain-based methods firstly
transform images into another domain and then perform fusion
in that transformed domain. The fused image is then obtained
via the inverse transformation. The representative transform
domain-based methods are sparse representation (SR) methods
[4, 5] and multi-scale methods [6, 7].
In recent years, with the development of deep learning,
researchers have begun to solve the MFIF problem with deep
learning techniques. Both supervised [9–12] and unsupervised
MFIF algorithms [13–16] have been proposed. To be more
specific, various deep learning models and methods have been
employed, such as CNN [17, 18], GAN [19] and ensemble
learning [20].
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Fig. 1. The benefit of multi-focus image fusion. In image 1, the background
is not clear while in image 2 the foreground is not clear. After fusion, both
the background and foreground in the fused image are clear. The fused image
is produced by CBF [8].
However, current research on MFIF is suffering from
several issues, which hinder the development of this field
severely. First, there is not a well-recognized MFIF benchmark
which can be used to compare performance under the same
standard. Therefore, it is quite common that different images
are utilized in experiments in the literature, which makes it
difficult to fairly compare the performance of various algo-
rithms. Although the Lytro dataset [33] is used frequently,
many researchers only choose several image pairs from it in
experiments, resulting in bias results. This is very different
from other image processing-related areas like visual object
tracking where several benchmarks [34, 35] are available and
every paper has to show results on some of them. Second, as
the most widely used dataset, the Lytro dataset only consists of
20 pairs of multi-focus images which are not enough for large-
scale comparison. Also, Xu et al. [36] showed that the defocus
spread effect (DSE) is not obvious in Lytro dataset thus
popular methods perform very similar on it. Third, although
many evaluation metrics have been proposed to evaluate the
image fusion algorithms, none of them is better than all
other metrics. As a result, researchers normally choose several
metrics which support their methods in the literature. This
makes it not trivial to compare performances objectively. Table
I lists some algorithms published in top journals (conferences)
and the number of image pairs, compared algorithms, and
evaluation metrics. As can be seen, these works present results
of different evaluation metrics on different number of image
pairs, making it quite difficult to ensure a fair and comprehen-
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TABLE I
SOME MFIF ALGORITHMS PUBLISHED IN TOP JOURNALS AND CONFERENCES. THE NUMBER OF TESTED IMAGE PAIRS, THE NUMBER OF COMPARED
ALGORITHMS, THE NUMBER OF UTILIZED EVALUATION METRICS ARE ALSO GIVEN. THE DETAILS OF THE PROPOSED MFIFB ARE ALSO SHOWN.
Reference Year Journal Image pairs Algorithms Metrics
GFF [21] 2013 IEEE Transactions on Image Processing 10 7 5 (MI, QY , QC , QG, QP )
RP SR [22] 2015 Information Fusion 10 8 5 (SD, EN, QG, QP , QW )
MST SR [22] 2015 Information Fusion 10 8 5 (SD, EN, QG, QP , QW )
NSCT SR [22] 2015 Information Fusion 10 8 5 (SD, EN, QG, QP , QW )
QB [23] 2015 Information Fusion 6 N/A 3 (QGM , QAB/F , NMI)
DSIFT [1] 2015 Information Fusion 12 9 6 (NMI, QNCIE , QG, PC, QY , QCB )
MRSR [24] 2016 IEEE Transactions on Image Processing 7 9 4 (MI, QG, ZNCC PC, QPC )
CNN [25] 2017 Information Fusion 40 6 4 (NMI, QAB/F , QY , QCB )
BFMF [26] 2017 Information Fusion 18 6 4 (NMI, PC, QMSSI , QC )
[5] 2018 Information Fusion 10 9 5 (MI, QG, QS , QZP , QPC )
p-CNN [27] 2018 Information Science 12 5 4 (NMI, QPC , QW , QCB )
CAB [28] 2019 Information Fusion 34 15 5 (QAB/F , NMI, FMI, QY , QNCIE )
mf-CRF [29] 2019 IEEE Transactions on Image Processing 52 11 4 (MI, QG, QY , QCB )
DIF-Net [16] 2020 IEEE Transactions on Image Processing 20 9 7 (MI, FMI, QX , QSCD, QH , QP , QM )
DRPL [30] 2020 IEEE Transactions on Image Processing 20 7 5 (MI, QAB/F , AG, VIF, EI)
IFCNN [10] 2020 Information Fusion 20 4 5 (VIFF, ISSIM, NMI, SF, AG)
FusionDN [31] 2020 AAAI 10 5 4 (SD, EN, VIF, SCD)
PMGI [32] 2020 AAAI 18 5 6 (SSIM, QAB/F , EN, FMI, SCD, CC)
MFIFB 2020 105 30 20 (CE, EN, FMI, NMI, PSNR, QNCIE , TE, AG, EI, QAB/F , QP ,
SD, SF, QC , QW , QY , SSIM, QCB , QCV , VIF)
sive performance comparison. Besides, many researchers only
choose several algorithms which may be outdated to compare
with their own algorithms, making it more difficult to know
the real performance of these algorithms. More importantly,
it is frequent that methods are compared with those which
are not designed for this task [37]. For example, the per-
formance of a MFIF algorithm is compared with a method
designed for visible-infrared image fusion. Finally, although
the source codes of some MFIF algorithms have been made
publicly available, the usage of these codes are different. For
examples, different codes have different interfaces to read
and write images, and may have various dependencies to
install. Therefore, it is inconvenient and time-consuming to
conduct large scale performance evaluation. It is thus desirable
that results on public datasets are available and a consistent
interface is available to integrate new algorithms conveniently
for performance comparison.
To solve these issues, in this paper a multi-focus image
fusion benchmark (MFIFB) is created, which includes 105
pairs of multi-focus images, 30 publicly available fusion
algorithms, 20 evaluation metrics and an interface to facilitate
the algorithm running and performance evaluation. The main
contributions of this paper lie in the following aspects:
• Dataset. A test set containing 105 pairs of multi-focus
images is created. These image pairs cover a wide range
of environments and conditions. Therefore, the test set is
able to test the generalization ability of fusion algorithms.
• Code library. 30 recent MFIF algorithms are collected
and integrated into a code library, which can be easily
utilized to run algorithms and compare performances. An
interface is designed to integrate new image fusion al-
gorithms into MFIFB. It is also convenient to compare
performances using fused images produced by other
algorithms with those available in MFIFB.
• Comprehensive performance evaluation. 20 evaluation
metrics are implemented in MFIFB to comprehensively
compare fusion performance. This is much more than
those utilized in the MFIF literature as shown in Table
I. Extensive experiments have been conducted using
MFIFB, and the comprehensive comparison of those
algorithms are performed.
The rest of this paper is organized as follows. Section II
gives some background information about MFIF. Then, the
proposed multi-focus image fusion benchmark is introduced
in detail in Section III, followed by experiments and analysis
in Section IV. Finally, Section V concludes the paper.
II. MULTI-FOCUS IMAGE FUSION METHODS
A. The background of multi-focus image fusion
MFIF aims to produce an all-in-focus image by fusing
multiple partially focused images of the same scene [38]. Nor-
mally, MFIF is solved by combining focused regions with
some fusion rules. The key task in MFIF is thus the iden-
tification of focused and defocused area, which is normally
formulated as a classification problem.
Various focus measurements (FM) were designed to classify
whether a pixel is focused or defocused. For example, Zhai
et al. [9] used the energy of Laplacian to detect the focus
level of source images. Tang et al. [27] proposed a pixel-wise
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convolutional neural network (p-CNN) which was a learned
FM that can recognize the focused and defocused pixels.
B. Conventional multi-focus image fusion methods
Generally speaking, conventional MFIF algorithms can be
divided into spatial domain-based methods and transform
domain-based methods. Spatial domain-based methods operate
directly in spatial domain. According to the adopted ways,
these methods can be classified as pixel-based [1], block-
based [2] and region-based [3]. In pixel-based methods, the
FM is applied at pixel-level to judge whether a pixel is
focused or defocused. In block-based methods, the source
images are firstly divided to blocks with fixed size, and then
the FM is applied to these patches to decide their blurring
levels. However, the performance of block-based methods
heavily dependent on the division of blocks and may induce
artifacts easily. In region-based methods, the source images
are firstly segmented into different regions using segmentation
techniques, and then the blurring levels of these regions are
calculated based on FM.
The transform domain-based methods normally consist of
three steps. First, the source images are transformed to an-
other domain using some transformations, such as wavelet
transform and sparse representation. The source images can be
represented using some coefficients in this way. Second, the
coefficients of source images are fused using designed fusion
rules. Finally, the fused image is obtained by applying inverse
transformation to those fused coefficients. Transform domain-
based algorithms mainly contain sparse representation-based
[39, 40], multi-scale-based [41, 42], subspace-based [43],
edge-preserving-based [44, 45] and others.
C. Deep learning-based methods
In recent years, deep learning has been applied to MFIF
and an increasing number of deep learning-based methods
emerge every year. Liu et al. [25] proposed the first CNN-
based method which utilized a CNN to learn a mapping from
source images to the focus map. Since then, more than 40
deep learning-based MFIF algorithms have been proposed.
The majority of deep learning-based MFIF algorithms are
supervised algorithms, which need a large amount of training
data with ground-truth to train. For instance, Zhao et al. [46]
developed a MFIF algorithm based on multi-level deeply
supervised CNN (MLCNN). Tang et al. [27] proposed a pixel-
wise convolutional neural network (p-CNN) which was a
learned FM that can recognize the focused and defocused
pixels in source images. Yang et al. [47] proposed a multi-level
features convolutional neural network (MLFCNN) architecture
for MFIF. Li et al. [30] proposed the DRPL, which directly
converts the whole image into a binary mask without any patch
operation. Zhang et al. [10] proposed a general image fusion
framework based on CNN (IFCNN).
In supervised learning-based methods, a large amount of
labeled training data is needed, which is labor-intensive and
time-consuming. To solve this issue, researchers have began to
develop unsupervised MFIF algorithms. For example, Yan et
al. [13] proposed the first unsupervised MFIF algorithm based
on CNN, namely MFNet. The key to achieve unsupervised
training in that work was the usage of a loss function based
on SSIM, which is a widely used image fusion evaluation
metric that measures the structural similarity between source
images and the fused image. Ma et al. [14] proposed an
unsupervised MFIF algorithm based on an encoder-decoder
network (SESF), which also utilized SSIM as a part of the loss
function. Other unsupervised methods include DIF-Net [16]
and FusionDN [31].
Apart from CNN, some other deep learning models have
also been utilized to perform MFIF. For example, Guo
et al. [19] presents the first GAN-based MFIF algorithm
(FuseGAN). Deshmukh et al. [48] proposed to use deep
belief network (DBN) to calculate weights indicating the sharp
regions of input images. Unlike above-mentioned methods
which only use one model in their methods, Naji et al. [20]
proposed a MFIF algorithm based on the ensemble of three
CNNs.
III. MULTI-FOCUS IMAGE FUSION BENCHMARK
As presented previously, in most MFIF works, the algorithm
were tested on a small number of images and compared with a
very limited number of algorithms using just several evaluation
metrics. This makes it difficult to comprehensively evaluate the
real performance of these algorithms. This section presents a
multi-focus image fusion benchmark (MFIFB), including the
dataset, baseline algorithms, and evaluation metrics.
A. Dataset
The dataset in MFIFB is a test set including 105 pairs of
multi-focus images. Each pair consists of two images with
different focus areas. Because most researches in MFIF are
about fusing two images, therefore at the moment only image
pairs consisting of two images are collected in MFIFB. Since
this paper aims to create a benchmark in the field of MFIF, thus
to maximize its value, this test set consists of existing datasets
which do not have code library and results. Specifically, the
test set is collected from Lytro [33], MFFW [36], the dataset of
Savic et al. [49], Aymaz et al. [50], and Tsai et al. 1. By doing
this, we not only provide benchmark results on the whole
dataset, but also give benchmark results for these existing
datasets, which will make it more convenient for researchers
who are familiar with these datasets to compare results.
The images included in MFIFB are captured with various
cameras at various places, and they cover a wide range
of environments and working conditions. The resolutions of
images vary from 178×134 to 1024×768. Therefore, these
images can be used to test the performance of MFIF algorithms
comprehensively. Table II lists more details about different
kinds of images included in MFIFB.
TABLE II
THE NUMBER OF DIFFERENT KINDS OF IMAGES IN MFIFB.
Category Color/gray Real/simulated Registered/not well registered
Number 71/34 64/41 98/7
1https://www.mathworks.com/matlabcentral/fileexchange/45992-standard-
images-for-multifocus-image-fusion
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Fig. 2. A part of dataset in MFIFB.
B. Baseline algorithms
MFIFB currently contains 30 recently published multi-focus
image fusion algorithms including ASR [40], BFMF [26],
BGSC [51], CBF [8], CNN [25], CSR [52], DCT Corr [6],
DCT EOL [6], DRPL [30], DSIFT [1], DWTDE [53], ECNN
[20], GD [54], GFDF [55], GFF [21], IFCNN [10], IFM
[56], MFM [57], MGFF [58], MST SR [22], MSVD [59],
MWGF [60], NSCT SR [22], PCANet [61], QB [23], RP SR
[22], SESF [14], SFMD [62], SVDDCT [63], TF [64]. In
these algorithms, some were specifically designed for multi-
focus image fusion, such as ASR and BADNN, while some
were designed for general image fusion including multi-focus
image fusion, such as CBF and GFF. It should be noted
that some algorithms were originally developed for fusing
grayscale images, e.g. BFMF and CBF. These algorithms were
converted to fuse color images in this study by fusing R, G
and B channels, respectively. More details about the category
of the integrated algorithms can be found in Table III.
The algorithms in MFIFB cover almost every kind of MFIF
algorithms, thus can represent the development of the field to
some extent. However, it should be noted that only a part
of published MFIF methods provide the source code, thus in
MFIFB we cannot cover all published MFIF algorithms.
The source codes of various methods have different input
and output interfaces, and they may require different running
environment. These factors hinder the usage of these codes
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. XX, XX 2020 5
TABLE III
MULTI-FOCUS IMAGE FUSION ALGORITHMS THAT HAVE BEEN INTEGRATED IN MFIFB.
Category Method
Spatial domain-based BFMF [26], BGSC [51], DSIFT [1], IFM [56], QB [23], TF [64]
Transform domain-based
SR-based ASR [40], CSR [52]
Multi-scale-based CBF [8], DCT Corr [6], DCT EOL [6], DWTDE [53], GD [54], MSVD [59], MWGF [60],
SVDDCT [63]
edge-preserving-based GFDF [55], GFF [21], MFM [57], MGFF [58]
subspace-based SFMD [62]
Hybrid MST SR [22], NSCT SR [22], RP SR [22]
Deep learning-based
Supervised CNN [25], DRPL [30], ECNN [20], IFCNN [10], PCANet [61]
Unsupervised SESF [14]
Fig. 3. The source images and fused images of Lytro19 image pair. (a) and (b) are the source images. From (c) to (ff) are the fused images produced by 30
integrated MFIF algorithms in MFIFB. The magnified plot of area within red box near the focused/defocused boundary are given at the top right corner of
each fused image. The magnified plot of area within green box near the focused/defocused boundary are given at the bottom right corner of each fused image.
to produce results and compare performances. To integrate
algorithms into MFIFB and for the convenience of users,
an interface was designed to integrate more algorithms into
MFIFB. Besides, for researchers who do not want to make
their codes publicly available, they can simply put their fused
images into MFIFB and then their algorithms can be compared
with those integrated in MFIFB easily.
C. Evaluation metrics
The assessment of MFIF algorithms is not a trivial task since
the ground-truth images are normally not available. Generally
there are two ways to evaluate MFIF algorithms, namely
subjective or qualitative method and objective or quantitative
method.
Subjective evaluation means that the fusion performance is
evaluated by human observers. This is very useful in MFIF
research since a good fused image should be friendly to
human visual system. However, it is time-consuming and
labor-intensive to observe each fused image in practice. Be-
sides, because each observer has different standard when
observing fused images, thus biased evaluation may be easily
produced. Therefore, qualitative evaluation alone is not enough
for the fusion performance evaluation. Therefore, objective
evaluation metrics are needed for quantitative comparison.
As introduced in [65], image fusion evaluation metrics can
be classified into four types as
• Information theory-based
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Fig. 4. The source images and fused images of MMFW12 image pair. (a) and (b) are the source images. From (c) to (ff) are the fused images produced by
30 integrated MFIF algorithms in MFIFB. The magnified plot of area within red box near the focused/defocused boundary are given in the red dash box. The
magnified plot of area within green box near the focused/defocused boundary are given in the green dash box.
• Image feature-based
• Image structural similarity-based
• Human perception inspired
Numerous evaluation metrics for image fusion have been
proposed. However, none of them is better than all other met-
rics. To have comprehensive and objective performance com-
parison, 20 evaluation metrics were implemented in MFIFB
2. The evaluation metrics integrated in MFIFB cover all four
categories of metrics, thus are capable of quantitatively show-
ing the quality of a fused image. Specifically, the implemented
information theory-based metrics include cross entropy (CE)
[66], entropy (EN) [67], feature mutual information (FMI),
normalized mutual information (NMI) [68], peak signal-to-
noise ratio (PSNR) [69], nonlinear correlation information
entropy (QNCIE) [70, 71], and tsallis entropy (TE) [72]. The
implemented image feature-based metrics include average gra-
dient (AG) [73], edge intensity (EI) [74], gradient-based sim-
ilarity measurement (QAB/F ) [75], phase congruency (QP )
[76], standard division (SD) [77] and spatial frequency (SF)
[78]. The implemented image structural similarity-based met-
rics include Cvejie’s metric QC [79], Peilla’s metric (QW )
[80], Yang’s metric (QY ) [81], and structural similarity index
measure (SSIM) [82]. The implemented human perception
2The implementation of some metrics are kindly provided by Zheng Liu at
https://github.com/zhengliu6699/imageFusionMetrics
inspired fusion metrics are human visual perception (QCB)
[83], QCV [84] and VIF [85].
Due to the page limitation, the mathematical expression of
these metrics are not given here. For all metrics except CE and
QCV , a larger value indicates a better fusion performance. In
MFIFB, it is convenient to compute all these metrics for each
method, making it easy to compare performances. Note that
many metrics are designed for gray images. In this work, each
metric was computed for every channel of RGB images and
then the average value was computed. More information about
evaluation metrics can be founded in [65, 69, 86].
IV. EXPERIMENTS AND ANALYSIS
This section presents experimental results within
MFIFB. All experiments were performed using a computer
equipped with an NVIDIA RTX2070 GPU and i7-9750H
CPU. Default parameters reported by the corresponding
authors of each algorithm were employed. Note that pre-
trained models of each deep learning algorithm were provided
by the corresponding authors of each algorithm. The dataset
in MFIFB is only used for performance evaluation of those
algorithms but not for the training.
A. Results on the Lytro dataset
Many papers utilize Lytro in the experiments, thus the Lytro
dataset is collected as a subset in MFIFB and in this Section
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the results on the Lytro dataset are presented.
1) Qualitative performance comparison: Figure 3 illus-
trates the fused images of all integrated algorithms in MFIFB
on the Lytro19 image pair. As can be seen, most algorithms
can produce a clear image in this case while the BGSC
and MSVD give blurring ones. To further investigate the fo-
cused/defocused boundary in the fused images, two magnified
plots are given in Fig. 3 for each image. As can be seen, many
algorithms cannot well handle the boundary area contained in
the red box, including ASR, BGSC, CBF, DWTDE, GD, GFF,
IFCNN, IFM, MFM, MGFF, MSVD, NSCT SR, RP SR,
SFMD. Besides, some algorithms cannot fuse the boundary
area contained in the green box well, including BFMF, BGSC,
CBF, DCT Corr, DCT EOL, DWTDE, GD, IFCNN, IFM,
MSVD, SFMD, SVDDCT. To sum up, the remaining methods,
namely CNN, CSR, DPRL, DSIFT, ECNN, GFDF, MSR SR,
MWGF, PCANet, QB, SESF, and TF, have similar visual per-
formances on the Lytro19 image pair. Among these methods,
five are deep learning-based methods, QB and TF are spatial
domain-based methods while the rest are transform domain-
based ones.
2) Quantitative performance comparison: Table IV lists
the average value of 20 evaluation metrics for all methods
on the Lytro dataset. As can be seen, the top three methods
are SFMD, ECNN and GD, respectively. Specifically, GD and
SFMD are transform domain-based methods while ECNN is a
deep learning-based approach. This means that the transform
domain-based methods achieve the best results on the Lytro
dataset, and deep learning-based methods also obtain compet-
itive results. Note that although these three methods all have
the best value in three evaluation metrics, they show different
characteristics. To be more specific, SFMD only performs
well in image feature-based metrics, while ECNN and GD
exhibit good performances in both information theory-based
and human perception inspired metrics.
Actually, from the table one can find more about the per-
formance of each kind of methods. First, the spatial domain-
based approaches do not show competitive performances ex-
cept TF. In transform domain-based methods, SR-based ones
perform poorly in most metrics. Multi-scale-based approaches
have better performance in information theory-based meth-
ods while edge-preserving-based algorithms generally perform
better in image feature-based metrics. Similar to SR-based
ones, the hybrid methods which combines multi-scale and
SR approaches do not show good performance in most met-
rics. Regarding deep learning-based methods, although ECNN
ranks the second among all 30 algorithms, other deep learning-
based methods do not perform well. This is supervising
because deep learning can provide good features and can learn
fusion rules automatically. This may because that most deep
learning-based algorithms were trained using simulated multi-
focus images, which are different from real-world multi-focus
images, thus the generalization abilities of these algorithms
are not good.
The results on Lytro dataset indicate that various MFIF
algorithms may have very different performances on different
evaluation metrics, therefore it is necessary to use different
kinds of metrics when evaluating MFIF approaches. Besides,
although the qualitative performances are not very consistent
with the overall quantitative performances, they are consistent
with the human perception inspired metrics to some extent,
especially QCB and QCV .
Xu et al. [36] pointed out that the defocus spread effect
(DSE) is not obvious on the images of the Lytro dataset,
thus the fused images produced by many algorithms have
no significant visual differences. To further compare MFIF
algorithms, the comparison of fusion results on the whole
MFIFB dataset will be presented in the following Section.
B. Results on the whole MFIFB dataset
1) Qualitative performance comparison: Figure 4 presents
the qualitative (visual) performance comparison of 30 fusion
methods on the MMFW12 image pair. One can see that this
case is more difficult than the Lytro19 case, since many algo-
rithms do not produced satisfactory fused image on this image
pair. To be more specific, some methods, including BGSC,
CBF, CSR, DCT Corr, DCT EOL, DPRL, DSIFT, DWTDE,
ECNN, NSCT SR, QB, SESF, SVDDCT, and TF, have obvi-
ous visual artifacts. Besides, some algorithms show obvious
color distortion, namely MGFF, MST SR, PR SR. Because
the rest of algorithms do not show obvious visual artifacts and
color distortion, thus two focused/defocused boundary areas
are illustrated in the magnified plots to see more details. As can
be seen, BFMF, GFDF, IFM, MFM, PCANet do not handle the
boundary area contained in the red box well. Besides, BFMF,
CNN, GD, GFDF, IFCNN, IFM, MFM, MSVD, PCANet
and QB cannot deal with the DSE in the boundary area
contained in the green box as can be seen from the magnified
plots. Overall, ASR, GFF and MWGF show good performance
on the MMFW12 image pair.
2) Quantitative performance comparison: Table V presents
the average value of 20 evaluation metrics for all methods on
the whole MFIFB dataset. From the table one can see that
the top three methods on the whole MFIFB dataset are QB,
SFMD and GFDF, respectively. Although SFMD and QB have
the same number of top three metric values, QB is ranked the
first while SFMD the second. This is because that QB performs
well in information theory-based, image structural similarity-
based and human perception inspired metrics. In contrast,
SFMD only shows good performances in image feature-based
metrics but performs poorly in other kinds of metrics.
The performances of MFIF algorithms on the whole MFIF
dataset are very different from that on the Lytro subset. First,
the spatial domain-based approaches perform better than the
transform domain-based ones. Second, deep learning-based
methods have worse performances on the whole MFIFB
dataset than on the Lytro dataset. Specifically, the best deep
learning-based methods, namely DPRL, only ranks the fifth
on the whole dataset. Apart from Lytro, the MFIFB dataset
also contains other subsets such as MFFW and those proposed
by Savic et al. [49] and Aymaz et al. [50]. In other words,
the whole MFIFB dataset is more challenging than the Lytro
dataset. The reason why the performances of deep learning-
based approaches degrade is that they do not perform well on
the remaining subsets in MFIFB except Lytro. For instance,
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TABLE VI
RUNNING TIME OF ALGORITHMS IN MFIFB (SECONDS PER IMAGE PAIR)
Method Average running time Category Method Average running time Category
ASR [40] 549.95 SR-based CBF [8] 21.11 Multi-scale-based
CSR [52] 466.27 SR-based DCT Corr [6] 0.34 Multi-scale-based
CNN [25] 184.78 DL-based DCT EOL [6] 0.24 Multi-scale-based
DRPL [30] 0.17 DL-based DWTDE [53] 7.84 Multi-scale-based
ECNN [20] 62.92 DL-based GD [54] 0.55 Multi-scale-based
IFCNN [10] 0.03 DL-based MSVD [59] 0.92 Multi-scale-based
PCANet [61] 20.77 DL-based MWGF [60] 2.76 Multi-scale-based
SESF [14] 0.16 DL-based SVDDCT [63] 1.09 Multi-scale-based
BGSC [51] 6.52 Spatial domain-based GFDF [55] 0.23 Edge-preserving-based
BFMF [26] 1.36 Spatial domain-based GFF [21] 0.42 Edge-preserving-based
DSIFT [1] 7.53 Spatial domain-based MFM [57] 1.45 Edge-preserving-based
IFM [56] 2.18 Spatial domain-based MGFF [58] 1.17 Edge-preserving-based
QB [23] 1.07 Spatial domain-based MST SR [22] 0.75 Hybrid
TF [64] 0.48 Spatial domain-based NSCT SR [22] 91.95 Hybrid
SFMD [62] 0.81 Subspace-based RP SR [22] 0.81 Hybrid
the MFFW dataset has strong defocus spread effect but the
simulated training data of deep learning-based methods do not
have, so they cannot learn how to handle defocus spread effect.
C. Running time comparison
Table VI lists the average running time of all algorithms
integrated in MFIFB. As can be seen, the running time
of image fusion methods varies significantly from one to
another. Generally speaking, SR-based methods are most com-
putational expensive, which take more than 7 minutes to fuse
an image pair. Besides, transform domain-based methods are
generally faster than their spatial domain-based counterparts
except some cases like CBF. Regarding the deep learning-
based algorithms, the computational efficiency also varies
greatly. For example, the running time of CNN is more than
6000 times that of IFCNN. Note that all deep learning-based
algorithms in MFIFB do not update the model online.
V. CONCLUDING REMARKS
In this paper, a multi-focus image fusion benchmark
(MFIFB), which includes a dataset of 105 image pairs, a
code library of 30 algorithms, 20 evaluation metrics and all
results is proposed. To the best of our knowledge, this is
the first multi-focus image fusion benchmark to date. This
benchmark facilitates better understanding of the state-of-the-
art MFIF approaches and provides a platform for comparing
performance among algorithms fairly and comprehensively. It
should be noted that, the proposed MFIFB can be easily
extended to contain more images, fusion algorithms and more
evaluation metrics.
In the literature, MFIF algorithms are usually tested on a
small number of images and compared with a very limited
number of algorithms using just several evaluation metrics,
therefore the performance comparison may not be fair and
comprehensive. This makes it difficult to understand the state-
of-the-art of the MFIF field and hinders the future development
of new algorithms. To solve this issue, in this study extensive
experiments have been carried out based on MFIFB to evaluate
the performance of all integrated fusion algorithms.
We have several observations on the status of MFIF based
on the experimental results. First, unlike other fields in com-
puter vision where deep learning is almost the dominant
method, deep learning methods do not provide very com-
petitive performances on challenging MFIF datasets at the
moment. Conventional methods, namely spatial domain-based
and transform domain-based ones, still have good perfor-
mances. This is very supervising because many deep learning-
based MFIF methods were claimed to have the state-of-the-art
performances. However, this is not really true on challenging
MFIF dataset according to our experiments using the proposed
MFIFB. The possible reason is that most deep learning-based
MFIF algorithms were trained on simulated MFIF data which
do not show much defocus spread effect, thus these algorithms
cannot generalize well to other real-world MFIF dataset. Be-
sides, those methods were only compared with a small number
of methods using several evaluation metrics on a small dataset
which does not have much defocus spread effect, thus the
performances were not fully evaluated. However, due to the
strong representation ability and end-to-end property of deep
learning, we believe that the deep learning-based approach
will be an important research direction in future. Second, a
MFIF algorithm usually cannot have good performances in all
aspects in terms of evaluation metrics. Some algorithms may
achieve good values in information theory-based metrics while
others may perform well in other kinds of metrics. There-
fore, it is very important to use several kinds of evaluation
metrics when conducting quantitative performance comparison
for MFIF algorithms. Finally, the results of qualitative and
quantitative comparisons may not be consistent for a MFIF
algorithm, therefore they are both crucial when evaluating a
MFIF method.
We will continue extending MFIFB by including more
image pairs, algorithms and metrics. We hope that MFIFB
can serve as a good starting point for researchers who are
interested in multi-focus image fusion.
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