This paper presents an approach to estimating a hidden process in a continuous-time setting, where the hidden process is a diffusion. The approach is simply to minimize the negative log-likelihood of the hidden path, where the likelihood is expressed relative to Wiener measure. This negative log-likelihood is the action integral of the path, which we minimize by calculus of variations. We then perform an asymptotic maximumlikelihood analysis to understand better how the actual path is distributed around the least-action path; it turns out that the actual path can be expressed (approximately) as the sum of the least-action path and a zero-mean Gaussian process which can be specified quite explicitly. Numerical solution of the ODEs which arise from the calculus of variations is often feasible, but is complicated by the shooting nature of the problem, and the possibility that we have found a local but not global minimum. We analyze the situations when this happens, and provide effective numerical methods for studying this. We also show how the methodology works in a situation where the hidden positive diffusion acts as the random intensity of a point process which is observed; here too it is possible to estimate the hidden process.
Introduction.
The basic problem tackled in this paper is to try to estimate the hidden part (X t ) 0≤t≤T of a vector 1 diffusion process Z t ≡ [X t ; Y t ] given the observations (Y t ) 0≤t≤T . Of course, this is an idealized question, because in practice we would only observe the signal at discrete instants of time, which for simplicity we will assume are equally spaced with a spacing of h > 0. It would then in principle be possible to write down the likelihood 2 of (Z nh ) 0≤n≤N , and maximize this over the unobserved variables (X nh ) 0≤n≤N , with the Y -values known and fixed. struggle in dimension much above about seven, as we shall discuss in Section 6.
The setting.
Suppose that we have some stochastic differential equation (SDE) 
where Z is partitioned Z = [X; Y ] and where X is n-dimensional, Y is s-dimensional, n+s = d. We shall suppose also that σ, σ −1 and µ are in C 1 b . The problem we address is to estimate the hidden part (X t ) 0≤t≤T of Z given observations of (Y t ) 0≤t≤T ; the possibility that Y is noninformative about X is included in the analysis, so what follows applies to the distribution of an unobserved diffusion also.
Closely related to (1) is the first-order Euler-Maruyama difference scheme
where t n ≡ 2 −n [2 n t]. Despite appearances, this can be viewed as a discrete scheme; the increments of z have conditionally Gaussian distributions. It is known (see, for example, Mao [3] ) that for some constant C E sup
so by the first Borel-Cantelli Lemma we conclude that there is almost-sure uniform convergence of the processes z (n) to the solution Z to the SDE. In the discrete-time approximation (2) to the SDE, the conditional density of x(j2 −n ) 0≤j≤2 n T given y(j2 −n ) 0≤j≤2 n T can be written down immediately. The log-likelihood is λ n (x|y) = − h σ(jh, z jh )
where the prior density of x 0 is exp(−ϕ(x)), and h = 2 −n . Inspecting (4), we see a difference quotient of z which it is tempting to replace with a derivative as n → ∞, leading to the formal limit Λ(x|y) = − 
where the Riemann sum becomes an integral, and we write p s ≡ẋ s . This is a perfectly sensible functional of a C 1 path z, even though for a diffusion process the path will not be differentiable.
Our viewpoint is that the problem which concerns us is to estimate x(j2 −ν ) 0≤j≤2 ν T in the discretely-sampled model (2), for some fixed (quite large) integer ν, and that the SDE version of the problem is to be used to help us in this. In practice, we will only ever have the observation data y(j2 −ν ) 0≤j≤2 ν T in discretely-sampled form (how would it be stored if not?!) so this is the realistic question. When we minimize the log-likelihood (4) over x, we only need the values of y at the multiples of h = 2 −ν ; we therefore lose no generality in supposing that y has been interpolated (by cubic splines, say) to be C 2 in all of [0, T ]. This does not of course change (4), but it does mean that the functional Λ is meaningfully defined for any C 1 path (x t ) 0≤t≤T . Given this, we have the following result, where to emphasize again, we are considering what happens as n ≥ ν tends to infinity, with ν fixed. , and that (y t ) 0≤t≤T is also
Then lim
Assuming that Λ(·|y) has a unique maximizer x * , and that x n is a maximizer of λ n (·|y), then x n → x * uniformly.
Proof. See Appendix A.
The usefulness of Theorem 1 is that it shows that a minimizer of −λ n (·|y) is very close to the (assumed unique) minimizer of −Λ(·|y); but this minimizer can be found by calculus of variations without resort to some high-dimensional non-linear optimizer. Notice that although we make a discretization error when we replace the SDE (1) with the Euler-Maruyama scheme (2) , in most examples of practical interest the magnitude of this discretization error will be insignificant compared to the observation error that we are attempting to see past.
3 Finding the least-action path.
Theorem 1 shows that asymptotically as the step size h = 2 −n tends to zero, the maximumlikelihood estimate of the unobserved path converges to the maximizer of the continuous-time analogue Λ. Resorting now to calculus of variation techniques leads us to the following central result.
Theorem 2
The path (x, p) which minimizes the action functional
satisfies the following ODE with boundary conditions:
Proof. The negative log-likelihood to be minimized is
where we write p ≡ẋ. This we attack by calculus of variations; if we have found the optimal x, then any perturbation to x + ξ must to leading order make zero change to the objective. Writing down the first-order change and integrating by parts gives
Since ξ is arbitrary, we deduce the conditions (10), (11), (12) for optimality.
Remarks. (i) We have found a (generally non-linear) first-order ODE (11) for (x, p), with initial condition (10) and terminal condition (12). This will generally have a unique solution, though the 'shooting' nature of the ODE is rather clumsy in practice.
(ii) We expect that this methodology will be advantageous in higher-dimensional problems; algorithms for solving ODEs in high dimension tend to degrade less rapidly than (for example) gradient optimization methods, or particle filtering.
(iii) If the time horizon T is too large, it may be that the shooting ODE is not able to identify the initial and terminal conditions with sufficient accuracy.
To illustrate the methodology in action, we present here some simple examples.
Example 1.
Here we take independent one-dimensional Ornstein-Uhlenbeck processes X, y
where σ X = 1.053, σ y = 1.0127, β X = 0.1054 and β y = 0.0253. We observe
which is a simple linear SDE. For this example,
A sample path of the SDE was simulated, and the results are displayed in Figure 1 . The true path is dashed in green, the noisy observation is in blue, and the least-action path is in red.
Example 2. This time we have a two-dimensional linear example, with X satisfying
and Y = X + y, where y is an independent OU process dy t = σdw t − λy t dt, with λ = 0.005, σ = 20. The results of the least-action analysis are displayed in Figure  2 . Once again, the estimates are quite impressive, but since the underlying dynamics are a perturbation of uniform motion in a circle, this is perhaps not so surprising.
Example 3. This is another one-dimensional example, but this time non-linear. We have dynamics
for X, where σ X = 3, b = 12 and a = 2π/5. Thus the drift tries to keep the diffusion near to multiples of 5. The observation Y is as before of the form Y = X + y where y is an independent OU process dy t = dW ′ t − λy t dt with λ = 0.05. The results of the analysis are shown in Figure 3 . As can be seen, the hidden Markov process stays close to multiples of 5, occasionally moving from one value to a neighbouring value, and as the observational error gets larger, the filtering performs less well. 
where v = (1, 2), λ = 0.05, and σ = 1. It would be indeed remarkable if the methodology was able to unscramble the two hidden components of the diffusion from observation of just one component, and the results are shown in Fig 4; sometimes the estimate is close to the true values, sometime less so. But it should be understood that this is not a limitation of the methodology, which is after all discovering the maximum-likelihood estimator of the hidden process; the relatively poor recovery of the hidden path is because we have a small signal-to-noise ratio for this example.
4 Second-order analysis.
The first problem we focused on is maximizing the log-likelihood as given for the discretized problem by (4) . The unknown in this situation is the sequence X ≡ (x j2 −ν ) 0≤j≤2 ν T , and as in classical asymptotic ML theory, having identified the ML estimatorX of the unknown X , we can enquire about the distribution of X aboutX . This amounts to understanding the second derivative of the log-likelihood at the MLE. Given suitable regularity of the likelihood, a Taylor expansion shows that the distribution of X aroundX will be approximately Gaussian, with covariance equal to the second derivative of the log-likelihood. However, we have seen that there are considerable methodological advantages in passing from the discrete problem (4) to the continuous analogue (6), and these advantages apply also at the level of the second-order terms in the expansion of the log-likelihood, as we shall now see.
Theorem 3
Suppose that x * is a local minimizer of the functional Λ(·|y), and define the matrix-valued n × n functions of time
evaluated along the path x * . Then:
has a unique solution;
(ii) writing x = x * + ξ, we have that
where
and where
Remarks. 
and started with initial precision
The covariance of ξ can thus be obtained from an Itô expansion of ξξ T :
where . = signifies that the two sides differ by a (local) martingale. Hencė
and this allows us to calculate the covariance at time t, again by solving an ODE.
(ii) The ODE (17) for θ is quadratic, so there is no general result which guarantees that it has a solution; the solution may explode. However, in this situation we can be sure that it will not, because Λ(·|y) is minimized at x * , as we shall see in the proof.
(iii) It has to be admitted that the relationship between Theorem 3 and the original discretized problem is somewhat tenuous. With effort it would no doubt be possible to establish an analogue of Theorem 1 for the second-order effect, but it is harder to see what the use of such a result would be. The way we envisage using Theorem 3 would be to generate an approximate distribution for the posterior of X given y, which could be checked numerically against a full posterior 5 , and which could be used to give approximate moments of the posterior law of X .
Proof of Theorem 3. Let us begin by assuming the first statement (i) of the theorem and showing how this leads to the more interesting statement (ii). We will return to prove (i) subsequently.
If we go back to the action functional (9) and consider expanding around the local minimizer x * by perturbing to x * + ξ for small ξ, the second-order contribution we get is
where the matrix-valued functions of time A, B and q are defined by (16). This quadratic functional of ξ characterizes the (approximate) Gaussian distribution of the perturbation. Let us notice that because x * is assumed to be a minimizer of the action functional, this quadratic functional of ξ must be non-negative. Now suppose that we have some C 1 symmetric-matrix-valued function of time, θ, such that θ T = 0. Then we may write
The quadratic form inside the integral can be expressed as
that is, provided θ solves the ODE (17). Therefore we have shown that the second statement of the theorem follows once we have established the first.
We now turn to the issue of the existence 6 of a solution to (17). The proof that the quadratic ODE (17) has a solution exploits the only piece of information we have about the quadratic form Q, namely that it is non-negative, since x * maximized Λ(x|y). We may therefore consider the optimal control problem
6 Uniqueness of the solution is not a problem, because the right-hand side of the ODE (17) is locally Lipschitz in θ, and once we know that there exists a solution this is enough to guarantee uniqueness.
which is well posed, and the solution G has a quadratic form:
which is centred, since clearly G(t, 0) = 0 for all t. Since G is the value function, we shall have that
is non-decreasing whatever ξ we choose, and will be constant if we choose the optimal ξ. Differentiating (30) gives uṡ
Minimizing overξ t and equating to zero to find the optimalξ t gives uṡ
so that the minimized value ofḣ t becomes 1 2
At optimality, this must be zero; so
Evidently from the definition we have G(T, ·) ≡ 0, so that H solves (17) with the zero boundary condition at t = T . In other words, we have found θ, and θ = H. Notice in particular that the equation (32) becomesξ t = −K t ξ t .
Numerical aspects.
Theorem 3 characterizes the behaviour of the path x around the local minimizer x * , but in any given example, this is not the end of the story. The point is that when we seek x * we resort to numerical means 7 to solve the ODE (11) subject to the boundary conditions (10), (12), and it may be that the solution found is not the global minimizer. It could be that the solution obtained is only a local minimizer; it could be that the solution found is a only stationary point of Λ(·|y); or it could be that the numerical method has got into difficulties and what it returns is not a solution. An obvious approach to this problem is simply to try numerical solution of (17) back in time from initial value θ T = 0; however, if the ODE solver fails, usually the entire calculation stops, and no attempt to continue is possible. We can avoid this issue if we transform the first-order non-linear Riccati ODE into a second-order linear ODE. The following result gives all we need.
Proposition 1 Suppose that x
* is a solution to (10), (11), (12), and that A, B and q are defined in terms of x * by (16). Then:
(i) If the ODE (17) has a unique solution, then the n × n-matrix-valued function F t defined as the unique solution to the first-order linear ODĖ
solves the second-order linear ODE
with boundary conditions
(ii) If the (unique) solution to (35) with boundary conditions (36) is non-singular for all time, then θ defined by
solves (17), and is the unique solution.
(iii) If the (unique) solution to (35) with boundary conditions (36) fails to be non-singular for all time, then x * cannot be a local minimizer of Λ(·|y).
Proof. (i) Suppose that θ is the unique solution to (17), and use this to define a function F using (34) with conditions (36) at T . Since (34) is a linear ODE with bounded continuous coefficients, it has a unique solution. Multiplying (34) on the left by q t and differentiating leads to
which is the ODE (35), as required. Here, we have used (17) at line (38).
(ii) Using (37) to define a function θ of time, we see from (36) that θ T = 0, so it remains to check that θ so defined satisfies (17). Multiplying on the right by F and differentiating (37) gives us (
leading to the equation
Since F is assumed to be invertible for all t, we can clear out the common factor of F on each side and recover the ODE (17) for θ.
(iii) Suppose that x * were a local minimizer of Λ(·|y); then by Theorem 2, the ODE (17) has a unique solution. We may therefore define a n × n matrix-valued function f t of time to solvė
, so we may also define the n × n matrix-valued function ϕ t byφ
Calculus shows that ϕ t f t is constant, and therefore equal to I; in particular, f t is always invertible. According to the first statement of the Proposition, f solves the ODE (35) subject to the boundary conditions (36), which has a unique solution. But by hypothesis, this solution becomes singular at some time in [0, T ], which is a contradiction. The conclusion follows.
Remarks. The way Proposition 1 gets used in practice is that we firstly identify what we think may be the action-minimizing path x * and then we solve the second-order linear ODE (35) with the boundary conditions (36). There is never any problem with this ODE, since it is linear with bounded continuous coefficients. Having solved for F , we now calculate the determinant of F t along the path of F . If this ever vanishes, it indicates that x * was not a local minimizer of Q 0 .
An extension.
We have so far considered a situation where a diffusion X is observed through some continuous process Y of observations, and we are required to estimate X. Another quite natural situation we might want to consider would be where the hidden process X is some positive diffusion, which acts as the intensity process of some observed point process. So suppose that there is some non-negative diffusion x satisfying
which serves as the stochastic intensity of a counting process N. The times 0 < τ 1 < τ 2 < . . . < τ N T < T of events are observed, and we have to filter x from these observations. In this case, the action integral ( = -log-likelihood) to be minimised is just
where we have abbreviated n ≡ N T , and ψ is as before
Once again, we consider a small perturbation ξ away from the optimal x, and equate the first-order change to zero. Assuming for simplicity that σ and µ are independent of time gives us
In order for this to be zero whatever perturbation ξ is used, we have to have a number of conditions:
Thus the least-action path must be constructed piecewise in each of the intervals between observations.
Example 5. To illustrate this situation, we suppose that the positive diffusion x is a logBrownian motion:
Some calculations reveal that the ODE (44) is
Notice that any solution of the ODE (49) must be convex while it is positive. The non-linear ODE (49) has various solutions, and can indeed be solved explicitly. However, the explicit solutions are explosive, so it turns out that to calculate the solution it is more effective to work numerically, which allows us to truncate the coefficients to prevent explosions. Once a solution is found, the truncation is no longer necessary. Since ψ p = (p − µx)/σ 2 x 2 , the final condition (47) tells us that we must have p T = µx T , and (46) gives that
which determines the change of derivative over the observation points. Since the gradient drops at the observation points, this allows that the solution x found does not have to be convex globally, even though we have observed that it must be convex in each interval between observations. Figure 5 illustrates the results of applying the method to this example. Despite the fact that there were only 49 points observed in the observation period, the general shape of the hidden intensity is well captured.
6 Relationship to particle filtering.
For the kind of problems discussed in this paper, the particle filtering 9 methodology provides a natural approach. But some simple thought experiments highlight significant limitations of the methodology, and suggests ways in which the approach of this paper could in some circumstances supplement or replace conventional particle filtering.
Arguably one of the greatest strengths of particle filtering is that it evolves an estimate of the posterior distribution of the hidden variables; this guards most effectively against the common mistake of underestimating the error in parameter estimation. However, the methodology though simple is hard to apply effectively. One place where problems arise is in evolving the posterior distribution (represented by a finite collection of N point masses) forward to the next time point. The simplest version of particle filtering allows each point to make a jump according to the Markovian transition mechanism, and then reweights the new particles according to their likelihood given the new observation. One often finds 10 that the likelihood of almost all (or indeed, all) the new particles is tiny; most of the new randomly-selected particles are miles away from the observation.
To understand the magnitude of the effect, imagine that there is a ball B of radius b hidden in the unit cube C = [0, 1] d in R d ; think of this ball as the set where f (y|x) > ε, where f (·|x) is the density of the new observation given the true state x of the hidden Markov process, and ε > 0 is some fixed threshold value of likelihood. If points are cast at random into C, how many on average will be needed before one hits the ball B? The answer of course is just b
The signal processing literature refers to Sequential Monte Carlo (SMC) methods. 10 This is particularly problematic when there is Gaussian observation error.
is the volume of the unit ball in R d . If we suppose that the radius is b = 0.1, representing a moderate amount of observational noise, Figure 6 plots the mean number b
with the line where the mean number is one million plotted as a red dashed line across the figure. This crosses the plot at dimension roughly equal to 7. Thus if we want on average one particle to fall in the ball of radius 0.1 around the observation in dimension 7, we will require about one million attempts. Now of course we would not in practice just mindlessly fire particles completely at random into C; various forms of importance sampling will hugely improve the success rate. But this is not quite as straightforward as it first appears. If we had a representation for the observation as
where X is the hidden state of the Markov process, and ε t is a Gaussian observation error, then we would bias the jumps from the particles in the population at time t − 1 towards the new observation Y t . However, the observation equation (51) is not how it is in most examples; more generally we have
for some very complicated function Φ, and in order to bias the jumps of the particles towards values of x which are likely relative to Y t we have to know what values of x make Φ(x) close to Y t . In other words, we have in effect to find the ML estimator of X t given Y t . Thus the particle-filtering methodology, which is wholeheartedly Bayesian in philosophy and execution, is often forced to resort to frequentist methodology in practice to help it overcome the curse of dimension. The least-action approach advanced here is such a ML method, and could be used to pick out a most likely path x * given a path Y of observations; the second-order analysis would tell us how to simulate paths around the most likely path x * so as to generate a sample of paths which would have a reasonably high likelihood.
Conclusions.
This paper offers an approach to estimating a hidden diffusion process observed either through other components of a joint diffusion, or through a point process whose intensity is the hidden diffusion. The approach is in effect a maximum-likelihood approach, but because of the continuous time parameter, calculus-of-variations techniques can be applied to identify the least-action (=maximum-likelihood) path. Moreover, by taking the calculus-of-variations analysis to second order, we are able to find not only what the most likely path is given the observations, but also approximately what is the distribution of the hidden path about the most likely path. One point which is worth emphasizing is that in contrast to other approaches, this methodology works without any assumption of symmetrizability of the diffusion, and requires only calculus in R d . The numerical methods involve shooting solutions of ODEs, so this can be technically quite delicate, especially if the time interval over which the solutions are to be constructed is long. Accordingly, it cannot yet be claimed that this methodology will work well in all conceivable situations. However, it is a methodology which will in principle work in quite high dimension, and for this reason shows considerable promise. For the final statement of Theorem 1, we use the condition (7) along with the modulus of continuity proved above. This shows that the family {x n } is equicontinuous, so by the ArzelaAscoli Theorem is relatively compact in the topology of C[0, T ]. Any subsequential limit of the x n converges to a path for which the value of −Λ(x|y) is minimal; but by assumption there is only one such path, x * , and so any subsequential limit of the x n must be x * , hence the x n converge in the (uniform) topology of C[0, T ] to x * . 
