In this paper, a new technique called Two Dimensional Gabor Fisher Discriminant (2DGFD) is derived and implemented for image representation and recognition. In our approach, the Gabor wavelets are used to extract facial features. The Principal Component Analysis (PCA) is applied directly on the Gabor transformed matrices to remove redundant information from the image rows and a new direct two dimensional Fisher Linear Discriminant (direct 2DFLD) method is derived in order to further remove redundant information and form a discriminant representation more suitable for face recognition. The conventional Gabor based methods transform the Gabor images into a high-dimensional feature vector. However, these methods lead to high computational complexity and memory requirements. Furthermore, it is difficult to analyse such high dimensional data accurately. The novel 2DGFD method was tested on face recognition using the ORL, Yale and Extended databases, where the images vary in illumination, expression, pose, and scale. In particular, the 2DGFD method achieves 98.0% face recognition accuracy when using 20×3 feature matrices for each Gabor output on the ORL database and 97.6% recognition accuracy compared to 91.8% and 91.6% for the 2DPCA and 2DFLD method on the Extended Yale database. The results show that the proposed 2DGFD method is computational more efficient than the Gabor Fisher Classifier method (GFC) by approximately 8 times on the ORL, 135 times on the Yale and 1.2801×10 8 times on the Extended Yale B datasets.
INTRODUCTION
The human face plays a significant role in human communication and identification processes as humans identify faces within a fraction of a second. Therefore, it seems natural to use the face recognition for biometrics purposes. It is thus not surprising that in response to the increase in terrorist attacks and similar threats to global security, face recognition/verification has attracted attention in biometrics, computer vision and pattern recognition communities.
However, building an automated face recognition system which can detect and identify faces in a scene with little or no effort is very challenging. The challenges are more profound when one considers the large variations in the visual stimulus due to illumination conditions, viewing directions or poses, facial expression, ageing, facial hair and glasses. A good face recognition methodology should consider representation as well as classification issues and a good representation method should introduce low dimensional features of the face object with enhanced discriminatory power. Furthermore, it should require minimum manual location of the local facial features suitable for face recognition. Since face recognition depends heavily on the choice of features used by the classifier, it is common to start with a given set of features and then attempt to derive an optimal subset (under some criteria) of features leading to high classification performances. Principal component analysis (PCA) is a popular technique used for both face representation and recognition. Kirby and Sirovich [1] showed that any face image can be efficiently represented along the eigenfaces (eigenvectors) coordinate space. Turk and Pentland [2] presented the well-known Eigenfaces method for face recognition in 1991 based on PCA. Since then, PCA has been widely investigated and has become one of the most successful approaches in face recognition [3] [4] [5] . Recently, PCA has been extended to two dimensional face recognition [6, 7] .
Another popular method for face recognition and representation is the Fisher linear discriminant (FLD) [8] , which maximizes the ratio of the trace of the between class scatter to the trace of the within class scatter matrix. However, the FLD method suffers from the singularity problem of the within class scatter matrix caused by the limited number of training samples in face recognition (the number of training samples is less than the dimension of 3 feature vectors). This problem is referred to as the small sample size (SSS) problem. To address this problem, PCA has been applied initially to reduce the dimensionality of the high dimensional vector space prior to the application of the FLD method. The PCA plus FLD approach (PCA + FLD) has received significant attention. In [9] , PCA is first applied to remove the singularity of the within scatter matrix, the FLD method is then performed in the PCA subspace. The criterion for PCA and FLD may not be compatible with each other. The PCA step may remove dimensions that contain discriminate information required for face recognition and lead to low recognition accuracy. Chen et al. [10] proved that the eigenvectors corresponding to eigenvalues equal to zero or close to zero of the within scatter matrix contains the most discriminative information. Within this context Yu et al. [11] proposed the direct Linear Discriminant Analysis method by simultaneously diagonalizing the between scatter matrix first and then diagonalizing the within scatter matrix.
Recently, the results of the face recognition vendor test (FRVT) suggested that face recognition performances under varying illumination and pose still remains a big challenge.
To overcome these limitations, a number of face recognition techniques apply the Gabor wavelets which model the receptive field profiles of cortical simple cells [12] . The Gabor wavelet representation, therefore, captures salient visual properties such as spatial localization, orientation selectivity and spatial frequency. In [13] , the PCA method was applied on the Gabor transformed images and similarly in [14] the PCA + FLD method was applied on the Gabor wavelet outputs where superior performances were reported. However,  A direct 2DFLD method is derived which simultaneously considers the discriminant information both for the between scatter matrix and the within scatter matrix.
 As opposed to other Gabor based methods, the 2DGFD method is based on 2D Gabor transformed image matrices which incorporate spatial locality, scale and orientation matrices rather than 1D downsampled Gabor vectors. The 2D Gabor image matrices are not transformed into a high dimensional vector. As a consequence, it is easier to analyse smaller 2D Gabor matrices faster and more accurately in the 2DGFD method than high dimensional vectors.
 The Gabor wavelet transformed images resides in a space which contains redundant information not suitable for face recognition, the dimensionalities of the Gabor 5 outputs are firstly reduced, using the eigenvalue selectivity constraint of the PCA method along the image rows prior to the application of the direct 2DFLD method along the image columns.
 Lastly, the direct 2DFLD method is applied to the Gabor transformed images for the following reasons: the Gabor transformed face images possess characteristics of spatial locality, scale and orientation which can produce salient local features that are most suitable for face recognition. The direct 2DFLD method reduces redundancy and produces an image representation with enhanced discriminating features more suitable for face recognition.
GABOR FEATURE ANALYSIS
The Gabor wavelets capture the properties of spatial localization, orientation, spatial frequency and phase relationship. This seems to have similar characteristics to the 2D filter response profiles of the mammalian cortical simple cells, experiments conducted in cortical neurons [15, 16] . The Gabor wavelets have been found to be particularly suitable for image decomposition and representation when the goal is to find local and discriminating features.
The experimental results in [12] have shown that the Gabor filter representation gave better performance for classifying facial expressions.
In this section, we outline the basics on Gabor wavelets, describe the Gabor feature representation of images and then show how it can be applied to for face recognition.
Gabor Wavelets
The Gabor wavelets (kernels, filters) can be defined as follows [12] : 
Gabor Representation
The Gabor wavelet representation of an image is the convolution of the image with a family of Gabor kernels as defined by Eqn 1. Let   
FFT denotes the inverse Fast Fourier Transform. In [14] it was shown that the convolution outputs of images have strong characteristics of spatial locality, scale, and orientation corresponding to those displayed by the Gabor wavelets. Such characteristics produce salient local features, such as the eyes, nose and mouth, that are suitable for visual event recognition. Since the magnitude of the convolution outputs shows the desirable characteristics necessary for efficient face recognition, we applied the magnitude (not the phase) in all our analysis, which is consistent with the application of Gabor representations in [17] . Since the convolution outputs consist of different local, scale and orientation features, it make sense to operate on them directly. The main idea of our proposed algorithm is to apply a discriminate analysis directly on the 2D convolution outputs of each image, rather than
into a vector before performing discriminate analysis.
PROPOSED ALGORITHM: DISCRIMINATE ANALYSIS OF THE GABOR

FEATURES FOR FACE RECOGNITION
In this section, we describe our novel two dimensional Gabor Fisher Discriminant (2DGFD) method for face recognition. A new direct 2DFLD method will be derived which is more suitable for extracting the discriminant face features. The direct 2DFLD method is then applied on the Gabor wavelet outputs which are robust to variations due to illumination and pose. be projected onto the vector  by the following linear transformation [18]  ij ij
New Direct Two Dimensional Fisher Linear Discriminant
The class separability of the transformed 2D matrices can be characterized by the Fisher criterion function [19] defined as
where  is a transformation vector, B S and w S are the between class scatter matrix and the within class scatter matrix defined [19] as 
S . Under this mapping, the Fisher criterion is converted into
According to Eqn 11, we define the functions In summary, the proposed direct 2DFLD method is different from the convention Fisher based techniques such as the 2DPCA method , the 2DLDA method and two Dimensional Direct LDA method (2D-DLDA) [21] . Firstly, the new direct 2DFLD method simultaneously diagonalises the image between covariance matrix As a consequence, image classes are transformed in such a way that they become as far apart as possible. Furthermore the distances between images of the same class are also maximised (the maximum variance of each class is returned) while keeping the distances between classes as far as possible. However the direct 2DFLD method is a natural extension of the classical direct LDA [11] and methods proposed by Li et al. and Xiong et al. [19, 20] .
Two Dimensional Discriminant Gabor Feature Representation
Low dimensionality is important for learning and computation in tasks such as similarity judgment [22] . Since the Gabor outputs are two dimensional matrices, it is therefore necessary to reduce the dimensionalities in both directions (rows and columns). Principal component analysis is the preferred method in face recognition when the aim is dimension reduction and efficiency to represent the face image [2] . Therefore we apply the generalized total scatter criterion (PCA criterion) on the rows of   y x, ,  Χ before applying the direct 2DFLD method as follows. The generalized total scatter criterion [6] can then be defined as
where C is an r r n n  covariance matrix applied directly on the image rows as
Where O and S is the number of orientations and scales,   T denotes the transpose and
is the global mean. The vector that maximizes Eqn 16 is the eigenvector ν of C corresponding to the largest eigenvalue. In general, it is not enough to have only one projection direction. We usually need to select a set of projection directions,
  , which are orthonormal. In fact, the projection directions, 
However, one should be aware that the PCA criterion takes into account the discriminating and non discriminating features, the non discriminating features may not lead to optimal performance for tasks such as face recognition. To address this obvious problem on the 2D 
is the global mean, both means takes into account the local, orientation and frequency property of
Therefore we first solve the eigenvalue equation 
where B w S is of size g g  which can then be diagonalised as
12 where γ and η are the eigenvector and eigenvalue matrices of B w S . The overall discriminant feature matrix can then be obtain by using
In Eqn 23, the columns of the feature matrix i   , Z of size q d  contain the required discriminating information which is suitable for face feature classification. Figure 1 illustrates the flowchart of the proposed 2DGFD method.
Classification Method
After the transformation in Eqn 23, a feature matrix is obtained for each image. The nearest neighbour classifier is used for classification. The distance between two feature matrices varying in orientation and scale, 2DGFD method is expected to achieve superior face recognition accuracy. This is because the proposed 2DGFD method takes into account that different discriminant features occurs at different frequencies and angles in an image.
3.4
Relationship with other Gabor based algorithms
In this section, we analyse other Gabor based methods and distinguish them from our new 2DGFD method for face recognition. Let us begin with the Gabor wavelet representation. In particular, we compare the proposed 2DGFD and the Gabor Fisher Classifier (GFC) (Gabor wavelet + PCA + LDA) method in terms of their Gabor wavelet representation, computational and memory requirements. In [14] the GFC method was proposed for face recognition. We first compare the Gabor representation for each method.
The GFC method encompasses different spatial frequencies (scales), spatial localities and 
where T is the transpose operator.  In face recognition, it is common practice to use eight orientations and five scales,
. Therefore, in order to reduce the dimensionality of the final vector p   , h to a manageable size, the downsampling factor of 64 has been suggested in face recognition [13] for images of size 128×128 on the analysis conducted on FERET face databases. However, the choice of the downsampling factor has a crucial effect on the face recognition performance, i.e., if one does not choose the downsampling factor properly through experiments, one will not achieve acceptable performances as reported in [13] .
We then compare the computational requirement using the number of multiplications as a measurement of computational complexity. To calculate the transformation matrix, the GFC method must solve an V is the dimension of the subspace for the between class scatter matrix Eqn 22. Note, we assume that each image matrix is of size c r n n  . In [23] it is shown that the complexity of an
, therefore the complexity of computing the GFC transformation matrix is ) (
which is much higher than that of 2DGFD method with complexity ) ( Table IV gives the ratio of the computational requirements for the 2DGFD method and the GFC. The 2DGFD method is more than 8 times (8:1) more efficient than the GFC method on the ORL database, more than 135 times (135:1) more efficient than the GFC method on the Yale database and lastly 1.2801×10 8 times (1.2801×10 8 :1) more efficient than the GFC on the Extended Yale B
database. Table V shows the ratio of the memory requirements of the proposed 2DGFD method and the GFC method. The 2DGFD method has a lower memory requirement than the GFC method on the Extended Yale B database which contains more face images than both the ORL (200 images for training) and the Yale database (165 images). However, the 2DGFD method requires approximately 52 times (52:1) more memory space than the GFC method on the ORL database and it needs approximately 6 times (6:1) more memory storage than the GFC method on the Yale database. In addition, Tables I & II seem to suggest that the 2DGFD method requires more coefficients to represent an image, Table III shows that the maximum feature matrix size for the 2DGFD method is smaller than that of the GFC method as a larger training sample of 16 128 was used in the analysis. Each input face image will have a maximum c r n n  image representation with eight orientations and five scales. Consequently, each image will produce a populated set of 40 representations of maximum size if all the eigenvetors were used for projection. In face recognition tasks, since the energy of an image is concentrated on its eigenvectors corresponding to the largest eigenvalues we use these eigenvectors to represent the image [6] .
RESULTS AND DISCUSSIONS
We assess the feasibility and performance of the 2DGFD method on the face recognition task, using three datasets: 1) an ORL dataset that contains 400 images corresponding to 40 subjects Classifier (GFC) method [14] , two dimensional PCA method (2DPCA) [6] and the two dimensional FLD (2DFLD) method [19, 20] method. For consistency and fairness with the application of the Gabor wavelets to face recognition, we use eight orientations and five scales,
in all our analysis.
ORL Face Database
The ORL face database (developed at the Olivetti Research Laboratory, Cambridge, U.K.) is composed of 400 images with ten different images for each of the 40 distinct subjects. The The first analysis was performed on the dimensionality of the 2DGFD method because low dimensionality representation is important for learning [2] . We design a series of analyses for varying dimensions for the within class subspace matrix The third analysis was conducted on the performance of the one dimensional Gabor based methods such as the Gabor PCA [13] and the GFC method [14] and compared their performances to the proposed 2DGFD method. The augmented Gabor feature vectors, p   , Η , were downsampled by p = 4 and 16 as suggested in [4, 13, 26] . Note, although the downsampling factor of p = 64 was also suggested, it was not used in our analysis. This is because it results in a significant loss of information. For comparison purposes, the 2DGFD method is analyzed on the same downsampled images. After the images were downsampled by p = 4 and 16, the selected dimensionalities of the subspace for B w S were 5 × 5 and 20 × 20 in the 2DGFD method. We chose three eigenvectors corresponding to three largest eigenvalues after solving the eigenvalue problem Eqn 22 for the projection Eqn 23. The justifications of this selection is due to the results reported in Table VI , the top recognition accuracy occurred when three eigenvectors of B w S were used for projection. Similarly, we fixed the number of eigenvectors for Gabor PCA and GFC to N -1, where N is the number of training samples. Figure 4 shows the recognition accuracy versus the downsampling factors p = 4 and 16. The results lead to the following conclusions: The matrix based analysis outperforms the vector based analysis, highlighting the merit of the 2DGFD method when compared to the Gabor PCA method and the GFC method. This is consistent with the results in [6] , which reported that the 2DPCA outperformed the Eigenfaces method. In the proposed 2DGFD method, the dimensions of the extracted feature matrices can be seen as 600 (5 × 3 × 40) and 2400 (20 × 3 × 40) for images downsampled by p = 4 and p = 16. In contrast, the dimensionalities of the feature matrices for the Gabor PCA method and the GFC method are both 199 (N -1 × 1, where N = 200). The high dimensionality of the proposed 2DGFD method contains more discriminant information necessary for correct face classification. In particular, the proposed 2DGFD method achieves 98.0% and 95.5% recognition accuracy, whereas the GFC method has recognition accuracies of 95.0% and 93.0 and finally the Gabor PCA method obtains 94.5% and 94.0% for p = 4 and 16. Lastly, downsampling the Gabor transformed images can lead to a decrease in face recognition accuracy. The optimal sampling rate that does not lead to a loss of discriminant information is not known. The discriminant information required for accurate recognition performances may be lost during the downsampling process. Therefore, the results show that the proposed 2DGFD method is superior to the Gabor PCA method and GFC method.
Yale Face Database
The Yale face database developed at the Yale Center for Computational Vision and Control is used in this section to examine the performance when both facial expressions and illumination are varied. The database contains 165 facial images of 15 subjects. The face images were taken under different facial expression such as centre-light, with glasses, happy, left-light, without glasses, normal, right-light, sad, sleepy, surprised, and wink. All the images were used in our analysis. The face images cropped to a size of 32 × 32 by He et al. [27] are used in our analysis. Figure 5 shows some of the faces from the Yale database.
In this analysis we compare the performance of the proposed 2DGFD method to other recent two dimensional based face recognition methods such as two dimensional PCA (2DPCA) and 2DFLD. The first five images of each person are chosen for training, while the remaining six images are used for testing. Thus, we obtain a training set of 75 images and a testing set of 90 images. The subspace dimensions of 20×20 were used for the 2DGFC method due to the superior performance illustrated on the ORL face database. Figure 6 shows the recognition accuracy under a varying number of selected features (or feature vectors) for the 2DPCA method, the 2DFLD method and the 2DGFD method. The experimental results lead to the following conclusions: The classification performance for the proposed 2DGFD method is far superior to that achieved by the 2DPCA method and the 2DFLD method. The 2DGFD method achieves 78.9% recognition accuracy and the 2DFLD method performed the second best with an accuracy of 73.3%, while 2DPCA achieves the lowest recognition accuracy among the three methods with an accuracy of 72.2%. The superior performance of the 2DGFD method is due to integrating the Gabor wavelets and the direct 2DFLD method. The Gabor transformed face images which are localised, varying in scale and orientations are more robust to illumination changes. The direct 2DFLD method then eliminates redundant features and forms a discriminant representation in which these redundancies are reduced. It 20 can also be seen from Figure 6 that the recognition accuracy for 2DPCA and 2DFLD decreases on the Yale database as more features are added. The increase in dimensionality leads to the extraction of non discriminate features which are not suitable for face recognition purposes.
We then analysed the performance of 2DPCA, 2DFLD and the proposed 2DGFD method under conditions where the sample size is varied. Table VIII leads to the following observations: Firstly, the 2DGFD method consistently outperforms the 2DPCA method and 2DFLD method because the 2DGFD method takes into account the locality, scale and orientation properties of the face features. Secondly, using more samples in the training set increases the face recognition accuracy for the three methods. Thus the generalization capability to unseen images improves as more training samples are used, which is consistent with the findings on the ORL database. Lastly, the 2DFLD method performs lower than the 2DPCA method for smaller training set. The FLD based methods suffers from the limited number of training samples, however, the 2DGFD method seems to be less effected as it simultaneously diagonalises the image between scatter and image within scatter matrices. In addition, the 2DGFD method selects eigenvectors corresponding to the largest eigenvalues for both the image between scatter and image within scatter matrices which corresponds to the maximum energy of the images.
Extended Yale Face Database
In this section, we use the extended Yale Face Database B [25, 28] which contains 16 128 images from 38 subjects with 9 poses and 64 illuminations. In this analysis, we choose the frontal pose and use all the images under different illumination, thus we get 64 images for each person. The size of the cropped images is 32 × 32 shown in Figure 7 . In our analysis, five images of each person are randomly chosen for training, while ten unseen images are used for testing. Thus, we obtain a training set of 190 and a testing set of 380 images. The 21 subspace dimensions of 20×20 for B w S were used in the proposed 2DGFC method for consistency with the analysis on the ORL dataset and the Yale dataset.
We compare the recognition accuracies obtained using the 2DPCA method, the 2DFLD method and the proposed 2DGFD method as shown in Figure 8 Whereas the 2DPCA method and the 2DFLD method extracts feature matrices of sizes 32 × 2, 32 ×3 and 32 × 4 for the dimensions 2, 3, and 4 from Figure 8 . The parameters that gave the best recognition accuracy on the Extended Yale B dataset are presented in Table IX . The results lead to the following conclusions. Firstly, the best recognition of the 2DGFD method is 97.6%, higher than the best accuracy of 2DPCA at 91.8% and that of 2DFLD with an accuracy of 91.6%. The 2DGFD method is better than 2DPCA, 2DFLD in terms of recognition accuracy in all tasks. This trend is consistent for different databases and conditions i.e. varying training sample. Therefore we can conclude that the 2DGFD method is more robust than the 2DPCA method and the 2DFLD method to pose, expression and illumination. From Table IX , the dimensions of the feature matrix required to obtain the best recognition accuracy by the 2DPCA method, the 2DFLD method and the proposed 2DGFD method is 992 (32 × 31), 1024 (32 × 32) and 3200 (40 × 20 × 4). The number of dimensions for the 2DGFD method larger than for the 2DPCA method and the 2DFLD method because the 2DGFD method treats each of the 40 different orientation and scale separately in order to extract discriminant face information. Secondly, the increase in dimensionality of the feature matrices for the 2DPCA method and the 2DFLD method leads to the extraction of more discriminate features which are suitable for face recognition purposes. This is not consistent with the results on the Yale database, which shows that the increasing the dimensionalities of the feature matrix for the 2DPCA method and the 2DFLD method leads to a decrease in 22 recognition accuracy. This inconsistency is due to the differences in the image variations of the Yale and Extended Yale database. The Yale database contains more variations in images of the same person such as illumination, pose and complex facial variations (facial wear, facial expression), whereas the images from the Extended Yale database vary in pose and illumination.
CONCLUSIONS
In 
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