Experiment 1 replicates (Hudson et al., under review, "Report Obstacle" condition) , revealed that a sample size of 11 is required to achieve power of 0.95.
Apparatus.
Presentation (NeuroBS) software was used to present the experiment via a HP EliteDisplay S230tm 23-inch widescreen (1920 x 1080) Touch Monitor. Verbal responses were recorded using Presentation's sound threshold logic via a Logitech PC120 combined microphone and headphone set.
Stimuli.
Example stimuli can be seen in Figure 1A . For Experiment 1, forty videos of an arm reaching for an object were used, taken from our previous studies (Hudson et al., under review) . To derive a set of stimuli of efficient actions, videos were filmed of an arm at rest to the right of the screen, which then began to reach for one of four objects (an apple, a packet of crisps, a glue stick or a stapler) on the left of the screen. The reaches were made with either a straight trajectory, directly reaching for the target object (Straight/Efficient), or an arched trajectory over one of three obstacles (an iPad, lamp or pencil holder; Arched/Efficient). Each video clip was then converted into 22 frames, where frame 1 depicted the hand at rest, and frame 22 depicted the actor's arm mid-way through the action. For each efficient action, an inefficient action sequence was created by digitally removing the obstacles from the Arched/Efficient videos (Arched/Inefficient), or by inserting the obstructing objects into the Straight/Efficient videos, (Straight/Inefficient). The inefficient actions were therefore identical to the efficient actions in terms of movement kinematics, and differed only by the presence/absence of the obstacle. Finally, response frames were created by digitally removing the actor's arm from the scene, so that only the objects and background remained. Presenting this frame immediately after the action sequence gave the impression of the hand disappearing from the scene, and participants indicated the last seen location of the tip of the index finger on this frame with a touch response on screen.
For Experiment 2, the forty videos used in Experiment 1 were digitally manipulated so that the actor's hand was replaced with a ball, coloured using the same tones as the hand. The ball was the same size as tip of the index finger and was positioned at the same coordinates in each frame. An additional frame was created by positioning the ball mid-air before the first frame (where the ball contacts the table) creating an illusory "bounce" motion, providing a realistic context for the ball movement in order to reduce impressions of self-propelled movement that could also cue the observer that the motion is intentional (Luo & Baillargeon, 2005) .
For Experiment 3, the forty videos of Experiment 2 were digitally manipulated so that the ball now appeared to move in a straight line and at a constant speed after the bounce frame, eliminating the biological motion profile. To achieve the straight trajectory, the line of best fit was calculated through the last four frames of each sequence of Experiment 1 (i.e. the all possible disappearance points). The constant speed of the ball was created by recalculating the Y coordinates at equal distances along this line, between the first and last frame.
Procedure
An example trial sequence can be seen in Figure 1B . Participants completed four blocks of 48 trials in which each condition was presented an equal amount of times (Straight/Efficient, Straight/Inefficient, Arched/Efficient, Arched/Inefficient). At the start of each trial, participants saw an instruction to "Hold the spacebar", to which they pressed the spacebar with their right hand and kept it depressed. This ensured that they did not track the observed motion with their finger and could only initiate their response once the action sequence had disappeared. Participants then saw the first frame of the action sequence as a static image (the hand at rest in experiment 1 and the "bounce" frame in experiment 2 and 3) and were required to say "yes" into the microphone if there was an obstructing object present, and "no" if there was not. The action sequence began 1000ms after a verbal response had been detected: every third frame of the action was presented for 80ms each and the final frame was randomly selected after 5, 6, 7 or 8 frames (e.g. trials with a length of 8 frames showed frames 1-4-7-10-13-16-19-22 ). This final frame was then immediately replaced with the response frame to give the illusion that the hand/ball had disappeared. Participants released the spacebar and, with their right hand, touched the screen where they thought the final position of the tip of the observed index finger was in Experiment 1, or the final ball position in Experiments 2 and 3. As soon as a response was registered, the next trial began. , the hand/ball is in the initial start position, and the white markers depict the final four frames of the trajectory of the index finger tip. The action sequence disappeared at one of these four points. An example trial sequence is depicted in Panel C, depicting an efficient arched trajectory over an obstruction.
Results

Data filtering was identical to Hudson et al. (under review). In all three experiments, trials
were excluded if the correct response procedure was not followed (e.g. lifting the spacebar too early; 3.5%), or if response initiation or execution times were less than 200ms or more than 3SDs above the sample mean (2.2%, Initiation: mean =393.7ms, SD=173.3; Execution: mean =571.9ms, SD=203.3). Three participants were excluded because too few trials remained after trial exclusions (< 50% valid trials). Additional participants were excluded if the distance between the real and selected positions exceeded 3SD of the mean (mean =39.9 pixels, SD=18.9, 2 participants excluded), or if the correlation between the real and selected positions was more than 3SD below the median r value (X axis: median r =.940, SD = .041; Y axis: median r =.908, SD = .063, 4 participants excluded).
Analysis was conducted on the predictive perceptual bias by subtracting the real final coordinates of the tip of the index finger/ball from the participant's selected coordinates on each trial. This resulted in separate "difference" scores along the X and Y axis where positive X and Y scores represented a rightward and upward displacement respectively, and negative X and Y scores represented a leftward and downward displacement respectively. A score of 0 on both axes indicated that the participant selected the real final position exactly. These difference scores were entered into a 2x2x3 ANOVA for the X and Y axis separately, with Trajectory (straight vs over) and Efficiency (efficient vs inefficient) as repeated-measures factors, and Experiment as a between-subjects factor.
Y axis
As in our prior work (Hudson et al., under review), we predicted (1) that inefficient actions would be perceptually "corrected" towards the more efficient action alternative, and (2) that these biases should be present in Experiment 1 but weaker when cues to intentionality are removed in Experiments 2 and 3. Indeed, the analysis revealed the predicted interaction of Trajectory and Efficiency (F(1,79) = 45.0, p <.001, ηp 2 = .363). The disappearance points for straight trajectories were perceived to be higher when the actions were inefficient (i.e.
reaching towards an obstacle, 2.26px) than when the actions were efficient (no obstacle, -.967px; t(81) =5.46, p<.001, d=.60) . Conversely, the perceived disappearance points for arched reaches was perceived to be lower for inefficient actions (7.87px) than for efficient actions (11.6px; t(81) =4.81, p<.001, d=.53) .
As predicted, these biases differed between experiments, as indicated by the interaction of would be expected to continue on their upwards path, but hands would not when the goal of the reach is located towards the bottom, such as here. Nevertheless, due to the post-nature of these findings, they should be treated with caution.
X axis
We did not have any prediction for the X axis, and our prior study indeed did not reveal any theoretically relevant effects on the X Axis. All effects are therefore subject to alpha inflation in an ANOVA (Cramer, et al., 2016) 
Discussion
Previous studies have shown that observers' perceptual representations of others' actions is predictively biased towards the goals attributed to them (Hudson et al., 2009; 2012; 2016 ab , 2017 Hudson & Jellema, 2011) and that these predictions are informed by the assumption of efficient action, reflecting the specific trajectories that would allow an actor to efficiently reach the inferred goal (Hudson et al., under review) . Here, we tested if these predictions depend on cues to intentionality and varied whether the stimulus was a hand with biological motion kinematics (i.e. bell-shaped velocity profile of reaching, Beggs & Howarth, 1972), a non-agentive ball that travelled the same biological motion trajectory as the hand, or a ball travelling a non-biological trajectory. As before, we asked participants to accurately report the moving object's last seen position after it suddenly disappeared.
The results replicated our prior work (Hudson et al., under review) in that perceptual reports of hand disappearance points were not veridical, but "corrected" towards the expected action kinematics of a rational, efficient actor. The perceived disappearance points of hands reaching straight towards an obstacle were reported higher than if the path was clear.
Similarly, the perceived disappearance point of arched reaches was perceived lower if there was no obstacle to reach across, compared to when there was an obstacle. These biases towards efficient action depended, however, on cues to intentionality. We found that biases towards efficient action were (numerically) reduced when participants watched a nonintentional object -a ball -travel on the same biological motion trajectory as the, starting slowly and speeding up along, as if self-propelled. Biases towards efficient action were, however, almost completely eliminated, when the same ball was now seen travelling with a non-biological trajectory that nevertheless traversed, on average, the same locations as the hands, but without showing the characteristic bell-shaped velocity profile of intentional actions towards objects (e.g., Beggs & Howarth, 1972) .
These results confirm first that, as in our prior study (Hudson et al., under review) , observers predict the ideal action trajectory a rational actor would take that is fully aware of all relevant environmental constraints. Second, they show that these predictions influenced the perceptual judgments of observed actions, subtly biasing them towards the most efficient trajectory.
These findings are therefore in line with predictive processing models of social perception (e.g. Bach et al, 2014; Bach & Schenke, 2017; Friston & Frith, 2007 ab ; Hudson et al., 2016 ab ; Zaki, 2013) , which assume that perceptual experience of others' actions emerges from an integration of bottom-up sensory information and prior assumptions about the others' goals and how they would (best) realise them. Our data now show that when observing the behaviour of others these predictions of efficient action depend on bottom-up cues to intentionality derived from the object semantics and the specific trajectory and motion profile it has. Both types of cues have been previously identified as the basis for attributing intentionality to observed agents in children (e.g., Baron-Cohen, 1995; Leslie, 1994; Morewedge et al., 2007; Rakison & Poulin-Dubois, 2001 ). The finding that these cues also modulate predictive biases towards efficient action therefore directly supports our proposal that these predictions emerge from the attribution of intention to the observed actions (Hudson et al., 2016 ab ; Hudson et al., under review) , which then inform their perceptual representation. During action observation these top-down influences can compensate for the perceptual "blurring" during motion perception (i.e. motion sharpening, Bex et al., 1995; Hammett, 1997) , or fill in missing steps (Muckli et al., 2005) . They can serve own action, allowing it to be coordinated with the others' future behaviour or the end-state of their actions (e.g., Sebanz, Bekkering & Knoblich, 2006 Further work now needs to resolve at what level cues of intentionality act on to induce the biases towards efficient action. One possibility is that they reflect higher level "cognitive"
attributions of intention to others, which then feedback to lower level perceptual processes 2017), or filling in missing information during apparent motion (Muckli et al., 2005) . Others argue that expectations influence primarily decision-related processes that integrate bottom-
