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We present some numerical discussions concerning the infinite square well in one
dimension with moving boundaries. Our results show that if the speed of displacement
is small, objects of physical relevance like probability density, averaged position or mean
value of the energy have a smooth behavior. On the contrary, if this speed becomes large,
many irregularities arise, which has a difficult qualitative explanation. These irregularities
manifest themselves as sharp bumps on the probability distribution or a chaotic shape on
the averaged values of position and energy. None of these patterns is the result of numerical
errors and, therefore, we conclude that an unknown and very nontrivial effect is produced
at high speeds of the moving wall.
© 2009 Published by Elsevier Ltd
1. Introduction
The resolution of the Schrödinger equation for an arbitrary time dependent Hamiltonian is a formidable task and exact
solutions (even numerical solutions) can be obtained for a very limited number of cases only. In the last decade, considerable
efforts have been devoted to the deceptive simpler situation posed by the one-dimensional Schrödinger equation with
moving boundary conditions [1–4]. One of the approaches for solution of this system could be the replacement of the
Schrödinger equation by another one with fixed boundary conditions through a change of variables. However, exact
solutions have been found for a few particular number of potentials [1,4] only. The case of a particle confined in an infinite
square well with one wall moving at a constant speed is one of them [5,6]. Nevertheless and up to our knowledge, no exact
analytical solutions are provided in the literature for the case of an infinite square well with an arbitrary time dependent
width.
The purpose of the present paper is to discuss some aspects of the lattermodel, i.e., the quantum infinite squarewell with
moving boundaries. From the physical point of view, the motivation for this study is double. On the one hand, it is perhaps
the simplest nontrivial model of a potential with moving boundaries, which in addition it is very easily exactly solvable in
the case of fixed walls. In addition, there is a reason that makes this model quite interesting, which is its relevance in the
study of both classical as well as quantum chaotic systems. The story of this potential may be traced back to the so-called
‘‘Fermi accelerator’’. As early as 1949, Fermi suggested for the first time [7] that cosmic ray particles may be accelerated and
gain enormous quantities of energy by interacting with moving galactic magnetic fields. After this, Ulam [8] in a seminal
work modeled the situation as a classical particle confined in an infinite square potential with a moving wall. Later on, his
model became quite known in the field of chaos as his numerical results present a diversity of behaviors from regular to
chaotic [9,10]. In this way, several works were devoted to study the quantum problem for different motions of the wall.
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In particular, it has been shown [1] that if L(t) is the motion law of the moving wall, then the condition L′′(t)L3(t) = cte
assures the tractability of the equation by means of adequate transformations of the initial Hamiltonians. This is the case
of a wall moving at constant speed. Unfortunately, it is evident that the case L(t) = L0 + a sin(ωt) with L0, a real, i.e., the
quantum analogue of the classical Fermi accelerator, does not satisfy the aforementioned condition. Up to present, general
periodic motions of the wall were studied only formally [11,12] by means of the Floquet operator. Sinusoidal motions of the
wall were treated by expanding thewave function in an instantaneous eigenfunction basis set and, after suitable projections,
integrating numerically the obtained equations [13,14]. In addition, application to problems of interest in nuclear physics
was performed.
Due to the non-existence of methods to treat the problem analytically, the strategy cannot be other than attacking the
problem by computational methods [15,16]. Thus, in the present paper, we intend to show how simple computational
methods can give essential information on the behavior of solutions of the Schrödinger equation for the square well with
different laws of motion of the wall (we can always assume that one of the wall moves and the other remains fixed).
1.1. The model
This model can be introduced as follows: Let us consider the following Schrödinger equation:
i∂tψ = Hψ, (1)
withH = −∂x,x+V (x, t). For simplicity, we have chosenm = 1/2 and h¯ = 1. The time dependent potential V (x, t) is given
by
V (x, t) =
{∞, if x ≤ 0
0, if 0 < x < l(t)
∞, if l(t) ≤ x.
(2)
In addition, the solution ψ(x, t) of the Schrödinger equation (1) is subject to the following boundary conditions:
ψ(0, t) = 0, ψ(l(t), t) = 0, (3)
for all time t and the following initial condition
ψ(x, 0) = f (x), 0 < x < l(t), (4)
where f (x) is a square integrable function on the given interval, [0, l(t)].
This model has been solved exactly for l(t) = at + b. In this case, one can find an infinite number of solutions of (1)
labeled by the discrete quantum numberm:
ψm(x, t) =
√
2
l(t)
sin
(
mpi
x
l(t)
)
exp
{
−im2pi2
∫ t
0
1
l(t ′)2
dt ′
}
exp
{
ix2
l′(t)
4 l(t)
}
, (5)
where l′(t) denotes the derivative of l(t)with respect to t , in our case l′(t) = a. An exact solution for any other law ofmotion
of the wall, l(t), is unknown. Most attempts use the change of variables given by
t −→ t, x −→ z = x
l(t)
. (6)
In this case, Eq. (1) takes the form
i∂t ψ(z, t) = − 1l(t)2 ∂
2
z ψ(z, t)+ iz
l′(t)
l(t)
∂z ψ(z, t), (7)
with boundary conditions ψ(0, t) = 0 and ψ(1, t) = 0 and initial condition ψ(z, 0) = f (z). Note that the change given
in (6) yields to an equation with time independent boundary conditions, although the differential equation itself is much
more complicated. It is straightforward to check that (7) cannot be solved by separation of variables. No general method is
known for its resolution.
Then, numerical methods are the only possibility to obtain general properties on the solutions of (1).We shall discuss the
application of someof these numericalmethods for twodifferent laws ofmotion, given by twodifferent functions l(t), for the
wall (wall laws) together with an analysis of the results. The originality of the present work lies in the kind of computational
methods used. In fact, we use a version of the Runge Kutta method developed in [17]. This method is characterized by its
simplicity and we show that it can be used with great efficiency to analyze physical problems of some complexity.
What is particularly surprising is the behavior of the systemwhen thewall law ofmotion is given by l(t) = l0+a sin(ωt).
Although this law looks particularly simple and its form is even invariant under simple scale transformations like ω −→
ωα−1, the behavior of the solutions of the Schrödinger equations depends crucially on a. Similar results can be observed
with other wall laws.
This paper is organized as follows: In Section 2, we present the methods of numerical integration. The main strategy
consists in an integration of (7) by discretization of the space variable as described in 2.2. The results and analysis for the
particular cases l(t) = l0 + a sin(ωt) and l(t) = a − (1 + b2t2)−1 are presented in Section 3. Finally, concluding remarks
are given in Section 4.
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2. Integration methods
2.1. Small oscillations
One approximation which gives analytic solutions is the small oscillations approximation. In our approach, this means
that the wall law is given by
l(t) = l0 + f (t), (8)
under the conditions l0  |f (t)| and
max
∥∥∥∥iz l′(t)l(t) ∂z ψ(z, t)
∥∥∥∥ min{∥∥∥∥− 1l(t)2 ∂2z ψ(z, t)
∥∥∥∥ , ‖i∂t ψ(z, t)‖} . (9)
We shall justify later the Ansatz given by (9). Using this approximation on Eq. (7), we see that the last term on the right hand
side can be deleted. Thus it results,
i∂t ψ (z, t) = − 1l(t)2 ∂
2
z ψ(z, t). (10)
If we use the following transformation,
z −→ z, dτ = 1
l(t)2
dt, (11)
we can write (10) as follows:
i∂τψ(z, τ ) = −∂2z ψ(z, τ ), (12)
with boundary conditions ψ(0, τ ) = 0 and ψ(1, τ ) = 0 and initial condition ψ(z, 0) = g(z), where g(z) is a given square
integrable function on the interval [0, 1]. Under these conditions, the solution of (12) is straightforward and gives:
ψn(z, τ ) = sin(npiz) exp{−in2pi2τ }, n = ±1,±2, . . . . (13)
If we write the wave function (13) in terms of the original variables, we readily obtain,
ψn(x, t) =
√
2
l(t)
sin
(
npi
x
l(t)
)
exp
{
−in2pi2
∫
dt
l(t)2
}
, (14)
with n = ±1,±2 . . . .
In order to obtain this simple result, we have made use of Ansatz (9). In order to justify this Ansatz, let us replace (13)
into (7). After this replacement, a bound for the square modulus of (7) is given by
1
2
(1+ 4npi + 4n2pi2) [l
′(t)]2
l3(t)
. (15)
Then, the approximation given by Eq. (10) is reasonable when (l′(t))/l3/2(t) goes to zero faster than 1/n for large values
of n. For oscillations of the form l(t) = l0 + f (t), the approximation is good if |f ′(t)|  1 for low values of n and if
|f ′(t)|/l3/20 < 1/n1+α , α > 0, for all values of n.
2.2. Discretization on the space variable
An usual method to find a solution of Eq. (1) is to represent this solution as a series of orthonormal functions with time
dependent coefficients. These coefficients are determined by means of an infinite system of differential equations. This
method gives a formal solution to the problem although in practical cases, we should truncate thementioned series in order
to find an approximate solution. Then, we have to calculate a finite number of terms, but still themethod requires of tedious
calculations and numerical integrations to arrive to this approximate solution. Thus, the method is not only complicated
but, in addition, all these manipulations are often sources of errors, and therefore, the final result is not very accurate.
In the present paper, after provingwith different calculation strategies, we have chosen a simple algorithm in order to get
an approximate solution to our problem. This algorithm can be described as follows: The point of departure is Eq. (4) with
the boundary and initial conditions given by (5). Note that 0 ≤ z ≤ 1. Then, we divide the interval (0, 1) into n subsegments
of length hn = 1/n and let us write zk = khn. For each value of k, we define
φk(t) = ψ(zk, t). (16)
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Using the Taylor expansion, we obtain approximations for the derivatives ∂zψ(zk, t) and ∂2z ψ(zk, t), which are
∂zψ(zk, t) = 12hn (φk+1(t)− φk−1(t)),
∂2z ψ(zk, t) =
1
h2n
(φk+1(t)− 2φk(t)+ φk−1(t)). (17)
Here, the error in the approximation is O(h2n).
Now, we evaluate Eq. (7) in the coordinate zk. Then, this equation can be written in the following form:
∂tφk(t) = − 1l2(t) ∂
2
z ψ(zk, t)+ iz
l′(t)
l(t)
∂zψ(zk, t). (18)
Taking into account approximations (17), from (18) we get,
∂tφk(t) = ih2n
i
l2(t)
(φk+1(t)− 2φk(t)+ φk−1(t) )
+ 1
2hn
zk
l′(t)
l(t)
(φk+1(t)− φk−1(t) )− iVk(t) φk(t), 1 < k < n− 1. (19)
Here, Vk(t) = V (zk, t) and φ0(t) = φn(t) = 0. Initial conditions are given by
φk(0) = f (xk), k = 1, 2, . . . , n− 1. (20)
Since (19) is a linear system, chaotic solutions are not possible in the present approximation.
3. Results and analysis
Although the systemgiven in (19) is linear, we perform a numerical integration using the Runge–Kuttamethod of seventh
order. Discrete derivatives can be improved by approximations of higher order, although in this case an increase in the
algorithm complexity is not justified. From the point of view of the calculation, it is necessary to establish a parameter that
gives us a measurement on the precision of the results. As an estimation on the reliability of the algorithm, we can use the
conservation of the probability given by∫ l(t)
0
ψ∗ψdx = 1. (21)
For the validation of the numerical code,we used the solutionswith fixedwall ormovingwallwith linear law l(t) = a+bt
(which are the only ones that can be exactly solved). In both cases, we got a good numerical stability, when we used
the conservation of probability (21) as control variable. This gave us the idea that our method was reliable. For the space
discretization, we have used hn = 1/30 in all cases.
In different numerical experiments, we have analyzed the following laws for the movement of the wall:
a+ bt , a+ bt2 , a+ bt3 , a+ bt1/2 , a+ b sinωt , a+ bt sinωt , a− 1
1+ bt2 . (22)
In all cases, from (5) we see that the initial condition of the wave function should be given by
ψm(x, 0) =
√
2
l(0)
sin
(
mpi
x
l(0)
)
exp
{
ix2
l′(0)
4l(0)
}
. (23)
In the numerical experiments that we carried out, we have found out two types on the behavior of the probability density
ρ = ψ∗ψ , where ψ is the wave function as obtained numerically.
In the former, that we shall denote as ‘‘standard’’ from now on, we have obtained that, surprisingly, the density obtained
numerically approaches reasonably well to
ρ0(x, t) = 2l(t) sin
2
(
mpix
l(t)
)
. (24)
This function in (24) should be interpreted as the density obtained from an instantaneous wave function of a well of length
l(t) for each instant of time t . This wave function is
Φ(x, t) =
√
2
l(t)
sin
(
mpix
l(t)
)
exp[ig(x, t)], (25)
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Fig. 1. Probability density form = 2, a = 0.3 and ω = 1.
where g(x, t) is an arbitrary function. Note that the wave function given by (25) should not necessarily correspond to
a solution of the Schrödinger equation (1) in the general case. Nevertheless, the similarity between both the probability
density (24) and the probability densities for fixed wall and law l(t) = a+ bt , suggest us the conjecture that the ‘‘standard’’
probability density is given by ρ0 as in (24) and, therefore, the ‘‘standard’’ wave function should be given by (25). In addition,
we observe that in the ‘‘standard case’’ the number of nodes of the wave function ψ is preserved with time. This gives us
additional arguments to our conjecture.
The second type of behavior of the probability density, here denoted as ‘‘nonstandard’’ from now on, has strong
differences from the standard case. The ‘‘nonstandard’’ probability density shows important deviations of the density shape
as given by (24) and some peculiar structures are observed in the form of ‘‘humps’’ that produce an additional distribution
of relative extremals, which is not present in the ‘‘standard’’ case. In addition, the number of nodes is not preserved with
time in this ‘‘nonstandard’’ case.
3.1. The particular case of an oscillating wall
In order to illustrate the procedure used and show the results obtained, we shall discuss with some length the oscillating
wall with law l(t) = l0 + a sin(ωt). This law has been discussed by some authors like [18].
To begin with, we note that Eq. (7) is invariant under transformations like
l −→ l
l0
, t −→ t
l0
, z −→ z. (26)
Then, we can choose l0 = 1 without loss of generality. In addition, Eq. (7) is also invariant, in our case, under the following
transformations:
t −→ at, ω −→ ω
a
, z −→ √a z. (27)
For this reason, we shall use ω = 1 in our numerical experiments dealing with the oscillating law.
In a first analysis, we have found that for values of a in the interval [0, 0.7], the numerical solution preserves the total
probability (21)with an error smaller than 3% on a period T = 2pi/ω for stateswith quantumnumberm = 1, 2, 3. For higher
quantum numbers, we have to choose hn < 1/30. In this case, the wave function (5) results to be a good approximation to
the solution.
In Fig. 1, we show the probability density obtained numerically for m = 2, a = 0.3 and ω = 1. In this case, we have
an ‘‘standard’’ behavior, since the density is given by (24) and the number of nodes, nnd, remains constant with time. Here,
nnd = 1.
In Fig. 2, we show the absolute error of the numerical solution given in Fig. 1, with respect to the solution of the linear
law given by (5). We have observed that the maximal error is less than 3% within the time interval [0, 8]. Nevertheless, in
Fig. 3 we report on a quite different behavior. The relative error of the real part of the solution, Reψ grows with time. Since
this behavior is not observed with the modulus |ψ | of the wave function, one may conclude that the error of the numerical
method introduces a global phase whose influence increases with time.
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Fig. 2. Absolute error.
Fig. 3. Relative error.
Another interesting feature is the behavior on the current density with time. We recall that this current density is given
by
j(x, t) = −Re
[
i
m
ψ∗(x, t)ψx(x, t)
]
, (28)
where Re denotes real part, the star complex conjugation and ψx(x, t) partial derivative with respect to x. Due to the fact
that the potential is real, current density and probability density together satisfy the so-called continuity equation:
ρt(x, t)+ jx(x, t) = 0, (29)
with ρ(x, t) = ψ∗(x, t)ψ(x, t). In our case and taking into account that the potential does depend on time, it is interesting
to analyze the behavior of the current density because Eq. (29) may not hold here. Using Eq. (5), we obtain the following
expression for the linear wall law:
jm(x, t) = 2x l
′(t)
l(t)
sin2
{
mpi
x
l(t)
}
. (30)
In Fig. 4, we show the current density obtained with (30). It is similar to the current density that we have obtained
numerically.
In Figs. 5 and 6, we show the probability density depending on the parameters used in Fig. 1, except thatwe have changed
the values of the frequency. In 5 and 6, the chosen values are ω = 10 and ω = m2pi respectively. Here we observe
a ‘‘nonstandard’’ behavior on the probability density. In 5, we note the presence of local structures that show that the
probability density is different from the given in (24). In addition, the number of nodes is not preserved with time. In 6
we can observe that this pattern becomes more evident even form = 2.
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Fig. 4. Current density.
Fig. 5. Probability density with ω = 10.
In Figs. 7 and 8, we show the results obtained on the mean value of the energy (with normalized value at t = 0) for two
different cases, as a function of time. In Fig. 7, it is shown that the choice ω = 1 produces a behavior of ‘‘standard’’ type. We
note that the mean value of the energy, as obtained numerically, is quite close to the value given by X0 = 1+ 0.3 sin t . This
is the result we could expect, since this value corresponds approximately to the half of the well length l(t) for each value t
of time.
This is not the result obtained for ω = pi2m2. In Fig. 8, we show that the mean value obtained numerically for m = 2
gives a ‘‘nonstandard’’ behavior on the mean value of the energy. This is represented by the blue curve. The red curve has
been obtained using the ‘‘adiabatic approximation’’, which is the result obtained with the stationary states of the well with
length given by l(t). In addition, the mean value of the position is clearly different from the obtained in the ‘‘standard’’ case.
In fact, this value is not related with the half width l(t)/2 at each value of t . This is shown in Fig. 9.
We have performed many other numerical tests with different values for both a and ω and in all these tests we have
always found the same result: For small values of ω and a, we observe a regular behavior or ‘‘standard’’ on probability
density and mean energy and position. If these variables become higher, a irregular or nonstandard behavior is observed
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Fig. 6. Probability density with ω = m2pi .
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Fig. 7. Mean value of the energy with ω = 1.
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Fig. 8. Mean value of the energy with ω = m2pi2 .
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Fig. 9. Mean value of the position with ω = m2pi2 .
Fig. 10. Probability density with b = 1.
and the higher they are the more ‘‘nonstandard’’ than the behavior of the physical quantities become. Note that high values
of a andωmeans high values of the wall speed l′(t) = aω cosωt . A similar behavior has been observed with other wall laws
of motion. We shall not discuss other cases, except one, in order not to make this report excessively long. This exception is
briefly discussed in the next section.
3.2. Sudden expansion
In this new case, we use the following law for the wall displacement l(t) (wall law):
l(t) = a− 1
1+ b2t2 . (31)
In this case, Eq. (7) is invariant under the following transformation:
t −→ at , s −→
√
b s
a
, z −→ az. (32)
Therefore, we can choose a = b = 1 without loss of generality (Figs. 10 and 11). However, note that the parameter b is
related with the speed of the movement since,
l′(t) = 2b
2t
(1+ b2t2)2 . (33)
Note that in the limit b 7−→ ∞, we have a sudden wall expansion.
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Fig. 11. Mean value of the energy for b = 1. In red the result obtained for the ‘‘local solutions’’. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 12. Mean value of the position for b = 1. In red the result obtained for the ‘‘local solutions’’. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Our numerical calculations show that the behavior of the probability density depends on the velocity of the expansion.
In Fig. 12, we show the shape of the probability density for the case a = 2, b = 1. This regime of low speed corresponds
to the ‘‘standard’’ case of the preceding section. We have also obtained numerically the values of the energy and average
position and compared these values with those obtained with the help of local solutions of the type (25). In Figs. 13 and 14
we observe a good matching among these two approaches.
However, we have plotted the probability density and the averaged position for the cases b = 10 (Figs. 13 and 14
respectively) and b = 20 (Figs. 15 and 16 respectively) in, i.e., situations of growing speed. Then, we observe a transition
to the ‘‘nonstandard’’ regime. In particular, the pattern for the averaged position is increasingly irregular or chaotic. The
conclusion is that the behavior of the solutions depends drastically on the wall speed.
After this result, one may conjecture a purely irregular or chaotic regime in the limit case of a sudden expansion. This is
not true. In fact, in the case of a sudden expansion, the probability density shows different plateaux (intervals at which this
density is constant), at periodic values of time. Periods and plateaux depend on the width of the expansion [19].
4. Concluding remarks
We have studied the behavior of the solutions of the one-dimensional Schrödinger equation with boundary conditions
equivalent to the confinement of the wave function on a segment (infinite well) with one moving end. From the point of
view of physicists, this is the infinite square well with one moving wall. The usual method to search for solutions relies
on the transformation of the Schrödinger equation into another partial differential equation (Eq. (7)) with fixed boundary
conditions.
No analytic solutions are known (except for one trivial case), and therefore, the use of numerical integration methods in
the study of the behavior of the solutions is the only available tool. We have used a method of integration by discretization
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Fig. 13. Probability density with b = 10.
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Fig. 14. Mean value of the position with b = 10.
of the space variable in which we have divided the interval in which solutions are non-vanishing (in our case [0, 1]) into
segments of the same length h (in our case h = 1/30) and applied a seventh order Runge Kutta method.
We have taken into consideration several possible laws of motion for the moving end (or moving wall in the language of
physicists). We present in this article results relative to two of them. According to our results there are two types of regimes
depending on the choice of the parameters. One is regular or ‘‘standard’’ and is observed with low speed of the moving end.
This means that the solutions are quite close to the corresponding solutions of the similar static problem (i.e., the solution
of the problem with fixed walls with a width between walls (or segment length) equal to l(t) for a fixed time t , where l(t)
is the law of motion of the segment end).
The irregular, chaotic or ‘‘nonstandard’’ appears for higher speeds and is characterized by the appearance of many local
maxima in the probability density, an irregular pattern in the averaged position (or average position of the particle within
the wall) and, in general, a disagreement with the solutions obtained for the corresponding static situation.
Finally, one may wonder whether the results obtained have been produced or enhanced due to numerical errors. This is
not the case, because of the following arguments:
1. First of all, the dynamics has a control variable which is the conservation of the probability. In all our results, the total
probability fluctuation does not exceed the 3% of its value at t = 0.
2.We can compare numerical and analytic solutions in the completely solvable case of a linear displacement l(t) = at+b.
In all numerical experiments that we have performed, the numerical code behaves with great accuracy.
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Fig. 15. Probability density with b = 20.
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Fig. 16. Mean value of the position with b = 20.
3. We have compared the numerical solutions for different partitions on both space and time variables. A clear evidence
for the quality of the numerical result was indeed probability conservation and that the results remained essentially
unchanged with different discretizations on the space and time variables.
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