We consider a generalized Schrödinger operator in L 2 (R 2 ) describing an attractive δ ′ interaction in a strong coupling limit. δ ′ interaction is characterized by a coupling parameter β and it is supported by a C 4 -smooth infinite asymptotically straight curve Γ without self-intersections. It is shown that in the strong coupling limit, β → 0 + , the eigenvalues for a non-straight curve behave as − γ 2 where γ is the signed curvature of Γ.
Introduction
The quantum mechanics describing the particle confined to various manifolds is studied quite extensively. It is very useful for describing various nanostructures in physics but it also offers a large variety of interesting problems from the purely mathematical point of view. Systems where the confinement is realized by a singular attractive potential, so called 'leaky' quantum graphs [1] , have the advantage that they take quantum tunneling effects into account in contrast to quantum graphs [2] . The confining potential is often taken to be of the δ type. One can think also about more singular types of potentials namely δ ′ type based on the concept of δ ′ interaction in one dimension [3] .
We are interested in the spectrum of the operator which can be formally written as
where δ ′ interaction is supported by an infinite curve Γ in R 2 . We are interested in the strong coupling regime which corresponds to small values of the parameter β. We derive spectral asymptotics of discrete and essential spectra. As a byproduct we obtain that for a non-straight curve the bound state arises for sufficiently small β in an alternative way to one presented in [4] .
Formulation of the Problem and Results
We consider a curve Γ parameterized by its arc length
where Γ 1 (s), Γ 2 (s) ∈ C 4 (R) are component functions. We denote signed curvature as γ(s) := (Γ
We introduce several conditions for the curve Γ as: (Γ1) Γ is C 4 smooth curve, (Γ2) Γ has no "near self-intersections", i.e. there exists its strip neighborhood of a finite thickness which does not intersect with itself, (Γ3) Γ is asymptotically straight in the sense that lim |s|→∞ γ(s) = 0 and (Γ4) Γ is not a straight line.
The operator, we are interested in, acts as a free Laplacian outside of the interaction support
2 \ Γ with the domain which can be written as
The vector n Γ denotes the normal to Γ and ψ(x)| ∂± Γ are the appropriate traces of the function ψ. For the purpose of the proofs we introduce curvelinear coordinates (s, u) along the curve in the same way as done in [6] , i.e.
As a result of the conditions (Γ1) and (Γ2) it can be shown that the map (1) is injective for all u small enough. We denote d as a maximum for which the map (1) is injective. A strip neighborhood around Γ of thickness a < d is denoted by Ω a := {x ∈ R 2 : dist (x, Γ) < a}.
The quadratic form associated with the operator H β was derived in [5] and it can be written as
where we used the curvelinear coordinates in the strip neighborhood of the curve Γ for the functions
We also need to introduce the operator defined on the line as
with the domain D(S) = H 2 (R). The eigenvalues of the operator S are denoted by µ j with the multiplicity taken into account. Now we are ready to write down the main results of our paper.
Let an infinite curve Γ satisfy assumptions (Γ1)-(Γ4), then H β has at least one isolated eigenvalue below the threshold of the essential spectrum for all sufficiently small β > 0, and the j-th eigenvalue behaves in the strong coupling limit β → 0 + as
Bracketing estimates
For the proofs of both theorems we will need estimates of our operator H β via Dirichlet and Neumann bracketing as done in [7] . We introduce the operators with added either Dirichlet or Neummann boundary conditions at the boundary of the strip neighborhood Ω a of Γ. We introduce quadratic forms h + β and h − β on the strip neighborhood of Γ which can be written as
with the domains D(h
The operators associated with the quadratic forms h ± β are denoted by H ± β , respectively. With the help of Dirichlet-Neumann bracketing we are able to write the following inequality
where −∆ N,D R 2 \Ωa denotes either Neumann or Dirichlet Laplacian on R 2 \ Ω a respectively. Neumann Laplacian and Dirichlet Laplacian are positive and as a result all the information about the negative spectrum, which we are interested in, is encoded in the operators H ± β . Now we rewrite the quadratic forms h ± β in the curvelinear coordinates (1) . We obtain expression which are analogical to those obtained in [6] , i.e. a) )), respectively. The geometrically induced potential in these formulae is given by
with g(s, u) := 1 + uγ(s).
The proof of this lemma can be done step by step as done in [6] so we omit the details.
We will also need cruder estimates by quadratic forms b
where 
The operators T ± a,β (s) depend on the variable s, however, their negative spectrum is independent of s. Now we state two lemmata estimating the eigenvalues of operators T ± a,β (s) and U ± a . Their proofs can be found in [6] so we omit the details. Lemma 3.2. Each of the operators T ± a,β (s) has exactly one negative eigenvalue t ± (a, β), respectively, which is independent of s provided that a β > 2 and 2 β > γ + . For all β > 0 sufficiently small these eigenvalues satisfy the inequalities
There is a positive C independent of a and j such that
, where µ ± j (a) are the eigenvalues of U ± a , respectively, with the multiplicity taken into account. Now we are ready to prove our main theorems.
Proof of Theorem 2.1
First we prove the trivial case for the straight line. By separation of variables the spectrum is σ(
The case for non-straight curve is done similarly as for the singular interaction supported by nonplanar surfaces in [8, 9] . The inclusion σ ess (H β ) ⊆ [ǫ(β), ∞) can be rewritten as
is positive. Next we divide the curve Γ into two parts. First part is defined as Γ 
is purely discrete [10] and as a result min-max principle implies that
We denote the following expression V τ := inf |s|>τ,u∈(−a,a) V (s, u). The assumption (Γ2) gives us that Because we can choose τ arbitrarily large we obtain the the desired result.
Proof of Theorem 2.2
For the proof of the second theorem we use the inequalities (3) and Lemmata 3.2 and 3.3. First we put a(β) = − The min-max principle along with the inequality (3) completes the proof.
