The existence of co-rotational finite time blow up solutions to the wave map problem from R 2+1 → N , where N is a surface of revolution with metric dρ 2 + g(ρ) 2 dθ 2 , g an entire function, is proven. These are of the form u(t, r) = Q(λ(t)t) + R(t, r), where Q is a time independent solution of the co-rotational wave map equation −utt+urr +r
Introduction
In the following wave maps (see [5] ) from R 2+1 into a surface of revolution N (with some restrictions on the metric that will be made explicit below), which are also co-rotational, will be considered. The wave map equation reduces in this case to:
− u tt + u rr + 1 r u r = 1 r 2 f (u), (1.1) with r > 0 and where the right hand side is related to the metric of N (see bellow). This equation will be shown to have blow up solutions (solutions for which the ||u||Ḣ1/2 norm goes to infinity in finite time) with initial data (u, u t ) in H 1+δ × H δ , for some δ > 0. The energy
is preserved and the problem is energy critical in the sense that the scaling u → u(λt, λr) leaves E(u) invariant. If the local energy with respect to the origin is defined to be
2 r 2 r dr, (1.3) then it is known (see [6] ) that the solution u will blow up at the origin, as t → 0, iff lim inf t↓0 E loc (u)(t) > 0. (1.4) In [7] Struwe has shown that for solutions u with C ∞ data that have blow up at t 0 there exist sequences r i ↓ 0 and t i ↑ t 0 such that r i /t i → 0 and u i (t, r) = u(t i + r i t, r i x) → u ∞ (x), where u ∞ is a non-constant time indepedent solution of the wave map equation. This motivates the construction detailed in this paper which produces a solution of the wave map equation which inside the light cone r < t is of the form u(t, r) = Q(λ(t)r) + u e (t, r) + ǫ(t, r), (1.5) where Q is a finite energy, non-trivial stationary solution of the wave map equation (a harmonic map) and λ(t) = t −1−ν , ν > 1/2. The first term is the one for which lim inf t↓0 E loc (Q(λ(t)r))(t) > 0.
(1.6)
The second term is "large", but does not cancel the energy concentration of the first term. The last term is "small". The proof of the main result (Theorem 2.2 bellow) follows very closely the work of Krieger, Schlag, and Tȃtaru ( [3] ) in the particular case when the surface of revolution N is the sphere. Indeed, certain portions of this paper are nearly identical to the ones in [3] .
The section 3 here corresponds to section 3 in [3] and it deals with iteratively constructing corrections to u 0 = Q(λ(t)r), which will form the u e term. The procedure is split into four steps which alternate constructions of additive corrections (by two different methods) with estimations of the errors made. Here and in Appendix A is where most of the original contribution of the paper is concentrated. One of the differences from [3] is in the spaces introduced in subsection 3.1 below. Though only slightly changed, the definitions given here should also be used to replace the ones in [3] in order to make some of the computations there meaningful. The computations of the errors corresponding to each of the succesive approximate solutions are also new, as the right hand side term of the wave map equation is more general here.
Section 4 corresponds to section 4 in [3] . In it an equation satisfied by ǫ is derived. Section 5 (section 6 in [3] ) deals with rewriting this equation as a transport-like equation for the generalized Fourier transform of ǫ corresponding to a self adjoint operator L, which is a conjugate of the linerization of the spatial part of the wave map equation. The term ǫ is then obtained in sections 6 and 7 (sections 7, 8, and 9 in [3] ) by means of a contraction principle argument. Finally, the proof of Theorem 2.2 is finalized in section 8.
Appendix A corresponds mostly to section 5 in [3] and it contains an analysis of the spectral theory of the operator L mentioned above. This is based on results by Gesztesy and Zinchenko ( [1] ) on the spectral theory of Schrödinger operators with certain singular potentials. It is due to the fact that the same expansions (see Proposition A.4) can be derived for the generalized Fourier basis of L as in the particular case of N = S 2 that sections 5-8 are essentially identical to their correspondents in [3] . The original contribution here lies mostly in the proof of Proposition A.4. The Lemma A.2 is also new as it deals with establishing the properties of a certain convenient system of fundamental solutions for L. This was not necessary in [3] since there explicit formulas for these solutions are available. The results of Lemma A.2 are essential for the first step of the iterative procedure of section 3.
See also the introduction to [3] for a discussion of the history of the problem and a more in depth analysis of the motivation for the method. Krieger, Schlag and Tȃtaru have also applied the same method to the H 1 (R 3 ) critical focusing semilinear wave equation in [4] and to the critical Yang-Mills problem in [2] .
I would like thank Prof. C. Kenig and Prof. W. Schlag. Fruitful discussions with both have made this work possible.
Setup

The Manifold
Let N be a compact surface of revolution, whith Riemannian metric
If N is produced by rotating the graph of the function y = y(x), y(0) = 0, y(x M ) = 0, (2.2) around the x-axis, then ρ is the arclength on the graph of the function,
In order for the graph of y = y(x) to generate a surface of revolution, it has to be true that dy/dx → ∞, as x → 0 + , and dy/dx → −∞, as x → x M − . Since
It also has to be true that g is an odd function of ρ and of (ρ M − ρ). Therefore it can be extended to a smooth periodic function of period 2ρ M .
Throughout this paper, the function g is assumed to have the folowing properties:
ii) g is an odd function of ρ and of ρ M − ρ;
Note then that g can be written as
2 , where G and G are entire functions,
. This function is also entire, odd, and can be written as
2 , where F and F are entire functions, F (0) = 1, F (0) = 1.
The Equation
Co-rotational wave maps from R 2+1 into N are of the form (t, r, θ) → (u(t, r), θ), where u satisfies the following equation:
The energy of u is
and it is constant in time.
The Harmonic Map
Note that for any stationary solution u of (2.4), the following quantity is independent of r:
If such a solution is to have finite energy, then it is necessary that C = 0. It follows then that either r∂ r u = g(u), or r∂ r u = −g(u).
A stationary solution of the equation (2.4) is called a harmonic map. As seen just above, harmonic maps with finite energy are solutions of one of two first order ODE and therefore can be specified uniquely by a choice of sign in r∂ r u = ±g(u) and the value they take at r = 1 (for example). Let Q be the solution of:
It is clear that lim r→0 + Q(r) = 0, and lim r→∞ Q(r) = ρ M . With the ansatz Q(r) = rQ(r 2 ), equation (2.7) becomes
therefore Q must be an analytic function of r 2 , Q(0) > 0. Similarly, notice that with the change of variable l = 1/r, equation (2.7) can be written as:
and, proceeding as above, it follows that Q(r)
From equations (2.7) and (2.4) it follows that ii) Q(r) = rQ(r 2 ), with Q a real-analytic function,
, with Q a real-analytic function, Q(0) > 0.
The Theorem
Define the local energy of a solution u of (2.4) with respect to the origin and at time t to be: 
and a solution u of (2.4) in [0, t 0 ] which is of the form
15)
where ǫ decays at t = 0. More precisely,
with spatial norms that are uniformy controlled as t → 0. Also, u(0, t) = 0 for all 0 < t < t 0 . The solution u(t, r) extends as an H 1+ν− solution to all R 2 .
Approximate Solutions
Let λ(t) = t −1−ν , ν > 1/2, R = λ(t)r. In this section a sequence u k of approximate solutions of (2.7) will be constructed. For each of these the corresponding error is defined to be:
The first element of the sequence is u 0 (t, r) = Q(R). For a large enough N , u N − u 0 will be the u e of Theorem 2.2. To motivate the particular construction, suppose that the sought solution of (2.4) is of the form:
with ǫ small. Then
Two different approximations of this linearized equation will be used. The first assumes the time derivative to be unimportant and also approximates u k ≈ u 0 , replacing f ′ (u k ) by f ′ (u 0 ). The second one retains the time derivative, but assumes that u k ≈ u 0 (∞) = ρ M , replacing f ′ (u k ) by 1, as would be the case if r ≈ t and t would be close to zero. Succesive corrections v k = u k − u k−1 to the approximate solutions will be constructed using these two ideas alternatively, that is the v k 's will be required to solve
with zero Cauchy data at r = 0 and where e 0 k is the "principal part" of e k , in a sense that will be detailed bellow.
The conclusion of this section requires the introduction of certain spaces of functions on the light cone. It can be found stated in equations (3.24)- (3.27) .
This section mirrors section 3 of [3] .
Step 3, in particular is virtually identical to the reference as (3.5) does not depend on the particular geometry of the surface of revolution. The main difference lies in error estimates of Steps 2 and 4. It is in the course of these two steps that the assumption that g is entire is necessary.
Note that in the definitions of the spaces of functions in the following subsection three "b" parameters are used (b, b 1 , b 2 ), instead of one as in [3] . The definitions given in [3] should be replaced by the ones bellow. Certain other typos have been fixed here.
Some Spaces
Before proceeding with the construction, a few spaces of functions need to be introduced. Let
be a truncated forward light cone on which the u k 's will be defined. 
with analytic coefficients q 0 , q i,j . ii) near a = 1 there is an absolutely convergent expansion of the form:
with analytic coefficients q 0 , q i,j . 
Proof. Note that the only difference between the definitions of the Q spaces and the Q ′ spaces is that a power (1 − a) 1/2 appears in the fist term inside the bracket in (3.7), while in the same place in (3.8) there is a power (1 − a) −1/2 . i) follows from:
(
ii) is obvious from Definition 3.3. ii) v has a convergent expansion near R = ∞ of the form:
Let B, B 1 , B 2 be positive constants to be specified shortly.
ii) v vanishes of order m at R = 0 and has a convergent expansion
iii) v has a convergent expansion near R = ∞ of the form
where the coefficients c ij :
Here is a list of elementary, but useful, properties of these spaces:
l , Q n is the class of analytic functions w defined on the cone C 0 which can be represented as
14)
The definition of
n is similar. Note that the representations in the above definition are not at all unique.
Two Useful Lemmas
The following results will be useful throughout this section.
Proof. f (2k) (ρ) has an odd expansion in ρ and also in (ρ M − ρ). Plugging in Q the first half of the result follows from Lemma 2.1. The case of f (2k+1) is similar, but with even expansions.
Proof. First expand
Note that
and
Combining equations (3.18)-(3.21) yields (3.16). To prove (3.17) proceed similarly by expanding
Similar computations to the ones above give the result.
Step 0
As is mentioned above, the first element of the squence of approximate solutions is u 0 = Q(R). The corresponding error is then:
Induction
The approximate solutions will be constructed by adding succesive corrections to u 0 . With the notation v k = u k − u k−1 , it will be inductively shown that
The exact method for constructing the v k 's will be described bellow. In the following, for a fixed k, it will be assumed that the above hold for k and for any smaller natural number.
Step 1
It is assumed that
Choose the "principal part" e 0 2k−2 by setting b = b 1 = b 2 = 0 in a representation of e 2k−2 (see Definition 3.8). Then
Replacing the b, b 1 , b 2 by their definitions, it follows that
This will be useful later.
Keeping a, b, b 1 , b 2 fixed, define v 2k−1 to be the solution of
with vanishing Cauchy data at R = 0.
Proof. Behavior at R ∼ 0. Close to zero,
Make the ansatz
This system can be solved to find V k such that the sum in (3.37) converges absolutely in a neighborhood of zero. Such a v will vanish of order 3 at zero.
Using the fundamental system of L from Lemma A.2, v can be written as:
By Lemma A.2,
Since v is sought such that it has zero Cauchy data, then c φ = c θ = 0. Putting all these together, it follows that
An immediate consequence of the previous Lemma is that
Step 2
The error corresponding to v 2k−1 is:
where 
and for l < k,
Therefore, for any l < k,
Returning to (3.51),
For the even terms in the expansion above, using Lemma 3.10,
and for the odd ones
From computations above it follows that
Then, using Lemma 3.9,
From (3.59) and (3.64) it follows that
Recall that E t v 2k−1 = ∂ 2 t v 2k−1 with a fixed. Note that there is no dependence on b, b 1 , b 2 in v 2k−1 since e 0 2k−2 was obtained by setting these to zero. v 2k−1 can be written as
where the terms left out are those that involve ∂ a .
it follows that
Using the same notation as above, remembering that there is no dependence on b, b 1 , b 2 in v 2k−1 , and omitting to write explicitly the terms that will not become part of
Putting these together
To conclude, the results (3.32), (3.65), (3.70), and (3.76) imply that
be the sum of the leading terms of the expansion of e 2k−1 at R = ∞, with
Define w 2k to be a solution of the equation
Making the ansatz
plugging into (3.79), and matching the corresponding powers of log R, it follows that the W j 2k have to satisfy the equations (3.81) where, with the convention that W j 2k = 0 when j ≥ 2k,
Conjugating by (tλ) −(2k−1) , the system of equations (3.81) becomes
With the notation
writing (3.83) in terms of derivatives in a yields:
Adding the requirement that the Cauchy data at a = 0 for this system is zero, the solutions will satisfy
See [3] for a proof of this fact. The w 2k constructed so far cannot be used as v 2k as it is singular at zero. Instead, define
Then clearly
Step 4
Define (3.90) where
The first term of (3.
This can be written as
The first term satisfies
In the case of the second term
Applying this to t 2 (e 2k−1 − e 0 2k−1 ), it follows that
The second term of (3.90)
The reason this term is not zero is the replacement of log R by 1 2 log(1 + R 2 ) made above. The second term of (3.90) consists of a sum of expressions of the type
Using (3.86) it follows, using also the argument from equations (3.93)-(3.96) as well as basic properties of the IS spaces, that
The third term of (3.90)
Remembering the computation (3.53),
By Lemma 3.10
The second term in (3.100) can be written as
Recall that
Using Lemma 3.9,
The last term in (3.100) is
Putting together the results of equations (3.97), (3.99), (3.105), (3.110), and (3.112), it follows that
By induction, (3.24), (3.25), (3.26), and (3.27) are now proved for any k.
The Perturbed Equation
For a fixed k define ǫ(t, r) to be such that u(t, r) = u 2k−1 (t, r) + ǫ(t, r),
where u is the solution of (2.4) that is being constructed. Then ǫ needs to solve the following equation
where
If the time variable is replaced by τ = 1 ν t −ν , the space varialble by R = λ(t)r, and with the notation v(τ, R) = ǫ(t, λ −1 R), then (4.2) becomes
After making the further change of functionǫ(τ, R) = R 1/2 v(τ, R), (4.2) becomes
This last change of function has the benefit that it produces L, which is a self-adjoint operator on L 2 (R + , dR).
The Transference Identity
The plan to deal with (4.5) is to expandǫ in terms of the generalized Fourier basis φ(R, ξ) of the operator L (see Theorem A.3):
The coefficinets x(τ, ξ) would then hopefully satisfy a transport equation. However, R∂ R is not diagonal in this Fourier basis. To deal with this, R∂ R will be replaced by 2ξ∂ ξ and the error will be treated as a perturbation. This section follows closely section 6 of [3] , to the point of being identical. This is due to the fact that the estimates of Appendix A are identical to the ones in section 5 of the reference. The main result of the section is Proposition 5.2, whose proof is omitted as it is identical to the proof of Proposition 6.2 in [3] .
Let the operator K be defined by
where f = F f is the distorted Fourier transform defined in Theorem A.3. Using the definitions for this Fourier transform and its inverse, K can be written as
Integrating by parts with respect to ξ,
The scalar product is interpreted in the principal value sense with f ∈ C
therefore there is a distribution valued function η → K(η, ξ) such that
Theorem 5.1. The operator K can be written as
where the operator K 0 has a kernel K 0 (η, ξ) of the form (in the principal value sense):
with a symmetric function F (ξ, η) of class C 2 in (0, η) × (0, η) satisfying the bounds
where N is an arbitrary large integer.
behaves like R 3/2 at 0 and like a Schwartz function at infinity. The second factor in (5.4), φ(R, η), decays like R 3/2 at zero, but at infinity is bounded, with bounded derivatives. Using integration by parts:
with the comutator
Changing the order of integration on the right hand side yields:
This gives the representation (5.8) when η = ξ, with
It remains to study its size and regularity. By Proposition A.4,
To improve on these, two cases will be considered.
Case 1: 1 ξ + η. By integration by parts:
Evaluating the commutator:
Since W ′ (0) = 0 (it is odd), it follows that (2W ′ ∂ R + W ′′ )φ(R, ξ) has the same behavior as φ(R, ξ) at R = 0. Then the argument can be repeated to obtain:
This second commutator has the form:
, this leads to
where W o , respectively W e , are odd, respectively even, real-analytic functions with good decay at infinity. Inductively 
For the derivatives of F a similar procedure can be used. If ξ and η are comparable, then from (5.26)-(5.31)
Otherwise, differentiating with respect to η in (5.37),
Using also (5.39), it follows that
which yield the desired bounds. Finally, consider the second order derivatives with respect to ξ and η. For ξ and η close, (5.26)-(5.31) can be used. Otherwise, differentiate twice in (5.37) and continue as before. Note that it is important that the decay of W o kj and W e kj improves with k. This is because the second order derivative bound at zero has a sizable growth at infinity which has to be canceled,
Case 2: ξ, η ≪ 1. First note that F (0, 0) = 0. This can be verified by direct computation. Also by direct computation it can be checked that
To obtain the bound on the second derivatives, begin by observing that the following inequalities hold:
If η < ξ < 1/2, then these bounds imply that
The main contribution comes from the first term. When η < ξ < 1/2, a similar computation yields
Differentiating and integrating with respect to η
Using the bound
the inner product in (5.52) can be evaluated as follows:
Thus, (5.52) is controlled by
This concludes the analysis of the off-diagonal part of the kernel.
All that is left now is to determine the δ measure that sits on the diagonal of the kernel K. To do so, first restrict ξ and η to a compact set of (0, ∞). Then the following asymptotics hold for Rξ 1/2 ≫ 1:
where the O terms depend on the choice of compact subset. The R −2 terms are integrable, so they contribute a bounded kernel to the inner product in (5.4). The same applies to the contribution of a bounded R region. Therefore, the δ-measure contribution of the inner product in (5.4) can only come from one of the following integrals:
where ξ is a smooth cutoff function which equals 0 near R = 0 and 1 near R = ∞. In all of the above integrals it can be argued, as in the proof of the classical Fourier inversion formula, that the order of integration can be changed. Integration by parts in the first integral (5.59) reveals that it cannot contribute to the δ-measure. Discarding the O(R −2 ) terms in (5.60) and (5.61) reduces the two integrals to:
Since (5.63) contains both an R −1 and a (ξ −1/2 − η −1/2 ) factor, its contribution to K is bounded. The integral (5.62) contributes both a Hilbert transform type kernel as well as a δ-measure to K. By inspection, the δ-measure contribution is:
where the fact that ρ(ξ) −1 = π|a| 2 was used in the last step. This finishes the proof.
The following proposition establishes some L 2 mapping properties of K. Since the conclusion of the preceeding theorem and the results of appendix A are the same as their correspondents in [3] , the proof of this result is omitted as it is identical to the proof of Proposition 6.2 in the reference.
First let L 2,α ρ be the L 2 space with the norm
ii) In addition, the following commutator bound holds: 
The Final Equation
To rewrite (4.5) in a final form, begin by expressing the operator R∂ R in terms of K. Therefore, with F as in Theorem A.3,
which gives
This leads to a transport type equation for the Fourier transform x(τ, ξ) of ǫ:
The aim is to obtain solutions of (6.3) which decay as τ → ∞. This means the equation will be solved backwards in time, with zero Cauchy data at τ = ∞. The problem will be treated iteratively, as a small perturbation of the linear equation governed by the operator on the left-hand side. For this the following transport equation needs to be solved:
Denote by H the backward fundamental solution of the operator 5) and by H(τ, σ) its kernel, i.e. (6.4) has solution 6) where the ξ variable has been suppressed. The mapping properties of H are described in the following result, which is proven in [3] , section 8.
Proposition 6.1. For any α ≥ 0 there exists some (large) constant C = C(α) so that the operator H(τ, σ) satisfies the bounds
This leads to the introduction of the spaces
Then an immediate consequence of the above proposition is the following
with a constant C 0 that depends on α but does not depend on N .
The nonlinear operator N 2k−1 from (6.3) has the following mapping properties (which are proved below): Proposition 6.3. Assuming that N is large enough and
This two results above, combined with Proposition 5.2 allow for the use of a contraction argument to solve equation (6.3).
The Nonlinear Terms
The aim of this section is to prove Proposition 6.3. First define Sobolev spaces H α ρ , adapted to the operator L, such that
What needs to be shown is that the map
The following lemmas are proven in [3] : 5) for all f , g such that the right-hand sides are finite. 6) for all f , g, h such that the right hand side is finite.
For the first term write
Remember that (u 2k−1 − u 0 ) ∈ 1 (tλ) 2 IS 1 (R(log R), Q) and that, by Lemma 3.9,
(The last step uses the fact that tλ ≍ τ .) 2 So
has the desired mapping property. The second term can be split into two
By Lemma 3.10,
Now, by Lemmas 7.1, 7.2, and 7.1, it follows that II 1 has the right mapping property in the space variable. More precisely, the claim follows from the fact that
that, as an operator,
and from Lemma 7.1. The τ behavior follows from the fact that II 1 has no linear term in ǫ, only higher powers. Finally, note that
After noticing that
the argument that II 2 has the right mapping property is the same as the one above for II 1 .
The Conclusion of the Argument
To compare the Sobolev spaces H α ρ with the usual ones H β (R 2 ), define a map
This is easily seen to be an isometry
in the sense that if one side is finite then the other is also finite and they have comparable sizes.
Proof. The spaces H β ρ (R + ) are defined using fractional powers of the operator L, but since L − L 0 is bounded in L 2 and in any H β ρ , these spaces could be defined using L 0 instead. The lemma follows from the identity
Fix now a ν > 1/2, and an index k sufficiently large (depending on ν). So far u 2k−1 and e 2k−1 have only been defined inside the cone {r ≤ t}. They can be extended to be supported in the cone {r ≤ 2t} so that they have the same regularity and all relevant derivatives match on the boundary of the light-cone. Finally, choose α so that 1 4
The error e 2k−1 has a singularity of the type (1 − a) ν−1/2 log m (1 − a) on the cone a = 1, which means that e 2k−1 is in H β localy around r = t, as long as β < ν. On the other hand, since e 2k−1 has order one at R = 0, 5) which is smooth around R = 0. Finally, taking into account the size of the error 6) it follows that for all α < ν/2,
Using the Propositions 5.2, 6.1, and 6.3, equation (6. 3) can be solved through a contraction principle argument with respect to the norm
Proof. Only the last statement needs a proof. For large s, φ 0 (s) −2 admits an absolutely convergent expansion of the form:
Therefore, for large R,
The following theorem will be useful: In particular, their Wronskian is W (θ(·, z), φ(·, z)) = 1 for all z ∈ C. By convention, φ(r, z), θ(r, z) are real-valued for z ∈ R.
ii) For each z ∈ C, Im z > 0, let ψ + (r, z) denote the Weyl-Titchmarsh solution of L − z at r = ∞ normalized so that
If ξ > 0, then the limit ψ + (r, ξ + i0) exists point-wise for all r > 0 and it will be denoted by ψ
iii) The spectral measure of L is absolutely continuous and its density is given by
with the "generalized Weyl-Titchmarsh" function
iv) The distorted Fourier transform defined as
and its inverse is given by
Here lim refers to the corresponding L 2 limit.
Proposition A.4. The φ(r, z) in Theorem A.3 admits the asolutely convergent expansion:
where the functions φ j are real-analytic on [0, ∞) and satisfy the bounds
where C, C 2 are positive constants. In particular, φ j (0) = 0 and |φ
Proof. First make the ansatz
The functions f j will be constructed such that the series converges in a "reasonable" sense. They should solve
To obtain the f j 's, the "forward fundamental solution" of L is used:
Remembering that φ 0 (r) = r 3/2 Q ′ (r) and using the notation χ(r) = r 2 r 1 ds φ 2 0 (s) (so that θ 0 (r) = −r −2 φ 0 (r)χ(r)), the identity above becomes:
Note now that χ(r) can be written as:
Using the assumptions made on g this gives:
It follows then (by induction) that the singularity f j might have at zero is isolated and, in fact, removable. To see this, choose a branch of the logarithm which is holomorphic in C\R − . It is necessary to show that f j (r+i0) = f j (r−i0) for r < 0. Disregarding the terms not involving logarithms, it is enough to show that for any holomorphic function g
which is obvious since for s < 0 log(s + i0) − log(r + i0) = log(s − i0) − log(r − i0).
(A.25) Therefore, each f j is an even analytic function in a (uniform) neighborhood of the real line. Also, the asumption that f j−1 (r) ∼ r 2 at zero implies f j (0) = 0, so f j (r) ∼ r 2 at zero. Induction gives that f j (0) = 0 for all j.
For the rest of this proof, let u = r 2 , v = s 2 , f j (r) = f j (u), Q ′ (r) = B(u), χ(r) = X(u). It is easy to see that there are positive constants C 1 , C 2 such that Inductively, it is easy to see (recalling also that V (r) ∼ r −4 at s = ∞) that all f j are analytic at infinity, with leading order term r −j . At zero however, the f j will be singular. Using (A.48) it is not hard to show, inductively, that (A.80)
