Abstract. The classical transformation of Jacobi's theta function admits a simple proof by producing an integral representation that yields this invariance apparent. This idea seems to have first appeared in the work of S. Ramanujan. Several examples of this idea have been produced by Koshlyakov, Ferrar, Guinand, Ramanujan and others. A unifying procedure to analyze these examples and natural generalizations is presented.
Introduction
In his approach to the theory of elliptic functions, C. G. J. Jacobi [17] introduced his classical theta function and three other similar functions ϑ 1 , ϑ 2 , ϑ 4 . These are entire functions of x ∈ C, so they cannot be doubly-periodic, but every elliptic function can be written in terms of them. The transformations of the so-called null-values ϑ ′ 1 (0, ω), ϑ j (0, ω) for 2 ≤ j ≤ 4 under the modular group P SL(2, Z) are of intrinsic interest. Jacobi proved that the transformation of ϑ 3 (0, it) for Re t > 0, yields the pretty identity The reader will find details in [24, Chapter 3] . This identity may be written in a more symmetric form as The goal of this paper is to study, in a unified manner, a variety of integrals of the form and ϕ is analytic in t. Particular examples of this latter integral were studied by Ramanujan, Hardy, Koshlyakov and Ferrar (see also [33, p. 35] ), whereas Ramanujan [31] was the first person to study an integral of the type in (1.8) .
It is clear that (1.8) and (1.10) are invariant under α → 1/α. An alternative expression (series or integral) of I(f, α) then yields identities similar to (1.3) . These are called modular-type transformations. It is easy to extend these identities by analytic continuation to α, β ∈ Ω ⊂ C, with R ⊂ Ω. The classical example in (1.3) corresponds to taking f (t) = 1/(1 + 4t 2 ) in (1.10).
The identities obtained here have the form (1.12) F (z, α) = F (z, β) = has been established, it follows immediately that F (z, α) = F (z, β). Section 2 introduces a technique for studying integrals in (1.10) through an example containing K 0 (x), the modified Bessel function of order 0. Section 3 describes an example found in Ramanujan's work and links it to another of his integrals. This illustrates the fundamental idea of this paper. In Section 4, some classical formulas are generalized by the introduction of a new parameter z. This section states the results with the proofs presented in Section 5. Generalizations of some results of Koshlyakov, particularly dealing with his function Ω(x) (see (6.1) below), are stated in Section 6. Section 7 discusses advantages of our methods over those of A.P. Guinand and C. Nasim. Finally, the last section describes future directions of the work discussed here.
An illustrative example
This section presents a general technique to evaluate integrals of the type (1.10). This is illustrated with an example established by N. S. Koshlyakov [18] . The proof given here follows [6] and [11] .
The function
Using (2.1) and (2.2), this yields
To evaluate the contour integral on the right-hand side, square the functional equation for ζ(s)
and recall the Dirichlet series
where d(n) is the number of divisors of n; see [1, page 229] . The expansion (2.6) is valid for Re s > 1, so it is necessary to move the line of integration in (2.4) to Re s = 1 + δ, for some δ > 0. This process captures a pole of the integrand at s = 1, with residue
The integral on the right-hand side appears in [28, p.115 
is the Bessel function of the first kind. The result is an integral of type (1.10), stated here for ν = 0.
Theorem 2.1. Let d(n) be the number of divisors of n ∈ N, γ the Euler constant and K 0 (w) the modified Bessel function of order 0. Then, for α, β > 0, αβ = 1, (2.12)
An example from Ramanujan
The success of the method described in Section 2 depends on the appropriate choice of the function ϕ(t) in (1.11) and the ability to evaluate, or at least transform, the resulting integral I(f ; α). This section presents a second example that illustrates this point of view. Take
in view of Γ(z) = Γ(z). The integral (1.10) becomes
The functional equation Γ(z + 1) = zΓ(z), with z = (it − 1)/4, now gives a new representation of (3.3):
This integral was transformed by S. Ramanujan [31, Equation (13)].
Theorem 3.1 (Ramanujan) . The identity
This evaluation generates a modular-type transformation, which naturally leads to a beautiful identity among definite integrals. 
Note 3.3. Koshlyakov example (2.12) is obtained by squaring Ξ(t/2)/(1 + t 2 ), which is part of the integrand in (1.7) appearing in the proof of the classical theta function identity. Thus is it natural to consider the integral
as a variation of (3.5). Up to a constant factor, this may be expressed as (3.7)
which is exactly the integral presented by S. Ramanujan at the end of his paper [31, Equation (22)]. Thus the idea of squaring the functional equation of ζ(s) to produce new transformations is implicit in the work of Ramanujan, much before Koshlyakov. In his Lost Notebook [32] , Ramanujan gives the following beautiful modular-type transformation resulting from this integral.
is the logarithmic derivative of the Gamma function. If α and β are positive numbers such that αβ = 1, then
Some parametric generalizations. Statements of the results
This section contains several new modular-type transformations. The results are stated in this section with their proofs postponed to Section 5.
There are (at least) two approaches towards obtaining these transformations. One is presented in Theorems 5.3 and 5.5 and the corollaries following them. The other method involves the evaluation of integrals involving the Riemann Ξ-function, illustrated by (4.1) below. Given a modular-type transformation, the use of Parseval's identity (5.4) produces an integral involving the Riemann Ξ-function. Conversely, having a representation for an aforementioned integral involving the Riemann Ξ-function, obtained by residue calculus and Mellin transforms, the obvious invariance of these integrals under α → 1/α, provides a modular-type transformation. Examples of these two methods are presented in the proofs of the main results.
Implicit in both methods is the idea of squaring the functional equation of ζ(s). In the second method, this is reflected in the term Ξ t 2 /(1 + t 2 ), present in the integrands. This is generalized by the inclusion a new parameter z.
In his work related to (3.7), Ramanujan [31] considered the generalization
of (3.7). He provided alternative integral representations valid in different regions in the complex plane. Modular-type transformations for the above integral, which involve the Hurwitz zeta function, appear in [7, 8] . It should be mentioned here that Ramanujan had not only discovered Koshlyakov's formula (2.12) about 10 years before, but had also generalized it. Details appear in [3] . The generalization presented below, was later rediscovered by A. P. Guinand [14] and is rephrased in a symmetric form in the theorem below. 
Then, if α, β > 0 with αβ = 1,
Note 4.2. The symmetry in α and β suggests the existence of an integral involving the Riemann Ξ-function similar to (4.1), which generalizes that giving rise to Koshlyakov's formula (2.12). This integral, found in [8] , is
The term Ξ 2 (t/2)/(1 + t 2 ) 2 in (2.12), which resulted from squaring part of the integrand in (1.7), is now generalized to
in (4.4). The integral in (4.1) can also be rewritten to contain the above expression. To the best of our knowledge, (4.4) is the only other integral of this type, besides Ramanujan's (4.1), that has been studied up to now. Several new integrals of this type are presented next. Note 4.3. As mentioned above, Koshlyakov made use of the idea of squaring the functional equation for ζ(s) in order to obtain some new transformations through the existing ones. These include Hardy's formula [15] , rephrased in a compact form given by Koshlyakov [22, Equations (14), (20)]:
Koshlyakov [22, Equations (36) , (40)] squared the term Ξ(t/2)/(1 + t 2 ) in the integral on the extreme right above and obtained the following result
where γ 1 is the Stieltjes constant defined by
In his work, Koshlyakov did not consider one variable generalizations of the type in (4.1) and (4.4) of any of his formulas. The next result presents a generalization of (4.7) where Ξ 2 (t/2)/(1 + t 2 ) 2 is generalized to
1 In equation (40) in Koshlyakov's paper, there is a minus sign missing in front on the right-hand side.
Furthermore, the reciprocal of cosh 1 2 πt is replaced by a product of four gamma functions.
Theorem 4.5. Assume −1 < Re z < 1 and let γ, γ 1 and K ν (z) be as before. Define
Then, for α, β > 0 and αβ = 1,
.
and define
The series
, along with some of its special cases, is treated at length in [5] . The special case z = 0 of the above theorem is interesting enough to be singled out.
Corollary 4.7. Let α, β > 0 and αβ = 1. Then
Using Voronoï's identity [34, Equations (5), (6)] (4.14)
the above transformation is written in an equivalent different form. It should be pointed out that these identities also appear in Ramanujan's Lost Notebook [32, p. 254 ] (see also [3, Equation (4.1)]). This is now rephrased into yet another form. This provides an interesting modular-type transformation between two double integrals as shown below. 
An identity of the same type as (3.5) was established by W. L. Ferrar [11] , written below in the form provided in [9] . For α, β > 0, αβ = 1, we have:
The next theorem gives a generalization of Ferrar's result (4.16).
Theorem 4.9. Assume −1 < Re z < 1 and define (4.17)
Then, for α, β > 0, αβ = 1,
Note 4.10. The special value z = 0 gives the identity
where the function F(x, 0) has the explicit form
and where γ, γ 1 and d(n) are as before.
Proofs
The Mellin transform
is defined for a locally integrable function f . The existence of F depends on the asymptotic behavior of f at x = 0 and ∞. In detail, if 
For more details, see pages 79 − 83 in [29] . The basic idea in the first method employs self-reciprocal functions. These are functions that are reproduced after integration against a kernel. The key formulas required here are the remarkable identities derived by Koshlyakov [23] for
where
are the functions introduced by G. H. Hardy. It is easy to see that the above identities actually hold for − 
Proof. The Mellin transform of the modified Bessel function K z (x), given in (2.8), is (5.10)
for Re s > ± Re z and a > 0. This yields
for Re s > ± Re 
for ± Re z < Re s < 3 2 , which produces 
for − Re z 2 < Re s < 
The next statement shows how to produce functions self-reciprocal with respect to the kernel (5.15). 
where F (s, z) is a function satisfying F (s, z) = F (1 − s, z) and is such that the above integral converges. Then f is self-reciprocal (as a function of x) with respect to the kernel
Proof. Apply Parseval's identity (5.4) to the product of the functions f (x, z) and g(x, z) = 2π cos 
where C is the line Re s = c and ± Re z 2 < c < min 
This last line is f (y, z) and the result has been established.
Corollary 5.4. Let f (x, z) be as in the previous theorem. Then, if α, β > 0 and αβ = 1 and −1 < Re z < 1,
Proof. The identity (5.6) produces (5.19)
Thus,
where the interchange of the order of integration can be easily justified. Now apply (5.16) and use the fact αβ = 1, to deduce (5.18).
The next statement admits a similar proof as the previous theorem. 
Corollary 5.6. Let f (x, z) be as in the previous theorem. Then, if α, β > 0 and αβ = 1 and −1 < Re z < 1,
Proof. The proof of similar to that of Corollary 5.4, so details are omitted.
The proofs of the theorems stated in Section 4 are given now. In the proofs below, the convergence of the integrals involving the gamma function can be easily proved using Stirling's formula for Γ(s), s = σ +it, in a vertical strip α ≤ σ ≤ β given by 
The line integral above is evaluated using (5.10) that gives
Then the residues at the poles are computed using
This shows f (x, z) = Φ(x, z). Corollary (5.6) now establishes the first equality in (4.12).
The equality between the extreme left and right sides of (4.12) is establihsed next. The invariance of the latter under α → 1/α then easily establishes the other equality, thus giving another proof of the transformation.
The proof begins by replacing s by s + 1, a by 2πα and z by z/2 in (5.10) to obtain
for Re s > −1± Re 
to express each of Γ(s ± z/2) as a product of two gamma factors and obtain
The integrand is now expressed in terms of the Riemann ξ-function (1.5) with c = 1 2 and −1 < Re z < 1. This yields
The last step is to use the identity
established in [8] , with f (z, t) = φ(z, it)φ(z, −it), to rewrite the integral on the right side of (5.34). Taking
Finally, the integrand on the right side can be simplified, using Γ(u + 1) = uΓ(u), to the form given in (4.12). This completes the proof.
Proof of Theorem 4.8. In view of Corollary 4.7, it suffices to show that
The proof begins with an auxiliary result.
Lemma 5.7. For α, t > 0, we have
(5.39)
Proof. Let z = 0 in (5.30) to see that for λ = Re s > −1,
It is well-known that for Re s > 1,
Let y = 2πx/t with t > 0 to obtain
for λ ′ = Re s > 1. Using (5.40), (5.42) and Parseval's identity (5.4), for −1 < c = Re s < 0, give
Now use the functional equation (5.17) and a variant of the reflection formula for the gamma function, namely,
in the above equation and simplify to deduce that
Next, shift the line of integration from Re s = c, −1 < c < 0, to Re s = c ′ , 0 < c ′ < 1/2 and apply the residue theorem by considering a rectangular contour. In doing so, one needs to consider the contribution from the pole of order 1 at s = 0. Noting that the integrals along the horizontal segments of the contour tend to zero as the height tends to ∞, gives
To evaluate the above integral, first use (5.12) with z = 0, a = 2 and s replaced by s + 1 so that for
The next steps employs a formula of Kloosterman [33, p. 24-25 , equations (2.9.1), (2.9.
2)], for 0 < d ′ = Re s < 1,
Replacing x by 1/x in the above formula, produces A proof of (5.38) is presented next.
Proof. Let (5.50)
Page 254 in the Lost Notebook [32] (see also equation (4.1) in [3] ) gives
Hence 
Then (5.53) and the above formula with w = 1, ν = 0 and m = 2πα converts (5.52) to 
for Re ν > −1 and Re a > | Im b|. Substitute (5.58) on the extreme right of (5.57), and then use (5.59) with ν = 0, a = 2πy and b = 2πtα in the resulting equation to see (after simplification) that 
on the extreme right of (5.60) to prove (5.38).
Proof of Theorem 4.5. The first proof uses Theorem 5.3 with F (s, z) = Γ (s + z/2) Γ(1 − s + z/2). This requires the evaluation of
for − Re 6. A generalization of a series of Koshlyakov Koshlyakov [18] considered the function
and used it to give a short and clever proof of the Voronoï summation formula. In [18, Equation 5 ], he established the identity
The reader will find in [10] how to establish (6.2) using (4.14). Koshlyakov [20, Equation (6) ], [22, Equations (21) , (27) ] showed that
See [10] for the proof of the equivalence of the formula in Theorem 3.4 and (6.3) without appealing to the integral involving the Riemann Ξ-function in the identities. Koshlyakov [19, Equations (8) , (24)], [21, Equation (15)] also found another transformation involving Ω(x), namely,
A new generalization of Ω(x), defined by (6.5) 
is validd for c = Re s > 1± Re z 2 . The special case z = 0 was given by Koshlyakov [21, Equation (11) ] and the details for deriving the general case are similar to this special case.
The function Ω(x, z) plays an important role in deriving a simpler proof of the generalization of the Voronoï summation formula. See [4] for details. 
where ζ(z, x) is the Hurwitz zeta function.
Related work of Guinand and of Nasim
The work presented here is related to results of Guinand and Nasim. These are presented next. Guinand [13, Theorem 6 ] (see also [14, Equation Here f (x) satisfies appropriate conditions (see [13] for details) and g(x) is the transform of f (x) with respect to the Fourier kernel Note that up to a constant factor, the above kernel is the same as the one used in (5.6). C. Nasim [25, 26, 27] also derived transformation formulas similar to (7.1).
As an application of (7.1), note that for z fixed and −1 < Re z < 1, one obtains (4.3) by taking f (x) = K z 2 (2παx), and then using (5.6) with ν = z/2 and (5.17). This is the simplest example of (7.1), since here f (x) = g(x). The disadvantage of (7.1) is the difficulty in obtaining other explicit examples. Note that Guinand [14] does not give any particular example of (7.1)
3 . The production of a function g requires the explicit evaluation of the integral Instead, considering transformations between two integrals, as done here, one can construct a variety of explicit examples. These are shown in Theorems 4.5, 4.6 and 4.9. Also in order to explicitly find a transformation using (7.1), one has to start with a proper f . A priori, it is hard to conceive of an f which would lead to an elegant transformation. The advantage in our case is that the results are obtained by considering known transformation formulas in the literature. Thus, one does not have to begin with an unnatural choice of f .
Future developments
The results presented here deal with modular-type transformations which result from squaring the functional equation of ζ(s), or equivalently, those, whose associated integrals involving the Riemann Ξ-functions have Ξ 2 (t/2) (1+t 2 ) 2 in their integrand. These can be extended by taking higher powers of the functional equation, or equivalently, by taking Ξ m (t/2) (1+t 2 ) m in the integrand of the associated integrals. The consequences of this extension are discussed in a particular example.
In view of Hardy's result (4.5) and Koshlyakov's result (2.12), it is also possible to evaluate the integral 
