Abstract-The edited technique is of great importance in pattern recognition. The classical edited fuzzy technique use fuzzy k nearest neighbors(FKNN) to take out some useless samples which was classified erroneously in the editing process. In this paper, a proposed edited fuzzy k nearest neighbors based on threshold is developed, which not only consider the maximum membership value but also consider that whether the maximum value is bigger than the given threshold value. We use refer samples to classifier the test samples by FKNN, in which we not only select samples classified correctly but also consider the maximum membership value. That is, threshold value is used to take out some samples that was unreliable. Several comparisons are made between the proposed edited FKNN and the classical edited FKNN, which shown that the proposed method is better then the classical method.
I. INTRODUCTION
Pattern classification is a method capable of discriminating patterns, it is an approach to supervised learning in pattern recognition [13] . In pattern classification, instance selection plays a great role in improving recognition rate and reducing the size of samples set. Instance selection is to reduce the original training set to smaller one. Through the process of instance selection, some unreliable samples are removed, and it also reduce the computation complexity and storage space.
At present, there are many schloars researching the theory of instance selection. Several methods such as edited KNN [4] , edited technique for genetic algorithm [7] , unlabel data [6] , evolutionary prototype selection [5] , comparison result [8] [9] , edited FKNN [13] , NNR through proximity graphs [14] , NNR using a two-layer perception [16] , were proposed to reduce the number of instances in the training set. Some methods extract only unreliable samples while others try to remove as many instances as possible without significant degradation of the reduced dataset for learning [8] .
In this paper, we mainly study and develop edited FKNN algorithm [10] . Edited FKNN is to improve recognition performance by using an editing procedure to reduce the number of preclassified samples. It first divided the training set into two subset: refer set and test set. Then each sample in the reference set is classified using FKNN. Finally, all the samples misclassified are then deleted from the reference set. In the procedure of edited FKNN, its editing criterion is whether the estimate class label, i.e., the class label of maximum membership value, is equal to class label or not.
In this paper, we adopt edited FKNN by the threshold value to filter the data sets. In Edited FKNN, it just only consider what category does the maximum membership value come into. In this paper, besides what category does the maximum membership value come into, we also consider if the maximum membership value is large enough. If the maximum membership value is large enough, it means that the sample almost belong to certain class, otherwise the sample may be on the boundary of multiple classes. We use refer samples to classifier the test samples by FKNN, in which we not only select samples classified correctly but also consider the maximum membership value is large enough or not.
II. PRELIMINARIES
In the following we review briefly two preliminary theory: FKNN and Edited FKNN.
A. FKNN
FKNN was first proposed by Keller[10] to solve a problem that each of the labeled samples is given equal importance in deciding the class memberships of the patterns to be classified. The advantage in FKNN is that the degree of membership in a set can be specified, rather than just the binary [2] , [11] , [12] . This algorithm firstly finds K nearest neighbors to each testing sample according to dissimilarity measure, give a initial membership of labeled samples, and then makes a decision according to the labeled neighbors, usually by assigning the label of the most voted class among these K neighbors.
Let K be the number of nearest neighbors, and 
Step4. Gather the labels of the K nearest neighbors } , , , { 
B. Edited FKNN
Edited K Nearest Neighbor (EKNN) algorithm was created in 1972, whose main idea is to remove the given instance if its class does not agree with majority class of its neighbors. Let θ of X by using the edited data [13] .
We divided D into two subsets 
Step4. According to Step3, Step4, Step5 in the section II.(A).
Step5. Delete Z from testing set 2 D if the estimated category max j is different from the class label θ of Z , otherwise reserve Z in testing set 2 D .
Step6. Do Step3, Step4, Step5 in this section until all the samples in 2 D are estimated. Then the updated testing set is the edited set that we are looking for.
From the above algorithm, we see that through the edited technique testing set can be updated continuously.
III. THE EDITED FKNN CLASSIFIER BASED ON THE

THRESHOLD
In this section, the novel parts of Edited FKNN based on the threshold is described. It is the extension of EFKNN. In EFKNN, membership value was used to assign a value to every sample in each class, which indicates the degree to which the element belongs to a fuzzy set. Next, we estimate the category of the sample according to the maximum membership value. However, in that process, some samples may be in the boundary of multiple class, and its maximum membership value may be small. From the classification view of point, these samples are usually unreliable or useless which should be deleted from the testing set. If we still follow EFKNN technique, i.e., follow the rule of the maximum membership, some boundary samples will be reserved in the testing set. That isn't what we wanted and isn't the desired result.
According to the algorithm in section 2. 
Step4. Do Step3, Step4, Step5 according to algorithm in the part B of section II.
Step6. Do Step3, Step4, Step5 in this section until all the samples in 2 D are estimated. Then the updated testing set is the edited set that we are looking for. We use reference set to classify the testing set by FKNN, in which we not only select samples classified correctly but also consider the maximum membership value. Threshold value α is used to control the size of the maximum membership value. Through the use of threshold value some boundary samples or noise samples can be taken out of reference set. On the whole, the updated reference set is more "clean", and each labeled sample in reference set can accurately represent its class. For the edited technique, the use of threshold value must be more reasonable and suitable. In the next section, experiment will demonstrated its superiority.
IV. EXPERIMENT
The classical EFKNN and the proposed EFKNN respectively are used to classify the same testing set in the experiment. We desire to show the proposed method by the comparison experiment.
A. Date set
In this section, we will evaluate the performance of EFKNN classifier based on threshold value using two different synthetic data. A two(three)-dimensional synthetic data set DA(DB) for a three(four)-class problem is generated as follows. Each class has 2000(4000) patterns which were independent and identically distributed (i.i.d), drawn from a normal distribution having mean as Table. 1).
In the experiment, 3000 samples in DA are used to be the training set DATR, and the other 3000 samples are used to be the testing set DATE. Likewise, 8000 samples in DB are used to be the training set DBTR, and the other 8000 samples are used to be the testing set DBTE. In the training set DATR(DBTR), 1500(4000) samples are used to be the reference set DATRRE(DBTRRE), and the other 1500(4000) samples are used to be the testing set DATRTE(DBTRTE), i.e.,
(note that the testing set DATE(DBTE) is different from the testing set DATRTE(DBTRTE), DATRTE(DBTRTE) is used to edit samples in training procedure, while DATE(DBTE) is used to be the testing samples for getting recognition rate ). (see details in Table. 1, Table. 2).
B. Ddiscussion
We respectively use edited testing samples and the modified edited testing samples to classify the same testing samples DATE(DBTE) so as to compare their recognition rate. The followingTable.3, Table. 4, Figure. We first edit testing set DATRTE(DBTRTE) by EFKNN and EFKNN based on the threshold. In the experiment, the threshold α that we assign is 0.5 and 0.6.
Then the edited testing set DATRTE(DBTRTE) was used to classify the testing set DATE(DBTE) by FKNN. Their respective retention rate and recognition results are shown in Table.3, Table. 4.
From the Figure. 1, we see that the recognition rate of EFKNN based on the threshold is higher than EFKNN, where K from 1 to 10. As the threshold value α increase, the requirement of edit is been advanced. If its class does not agree with majority class of its neighbors and its size of membership value is not big enough, i.e., the degree of membership for the sample of the estimated class must big enough such as α , the sample will be deleted from the testing set. That is, those who remained absolutely belong to certain class. It is clearly that the improved method does eliminate a lot of boundary samples and unreliable samples. The experimental results show the proposed method outperforms the original methods with respect to each K .
V. CONCLUSION
In this paper, we have presented an algorithm based on the view that the threshold value is used to control the size of the maximum membership value in EFKNN, i.e., the maximum membership should be big enough. Through the use of threshold value some unreliable samples literally taken out from the training set. As seen from the experiment, the method based on the threshold value is really more reasonable and suitable. 
