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note presents a dynamic programming formulation 
for the one machine sequencing problem. For each job the 
following ate given: 
(i) an arbitrary cost function of its completion time, 
(ii) a processing time, 
(iii) a set-up cost and a set-up time if this job is the V~rst of 
the sequence. 
For each pair of jobs are given: 
(iv) a change-over cost and a ch,nge-over time. 
This formulation contains two formulations of Held and 
Katp as special cases. 
1. Introduction 
In practical s-~heduling situations one frequently 
meets problems where the cost function ci(t) of the 
completion time t associated with each job i is not 
nondecreasing, contrary to the assumptions of many 
authors with the exception of [ 1]o 
For example, let r > 0 denote the net return on 
investment per unit of time, ~ > 0 the increase in 
value of job i at its completion time ar.d wi > 0 the 
costs of late delivery per unit of time for job i, then 
ci(t) is given by 
ciCt) = rZ" max[O, d+ - t] + wi max[O, t - di] 
for t~O,  
ci(t) = 0 otherwise. 
In this rather ealistic ase ci(t) is for t t> 0 clearly 
a decreasing function of t before and an increasing 
function of t after the due date di. In addition, cost: 
functions of this type are usually accompanied by 
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sequence dependent change-over costs and times and 
job dependent set-up costs and times. 
A dynamic programming formulation will be given 
below, which finds a sequence minimizing the total 
costs in such cases. This formulation takes into ac- 
count the fact that the change-over times and set-up 
times affect the completion times of the jobs and 
consequently the total costs via the cost functions 
ci(t). 
2. Dynamic programming formulation 
Suppose n jobs have to be sequenced on one ma- 
chine with a cost function ci(t) of the completion 
time t and a processing time P1 ~> 0 specified for each 
job. If job i E { 1 ..... n} is she first job of the sequence 
then a set-up cost aoi is incurred and a set-up time 
sm/> 0 is required. With each pair (], k) of jobs are 
associated a change-over cost ajk and a change-over 
time sik i> 0. It is assumed that all jobs are available 
at t = 0, no interruption of jobs is allowed and that 
the machine is in constant use. Our starting points 
are the first two dynamic programming formulations 
presented in [ 1 ]. The notation of reference [ 1 ] is 
adapted and extended here. 
In summary: 
S: a nonempty subset of {1 ..... n}, 
S - k: the subset o rs  obtained by deleting k 
from S, 
C(S): the minimum total cost over the set of all 
permutation sequences of the elements of S, 
'C(S, k): the same quantity as C(S) with k E S 
prespecified as the last sequenced job, 
T(S): the total processing time required by a se- 
quence attaining C(S) and 
T(S, k): the same quantity as C(S) with k E S pre- 
specified as the last sequenced job. 
The first DP-formulation i [ 1 ] assumes a# = sii = 0 
for all i and L Hence only the cost functions ci(t) and 
the processing times Pi are involved. The recurrence 
relations yielding an optimal sequence of the n jobs 
are 
c(s) -- rain [c (s  - k) + ok( Pj)I 
k~S i~S 
where C(O) c £0. 
The second DP-formulation i [ 1] assumes 
ci(t) - 0 and sq = 0 for all i and • Hence only the 
change-over and set-up costs aij are involved. In this 
(1) 
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case an optimal sequence is obtained by the recur- 
rence relations: 
C(S, k) = aek 
C(S,k)= nCm 
mES- -k  
The following lemma shows that (1) is equivalent 
to a third formulation i which state space is identical 
to the state space of formulation (2). 
Lemma 2.1. DP-formulation (1) is equivalent to 
for s = {k} ,  
[C(S - k, m) + amk] otherwise. (2) 
C($, k) = min [C($ - k, m) + ck(~ Pi)], 
mE$-k  /6. ,  ¢
C(5 ' )  = min [C($, k)], (3) 
kE,.~ 
where C(~ , k) ag:D for k = I, ..., n. 
Roof ,  Since ~i~s P1 is independent of the ordering 
in S, (3) is equivalent to 
C(S) = t,~smin [raE$_kmin [C(S  - If, m) + ck(i~s pi)] ] = 
= m;r [C(S - k) +'ck(~ Pi)]"  I"-I 
By this result (1) and (2) may i:e combined to the 
DP-formulation below, which determines an optimal 
sequence for the case tb~t arbitrary cost functions 
ct(t), i = 1, ..., n, change.over costs ail, i = 1, ..., n, 
/ = 1 .... , n and set-up costs aoi, ] = 1, ..., n are given. 
The recurrence r lations become 
C($, k) =aok +ek(pk) forS = {k} 
C(S, /') = rain [C(S - k, m) + ek(T($ - k) + Pk) 
m~$-k  
+ amk] otherwise, 
C(S) = rain [C($, k)] (4) 
kES 
where 
r(s_k) d- pi. 
If the change-over and set-up times are not negligible 
they may be included in formulation (4) by exploit- 
ing the fact that T(S - k) may depend on m in (4). 
This results in the following DP-formulation for the 
general case 
C(S, k) =aok +Ck(Pk +SoD forS = {k} 
C(S, k) = min [C(S - k, m) + c(T(S - k, m) 
m~-k  
+Sink + Pk) + amk] otherwise, 
c(s )  = rain [C(S, k)]. 
In (5), T(S - k, m) is def'med by 
(5) 
T(S - k, m) = Sore +Pm for S - k = {m } , 
T(S - k, m) = T(S - k - m, /*) + $]*,m +Pro 
otherwise, 
where ]* E S - k - m is the index of the last sequen- 
ced job in an optimal sequence for the set S - k - m. 
An Algol-60 computer program based on this foi-- 
mulation has been written. In this program the cost 
functions ci(t) are assumed to be continuous and to 
consist of 3 hnear pieces for t I> 0. The number of 
jobs that can be handled by it, is bounded by the 
storage requirements which ameun.: to 
n 
°2 .  
A 10 job problem takes a computing time of about 
8-see on a DEC system-10. The program has been a 
useful tool in checking heuristic procedures developed 
for problems of a larger size. 
3. llhstrath~e example 
The example is gradually built up in three versions. 
These three versions are solved respectively by the 
recurrence r lations (3), (4) and (5). 
Version I
The cost functions for the n = 10 jobs are given by 
ci(O = 
I qi 
qi - ~ti t for O < t < Qi , 
L : , ( t  t2,) f°rt>~t2, ,  
otherwise. 
The fact that ci(t) = 0 for tl i < ; < t2i reflects a
tolerance in the due date. The numerical values of 
Table 1 
~_metical data for version I
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Table 2 
The m~rix (at~) containing 
Job qt wi t it t2t Pi 
1 22 2,0 18 20 8 
2 27 4,0 13 15 15 
3 4 1~ 6 8 12 
4 18 2~ 15 17 5 
5 $ 2~ 6 8 2 
6 27 3,2 15 17 5 
7 43 2~ 42 44 15 
8 16 1~ 33 35 10 
9 8 4~ 51 53 9 
~0 18 3~ 55 57 7 
Optimal sequence: 5-2-6-4-1-8-9-10-7-3. 
Minimum cost : 313,83. 
the change-over and set-up costs 
i ] 1 2 3 4 5 6 7 8 9 10 
0 8 10 12 14 16 18 2 4 6 8 
1 0 10 4 14 12 6 10 14 14 12 
2 8 0 16 6 10 4 2 8 10 16 
3 2 6 0 8 12 16 2 4 14 12 
4 8 4 2 0 4 14 12 8 6 4 
5 10 14 6 16 0 18 14 6 10 4 
6 14 10 10 12 14 0 16 18 12 14 
7 18 6 6 4 16 10 0 14 10 10 
8 14 16 12 12 14 4 2 0 16 $ 
9 4 14 8 18 14 6 12 10 0 18 
10 2 8 2 4 6 14 16 12 12 0 
Optimal sequence: 5-2-64-1-9-8-10-3-7 
Minimum cost : 421,43. 
qt, wt, tit, t2t andpt,  i = 1 .... ,10  are presented in 
Table 1. 
Version 2 
The (n + 1) X n matrix (aii) containing the change- 
over and set-up costs is added to the data of version 1 
(cf. Table 2). 
Version 3 
The (n + 1)X n matrix (si/) containing the chanfe- 
over and set-up times is added to the data of version 2, 
Each entry sij is related to atj by 
sti = aij/ 5 . 
Optimal sequence: 2-6-4-5-10-9-1-3-8-7. 
Minimum cost 589,31. 
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