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Abstract
Let G be a graph with a perfect matching M . The forcing number of M is the smallest number
of edges in a subset S ⊂ M such that S is contained in no other perfect matching of G. We
present methods for determining bounds on forcing numbers and apply these methods to *nd
bounds for the forcing numbers of stop signs. A consequence of our main result is that every
perfect matching of a stop sign of size (n; k) contains at least n disjoint alternating cycles.
c© 2002 Elsevier B.V. All rights reserved.
1. Introduction
Let M be a perfect matching of a graph G. A subset S ⊂M forces M if S is contained
in no other perfect matching of G. The forcing number of M , denoted ’(M), is the
minimum number of edges in such a subset S [1]. Previous work on bounds for forcing
numbers includes sharp upper and lower bounds for forcing numbers of square grids
[2], and lower bounds for forcing numbers of the torus and even dimensional hypercube
[3].
The (n; k) stop sign (k6n − 1) is the region obtained from the 2n× 2n square
grid by deleting the squares along the k diagonals closest to each of the four corners
(see Fig. 1). Because stop signs generalize both Aztec diamonds and square grids,
there has recently been growing interest in questions about random tilings and domain-
boundaries for these regions. One such question concerns the behavior of the arctic
circle in the (n; k) stop sign as k increases, gradually turning the square into the Aztec
diamond.
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Fig. 1. (5; 3) stop sign.
The main result here is the derivation of sharp bounds for the forcing numbers of stop
signs. These bounds are interesting because they shed some light on the combinatorial
structure of stop sign domino tilings, and thus highlight a new connection between
domino tilings of square grids and Aztec diamonds.
1.1. Lower bounds
Denition 1.1. For a graph G and a perfect matching M of G, an alternating cycle
in G is a cycle in which the edges alternate between edges in M and edges in G\M .
Let c(M) denote the maximum number of disjoint alternating cycles in M .
Note that a forcing set S ⊂M must contain an edge from every alternating cycle
of M . Otherwise, if C is an alternating cycle with S ∩C = ∅, then S can be extended
to another matching M ′ by taking those edges in C not belonging to M . It follows
that ’(M)¿c(M). The following proposition shows the reverse inequality is also true
for certain graphs.
Proposition 1.2 (Pachter and Kim [2]). For any matching M of a planar graph G,
’(M)= c(M).
We now introduce some notation and state a lemma from [3] that we will use to
prove our main result. In what follows, we assume G is a bipartite graph with partite
classes A= {a1; a2; : : : ; am} and B= {b1; b2; : : : ; bm}, and M is a perfect matching of G
with edges ei = {ai; bi} for each 16i6m.
Denition 1.3. Let ABk denote the set of vertices {bk ; bk+1; : : : ; bn} and for a subset
of vertices U , let N (U ) denote the set of neighbors of U in G. The excess of set
U ⊆V (G) is e(U )= |N (U )| − |U | and the maximum excess of B is the maximum
value of e( ABk) over all k.
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Fig. 2. Diagonal boundaries for square and hexagonal grids.
Lemma 1.4 (Riddle [3]). The forcing number of a perfect matching M of a bipartite
graph is bounded below by the smallest possible maximum excess of either partite
class over all orderings of edges of M.
1.2. Upper bounds
In this section we derive upper bounds on ’(M) for subsets of square and hexagonal
grid graphs. For these graphs, it will be convenient to consider the perfect matching
M as a tiling T of the dual graph G∗, where each vertex is associated with a re-
gion and each edge with a tile. Matchings on the square grid correspond to domino
tilings. Results for matchings on hexagonal grids, which correspond to lozenge tilings
of triangular grids, can be derived similarly.
For any tiling T of these regions, the de*nitions for ’(T ), alternating cycles, and
maximum excess in G∗ follow directly from their counterparts in the corresponding
matching M of G.
Denition 1.5. De*ne diagonal boundaries of square grids to be the lines of Fig. 2.
For any subset R of these regions, the diagonal boundaries of R are the diagonal
boundaries restricted to R.
The following lemma provides upper bounds for forcing numbers on tilings of subsets
of these two regions using diagonal boundaries.
Lemma 1.6. Let R be a subset of the square grid which allows a tiling by dominoes.
For any tiling T of R, ’(T ) is bounded above by the number of tiles of T which
cross the diagonal boundaries of R.
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Fig. 3. Diagonal boundaries Ei and Fj for the (6; 4) stop sign.
Proof. Let S be a connected set of tiles in T such that no diagonal boundary of
the square grid cuts any tile in S. By the construction of the boundaries, the only
possibility for the tiles in S is a staircase pattern, implying S cannot contain a cycle.
Therefore, any alternating cycle of T contains at least one tile which crosses a diagonal
boundary of R (Fig. 3). This implies c(T ) is bounded above by the number of tiles in
T crossing the diagonal boundaries of R. Now, since ’(T )= c(T ) for planar regions
by Proposition 1.2, it follows that ’(T ) is also bounded above by the number of tiles
crossing the diagonal boundaries of R.
2. Forcing numbers of stop signs
We now prove our main result. Recall that the (n; k) stop sign (k6n − 1) is the
region obtained from the 2n× 2n square grid by deleting the squares along the k
diagonals closest to each of the four corners. Throughout the remainder of the paper,
the squares in the southwest most diagonal of the stop sign will belong to partite class
B and colored black.
Theorem 2.1. For any tiling T of the (n; k) stop sign,
n6 ’(T )6
{
(n− k2 )2 for k even;
(n− k−12 )(n− k+12 ) for k odd:
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Proof. Let r= (2n−k−1)=2; s= (2n−k−1)=2. Consider the diagonal boundaries
E0; E1; E2; : : : ; Er and F1; F2; : : : ; Fs in Fig. 3.
For 16i6r, let Gi denote the squares between boundaries E0 and Ei. Since there
are i more white squares that black squares in the region Gi and since any tiling must
cover the same number of black and white squares, exactly i tiles of T must cross Ei.
By symmetry, exactly j tiles of T must cross Fj for each 16j6s. Now Lemma 1.6
implies
’(M)6
r∑
i=1
i +
s∑
j=1
j
=
r(r + 1)
2
+
s(s+ 1)
2
=
{
(n− k2 )2 for k even;
(n− k−12 )(n− k+12 ) for k odd:
For the lower bound, we prove that the maximum excess of the stop sign is bounded
below by n.
Fix a subset U ⊆B. Let Di denote the set of squares in B along the ith diagonal in
the northwest–southeast direction and let D′i denote the set of squares along the ith di-
agonal in the northeast–southwest direction. For any subset of squares E ⊆ Di, let f(E)
denote the |E| squares of Di closest to the southeast corner of the stop sign. Now, de-
*ne f(U )=f(D1 ∩U )∪f(D2 ∩U ) · · · ∪f(D2n−k ∩U ). Similarly, for any subset E′
of diagonal D′i , let g(E
′) denote the |E′| vertices of D′i closest to the southwest cor-
ner of the stop sign, and de*ne g(U )= g(D′1 ∩U )∪ g(D′2 ∩U ) · · · ∪ g(D′2n−k−1 ∩U ).
Intuitively, f “pushes” squares towards the southeast corner of the stop sign and g
“pushes” squares towards the southwest corner. See Fig. 4.
Claim. For U ′=f(U ) and U ′′= g(U ′), the excess of U;U ′, and U ′′ satisfy e(U )¿
e(U ′)¿e(U ′′).
Since |U |= |U ′|= |U ′′|, it suHces to show |N (U )|¿|N (U ′)|¿|N (U ′′)|. Now, N (U )
is a subset of partite class A and we can decompose A in the following way. Let Ci be
the set of squares in A along the diagonal between Di and Di+1 and let C′i be the set of
squares in A along the diagonal between D′i and D
′
i+1 (C
′
0 and C
′
2n−k−1 will denote the
extreme diagonals). Any square in Ci ∩N (U ) is a neighbor of some square in Di ∩U
or Di+1 ∩U or both. Let Na(Di ∩U ) denote the neighbors of Di ∩U in Ci and let
Nb(Di+1 ∩U ) denote the neighbors of Di+1 ∩U in Ci. Similarly, let Na(D′i ∩U ) denote
the neighbors of D′i ∩U in C′i and let Nb(D′i+1 ∩U ) denote neighbors of D′i+1 ∩U in
C′i . Then
|Ci ∩ N (U )|¿max {|Na(Di ∩ U )|; |Nb(Di+1 ∩ U )|}
¿ |Ci ∩ N (U ′)|
¿max {|Na(D′i ∩ U ′)|; |Nb(D′i+1 ∩ U ′)|}
¿ |C′i ∩ N (U ′′)|:
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Fig. 4. U , f(U ), and g(f(U )).
Since |N (U )|=∑2n−k−1i=1 |Ci∩N (U )|, |N (U ′)|= ∑2n−k−1i=1 |Ci∩N (U ′)| and |N (U ′′)|
=
∑2n−k−1
i=0 |C′i ∩N (U ′′)|, it follows that |N (U )|¿|N (U ′)|¿|N (U ′′)|.
For the *nal step in the proof, notice that if U ⊆B is such that U ′′= g(f(U )) has
at least one square on each diagonal Di for 16i6n and no squares on the diagonals
Di for i¿n, then e(U ′′)¿n. This is because for any such set U ′′, each set of squares
Di ∩U ′′ (16i6n) has at least one more neighbor on the diagonal above it (Ci) than
squares in the set itself. This implies e(U )¿e(U ′′)¿n. Thus, given a tiling of the
stop sign and an ordering on the tiles, take the *rst value of k such that g(f(Bk)) has
at least one square on each diagonal Di for 16i6n. Since k is chosen to be the *rst
such value, U ′′ cannot contain any squares on diagonals Di for i¿n. Then e(Bk)¿n
and the lower bound follows by Lemma 1.4.
We observe that the square and the Aztec diamond are the two limiting cases of stop
signs in the 2n×2n square (corresponding to k =0 and n−1) and that the lower bound
remains the same as we move from the square to the Aztec diamond. The following
*gures show that both the lower and upper bounds for stop signs are sharp as we move
between the square and Aztec diamond.
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In general, the tiling which demonstrates the upper bound is sharp in the (n; k) stop
sign is constructed by taking the all-vertical tiling of the rectangle of size
2n − k=2× 2n − k=2 within the stop sign along with the remaining forced tiles.
(This rectangle is the one for which the product of its side lengths is maximized).
The following corollaries follow immediately:
Corollary 2.2. For any matching M of the 2n× 2n square grid,
n6 ’(M)6 n2:
Corollary 2.3. For any matching M of the Aztec diamond of order n,
n6 ’(M)6
{
n(n+2)
4 for n even;
(n+1)2
4 for n odd:
Applying Proposition 1.2 we also obtain
Corollary 2.4. Every perfect matching of an (n; k) stop sign contains at least n dis-
joint alternating cycles.
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