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Abstract
We obtain a q-analog of a well known Sahi result on the joint spectrum of
S(GLn ×GLn)-invariant differential operators with polynomial coefficients on the vec-
tor space of complex n× n-matrices.
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1 Introduction
Start with recalling some well-known facts. Denote by Matn the vector space of complex n×n-
matrices. The group K = S(GLn ×GLn) acts on Matn by
(u, v)Z = uZv−1, (u, v) ∈ K,Z ∈ Matn.
This induces the natural K-actions in the vector spaces C[Matn] of holomorphic polynomi-
als, D[Matn] of differential operators with constant coefficients, and PD[Matn] of differential
operators with polynomial coefficients. The well-known Hua theorem claims that
C[Matn] =
⊕
λ∈Λn
C[Matn]λ,
where Λn = {λ = (λ1, λ2, . . . , λn) ∈ Z
n
+|λ1 ≥ λ2 ≥ . . . ≥ λn} and C[Matn]λ is a simple finite
dimensional K-module with the highest weight
(λ1 − λ2, . . . , λn−1 − λn, 2λn, λn−1 − λn, . . . , λ1 − λ2). (1)
Similarly, D[Matn] =
⊕
λ∈Λn
Dλ, with Dλ ∼= C[Matn]
∗
λ (we are using here the standard pairing
between polynomials and differential operators with constant coefficients).
Let yν =
∑
i viwi ∈ PD[Matn], where {vi} is a basis in C[Matn]ν , and {wi} is the dual
basis in Dν . yν|C[Matn]λ is a scalar operator since C[Matn]λ is a simple K-module and yν is
K-invariant. Sahi arranges studying an explicit formula for these scalars [11], [5, Proposition
3.3]:
yν |C[Matn]λ = sν(λ1 + n− 1, λ2 + n− 2, . . . , λn−1 + 1, λn), (2)
where the factorial Schur polynomial sν associated to a partition ν = (ν1, . . . , νn) is defined by
sν(x1, x2, . . . , xn) =
det
(
νj+n−j−1∏
m=0
(xi −m)
)
1≤i,j≤n∏
i<j
(xi − xj)
,
(see [2, 9]).
This paper presents a q-analog of this formula.
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2 The main statement
Let q ∈ (0, 1). All algebras are assumed to be associative and unital, and C is the ground field.
Recall that Uqsl2n is a Hopf algebra with generators {Ei, Fi, Ki, K
−1
i }
2n−1
i=1 and the Drinfeld-
Jimbo relations [3]
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1;
KiEi = q
2EiKi, KiFi = q
−2FiKi;
KiEj = q
−1EjKi, KiFj = qFjKi, |i− j| = 1;
KiEj = EjKi, KiFj = FjKi, |i− j| > 1;
EiFj − FjEi = δij
Ki −K
−1
i
q − q−1
;
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0, |i− j| = 1;
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0, |i− j| = 1;
EiEj − EjEi = FiFj − FjFi = 0, |i− j| 6= 1.
The coproduct, the counit, and the antipode are defined as follows:
△Ej = Ej ⊗ 1 +Kj ⊗ Ej , ε(Ej) = 0, S(Ej) = −K
−1
j Ej ,
△Fj = Fj ⊗K
−1
j + 1⊗ Fj, ε(Fj) = 0, S(Fj) = −FjKj ,
△Kj = Kj ⊗Kj , ε(Kj) = 1, S(Kj) = K
−1
j , j = 1, . . . , 2n− 1.
Equip the Hopf algebra Uqsl2n with an involution ∗:
(K±1j )
∗ = K±1j , E
∗
j =
{
KjFj , j 6= n,
−KjFj , j = n,
F ∗j =
{
EjK
−1
j , j 6= n,
−EjK
−1
j , j = n.
Uqsun,n
def
= (Uqsl2n, ∗) is a ∗-Hopf algebra. Denote by Uqk ⊂ Uqsl2n the Hopf subalgebra
generated by Ej, Fj , j 6= n, and Ki, K
−1
i , i = 1, . . . , 2n− 1.
Introduce a ∗-algebra Pol(Matn)q, which is one of the basic objects in the theory of quantum
bounded symmetric domains (see, for example, [13]). First, introduce a well-known quantum
analog C[Matn]q of the algebra C[Matn] of holomorphic polynomials on the matrix space (see,
for example, [4], chap. 9.2). It is defined by the generators zαa , a, α = 1, . . . , n, and the following
relations
zαa z
β
b − qz
β
b z
α
a = 0, a = b & α < β, or a < b & α = β, (3)
zαa z
β
b − z
β
b z
α
a = 0, α < β & a > b, (4)
zαa z
β
b − z
β
b z
α
a − (q − q
−1)zβa z
α
b = 0, α < β & a < b. (5)
Similarly, denote by C[Matn]q an algebra with the generators (z
α
a )
∗, a, α = 1, . . . , n and the
defining relations
(zβb )
∗(zαa )
∗ − q(zαa )
∗(zβb )
∗ = 0, a = b & α < β, or a < b & α = β, (6)
(zβb )
∗(zαa )
∗ − (zαa )
∗(zβb )
∗ = 0, α < β & a > b, (7)
(zβb )
∗(zαa )
∗ − (zαa )
∗(zβb )
∗ − (q − q−1)(zαb )
∗(zβa )
∗ = 0, α < β & a < b. (8)
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Let C[Matn ⊕Matn]q be an algebra with the generators z
α
a , (z
α
a )
∗, a, α = 1, . . . , n, and the
defining relations (3) – (8) and
(zβb )
∗zαa = q
2
n∑
a′,b′=1
n∑
α′,β′=1
R(b, a, b′, a′)R(β, α, β ′, α′)zα
′
a′
(
z
β′
b′
)∗
+ (1− q2)δabδ
αβ, (9)
where δab, δ
αβ are Kronecker symbols,
R(j, i, j′, i′) =


q−1, i 6= j & j = j′ & i = i′,
1, i = j = i′ = j′,
−(q−2 − 1), i = j & i′ = j′ & i′ > i,
0, otherwise.
Finally, let Pol(Matn)q denotes the ∗-algebra (C[Matn⊕Matn]q, ∗) with the involution given
by ∗ : zαa 7→ (z
α
a )
∗.
It is very important for our purposes that Pol(Matn)q is a q-analog of the algebra of differ-
ential operators with polynomial coefficients PD[Matn] mentioned in the Introduction. Indeed,
the latter algebra is derivable from Pol(Matn)q via the change of generators z
α
a → (1−q
2)−1/2zαa
and a subsequent formal passage to the limit as q → 1.
Pol[Matn]q can be equipped with a Uqsun,n-module algebra structure via such formulas (see
[13, Sec. 9,10]): for a, α = 1, . . . , n
K±1n z
α
a =


q±2zαa , a = n & α = n,
q±1zαa , a = n & α 6= n or a 6= n & α = n,
zαa , otherwise,
Fnz
α
a = q
1/2 ·
{
1, a = n & α = n,
0, otherwise,
Enz
α
a = −q
1/2 ·


q−1znaz
α
n , a 6= n & α 6= n,
(znn)
2, a = n & α = n,
znnz
α
a , otherwise,
and for k 6= n
K±1k z
α
a =


q±1zαa , k < n & a = k or k > n & α = 2n− k,
q∓1zαa , k < n & a = k + 1 or k > n & α = 2n− k + 1,
zαa , otherwise,
Fkz
α
a = q
1/2 ·


zαa+1, k < n & a = k,
zα+1a , k > n & α = 2n− k,
0, otherwise,
,
Ekz
α
a = q
−1/2 ·


zαa−1, k < n & a = k + 1,
zα−1a , k > n & α = 2n− k + 1,
0, otherwise.
In the sequel we are using standard results on finite dimensional Uqk-modules of
type 1, see [3]. As a Uqk-module, C[Matn]q =
⊕
λ∈Λn
C[Matn]q,λ, with C[Matn]q,λ be-
ing a simple finite dimensional Uqk-module with the highest weight given by (1). Also,
C[Matn]q =
⊕
λ∈Λn
C[Matn]q,λ, with C[Matn]q,λ ≈ C[Matn]
∗
q,λ as Uqk-modules. Then
(Pol(Matn)q)
Uqk =
⊕
ν∈Λn
Plν , Plν = (C[Matn]q,ν ⊗ C[Matn]q,ν)
Uqk, dimPlν = 1.
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Let {vj} ⊂ C[Matn]q,ν be a basis and {wj} ⊂ C[Matn]q,ν the dual basis. Then
∑
j vjwj ∈ Plν .
Introduce q-minors
z∧k JI
def
=
∑
s∈Sk
(−q)l(s)z
js(1)
i1
z
js(2)
i2
· . . . · z
js(k)
ik
,
I = {(i1, i2, . . . , ik)|1 ≤ i1 < i2 < . . . < ik ≤ n},
J = {(j1, j2, . . . , jk)|1 ≤ j1 < j2 < . . . < jk ≤ n}.
It can be verified easily that
vν = (z
∧n {1,...,n}
{1,...,n} )
νn
n−1∏
k=1
(z
∧k {1,...,k}
{1,...,k})
νk−νk+1
is a highest weight vector of C[Matn]q,ν. Consider a basis {vj} ⊂ C[Matn]q,ν that contains vν .
The isomorphism between C[Matn]q,ν and C[Matn]
∗
q,ν mentioned above can be chosen so that
the dual basis {wj} contains v
∗
ν . Introduce yν ∈ Plν by
yν =
∑
j
vjwj.
Denote by H a Pol(Matn)q-module with a generator f0 and defining relations
(zαa )
∗f0 = 0, a, α = 1, . . . , n,
and by TF the corresponding representation of Pol(Matn)q inH. The statements of the following
proposition are proved in [13].
Proposition 1 1. H = C[Matn]qf0.
2. H is a simple Pol(Matn)q-module.
3. There exists a unique sesquilinear form (·, ·) on H with the following properties:
i) (f0, f0) = 1; ii) (fv, w) = (v, f
∗w) for all v, w ∈ H, f ∈ Pol(Matn)q.
4. The form (·, ·) is positive definite.
5. TF is a faithful representation.
So, H is a pre-Hilbert space, and TF is an irreducible faithful ∗-representation.
Evidentally, H inherits the decomposition
H =
⊕
λ∈Λn
Hλ. (10)
Proposition 2 (D. Shklyarov) yνyλ = yλyν for all partitions ν 6= λ.
Proof. Commutativity is deduced from the faithfulness of TF and the simplicity of the sum-
mands in (10). 
As in the classical case, TF (yν)|Hλ are scalar operators for all ν and λ. The main goal of
this paper is to obtain an explicit formula for the scalars TF (yν)|Hλ.
Recall the notation of the q-factorial Schur polynomials [5]: for ν ∈ Λn
sν(x1, x2, . . . , xn; q) =
det
(
νj+n−j−1∏
m=0
(xi − q
m))
)
1≤i,j≤n∏
i<j
(xi − xj)
.
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Theorem 1 For all partitions ν, λ ∈ Λn
TF (yν)|Hλ = (−q)
Pn
i=1 νiqconst sν(q
2(λ1+n−1), q2(λ2+n−2), . . . , q2(λn−1+1), q2λn ; q2)
with const = −
∑n
i=1 νi(νi + 2n− 2i).
This theorem is a natural generalization of the following result. Let 1k
def
= (1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0).
Theorem 2 [1, Theorem 1] For all k = 1, 2, . . . , n and all λ ∈ Λn
TF (y1k)|Hλ = (−q)
kq−k
2−2k(n−k)
s1k(q
2(λ1+n−1), q2(λ2+n−2), . . . , q2(λn−1+1), q2λn; q2).
First, we prove some auxiliary statements.
Lemma 1 The subalgebra Pol(Matn)
Uqk
q is generated by the elements y1k .
Proof. Equip the Uqk-module (Pol(Matn)q)
Uqk with the natural grading
(Pol(Matn)q)
Uqk =
∞⊕
j=0
(Pol(Matn)q)
Uqk
j , (Pol(Matn)q)
Uqk
j =
⊕
ν∈Λn,|ν|=j
Plν .
Hence dim(Pol(Matn)q)
Uqk
j = #{ν ∈ Λn, |ν| = j}.
It follows from Theorem 2 that monomials {ya1
11
ya2
12
...yan
1n
} are linear independent. This
fact allows one to denote by C[y11, y12, ..., y1n] ⊂ (Pol(Matn)q)
Uqk the subalgebra in gen-
erated by the elements y11, y12, ..., y1n. It is easy to see that deg y1k = k. Hence
C[y11, y12, ..., y1n]
⋂
(Pol(Matn)q)
Uqk
j is a linear span of {y
a1
11
ya2
12
...yan
1n
|a1 + 2a2 + ... + nan = j},
and
dim(C[y11, y12, ..., y1n]
⋂
(Pol(Matn)q)
Uqk
j ) = #{a1, ..., an ∈ Z+|a1 + 2a2 + ...+ nan = j}.
So, dim(C[y11, y12, ..., y1n]
⋂
(Pol(Matn)q)
Uqk
j ) = dim(Pol(Matn)q)
Uqk
j , and (Pol(Matn)q)
Uqk is
generated by y11, y12, ..., y1n. 
The next statements concern symmetric polynomials and vanishing conditions in the spirit
of papers [6, 10] (for their classical analogs, see [5, 7, 8]). Recall some notations from [6]. Fix
non-zero real numbers q and t. For every λ ∈ Λn we define λ¯ = (q
λ1, qλ2t−1, ..., qλnt−n+1). We
use the following short notation: |λ| =
∑n
i=1 λi for λ ∈ Λn. Also, let mλ be the monomial
symmetric polynomial that corresponds to λ ∈ Λn. Recall that the usual order on Λn: for
λ, µ ∈ Λn we say λ ≥ µ if λ1 + ...+ λi ≥ µ1 + ...+ µi for all i = 1, ..., n.
Proposition 3 [6, Theorem 2.4] For every λ ∈ Λn there exists a unique symmetric polynomial
Pλ(z; q, t) in n variables such that Pλ(µ¯; q, t) = 0 for all µ ∈ Λn, |µ| ≤ |λ|, µ 6= λ, and which has
an expansion Pλ(z; q, t) =
∑
µ≤λ pλµmµ(z) with pλλ = 1.
Proposition 4 [6, Proposition 2.8] Pλ(z; q, q) = q
−(n−1)|λ|
sλ(q
n−1z; q).
Now we can prove
Lemma 2 For any partition ν there exists a constant cν such that for all λ ∈ Λn
TF (yν)|Hλ = cνsν(q
2(λ1+n−1), q2(λ2+n−2), . . . , q2(λn−1+1), q2λn ; q2).
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Proof. It follows from Theorem 2 and Lemma 1, that for an arbitrary partition ν there exists a
symmetric polynomial of degree |ν| in n variables x1, ..., xn, such that the eigenvalues TF (yν)|Hλ
are just the values of the polynomial at x1 = q
2(λ1+n−1), . . . , xn = q
2λn .
Let δ = (n−1, ..., 1, 0), q2(µ+δ)
def
= (q2(µ1+n−1), q2(µ2+n−2), . . . , q2(µn−1+1), q2µn) for any µ ∈ Λn.
Propositions 3 and 4 claim that sν(x1, ..., xn; q
2) is a unique (up to a constant multiplier)
symmetric polynomial of degree |ν| with sν(q
2(µ+δ); q2) = 0 for all µ ∈ Λn, |µ| ≤ |ν|, µ 6= ν.
To finish the proof, one should investigate zeros of TF (yν) to conclude the proof (cf. the
proof in Sahi’s paper [11]). We claim that
TF (yν)|Hλ = 0 for |ν| ≤ |λ| unless ν = λ.
Indeed, it suffices to prove that TF (yν)(vλf0) = 0 for partitions ν and λ such that |ν| ≤ |λ|,
ν 6= λ. Recall that yν =
∑
vjwj , where {vj} ⊂ C[Matn]q,ν contains vν and {wj} ⊂ C[Matn]q,ν
contains v∗ν . It follows from the commutation relations (9) that TF (wj)(vλf0) = 0 unless wj = v
∗
λ.
So, TF (yν)(vλf0) = 0 unless ν = λ. 
Introduce the notations: λ− a1n = (λ1− a, ..., λn− a). The next proposition completes the
proof of Theorem 1.
Proposition 5 cν = (−q)
|ν|q
−
nP
i=1
νi(νi+2n−2i)
.
Proof. Let us compare TF (yν)(vνf0) and sν(q
2(ν+δ); q2). By Proposition 6,
TF (yν)(vνf0) = (detqz)
νnTF (yν−νn1n)TF ((detqz)
∗)νn)vνf0.
By Theorem 2,
TF ((detqz)
∗)νn)vνf0 = (−1)
nνnq−n(n−1)νn
νn−1∏
i=0
s1n(q
2(ν+δ−i1n); q2)vν−νn1nf0.
We proceed by induction in n. For n = 1 the statement follows from the last identity and
Lemma 3 from the next section.
Let n > 1. One can rewrite some of the commutation relations (9) more explicitly:
(zαn )
∗z
β
b = q
n∑
α′,β′=1
R(α, β, α′, β ′)zβ
′
b (z
α′
n )
∗ for b < n,
(zna )
∗z
β
b = q
n∑
a′,b′=1
R(a, b, a′, b′)zβb′(z
n
a′)
∗ for β < n.
Hence, TF ((z
α
a )
∗)vν−νn1nf0 = 0 for a = n or α = n. Denote by T
′
F the faithful representation
of Pol(Matn−1)q in the vector space H
′ defined by a single generator f ′0 and the relations
(zαa )
∗f ′0 = 0, for a, α = 1, ..., n− 1. Thus,
TF (yν−νn1n)|Hν−νn1n = T
′
F (yτ )|H′τ ,
where τ = (ν1 − νn, ..., νn−1 − νn). Let δ
′ = (n − 2, . . . , 2, 1, 0). Hence, by the inductive
assumption,
TF (yν−νn1n)vν−νn1nf0 = (−q)
|τ |q−
Pn−1
i=1 τi(τi+2n−2−2i)sτ (q
2(τ+δ′); q2)vν−νn1nf0.
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Now the required statement follows from Lemmas 3, 4 of the next section and the following
computation
TF (yν)vνf0 = (−1)
nνnq−n(n−1)νn
νn−1∏
i=0
s1n(q
2(ν+δ−i1n); q2)(detqz)
νnTF (yν−νn1n)vν−νn1nf0 =
(−1)nνnq−n(n−1)νn
νn−1∏
i=0
s1n(q
2(ν+δ−i1n); q2)(−q)|τ |q−
Pn−1
i=1 τi(τi+2n−2−2i)sτ (q
2(τ+δ′); q2)vνf0 =
(−q)|ν|q−
Pn
i=1 νi(νi+2n−2i)sν(q
2(ν+δ); q2)vνf0.
Proposition 6 yν = (detq z)
νnyν−νn1n((detq z)
∗)νn.
Proof. It is obvious that (detq z)
νnyν−νn1n((detq z)
∗)νn ∈ Plν = C · yν , the statement follows
from an explicit computation of the coefficient of vνv
∗
ν . 
3 q-factorial Schur functions
This section contains auxiliary statements which we used above. As usual, (a)n
def
=
n−1∏
i=0
(a− q2i).
Lemma 3 For any partition ν ∈ Λn, such that νn > 0, one has
sν(q
2ν+2δ; q2) = q2|ν|−2ns1n(q
2(ν+δ); q2)sν−1n(q
2(ν+δ−1n); q2).
Proof. The proof reduces to the explicit computation sν(q
2ν+2δ; q2) =
=
∏
1≤i≤j≤n
1
q2νi+2n−2i − q2νj+2n−2j
∣∣∣∣∣∣∣∣
(q2ν1+2n−2)ν1+n−1 0 ... 0
(q2ν1+2n−2)ν2+n−2 (q
2ν2+2n−4)ν2+n−2 ... 0
... ... ... ...
(q2ν1+2n−2)νn (q
2ν2+2n−4)νn ... (q
2νn)νn
∣∣∣∣∣∣∣∣ =
=
n∏
i=1
(q2νi+2n−2i − 1)q2νi+2n−4i−2
∏
1≤i≤j≤n
1
q2νi+2n−2i−2 − q2νj+2n−2j−2
·
·
∣∣∣∣∣∣∣∣
(q2ν1+2n−4)ν1+n−2 0 ... 0
(q2ν1+2n−4)ν2+n−3 (q
2ν2+2n−6)ν2+n−3 ... 0
... ... ... ...
(q2ν1+2n−4)νn−1 (q
2ν2+2n−6)νn−1 ... (q
2νn−2)νn−1
∣∣∣∣∣∣∣∣
= q2|ν|q−2ns1n(q
2ν+2δ; q2)sν−1n(q
2(ν+δ−1n); q2).
Lemma 4 For a partition ν ∈ Λn with νn = 0 one has sν(q
2(ν+δ); q2) = q2|ν|sν′(q
2(ν′+δ′); q2),
where ν ′ = (ν1, . . . , νn−1).
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Proof. The proof is managed by the explicit computation
sν(q
2(ν+δ); q2) =
∏
1≤i≤j≤n
(q2νi+2n−2i − q2νj+2n−2j)−1
∣∣∣∣∣∣∣∣
(q2ν1+2n−2)ν1+n−1 0 ... 0
(q2ν1+2n−2)ν2+n−2 (q
2ν2+2n−4)ν2+n−2 ... 0
... ... ... ...
1 1 ... 1
∣∣∣∣∣∣∣∣
=
∏
1≤i≤j<n
(q2νi+2n−2i − q2νj+2n−2j)−1
∣∣∣∣∣∣∣∣∣∣
(q2ν1+2n−2)ν1+n−1
q2ν1+2n−2−1
0 ... 0
(q2ν1+2n−2)ν2+n−2
q2ν1+2n−2−1
(q2ν2+2n−4)ν2+n−2
q2ν2+2n−4−1
... 0
... ... ... ...
(q2ν1+2n−2)νn−1
q2ν1+2n−2−1
(q2ν2+2n−4)νn−1
q2ν2+2n−4−1
...
(q2νn−1+2)νn−1
q2νn−1+2−1
∣∣∣∣∣∣∣∣∣∣
= q2|ν|sν′(q
2ν′+2δ′ ; q2).
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