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Bayesian networks are graphical tools used to represent a high-dimensional probability
distribution. They are used frequently in machine learning and many applications such
as medical science. This paper studies whether the concept classes induced by a Bayesian
network can be embedded into a low-dimensional inner product space. We focus on two-
label classiﬁcation tasks over the Boolean domain. For full Bayesian networks and almost
full Bayesian networks with n variables, we show that VC dimension and the minimum
dimension of the inner product space induced by them are 2n  1. Also, for each Bayesian
networkNwe show that VCdimðNÞ ¼ EdimðNÞ ¼ 2n1 þ 2i if the networkN0 constructed
fromN by removing Xn satisﬁes either (i)N0 is a full Bayesian network with n 1 vari-
ables, i is the number of parents of Xn, and i < n 1 or (ii) N0 is an almost full Bayesian
network, the set of all parents of Xn PAn ¼ fX1;X2;Xn3; . . . ;Xnig and 2 6 i < n 1. Our
results in the paper are useful in evaluating the VC dimension and the minimum dimension
of the inner product space of concept classes induced by other Bayesian networks.
 2009 Elsevier Inc. All rights reserved.1. Introduction
The Bayesian network (BN) is a graphical structure for representing probabilistic relationships among a large number of
variables. Over the last decade, it has become a popular tool for modeling various kinds of statistical problems [1–4]. Bayes-
ian networks are particularly useful for dealing with high dimensional statistical problems. They reduce the complexity of
the phenomenon being studied by representing joint relationships among its variables as conditional relationships among
subsets of the variables. The parameters of a Bayesian network specify the conditional distribution of each variable given
its parents in the graph, and the joint distribution for the variables in the domain is deﬁned by the product of these condi-
tional distributions. For more information see, for example, [5,6].
In recent years, we have seen a tremendous growth of interests in learning based on kernel methods. Kernel-based anal-
ysis is based on relations among observed data and offers a new viewpoint. Inner products of vectors are central to kernel-
based methods. Quite often in kernel-based learning the inner product operation is not carried out explicitly, but reduced to
the evaluation of the so-called kernel function that operates on instances of the original data space. A major advantage of this
technique is that it enables efﬁcient storage of high-dimensional feature spaces. Various kernels were suggested and exten-
sively studied, for instance, [7–11].
We have also seen a growth of interests in the use of BNs for classiﬁcation [3,12]. Some methods that combine BNs with
kernel methods or probabilistic methods have been proposed [7,13–15]. Altun et al. [16] proposed a kernel for the Hidden
Markov Model, which is a special case of a Bayesian network. Nakamura et al. [17] established upper and lower bounds on
the dimension of the inner product space for Bayesian networks.. All rights reserved.
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N, and let EdimðNÞ denote the smallest d such that CN can be embedded into the d-dimensional Euclidean space Rd. In this
paper we study of the inner product space and the concept class that are induced by Bayesian networks. For each full Bayes-
ian network and for each almost full Bayesian, we show that the VC dimension as well as the minimum dimension of the
inner product space of the concept class induced by them are 2n  1, where n is the number of variables of the network. Also,
for each Bayesian networkN we show that VCdimðNÞ ¼ EdimðNÞ ¼ 2n1 þ 2i if there is a variable Xn such that the network
N0 constructed formN by removing Xn satisﬁes either (i)N0 is a full Bayesian network with n 1 variables, i is the number
of parents of Xn, and i < n 1 or (ii) N0 is an almost full Bayesian network, the set of all parents of Xn PAn ¼
fX1;X2;Xn3; . . . ;Xnig and 2 6 i < n 1.
The paper is organized as follows. In Section 2 we discuss previous relevant work and describe our notations. In Section 3,
we prove our results regarding the VC dimension and the minimum dimension of the inner product space induced by a full
Bayesian network. In Section 4, we obtain the results regarding almost full Bayesian networks. Finally, in Section 5, we make
a conclusion and a discussion about three problems on the concept classes induced by other Bayesian networks.
2. The basic concepts and terms
We begin by deﬁning the notations related to Bayesian networks, concept classes and VC dimension.
2.1. Bayesian networks
A Bayesian networkN on a set of variables V ¼ fX1;X2; . . . ;Xng represents a joint probability distribution among those
variables. The network consists of two components: (1) a network structure G and (2) a set P of conditional probabilities. G
encodes conditional dependencies among the variables. It is an n-node acyclic directed graph (DAG for short) in which the
nodes one-to-one correspond with the variables. We thus naturally identify each node with the variable it represents. For all
i and j, 1 6 i; j 6 n, there exists an arc in G from Xi to Xj if and only if Xj is conditionally dependent on Xi. The set P describes
the conditional dependencies among the set of variables that are directly connected with arcs in the structure G. If a node Xi
has arcs coming in from the set of nodes Xi1; . . . ;Xik, then P contains the probability distribution of Xi conditioned on the vari-
ables Xi1; . . . ;Xik.
Since the Bayesian network structure G is acyclic, the nodes of G can be topologically sorted in such a way that if an arc
exists from a node X to another node Y, then Xmust precede Y in the ordering. The acyclicity of G also induces ancestral rela-
tions. If there is an arc from X to Y, then Y is a child of X and X is parent of Y. For each i, PAi denotes the set of all parents of Xi,
mi ¼j PAi j be the number of parents and CHi denotes the set of all children of Xi. The structure G is fully connected if for all
iP 2, mi ¼ i 1. In other words, a fully connected structure G has an arc between every pair of nodes. Since G is acyclic, a
fully connected G has a unique topological ordering and in that ordering, the ith node has exactly i 1 parents (that is, all the
nodes that precede it in the ordering). Fig. 1 shows two fully connected Bayesian networksN3F andN4F with 3 and 4 vari-
ables, respectively. We assume that each variable of our Bayesian networks is boolean. Thus the number of possible assign-
ments to the variables in an n-variable network is 2n. The class of distributions induced byN, denoted as PN, is a set of the
distribution on f0;1gn. P 2 PN is given as follows: For each X ¼ ðX1; . . . ;XNÞ 2 f0;1gn,PðXÞ ¼
Yn
i¼1
pðXijPAiÞ;where PðXÞ is the probability of X and pðXijPAiÞ represents the conditional probability of Xi given the assignments to PAi.
For each distribution P 2 PN, the total number of parameters, that is, the number of independent variables that express
PðXÞ is Pni¼12mi . Thus we can use real values set
[n
i¼1
fpi;a ¼ pðXi ¼ 1jPAi ¼ aÞja 2 f0;1gmigto denote the distribution P, that is,P ¼
[n
i¼1
[
a2f0;1gmi
fpi;agand P ¼ fpi;ag for short.Fig. 1. Two fully connected Bayesian networks with 3 and 4 variables,N3F andN4F .
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butions from DN  PN.DN ¼ fPjP ¼ fpi;ag 2 PN;pi;a 2 ð0;1Þg:2.2. Concept classes, VC dimension and concept classes induced by Bayesian networks
A concept class C over domainX is a family of functions of the form f : X ! f1;1g. Each f 2 C is called a concept. In fact
a concept over a domainX is a total Boolean function over X. A ﬁnite set S ¼ fs1; s2; . . . ; smg#X is said to be shattered by C if
for every m-dimensional binary vector b 2 f1;1gm there exists some concept f 2 C such that f ðsiÞ ¼ bi for i ¼ 1;2; . . . ;m
wheref1;1gm ¼ fðx1; x2; . . . ; xmÞjxi 2 f1;1g; i ¼ 1;2; . . . ;mg:Let ðSþ; SÞ denote a dichotomy of S if Sþ [ S ¼ S and Sþ \ S ¼ /.
VC dimension, named after Vladimir Vapnik and Alexey Chervonenkis, is an important notation in Pattern Recognition
Theory and Statistical Learning Problems. It is a measure of the capacity of a statistical classiﬁcation algorithm in computa-
tional learning theory. The Vapnik–Chervonenkis (VC) dimension of C is given byVCdimðCÞ ¼ supfmj there is some S#X shattered by C and jSj ¼ mg:
We use the sign-function for mapping a real-valued function g to a 1-valued concept sign  g. In this paper we focus on two-
label classiﬁcation tasks over the Boolean domain. Hence the signum function sign: R ! R is given bysignðxÞ ¼ 1; if xP 0;1; if x < 0:
However, some authors [18] deﬁne the sign-function as a 1;0;1-valued function where signð0Þ ¼ 0 to deal with halfspace
embedding. Two different deﬁnitions of the sign-function will lead to different results.
Thus the class of concepts induced by N, denoted as CN, consists of all 1-valued functions on f0;1gn of the form
signðlogðPðXÞ=QðXÞÞÞ for P;Q 2 DN where P ¼ fpi;ag and Q ¼ fqi;ag. Note that the function signðlogðPðXÞ=QðXÞÞÞ attains the
value 1 if PðXÞP QðXÞ and the value 1 otherwise. We use VCdimðNÞ to denote the VC dimension of CN. We often say that
the set S# f0;1gn is shattered by the Bayesian networkNwhen we mean that S is shattered by concept class induced byN.
ThusCN ¼ ff ¼ signðlogðPðXÞ=QðXÞÞÞjP;Q 2 DNgis called the concept class induced by the Bayesian networkN where DN ¼ fPjP ¼ fpi;ag; pi;a 2 ð0:1Þg.
Note that if VC dimension is m then there exists at least one set of m data points that can be shattered but this is not
necessarily true that every set of m data points can be shattered. For example, letN3ø (Fig. 2) be a Bayesian network with
three variables X1;X2;X3 and without any edge between them. Then VCdimðN3øÞ ¼ 4 by Theorem 3.2. However, the subset
S ¼ fð1;1;1Þ; ð1;1;0Þ; ð1; 0;1Þ; ð1;0;0Þg is not shattered by CN3ø because that VCdimðNjX1¼1Þ ¼ 3, that is, given the condition
X1 ¼ 1.
2.3. Inner product space induced by Bayesian networks
Let Rd denote the d-dimensional Euclidean space. The standard inner product of any two vectors u ¼ ðu1;u2; . . . ;udÞ and
v ¼ ðv1;v2; . . . ;vdÞ on Rd (also known as the dot product) is deﬁned byu  v ¼
Xd
i¼1
uiv i ¼ u1v1 þ u2v2 þ    þ udvd:So for a ﬁxed vector u there exists a concept uf over domain Rd of the form uf ðvÞ ¼ signðu  vÞ for each vector v 2 Rd.
Therefore CRd ¼ fuf ju 2 Rdg just is a concept class over domain Rd. Namely, there is a well-deﬁned concept class CRd over
ﬁnite-dimensional Euclidean spaces by the standard inner product. It is an interesting topic to embed concept classes into
ﬁnite-dimensional Euclidean spaces.Fig. 2. N3ø – the Bayesian network with three variables X1;X2;X3 and the empty edge set.
Fig. 3. The concept class C embedded into CRd .
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if there exist two mappings F1 and F2F1ðf Þ ¼ f ; where f 2 C; f  2 C;
F2ðxÞ ¼ x; where x 2 X; x 2 X:satisfyingf ðxÞ ¼ f ðxÞ for every f 2 C and x 2 X:These mappings are said to provide an embedding of C into C and that is wrote as C  C.
For example, Fig. 3 brieﬂy depicts such a concept class embedding C  CRd .
Deﬁnition 2.2. There is a d-dimensional linear arrangement for a concept class C over domainX if the concept class C can be
embedded into the concept class CRd for d-dimensional Euclidean spaces.
The smallest d such that there exists a d-dimensional linear arrangement for C is denoted as EdimðCÞ. If there is no ﬁnite-
dimensional linear arrangement for C, EdimðCÞ is deﬁned to be inﬁnite.
From the above deﬁnition we have that for each concept f 2 C and x 2 X there are two d-dimensional vectors uf ;vx 2 Rd
such that f ðxÞ ¼ signðuf  vxÞ if C  CRd . If CN is the concept class induced by a Bayesian networkN, we write EdimðNÞ in-
stead of EdimðCNÞ. Given a setM, let 2M denote its power set. The following facts about EdimðCÞ and VCdimðCÞ are easy to get
by some deﬁnitions or from some results in [17].
Fact 2.1. VCdimðCÞ 6 VCdimðCÞ and EdimðCÞ 6 EdimðCÞ if C  C.
Fact 2.2. Let C be a ﬁnite concept classes over domain X. ThenVCdimðCÞ 6 EdimðCÞ 6 minfjCj; jXjg:Fact 2.3. Every Bayesian networkN with n variables X1; . . . ;Xn satisﬁesXn
i¼1
2mi 6 EdimðNÞ 6
[n
i¼1
2PAi[fXig

 6 2 
Xn
i¼1
2miwhere PAi denote the set of parents of ith variable Xi and mi ¼ jPAij.3. The concept classes induced by full Bayesian networks
In this section we have that VCdimðNFÞ ¼ EdimðNFÞ ¼ 2n  1 for a full Bayesian networkNF with n variables. And for the
Bayesian networkN ¼NF [ fXnþ1g, we obtain that VCdimðNÞ ¼ EdimðNÞ ¼ 2n þ 2i where i ¼ mnþ1 and i < n.
Theorem 3.1. Let N be a Bayesian network with nP 2 variables and PAn ¼ fX1;X2; . . . ;Xn1g. For the Bayesian network N0
constructed fromN by removing Xn, suppose that VCdimðN0Þ ¼ EdimðN0Þ ¼ m. Then VCdimðNÞ ¼ EdimðNÞ ¼ mþ 2n1.
Proof
(1) First we show that VCdimðNÞP mþ 2n1.
By VCdimðN0Þ ¼ m there is a set S0# f0;1gn1 shattered by N0 with j S0 j¼ m. Let S1 ¼ fðx0;0Þ; ðx0;1Þjx0 2 S0g,
S2 ¼ fðx0;1Þ j x0 2 f0;1gn1  S0g and S ¼ S1 [ S2. Then S# f0;1gn and j S j¼ mþ 2n1. In the following we show that
the subset S is shattered byN. Let ðSþ; SÞ be a dichotomy of S. Then ðS0þ; S0Þ is the dichotomy of S0 deﬁned by
S0þ ¼ fx0 2 S0jðx0;1Þ 2 Sþg; S0 ¼ fx0 2 S0jðx0;1Þ 2 Sg:
Since S0 is shattered by N0, there exist distributions P0;Q 0 2 DN0 such that N0 with these distributions induces this
dichotomy on S0.
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parameters pn;x0 and qn;x0 as follows. For the case ðx0;1Þ 2 Sþ and ðx0;0Þ 2 S, that is, x0 2 S0þ, we can get the result since
there are parameters pn;x0 and qn;x0 such that
P0 ðx0 Þ
Q 0 ðx0 Þ 
1pn;x0
1qn;x0
 
< 1. Similar techniques as used lead to the result for the case
ðx0;1Þ 2 S and ðx0;0Þ 2 Sþ. For each vector ðx0;1Þ 2 S2, it is easy to obtain that ðx0;1Þ 2 Sþ or ðx0;1Þ 2 S by the choice of
pn;x0 and qn;x0 . Therefore the subset S is shattered byN, that is, VCdimðNÞP mþ 2n1.(2) We now show that EdimðNÞ 6 mþ 2n1.
By EdimðN0Þ ¼ m we can get the vx0 ;uf 0 2 Rm for each x0 2 f0;1gn1 and each f 0 ¼ signðlog P0Q 0Þ where P0;Q 0 2 DN0 such
that f 0ðx0Þ ¼ signðvx0  uf 0 Þ. Let fx01; x02; . . . ; x02n1g denote the set f0;1g
n1 and xi1 ¼ ðx0i;1Þ; xi0 ¼ ðx0i; 0Þ (1 6 i 6 2n1). Fur-
ther let ei denote the 2
n1-dimension unit vector. Then we have the ðmþ 2n1Þ-dimension real values vectorsvxi1 ¼ ðvx0i ; eiÞ; vxi0 ¼ ðvx0i ;eiÞ
for each pair of vectors xi1 and xi0. Suppose that f is a concept induced by pair of P;Q 2 DN where
P ¼ P0 [ fpn;x0 jx0 2 f0;1gn1g and Q ¼ Q 0 [ fqn;x0 jx0 2 f0;1gn1g:
Let a ¼ a1; a2; . . . ; a2n1 denote the mþ 2n1-dimension real values vector and
uf ¼ ðuf 0 ; aÞ:
Obviously, vxi1  uf ¼ vx0  uf 0 þ ai and vxi0  uf ¼ vx0  uf 0  ai. The remainder of the proof demonstrates the existence of a
such that f ðxÞ ¼ signðvx  uf Þ.Case(1): vx0  uf 0 P 0, f ðxi1Þ ¼ 1 and f ðxi0Þ ¼ 1. We specify ai ¼ 0.
Case(2): vx0  uf 0 P 0, f ðxi1Þ ¼ 1 and f ðxi0Þ ¼ 1. We choose ai > ðvx0  uf 0 Þ.
Case(3): vx0  uf 0 P 0, f ðxi1Þ ¼ 1 and f ðxi0Þ ¼ 1. Let ai < ðvx0  uf 0 Þ.
Case(4): vx0  uf 0 < 0, f ðxi1Þ ¼ 1 and f ðxi0Þ ¼ 1. We specify ai ¼ 0.
Case(5): vx0  uf 0 < 0, f ðxi1Þ ¼ 1 and f ðxi0Þ ¼ 1. We deﬁne ai < ðvx0  uf 0 Þ.
Case(6): vx0  uf 0 < 0, f ðxi1Þ ¼ 1 and f ðxi0Þ ¼ 1. Let ai > ðvx0  uf 0 Þ.Then we have EdimðNÞ 6 mþ 2n1.
By Fact 2.2, it is obtained VCdimðNÞ ¼ EdimðNÞ ¼ mþ 2n1. h
Theorem 3.2 is a result that has been shown in [17]. For the convenience of the interested read, another directed proof is
presented.
Theorem 3.2. LetN0 be a Bayesian network with nP 2 variables and PAi ¼ ; for each 1 6 i 6 n. ThenVCdimðN0Þ ¼ EdimðN0Þ ¼ nþ 1 ¼
Xn
i¼1
2mi þ 1:Proof. By Facts 2.2 and 2.3 one has VCdimðN0Þ 6 EdimðN0Þ 6 nþ 1. Let S ¼ fe1; e2; . . . ; en;1g# f0;1gn be a set of nþ 1 vec-
tors, where ei ¼ ð0; . . . ; 0;1ðiÞ;0; . . . ;0Þ and 1 ¼ ð1;1; . . . ;1Þ. We now show that S is shattered by the concept f 2 CN0 induced
byN0, consisting of the function of the formf ðxÞ ¼ sign log PðxÞ
QðxÞ
 
¼ sign
Xn
i¼1
xi log
pi
qi
þ ð1 xiÞ log 1 pi1 qi
 !
;where P ¼ fpi 2 ð0;1Þ j 1 6 i 6 ng, Q ¼ fqi 2 ð0;1Þ j 1 6 i 6 ng. Obviously,sign log
PðeiÞ
QðeiÞ
 
¼ sign log ð1 p1Þ . . . ð1 pi1Þpið1 piþ1Þ . . . ð1 pnÞð1 q1Þ . . . ð1 qi1Þqið1 qiþ1Þ . . . ð1 qnÞ
 andsign log
Pð1Þ
Qð1Þ
 
¼ sign log p1p2 . . .pn
q1q2 . . . qn
 
:Let ðSþ; SÞ be a dichotomy of S and j Sþ j¼ m, j S j¼ nm. The remainder of the proof demonstrates the existence of two
distributions P and Q such that the concept f ðxÞ deﬁned by P and Q outputs 1 for elements of Sþ and 1 for elements of S.
Let pi ¼ 12 and qi ¼ 12tþ1 if ei 2 S
þ, where t > mþ 1. Then piqi ¼ 2
t , 1pi1qi ¼
2t
2tþ11 and
1
2 <
1pi
1qi < 1. Let pj ¼
1
2rþ1
and qj ¼ 12 if ej 2 S,
where r > nmþ 1. Then pjqj ¼
1
2r ,
1pj
1qj ¼
2rþ11
2r and 1 <
1pj
1qj < 2. Hence
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pðeiÞ
qðeiÞ ¼ log
1 pi
1 qi
 m1 pi
qi
1 pj
1 qj
 !nm
> 2t  1
2m1
> 1;
log
pðejÞ
qðejÞ ¼ log
1 pi
1 qi
 m pj
qj
1 pj
1 qj
 !nm1
<
1
2r
 2nm1 < 1;
log
pð1Þ
qð1Þ ¼ log
pi
qi
 m pj
qj
 !nm
¼ 2tm  1
2rðnmÞ
¼ 2tmrðnmÞ:By the choice of t and r, one can ﬁnd a pair of distributions ðP;QÞ from DN0 such that every dichotomy of S can be imple-
mented in this way, that is, S is shattered byN0. h
The above subset S in the proof of Theorem 3.2 is not unique because that S0 ¼ fe1; e2; . . . ; en;0g also is shattered byN0.
Corollary 3.1. Let Nknk denote the Bayesian network with n variables X1; . . . ;Xn, PAi ¼ ; for i ¼ 1;2; . . . ; k and
PAi ¼ fX1; . . . ;Xkg for i ¼ kþ 1; . . . ;n where nP 2 and kP 0. ThenVCdimðNknkÞ ¼ EdimðNknkÞ ¼
2k þ n; if k ¼ n 1;
2kðn kþ 1Þ; if k < n 1:
(Proof. For k ¼ n 1 Corollary holds by Theorems 3.1 and 3.2. For 0P k 6 n 2 it follows from By the proof of Theorem 14
in [17]. h
Theorem 3.3. LetNF be a full Bayesian network with n variables. ThenVCdimðNFÞ ¼ EdimðNFÞ ¼
Xn
i¼1
2mi ¼ 2n  1:Proof. Clearly, for n ¼ 1 theorem holds because there is a 1-dimensional linear arrangement for the concept class CNF
induced byNF with one variable X1. Namely, one can let vx1¼1 ¼ 1, vx1¼0 ¼ 1. And for the concept f ðx1Þ ¼ sign log pðx1Þqðx1Þ
 
let8uf ¼
1; if f ðx1 ¼ 1Þ ¼ 1; f ðx1 ¼ 0Þ ¼ 1;
1; if f ðx1 ¼ 1Þ ¼ 1; f ðx1 ¼ 0Þ ¼ 1;
0; if f ðx1 ¼ 1Þ ¼ 1; f ðx1 ¼ 0Þ ¼ 1:
><
>:Then f ðx1Þ ¼ signðuf  vx1 Þ. It can be shown that VCdimðNFÞ ¼ EdimðNFÞ ¼ 2n  1 by the above Theorem 3.1. h
Lemma 3.1. Let a; b be two real numbers with a > 1 and 0 < b 6 1 ð or aP 1 and 0 < b < 1 Þ. Then there exist two real numbers
p and q with 0 < p, q < 1 such that 1 < pq < a and
1p
1q < b.
Proof. Since 0 6 1bab < 1, there is a real number q 2 1bab ;1
 	
# ð0;1Þ. We can get that 0 < 1 bþ qb < qa by
0 6 1 b < qða bÞ. Let c ¼minfqa;1g. Then there is a real number p 2 ð1 bþ qb; cÞ# ð0;1Þ. Therefore 1 < pq < a and
1p
1q < b by 1 bþ qb < p and p < qa. h
Lemma 3.2. For every 2n-dimensional binary vector b 2 f1;1g2n  fð1;1; . . . ;1Þg, there exists some concept
f ðxÞ ¼ signðlog PðxÞQðxÞÞ induced by full Bayesian networkNF with nP 2 variables such thatðf ðx1Þ; f ðx2Þ; . . . ; f ðx2nÞÞ ¼ b;
where fx1; x2; . . . ; x2ng ¼ f0;1gn.
Proof. For n ¼ 2 lemma holds by using a numeration method. For nP 3 the proof of Lemma is identical to the ﬁrst part of
the proof of Theorem 3.1. h
Theorem 3.4. LetN be a Bayesian network with n variables and PAn ¼ fXn1;Xn2; . . . ;Xnig where nP 2 and 0 6 i 6 n 2. Sup-
pose that the Bayesian networkNF constructed fromN by removing Xn is a full BN. ThenVCdimðNÞ ¼ EdimðNÞ ¼ 2n1 þ 2i:Proof
(1) First we show that VCdimðNÞP 2n1 þ 2i.
Let fx01; x02; . . . ; x02n1g ¼ f0;1g
n1, x00k ¼ ðxn1; xn2; . . . ; xniÞ and x0k ¼ ðx00k; zkÞg where zk 2 f0;1gn1i. Without loss of general-
ity, suppose that fx00k j 1 6 k 6 2ig ¼ f0;1gi. Let S ¼ S1 [ S2 where S1 ¼ fðx0k;1Þ; ðx0k;0Þj1 6 k 6 2ig and S2 ¼
fðx0k;1Þj2i þ 1 6 i 6 2n1g. Obviously, S# f0;1gn and j S j¼ 2n1 þ 2i. Next it is showed that S is shattered by N. Let
ðSþ; SÞ be a dichotomy of S.
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Let S0 ¼ f0;1gn1  f00gwhere 00 denotes n 1-dimension zero vector. By Theorem 3.3 we have that there is a con-
cept f 0ðx0Þ ¼ signðlog P0 ðx0 ÞQ 0 ðx0 ÞÞ such that f 0ðx0Þ ¼ 1 for each x0 2 S0, where P0;Q 0 2 DNF . Using Lemma 3.2 f 0ð00Þ ¼ 1 is
obtained. Without loss generality, suppose that ðx01;1Þ ¼ ð000; z;1Þ 2 S1 and ðx01;0Þ ¼ ð000; z;0Þ 2 S1 where 000 denotes
i-dimension zero vector, that is, ðx01;1Þ; ðx01;0Þ 2 S1 and ðxn1; xn2; . . . ; xniÞ ¼ 000. Further let 1a ¼
P0 ðx01Þ
Q 0 ðx01Þ
and 1b ¼ P
0 ð00 Þ
Q 0 ð00 Þ. It is
easy to see a > 1 and 0 < b 6 1 by the concept f 0ðxÞ ¼ signðlog P0 ðx0 ÞQ 0 ðx0 ÞÞ. Then by Lemma 3.1 there exist real numbers
0 < p; q < 1 such that 1 < 1p1q < a and
p
q < b. That is, we getP0ðx01Þ
Q 0ðx01Þ
	 1 p
1 q < 1;
P0ð00Þ
Q 0ð00Þ 	
p
q
< 1:
Let P ¼ P0 [ fpn;ag and Q ¼ Q 0 [ fqn;ag be two distributions on Bayesian networksN where pn;a ¼ qn;a ¼ 0:5 except
for pn;000 ¼ p and qn;000 ¼ q. Then the concept f ðxÞ ¼ sign log PðxÞQðxÞ
 
¼ 1 for each x 2 S.
þCase(2): S – ;.
Let S0þ ¼ fx0 j ðx0;1Þ 2 Sþg and S0 ¼ fx0 j ðx0;1Þ 2 Sg. Then S0þ [ S0 ¼ f0;1gn1.
Suppose that S0þ – ;. Then by Lemma 3.2 there is a concept f 0ðx0Þ ¼ sign log P0 ðx0 ÞQ 0 ðx0 Þ
 
such that the concept f 0ðx0Þ out-
puts 1 for elements of S0þ and 1 for elements of S0. Then for each 1 6 k 6 2i there is a vector x00k 2 f0;1g2
i
such
that Ak ¼ fxk1 ¼ ðx00k; zk1;1Þ ¼ ðx0k;1Þ; xk2 ¼ ðx00k; zk1;1Þ ¼ ðx0k;0Þg# S1 and Bk ¼ fxk3 ¼ ðx00k; zk2;1Þ; xk4 ¼ ðx00k; zk3;1Þ; . . . ;
xkh ¼ jðx00k; zkðh1Þ;1Þg# S2. As xk1; xk2 2 Sþ or xk1; xk2 2 S, let pn;a ¼ qn;a ¼ 0:5 where a ¼ x00k . As xk1 2 Sþ and
xk2 2 S (in the same way for xk1 2 S and xk2 2 Sþ), let
1
a
¼min P
0ðx0Þ
Q 0ðx0Þ jðx
0;1Þ 2 Bk \ S
 

;
1
b
¼ P
0ðx0kÞ
Q 0ðx0kÞ
:
Then by Lemma 3.1 there exist real numbers 0 < p; q < 1 such that 1 < pq < a and
1p
1q < b. That is, we get
P0ðx0kÞ
Q 0ðx0kÞ
	 1 p
1 q < 1;
P0ðx0Þ
Q 0ðx0Þ 	
p
q
< 1:
for each x0 2 fx0jðx0;1Þ 2 Bk \ Sg. So let pn;a ¼ p and qn;a ¼ q where a ¼ x00k. Therefore there are two distributions
P ¼ P0 [ fpn;ag and Q ¼ Q 0 [ fqn;ag on Bayesian networks N such that the concept f ðxÞ ¼ signðlog PðxÞQðxÞÞ outputs 1
for elements of Sþ and 1 for elements of S.Suppose that S0þ ¼ ;. Then there is some vector x0 2 f0;1gn1 such
that ðx0;0Þ 2 Sþ because of Sþ – ;. Then letM0þ ¼ fx0g andM0 ¼ f0;1gn1  fx0g. In the same way we have the con-
cept f ðxÞ induced by Bayesian networksN which outputs 1 for elements of Sþ and 1 for elements of S.Hence VCdimðNÞP 2n1 þ 2i.
(2) Now we show that EdimðNÞ 6 2n1 þ 2i.
SinceNF is a full Bayesian network, one can get EdimðNFÞ ¼ 2n1. let e1; e2; . . . ; e2n1 denote 2n1-dimension unit vec-
tors and deﬁne v 0x0
k
¼ ek and u0f 0 ¼ log
P0 ðx01Þ
Q 0 ðx01Þ
; log P
0 ðx02Þ
Q 0 ðx02Þ
; . . . ; log
P0 ðx0
2n1
Þ
Q 0 ðx0
2n1
Þ
 
. It is easy to havef 0ðx0kÞ ¼ sign log
P0ðx0kÞ
Q 0ðx0kÞ
 !
¼ sign v 0x0
k
 u0f 0
 
:For each pair of distributions P;Q 2 DN let P ¼ P0 [ fpðXn j X1; . . . ;Xn1Þg and Q ¼ Q 0 [ fqðXn j X1; . . . ;Xn1Þg. One can
let
uf ¼ log P
0ðx01ÞpðXn ¼ 1jx01Þ
Q 0ðx01ÞqðXn ¼ 1jx01Þ
; . . . ; log
P0ðx0
2n1
ÞpðXn ¼ 1jx02n1 Þ
Q 0ðx0
2n1
ÞqðXn ¼ 1jx02n1 Þ
; a1; . . . ; a2i
 !
¼ log Pðx
0
1;1Þ
Qðx01;1Þ
; . . . ; log
Pðx0
2n1
;1Þ
Qðx0
2n1
;1Þ ; a1; . . . ; a2i
 !
:Further let vx ¼ ðvx0 ;0; . . . ;0Þ if x ¼ ðx0;1Þ and vx ¼ ðvx0 ; e0Þ if x ¼ ðx0;0Þ where e0 is a 2i-dimension unit vector. That is,
v ðx0
k
;0Þ ¼ ðvx0
k
; e0kÞ with 1 6 k 6 2i where fe01; . . . ; e02ig ¼ f0;1g
i. And for other vectors x ¼ ðx0k0 ;0Þ with k
0
> 2i there is a vector
x0k with k 6 2
i such that x0k0 ¼ ðx00k; zÞ and x0k ¼ ðx00k; z0Þ where x00k ¼ ðxn1; xn2; . . . ; xniÞ. Then let v ðx0k0 Þ;0 ¼ ðvx0k0 ; e
0
kÞ. Therefore
log PðxÞQðxÞ ¼ vx  uf for each x ¼ ðx0;1Þ and vx  uf ¼ ðlog P
0 ðx0 ÞpðXn¼1jx0 Þ
Q 0 ðx0 ÞqðXn¼1jx0 Þ þ akÞð1 6 k 6 2
iÞ for each x ¼ ðx0;0Þ. One only need to let
ak ¼ log qðXn¼1jx
0 ÞpðXn¼0jx0 Þ
pðXn¼1jx0 ÞqðXn¼0jx0 Þ. Then vx  uf ¼ log
PðxÞ
QðxÞ for each x ¼ ðx0;0Þ.
Hence EdimðNÞ 6 2n1 þ 2i.
By Fact 2.2 we have VCdimðNÞ ¼ EdimðNÞ ¼ 2n1 þ 2i. h
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LetNF be a full Bayesian networks with n variables X1;X2; . . . ;Xn. Further letNAF denote a Bayesian network resulting
from deleting the edge X1 ! X2 of NF , deﬁned as almost full Bayesian network. It is obtained that
VCdimðNAFÞ ¼ EdimðNAFÞ ¼ 2n  1 in this section.
Deﬁnition 4.1. LetN1 andN2 be two Bayesian networks with n variables. Then there exists the inclusion relationN1#N2
if E1# E2, that is,N1 ¼N2 after adding some edges toN1.
In fact,N1 N2 immediately implies that class of distributions induced byN1 is a subset of the class of distributions
induced byN2. The following Proposition 4.1 is obtained immediately.
Proposition 4.1. LetN1 andN2 be two Bayesian networks with n variables andN1#N2. Then VCdimðN1Þ 6 VCdimðN2Þ and
EdimðN1Þ 6 EdimðN2Þ.
Corollary 4.1. LetN be a Bayesian network with nP 2 variables. ThenFnþ 1 6 VCdimðNÞ 6 EdimðNÞ 6 2n  1:Corollary 4.1 follows from Proposition 4.1, Theorem 3.2 and Fact 2.2, that is,nþ 1 ¼ VCdimðN0Þ 6 VCdimðNÞ 6 EdimðNÞ 6 EdimðNFÞ ¼ 2n  1:Corollary 4.2. LetNAF be a almost full Bayesian network with n variables. ThenVCdimðNAFÞ ¼ EdimðNAFÞ ¼ 2n  1 ¼
Xn
i¼1
2mi þ 1:Proof. Obviously, theorem holds for n ¼ 1 and n ¼ 2. For nP 3 it is obtained that VCdimðNAFÞP 2n  1 by Theorems 3.1
and 3.2. EdimðNAFÞ 6 2n  1 is obtained by Corollary 4.1. Therefore VCdimðNAFÞ ¼ EdimðNAFÞ ¼ 2n  1. h
Fig. 4 depicts three BNsNa,Nb andNc .Na is a almost full BN with three variables andNb denote the BN by adding a
variable X4 toNa with PA4 ¼ fX1;X2g. For the BNNb we havePðX1;X2;X3jX4Þ ¼ pðX1jX4ÞpðX2jX1;X4ÞpðX3jX1;X2;X4Þ:
SoNc denotes the BN constructed by specifying the variable X4 ¼ x4 inNb. Therefore we have VCdimðNbÞ ¼ EdimðNbÞ ¼ 12
by Theorem 3.4. ForNb the same result is obtained according to Corollary 3.1 where n ¼ 4 and k ¼ 2. These results imme-
diately yield a question for the almost Bayesian networks whether there is the similar theorem as Theorem 3.4.
The elements of domainX ¼ f0;1gn ¼ fx1; x2; . . . ; x2ng can be sorted in such a way that, for xi; xj 2 X, i < j if and only if the
decimal number with respect to xi is greater than the decimal number with respect to xj. Then x1 ¼ 1 ¼ ð1;1; . . . ;1Þ and
x2
n ¼ 0 ¼ ð0;0; . . . ;0Þ.
Lemma 4.1. Let NAF be a almost full Bayesian network with nP 3 variables and X ¼ f0;1gn ¼ f1; x2; . . . ; x2
n1;0g. Then for
each 2n-dimension vectorb ¼ ðb1; b2; . . . ; b2nÞ 2 f1;1gn  fb1; b2; b3g;there is concept f ðxÞ ¼ sign log PðxÞQðxÞ
 
induced by distributions P;Q 2 DNAF such that f ðxiÞ ¼ bi where i ¼ 1;2; . . . ;2n,
b1 ¼ ð1;1; . . . ;1Þ, b2 ¼ ð1;1; . . . ;1ð2n2Þ;1; . . . ;1ð3	2n2Þ;1; . . . ;1Þ and b3 ¼ ð1;1; . . . ;1ð2n2Þ;1; . . . ;1ð3	2n2Þ;1; . . . ;
1Þ.
Lemma 4.1 holds by using the mathematics inductive.
Theorem 4.1. Let N be a Bayesian network with n variables and PAn ¼ fXn1; . . . ;Xnig where Xr1 ¼ X1;Xr2 ¼ X2, nP 4 and
2 6 i 6 n 2. Suppose that the Bayesian networkNAF constructed fromN by removing Xn is an almost full Bayesian network.
Thenig. 4. Nb – the BN constructed by adding a variable X4 to the almost fullNa . The BNNc is had by specifying the variable X4 ¼ x4 inNb .
Fig. 5. Eight Bayesian networks with (VCdimðNiÞ ¼ EdimðNiÞ).
1044 Y. Yang, Y. Wu / International Journal of Approximate Reasoning 50 (2009) 1036–1045VCdimðNÞ ¼ EdimðNÞ ¼ 2n1 þ 2i:Proof. For n ¼ 4 theorem holds by VCdimðNbÞ ¼ EdimðNbÞ ¼ 12 in Fig. 4. Lemma 4.1 and similar techniques as used in the
proof of Theorem 3.4 lead to similar result for nP 5. h5. Conclusions
The major motivation for our work was to reveal the exact values of VC dimension and linear arrangement dimensionality
induced by Bayesian networks. However it is very difﬁcult to compute these exact values for any Bayesian network. For a full
Bayesian network or an almost full Bayesian network with n variables, we have presented that VC dimension and linear
arrangement dimension induced by them.
Moreover for any Bayesian networks N with nP 2 variables, by Corollary 4.1 we have that nþ 1 6 VCdimðNÞ 6
EdimðNÞ 6 2n  1. This result raises the ﬁrst open issue, for each integer k where nþ 1 6 k 6 2n  1, whether there is a
Bayesian networkNk with n variables such that VCdimðNkÞ ¼ EdimðNkÞ ¼ k? For each Bayesian networkNi in Fig. 5, we
had its VC dimensions and minimum dimension of inner product spaces by Theorems 3.2–3.4 and 4.2. Then the answer
is’YES’ if n ¼ 2 or n ¼ 3. Is there the similar results for nP 4?
In fact, our paper does not show a common way how to compute VC dimension and linear arrangement dimensionality
for any Bayesian network, but some special cases. However, for the Bayesian networks constructed from a full BN or an al-
most full BN by adding one variable, the exact values of VC dimension and linear arrangement dimensionality induced by
them have been obtained. That just is the second open problem how to compute those exact values as adding a variable
to any Bayesian network?
From this paper and Ref. [17], we have VCdimðNÞ ¼ EdimðNÞ for Bayesian networksN if we get their VC dimension and
the linear arrangement dimension. Therefore we want to know if there are the same VC dimension and the linear arrange-
ment dimension for any Bayesian network? That just is the third open problem.
There are many directions in which the presented methods can be extended. In the paper only the case of binary Bayesian
networks was considered and three practically important issues have been presented. Further, multi-value Bayesian net-
works will be researched by translating them into binary Bayesian networks.
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