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AN INTRINSIC MEASURE FOR SUBMANIFOLDS IN STRATIFIED
GROUPS
VALENTINO MAGNANI AND DAVIDE VITTONE
Abstract. For each submanifold of a stratified group, we find a number and
a measure only depending on its tangent bundle, the grading and the fixed
Riemannian metric. In two step stratified groups, we show that such num-
ber and measure coincide with the Hausdorff dimension and with the spherical
Hausdorff measure of the submanifold with respect to the Carnot-Carathe´odory
distance, respectively. Our main technical tool is an intrinsic blow-up at points
of maximum degree. We also show that the intrinsic tangent cone to the sub-
manifold at these points is always a subgroup. Finally, by direct computations
in the Engel group, we show how our results can be extended to higher step
stratified groups, provided the submanifold is sufficiently regular.
Contents
1. Introduction 2
2. Preliminaries 4
2.1. Graded coordinates 6
3. Blow-up at points of maximum degree. 8
4. Some applications in the Engel group 22
References 25
1
2 VALENTINO MAGNANI AND DAVIDE VITTONE
1. Introduction
In this paper we study how a submanifold inherits its sub-Riemannian geometry from a
stratified group equipped with its Carnot-Carathe´odory distance. Our aim is finding the sub-
Riemannian measure “naturally” associated with a submanifold.
This measure for hypersurfaces is exactly the G-perimeter, which is widely acknowledged
as the appropriate measure in connection with intrinsic regular hypersurfaces, trace theorems,
isoperimetric inequalities, the Dirichlet problem for sub-Laplacians, minimal surfaces, and
more. Here we address the reader to some relevant papers [1], [2], [5], [4], [8], [9], [10], [11],
[12], [13], [14], [15], [16], [17], [21], [25], [26], [28], [29], [22], [23], [30], [31], [33], [34], [36], [37],
[39], [43], [44], [45], [46] and the reference therein.
Our question is: what does replace the G-perimeter in arbitrary submanifolds? Clearly, once
the Hausdorff dimension of the submanifold is known, the corresponding spherical Hausdorff
measure should be the natural candidate. However this measure is not manageable, since it
cannot be used in minimization problems, due to the lack of lower semincontinuity with respect
to the Hausdorff convergence of sets. It is then convenient to find an equivalent measure, that
can be represented as the supremum among a suitable family of linear functionals, in analogy
with the classical theory of currents.
In the recent works [24], [35], higher codimensional submanifolds in the Heisenberg group
have been considered along with their associated measure. For regular submanifolds, in [36]
this study is developped for the class of non-horizontal submanifolds, as we will explain below.
Here we emphasize examples of Ho¨lder submanifolds where the Hausdorff measure with respect
to the Carnot-Carathe´odory distance is finite, but the Riemannian measure is not, [29]. Never-
theless, in [24] the authors consider intrinsic currents in the Heisenberg groups that include
the previously mentioned “singular” submanifolds.
Our intrinsic measure has been found in [36] for the class of non-horizontal submanifolds,
characterized by having positive (Q−k)-dimensional spherical Hausdorff measure SQ−k. Here
Q denotes the homogeneous dimension of the group and k is the codimension of the subman-
ifold. Results of [36] rely on the following facts. The Riemannian surface measure admits an
intrinsic blow-up at non-horizontal points and the other points form an SQ−k-negligible subset,
according to [34]. As a continuation of [36], we wish to find the intrinsic measure associated
with the remaining manifolds, namely, horizontal submanifolds. To do this, we have to find
out the privileged subset of points of a horizontal submanifold where the blow-up holds.
Recall that at a horizontal point x of a C1 smooth submanifold Σ contained in a stratified
group G, the horizontal subspace HxG and the tangent space TxΣ do not span all of TxG. We
say that a submanifold is horizontal if it is formed by horizontal points and non-horizontal
otherwise. Recall that horizontal points of hypersurfaces coincide with the well known charac-
teristic points, that play an important role in the study of hypersurfaces in stratified groups,
[5], [9], [14], [15], [18], [20], [22], [23], [34], [38], [40].
Any smooth hypersurface is clearly non-horizontal, due to the non-integrability of the hor-
izontal distribution. This is clearly not true in higher codimension, where different situations
can occur. For instance, in the Heisenberg group Hn it is easy to check that horizontal sub-
manifolds exactly coincide with the special class of Legendrian submanifolds and it is easy
to construct non-horizontal submanifolds of any dimension. On the other hand, there ex-
ist stratified groups where all submanifolds of fixed topological dimension are horizontal, see
Example 3.15.
We first notice that horizontal points may induce different behaviors of the submanifold
when it is dilated around these points. We will show that this behavior depends on the degree
dΣ(x) of the point x in the submanifold Σ, see (2.4) for precise definition. This notion allows
AN INTRINSIC MEASURE FOR SUBMANIFOLDS IN STRATIFIED GROUPS 3
us to distinguish the different natures of horizontal points. Roughly speaking, it represents a
sort of “pointwise Hausdorff dimension”. Notice that our notion of degree for hypersurfaces
satisfies the formula dΣ(x) = Q− type(x), where the type of a point in a hypersurface has been
introduced in [9].
The notion of degree permits us to characterize a horizontal point x ∈ Σ, requiring that
dΣ(x) < Q−k. At these points the blow-up of the submanifold, if it exists, it is not necessarily
a subgroup of G, see Remark 4.5. However, defining
d(Σ) = max
x∈Σ
dΣ(x)
as the degree of Σ, we will show that the blow-up always exists at points with maximum degree
dΣ(x) = d(Σ) and it is a subgroup of G. We have the following
Theorem 1.1. Let Σ be a C1,1 smooth submanifold of G and let x ∈ Σ be a point of maximum
degree. Then for every R > 0 we have
(1.1) δ1/r(x
−1Σ) ∩DR → ΠΣ(x) ∩DR as r→ 0+
with respect to the Hausdorff distance and ΠΣ(x) is a subgroup of G.
Recall that δr are the intrinsic dilations of the group and that DR is the closed ball of center
the identity of the group and radius R with respect to the fixed homogeneous distance, see
Section 2 for details. The limit set ΠΣ(x) corresponds to the one introduced in Definition 2.4.
In particular, Theorem 1.1 shows that the intrinsic tangent cone to Σ at x exists, according
to Definition 3.4 of [24], and that it is exactly equal to ΠΣ(x).
The geometrical interpretation of our approach consists in foliating a neighbourhood of the
point x in Σ with a family of curves which are homogeneous with respect to dilations, up to
infinitesimal terms of higher order. In mathematical terms, we are able to represent Σ in a
neighbourhood of x as the union of curves t → γ(t, λ) in Σ satisfying the Cauchy problem
(3.10). These curves have the property
γ(t, λ) = δt (G(λ) +O(t)) ,(1.2)
where λ varies in a fixed compact set of Rp and the diffeomorphism G defined in (3.26)
parametrizes ΠΣ(x) by R
p with respect to the graded coordinates, see Remark 3.12. Our
key tool is Lemma 3.10 that shows the crucial representation (1.2) of the curves parametrizing
the submanifold. The proof of this lemma is in turn due to the technical Lemma 2.5, which is
available since ΠΣ(x) is a subgroup of G. From (1.1) we obtain the following
Theorem 1.2. Let Σ be a C1,1 smooth p-dimensional submanifold of degree d = d(Σ) and let
x ∈ Σ be of the same degree. Then we have
(1.3) lim
r↓0
volg˜(Σ ∩Bx,r)
rd
=
θ(τdΣ(x))
|τdΣ(x)|
.
Recall that θ(τdΣ(x)) is the metric factor defined in (2.17), which also depends on the ho-
mogeneous distance we are using to construct Sd. The simple p-vector τdΣ(x) is the part of
unit tangent vector τΣ(x) having degree d, see (2.5). It generalizes the vertical tangent vector
introduced in [35] and [36]. By (1.3) and standard theorems on differentiation of measures,
[19], we immediately deduce the following
(1.4)
∫
Σ
θ(τdΣ(x)) dSdρ (x) =
∫
Σ
|τdΣ(x)| dvolg˜(x).
whenever
Sd(Σ \ Σd) = 0 ,(1.5)
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where Σd is the open subset of points of maximum degree d. In fact, it is not difficult to check
that τdΣ vanishes on Σ\Σd. Formula (1.4) shows that Sd is positive and finite on open bounded
sets of the submanifold and yields the “natural” sub-Riemannian measure on Σ:
µ = |τdΣ(x)| volg˜ Σ .(1.6)
We stress that the measure defined in (1.6) does not depend on the metric g˜. In fact,
parametrizing a piece of Σ by a mapping Φ : U −→ G, we have
µ
(
Φ(U)
)
=
∫
U
∣∣(∂x1Φ ∧ ∂x2Φ ∧ · · · ∧ ∂xpΦ)d∣∣ dx
where the projection (·)d is defined in (2.3) and | · | is the norm induced by the fixed left
invariant metric g. This integral formula can be seen as an area-type formula where the
jacobian is projected on vectors of fixed degree. From (1.4) and the fact that θ(·) is uniformly
bounded from below and from above, one easily deduces that µ is the “natural” replacement
of Sd and that it is a convenient choice to solve sub-Riemannian filling problems, [27].
In the case d(Σ) = Q−k, the limit (1.3) and formula (1.4) fit with (17) and (39) of [36] where
C1 smoothness of Σ suffices, as we explain in Remark 3.14. The validity of d-negligibility (1.5)
has been proved in [34], when d(Σ) = Q−k. One can check that in two step stratified groups
the formula 2p − dim(TxΣ ∩ HxG) = dΣ(x) holds, then estimates (3) of [36] immediately
show that d-negligibility holds in two step groups for submanifolds of arbitrary degree. As
a consequence, d(Σ) is the Hausdorff dimension of Σ. However d-negligibility remains an
interesting open question in stratified groups of step higher than two, when d(Σ) < Q−k.
In the last part of this work we study some examples of 2-dimensional submanifolds of
different degrees in the Engel group. Despite d-negligibility is an open question in groups of
step higher than two, our formula (1.4) shows the validity of (1.5) for these examples. This fact
suggests that d-negligibility should hold in any stratified group for submanifolds of arbitrary
degree, possibly requiring higher regularity.
2. Preliminaries
A stratified group G with topological dimension q is a simply connected nilpotent Lie group
with Lie algebra G having the grading
(2.1) G = V1 ⊕ · · · ⊕ Vι ,
that satisfies the conditions Vi+1 = [V1, Vi] for every i ≥ 1 and Vι+1 = {0}, where ι is the step
of G. For every r > 0, a natural group automorphism δr : G → G can be defined as the unique
algebra homomorphism such that
δr(X) := rX for every X ∈ V1.
This one parameter group of mappings forms the family of the so-called dilations of G. Notice
that simply connected nilpotent Lie groups are diffeomorphic to their Lie algebra through
the exponential mapping exp : G → G, hence dilations are automatically defined as group
isomorphisms of G and will be denoted by the the same symbol δr.
We will say that ρ is a homogeneous distance on G if it is a continuous distance of G satisfying
the following conditions
(2.2) ρ(zx, zy) = ρ(x, y) and ρ(δr(x), δr(y)) = rρ(x, y) for all x, y, z ∈ G, r > 0.
Important examples of homogeneous distances are the well known Carnot-Carathe´odory dis-
tance and the homogeneous distance constructed in [23].
In the sequel, we will denote by Hd and Sd, the d-dimensional Hausdorff and spherical
Hausdorff measures induced by a fixed homogeneous distance ρ, respectively. Open balls of
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radius r > 0 and centered at x with respect to ρ will be denoted by Bx,r and the corresponding
closed balls will be denoted by Dx,r. The number Q denotes the Hausdorff dimension of G
with respect to ρ.
According to (2.1), we say that an ordered set of vectors
(X1,X2, . . . ,Xq) = (X
1
1 , . . . X
1
m1 ,X
2
1 , . . . ,X
2
m2 , . . . ,X
ι
1, . . . ,X
ι
mι)
is an adapted basis of G iff mk =dim vk and
Xk1 , . . . ,X
k
mk
is a basis of the layer Vk for every k = 1, . . . , ι.
Definition 2.1. Let (X1,X2, . . . ,Xq) be an adapted basis of G. The degree d(j) of Xj is the
unique integer k such that Xj ∈ Vk. Let
XJ := Xj1 ∧ · · · ∧Xjp
be a simple p-vector of ΛpG, where J = (j1, j2, . . . , jp) and 1 ≤ j1 < j2 < · · · < jp ≤ q. The
degree of XJ is the integer d(J) defined by the sum d(j1) + · · ·+ d(jp).
Notice that the degree of a p-vector is independent from the adapted basis we have chosen.
In the sequel, we will fix a graded metric g on G, namely, a left invariant Riemannian metric
on G such that the subspaces Vk’s are orthogonal. It is easy to observe that all left invariant
Riemannian metrics such that (X1, . . . ,Xq) is an orthonormal basis are graded metrics and
the family of XJ ’s forms an orthonormal basis of Λp(G) with respect to the induced metric.
The norm induced by g on Λp(G) will be simply denoted by | · |.
Definition 2.2. When an adapted basis (X1, . . . ,Xq) is also orthonormal with respect to the
fixed graded metric g is called graded basis.
Definition 2.3 (Degree of p-vectors). Let τ ∈ Λp(G) be a simple p-vector and let 1 ≤ r ≤ Q
be a natural number. Let τ =
∑
J τJ XJ be represented with respect to the fixed adapted
basis (X1, . . . ,Xq). The projection of τ with degree r is defined as
(2.3) (τ)r =
∑
d(J)=r
τJ XJ .
The degree of τ is defined as the integer
d(τ) = max {k ∈ N | such that τk 6= 0} .
In the sequel, also an arbitrary auxiliary Riemannian metric g˜ will be understood. We define
τΣ(x) as the unit tangent p-vector to a C
1 submanifold Σ at x ∈ Σ with respect to the metric
g˜, i.e. |τΣ(x)|g˜ = 1. The degree of x is defined as
dΣ(x) = d(τΣ(x))(2.4)
and the degree of Σ is d(Σ) = maxx∈Σ dΣ(x). We will say that x ∈ Σ has maximum degree
if dΣ(x) = d(Σ). It is not difficult to check that these definitions are independent from the
fixed adapted basis X1, . . . ,Xq, then they only depend on the tangent subbundle TΣ and of
the grading of G, namely they depend on the “geometric” position of the points with respect
to the grading (2.1). According to (2.3), we define τdΣ(x) as the part of τΣ(x) with maximum
degree d = d(Σ), namely,
(2.5) τdΣ(x) =
(
τΣ(x)
)
d
.
If g is a fixed graded metric we will simply write
(2.6) |τdΣ(x)| = |τdΣ(x)|g.
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Definition 2.4. Let x ∈ Σ be a point of maximum degree. Then we define
ΠΣ(x) = {y ∈ G : y = exp(v) with v ∈ G and v ∧ τdΣ(x) = 0} .
As a consequence of Corollary 3.6, we will see that ΠΣ(x) is a subgroup of G.
2.1. Graded coordinates. In the sequel the adapted basis (X1, . . . ,Xq) will be fixed. The
exponential mapping exp : G −→ G induces a group law C(X,Y ) on G for every X,Y ∈ G. We
have
exp(X) · exp(Y ) = exp(C(X,Y )).(2.7)
Recall that C(X,Y ) can be computed explicitly thanks to the Baker-Campbell-Hausdorff for-
mula: for each multi-index of nonnegative integers a = (a1, . . . , al) we define
|a| := a1 + · · ·+ al
a! := a1! · · · al!
and we will say that l is the length of a. If b = (b1, . . . , bl) is another multi-index of length l
such that al + bl ≥ 1, and if X,Y ∈ G we set
Cab(X,Y ) :=
{
(adX)a1(adY )b1 . . . (adX)al(adY )bl−1 Y if bl > 0
(adX)a1(adY )b1 . . . (adX)al−1X if bl = 0.
We used the notation (adX)(Y ) := [X,Y ], agreeing that (adX)0 is the identity. According to
[47]), the Baker-Campbell-Hausdorff formula is stated as follows
(2.8) C(X,Y ) :=
ι∑
l=1
(−1)l+1
l
∑
a=(a1,...,al)
b=(b1,...,bl)
ai+bi≥1 ∀i
1
a!b!|a+ b|Cab(X,Y ).
For every adapted basis (X1, . . . ,Xq), we can introduce a system of graded coordinates on G
given by
F : Rq −→ G, F (x) = exp
( q∑
j=1
xjXj
)
,(2.9)
where exp : G −→ G is the exponential mapping. Then the group law
F (x) · F (y) = F (P (x, y))(2.10)
is translated with respect to coordinates of Rq as
(2.11) x · y = P (x, y) = x+ y +Q(x, y) ,
where the Baker-Campbell-Hausdorff formula (2.8) implies that P = (P1, . . . , Pq) and Q =
(Q1, . . . , Qq) are polynomial vector fields.
It is also easy to check that dilations read in these coordinates as
δr(x) = (rx1, . . . , r
d(j)xj , . . . , r
ιxq) for every r > 0.
From definition of dilations and the Baker-Campbell-Hausdorff formula, it follows that Qi(x, y)
are homogeneous polynomials with respect to dilations, i.e.
Pi(δr(x), δr(y)) = r
d(i) Pi(x, y) and Qi(δr(x), δr(y)) = r
d(i)Qi(x, y) .(2.12)
As a result, we get {
Q1 = · · · = Qm1 = 0
Qi(x, y) = Qi
(∑
d(j)<i xj ej,
∑
d(j)<i yj ej
)
,
(2.13)
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where (e1, . . . , eq) denotes the canonical basis of R
q and d(i) > 1.
Given a system of graded coordinates F : Rq → G, we say that a function p : G → R
is a polynomial on G if the composition p ◦ F−1 is a polynomial on Rq; we say that p is an
homogeneous polynomial of degree l if it is a polynomial and p(δr(x)) = r
lp(x) for any x ∈ G
and r > 0. It is not difficult to prove that p is a homogeneous polynomial of degree l if and
only if p ◦ F−1 is a sum of monomials
xl11 x
l2
2 · · · xlqq with
q∑
i=1
d(j)lj = l.
Moreover, the notions of polynomial, homogeneous polynomial (and its degree) do not depend
on the choice of graded coordinates F . Observe also that homogeneous polynomials of degree
0 are constants.
Any left invariant vector field Xj of our fixed adapted basis has a canonical representation
as left invariant vector field (F−1)∗(Xj) of R
q, where F is defined (2.9). We will use the same
notation to indicate whis vector field in Rq. The left invariance of Xj in R
q implies that
Xjf(x) = ∂yj (f ◦ lx)(0) = df(x)
(
∂P
∂yj
(x, 0)
)
,
where lx(y) = x · y ∈ Rq and f ∈ C∞(Rq). As a consequence, we have
(2.14) Xj(x) =
q∑
i=1
Xij(x) ∂i =
q∑
i=1
∂Pi
∂yj
(x, 0) ∂i = ∂j +
∑
d(i)>d(j)
∂Qi
∂yj
(x, 0) ∂i .
By differentiating (2.12) we get
Xij(δr(x)) =
∂Pi
∂yj
(δr(x), 0) = r
d(i)−d(j) ∂Pi
∂yj
(x, 0) = rd(i)−d(j)Xij(x) ,(2.15)
i.e. Xij are homogeneous polynomials of degree d(i)− d(j).
Next we present a key result in the proof of Lemma 3.10.
Lemma 2.5. Let J ⊂ {1, 2, . . . , q} be such that F = span{Xj : j ∈ J} is a subalgebra of
G, where (X1, . . . ,Xq) be an adapted basis of G. Then for every index i /∈ J , the polynomial
Qi(x, y) lies in the ideal generated by {xl, yl : l /∈ J}, namely, we have
(2.16) Qi(x, y) =
∑
l /∈J, d(l)<d(i)
(xlRil(x, y) + ylSil(x, y)) ,
where Ril, Sil are homogeneous polynomials of degree d(i) − d(l).
Proof. Let us fix x, y ∈ Rq and consider
X :=
q∑
j=1
xjXj, Y :=
q∑
j=1
yjXj .
By (2.7), (2.10) and the Baker-Campbell-Hausdorff formula (2.8), we have
C(X,Y ) =
q∑
j=1
Pj(x, y) Xj ,
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Therefore, defining πi : G → R as the function which associates to every vector its Xi’s
coefficient, we clearly have Pi(x, y) = πi
(
C(X,Y )
)
. Thus, formulae (2.8) and (2.11) yield
Qi(x, y) =
ι∑
l=1
(−1)l+1
l
∑
a=(a1,...,al)
b=(b1,...,bl)
ai+bi≥1 ∀i
1
a!b!|a + b|πi(Cab(X,Y ))− xi − yi.
Observe that Cab(X,Y ) is a commutator of X and Y , whose length is equal to |a+ b|; as the
sum of commutator with length 1 gives X + Y we get
Qi(x, y) =
ι∑
l=1
(−1)l+1
l
∑
a=(a1,...,al)
b=(b1,...,bl)
ai+bi≥1 ∀i
|a+b|≥2
1
a!b!|a+ b|πi(Cab(X,Y )).
When the commutator Cab(X,Y ) has length h ≥ 2, we can decompose it into the sum of
commutators of the vector fields {xlXl, ylXl : 1 ≤ l ≤ q}. Let us focus our attention on
an individual addend of this sum and consider its projection πi. Clearly, this addend is a
commutator of length h. If this term is a commutator containing an element of the family
{xlXl, ylXl : l /∈ J}, then its projection πi will be a multiple of xl or yl for some l /∈ J , i.e. the
projection πi of this term is a polynomial of the ideal
{xl, yl : l /∈ J}.
On the other hand, if in the fixed commutator only elements of {xlXl, ylXl : l ∈ J} appear,
then it belongs to F . In view of our hypothesis, we have F ∩ span{Xi} = {0}, hence its
projection through πi vanishes. This fact along with (2.13) proves that Qi(x, y) has the form
(2.16). 
The next definition introduces the metric factor associated with a simple p-vector. Notice
that this definition generalized the notion of metric factor first introduced in [33].
Definition 2.6 (Metric factor). Let G be a stratified Lie algebra equipped with a graded
metric g and a homogeneous distance ρ. Let τ be a simple of p-vector of Λp(G). We define
L(τ) as the unique subspace associated with τ . The metric factor is defined by
θ(τ) = Hp|·|
(
F−1
(
exp
(L(τ)) ∩B1)) ,(2.17)
where F : Rq −→ G is a system of graded coordinates with respect to an adapted orthonormal
basis (X1, . . . ,Xq). The p-dimensional Hausdorff measure with respect to the Euclidean norm
of Rq has been denoted by Hp|·| and B1 is the open unit ball centered at e, with radius r with
respect to the fixed homogeneous distance ρ.
3. Blow-up at points of maximum degree.
Lemma 3.1. Let Σ be a p-dimensional submanifold of class C1 and let x ∈ Σ be a point of
maximum degree. Then we can find
• a graded basis X1, . . . ,Xq of G;
• a neighbourhood U of x;
• a basis v1(y), . . . , vp(y) of TyΣ for all y ∈ U
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such that writing vj(y) =
∑q
i=1Cij(y)Xi(y), we have
(3.1) C(y) := (Cij)i=1,...,q
j=1,...,p
=


Idα1 0 · · · 0
O1(y) ∗ · · · ∗
0 Idα2 · · · 0
0 O2(y) · · · ∗
...
...
. . .
...
0 0 · · · Idαι
0 0 · · · Oι(y)


where αk are integers satisfying 0 ≤ αk ≤ mk and α1+ · · ·+αι = p. The (mk−αk)×αk-matrix
valued continuous functions Ok vanish at x and ∗ denotes a continuous bounded matrix valued
function.
Proof. Observing that the degree of a point in Σ is invariant under left translations, it is not
restrictive assuming that x coincides with the unit element e of G.
STEP 1. Here we wish to find the graded basis (X1, . . . ,Xq) of G and the basis v1, . . . , vp
of TeΣ required in the statement of the lemma and that satisfy (3.1) when y = e. Let us
fix a basis (t1, . . . , tp) of TeΣ and use the same notation to denote the corresponding basis of
left invariant vector fields of G. We denote by πk the canonical projection of G onto Vk. Let
0 ≤ αι ≤ mι be the dimension of the subspace spanned by
πι(t1), . . . , πι(tq).
Taking linear combinations of tj we can suppose that the first αι vectors {πι(tj)}1≤j≤αι form
an orthonormal set of Vι, with respect to the fixed graded metric g. Then we set
Xιj := πι(tj) ∈ Vι and vιj := tj ∈ TeΣ ,
whenever 1 ≤ j ≤ αι. Adding proper linear combinations of these tj to the remaining vectors
of the basis, we can assume that {tι−1j := tj+αι}1≤j≤p−αι are linearly independent and that
πι(t
ι−1
j ) = 0 whenever j = 1, . . . , p − αι.
Now consider the p− αι vectors
πι−1(t
ι−1
1 ), . . . , πι−1(t
ι−1
p−αι)
and let 0 ≤ αι−1 ≤ mι−1 be the rank of the subspace of Vι−1 generated by these vectors.
Taking linear combinations of tι−1j , we can suppose that πι−1(t
ι−1
j ) with j = 1, . . . , αι−1 form
an orthonormal set of Vι−1 and that defining {tι−2j := tι−1j+αι−1}1≤j≤p−αι−αι−1 we have
πι−1(t
ι−2
j ) = 0 whenever j = 1, . . . , p− αι − αι−1.
Then we set
Xι−1j := πι−1(t
ι−1
j ) ∈ Vι−1 and vι−1j := tι−1j ∈ TeΣ .
for every j = 1, . . . , αι−1. Repeating this argument in analogous way, we obtain integers αk
with 0 ≤ αk ≤ mk for every k = 1, . . . , ι and vectors
Xkj ∈ Vk , vkj ∈ TeΣ, where k = 1, . . . , ι and j = 1, . . . , αk.
Notice that α1 + · · ·+ αι = p and that
(v11 , . . . , v
1
α1 , . . . , v
ι
1, . . . , v
ι
αι)(3.2)
is a basis of TeΣ. We complete the X
k
j ’s to a graded basis
(X11 , . . . X
1
m1 ,X
2
1 , . . . ,X
2
m2 , . . . ,X
ι
1, . . . ,X
ι
mι)
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of G, that will be also denoted by (X1, . . . ,Xq). It is convenient to relabel the basis (3.2) as
(v1, . . . , vp), hence we write vj =
∑q
i=1 CijXi obtaining
C := (Cij) =


Idα1 ∗ · · · ∗
0 ∗ · · · ∗
0 Idα2 · · · ∗
0 0 · · · ∗
...
...
. . .
...
0 0 · · · Idαι
0 0 · · · 0


.
Performing suitable linear combinations of vj ’s, we can assume that
(3.3) C =


Idα1 0 · · · 0
0 ∗ · · · ∗
0 Idα2 · · · 0
0 0 · · · ∗
...
...
. . .
...
0 0 · · · Idαι
0 0 · · · 0


.
STEP 2. The basis (v1, . . . , vp) of TeΣ can be extended to a frame of continuous vector fields
(v1(y), . . . , vp(y)) on Σ defined in neighborhood U of e. Thanks to the previous step, defining
vj(y) =
∑q
i=1 Cij(y)Xi(y) we have
C(y) := (Cij(y)) =


Idα1 + o(1) o(1) · · · o(1)
o(1) ∗ · · · ∗
o(1) Idα2 + o(1) · · · o(1)
o(1) o(1) · · · ∗
...
...
. . .
...
o(1) o(1) · · · Idαι + o(1)
o(1) o(1) · · · o(1)


where o(1) denotes a matrix-valued continuous function vanishing at e. Observing that Idαk +
o(1) are still invertible for every y in a smaller neighbourhood U ′ ⊂ U of e, we can replace the
vj’s with linear combinations to get
C(y) =


Idα1 + o(1) 0 · · · 0
o(1) ∗ · · · ∗
0 Idα2 + o(1) · · · 0
o(1) o(1) · · · ∗
...
...
. . .
...
0 0 · · · Idαι + o(1)
o(1) o(1) · · · o(1)


.
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The same argument leads us to define a new frame with matrix
(3.4) C(y) =


Idα1 0 · · · 0
O1(y) ∗ · · · ∗
0 Idα2 · · · 0
o(1) O2(y) · · · ∗
...
...
. . .
...
0 0 · · · Idαι
o(1) o(1) · · · Oι(y)


,
where Oj are defined in the statement of the present lemma. To finish the proof, it remains
to show that all o(1)’s of (3.4) are actually null matrix functions. Here we utilize the fact that
the submanifold has maximum degree at e. Notice that the simple p-vector
v1(y) ∧ · · · ∧ vp(y) =
∑
J
aJ(y)XJ (y) ,
is proportional to the tangent vector τΣ(y). In addition, if J = (j1, . . . , jp), then aJ(y) is
the determinant of the p × p submatrix obtained taking the j1-th, j2-th, . . . , jp−1-th and jp-
th row of C(y). From (3.3) we immediately conclude that dΣ(e) = α1 + 2α2 + · · · + ιαι.
Finally, where one entry of some o(1) does not vanish, it is possible to find some J0 such that
d(J0) > α1 + 2α2 + · · · + ιαι and aJ(y) 6= 0. This would imply dΣ(y) > dΣ(e), contradicting
the assumption that dΣ(e) = maxy∈U ′ dΣ(y). 
Remark 3.2. It is easy to interpret the statement and the proof of Lemma 3.1 in the case
some αk vanishes. Clearly, the αk columns in (3.1) intersecting Iαk and then the corresponding
vectors vkj disappear.
Remark 3.3. Clearly, when Σ is of class Cr the vj ’s of the previous lemma are of class C
r−1.
In fact, the linear transformations performed in the proof of Lemma 3.1 are of class Cr−1.
The previous lemma allows us to state the following definitions.
Definition 3.4. Let Σ be a C1 smooth submanifold and let x ∈ Σ be a point of maximum
degree. Then we can define the degree σ : {1, . . . , p} −→ N induced by Σ at x as follows
σ(j) = i if
i−1∑
s=1
αs < j ≤
i∑
s=1
αs,
where αi are defined in Lemma 3.1.
Definition 3.5. Let Σ be a C1 smooth submanifold and let x ∈ Σ be a point of maximum
degree. Then we will denote by
(X11 , . . . ,X
1
m1 , . . . ,X
ι
1, . . . ,X
ι
mι) and (v
1
1 , . . . , v
1
α1 , . . . , v
ι
1, . . . , v
ι
αι)
the frames on G and on a neighborhood U of z in Σ, respectively, which satisfy the conditions
of Lemma 3.1. We will also indicate these frames by
(X1, . . . ,Xq) and (v1, . . . , vp).
Corollary 3.6. Let Σ be a C1 smooth submanifold with x ∈ Σ satisfying dΣ(x) = d(Σ). Then
τdΣ(x) is a simple p-vector which is proportional to
X11 ∧ · · · ∧X1α1 ∧ · · · ∧Xι1 ∧ · · · ∧Xιαι ,
then we also have
ΠΣ(x) = exp
(
span{X11 , . . . ,X1α1 , . . . ,Xι1, . . . ,Xιαι}
)
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Proof. By expression (3.1), τΣ is clearly proportional to
(3.5) X11 ∧ · · · ∧X1α1 ∧ · · · ∧Xι1 ∧ · · · ∧Xιαι +R ,
where R is a linear combination of simple p-vectors with degree less than d(X11 ∧ · · · ∧Xιαι).
Then d = d(X11 ∧ · · · ∧Xιαι) and τdΣ(x) is proportional to X11 ∧ · · · ∧Xιαι . 
Definition 3.7. We will denote by
(X11 , . . . ,X
1
α1 , . . . ,X
ι
1, . . . ,X
ι
αι)(3.6)
the frame of Corollary 3.6, arising from Lemma 3.1, and by
πΣ(x) : G −→ ΠΣ(x)(3.7)
the corresponding canonical projection.
Corollary 3.8. Let e ∈ Σ be such that dΣ(e) = d(Σ). Let us embed Σ into Rq by the system
of graded coordinates F induced by {Xkj }k=1,...,ι, j=1,...,mk . Then there exists a function
ϕ : A ⊂ Rp −→ Rq−p
x = (x11, . . . , x
1
α1 , . . . , x
ι
αι) 7−→ (ϕ1α1+1, . . . , ϕ1m1 , . . . , ϕιαι+1, . . . , ϕιmι)(x),
defined on an open neighbourhood A ⊂ Rp of zero, such that ϕ(0) = 0 and Σ ⊃ Φ(A), where Φ
is the mapping defined by
Φ : A→ Rq
x −→ (x11, . . . , x1α1 , ϕ1α1+1(x), . . . , ϕ1m1(x), . . . , xι1, . . . , xιαι , ϕιαι+1(x), . . . , ϕιmι(x)).(3.8)
and satisfying ∇Φ(0) = C(0), with C given by Lemma 3.1.
Proof. Representing πΣ(x) with respect to our graded coordinates, we obtain
π˜Σ(x) : R
q → Rp
x 7−→ (x11, . . . , x1α1 , . . . , xι1, . . . , xιαι) .
Taking its restriction
π : Σ→ Rp
x 7−→ (x11, . . . , x1α1 , . . . , xι1, . . . , xιαι) ,
we wish to prove that π is invertible near 0, i.e. that dπ(0) : T0Σ→ Rp is onto. According to
(3.1) and the fact that π is the restriction of a linear mapping, it follows that dπ(vkj (0)) = ∂xkj
for every k = 1, . . . , ι and j = 1, . . . , αk. This implies the existence of Φ = π
−1
|U having
the representation (3.8), hence one can easily check that dπ(∂xkj
Φ (0)) = ∂xkj
also holds for
every k = 1, . . . , ι and j = 1, . . . , αk. As a consequence, invertibility of dπ(0) : T0Σ → Rp
gives vkj (0) = ∂xkj
Φ (0). It follows that each column of ∇Φ(0) equals the corresponding one of
C(0). 
From now on, we will assume that Σ is a C1,1 submanifold of G.
Lemma 3.9. Let x ∈ Σ be such that dΣ(x) = d(Σ). Then ΠΣ(x) is a subgroup.
Proof. Posing d = d(Σ), due to Corollary 3.6, τdΣ(x) is proportional to the simple p-vector
X11 ∧ · · · ∧X1α1 ∧ · · · ∧Xι1 ∧ · · · ∧Xιαι .
We define F as the space of linear combinations of vectors {Xkj }k=1,...,ιj=1,...,αk . It suffices to prove
that each bracket [Xkj ,X
l
i ] lies in F for every 1 ≤ k, l ≤ ι, 1 ≤ j ≤ αk and 1 ≤ i ≤ αl. Taking
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into account Remark 3.3, we can find Lipschitz functions φr, ψs, which vanish at x whenever
d(r) = k or d(s) = l, such that
vkj = X
k
j +
∑
d(r)≤k
φr Xr and v
l
i = X
l
i +
∑
d(s)≤l
ψs Xs.
For a.e. y belonging to a neighbourhood U of x, we have
[vkj , v
l
i] =
[
Xkj +
∑
d(r)≤k
φr Xr, X
l
i +
∑
d(s)≤l
ψs Xs
]
= [Xkj ,X
l
i ] +
∑
d(r)≤k
φr [Xr,X
l
i ] +
∑
d(s)≤l
ψs [X
k
j ,Xs] +
∑
d(r)≤k,d(s)≤l
φr ψs [Xr,Xs]
+
∑
d(s)≤l
(Xkj ψs)Xs −
∑
d(r)≤k
(X liφr)Xr(3.9)
+
∑
d(r)≤k,d(s)≤l
(
φr (Xrψs) Xs − ψs (Xsψr) Xr
)
By Frobenius theorem we know that this vector is tangent to Σ, i.e. it is a linear combination
of v11 , . . . , v
ι
αι and lies in V1 ⊕ · · · ⊕ Vk+l, hence Lemma 3.1 implies that it must be of the form
[vkj , v
l
i] =
∑
σ(r)≤k+l
arvr.
Projecting both sides of the previous identity onto Vk+l, we get
[Xkj ,X
l
i ] +
∑
d(r)=k
φr [Xr,X
l
i ] +
∑
d(s)=l
ψs [X
k
j ,Xs]+
+
∑
d(r)=k,d(s)=l
φr ψs [Xr,Xs] =
∑
σ(r)=k+l
ar πk+l(vr).
From (3.1) the projections πk+l
(
vr(y)
)
converge to a linear combination of vectors Xk+li as y
goes to x, where 1 ≤ i ≤ αk+l. We can find a sequence of points (yν) contained in U , where
[vkj , v
l
i] is defined and yν → x as ν →∞. Then the coefficients ar are defined on yν and up to
extracting subsequences it is not restrictive assuming that ar(yν), which is bounded since Σ is
C1,1, converges for every r such that σ(r) ≤ k + l. Thus, restricting the previous equality on
the set {yν} and taking the limit as ν →∞, it follows that [Xkj ,X li ] is a linear combination of
{Xk+li }1≤i≤αk+l . This ends the proof. 
Let us consider the parameters λ = (λ11, . . . , λ
1
α1 , . . . , λ
ι
1, . . . , λ
ι
αι) ∈ Rp and a point e ∈ Σ
with dΣ(e) = d(Σ). We aim to study properties of solution γ(t, λ) of the Cauchy problem
(3.10)


∂tγ(t, λ) =
∑
k=1,...,ι
j=1,...,αk
λkj v
k
j
(
γ(t, λ)
)
tk−1
γ(0, λ) = 0
,
where the vector fields vkj are defined in Lemma 3.1 with x = e.
For every compact set L ⊂ Rp, there exists a positive number t0 = t0(L) such that γ(·, λ) is
defined on [0, t0] for every λ ∈ L.
The next lemma gives crucial estimates on the coordinates of γ(·, λ). Notice that graded
coordinates arising from the corresponding graded basis (X1, . . . ,Xq) will be understood.
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Lemma 3.10. Let γ(·, λ) be the solution of (3.10). Then for every k = 1, . . . , ι and every
j = 1, . . . ,mk there exist homogeneous polynomials g
k
j of degree k, that vanish when k = 1,
have the form gkj (λ
1
1, . . . , λ
1
α1 , . . . , λ
k−1
1 , . . . , λ
k−1
αk−1
) when k > 1, satisfy gkj (0) = 0 and the
estimates
(3.11) γkj (t, λ) =
{ (
λkj /k + g
k
j (λ
1
1, . . . , λ
k−1
αk−1
)
)
tk +O(tk+1) if 1 ≤ j ≤ αk
O(tk+1) if αk + 1 ≤ j ≤ mk
hold for every λ ∈ L and every t ∈ [0, t0].
Proof. From (2.14) and (2.15), we have Xs =
∑q
i=1Xis ei where
Xis(x) =
{
δis if d(i) ≤ d(s)
uis(x
1
1, . . . , x
1
m1 , . . . , x
d(i)−1
1 , . . . , x
d(i)−1
md(i)−1
) if d(i) > d(s)
(3.12)
and uis is a homogeneous polynomial satisfying uis(δr(x)) = r
d(i)−d(s)uis(x). Setting
λ˜ = λ˜(t) = (λ11, . . . , λ
1
α1 , λ
2
1t, . . . , λ
2
α2t, . . . , λ
ι
1t
ι−1, . . . , λιαιt
ι−1) ∈ Rp
and taking into account the expression of vj given in Lemma 3.1, we can write the Cauchy
problem (3.10) as
(3.13) ∂tγ(t, λ) =
p∑
r=1
vr
(
γ(t, λ)
)
λ˜r(t) =
p∑
r=1
q∑
s=1
Csr
(
γ(t, λ)
)
Xs
(
γ(t, λ)
)
λ˜r(t) ,
where C(·) is given by Lemma 3.1. Now we fix λ ∈ L and write for simplicity γ in place of
γ(·, λ). The coordinates of γ will be also denoted as follows
(γ11 , . . . , γ
1
m1 , . . . , γ
ι
1, . . . , γ
ι
mι).
STEP 1. We start proving (3.11) for the coordinates of γ belonging to the first layer, i.e.
(3.14)
{
γ1j (t) = λ
1
j t if 1 ≤ j ≤ α1
γ1j (t) = O(t
2) if α1 + 1 ≤ j ≤ m1
.
In view of (3.13), we get
γ˙1j =
p∑
r=1
q∑
s=1
Csr(γ)Xjs(γ) λ˜r.
For 1 ≤ j ≤ α1 we have 1 = d(j) ≤ d(s), then (3.12) imply that Xjs = δjs, whence
γ˙1j =
p∑
r=1
Cjr(γ)λ˜r = λ˜j = λ
1
j ,
where the second equality follows from (3.1), which implies Cjr(x) = δjr. This shows the
first equality of (3.14). Now we consider the case α1 + 1 ≤ j ≤ m1. Due to (3.12) and
1 = d(j) ≤ d(s), we have
γ˙1j =
p∑
r=1
Cjr(γ)λ˜r =
∑
σ(r)=1
Cjr(γ)λ˜r +
∑
σ(r)≥2
Cjr(γ)λ˜r .(3.15)
From (3.1), we have Cjr(y) = o(1) whenever σ(r) = 1, hence Cjr(γ(t)) = o(t). From the same
formula, we deduce that Cjr(x) is bounded whenever σ(r) ≥ 2, and for the same indices r we
also have λ˜r = O(t), hence the second adddend of (3.15) is equal to O(t). We have shown that
γ˙1j = O(t) for every α1 + 1 ≤ j ≤ m, therefore the second equality of (3.14) is proved.
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STEP 2. We will prove (3.11) by induction on k = 1, . . . , ι. The previous step yields these
estimates for k = 1. Let us fix k ≥ 2 and suppose that (3.11) holds for all integers less than
or equal to k − 1. Next, we wish to prove (3.11) for components of γ with degree k and for
any fixed 1 ≤ j ≤ mk. We denote by i the unique integer between 1 and q such that Xi = Xkj
and accordingly we have γi = γ
k
j , where d(i) = k. Taking into account (3.12) and that Csr
vanishes when d(s) > σ(r), it follows that
γ˙i =
p∑
r=1
q∑
s=1
Xis(γ)Csr(γ)λ˜r =
∑
1≤r≤p
d(s)≤d(i)
d(s)≤σ(r)
Xis(γ)Csr(γ)λ˜r .(3.16)
We split this sum into three addends
(3.17) γ˙kj = γ˙i =
∑
1≤r≤p
d(i)≤σ(r)
Cir(γ)λ˜r +
∑
1≤r≤p
d(s)<d(i)
d(s)=σ(r)
Xis(γ)Csr(γ)λ˜r +
∑
1≤r≤p
d(s)<d(i)
d(s)<σ(r)
Xis(γ)Csr(γ)λ˜r .
We first consider the case 1 ≤ j ≤ αk. Then (3.1) implies that Cir(x) = δir, therefore the first
term of (3.17) coincides with λ˜i(t) = λ
k
j t
k−1. Now we deal with the remaining terms. Our
inductive hypothesis yields
γls(t, λ) =
{ (
λls/l + g
l
s(λ
1
1, . . . , λ
l−1
αl−1
) +O(t)
)
tl if 1 ≤ s ≤ αl
O(t) tl if αl + 1 ≤ s ≤ ml
,(3.18)
whenever l ≤ k − 1, where gls is a homogeneous polynomial of degree l. Due to (3.12), Xis
are homogeneous polynomials of degree d(i) − d(s) = k − d(s) > 0, then applying (3.18), we
achieve
Xis(γ
1
1 , . . . , γ
k−1
mk−1
) =
(
Nis(λ
1
1, . . . , λ
k−1
αk−1
) +O(t)
)
tk−d(s)(3.19)
whenever d(s) ≤ d(i) = k and υis = δis if d(s) = k. Notice that Nis are homogeneous
polynomial of degree k−d(s) since it is a composition of the homogeneous polynomial Xis and
of the homogeneous polynomials λls/l + g
l
s(λ
1
1, . . . , λ
l−1
αl−1
) with degree l.
Let us focus our attention on the second addend of (3.17). By definition of λ˜, we have
λ˜r = λ
σ(r)
l(r) t
σ(r)−1, for some 1 ≤ l(r) ≤ ασ(r), hence this second term equals
∑
1≤r≤p
d(s)<d(i)
d(s)=σ(r)
[
Csr(0) +O(t)
][
Nis(λ
1
1, . . . λ
k−1
αk−1
)tk−d(s) +O(tk−d(s)+1)
]
λ
σ(r)
l(r) t
σ(r)−1
=
∑
1≤r≤p
d(s)<d(i)
d(s)=σ(r)
Csr(0)Nis(λ
1
1, . . . λ
k−1
αk−1
)λ
d(s)
l(r) t
k−1 +O(tk)
= N˜i(λ
1
1, . . . , λ
k−1
αk−1
) tk−1 +O(tk),
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where N˜i is a homogeneous polynomial of degree k = d(i). From (3.19) and taking into account
the definition of λ˜r, the last term of (3.17) can be written as follows∑
1≤r≤p
d(s)<d(i)
d(s)<σ(r)
Csr(γ(t))
[
Nis(λ
1
1, . . . , λ
k−1
αk−1
)tk−d(s) +O(tk−d(s)+1)
]
O(tσ(r)−1)
=
∑
1≤r≤p
d(s)<d(i)
d(s)<σ(r)
O(tk−d(s)+σ(r)−1) = O(tk) .
Summing up the results obtained for the three addends of (3.17), we have shown that
γ˙kj (t) = (λ
k
j + N˜i(λ
1
1, . . . , λ
k−1
αk−1
))tk−1 +O(tk)
whence the first part of (3.11) follows.
Next, we consider the case αk + 1 ≤ j ≤ mk. In this case we decompose (3.16) into the
following two addends
γ˙i =
∑
1≤r≤p
k≤σ(r)
Cir(γ) λ˜r +
∑
1≤r≤p
d(s)<k
d(s)≤σ(r)
Xis(γ)Csr(γ)λ˜r .(3.20)
The first term of (3.20) can be written as∑
1≤r≤p
k≤σ(r)
Cir(γ)λ˜r =
∑
1≤r≤p
k=σ(r)
Cir(γ)λ˜r +
∑
1≤r≤p
k<σ(r)
Cir(γ)λ˜r.
From (3.1), the Lipschitz function Cir(x) vanishes at zero when αk + 1 ≤ j ≤ mk and d(i) =
σ(r), then Cir(γ(t)) = O(t) and∑
1≤r≤p
k≤σ(r)
Cir(γ)λ˜r =
∑
1≤r≤p
k=σ(r)
O(t) tk−1 +
∑
1≤r≤p
k<σ(r)
O(1) tσ(r)−1 = O(tk).(3.21)
Let us now consider the second term of (3.20). According to (3.19), we know that Xis(γ(t)) =
O(tk−d(s)). Unfortunately, this estimate is not enough for our purposes, as one can check
observing that λ˜r = O(t
σ(r)−1) and Csr = O(1) for some of s, r. To improve the estimate on
Xis we will use Lemma 3.9, according to which the subspace spanned by(
X11 , . . . ,X
1
α1 , . . . ,X
ι
1, . . . ,X
ι
αι
)
is a subalgebra. Then we define
F = span{Xks | 1 ≤ k ≤ ι , 1 ≤ s ≤ αk}
along with the set J , that is given by the condition
F = span{Xj : j ∈ J}.
We first notice that i /∈ J , due to our assumption αk+1 ≤ j ≤ mk. This will allow us to apply
Lemma 2.5, according to which we have
Pi(x, y) = xi + yi +Qi(x, y) = xi + yi +
∑
l /∈J, d(l)<k
(xlRil(x, y) + ylSil(x, y)) .
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As a result, assuming that s ∈ J , we obtain the key formula
Xis(x) =
∂Pi
∂ys
(x, 0) =
∑
l /∈J, d(l)<k
xl
∂Ril
∂ys
(x, 0) ,
where ∂ysRil(x, 0) is a homogeneous polynomial of degree k − d(s) − d(l). By both inductive
hypothesis and definition of J , we get
γl(t) = O(t
d(l)+1) ,
for every l /∈ J such that d(l) < k. By these estimates, we achieve
Xis(γ(t)) =
∑
l /∈J, d(l)<k
γl(t)
∂Ril
∂ys
(γ(t), 0) =
∑
l /∈J, d(l)<k
O(td(l)+1)O(tk−d(s)−d(l)) = O(tk+1−d(s)) .
Then it is convenient to split the second term of (3.20) as follows
(3.22)
∑
r=1,...,p
d(s)<k
d(s)≤σ(r)
Xis(γ)Csr(γ)λ˜r =
∑
r=1,...,p
d(s)<k
d(s)≤σ(r)
s∈J
Xis(γ)Csr(γ) λ˜r +
∑
r=1,...,p
d(s)<k
d(s)≤σ(r)
s/∈J
Xis(γ)Csr(γ) λ˜r ,
where the first addend of the previous decomposition can be estimated as∑
1≤r≤p
d(s)<k
d(s)≤σ(r)
s∈J
Xis(γ)Csr(γ) λ˜r =
∑
1≤r≤p
d(s)<k
d(s)≤σ(r)
s∈J
O(tk+1−d(s))O(1)O(tσ(r)−1) = O(tk) .(3.23)
Finally, we consider the second addend of (3.22), writing it as the following sum
(3.24)
∑
1≤r≤p
d(s)<k
d(s)≤σ(r)
s/∈J
Xis(γ)Csr(γ) λ˜r =
∑
1≤r≤p
d(s)<k
d(s)=σ(r)
s/∈J
Xis(γ)Csr(γ) λ˜r +
∑
1≤r≤p
d(s)<k
d(s)<σ(r)
s/∈J
Xis(γ)Csr(γ) λ˜r .
The first term of (3.24) can be written as∑
1≤r≤p
d(s)<k
d(s)=σ(r)
s/∈J
O(tk−d(s))O(t)O(tσ(r)−1) = O(tk) ,
where we have used the fact that Csr(x) = O(|x|) when d(s) = σ(r) and s /∈ J , according to
(3.1). The second term of (3.24) corresponds to the sum∑
1≤r≤p
d(s)<k
d(s)<σ(r)
s/∈J
O(tk−d(s))O(1)O(tσ(r)−1) = O(tk) .
As a result, the second term of (3.22) is also equal to some O(tk), hence taking into account
(3.23) we get that the second term of (3.20) is O(tk). Thus, taking into account (3.20) and
(3.21) we achieve γ˙(t) = O(tk), which proves the second part of (3.11) and ends the proof. 
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Remark 3.11. Analyzing the previous proof, it is easy to realize that the functions O(tk)
appearing in the statement of Lemma 3.10 can be estimated by tk, uniformly with respect to
λ varying in a compact set: there exists a constant M > 0 such that
(3.25)
∣∣∣γkj (t, λ)− [λkj /k + gkj (λ11, . . . , λk−1αk−1)]tk
∣∣∣ ≤Mtk+1 if 1 ≤ j ≤ αk
|γkj (t, λ)| ≤Mtk+1 if αk + 1 ≤ j ≤ mk.
for all λ belonging to a compact set L and every t < t0: here and in the following, we have set
γλ := γ(·, λ).
Our next step will be to prove that our curves γ(·, λ) cover a neighbourhood of a point
with maximum degree. To do this, we fix graded coordinates with respect to the basis (Xkj )
and consider the diffeomorphism G : Rp −→ Rp arising from Lemma 3.10 and that can be
associated with any point of maximum degree in a C1,1 smooth submanifold. We set
Gi(λ) = λi/σ(i) + gi(λ1, . . . , λ∑σ(i)−1
s=1 αs
) ,(3.26)
where (g1, . . . , gp) = (g
1
1 , . . . , g
1
α1 , . . . , g
ι
1, . . . , g
ι
αι) and g
k
j are given by Lemma 3.10. Then
G(0) = 0 and by explicit computation of the inverse function, the definition (3.26) implies
global invertibility of G.
Remark 3.12. The diffeomorphism G also permits us to state Lemma 3.10 as follows
γ(t, λ) = δt (G(λ) +O(t)) ∈ Rq ,(3.27)
where G(λ) belongs to Rp × {0}, precisely, it lies in the p-dimensional subspace ΠΣ(x) with
respect to the associated graded coordinates.
We will denote by c(t, λ) the projection of γ(t, λ) on ΠΣ(x), namely
c(t, λ) = π˜Σ(x)
(
γ(t, λ)
)
,(3.28)
where π˜Σ(x) represents πΣ(x) of (3.7) with respect to graded coordinates arising from (3.6).
In the sequel, the estimates
ci(t, λ) = Gi(λ)t
σ(i) +O(tσ(i)+1)(3.29)
will be used. They follow from Lemma 3.10 and the definitions of c and G.
Lemma 3.13. There exists t0 > 0 such that for every t1 ∈]0, t0[, there exists a neighbourhood
V of 0 such that
V ∩ Σ ⊂ {γ(t, λ) : λ ∈ G−1(Sp−1) and 0 ≤ t < t1} .
Proof. We fix t0 > 0 as in Lemma 3.10, where we have chosen L = G
−1(Sp−1). Let t1 ∈
]0, t0[ be arbitrarily fixed. Taking into account Corollary 3.8, it suffices to prove that the set
{c(t, λ) : λ ∈ L, 0 ≤ t < t1} covers a neighbourhood of 0 in Rp. For each t ∈]0, t1[, we define
the “projected dilations” ∆t = π˜Σ(x)◦δt corresponding to the following diffeomorphisms of Rp
∆t(y1, . . . , yp) =
(
tσ(1)y1, . . . , t
σ(i)yi, . . . , t
σ(p)yp
)
.
Now we can rewrite (3.29) as
c(t, λ) = ∆t
(
G(λ) +O(t)
)
,(3.30)
where O(t) is uniform with respect to λ varying in G−1(Sp−1), according to Remark 3.11.
Then we define the mapping
Lt : S
p−1 → Rp
u 7−→ ∆1/t
(
c
(
t,G−1(u)
))
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and (3.30) implies
Lt(u) = u+O(t).
As a consequence, Lt → IdSp−1 as t→ 0, uniformly with respect to u varying in Sp−1. Then,
for any sufficiently small 0 < τ < t1, we have Lτ (S
p−1) ∩ B1/2 = ∅ and Lτ is homotopic to
IdSp−1 in R
p \{A} for all A ∈ B1/2. In particular, since IdSp−1 is not homotopic to a constant,
Lτ is not homotopic to a constant in R
p \ {A} for all A ∈ B1/2. Now, we are in the position
to prove that {
c(t, λ) : λ ∈ G−1(Sp−1) and 0 ≤ t < τ}
covers the open neighbourhood of 0 in Rp given by ∆τ (F
−1(B1/2) ∩ ΠΣ(e)) that leads us to
the conclusion. By contradiction, if this were not true, then we could find a point A ∈ B1/2
such that A 6= ∆1/τ (cλ(t)) for all λ ∈ G−1(Sp−1) and 0 ≤ t < τ , but then
H : [0, τ ] × Sp−1 → Rp \ {A}
(s, u) 7−→ ∆1/τ
(
c
(
s,G−1(u)
))
would provide a homotopy in Rp \{A} between the constant 0 and Lτ , which cannot exist. 
As important consequence of Lemma 3.10, we are in the position to give the
Proof of Theorem 1.1. We first notice that ΠΣ(x) is a subgroup of G, due to Lemma 3.9.
Setting Σx,r := δ1/r(x
−1Σ), it is sufficient to prove (see [3], Proposition 4.5.5) that Σx,r ∩DR
converges to Π ∩DR in the Kuratowski sense, i.e. that
(i) if y = limn→∞ yn for some sequence {yn} such that yn ∈ Σx,rn ∩DR and rn → 0, then
y ∈ ΠΣ(x) ∩DR;
(ii) if y ∈ ΠΣ(x) ∩DR, then there are yr ∈ Σx,r ∩DR such that yr → y.
It is not restrictive assuming that x = e. To prove (i), we set zn = δrn(yn) ∈ Σ ∩DrnR. From
(3.27), we can find t1 > 0 arbitrarily small such that
(3.31) inf
u∈Sp−1
|u+O(t1)| > 0,
where | · | is the Euclidean norm and O(t) is defined in (3.27). Then for n sufficiently large
and taking t1 < t0 Lemma 3.13 yields a sequence {τn} ⊂]0, t1[ and λn ∈ G−1(Sp−1) such that
γ(τn, λn) = δrnyn. Due to (3.27), we achieve
δτn/rn (G(λn) +O(τn)) = yn ,
hence (3.31) implies that τn/rn is bounded. Up to subsequences, we can assume that G(λn)→ ζ
and τn/rn → s, then yn → δsζ = y. From Remark 3.12, we know that G(λ) ∈ ΠΣ(x) with
respect to our graded coordinates, hence y ∈ ΠΣ(x). To prove (ii), we choose y ∈ ΠΣ(x) ∩DR
and set λ = G−1(y). By Lemma 3.10 there exists r0 > 0 depending on the compact set
G−1(DR ∩ ΠΣ(x)) such that the solution r → γ(r, λ′) of (3.10) is defined on [0, r0] for every
λ′ ∈ G−1(DR ∩ΠΣ(x)). Clearly, γ(r, λ′) ∈ Σ, then (3.27) implies that
δ1/r
(
Σ
) ∋ yr = δ1/r(γ(r, λ)) −→ G(λ) = y .
This ends the proof. 
Next we prove Theorem 1.2. We will denote by volpg˜ the Riemannian p-dimensional volume
with respect to an arbitrary metric g˜.
Proof od Theorem 1.2. Without loss of generality we assume that x is the identity element e
and consider graded coordinates F : Rq −→ G centered at 0 with respect to Xkj . Notice that
balls F−1(Bx,r) in R
q through graded coordinates will be simply denoted by Bx,r. According
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to Corollary 3.8, we parametrize Σ by the C1,1 function ϕ : A ⊂ ΠΣ(e) → Rq−p, such that Σ
is the image of
Φ : A ⊂ ΠΣ(e) −→ Rq
y 7→ (y11, . . . , y1α1 , ϕ1α1+1(y), . . . , ϕ1m1(y), . . . , yι1, . . . , yιαι , ϕιαι+1(y), . . . , ϕιmι(y)).
For any sufficiently small r > 0, we have
lim
r↓0
volpg˜(Σ ∩Br)
rd
=
1
rd
∫
Φ−1(Br)
Jg˜Φ(y) dy
=
∫
∆1/r(Φ−1(Br))
Jg˜Φ(∆r(y))dy ,(3.32)
where ∆r = δr |ΠΣ(e) and its jacobian is exactly equal to d. Notice that ∆1/r(Φ
−1(Br)) =
(δ1/r ◦ Φ ◦∆r)−1(B1) is the set of elements y ∈ ΠΣ(e) such that(
y11, . . . , y
1
α1 ,
ϕ1α1+1(∆ry)
r
, . . . ,
ϕ1m1(∆ry)
r
, . . . , yι1, . . . , y
ι
αι ,
ϕιαι+1(∆ry)
rι
, . . . ,
ϕιmι(∆ry)
rι
)
belongs to B1 and that
∆1/r(Φ
−1(Br)) = π˜Σ(e)(Σ0,r ∩B1),
where π˜Σ(e) is the projection πΣ(e) with respect to graded coordinates, i.e. the mapping
R
q ∋ (z11 , . . . , z1m1 , . . . , zι1, . . . , zιmι) 7−→ (z11 , . . . , z1α1 , . . . , zι1, . . . , zιαι) ∈ ΠΣ(e).
We will denote the projection π˜Σ(e) by π. By continuity of π, for every ǫ > 0 we can find a
neighbourhood N ⊂ Rq of ΠΣ(e) ∩D1 such that π(N ) ⊂ ΠΣ(e) ∩ B1+ǫ; by Theorem 1.1 and
the definition of Hausdorff convergence, for sufficiently small r we have Σ0,r ∩D1 ⊂ N and so
(3.33) ∆1/r(Br) ⊂ π(Σ0,r ∩D1) ⊂ ΠΣ(e) ∩B1+ǫ.
If we also prove that
(3.34) ΠΣ(e) ∩B1−ǫ ⊂ ∆1/r(Φ−1(Br))
for small r, we will have χδ1/r(Φ−1(Br)) → χΠΣ(e)∩B1 in L1(ΠΣ(e)). This fact and (3.32) imply
that
lim
r↓0
volpg˜(Σ ∩Br)
rd
= Jg˜Φ(0) Lp(ΠΣ(e) ∩B1) = Jg˜Φ(0) θ(τdΣ(0)).
By Corollary 3.8 we know that ∇Φ(0) = C(0), where C is given by Lemma 3.1; therefore
Jg˜Φ(0) must coincide with the Jacobian of the matrix C(0), i.e. with |v1(0)∧ · · · ∧ vp(0)|g˜. By
virtue of Corollary 3.6, we have
|τdΣ(e)| =
∣∣∣∣X11 ∧ · · · ∧Xια1 ∧ · · · ∧Xι1 ∧ · · · ∧Xιαι|v1(0) ∧ · · · ∧ vp(0)|g˜
∣∣∣∣
g
=
1
|v1(0) ∧ · · · ∧ vp(0)|g˜ .
Finally, it remains to prove (3.34). We fix
y = (y1, . . . , yp) = (y
1
1 , . . . , y
1
α1 , . . . , y
ι
αι) ∈ ΠΣ(e) ∩B1−ǫ
and set z := δr(y) ∈ B(1−ǫ)r. Let t0 > 0 be as in Lemma 3.13 and consider t1 ∈]0, t0[ to be
chosen later. By the same lemma, for every r > 0 sufficiently small there exist λ ∈ G−1(Sp−1)
and t ∈ [0, t1[ such that Φ(z) = γ(t, λ). Since |G(λ)| = 1, we can find 1 ≤ i ≤ p such that
|Gi(λ)| ≥ 1/√p. Notice that
πΣ(e)(Φ(z)) = z = πΣ(e)(γ(t, λ)) = c(t, λ),(3.35)
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then (3.29) implies
Mtσ(i)+1 ≥ |Gi(λ)|tσ(i) − |zi| ≥ tσ(i)/√p− |yi|rσ(i),
where M > 0 is given in Remark 3.11 with L = G−1(Sp−1). It follows that
(1/
√
p−Mt1)tσ(i) ≤ (1/√p−Mt)tσ(i) ≤ |yi| rσ(i) .
Now, we can choose t1 > 0 such that 1/
√
p−Mt1 ≥ ǫ > 0, getting a constant N > 0 depending
only on p, |y| and M such that
t ≤ N r .(3.36)
Taking into account (3.35) and the explicit estimates of (3.25), we get some 1 ≤ k ≤ ι and
αj + 1 ≤ j ≤ mj such that
|ci(t, λ)| = |γkj (t, z)| = |ϕkj (z)| ≤Mtk+1 ,
where we notice that k = σ(i). By (3.36), the previous estimate yield
|ϕkj (δry)| = |ϕkj (z)| ≤ M˜rk+1 ,(3.37)
where M˜ = MNk+1. Estimate (3.37) has been obtained with M˜ independent from r > 0
sufficiently small. Therefore(
y11, . . . , y
1
α1 ,
ϕ1α1+1(δry)
r
, . . . ,
ϕ1m1(δry)
r
, . . . , yι1, . . . , y
ι
αι ,
ϕιαι+1(δry)
rι
, . . . ,
ϕιmι(δry)
rι
)
belongs to B1 definitely as r goes to zero, namely, y ∈ ∆1/rΦ−1(Br) for r > 0 small enough. We
observe that N linearly depends on |y| and is independent from r > 0, then the constant M˜ in
(3.37) can be fixed independently from y varying in the bounded set ΠΣ(e)∩B1−ǫ, whence (3.34)
follows. 
Remark 3.14. In the case x is a non-horizontal point of a p-dimensional submanifold Σ,
namely dΣ(x) = Q−k, the limit (1.3) coincides with the limit stated in Theorem 3.5 of [36],
according to which
(3.38)
volg˜(Σ ∩Bp,r)
rQ−k
−→ c(g˜, g) θ
(
n˜g,H(p)
)
|n˜g,H(p)| .
Here we have defined
c(g˜, g) =
µg˜(B1)
µg(B1)
=
det
(
g˜ij
)
det
(
gij
)
where µg˜ and µg are the Riemannian volume measures on G with respect to g˜ and g. In
addition, we have assumed that µg˜ is also an Haar measure of G.
To show this fact, we fix a basis {Xα}α∈I of Λk(V1), where
Xα = Xα1 ∧ · · · ∧Xαk and I = {(α1, . . . , αk) | 1 ≤ α1 < · · · < αk ≤ m}
and m = dimV1. Notice that existence of a non-horizontal point implies the condition m ≥ k.
We choose an orthonormal frame (B1, . . . , Bq) with respect to g˜ and define B = B1 ∧ · · ·Bq.
By definition of Hodge operator with respect to g˜ and orientation B, we have
Xα ∧ τΣ(x) = (−1)kp
〈
Xα, ∗˜
(
τΣ(x)
)〉
g˜
B = (−1)kp 〈Xα, n˜(x)〉g˜ B .(3.39)
Taking into account the decomposition
τΣ(x) =
∑
α∈I
c∗α ∗
(
Xα
)
+
∑
d(β)<Q−k
cβXβ ,
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where α ∪ ∗α = {1, . . . , q}, we have
τdΣ(x) =
∑
α∈I
c∗α ∗Xα
where d = Q− k. In addition, we have B = c(g, g˜)X1 ∧ · · · ∧Xq. Then (3.39) implies
c∗αXα ∧X∗α = c(g, g˜) (−1)kp 〈Xα, n˜(x)〉g˜ X1 ∧ · · · ∧Xq .
According to Definition 2.6 of [36], we have 〈Xα, n˜(x)〉g˜ = 〈Xα, n˜g(x)〉 and
n˜g,H(x) =
∑
α∈I
〈Xα, n˜g(x)〉Xα ,(3.40)
therefore
|τdΣ(x)|2 =
∑
α∈I
(c∗α)
2 = c(g, g˜)2 |n˜g,H(x)|2,
concluding our proof.
As it has been mentioned in the introduction, it is easy to find groups where non-horizontal
submanifolds of a given topological dimension cannot exist.
Example 3.15. Let us consider the 5-dimensional stratified group E5 with a basis X1, . . . ,X5
subject to the only nontrivial relations
[X1,X2] = X3, [X1,X3] = X4, [X1,X4] = X5
and the grading
V1 = span{X1,X2}, V2 = span{X3}, V3 = span{X4}, V4 = span{X5} .
Then m = 2 and a 2-dimensional submanifold has codimension k = 3. As a result, m− k < 0
hence any 2-dimensional submanifold Σ satisfies d(Σ) < Q− k = 11 − 3 = 8. In other words,
all 2-dimensional submanifolds of E5 are horizontal.
4. Some applications in the Engel group
In this section we wish to present examples of 2-dimensional submanifolds of all possible
degrees in the Engel group E4.
We represent E4 as R4 equipped with the vector fields Xi =
∑4
j=1A
j
i (x)ej , where
A(x) =


1 0 0 0
0 1 0 0
0 x1 1 0
0 x21/2 x1 1

 ,
(e1, e2, e3, e4) is the canonical basis of R
4 and x = (x1, x2, x3, x4).
Let Φ : U −→ R4 be the parametrization of a 2-dimensional submanifold Σ, where U is an
open subset of R2. We set u = (u1, u2) = (x, y) ∈ U and consider Φui =
∑4
j=1Φ
j
ui ej . Taking
into account that
A(x)−1 =


1 0 0 0
0 1 0 0
0 −x1 1 0
0 x21/2 −x1 1


and that
ei =
4∑
j=1
(A(x)−1)jiXj ,(4.1)
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we obtain
Φui = Φ
1
uiX1 +Φ
2
uiX2 +
(
Φ3ui − Φ1Φ2ui
)
X3 +
(
Φ4ui − Φ1Φ3ui +
(Φ1)2
2
Φ2ui
)
X4 .
It follows that
Φx ∧ Φy = Φ12u X1 ∧X2 +
(
Φ13u − Φ1Φ12u
)
X1 ∧X3 +
(
Φ14u −Φ1 Φ13u +
(Φ1)2
2
Φ12u
)
X1 ∧X4(4.2)
+Φ23u X2 ∧X3 +
(
Φ24u − Φ1Φ23u
)
X2 ∧X4 +
(
Φ34u +
(Φ1)2
2
Φ23u − Φ1Φ24u
)
X3 ∧X4 ,
where we have set
Φiju = det
(
Φix Φ
i
y
Φjx Φ
j
y
)
.
In the sequel, we will use (4.2) to obtain nontrivial examples of 2-dimensional submanifolds
with different degrees in E4.
Remark 4.1. Recall that 2-dimensional submanifolds of degree 2 in E4 cannot exist, due to
non-integrability of the horizontal distribution span{X1,X2}.
The next example wants to give a rather general method to obtain nontrivial examples of
2-dimensional submanifolds of degree 3. Clearly, the submanifold {(0, x2, x3, 0} is the simplest
example, as one can check using (4.2).
Example 4.2. Having degree three means that the first order fully non-linear conditions

Φ34u +
(Φ1)2
2 Φ
23
u − Φ1Φ24u = 0
Φ24u −Φ1 Φ23u = 0
Φ14u −Φ1 Φ13u + (Φ
1)2
2 Φ
12
u = 0
(4.3)
must hold. By elementary properties of determinants, one can realize that the previous system
is equivalent to requiring that
∇Φ3 is parallel to ∇Φ4 + (Φ
1)2
2
∇Φ2 ,(4.4)
∇Φ2 is parallel to ∇Φ4 − Φ1∇Φ3 ,(4.5)
∇Φ1 is parallel to ∇Φ4 − Φ1∇Φ3 + (Φ
1)2
2
∇Φ2 .(4.6)
We restrict our search to submanifolds with Φ1(x, y) = x and Φ23u 6= 0 on U . Then (4.4) and
(4.5) yield functions λ, µ : U −→ R such that
∇Φ4 + x
2
2
∇Φ2 = λ ∇Φ3
∇Φ4 − x∇Φ3 = µ ∇Φ2 .
Due to the previous equations and the condition Φ23u 6= 0, we impose the assumptions
λ(u) = x and µ(u) = −x
2
2
.
It follows that
∇Φ4 = −x
2
2
∇Φ2 + x∇Φ3 ,(4.7)
then all conditions (4.4), (4.5) and (4.6) are satisfied, namely, the system (4.3) holds when-
ever we are able to find Φ4 satisfying (4.7). Notice that condition (4.7) characterizes all
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2-dimensional submanifolds of degree three under the condition Φ23u 6= 0. Clearly, we have
an ample choice of families of functions Φ2,Φ3,Φ4 satisfying (4.7). We choose the injective
embedding of R2 into R4 defined by
Φ(x, y) =


x
x+ ey
xey + x
2
2
x3
6 +
x2
2 e
y

 .
One can check that dΣ(Φ(x, y)) = 3 for every (x, y) ∈ R2, where Σ = Φ(R2). Here the part of
τΣ with maximum degree is
τ3Σ
(
Φ(x, y)
)
= − e
2y√
e4y + x2e4y + x
4
4 e
4y
X2 ∧X3
and due to (1.4), the spherical Hausdorff measure of bounded portions of Σ is positive and
finite.
It is clear that submanifolds of higher degree are easier to be contructed.
Example 4.3. Let us consider
Φ(x, y) =
(
x, y,
y2
2
,
y2
2
)
.
Then we have
Φ12u = 1, Φ
13
u = y, Φ
14
u = y
Φ23u = 0, Φ
24
u = 0, Φ
34
u = 0.
By (4.2) we have
Φx ∧ Φy = X1 ∧X2 + (y − x)X1 ∧X3 +
(
y − xy + x
2
2
)
X1 ∧X4.(4.8)
Recall that Σr is the subset of points in Σ with degree equal to r. With this notation we have
Σ4 =
{
Φ(x, y)
∣∣∣ y ∈]0, 2[}⋃{Φ(x, y) ∣∣∣ y ∈ R \ [0, 2] and |y − x|2 6= y2 − 2y}
Σ3 =
{
Φ(y + σ
√
y2 − 2y, y)
∣∣∣ σ ∈ {1,−1} and y ∈ R \ [0, 2]}
Σ2 = {Φ(0, 0),Φ(2, 2)} .
We will check that the curve
R \ [0, 2] ∋ y −→ γ(y) = Φ(y + σ
√
y2 − 2y, y)
with σ ∈ {1,−1} have degree constantly equal to 2. Due to (4.1), we achieve
γ˙ = γ˙1X1 + γ˙
2X2 +
(
γ˙3 − γ1 γ˙2)X3 +
(
γ˙4 − γ1 γ˙3 + (γ
1)2
2
γ˙2
)
X4 ,
where one can check that(
γ˙4 − γ1 γ˙3 + (γ
1)2
2
γ˙2
)
= 0 and
(
γ˙3 − γ1 γ˙2) = −σ√y2 − 2y 6= 0 .(4.9)
It follows that Σ3 is the union of two curves with degree constantly equal to 2. Applying (1.4)
we get that S2 Σ3 is positive and finite on bounded open pieces of Σ3, hence S4(Σ3) = 0. In
particular, we have proved that
S4(Σ \ Σ4) = 0,
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then the Hausdorff dimension of Σ is 4 and furthermore S4 Σ is positive and finite on open
bounded pieces of Σ. Clearly, (1.4) holds.
Example 4.4. Using (4.2) one can check that 2-dimensional submanifolds given by
Φ(x, y) =


0
Φ2(x, y)
Φ3(x, y)
Φ4(x, y)


where Φ34u 6= 0 have degree 5= Q− k. Notice that these submanifolds are then non-horizontal.
Remark 4.5. Let us consider Σ as in Example 4.3. It is easy to check that
δ1/rΣ ∩DR −→ S ∩DR
where
S = {(x1, 0, 0, x4) | x4 ≥ 0} .
Clearly, S cannot be a subgroup of E4, since all p-dimensional subgroups of stratified groups
are homeomorphic to Rp, see [47]. This fact, may occur since the origin in Σ has not maximum
degree, as one can check in Example 4.3.
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