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Abstract
Our environment is increasingly populated with large amounts of smart objects. Some monitor
free parking spaces, others analyze material conditions in buildings or detect unsafe pollution levels
in cities. The massive amounts of sensing and actuation devices constitute large-scale infrastructures
that span over entire parking lots, campuses of buildings or agricultural elds. Despite being suc-
cessfully deployed in a number of domains, the development of applications for such infrastructures
remains challenging. Considerable knowledge about the hardware/network specicities of the sensor
infrastructure is required on the part of the developer. To address this problem, software development
methodologies and tools raising the level of abstraction need to be introduced to allow non-expert
developers program applications.
This dissertation presents a design-driven methodology for the development of applications or-
chestrating massive amounts of networked objects. The methodology is based on a domain-specic
design language, named DiaSwarm that provides high-level, declarative constructs allowing devel-
opers to deal with masses of objects at design time, prior to programming the application. Generative
programming is used to produce design-specic programming frameworks to guide and support the
development of applications in this domain. The methodology integrates the parallel processing
of large-amounts of data collected from masses of sensors. We introduce specic language declara-
tions resulting in the generation of programming frameworks based on the MapReduce programming
model. We furthermore investigate how design can be used to make explicit the resources required
by applications as well as their usage. To match the application requirements to a target sensor in-
frastructure, we consider design declarations at dierent stages of the application lifecycle.
The scalability of this approach is evaluated in an experiment, which shows how the generated
programming frameworks relying on the MapReduce programming model are used for the ecient
processing of large datasets of sensor readings. We examine the eectiveness of the proposed ap-
proach in dealing with key software engineering challenges in this domain by implementing appli-
cation scenarios provided to us by industrial partners. We solicited professional programmers to
evaluate the usability of our approach and present quantitative and qualitative data from the experi-
ment.





Notre environnement est de plus en plus peuplé de grandes quantités d’objets intelligents. Cer-
tains surveillent des places de stationnement disponibles, d’autres analysent les conditions maté-
rielles dans les bâtiments ou détectent des niveaux de pollution dangereux dans les villes. Les quan-
tités massives de capteurs et d’actionneurs constituent des infrastructures de grande envergure qui
s’étendent sur des terrains de stationnement entiers, des campus comprenant plusieurs bâtiments ou
des champs agricoles. Le développement d’applications pour de telles infrastructures reste dicile,
malgré des déploiement réussis dans un certain nombre de domaines. Une connaissance considérable
des spécicités matériel / réseau de l’infrastructure de capteurs est requise de la part du développeur.
Pour remédier à ce problème, des méthodologies et des outils de développement logiciel permettant
de relever le niveau d’abstraction doivent être introduits pour que des développeurs non spécialisés
puissent programmer les applications.
Cette thèse présente une méthodologie dirigée par la conception pour le développement d’appli-
cations orchestrant des quantités massives d’objets communicants. La méthodologie est basée sur un
langage de conception dédié, nommé DiaSwarm qui fournit des constructions déclaratives de haut
niveau permettant aux développeurs de traiter des masses d’objets en phase de conception, avant
de programmer l’application. La programmation générative est utilisée pour produire des cadres de
programmation spéciques à la conception pour guider et soutenir le développement d’applications
dans ce domaine. La méthodologie intègre le traitement parallèle de grandes quantités de données
collectées à partir de masses de capteurs. Nous introduisons un langage de déclarations permettant de
générer des cadres de programmation basés sur le modèle de programmation MapReduce. En outre,
nous étudions comment la conception peut être utilisée pour rendre explicites les ressources requises
par les applications ainsi que leur utilisation. Pour faire correspondre les exigences de l’application
à une infrastructure de capteurs cible, nous considérons les déclarations de conception à diérents
stades du cycle de vie des applications.
Le passage à l’échelle de cette approche est évaluée dans une expérience qui montre comment
les cadres de programmation générés s’appuyant sur le modèle de programmation MapReduce sont
utilisés pour le traitement ecace de grands ensembles de données de relevés des capteurs. Nous
examinons l’ecacité de l’approche proposée pour relever les principaux dés du génie logiciel dans
ce domaine en mettant en œuvre des scénarios d’application qui nous sont fournis par des partenaires
industriels. Nous avons sollicité des programmeurs professionnels pour évaluer l’utilisabilité de notre
approche et présenter des données quantitatives et qualitatives de l’expérience.




Cette thèse intitulée « Une méthodologie dirigée par la conception pour le développement d’ap-
plications d’orchestration à grande échelle » se situe dans le domaine du génie logiciel et répond au
dé de la programmation d’applications pour des infrastructures de grande envergure composées de
quantités massives de capteurs. La principale contribution de cette thèse est une approche de dé-
veloppement logiciel dédiée au domaine de l’orchestration de masses de capteurs et d’actionneurs.
Cette approche est basée sur un langage de conception, qui fournit des constructions déclaratives de
haut niveau permettant aux développeurs de gérer des masses d’objets communiquants en phase de
conception avant de programmer l’application.
Problématique
Le processus de développement de services pour des infrastructures de masses de capteurs est
aujourd’hui complexe du fait de l’utilisation d’approches qui sont souvent de bas niveau et centrées
sur le réseau ou le matériel. Les pratiques actuelles sont pilotées par les opérateurs de réseaux ou
centrées autour des préoccupations des fabricants de capteurs. Cette approche centrée sur le réseau
ou le matériel rend le développement du logiciel complexe, avec pour conséquence une courbe d’ap-
prentissage abrupte pour les programmeurs. Cette situation peut être un obstacle majeur au succès
du domaine.
Développer des applications qui orchestrent des masses d’objets implique des dés majeurs en
raison de l’échelle à laquelle cette orchestration a lieu. Dans cette thèse, nous abordons ces dés en
examinant les phases conceptuelles typiques d’une application d’orchestration dans ce domaine à
savoir la découverte de services, la collecte de données, le traitement de données et l’actionnement.
Il est essentiel de comprendre les préoccupations des experts du domaine, ainsi que de résoudre
les problèmes communs rencontrés par les développeurs tout au long du processus de développement
logiciel pour assurer le succès d’une approche de développement logiciel. Pour atteindre cet objectif,
nous avons participé à un projet collaboratif français, appelé Objects World, tout au long de cette
thèse. Ce projet vise à construire un écosystème durable des acteurs dans le domaine de l’internet des
objets. Cette thèse présente et aborde les principaux dés liés au génie logiciel qui ont été identiés
à la suite de nombreuses interactions avec les sociétés de ce consortium.
Contributions
Pour faire face aux nombreux dés de l’orchestration à grande échelle, cette thèse propose une
approche de développement logiciel couvrant tout le cycle de vie d’une application d’orchestration.
Cette approche rend explicite l’expertise du domaine nécessaire à l’aide d’un langage de conception
dédié an de guider le développement et le déploiement d’une application d’orchestration à grande
échelle. Par ailleurs, pour traiter de grandes quantités de données de capteurs, le langage fournit aux
développeurs des déclarations pour exprimer le traitement des données tout en faisant abstraction
des complexités liées au traitement parallèle haute performance.
viii
Nos contributions s’articulent autour des thèmes suivants: (1) support de développement logiciel,
(2) traitement de données haute performance, (3) infrastructures des réseaux de capteurs et (4) vali-
dation de notre approche. Nous illustrons les traits saillants de notre approche à l’aide d’une étude de
cas, qui examine le développement d’une application de gestion de stationnement. Le but de cette ap-
plication est de surveiller l’occupation des parcs de stationnement et de réguler le ux de circulation
pour diriger les voitures vers les places de stationnement disponibles.
Nous avons développé un compilateur pour notre langage qui génère du support de program-
mation de haut niveau à partir de la spécication d’une application. Les déclarations détaillant la
conception d’une application sont compilées dans un cadre de programmation spécique à l’applica-
tion qui guide la programmation de la logique d’orchestration. Cette stratégie permet au développeur
de s’abstraire des spécicités du réseau de capteurs et d’assurer des stratégies de traitement de don-
nées appropriées pour atteindre les performances requises. Les cadres de programmation générés
s’appuient sur le modèle de programmation MapReduce pour fournir au développeur une approche
éprouvée pour le traitement ecace d’ensembles de données volumineux. Cette stratégie permet de
faire face à de grands ensembles de données collectés à partir de masses de capteurs.
Pour assurer que l’infrastructure des objets communiquants puisse fournir à l’application les cap-
teurs et les actionneurs requis, nous introduisons la notion de comportement applicatif, qui regroupe
les caractéristiques d’une application d’orchestration à grande échelle concernant le réseau de cap-
teurs. En tant que tel, les caractéristiques d’une application peuvent être exprimées au début du pro-
cessus de développement pour fournir un support tout au long du cycle de vie de l’application. Nous
illustrons comment les caractéristiques liées au réseau de capteurs peuvent être exprimées via des
déclarations de haut niveau et utilisées tout au long du cycle de vie des applications d’orchestration.
Nous introduisons des étapes le long du cycle de vie de l’application où les déclarations de com-
portement applicatif peuvent être utilisées pour adapter à la fois l’application et l’infrastructure des
objets communicants. Ce processus d’adaptation permet par exemple de vérier que les capacités en
termes de capteurs requises par une application au moment de la conception sont compatibles avec
l’infrastructure cible.
Nous avons implémenté notre approche et nous l’avons utilisée pour programmer diérentes
applications. Pour la phase de développement, notre approche prend la forme d’un plugin pour l’en-
vironnement de développement Eclipse 1. Le plugin est disponible publiquement 2 et fournit aux dé-
veloppeurs notre langage de conception et un générateur de code. Pour le traitement des données,
notre compilateur génère actuellement des cadres de programmation ciblant la plate-forme Apache
Hadoop 3.
Nous avons évalué le passage à l’échelle de notre approche dans une expérience comportant
l’exécution des calculs sur un grand ensemble de données synthétiques. Nous démontrons que notre
approche basée sur la conception permet de s’aranchir des détails de l’implémentation tout en ex-
posant les propriétés architecturales utilisées pour générer du code haute performance pour le traite-
ment de grands ensembles de données. Nous avons évalué l’ecacité de notre approche pour résoudre
les dés de génie logiciel identiés en évaluant le support fourni par notre approche pour trois ap-





notre approche fournit un support ecace pour la programmation d’une large gamme d’applications
pour l’internet des objets, et permet aux programmeurs experts de prototyper les applications rapi-
dement. Nous avons évalué la facilité d’utilisation de notre approche en sollicitant des programmeurs
professionnels de l’industrie dans une étude d’utilisabilité. Nous fournissons des données quantita-
tives et qualitatives, y compris les résultats d’un questionnaire d’utilisabilité et des entrevues avec
les développeurs an d’étudier l’utilité perçue d’une approche de développement logiciel dirigée par
conception.
Structure du document
Cette thèse est organisée de la manière suivante. Le premier chapitre situe le contexte de ce
travail. Ce chapitre présente les dés auxquels sont confrontés les programmeurs tout au long du
développement d’applications de haut niveau orchestrant des quantités massives de capteurs. Pour
assurer l’adoption d’une approche pour le développement d’applications d’orchestration à grande
échelle, nous répertorions les dés de génie logiciel identiés à la suite de nombreuses interactions
avec des partenaires du projet Objects World. Le chapitre énumère les diérentes contributions de
ce travail et présente la structure de ce document. Le chapitre 2 présente les domaines de recherche
de l’informatique ubiquitaire, réseaux de capteurs et de l’internet des objets, an d’étudier comment
sont développés actuellement des systèmes composés d’objets communicants, dotés de capacités de
détection et actionnement. Le chapitre examine les principales préoccupations dans chaque domaine
en ce qui concerne les dés d’orchestration à grande échelle présentés dans chapitre 1. Dans le cha-
pitre 3, nous présentons une étude de cas qui est utilisée tout au long du document pour illustrer
les contributions de cette thèse, qui considère le développement d’un service de ville intelligente à
grande échelle pour la gestion des places de stationnement dans les parkings. Notre approche diri-
gée par la conception, dédiée au développement d’applications d’orchestration à grande échelle est
présentée dans le chapitre 4. Nous présentons un langage dédié à la manipulation d’objets communi-
cants à grande échelle et nous montrons comment la spécication de l’application est compilée dans
un cadre de programmation spécique à l’application pour soutenir et guider le processus de dévelop-
pement. Nous étendons notre approche de conception dans le chapitre 5 pour introduire le traitement
parallèle de grandes quantités de données collectées à partir de capteurs. Nous démontrons comment
les déclarations de conception sont utilisées pour générer des cadres de programmation utilisant le
modèle de programmation MapReduce pour un traitement ecace des données. Nous évaluons le
passage à l’échelle de notre approche dans une expérience consistant à exécuter des calculs sur un
grand ensemble de données. Nous explorons davantage la phase de conception dans le chapitre 6 pour
déterminer comment les déclarations peuvent être utilisées pour rendre explicites les ressources re-
quises par les applications ainsi que leur utilisation. Nous introduisons des étapes le long du cycle de
vie des applications et discutons comment les déclarations peuvent être exploitées à chaque étape.
L’évaluation de l’approche proposée est présentée dans le chapitre 7 via deux expériences dié-
rentes. Dans une première expérience, nous examinons l’ecacité de l’approche dirigée par concep-
tion pour faire face aux dés de génie logiciel identiés. Dans une deuxième expérience, nous mesu-
rons, via une étude d’utilisabilité, le coût de l’apprentissage pour utiliser notre approche. Les conclu-
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Masses of sensors and actuators are increasingly emerging in our daily environments
to provide innovative smart services, including parking management [libelium, 2013],
trac monitoring [IBM, 2013], wide-area transportation management [Mizuno and
Odake, 2015; Naphade et al., 2011], etc. These infrastructures are being increasingly
deployed over large-scale spaces, including parking lots in cities and agricultural elds
in rural areas. Large-scale sensor infrastructures are now being operated worldwide
by companies, enabling economically viable services to be oered. Although existing
deployments demonstrate the maturity and practicality of such infrastructures, there
are still challenges that need to be addressed to harness the potential benets of this
technology to provide users with innovative and useful services. To achieve this goal,
developing software is a crucial activity that enables exploring the scope of potential
services, anticipating and responding to users’ needs.
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Overview
• Overview of challenges faced by programmers throughout the development of high-
level application services orchestrating massive amounts of sensors.
• Overview of software engineering challenges that need to be addressed to ensure the
adoption of an approach for the development of large-scale orchestrating applications.
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The process of developing services for masses of sensors raises a number of challenges
due to the use of approaches that are often low level and network/hardware-centric. Cur-
rent practices are driven by network operators 1 and centered around the concerns of specic
stakeholders: sensor manufacturers. Moreover, research in the domain of sensor networks
often ignores realistic application-specic requirements (e.g., expected data trac, location
information and granularity, etc.), as discussed by Raman et al. [Raman and Chebrolu, 2008],
and lacks programming models and methodologies for addressing key domain-specic chal-
lenges. This network/hardware-centered approach makes software development low level
and feature specic, resulting in a steep learning curve for programmers. This situation can
be a major impediment for the success of the domain.
1.1 Large-Scale Orchestration Challenges
Orchestrating applications 2 discover devices (i.e., sensors/actuators), gather and process
data from sensors, and possibly trigger actuators. Developing applications that orchestrate
masses of objects raises major challenges because of the scale at which this orchestration
takes place. In this section, we introduce the main challenges by reviewing the typical con-
ceptual phases of an orchestrating application, namely service discovery, data gathering,
data processing, and actuating.
Service discovery
In contrast with standard service discovery that addresses individual objects [Zhu et al.,
2005], masses of sensors demand a high-level approach to designating subsets of interest.
Specically, selecting objects of interest among a myriad of objects should be tamed by
application-specic abstractions that provide meaningful constructs for grouping sensors.
For example, an application may need to manipulate parking spaces at the level of lots or
districts. The developer should be able to directly express these application-specic con-
cepts. Beyond expressiveness, when considering masses of sensors, the scalability of a ser-
vice discovery mechanism is critical to making an orchestrating application usable. In this
context, exploiting information about the application behavior is essential to reduce the cost
of such activities as service discovery and data gathering, as shown by various works [Liu
et al., 2007; Heidemann et al., 2003; Krishnamachari and Heidemann, 2004]. Furthermore, it
has been shown that a mismatch between the application behavior and the network routing
algorithms can result in poor performance [Krishnamachari and Heidemann, 2004].
1. e.g., SIGFOX, hp://www.sigfox.com
2. We use the terms "orchestration" and "orchestrating application" interchangeably.
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Data gathering
Models used for delivering data to applications must accommodate masses of sources. For
example, applications may require data to be pushed from any number of CO (carbon monox-
ide) sensors located in underground parking lots, when a given air pollution level is reached.
Delivery models have a direct impact on the structure and the logic of an application and
thus need to be explicit to avoid mismatches between application requirements and the tar-
get sensor network infrastructure (e.g., mismatch between delivery frequency of sensors and
the frequency required by an application). Besides, making explicit the delivery models used
by an application prior to programming can be valuable information to ensure an optimal
routing structure of the underlying sensor network [Liu et al., 2007].
Data processing
When considering tens of thousands of measurements, possibly accumulated over a period
of time, processing becomes a challenge. The amount of data to be processed and the require-
ments of the applications to be developed may entail a variety of implementation strategies,
including parallel processing [Lee et al., 2012]. For example, as cars rush into a city in the
morning, drivers should receive up-to-date information about space availability in parking
lots, even if this involves processing massive amounts of data repeatedly. When eciency is
paramount, it is an additional challenge to develop an orchestrating application that exploits
properties about the sensors, optimizes the strategies to collect sensor measurements, and
crunches large amounts of data.
Actuating
Processing data may result in taking actions by actuating devices. For example, computing
the number of available spaces in parking lots allows to periodically update this number on
the entrance screen of each lot. In fact, the actuating process is generally driven by the data
processing phase, and should consequently leverage the structure of the preceding phase to
ease development. Compared to interacting with sensors via high-level subsets, applications
may also need to invoke actuators individually to perform context-specic actions, such as
displaying a warning at a specic parking level display when an unsafe level of pollution is
detected.
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1.2 Software Engineering Challenges
To ensure the success of a software engineering approach, it is crucial to understand the
concerns of domain experts, as well as to address the common issues faced by developers
throughout the software development process. To achieve this goal, we had the opportunity
to participate in a French collaborative project, called Objects World 3. This project aims to
build a sustainable ecosystem of stakeholders in the domain of Internet of Things (IoT), re-
volving around a nationwide, low-bandwidth IoT network. In this section, we present key
software engineering challenges that have been identied as a result of numerous interac-
tions with the companies of this consortium.
Overcoming heterogeneous APIs
Functionality-rich smart objects become available from dierent manufacturers every day.
They may rely on widely dierent technologies, but they frequently share similar sensor and
actuator capabilities (e.g., temperature measurement, presence detection, heat regulation).
Therefore, it becomes increasingly important to build a common vocabulary for describing
APIs of smart objects, specic to an area of interest (e.g., agriculture, healthcare, transport,
etc.), or even some globally standardized ontology for a domain in general, such as IoT [Bac-
celli and Raggett, 2015] or Machine-to-Machine (M2M) [Verma et al., 2016]. This ontology
should expose a hierarchical structure in order to maximize the reuse of the API descriptions
and implementations, as is done with object hierarchy.
Supporting rapid software development
Often, highly-valued services to customers correspond to simple application logic. As an
example, consider an orchestrating application that turns o heating when a window is open
and the exterior temperature is cold. This service corresponds to a logic that orchestrates
the heater, window contact sensors, and a weather web service. Even though the logic of
this service is simple, developing an orchestrating application requires programming a great
deal of boilerplate code for discovering the relevant devices, listening to events of interest
originating from physical devices or web-based APIs, synchronizing, serializing, passing
events between application components and actuator objects, and so on. The amount of
boilerplate code typically exceeds by far the amount of code for the application logic, and
may constitute up to 70% or 80% of the code in the implementation [Cassou et al., 2012].
Consequently, application development time is inated when the boilerplate code is written
manually.
3. Further information on the project can be found in Chapter 7
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Facilitating testing
Many orchestrating applications are dicult or too costly to test exhaustively because of
the nature of the situations required (e.g., triggering re alarms) or the diculty to deploy
distant objects (e.g., monitoring ocean water quality). Furthermore, orchestrating applica-
tions have to be often developed prior to the deployment of physical sensors and actuators,
or even before they are manufactured according to their specications. Routinely, device
drivers simulating actual sensors and actuators are developed to test orchestrating applica-
tions before their deployment. When such mockup drivers must be developed manually at
a large scale, the development eort can become signicant, especially when code for the
simulation of devices percolates into the application code.
Supporting rapid evolution
The complexity of developing orchestrating applications is further exacerbated by the fact
that new sensors and actuators come out at a very fast pace. As a result, innovative appli-
cations orchestrating various smart objects have to be continuously adapted to include new
objects or to accommodate API changes for new versions of existing objects. The continu-
ous development and maintenance of these applications when using traditional methods re-
quires extensive software development to cope with the highly competitive market of smart
objects. This situation can be mitigated by an approach providing suitably abstract entities
that would ease and stimulate code reuse. Furthermore, an approach providing maintenance
support is crucial for stakeholders specialized in producing software.
1.3 Contributions
To cope with the many dimensions and the various challenges of large-scale orchestration
that we introduced above, we propose a software development approach covering the entire
lifecycle of an orchestrating application. This approach makes explicit the domain expertise
required to guide the development and deployment of a large-scale orchestrating application
by means of a domain-specic design language. To deal with large amounts of sensor data
the language provides developers with declarations expressing how data processing occurs
while abstracting over intricacies related to high-performance parallel processing. Design
declarations are processed and compiled into design-specic programming frameworks that
support and guide the programming of the orchestration logic. This strategy allows the
developer to abstract over characteristics of the sensor network and to ensure appropriate
processing strategies to attain the required performance.
Our contributions revolve around the following themes: (1) software development sup-
port, (2) high-performance data processing, (3) sensor-network infrastructures and (4) ap-
proach validation. In the following, we describe the main contributions of this dissertation.
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Domain-specic design language
The main contribution of this dissertation is a design language dedicated to the domain of
orchestrating masses of sensors and actuators. The language provides high-level, declarative
constructs allowing developers to (1) declare what an application does and to (2) cope with
masses of objects at design time, prior to programming the application. The design activity
results in support for the development process of the orchestrating application.
Design-specic programming frameworks
We have developed a compiler for our language that generates high-level programming sup-
port, customized with respect to a given application design. This programming support takes
the form of a programming framework [Fayad and Schmidt, 1997] that provides guidance to
developers, while ensuring that programming is driven by design. For example, the compiler
generates code that gathers data from sensors with the declared delivery models, allowing
the developer to concentrate on what to do once sensor data is gathered.
F
High-level parallel processing model
Masses of sensors produce large amounts of data 4 that need to be analyzed eciently to
render high-value services to citizens and operators of smart environments. Our compiler
generates programming frameworks that have a carefully structured data and control ow to
enable data processing to be implemented eciently. These frameworks rely on the MapRe-
duce programming model [Lämmel, 2008; Dean and Ghemawat, 2008] to provide the de-
veloper with a proven approach to eciently processing large datasets and enable parallel,
distributed implementations to be generated. This strategy allows to cope with large datasets
collected from masses of sensors.
F
Application behavior
Because large-scale infrastructures of networked objects are still emerging, their features
are neither standardized, nor stable. Thus, it is vital to ensure that a target infrastructure
of networked objects can provide the application with required resources (i.e., sensors and
actuators) or to determine whether reconguration of the sensor infrastructure is needed to
4. For example, a modern oshore oil production platform comprises around 30,000 sensors and may gen-
erate up to 2TB of data per day. [Rigzone, 2014]
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match application requirements. To this end, we introduce the notion of application behavior,
which consists of sensor-network characteristics of a large-scale orchestrating application.
As such, the characteristics of an application can be expressed at a high level early in the
development process to provide support throughout the application lifecycle. We illustrate
how sensor-network characteristics can be expressed via high-level declarations and used
throughout the lifecycle of orchestrating applications.
Stages of the application lifecycle
We introduce stages along the application lifecycle where the application behavior declara-
tions can be used to adapt both the application and the infrastructure concerns. This adap-
tation process ranges from checking that the sensing capabilities required by an application
at design time are compatible with the target infrastructure, to submitting an application to
an admission control procedure at deployment time.
F
Implementation
We implemented our approach and applied it to a set of examples. For the software devel-
opment stage, our approach takes the form of a plugin for the Eclipse IDE 5. The plugin is
publicly available 6 and provides developers with our design language and a code generator.
For the data processing stage, our compiler currently produces programming frameworks
targeting the Apache Hadoop platform 7.
Evaluation
We evaluate our approach through various experiments.
Scalability. We evaluate the implementation of our approach with an experiment that
runs application computations over a large dataset of synthetic sensor readings. The
experiment demonstrates that programming frameworks generated by our approach
exhibit scalable behavior with respect to the size of the input dataset.
Eectiveness. We report on the eectiveness of our approach to resolve identied
software engineering challenges by assessing the support provided by our approach
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World project consortium. We show that our approach eectively covers a broad range
of IoT applications, and enables expert programmers to prototype applications rapidly.
Usefulness & usability. We evaluate the usability of our approach by soliciting pro-
fessional programmers from the IoT industry in a usability study. We provide quan-
titative and qualitative data, including feedback from a usability questionnaire and
developer interviews to investigate the perceived usefulness of a design-driven soft-
ware development approach.
1.4 Outline
The reminder of this dissertation is organised as follows:
• Chapter 2 presents three research domains that are used to investigate how to build
systems composed of networked objects, equipped with sensing/actuation capabili-
ties. We discuss the main concerns in each domain with respect to large-scale orches-
tration challenges presented earlier. We present some existing software development
approaches in each domain and examine the support they provide for the development
of applications.
• Chapter 3 presents a case study that is used throughout the document to illustrate
the contributions of this dissertation. This case study considers the development of a
large-scale smart city service for the management of parking spaces in parking lots.
• Chapter 4 introduces our design-driven approach dedicated to the development of
large-scale orchestrating applications. We present a domain-specic language dedi-
cated to manipulating objects at a large-scale and demonstrate how application design
is compiled into an application-specic programming framework to support and guide
the development process.
• In Chapter 5, we extend the design-driven approach to introduce the parallel process-
ing of large amounts of data collected from sensors. We demonstrate how design dec-
larations are used to generate programming frameworks leveraging the MapReduce
programming model for ecient processing of sensor data. We evaluate the scalabil-
ity of our approach in an experiment that runs application computations over a large
dataset of sensor readings.
• In Chapter 6, we further explore the design space to determine how design declarations
can be used to make explicit the resources required by applications as well as their us-
age. We introduce stages along the application lifecycle and discuss how declarations
can be leveraged at each stage.
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• Chapter 7 presents a thorough evaluation of the proposed design-driven approach by
means of two dierent experiments. In a rst experiment we examine the eectiveness
of the design-driven approach to deal with identied software engineering challenges.
In a second experiment, we measure, through a usability study, the cost of learning to
use our approach. This study involved professional programmers.





Research in dierent domains is concerned with programming systems composed of
physical objects with sensing/actuation capabilities, interconnected through commu-
nication networks. In this chapter, we examine the domains of Pervasive Comput-
ing, Sensor Networks and the Internet of Things. For each domain, we discuss the
main concerns related to programming systems orchestrating physical objects. Fur-
thermore, we examine software development approaches in each domain and discuss
the support they provide for the development of large-scale orchestrating applications.
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Overview
• A review of research domains investigating orchestration of networked objects.
• A review of existing approaches dedicated to the development of applications or-
chestrating networked objects.
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This section presents domains where the orchestration of networked objects is a com-
mon concern. These domains address dierent aspects pertaining to the development of
orchestrating applications. We discuss software development approaches for each domain
and investigate to which extent the support they provide allows to deal with large-scale
orchestration challenges introduced in Chapter 1.
2.1 Pervasive & Ubiquitous Computing
Pervasive computing is a domain based on the idea of computers being integrated into the
physical world and weaving themselves into the fabric of everyday life until they are in-
distinguishable from it [Weiser, 1991; Saha and Mukherjee, 2003]. This vision described by
Mark Weiser in 1991 has since, to some extent, become a reality. The domain of pervasive
computing oers a number of approaches targeting the development of applications orches-
trating networked objects. These approaches aim at facilitating the development of software
services for smart environments (e.g., oces, buildings) comprising a number of connected
heterogeneous devices (e.g., cell phones, sensors, appliances). Applications and software de-
velopment approaches in this domain commonly revolve around the notion of context. In
this dissertation, we proceed with following denition of context, taken from the work by
Dey et al. [Dey, 2001]:
Denition 2.1.1
Context is any information that can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered relevant to the interaction between a
user and an application, including the user and applications themselves.
Accordingly, a system is context-aware if it uses context to provide relevant informa-
tion and/or services to the user, where relevancy depends on the user’s task [Dey, 2001].
Among the most notable is the work by Dey et al. providing foundations for the design and
development of context-aware applications [Dey et al., 2001]. In their work, the authors
present a conceptual framework to support the development of context-aware applications.
They identify basic categories of context and introduce abstractions to encapsulate common
context operations. In addition, they discuss the details of the Context Toolkit 1, an imple-
mentation of their conceptual framework, which aims at facilitating the development and
deployment of context-aware applications. Henricksen et al. present an approach and a set
of conceptual models to facilitate the development of context-aware applications [Henrick-
sen and Indulska, 2004, 2006]. They dene context modelling and programming abstractions
to support the development of maintainable and evolvable applications based upon a set of
reusable context denitions and processing components.
1. Context Toolkit is available online at hp://contexoolkit.sourceforge.net
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The collection, aggregation and dissemination of context has been addressed by Chen
et al. [Chen and Kotz, 2002]. In their work, the authors present a graph-based abstraction
to allow for sharing some of the processing between applications in order to improve ex-
ibility and scalability of context-aware applications. Serral et al. [Serral et al., 2010] pro-
pose a model-driven approach for the development of context-aware pervasive systems. A
domain-specic modeling language called PervML is used to specify the many aspects of a
context-aware pervasive system at a high level of abstraction. The language denes a num-
ber of conceptual primitives (e.g., service, trigger, interaction, etc.) that have to be expressed
via UML diagrams and rules in the OCL declarative language [Warmer and Kleppe, 1998].
The approach supports the development phase by translating PervML models into both Java
code to provide system services and an OWL 2 specication to infer knowledge from con-
text at runtime. Along this line of work is Olympus [Ranganathan et al., 2005] that provides
a programming framework dedicated to the development of pervasive computing systems.
The approach introduces the notion of Active Spaces, i.e., physical spaces that comprise sen-
sors, actuators, etc. Because it is based on a domain-specic framework, Olympus raises the
level of abstraction and facilitates the development of applications. DiaSuite takes these ap-
proaches further by introducing a design language dedicated to the Sense/Compute/Control
paradigm [Cassou et al., 2011a; Bertran et al., 2012]. A design is used to generate a dedicated
programming framework that guides, restricts, and supports the implementation phase. This
design-driven approach has been applied to a range of domains involving the orchestration
of objects, ranging from Pervasive Computing to Avionics [Enard et al., 2013a,b].
Sehic et al. address the problem of programming context-aware applications for large-
scale pervasive systems with the Origins programming model [Sehic et al., 2012]. An ori-
gin is an abstraction of any source of context information. Origins are universal, discover-
able, composable, migratable, and replicable components that are associated with type and
meta-information. Furthermore, the model supports the creation of processing schemes in
context-aware applications via a number of operations, namely ltering, inference, aggre-
gation, and composition.
It must be noted that the above-mentioned list of approaches is not exhaustive. A thor-
ough overview is beyond the scope of this dissertation but can be found in the work of
Alegre [Alegre et al., 2016] and Endres [Endres et al., 2005].
2. Web Ontology Language (OWL), hp://www.w3.org/2001/sw/wiki/OWL
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Summary 2.1
Software development approaches for the domain of pervasive and ubiquitous comput-
ing address various recurring issues pertaining to the development process of appli-
cations orchestrating networked devices. Dierent programming models and abstrac-
tions are proposed to cope with device heterogeneity and to support context information
management. These abstractions facilitate the usual programming tasks, such as con-
text acquisition, modeling, and reasoning. However, the existing approaches have been
mostly designed for orchestration of objects in the small (i.e., oces, buildings, homes,
etc.). Thus, they do not address challenges arising with large-scale infrastructures, such
as scalable service discovery or data-intensive processing.
2.2 Sensor Networks
A sensor network can be seen as a system composed of distributed embedded devices com-
prising modest computational power as well as diverse sensing and possibly actuation capa-
bilities. Compared to conventional distributed systems, sensor networks rely on very small
nodes, which are less reliable and mostly battery-powered. In a survey, Sugihara et al. ex-
plore programming models for sensor networks and present a taxonomy of programming
models according to the level of abstraction they provide [Sugihara and Gupta, 2008]. The
authors classify approaches to programming sensor networks into low-level and high-level
programming models.
Low-level programming models
Low-level programming models focus on abstracting hardware of sensor nodes to ensure
their exible control. A prominent example in this category is the TinyOS operating sys-
tem [Hill et al., 2000]. Programming support for this platform is provided via nesC, a pro-
gramming language derived from C, targeting the domain of sensor networks [Gay et al.,
2003]. SNACK [Greenstein et al., 2004] builds upon nesC to provide developers with a com-
ponent composition language and a library to allow for the development of reusable appli-
cation service libraries and combine them into applications. Some approaches focus on the
task of reprogramming sensor nodes. To do so, they use virtual machines to ensure inject-
ing new code into nodes dynamically. In this line of work, Maté [Levis and Culler, 2002]
and ASVM [Levis et al., 2005] provide an application-specic virtual machine with a lim-
ited number of instructions for a particular application domain. Reprogramming of sensor
nodes can be ensured via middleware approaches such as Impala [Liu and Martonosi, 2003]
and SensorWare [Boulis et al., 2003].
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High-level programming models
High-level programming models take an application-centric view to programming sensor
networks. Approaches in this category address the programming of application logic in
terms of how nodes in a network collaborate to share, aggregate and process sensed data.
As reported by Sugihara et al. these approaches can be divided according to the dimension
at which collaboration between nodes occurs (i.e., group, network).
Approaches providing group-level abstractions manage sensor nodes as groups dened
by their physical distance or some logical properties (e.g., node type). For instance, Welsh
et al. propose Abstract Regions [Welsh and Mainland, 2004], a family of spatial operators
ensuring the communication between sensor nodes within regions in dierent ways, such as
topologically or geographically. Apart from physical location, groups can be dened by log-
ical properties, such as the input sensed from the environment, which are more dynamic in
nature. For example, EnviroTrack [Abdelzaher et al., 2004] is a middleware layer geared to-
wards the development of applications tracking the physical environment. In this approach,
sensors are grouped based on the type of event detected in the environment (e.g., motion).
Mottola et al. [Mottola and Picco, 2006] propose logical neighborhoods, a programming ab-
straction that denes the notion of proximity according to functionality related character-
istics of sensor nodes, including both static and dynamic properties. This programming
abstraction is supported by a routing protocol and a language allowing developers to dene
neighborhoods declaratively.
In contrast to group-level abstractions, network-level abstractions consider the sensor
network as one single abstract machine. Network-level abstractions can be further divided
into database-oriented and language-oriented approaches, that is, according to how these
are designed to support programming of application logic. The typical examples among
database-oriented approaches include TinyDB [Madden et al., 2003] and Cougar [Bonnet
et al., 2000]. TinyDB is a distributed query processing system for sensor networks address-
ing when, where and how often data is sampled and delivered. Developers write SQL-like
queries, which are optimized, eciently disseminated into the network and processed by
nodes. Similarly, data collection in Cougar is dened via SQL-like queries, which are also
leveraged to achieve energy-eciency. This is done by pushing selection operators to nodes,
thus enabling collected data to be reduced locally.
Macroprogramming languages provide an alternative to database-oriented approaches,
oering more exibility and expressiveness to build applications that go beyond data col-
lection. For example, Regiment [Newton et al., 2007] is a functional macroprogramming
language for sensor networks allowing programmers to express interest in a group of
nodes with some geographic, logical, or topological relationship via region streams (e.g.,
all nodes within k-radio hops of some anchor node). Kairos [Gummadi et al., 2005] is a
macroprogramming approach that provides a small set of programming primitives used to
(1) read/write variables at nodes, (2) iterate through the one-hop neighbors of a node and
to (3) address arbitrary nodes. In Kairos, a dedicated compiler takes a centralized program
16 CHAPTER 2. RELATED WORK
to produce a node-specialized version of the compiled program. Some macroprogramming
approaches address the problem of naming resources in sensor networks. Along this line of
work, Borcea et al. [Borcea et al., 2004] propose a programming model allowing resources
to be referenced by their physical location and provides access to them via Smart Messages
(SM). Similarly, the SpatialViews high-level language [Ni et al., 2005] allows a subset of
sensors to be dened as a group and be referenced via properties of interest.
Complementary to the previously presented classication of approaches for program-
ming sensor networks is the work of Mottola and Picco [Mottola and Picco, 2011]. In
their survey, authors provide a more in-depth analysis and a taxonomy of programming ap-
proaches for wireless sensor networks (WSNs) through a richer set of dimensions. They also
identify open research issues related to programming WSNs for which solutions are sorely
missing, including tolerance to hardware faults, debugging and testing of applications and
the evaluation of eectiveness of programming approaches.
Summary 2.2
Software development approaches for the domain of sensor networks are concerned to a
great extent with challenges arising from the resource-constrained nature of the sensor
network environment. Typically, energy eciency is of utmost importance to ensure
that sensor nodes remain active over a long period of time considering that these are
mostly battery-powered. To do so, programming approaches for sensor networks rely
on a number of mechanisms including in-network data aggregation, caching and rout-
ing, which are ecient in reducing data transmission, thus lowering power consumption
of nodes. Moreover, concerns central to orchestrating sensors in the large, such as or-
ganizing sensor nodes into groups of interest or specifying models for collecting data
from sensors are addressed by dierent approaches in this domain. Device heterogene-
ity as well as strategies for actuating devices are, however, discussed to a lesser extent.
Finally, approaches in this domain often necessitate low-level details (i.e., network topol-
ogy, routing strategies, etc.) to be incorporated into application development, which in
turn requires expertise in embedded systems and sensor network technology on the part
of software developers. In a survey, Mottola and Picco [Mottola and Picco, 2011] also
notice that in the domain of wireless sensor networks, developers prefer low-level ab-
stractions to keep every single bit under control. We believe that software development
approaches should contribute to raising the level of abstraction and allow non-expert
developers to program orchestrating applications.
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2.3 Internet of Things
The Internet of Things (IoT) is a novel vision, which in simple terms aims at integrating phys-
ical objects (i.e., things) with the virtual world through existing communication networks.
Physical objects or things are equipped with sensing/actuation capabilities, computational
power and are provided with unique identiers to interact with other things, services and
applications over the Internet. The term Internet of Things was coined by Kevin Ashton who
used it during his presentation at Procter & Gamble (P&G) in 1999 to promote the idea of
linking RFID technology 3 in a supply chain with the then-red-hot topic of the Internet [RFID
Journal, 2009]. However, nowadays IoT goes beyond the scope of this initial idea. Indeed,
the domain of IoT includes applications providing assistance for elderly or disabled people
in their homes [Caroux et al., 2014; Abbate et al., 2012], monitoring parking spaces to opti-
mize the ow of trac in cities [Worldsensing, 2014; libelium, 2013] and even analyzing soil
moisture levels in agriculture [libelium, 2012].
Although IoT is a novel vision with a signicant economic potential [Manyika et al.,
2015; National Intelligence Council, 2008], at its core, it aggregates eorts undertaken
in "traditional" domains including embedded systems [Kortuem et al., 2010], sensor net-
works [Gluhak et al., 2011], pervasive and ubiquitous computing [Perera et al., 2014],
machine-to-machine communication [Wu et al., 2011], cyber-physical systems [Karnouskos,
2011], human-computer interaction [Kranz et al., 2010], etc.
The literature on programming applications orchestrating things is less voluminous com-
pared to the domain of sensor networks or pervasive computing and the majority of ap-
proaches presented here emerged only recently. Furthermore, they often provide support
destined exclusively for specic tasks, such as programming of smart devices, communica-
tion management, data analysis, and so forth. The following presentation of approaches in
this domain is divided according to where the resulting application logic resides.
We begin by examining approaches where application logic runs inside the network of
interconnected smart devices. Sivieri et al. propose the ELIoT [Sivieri et al., 2016] platform
dedicated to programming smart devices for IoT systems. ELIoT allows programmers to im-
plement functionality running within the local network, while still supporting interactions
with Internet-wide services. ELIoT programs are written in a dialect of Erlang that adapts the
inter-process communication facilities of Erlang to the specics of IoT applications, using
custom language syntax and semantics. The approach addresses heterogeneity of devices by
compiling Erlang code into bytecode, which is interpreted or compiled just-in-time by a vir-
tual machine (VM). Nguyen et al. propose a model-driven software development framework
for the development of IoT applications called FRASAD [Nguyen et al., 2015]. The approach
provides a node-centric, multi-layered software architecture to hide low-level details and
to raise the level of abstraction. A rule-based programming model and a domain-specic
language are used to describe applications. This approach generates application code from
3. hp://www.rfidjournalevents.com/map
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initial models through an automatic model transformation process. Riliskis et al. propose
Ravel [Riliskis et al., 2015], an approach for programming applications across 3-tiers using a
distributed Model-View-Controller architecture. In this approach, a sensor network applica-
tion is programmed as a series of models with views and controllers. The compiler generates
static code for each of the tiers including buering, storage and communication protocols
that can be compiled and deployed onto devices at each tier.
Another class of approaches abstracts over specicities of smart devices or the network
and provides developers with high-level concepts to build centralized applications. These
applications present a central point for gathering data from smart devices. They interact
with smart devices via APIs or require specic code to be deployed onto these devices. For
example, Patel et al. propose a multi-stage, model-driven approach dedicated to the develop-
ment of IoT applications [Patel and Cassou, 2015; Patel et al., 2013]. This approach provides
support at dierent stages of the development process. At design time, the approach of-
fers a set of customizable modeling languages for specifying an application. The approach
is complemented by code generation and task-mapping techniques for deploying of node-
level code onto devices. Nastic et al. propose PatRICIA [Nastic et al., 2013], a framework
for high-level programming and provisioning of IoT applications on cloud platforms. The
framework provides high-level programming constructs and operators, which encapsulate
domain-specic knowledge and abstract over specicities of low-level device services. These
constructs allow programmers to use predened control and monitor tasks (e.g., controlling
physical devices, analyzing sensory data streams) provided in a domain library.
Among other approaches in the domain is the work by Gyrard et al. who propose the
Machine-to-Machine Measurement (M3) framework [Gyrard et al., 2015] for programming
IoT applications. The M3 framework is based on semantic web technologies to explicitly
describe the meaning of sensor measurements in a unied way and to ease interpretation
of sensor data. The proposed approach builds upon the notion of Semantic Sensor Web
introduced by Sheth et al. [Sheth et al., 2008], which leverages standardization eorts of the
Open Geospatial Consortium (OGC) 4 and Semantic Web Activity of the World Wide Web
Consortium (W3C) 5 to provide enhanced descriptions and meaning to sensor data. The
M3 framework generates IoT application templates 6 according to the sensors and domains
required by the users. To support the development of IoT applications, generated templates
comprise M3 domain ontologies, datasets, rules and SPARQL queries 7.
Complementary to the overview above is the literature review on context-aware com-
puting research eorts conducted by Perera et al. [Perera et al., 2014]. In their substantial
survey, authors analyze, compare and classify most research and commercial solutions (i.e.,
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gate how techniques in this domain can be applied to solve problems in domains such as the
IoT. It is important to note that other contributions in the domain of IoT focus on specic ap-
plication tasks, such as discovering devices and collecting data [Kolcun et al., 2015; Kolcun
and McCann, 2014; Guinard et al., 2010]. Also, middleware [Hachem et al., 2014; Teixeira
et al., 2011], architectures [Guinard et al., 2010] and the provisioning of services [Yuriyama
and Kushida, 2010; Guinard et al., 2010] for IoT have been widely discussed.
A more detailed insight into open issues, research challenges, enabling technologies,
applications, on-going initiatives and standardization activities in the IoT can be found in the
work of Al-Fuqaha et al. [Al-Fuqaha et al., 2015], Borgia [Borgia, 2014], Stankovic [Stankovic,
2014], Sheng et al. [Sheng et al., 2013], Miorandi et al. [Miorandi et al., 2012] and Atzori et
al. [Atzori et al., 2010].
Summary 2.3
Software development approaches for the domain of IoT are presented in the context of
small-scale environments, such as homes, oces, administrative buildings, etc. These
approaches do not make explicit how masses of devices are handled nor do they address
issues arising with large-scale smart spaces, such as dealing with huge amounts of data.
It seems that this could be a major impediment for the development of applications in
this domain, since, as reported by Stankovic [Stankovic, 2014], the amount of raw data
that need to be collected and converted into usable knowledge by IoT applications will be
enormous. Specic application domains prone to generate large amounts of data within
the context of smart cities are also discussed in the work of Hashem et al. [Hashem et al.,
2016]. We also observe that approaches for programming IoT applications frequently
rely on code generation techniques to support programming, however, code examples
are often missing or being discussed only briey. Furthermore, prototypes and tools that




Modern ubiquitous computing systems take the form of wide-area infrastructures,
populating a variety of environments with functionality-rich sensors. These infras-
tructures comprising massive amounts of sensors are increasingly emerging and being
deployed over large-scale spaces in smart cities, including campuses of buildings, park-
ing lots, as well as railway lines, agricultural elds and forests in rural areas. These
smart environments validate the maturity of large-scale sensor infrastructures for de-
livering innovative services to citizens. Nowadays, companies worldwide administer
such infrastructures to enable economically viable services to be oered.
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• Presentation of a large-scale smart city service for the management of parking
spaces in parking lots.
• Analysis of large-scale orchestration requirements for the parking management sys-
tem.
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The SmartSantander project [Sanchez et al., 2014; libelium, 2013], developed in Spain by
stakeholders such as Telefonica I+D 1 and University of Cantabria 2, is typical of the emerg-
ing smart environments. This project aims at designing, deploying and validating a citywide
infrastructure composed of sensors, actuators, cameras and screens to oer valuable infor-
mation to citizens. Wireless low-consumption sensors (Waspmotes 3) have been deployed
to monitor parameters such as noise, temperature, luminosity, CO, and parking space pres-
ence. In Moscow, SIGFOX 4 deployed a large-scale infrastructure providing the city with the
world’s largest intelligent parking system, comprising fteen thousand sensors, which has
been operating since November 2013. This infrastructure enables Moscow to reduce trac
in the city center by allowing users to nd a parking spot via a mobile app or through elec-
tronic street panels. Furthermore, this solution also provides information on most frequent
areas to ensure optimal management of urban parking areas [Worldsensing, 2014].
These projects have been an inspiration for our case study described below, which we
use to investigate the many aspects of the development process of services orchestrating
massive amounts of sensors and actuators, deployed over an entire city. We examine this
case study throughout this dissertation as we introduce our contributions and illustrate the
salient features of our approach.
3.1 Parking Management Application
This case study examines the development of a parking management application, inspired by
existing smart city projects mentioned earlier. The purpose of this application is to monitor
the occupancy of parking lots and regulate the ow of trac to direct cars to available park-
ing spaces. In our scenario, we envision an infrastructure capable of monitoring the avail-
ability of parking spaces. Sensors measure magnetic eld variations to determine whether a
parking space is occupied by a car. They are encapsulated inside a waterproof casing, buried
underground, and emit their status at regular intervals. The application gathers values from
these sensors and provides drivers with the number of available parking spaces for a given
parking lot by displaying this information on a screen at the entrance of the lot. In addition,
the application suggests parking lots to drivers entering the city in an attempt to optimize
the ow of trac. In this case, suggestions are being broadcast to drivers via panels located
at the entrances to the city. Furthermore, the application processes sensor data acquired
over a period of 24 hours to determine the daily average occupancy of a parking lot. Parking
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The application also requires Carbon Monoxide (CO) sensors to detect an unsafe level of
pollution in parking lots and alert drivers to this hazard. Pollution alerts are displayed on
display panels at the entrance and inside the parking lots. Figure 3.1 presents a graphical
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Figure 3.1 – A graphical representation of the parking management system.
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3.2 Addressing Large-Scale Orchestration Challenges
This section examines our case study from the perspective of large-scale orchestration and
provides an overview of challenges introduced in Chapter 1 for the parking management
application. Each challenge consists of a list of application requirements that needs to be
addressed during the development process. We consider application requirements progres-
sively from Chapters 4 to 6, as we introduce our approach and the dierent stages of the
development process.
Service discovery requirements
Sensor grouping. Presence sensors and CO sensors need to be grouped by parking levels
and parking lots. Indeed, space availability and pollution levels are naturally delivered at
both these granularities by a parking management system. Accordingly, the application has
to (1) discover high-level objects of interest, such as entire parking levels and parking lots
and (2) manipulate sensors via dedicated abstractions.
Data gathering requirements
Presence status delivery. Occupancy of a parking space is published by the associated
sensor when the occupancy status changes; this requires the application to implement an
event-driven delivery model for gathering data from presence sensors.
CO status delivery. CO sensors deliver their measurements in two ways depending on the
needs of the data consumer. For the ventilation of a parking lot, the information is produced
every 15 minutes. This time may vary depending on the time it takes to renew the air for
a ventilation system and the size of the parking lot. For the purpose of pollution alerts, the
application requires the pollution level to be delivered when it reaches a given threshold.
Data processing requirements
Availability computations. The application requires the number of available parking
spaces in parking lots to be computed every 10 min. The application also needs to compute
the average usage of parking lots from data collected in the last 24 hours.
Actuating requirements
City-entrance display actuation. Parking availability has to be delivered to all displays
situated at the level of city entrances. In our case study, we require information displays
performing some local processing to disseminate only relevant information such as parking
lots near a given city entrance.
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Parking-level display actuation. Information displays situated at each level in parking
lots need to be invoked to perform a context-specic action, such as display the number of
available parking spaces at a given level. We assume that these displays are not capable of




This chapter presents a domain-specic, design-driven software development ap-
proach to taming the many dimensions of the orchestration of masses of objects.
Generative programming is used to produce design-specic programming frameworks
that support and guide the development process, while abstracting over network in-
tricacies. We illustrate our approach using the parking management application pre-
sented in Chapter 3 and show how our approach creates synergy between design and
programming.
Contents
4.1 Our Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 DiaSwarm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Programming Frameworks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Contributions
• A software development approach covering all the phases of an orchestrating ap-
plication.
• A language dedicated to manipulating objects at a large scale.
• A compiler producing programming support customized with respect to a given
application design.
F
4.1. OUR APPROACH 27
4.1 Our Approach
To address the challenges examined in Chapter 1, we propose a software development ap-
proach that covers all the phases of an orchestrating application. This approach is based on
a domain-specic language (DSL) dedicated to designing orchestrating applications. Design
declarations are processed by a compiler to support and guide the programmer using gener-
ative programming. This strategy allows (1) to abstract over the characteristics of the sensor
network and (2) to ensure that programming is driven by the design. Let us further present
the salient features of our approach.
Domain-specic design language
To cope with the many dimensions of the orchestration of masses of sensors, we introduce a
design language that is dedicated to this domain, allowing the developer to declare what an
application does, prior to programming it. This design language, named DiaSwarm, consists
of constructs dedicated to manipulating objects at a large scale. For example, it provides
high-level constructs to declare delivery models of sensors at design time. Furthermore, to
address the recurring patterns of orchestrating applications, DiaSwarm revolves around the
Sense/Compute/Control (SCC) paradigm, promoted by Taylor et al. [Taylor et al., 2009].
Design-specic programming frameworks
We have developed a compiler for DiaSwarm that produces programming support cus-
tomized with respect to a given DiaSwarm design. This programming support takes the
form of a programming framework [Fayad and Schmidt, 1997]. For example, the DiaSwarm
compiler generates code that gathers data from sensors with declared delivery models, al-
lowing the developer to concentrate on what needs to be done once the data are gathered.
Chapter 4: Outline
In Section 4.2, we introduce DiaSwarm, a design language dedicated to the domain of or-
chestrating masses of objects. This language provides high-level, declarative constructs
that allow a developer to deal with masses of objects at design time, prior to program-
ming the application. The design activity results in support for the development process
of the orchestrating application.
Section 4.3 examines how a DiaSwarm design is compiled into a customized pro-
gramming framework. This programming framework provides high-level support to
the developer, while ensuring that programming is driven by the design. We detail how
the application logic is programmed against such a framework.
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4.2 DiaSwarm
In this section, we introduce the DiaSwarm design language using our case study pre-
sented in Chapter 3. Our presentation of DiaSwarm focuses on the aspects pertaining to
orchestrating objects in the large. Other aspects are inspired by a design language intro-
duced by Cassou et al. [Cassou et al., 2012] named DiaSpec, dedicated to traditional perva-
sive computing environments (e.g., homes, oces). In Section 4.2.1 we examine how DiaSpec
can be used to declare sensors and actuators at design time. DiaSpec provides other specic
constructs dedicated to the design of application logic presented in the beginning of Sec-
tion 4.2.2. Finally, we examine how DiaSwarm extends the DiaSpec language to introduce
constructs dedicated to service discovery and data gathering for large-scale infrastructures
of objects. Further information on the support generated from DiaSpec declarations tar-
geting the testing, deployment and maintenance of applications is discussed in Chapter 7,
Section 7.1.
4.2.1 Device Declarations
An infrastructure relies on numerous objects that allow applications to determine the current
state of the environment and to execute actions accordingly. We refer to these elementary
building blocks [Kortuem et al., 2010] as devices, whether they are hardware (e.g., sensors)
or software (e.g., web services). A device declares its ability to sense the state of the environ-
ment as a source. Also, a device may have an action facet that comprises a set of operations
that can alter the current state of the environment. Device properties (e.g., ID, location,
etc.) allow device instances to be distinguished from each other; they are called attributes
and have to be dened at deployment time. Finally, device declarations oer inheritance,
promoting the reusability of sources, actions and attributes.
Listing 4.1 shows device declarations for the parking management system. Line 1 de-
clares the PresenceSensor device, which consists of an attribute (line 2), dening the loca-
tion of the parking space it is associated with.
1 device PresenceSensor {
2 attribute parkingLot as ParkingLotEnum;
3 source presence as Boolean;
4 }
Listing 4.1 – Device declaration of a presence sensor device in DiaSwarm.
Contributions presented in this chapter have been published in proceedings of the 14th ACM SIGPLAN
International Conference on Generative Programming: Concepts and Experiences (GPCE) [Kabáč and Consel,
2015].
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This device only declares one source of information (line 3): a boolean value indicating
whether a car is present at the parking space associated with a sensor.
In Listing 4.2, two actuators are dened in lines 5 and 9. Each class of actuator de-
nes a location attribute specic to its purpose (i.e., parking lot and city entrance). Both
classes of actuators share an operation to display information (update – line 2). Likewise,
the Messenger actuator (line 13) declares an operation (sendMessage – line 14) to provide
parking managers with information about parking lots.
1 device DisplayPanel {
2 update(status as String);
3 }
5 device ParkingEntrancePanel extends DisplayPanel {
6 attribute location as ParkingLotEnum;
7 }
9 device CityEntrancePanel extends DisplayPanel {
10 attribute location as CityEntranceEnum;
11 }
13 device Messenger {
14 sendMessage(message as String);
15 }
Listing 4.2 – Device declarations of actuators in DiaSwarm.
For the sake of completeness, declarations of enumerations are displayed in Listing 4.3.
In practice, they must be generated automatically, considering the number of parking spaces,
parking lots, and display panels involved.
1 enumeration ParkingLotEnum {
2 A22, B16, D6,...
3 }
5 enumeration CityEntranceEnum {
6 NORTH_EAST_14Y, SOUTH_EAST_1A,...
7 }
Listing 4.3 – Type declarations of enumerations in DiaSwarm.
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4.2.2 Application Design
In our target domain, applications can be seen as interacting with an external environment
to measure its state via sensors and modify it via actuators. For such a domain, the appli-
cation logic is naturally expressed with a Sense/Compute/Control (SCC) paradigm, depicted
in Figure 4.1. The SCC paradigm, promoted by Taylor et al. [Taylor et al., 2009], is general
enough for orchestrating objects both in the small and in the large. Consequently, this aspect














Figure 4.1 – The Sense/Compute/Control paradigm. Illustration adapted from the work by
Cassou et al. [Cassou et al., 2012]
Specically, a design consists of (1) declarations of components and devices and (2) de-
scriptions of how they interact with each other, forming an acyclic, directed graph from
sensors to actuators. As shown in Figure 4.1, DiaSpec introduces two types of components:
contexts and controllers. We dene context components as components that interact with
device sources; they receive raw data from the devices, via their sources. They rene (e.g.,
lter, aggregate) this data into application values, possibly interacting with other context
components. When the environment needs to be acted on, a context component declares an
interaction with controller components. These components are invoked with rened values
and determine what actuators are to be invoked and how.
Figure 4.2 presents a graphical view of the parking management application in the
SCC paradigm. The application declares the PresenceSensor device, which produces pres-
ence values via its presence source to the ParkingAvailability, ParkingUsagePattern and
AverageOccupancy contexts. The ParkingAvailability context computes the number of
available parking spaces in parking lots. This information is passed to the ParkingEntrance-
Panel controller; it is in charge of refreshing the number of available spaces. To do so, this


































































Figure 4.2 – Application design of the parking management application in the SCC paradigm.
The ParkingSuggestion context provides a list of suggestions of parking lots, based on
the information computed by the ParkingAvailability component and the usage statistics
of parking lots, accumulated by the ParkingUsagePattern component. The list of sugges-
tions is passed to the CityEntrancePanel controller that administers display panels located
at the entrances of the city. The AverageOccupancy context calculates the average occu-
pancy of individual parking lots and passes this information to the Messenger controller,
which noties parking managers by sending a message via the Messenger device.
As can be seen in Figure 4.2, at a high level, the design of our parking management appli-
cation does not depend on whether masses of sensors are involved. However, as we examine
this application further by presenting the declarations of its constituent components, the
need to account for masses of sensors becomes evident, calling for specic constructs. This
situation rst arises when considering how a context can gather data from a large number
of sensors.
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Data gathering
We now examine how DiaSwarm extends DiaSpec to address the data gathering challenge.
Because of the nature of our domain, context components mostly gather information from
a large number of objects. To cope with this dimension, our declarative approach provides
three data delivery models, inspired by the domain of wireless sensor networks [Tilak et al.,
2002], namely periodic, event-driven and query-driven.
Let us illustrate these three data delivery models with our working example and its Dia-
Swarm declarations given in Listing 4.4, 4.5, 4.6, 4.7 and 4.8. A context is declared with the
keyword context, as illustrated in Listing 4.4, line 1 with the declaration of the Parking-
Availability context, whose output type is a sequence of values of type Availability.
Next, line 2 denes how this context component interacts with its input sensor, namely,
PresenceSensor. Specically, the data delivery model for this context is dened as periodic.
Indeed, recall that presence sensors are assumed to send their status periodically. Thus, our
declaration species that the ParkingAvailability context must be activated following a
periodic model, every 10 minutes (i.e., <10 min> with presence values).
1 context ParkingAvailability as Availability[] {
2 when periodic presence from PresenceSensor <10 min>
3 grouped by parkingLot
4 always publish;
5 }
Listing 4.4 – Declaration of the ParkingAvailability context in DiaSwarm.
However, the application and the myriad of presence sensors are managed indepen-
dently. This means that values from the presence sensors are gathered at the sensors’ pace,
and values are pushed to the application at the application’s pace, specied by the context
declaration. If the context is faster than the sensors, it will be activated with the same values.
If it is too slow, it will miss values. This latter case is illustrated by the ParkingUsagePattern
that collects parking space occupancy every hour (Listing 4.5, line 2), as opposed to every
10 minutes, because usage patterns can be determined from coarser-grained information.
1 context ParkingUsagePattern as UsagePattern[] {
2 when periodic presence from PresenceSensor <1 hr>




Listing 4.5 – Declaration of the ParkingUsagePattern context in DiaSwarm.
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Finally, the AverageOccupancy context determines the average occupancy of a parking
lot by processing sensor data acquired over 24 hours (Listing 4.6, line 3).
1 context AverageOccupancy as ParkingOccupancy[] {
2 when periodic presence from PresenceSensor <10 min>
3 grouped by parkingLot every <24 hr>
4 always publish;
5 }
Listing 4.6 – Declaration of the AverageOccupancy context in DiaSwarm.
DiaSwarm also oers two other delivery models: event-driven and query-driven. They
are denoted by when provided and when required activation conditions, respectively. Let
us present how these models are addressed by DiaSwarm. The ParkingSuggestion context
requires data from the ParkingAvailability and ParkingUsagePattern contexts to produce
a list of suggestions of parking lots. This list is computed when the ParkingAvailabil-
ity context outputs a result (see Listing 4.7, line 2). In fact, all components declared as
interacting with the ParkingAvailability context will be invoked whenever it produces
a value. How the ParkingAvailability context produces values is declared in Listing 4.4,
line 4: always publish. This construct species that the context must publish an output to
subscribed components whenever it is activated (i.e., every 10 minutes). The second input to
the ParkingSuggestion context is the ParkingUsagePattern context. The interaction with
this context is query-driven, as denoted by the declaration get used in line 3. In fact, the
ParkingUsagePattern context never publishes values (see Listing 4.5, line 4). It is assumed
that its clients request values from it. This activation condition is expressed by the when
required declaration (see Listing 4.5, line 5).
1 context ParkingSuggestion as ParkingLotEnum[] {




Listing 4.7 – Declaration of the ParkingSuggestion context in DiaSwarm.
For completeness, note that DiaSwarm allows context to conditionally publish values
with the maybe publish construct (not used in this example). If a value is not published, the
chain of component activations is stopped. Otherwise, the chain of component activations
goes one step further towards actuators.
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1 structure Availability {
2 parkingLot as ParkingLotEnum;
3 count as Integer;
4 }
6 structure UsagePattern {
7 parkingLot as ParkingLotEnum;
8 level as UsagePatternEnum;
9 }
11 structure ParkingOccupancy {
12 parkingLot as ParkingLotEnum;
13 occupancy as Float;
14 }
16 enumeration UsagePatternEnum {
17 HIGH, MODERATE, LOW
18 }
Listing 4.8 – Type declarations of the parking management application in DiaSwarm.
Service discovery at design time
Discovering in the large requires high-level constructs that are application-tailored. To
achieve this goal, we propose constructs that leverage application-specic design concepts.
Specically, DiaSwarm oers the grouped by construct that is parameterized by an attribute.
For example, in Listing 4.4, line 3, the ParkingAvailability context requires grouping pres-
ence statuses in parking spaces by parking lot, enabling availability to be computed for each
lot.
Note that in DiaSwarm, service discovery is part of the design phase, contrasting with
existing service discovery that are part of the programming phase [Zhu et al., 2005]. This
is a key feature to achieve scalability, as discussed later. Furthermore, because our service
discovery approach is global (i.e., not specic to individual sensors), it abstracts over sensor
failures; this aspect is delegated to an underlying middleware layer.
Data processing
Although high level, the DiaSwarm declarations suggest data processing models. Speci-
cally, an application is reactive and consists of chains of component activations. A chain is
executed when its initial activation condition holds (e.g., a sensor publishes), regardless of
the delivery model. The execution of a chain ends if one or more actuators are invoked or a
component does not publish any value. Additionally, when a component declaration groups
values (e.g., grouped by parkingLot), it will process a sequence of values, indexed by the
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grouping attribute (i.e., parkingLot). For example, in the ParkingAvailability component,
the processing will receive a list of available parking spaces, indexed by parking lot iden-
tiers (i.e., ParkingLotEnum). Additionally, this construct allows values to be accumulated
over a period of time, as illustrated by the AverageOccupancy (Listing 4.6) context. The dec-
laration in line 3 allows presence values, not only to be grouped by parkingLot, but also to
be accumulated over a 24-hour period (keyword every).
Actuating
The declaration of a controller component begins with the controller keyword followed
by its name. A controller is activated exclusively by the when provided condition. For
example, the ParkingEntrancePanel controller (Listing 4.9, line 1) is activated by the Par-
kingAvailability context (line 2), which causes the update action to be triggered on the
ParkingEntrancePanel device (line 3).
1 controller ParkingEntrancePanelController {
2 when provided ParkingAvailability
3 do udpate on ParkingEntrancePanel;
4 }
6 controller CityEntrancePanelController {
7 when provided ParkingSuggestion
8 do update on CityEntrancePanel;
9 }
11 controller MessengerController {
12 when provided AverageOccupancy
13 do sendMessage on Messenger;
14 }
Listing 4.9 – Declarations of controller components in DiaSwarm.
4.3 Programming Frameworks
DiaSwarm designs are processed by a compiler that generates customized programming
frameworks, currently written in Java. These frameworks provide domain-specic func-
tionalities, including service discovery, data gathering, and component interaction. This
approach allows the developer to concentrate on the application logic and abstract over the
specicities of the target infrastructure.
To connect the design phase to the programming phase, the DiaSwarm compiler gener-
ates an abstract class for each component declaration. The application logic is implemented
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by subclassing each abstract class, which in turn requires the abstract methods to be im-
plemented by lling these placeholders with code. This systematic approach provides the
developer with a simple interface between design and programming. Furthermore, it al-
lows leveraging integrated development environments, such as Eclipse 1, by assisting the
programmer to ll in class templates. In the remainder of this section, we examine the gen-
erated programming support for devices, contexts and controllers.
4.3.1 Device Implementation
Listing 4.10 presents a fragment of the abstract class generated from the PresenceSensor
device declaration. This abstract class provides the developer with ready-to-use getter and
setter methods to manipulate device attributes (e.g., getParkingLot and setParkingLot) and
sources (e.g., setPresence).
To introduce the PresenceSensor device, the developer (1) extends the AbstractPres-
enceSensor class and implements the abstract methods, if any (e.g., actuator operations),
and (2) interfaces the device with the generated framework by invoking the setPresence
method of a device instance, whenever a new measurement is performed. The invocation of
this callback method will in turn invoke context components subscribed to this device. The
support for devices is examined in greater detail in the work by Cassou et al. [Cassou et al.,
2012].
1 public abstract class AbstractPresenceSensor {
2 private ParkingLotEnum parkingLot;
4 public AbstractPresenceSensor(ParkingLotEnum parkingLot) {
5 setParkingLot(parkingLot);
6 }
8 public ParkingLotEnum getParkingLot() {
9 return parkingLot;
10 }
12 protected void setParkingLot(ParkingLotEnum parkingLot) { ... }
13 protected void setPresence(Boolean presence) { ... }
14 }
Listing 4.10 – The abstract class generated from the declaration of the PresenceSensor
device.
1. hp://www.eclipse.org/
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4.3.2 Application Logic Implementation
Similarly, the implementation of context and controller components is achieved by subclass-
ing the corresponding generated abstract class. Let us illustrate the implementation of these
components with our working example.
Context components
We start by examining the implementation of the ParkingAvailability context component,
shown in Listing 4.11. The developer extends the generated AbstractParkingAvailability
class with the ParkingAvailability class.
This subclassing requires the developer to implement a callback method (i.e.,
onPeriodicPresence) that receives data gathered from presence sensors, in conformance
with the DiaSwarm declaration. Because of the grouped by directive, the callback method
receives a list of parking spaces indexed by the parkingLot attribute. This directive is com-
piled into a map, which holds entries of the <ParkingLotEnum, List<Boolean>> key-value
type (line 5), allowing the developer to focus on the data treatment.
This treatment is performed by a for loop (line 7) over this map. Each iteration processes
the parking spaces of a given parking lot. Each entry holds a list of values, indicating the
availability of individual parking spaces in a parking lot.
1 public class ParkingAvailability extends AbstractParkingAvailability {
3 @Override
4 protected List<Availability> onPeriodicPresence(
5 Map<ParkingLotEnum, List<Boolean>> presenceByParkingLot) {
6 List<Availability> availabilityList = new ArrayList<Availability>();
7 for(Entry<ParkingLotEnum,List<Boolean>> parkingLot : presenceByParkingLot.entrySet()) {
8 int sum = 0;










Listing 4.11 – An implementation of the ParkingAvailability context.
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In our example, we simply count the number of available parking spaces for each parking
lot (line 12). This count is then paired with the parking lot identier. Our example implemen-
tation of ParkingAvailability returns a list of counts of available parking spaces, indexed
by parking lot identiers, which matches the type of the component declaration.
As can be noted, our generative approach allows the developer to abstract over how
sensed data are gathered. In particular, the onPeriodicPresencemethod can be implemented
without knowing the frequency at which sensors emit measurements, and how many sensors
are involved.
Controller components
The role of a controller component is to trigger actions on devices to alter the current state
of the environment. The controller computes which actions need to be performed using
the inputs from context components. Similar to a context, a controller is implemented by
subclassing the generated abstract class, as illustrated in Listing 4.12.
The generated abstract class AbstractParkingEntrancePanelController ensures that
the ParkingEntrancePanel controller receives data from the ParkingAvailability context
in conformance with the design declarations. As a result, the ParkingEntrancePanel con-
troller will be notied via the onParkingAvailability callback method (line 4) whenever
the ParkingAvailability context publishes the availability of parking lots.
1 public class ParkingEntrancePanelController extends
2 AbstractParkingEntrancePanelController {
3 @Override
4 protected void onParkingAvailability(ParkingAvailabilityValue parkingAvailability,
5 Discover discover) {
7 for(Availability availability : parkingAvailability.getValue()) {







Listing 4.12 – An implementation of the ParkingEntrancePanel controller.
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The onParkingAvailability method is implemented by overriding the generated ab-
stract method. The arguments passed to the callback method comprise context data (par-
kingAvailability) and the discover object. This object is set by the programming frame-
work according to which actuators (and operations) were declared as interacting with this
controller component. As shown in line 11, the discover object is used to access the display
panel of each parking lot.
To do so, the discover object contains a collection of proxies, wrapped inside a composite
object, following the composite design pattern [Gamma et al., 1995]. A proxy provides a
means to invoke a remote device, without the need to manage distributed systems details.
The combination of proxies and the composite design pattern allows the developer to invoke
methods on devices in a seamless way. The developer can either invoke a method on all the
devices implicitly (line 11) or explicitly, using a loop.
4.3.3 Service Discovery in the Large
Our design-driven approach exposes at a high level which sensors are needed for an appli-
cation. For example, the design of our parking management system exposes the fact that the
application requires all sensors of all the parking lots of the city. Furthermore, the design
exposes how often it solicits sensors, via the periodic directive. This information is key
for the owner of the infrastructure to understand how many resources will be used by an
application prior to its deployment.
For example, consider the service discovery, in the interaction contract in Listing 4.4
(line 2 to 4). The context requires sensors to be grouped and discovered per parking lots.
When combined with the periodic delivery model (i.e., 10 min.) and the payload message
size (e.g., 12 bytes for SIGFOX), these constructs can be used to determine, at design time,
the volume of transmitted data with respect to specic parameters (e.g., parking lots) and
for dierent time periods (e.g., 10 min., one day). Also, given that most of the infrastructure
resources, such as bandwidth are shared, an admission control process is needed to ensure
no degradation of quality of service.
As a byproduct, this assessment of resource usage could be a parameter of the billing
model of applications and be benecial to network operators for network reconguration
to best t the trac and thus avoid congestion [Uthra and Raja, 2012]. These ideas will be
further explored in Chapter 6.
F
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Chapter 4: Summary
In this chapter, we have presented DiaSwarm, a design language dedicated to the domain
of applications orchestrating masses of sensors. We have introduced domain-specic
declarations that express the key aspects of such applications: service discovery, data
gathering and actuating. We have illustrated our approach with our case study that
exercised the salient features of our language.
We have shown that DiaSwarm declarations can be compiled into programming
frameworks customized with respect to a given design. These frameworks guide and




Large-scale orchestrating applications critically rely on the processing of huge
amounts of data to analyze situations, inform users, and control devices. To address
the challenge, we extended our design-driven approach by integrating parallel pro-
cessing of large amounts of data. Specically, we extended DiaSwarm with design
declarations used to generate programming frameworks based on the MapReduce
programming model. We have developed a prototype of our approach, using Apache
Hadoop. We applied it to our case study and obtained signicant speedups by
parallelizing computations over twelve nodes. In doing so, we demonstrate that
our design-driven approach allows to abstract over implementation details, while
exposing architectural properties that allow high-performance code to be generated.
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Currently, software development in the domain of large-scale orchestration lacks pro-
gramming models and methodologies to address key domain-specic challenges. In partic-
ular, masses of sensors produce large amounts of data that need to be analyzed eciently to
render high-value services to citizens and operators of smart environments.
When considering tens of thousands of measurements, possibly accumulated over a pe-
riod of time, processing becomes a critical issue. For example, modern oshore oil pro-
duction platforms comprise around 30,000 sensors and may generate up to 2TB of data per
day [Manyika et al., 2015; Rigzone, 2014].
Such large amounts of data carry valuable information about the state of the environ-
ment, users or devices; this information often needs to be discovered by applications in a
timely manner to undertake appropriate actions. To do so, applications may rely on parallel
processing [Lee et al., 2012] and implement specic strategies to deal with large amounts of
data eciently.
For example, as cars rush into a city in the morning, drivers should receive up-to-date
information about space availability in parking lots, even if this involves processing massive
amounts of data repeatedly. When eciency is paramount, it is a key challenge to develop an
orchestrating application that exploits properties about the sensors, optimizes the strategies
to collect sensor measurements, and crunches large amounts of data.
Existing approaches dedicated to big data processing provide limited ways to combine
data processing strategies with the application logic. Apache Pig [Apache Software Founda-
tion, 2016b] and Hive [Apache Software Foundation, 2016a] require developers to describe
data processing in SQL-like query languages with limited support for user-dened functions.
Language libraries, such as FlumeJava [Chambers et al., 2010] allow developers to implement
data processing via high-level language abstractions. This approach provides data ow ex-
pressions and a set of rich data types to implement data processing. Developers still need to
decide when and where data processing occurs, as well as how intermediate computations
are combined.
In the case of large-scale orchestration, applications may have to analyze sensor data
a number of times using dierent algorithms, or combine them. These needs put an addi-
tional burden on developers since they have to introduce boilerplate code to separate library-
specic code from the main application logic, interconnect and coordinate computations,
store intermediate results, etc.
Contributions presented in this chapter have been published in proceedings of the 13th IEEE International
Conference on Ubiquitous Intelligence and Computing (UIC’16) [Kabáč and Consel, 2016].
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5.1 Dealing with Large Amounts of Data
To facilitate the processing of large amounts of sensors data, we extend our design-driven
approach by integrating parallel processing. The extended approach provides the developer
with declarations expressing when and where data processing occurs. The application de-
sign then compiles into a programming framework, based on the MapReduce programming
model. This framework supports and guides the programming of the orchestration logic,
while abstracting over the parallel processing of sensed data.
High-level parallel processing model
Our approach provides the developer with a framework based on the MapReduce program-
ming model [Lämmel, 2008; Dean and Ghemawat, 2008]. In doing so, the developer uses a
well-proven approach to parallel processing of large datasets. The generated programming
frameworks have a carefully structured data and control ow, which enables data process-
ing to be implemented eciently. We illustrate our approach using our parking management
application presented in Chapter 3.
Implementation
We have developed a prototype implementation 1 of our approach, which takes the form
of a plugin for the Eclipse IDE 2. The plugin comprises a code generator, which currently
produces programming support for the Apache Hadoop platform 3.
Evaluation
We evaluate our implementation in an experiment that runs application computations over
a large dataset of synthetic sensor readings. In doing so, we demonstrate that our design-
driven approach allows to abstract over implementation details, while exposing architectural
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Chapter 5: Outline
In Section 5.2, we demonstrate how parallel data processing is introduced into the ap-
plication design to facilitate the processing of large datasets collected from sensor in-
frastructures. We give details on how design is used to produce programming frame-
works that rely on the MapReduce model. In Section 5.3, we evaluate the scalability of
our approach by parallelizing computations over a cluster of nodes using the Hadoop
framework. Lastly, in Section 5.4 we examine approaches dealing with processing of
large datasets, not previously mentioned.
5.2 Exposing Parallelism
The large amount of data collected from sensors calls for ecient processing strategies. We
now examine how an application design inuences the way data are processed. Based on this
study, we propose extensions to DiaSwarm and novel treatments of declarations to generate
ecient parallel processing of large-scale datasets. In this chapter, we examine the Parking-
Availability and AverageOccupancy components highlighted in Figure 5.1 and we address
the availability computations requirement of our case study (see Chapter 3, Section 3.2). We
demonstrate how the processing of large data sets can be introduced into the design to drive
programming.
Figure 5.1 – Application design of the parking management application in the SCC paradigm.
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5.2.1 MapReduce
Our aim is to put in synergy design and programming by leveraging design declarations to
expose parallelism and allow ecient processing strategies to be implemented. An ideal case
study is the grouped by directive because it partitions a large set of gathered data and ex-
poses a processing strategy that matches the MapReduce programming model. Indeed, this
programming model is dedicated to processing large datasets in a massively parallel man-
ner [Lämmel, 2008; Dean and Ghemawat, 2008]. It requires processing to be split into two
phases: Map and Reduce. Following our approach, data processing needs to be reected in
the design phase. This is done by extending the grouped by directive with an optional clause
that species what types of values are produced by both the Map and Reduce phases. This
is illustrated in Listing 5.1, where the ParkingAvailability declaration includes a MapRe-
duce clause that declares the Map phase to produce Boolean values and the Reduce phase to
produce Integer values.
1 context ParkingAvailability as Availability[] {
2 when periodic presence from PresenceSensor <10 min>
3 grouped by parkingLot
4 with map as Boolean reduce as Integer
5 always publish;
6 }
8 context AverageOccupancy as ParkingOccupancy[] {
9 when periodic presence from PresenceSensor <10 min>
10 grouped by parkingLot every <24 hr>
11 with map as Presence reduce as Integer
12 always publish;
13 }
15 device PresenceSensor {
16 attribute parkingLot as ParkingLotEnum;
17 source presence as Boolean;
18 }
19 structure Presence {
20 presence as Boolean;
21 time as String;
22 }
Listing 5.1 – Excerpt of the parking management application design in DiaSwarm.
The DiaSwarm compiler generates a programming framework that requires the devel-
oper to provide an implementation for both the Map and Reduce phases of the data process-
ing. As shown in Listing 5.2, this is done by implementing map and reduce methods declared
in the generated MapReduce interface. In conformance with the MapReduce model, the Map
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function is passed a key and a value, which correspond to the parking lot identier (i.e., the
attribute of the grouped by directive) and an availability status, provided by the correspond-
ing sensor. The emitMap method is invoked to produce each key/value pair result of the Map
phase. The framework-generated code groups the results of the Map phase into a list that is
then passed to the Reduce phase.
1 public class ParkingAvailability extends AbstractParkingAvailability
2 implements MapReduce<ParkingLotEnum, Boolean,
3 ParkingLotEnum, Boolean,
4 ParkingLotEnum, Integer> {
5 @Override
6 public void map(ParkingLotEnum parkingLot, Boolean presence,





13 public void reduce(ParkingLotEnum parkingLot, List<Boolean> values,
14 ReduceCollector<ParkingLotEnum, Integer> collector) {
15 int sum = 0;






24 protected List<Availability> onPeriodicPresence(Map<ParkingLotEnum, Integer>
25 presenceByParkingLot) {
26 List<Availability> availabilityList = new ArrayList<Availability>();
27 for(Entry<ParkingLotEnum, Integer> parkingLot : presenceByParkingLot.entrySet()) {







Listing 5.2 – An implementation of the ParkingAvailability context using the
generated framework.
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This phase sums up the set of values associated with a given intermediate key and, sub-
sequently, emits the availability of a parking lot (emitReduce). The data resulting from the
MapReduce computation are presented to the developer in the form of a map (line 25). The
onPeriodicPresence method (line 24 to 34) wraps data resulting from the MapReduce pro-
cess into the availabilityList sequence (line 30), which is returned to subscribed compo-
nents (i.e., ParkingEntrancePanelController, ParkingSuggestion).
Although our example involves simple processing, in practice, our design-driven genera-
tive approach reduces programming eorts by automatically generating application-specic
MapReduce programming frameworks. Furthermore, the generated code keeps the develop-
ment process straightforward since it prevents specicities of the MapReduce implementa-
tion (job scheduling/conguration/execution, distributed le system, APIs, etc.) to percolate
into the application logic.
5.2.2 Integrating Hadoop
In this section, we show how generative programming is used to produce support for com-
bining an orchestrating application with an actual implementation of MapReduce, namely
Hadoop.
Apache Hadoop is an open source implementation of the MapReduce model, which has
gained increasing attention over the last years and is currently being used by a number of
companies, including IBM, LinkedIn, Facebook and Google [Apache, 2015]. Our compiler
generates a MapReduce program that relies on the Hadoop framework. This MapReduce
program denes default conguration parameters that enable a job to be executed in Hadoop.
Let us illustrate how this is achieved, by examining the code automatically generated for the






























Generated code Implementation Hadoop lib DiaSwarm lib
Figure 5.2 – The generated support for integrating Apache Hadoop.
The ParkingAvailabilityJob class denes a Hadoop MapReduce program, which com-
prises the denition of both the map and reduce methods along with code related to the job
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conguration and execution. Both the Map function and the Reduce function are imple-
mented by overriding the map and reduce methods of the respective Mapper and Reducer
interfaces.
Typically, when using the Hadoop MapReduce library, the denition of the map and
reduce methods resides in the MapReduce program. In this case, however, the implementa-
tion of these operations has already been provided by the developer in the ParkingAvail-
ability class. The MapReduce program invokes the user-dened map and reduce methods
via the ParkingAvailabilityParser class, which keeps an instance of the ParkingAvail-
ability context. ParkingAvailabilityParser interprets input data of the MapReduce pro-
gram as corresponding DiaSwarm types and invokes the required map/reduce method. Con-
sequently, results from the user-dened map/reduce method are translated to the MapReduce
program and submitted via its output collector.
Listing 5.3 shows the ParkingAvailabilityJob class, which denes the MapReduce pro-
gram for the ParkingAvailability context. The compiler generates a minimal MapRe-
duce program for every context declared as MapReduce at design time. The type of input
data for a generated MapReduce program is dened by the input format, which defaults to
TextInputFormat (line 26). In our approach, sensor data is stored in the JSON format. In
our case study, each presence status delivered to the application is converted to JSON and
occupies precisely one line in the resulting dataset. Furthermore, each presence entry is de-
ned by the timestamp of the event, device attributes (i.e., id, parking lot) and the presence
source. TextInputFormat ts such usage since it splits the input dataset to provide the Map
function with one line of text (i.e., one JSON entry) at a time.
In a MapReduce program, any key or value type implements the Writable interface,
which allows Hadoop to serialize objects for transmission over the network [White, 2012].
To facilitate the development of MapReduce programs, Hadoop already provides Writable
wrapper classes for the majority of Java primitives (e.g., boolean → BooleanWritable). In
addition, developers may provide custom datatypes by dening classes implementing the
Writable interface.
At this stage, design declarations are of great importance since they allow the compiler to
interpret key and value types of the resulting MapReduce program. For instance, as shown
in Listing 5.1, the ParkingAvailability context declares the output value type of the Map
function as Boolean (line 4). As a result, the compiler matches the Boolean data type with the
corresponding BooleanWritable wrapper class (Listing 5.3, line 8). Moreover, an enumera-
tion is interpreted as a string and matched with the Text wrapper class (Listing 5.3, line 8).
Finally, design declarations using complex data types result in the generation of a custom
wrapper class, which implements the Writable interface and reects the entire structure of
the datatype.
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The execution of a MapReduce program depends upon the data delivery model under-
lying the interaction between sensors (devices) and the application logic (contexts). In our
case study, the ParkingAvailability context declares that data must be gathered from pres-
ence sensors in a 10-minute time window according to a periodic delivery model (Listing 5.1,
line 2). Data processing takes place when the time window elapses; that is, every 10 minutes,
for our case study. At runtime, this job is executed with respect to the gathered sensed data
and produces a result. The orchestrating application recovers the result, which is passed to
the context via its callback method (e.g., onPeriodicPresence for ParkingAvailability).
1 public class ParkingAvailabilityJob extends Configured implements Tool {
3 public static class ParkingAvailabilityMap extends MapReduceBase
4 implements Mapper<LongWritable, Text,
5 Text, BooleanWritable> {
6 @Override
7 public void map(LongWritable key, Text value,
8 OutputCollector<Text, BooleanWritable> output, Reporter reporter) {
9 jobLauncher.doMap(key, value, output);
10 }
11 }
13 public static class ParkingAvailabilityReduce extends MapReduceBase
14 implements Reducer<Text, BooleanWritable,
15 Text, IntWritable> {
16 @Override
17 public void reduce(Text key, Iterator<BooleanWritable> values,
18 OutputCollector<Text, IntWritable> output, Reporter reporter) {




24 public int run(String[] args) {
25 JobConf conf = new JobConf(getConf(), ParkingAvailabilityJob.class);
26 conf.setInputFormat(TextInputFormat.class);
27
28 // Remaining configuration
29 }
30 }
Listing 5.3 – An example of the generated Hadoop MapReduce program for the
ParkingAvailability context.
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5.2.3 Alternative Data Processing Methods
Nowadays, the eld of Big Data is attracting much attention from research and industry.
The tool-development eorts devoted to dealing with rapidly emerging sources of big data
result in an abundance of open-source projects. 4
Apache Hadoop is a widely-used tool to deal with large-scale datasets because it provides
a reliable and scalable solution, maintained by a large community of developers. Hadoop is a
batch-processing tool, typically used to analyze log les of large-scale systems, collected over
a long period of time. The order of magnitude of these datasets may range from hundreds
of gigabytes to terabytes and, possibly petabytes.
Apache Spark 5 is an alternative large-scale, data processing tool, which is gaining popu-
larity due to its promise to outperform Hadoop by 10 times [Zaharia et al., 2010]. Spark is an
in-memory, data processing framework, which builds upon fault tolerant abstractions, ma-
nipulated using a rich set of operators, called Resilient Distributed Datasets (RDDs) [Zaharia
et al., 2012].
In contrast with batch-processing tools, Apache Storm 6 primarily targets the process-
ing of unbounded streams of data. Storm is an example of a Complex Event Processing
(CEP) [Cugola and Margara, 2012] system, where data ow through a network of trans-
formation entities. An application topology forms a directed acyclic graph, where stream
sources (spouts) ow data to sinks (bolts); it implements a single transformation on the pro-
vided stream.
In the context of large-scale orchestration, the power of batch-processing tools can be
leveraged to analyze long-term datasets for trends in the usage of the city’s infrastructure
(e.g., parking lots) and to identify structural degradation (e.g., buildings, bridges). Stream pro-
cessing tools, on the other hand, are best-suited to deal with high-frequency sensor readings,
which typically involve tracking applications (e.g., vehicle position, parking place availabil-
ity). In the future, we intend to extend the parallel data-processing compiler to integrate
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5.3 Experimental Evaluation
To assess our approach, we conducted a series of tests to examine the overall behavior of the
generated programming frameworks based on the MapReduce model for processing large
amounts of sensor data. To do so, we developed a prototype of the parking management
system, with Hadoop as the target platform, and analyzed the scalability of our approach
using various datasets. In addition, we evaluated the design of the application and observed
how specic design choices may impact the overall performance of an orchestrating appli-
cation.
5.3.1 Experimental Setup
The experimentation focuses on the average parking occupancy feature of our case study.
The AverageOccupancy context processes sensor data acquired over a 24-hour period, cal-
culates the average occupancy of a parking lot, and noties the parking manager via a
Messenger device.
Machines
The experiment was carried out on a cluster of 12 nodes running within a private Euca-
lyptus 7 cloud. Each node in the cloud corresponds to a m2.xlarge 8 type virtual machine
instance with 2 CPUs, 2GB of RAM and 10GB of disk space. Every instance ran the DataS-
tax Enterprise 4.6.1 9 image, which is a big data platform leveraging tools such as Apache
Hadoop and Apache Spark.
Datasets
We generated synthetic datasets to simulate a city’s sensor infrastructure for the parking
management system. Each dataset contains sensor data, indicating parking space occupancy,
which is emitted every 10 minutes over 24 hours (i.e., 144 measurements per sensor). We
generated datasets for dierent sensor infrastructures, ranging from 10 000 to 200 000 sensors





52 CHAPTER 5. EXPOSING PARALLELISM THROUGH DESIGN
5.3.2 Experimental Results
Scalability
Figure 5.3 shows the performance of our parking management program. We compare its ex-
ecution time with respect to 3 cluster setups – one, six and twelve nodes – and an increasing
input dataset size.
As can be expected, the execution time of the one-node setup increases the fastest, com-
pared to the six and twelve node setups. The six and twelve node setups perform at par
for the smallest dataset sizes (from 10 000 to 50 000 sensors) because their computing power
is under-used. As the size of the datasets increases, the performance of these two setups
gradually separate, showing better performance for the twelve-node setup.
These preliminary results show that our compiler generates MapReduce implementa-
tions that attain expected scalability. Furthermore, these results demonstrate that declara-
tions at the design level can benet performance by driving compilation strategies, such as
parallelization in our case study. This is achieved by introducing high-level insights (MapRe-
duce constructs) in DiaSwarm.
Figure 5.3 – Performance comparison between dierent cluster setups.
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Optimization through design
Beyond signicantly improving the execution time of an orchestrating application, Hadoop
opens up further optimization opportunities at the design level. For instance, in our case
study, the AverageOccupancy context processes a dataset of presence values to produce the
average occupancy of each parking lot for the last 24 hours. A closer look at the application
design reveals that the computation provided by the AverageOccupancy context could be
achieved by leveraging the computation of the ParkingAvailability context. The computed
availability of parking spaces could thus be provided to the AverageOccupancy context at
regular intervals, dened by the data delivery contract (i.e., <10 min>) of the ParkingAvail-
ability context. As a result, the AverageOccupancy context would use the provided data to
calculate an average over the period of 24 hours.
The suggested design adjustments are depicted in Listing 5.4. As can be noticed, the de-
sign of the application remains straightforward. More importantly, this design prevents sen-
sor readings from being processed multiple times: the AverageOccupancy context factorizes
the computations performed by the ParkingAvailability context. This caching strategy
reduces the total time and resources the application requires for data processing. In fact,
as shown in Listing 5.4, the computation performed by the AverageOccupancy context no
longer involves processing of a large dataset on a cluster (hence the MapReduce clause is
omitted).
This is a major optimization that has a direct impact on application upkeep costs, since
nowadays companies delegate processing of large datasets to cloud computing platforms
(e.g., Amazon Web Services 10) with a time-of-use pricing model.
1 context ParkingAvailability as Availability[] {
2 when periodic presence from PresenceSensor <10 min>
3 grouped by parkingLot
4 with map as Boolean reduce as Integer
5 always publish;
6 }
8 context AverageOccupancy as ParkingOccupancy[] {
9 when provided ParkingAvailability // replaces line 9, Fig. 5.1
10 grouped every <24 hr> //replaces line 10, Fig.5.1
11 always publish;
12 }
Listing 5.4 – The ParkingAvailability context factorizing the computation performed
by AverageOccupancy.
10. hp://aws.amazon.com
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5.4 Related Work
In this section, we review approaches from the domain of wireless sensor networks that
address the parallel processing of data arising from sensors. Furthermore, we highlight the
dierences between our approach and large-scale data processing support.
Wireless sensor networks
Gupta et al. propose sMapReduce [Gupta et al., 2011], a programming pattern inspired by
the MapReduce programming model for mapping application behavior onto a sensor net-
work and enabling complex data aggregation. sMapReduce divides the network-level user
program into sMap and Reduce functions; this strategy respectively associates a behavior to
sensor nodes and executes data aggregation over the network. Compared to our approach,
sMapReduce remains lower-level since it provides network-level programming abstractions
and introduces the network topology in computations.
Often, programming applications for WSNs is done at a low level, requiring the devel-
oper to have extensive knowledge about the underlying layers (network, hardware, OS).
Mottola and Picco [Mottola and Picco, 2011] surveyed a number of programming approaches
for WSNs aimed to facilitate the programming of layers underlying applications; these ap-
proaches target sensor nodes, communication operations, routing strategies, etc. These
works are complementary to ours in that they provide high-level abstractions that can be
used by our compiler to target frameworks for WSNs. However, they do not provide support
dedicated to dealing with large datasets produced from massive-scale sensor infrastructures.
Large-scale data processing
Apache Pig [Apache Software Foundation, 2016b] and Apache Hive [Apache Software Foun-
dation, 2016a] are widely used as high-level platforms for analyzing large-scale datasets.
These platforms provide SQL-like declarative query languages (i.e., PigLatin & HiveQL) to
express data analysis programs. These tools are well-suited for oine data analysis, but
require some eort for running scripts from application code (e.g., setting up a connection
with a JDBC server).
Sawzall [Pike et al., 2005] used by Google is a high-level scripting language for automat-
ing analyses on large data sets on top of the MapReduce execution model. Sawzall is not
publicly available but is reported to improve the programming signicantly, compared to
the C++ programming of MapReduce.
High-level language libraries, such as FlumeJava [Chambers et al., 2010], provide high-
level abstractions dedicated to parallel processing; they provide support for user-dened
functions, compared to SQL-like approaches.
Compared to the above-mentioned supports, our approach integrates, at the design
level, two domain-specic fundamental dimensions: large-scale orchestration of sensors and
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large-scale data processing. The integrated nature of our approach allows developers to eas-
ily combine results from various computations. The design-driven nature of our approach
is supported by high-level declarations, exposing such domain-specic information as ser-
vice discovery and data delivery. Declarations are analyzed to determine data and control




We have proposed a design-driven approach to developing orchestrating applications for
masses of sensors that integrates parallel processing of large amounts of sensed data.
Our new approach provides the developer with design declarations expressing when
and where data processing occurs. A compiler takes an application design as input and
produces a programming framework based on the MapReduce programming model. The
generated framework supports and guides the programming of the orchestration logic,
while abstracting over the parallel processing of sensed data.
We have demonstrated that our approach creates synergy between design and pro-
gramming, allowing seamless introduction of high-performance computing strategies,
as illustrated by the MapReduce programming model. We illustrated our approach with
a case study of a parking management system. This case study was used to conduct an
experiment on Apache Hadoop, demonstrating how our design-driven approach can be
leveraged to parallelize the processing of large datasets and obtain signicant speedups.
In the future, we intend to support the processing of unbounded streams of data,
typical of sensors. Our declarative approach will allow us to design orchestrating ap-
plications that mix the processing of both large datasets and unbounded data streams,
allowing us to abstract away these aspects.
F
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Leveraging Declarations over the
Application Lifecycle
The development of applications orchestrating massive amounts of sensors is dicult
due to the inherent resource-constrained nature of sensor network infrastructures.
Therefore, it is important to determine the requirements of an orchestrating applica-
tion on the sensor network early on in the development process and ideally preserve
such information throughout the application lifecycle to ensure the required quality
of service. Towards this goal, we generalize the DiaSwarm language to further explore
the design space and to identify how design can be used to make explicit the resources
required by applications as well as their usage. Design takes the form of declarations,
which are considered at dierent stages of the application lifecycle.
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• Sensor-network characteristics of a large-scale orchestrating application.
• Stages along the application lifecycle, where the behavior declarations of an appli-
cation can be used to adapt both the application and the infrastructure concerns.
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Just like mobile application development, large-scale sensor infrastructures need to pro-
vide programmers with methodologies and tools to support the development of services.
This work is essential to allow innovative services to be developed, leading to the adoption of
such infrastructures. For example, the Android platform comes with a software framework
that manages the lifecycle of applications, provides and controls access to device resources,
and allows data sharing between applications. In addition, developers need to make explicit,
via a manifest le, a number of application properties (i.e., application components, permis-
sions, etc.). This manifest provides a high-level view of an application, which is leveraged by
the Android device owner, as well as the operator of the Android infrastructure (i.e., Google),
to reduce the risk of abusing resources (e.g., privacy, battery, network) when running this
application.
Similarly, for large-scale sensor infrastructures, an application would need to expose,
prior to runtime, how it may use resources. Specically,
• What are the required sensors/actuators?
• How does it gather/receive data from sensors?
• When are sensor readings delivered?
Such issues need to be examined at various stages of an application lifecycle, from design
to runtime, and may raise such infrastructure concerns as determining whether the sensor
infrastructure can provide the application with the required resources (i.e., admission con-
trol) or whether the infrastructure needs to be congured to factorize sensor readings (i.e.,
caching mechanism). Domain expertise is needed to examine infrastructure concerns along
the lifecycle of the application. Currently, this expertise is implicit, making the few existing
experts a bottleneck for producing new services that take into account the infrastructure
concerns. As a result, not only are sensor-network characteristics of an application miss-
ing to support its development, but they are also missing to match the infrastructure to the
application needs.
6.1 Addressing Infrastructure Concerns
We propose an approach that makes explicit the domain expertise required to guide the
development and deployment of a large-scale orchestrating application. To do so, based on
the literature and practical insights, we introduce the notion of application behavior, which
characterizes how an application behaves to orchestrate sensors at a large scale along three
dimensions: service discovery – what sensors are required, data delivery – how and when
Contributions presented in this chapter have been published in proceedings of the 13th IEEE International
Conference on Ubiquitous Intelligence and Computing (UIC’16) [Kabáč et al., 2016].
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data are delivered to the application, and actuating process – what actuators are issued orders
by the application. These behavior dimensions are then instantiated across the stages of
the application lifecycle and examined with respect to sensor infrastructure concerns. This
process ranges from checking that the sensing capabilities required by an application at
design time are compatible with the target infrastructure, to submitting an application to an
admission control procedure at deployment time. Our contributions can be summarized as
follows.
Application behavior
We identify the sensor-network characteristics of a large-scale orchestrating application.
As such, the characteristics of an application can be expressed at a high level and early in
the development process, providing support throughout the application lifecycle. To do so,
we present a simple declaration language that allows to express the key sensor-network
behavior of an orchestrating application. We show how declarations make explicit essential
information about the application.
Application lifecycle
We introduce stages, along the application lifecycle, where the behavior declarations of
an application can be used to adapt both the application and the infrastructure concerns.
We illustrate each stage with our case study presented in Chapter 3, namely, a citywide
parking management system. This case study illustrates all the aspects of our proposed
approach and demonstrates how it addresses the sensor-network behavior of an application.
We build on practical experience gained from (1) working with operators of sensor-
network infrastructures [Kabáč et al., 2015] and (2) previous implementations of case studies
leveraging these infrastructures [Kabáč and Consel, 2015, 2016]. As such, our approach pro-
vides a design framework for researchers working on methodologies and tools supporting
the development of applications for large-scale sensor infrastructures.
Chapter 6: Outline
Section 6.2 decomposes our notion of application behavior into a set of key sensor-
network dimensions, drawn from the literature on sensor networks. These dimensions
give a design framework for a declaration language dedicated to the sensor-network
behavior of applications. This language is introduced in Section 6.3, as well as the main
stages of an application lifecycle. Section 6.4 discusses how our approach can leverage
existing approaches addressing infrastructure concerns. Related works are covered in
Section 6.5.
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6.2 Application Behavior Dimensions
A sensor network is an environment constrained in many ways (bandwidth, energy, compu-
tational power, etc.). When it serves a resource-intensive application or resource-competing
applications, their usage prole needs to be determined to ensure quality of service. Towards
addressing this issue, we introduce the notion of application behavior dedicated to sensor-
network dimensions. In this section, we build on the literature on sensor networks and
decompose the notion of application behavior into three key dimensions: service discovery,
data delivery and actuating.
6.2.1 Service Discovery
Service discovery for large-scale orchestrating applications poses unique challenges due to
the resource-constrained nature of sensor networks. Service discovery denes the sen-
sor nodes of interest, the sources, and the applications consuming sensor data, the sinks.
The more accurately sources are selected by applications, the less communication occurs
between sources and sinks. This strategy is of utmost importance in the context of a
bandwidth-poor environment, comprising masses of sensors.
Meshkova et al. [Meshkova et al., 2008] notice that sensor nodes with limited compu-
tational resources are not suited for computational and memory hungry service discovery
protocols. Furthermore, most well-known protocols, such as UPnP or SLP, are too large to
be processed by a sensor network. A promising approach to service discovery, proposed by
Heidemann [Heidemann et al., 2001], is to organize sensor-network communications with
respect to the application attributes, rather than with respect to the network topology.
Estrin et al. [Estrin et al., 1999] notice that this application-specic approach is aligned
with common application scenarios in the domain. That is, it relies on data generated from
the sensor network infrastructure, rather than from individual sensors. Concretely, appli-
cations are more likely to ask: "Where are the nodes whose temperature recently exceeded 30
degrees?" than "What is the temperature at sensor #27?".
Heidemann et al. [Heidemann et al., 2001] also demonstrate the benets of an attribute-
based naming approach, when driven by application-specic requirements. In particular,
they show that this approach signicantly reduces network trac.
Based on these works, we conclude that the service discovery dimension should be made
explicit and contribute to the requirements of an application, early in the development pro-
cess. This service discovery dimension should consist of attributes (e.g., sensor types and
locations), exposing information to optimize the target sensor network (e.g., network traf-
c).
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6.2.2 Data Delivery
Beyond the service discovery dimension, an application behavior is also characterized with
respect to how sensor data are delivered. Tilak et al. [Tilak et al., 2002] propose a classi-
cation that introduces fundamental delivery models: continuous, event-driven, observer-
initiated and hybrid. Importantly, this classication is dened with respect to the observer’s
interest (e.g., the application).
The data delivery model of an application needs to be explicit to avoid mismatches be-
tween application requirements and the target sensor network infrastructure. For example,
an application may require data to be delivered at a certain frequency. However, this re-
quirement may not be fullled because the target infrastructure does not provide enough
bandwidth to transmit the data. Similarly, an application may need to access sensors in a
query-driven fashion, which may not be supported by the target infrastructure.
It is important to notice that the data delivery models required by applications also sug-
gest a network structure and specic algorithms that best match the applications’ needs,
especially in the context of a resource-poor environment. For instance, in her Ph.D. the-
sis, Heinzelman showed that clustering is most ecient for static networks where data is
continuously transmitted [Heinzelman, 2000].
The number of sources and sinks used by an application is also valuable information for
choosing an appropriate communication strategy [Heidemann et al., 2003]. Liu et al. [Liu
et al., 2007] introduce a communication pattern for large-scale sensor networks that adapts
the communication strategy with respect to the relative frequency between application
queries and detected events from sensors. Furthermore, because dissemination protocols
for large-scale sensor networks are data-centric, they can exploit application semantics to
improve performance [Ye et al., 2004]. Communication costs can be reduced by introducing
some computation inside the network; this is referred to as in-network data aggregation and
processing [Heidemann et al., 2001]. For example, information on how data is to be presented
to an application (e.g., parking spaces via parking lots) can be used by the sensor network
infrastructure to perform in-network data aggregation per node cluster (i.e., parking lots).
Estrin et al. carry out this idea by using intermediate nodes to perform application-specic
data aggregation and caching [Estrin et al., 1999]. Localized algorithms are introduced in the
context of distributed computations to allow sensors to only communicate with neighbor
sensor nodes. As the number of nodes increases, localized clustering can contribute to more
scalable behavior, since communication between nodes is kept within a neighborhood.
To summarize, researchers have shown that application-specic information is critical
to optimize sensor networks at various levels. This application-specic information mainly
consists of knowing what sensors are used by an application and how sensor data are to be
delivered. That is, service discovery and data delivery.
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6.2.3 Actuating
When orchestrating devices in the large, the nature of actuators introduces some dierences
in the way an application uses them, compared to sensors. In our experience, we identify
two approaches to issuing orders to actuators. The rst approach is symmetrical to sensors:
it consists of multicasting an order to a group of actuators. In our case study, such operation
is used to inform car drivers of parking availability at the periphery of the city. The second
approach to issuing orders to actuators corresponds to what is done when orchestrating
devices in the small; it consists of invoking a specic actuator (e.g., an information display
at a given parking level) to perform a context-specic action (e.g., display the number of
available parking spaces of a given level).
Exposing how an application invokes actuators provides the sensor network infrastruc-
ture with valuable information. For example, individually invoking actuators is likely to be a
key outcome of an application. Therefore, the application should probably not be launched,
if individual actuators are not reachable, or at least, human intervention should be required
to resolve the problem. In contrast, when an application invokes actuators using multicast, it
should have some impact, even though some actuators may not be reachable when launching
it.
6.3 Stages of Application Lifecycle
To support orchestration in the large, we introduce declarations expressing the sensor-
network dimensions of an application presented in Section 6.2. To address these dimensions
systematically, they are matched against each stage of the application lifecycle, from design
to runtime. This approach has the following methodological and programming benets.
• Sensor-network dimensions of an application are expressed early, and gradually
matched against the sensor network infrastructure all along the stages of the appli-
cation lifecycle.
• This gradual mapping raises a need for adaptation layers, when the sensor-network
dimensions of an application cannot be reconciled with the target sensor network
infrastructure (e.g., missing sensors, unavailable delivery model).
As can be noticed, our staged approach keeps the application development independent
from infrastructure details (e.g., network protocol, bandwidth, data link features). In doing
so, we strive to be as agnostic to the network as possible. We present the dierent stages of
the application lifecycle and instantiate each stage with our case study.
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We do not provide a formal denition of our declaration language dedicated to sensor-
network dimensions of an application. Because it is simple, this language is presented in-
formally, throughout the next section, with fragments from our case study. The information
denoted by these fragments, declared at design time, is leveraged across the remaining sec-
tions devoted to the later stages.
6.3.1 Design Stage
The declared sensor-network dimensions provide the blueprint for later stages in the appli-
cation lifecycle. In particular, they are valuable documentation to be used by the stakeholders
of the sensor network infrastructure. Let us illustrate our approach with our case study of
parking management, following the behavior dimensions introduced previously.
Discovery of sensors and actuators
Orchestration in the large requires us to categorize the sensors and actuators of interest. To
do so, the designer needs to leverage a physical-space partitioning that is well-suited for
their target application. This partitioning is likely to have been already introduced by the
infrastructure owner and used to register sensors and actuators as they get installed.
A partitioning expressed in terms of declarations is given in Listing 6.1; it fullls the sen-
sor grouping requirement of our case study (see Chapter 3, Section 3.2). In these declarations,
parking spaces are regrouped into parking levels, which are regrouped into parking lots.
This partitioning of spaces can then be used by an application to discover sensors grouped
by parking lots, matching the granularity most common to car drivers. Last, devices are
registered as being in a city entrance, if they are located in the corresponding region.
1 parking_level INCLUDES parking_space
3 parking_lot INCLUDES parking_level
5 city INCLUDES city_entrance
Listing 6.1 – Extracts from the city partitioning of spaces.
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Listing 6.2 uses these partitioning declarations to dene application-specic discovery
for sensors and actuators. For each parking lot, the application discovers presence sensors
(lines 4 to 8) and CO sensors (lines 9 to 13) that are populating each parking level. Informa-
tion displays are discovered within the parking lot for user information (lines 14 to 18) and
at the periphery of the city to guide car drivers (lines 19 to 23).
1 APPLICATION parking_management
2 IMPORT city_partitioning
4 DISCOVER presence_sensors = {
5 service = sensor
6 source = presence :: boolean
7 group = parking_lot
8 }
9 DISCOVER co_sensors = {
10 service = sensor
11 source = co_level :: float
12 group = parking_lot
13 }
14 DISCOVER plot_info_displays = {
15 service = actuator
16 action = display
17 group = parking_lot
18 }
19 DISCOVER city_info_displays = {
20 service = actuator
21 action = display
22 group = city_entrance
23 }
Listing 6.2 – Application-specic service discovery for the parking management
application.
Data delivery
The designer needs to dene how data are delivered to the application. Listing 6.3 presents
delivery model declarations for sensors, which build upon service discovery rules introduced
previously. Event-driven delivery model is chosen for presence sensors because it allows to
react only when the status of parking spaces changes (line 1). Given that this status is a
boolean value, events are the most natural delivery model. This fullls the presence status
delivery requirement of our case study (see Chapter 3, Section 3.2).
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To fulll the CO status delivery requirement (see Chapter 3, Section 3.2), CO sensors are
assigned the periodic data delivery model (line 3) and the event-based model (line 4). The
periodic model is used by the ventilating system to renew the parking air, whereas the event-
based model is used to warn users of an air pollution event when the CO level has reached
a given threshold.
1 DELIVERY presence_sensors AS event_driven
2
3 DELIVERY co_sensors AS periodic::15::min
4 AND event_driven
Listing 6.3 – Application-specic data delivery for the parking management application.
Actuating
Listing 6.4 presents declarations for actuating information displays using service discovery
rules introduced earlier. Information displays are actuated with respect to their level within
the parking lot since the application tailors the information to this granularity (lines 1 to 2).
However, at the city periphery, information displays are actuated more globally because they
receive recommendations for drivers entering the city and looking for an available parking
space at their destination (lines 4 to 5).
In our case study, we envision information displays performing some local processing
to select relevant information (e.g., parking lots nearby a city entrance). For this purpose,
we use the MULTICAST directive that triggers a partition of information displays (e.g., at city
entrances) to disseminate information on parking lots. A FOREACH directive is also available
to allow for ne-grained actuation of ventilation systems based on the CO level measured at
each parking level (not shown here).
Despite being high-level, our declarations provide a precise conceptual framework for
the programming stage.
1 TRIGGER display ON plot_info_displays
2 MULTICAST parking_level
3
4 TRIGGER display ON city_info_displays
5 MULTICAST city_entrance
Listing 6.4 – Application-specic device actuation for the parking management
application.
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6.3.2 Programming Stage
This stage consists of developing the application, addressing all of its sensor-network dimen-
sions including programming. In doing so, data structures accommodating sensor readings
are implemented. Furthermore, the processing of sensor readings is programmed with re-
spect to data delivery models, chosen at design time (Listing 6.3). Finally, note that the
approach to processing data and producing results typically follows what has been dened
at the design stage. For example, the reporting on parking space availability follows the
granularity of the service discovery (i.e., parking levels) (Listing 6.2). Furthermore, the pro-
cessing of presence sensor readings follows an event-based model. Also, design declarations
result in software architectural patterns. For example, a callback mechanism is typically im-
plemented to serve an event-driven delivery model such as the one declared for presence
sensors (Listing 6.3, line 1).
6.3.3 Deployment Stage
At deployment time, the key features of the target sensor network infrastructure are re-
vealed. These features should thus be matched against the sensor-network requirements of
the application to identify whether adaptations are needed. Let us illustrate this stage in the
context of our parking management application. For service discovery, we need to verify
that the target sensor network infrastructure provides the required sensors and actuators
declared in Listing 6.2. Assuming that CO sensors are not present, the deployment pro-
cess should fail, unless regulation does not require CO sensors in which case an adaptation
layer could be invoked to produce fake values. Such a situation would likely demand human
intervention.
Similarly, if bandwidth limitations in the sensor infrastructure or energy constraints on a
sensor type prevents the periodic delivery requirement to be fullled (e.g., Listing 6.3, line 3),
a human intervention may be needed to make a decision. Such a situation would occur, for
example, if the periodicity of CO measurements needed to be adapted because it likely needs
to adhere to strict regulations.
The partitioning of sensors is another key feature of the target infrastructure. Adaptation
code may be required to map the infrastructure partitioning into the application partition-
ing; this can be done when the application partitioning is more coarse than the infrastruc-
ture partitioning. For example, if the application required presence sensors to be grouped
per parking lot (Listing 6.2, line 7) and the infrastructure only grouped them per level, a
layer could gather the sensors for all levels to deliver the appropriate information to the
application.
For data delivery, the models of the target infrastructure are matched against the ones
required by the application. Some adaptation strategies can be used to account for mis-
matches. For example, an event delivery model can be simulated with periodic delivery,
combined with an event condition. In our case study, if an application alerts parking users
6.3. STAGES OF APPLICATION LIFECYCLE 67
when the air pollution has reached a given threshold, it might select an event-based deliv-
ery model to achieve this goal. An adaptation layer consists of monitoring the CO periodic
measurements and trigger an event when a given threshold is reached.
In practice, depending on the physical architecture of the sensor network infrastructure,
adaptation code may be placed close to the sensors (e.g., at a base station) or run as an
additional layer of the application if the infrastructure cannot be extended.
6.3.4 Launch Stage
When launched, the application may not have access to its required resources, if they are
already serving other applications, or if the infrastructure has been temporarily or perma-
nently recongured. This stage is distinct from the next stage, namely runtime because it
does not address changes that may impact the application while it is running. The aim at
launch stage is to adapt for changes that occurred between the time the application was
deployed and its launching. For example, the sensor network infrastructure may have re-
served some bandwidth to serve a given periodicity for CO sensors and be unable to fulll
this requirement because of a temporary failure of network nodes.
6.3.5 Runtime Stage
At runtime, the operating conditions of the application can change arbitrarily. For example,
resources may be put oine for some technical reasons. In our case study, a base station
failure may disconnect a number of sensors and actuators, sensors may fail, bandwidth may
degrade, etc. These changing conditions can violate the quality of service requirements of
the application and compromise its purpose. In our case study, if the failure of CO sensors
does not oer the expected coverage of the parking lot levels, the threshold for a pollution
level may not be reached because of the resulting inaccurate measurements. A crude ap-
proach could consist of terminating an application when its sensor-network requirements
are violated. Human intervention could then be required to analyze the situation and resume
operation, if possible.
A more advanced solution would consist of introducing a runtime mechanism that mon-
itors the cardinality of the sensor partitions dened by the application. This mechanism
should allow the application to adapt at runtime when operating conditions degrade. Simi-
larly, the application needs a mechanism to react to data delivery models that are violated at
runtime. Interfacing these events with a programming language can be done via the excep-
tion mechanism by introducing exceptional events dedicated to runtime errors, as described
by Mercadal et al [Mercadal et al., 2010], or violation of quality of service contracts, as pre-
sented by Gatti et al. [Gatti et al., 2011].






































































Table 6.1 – Overview of mapping sensor-network dimensions throughout the application
lifecycle.
Summary 6.3
Table 6.1 summarizes how declarations of sensor-network dimensions are leveraged
throughout the application lifecycle. As can be noticed, the range of actions based on
declarations is very large: from guiding programming to admission control at deploy-
ment time, to coordinating concurrent activations of actuators at runtime. The table
illustrates the framework laid out by our approach, providing a spectrum of opportuni-
ties that goes beyond our case study.
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6.4 Discussion
We rst explain how our work can leverage existing approaches on sensor networks. We
then consider our design-driven development approach presented in Chapter 4 and discuss
how it could be extended with the present work.
6.4.1 Leveraging Approaches from Sensor/Actuator Networks
This section shows how our sensor-network declarations could be further exploited for
adapting the infrastructure to the application needs. This could be done by leveraging vari-
ous existing approaches to application-specic optimizations in sensors/actuators networks.
The discussion is organized around the previously discussed set of the key infrastructure
concerns drawn from the literature on sensor networks.
Admission control
Madria et al. [Madria et al., 2014] propose the Sensor Cloud paradigm as a computing envi-
ronment spread in a wide geographical area, unifying multiple WSNs, and available to one
or multiple applications. This can be viewed as an extension to the notion of Cloud comput-
ing, adding virtualized sensing and actuating abstractions. The Missouri S&T Sensor Cloud
is a concrete realization of this paradigm. It provides applications with sensing as a service,
taking such parameters as the region of interest, the frequency and latency of sensed data.
An admission control module (called provision management) examines the service requests
to decide whether they can be fullled. When physical sensors are virtualized to several
applications, this module computes the sampling durations and frequencies for satisfying
all the requests. This conguration is recomputed when new applications join, or existing
applications leave the system.
Because our approach exposes application needs, such as the required sampling frequen-
cies of sensors, it could be benecial for automating service (re)negotiation between the
application and the sensor Cloud, at dierent stages.
Network conguration
Heideman et al. [Heidemann et al., 2003] show how WSN application performance can be
improved by up to 60% and network trac cut by half, by matching data dissemination al-
gorithms to the application requirements. To this purpose, they oer a network API, allow-
ing the application developer to choose between several data diusion algorithms, such as
push-based or pull-based. Additionally, they provide experimental data to determine which
algorithm is best for which application communication patterns. For instance, a pull-based
algorithm (namely two-phase pull diusion) performs poorly when there are many sensors
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potentially sending data to many sinks but the sensor data are actually sent rarely. In this
situation, some push-based diusion algorithms can signicantly improve performance.
Clearly, by making sensor-network dimensions of applications explicit, our approach
allows to automatically select the appropriate dissemination algorithm. The stage at which
this selection should occur depends on when relevant information is known. In a single-
application setting, where both sensor discovery and periodicity are known statically, the
network can be congured at design time. For another example, if sensor periodicity is static
but the number of actual sensors is known later, the choice can be done at deployment time
or at launch time. In multi-application settings, the selection of a dissemination algorithm
must at least be examined at each application launching.
Liu et al. [Liu et al., 2007] introduce a family of data dissemination/gathering algorithms
in n×n grid WSNs, spanning the whole space between pure push – when sensors send data
to applications, to pure pull — when applications send queries to sensors. Their algorithm
family is based on a variable diusion structure, similar to a comb. They show how the
optimal balance can be expressed as a function of the grid size n and the relative frequen-
cies of application queries and sensor events. As both frequencies are made explicit in our
approach, the right push vs pull conguration in such a network could be computed auto-
matically, as soon as the grid size n is known. For static networks, the conguration can be
done at design time. When sensors are discovered at a later stage, such as deployment or
launch time, the choice has to be performed at the corresponding stage.
Delicato et al. [Delicato et al., 2005] propose an architecture based on web services, in
which sensors and applications declare the services they provide, respectively need, using
standard SOAP conguration messages. These service descriptions include the sensor and
data type, the geographical location, the acquisition interval (data rate), and the acquisition
duration. A threshold may also be specied for non-periodic sensing. These sensors and
application characteristics are used during network conguration for setting up the data
dissemination protocol to minimize the energy consumption of the sensors used for deliv-
ering their data to client applications. When using our approach, the application needs are
made explicit at design time, and can be thus used to congure the network at deployment
time or to recongure it at launch time, to accommodate an incoming application.
Event ltering and processing
TiNA [Sharaf et al., 2003] is a scheme for minimizing sensor power consumption by ex-
ploiting the temporal coherency tolerance of applications. This approach goes beyond in-
network data aggregation in that it does not send sensor readings at all, if this ts the QoD
(quality of data) needs of applications. Thus, applications express their sensing needs using
annotated SQL-style queries. These queries mention the type of data, its possible aggre-
gation, and periodicity, and are annotated with temporal coherency tolerance. TiNA uses
these annotations to suppress sensor readings (hence to save power) while still providing
high quality approximated answers to application queries.
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This approach is complementary to ours in that applications are able to declare their
sensing needs as early as possible. These declarations can be directly used to leverage so-
phisticated underlying optimizations such as those provided by TiNA.
6.4.2 A Domain-Specic Language Approach
In Chapter 4, we introduced the DiaSwarm domain-specic language dedicated to the de-
sign of applications orchestrating sensors. Design declarations are processed to support
and guide the programmer using generative programming. This strategy abstracts over the
characteristics of the sensor network and allows the developer to declare what an application
does, prior to programming it.
The work presented in this chapter was inspired by DiaSwarm but it is more general in
that it is not dedicated to supporting the programming stage and covers more aspects with
its declaration language (e.g., actuators). Furthermore, we go beyond DiaSwarm in that we
examine how sensor-network dimensions can be leveraged throughout the lifecycle of an
application. In doing so, we bridge the gap between the application needs and the sensor-
network concerns: we describe the details of their interactions and leverage the literature
in sensor networks. Using these results, DiaSwarm could be further developed by extending
its compiler to generate code that would address the stages and infrastructure concerns pre-
sented in our work. For example, adaptation layers could be generated automatically, either
added to the application code or loaded in the sensor-network infrastructure.
6.5 Related Work
To identify the key sensor-network dimensions of an application, we already mentioned a
range of works (Section 6.2). In this section, we review works pertaining to other aspects re-
lated to sensor networks, not discussed earlier. Specically, we rst examine the generality
of sensor networks with respect to applications. Then, we review middleware support for
large-scale sensor applications. Last, we examine how adaptive algorithms allow an infras-
tructure to dynamically adapt to an application behavior.
From WSN to SSN
Traditionally, Wireless Sensor Networks (WSNs) have been designed for a single applica-
tion. As a result, they could be highly optimized in an application-specic manner at design
time. This approach is well suited for small-scale networks but does not scale for networks
of thousands of nodes. Indeed, at this scale, the cost of network deployment and mainte-
nance becomes more important and return on investment is a key issue. Consequently, in
recent years, research has been focusing on building Shared Sensor Networks (SSN), allowing
several applications to run concurrently on the same sensor network infrastructure. Despite
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their benets, SSNs are still in an early stage, compared to WSNs. A very recent survey
of SSNs [Farias et al., 2016] identies several specicities of SSNs, raising new challenges
that must be addressed. Such challenges include dealing with the heterogeneity of the in-
frastructure, dealing with resource contentions, and optimizing sensor data ows for several
applications at the same time. Heterogeneity imposes a looser coupling between the applica-
tions and the infrastructure. Dealing with resource contention requires exposing application
needs early to ensure that a new application does not interrupt currently running ones. Op-
timizing sensor data ows also requires exposing early the sensor-network behaviors of the
application to enable cross-application optimizations. While SSNs bring concrete solutions
to these challenges, they do not (yet) oer tools for streamlining the development of SSN
applications.
Our work proposes an approach towards resolving this development problem by expos-
ing the sensor-network dimensions of an application early, at design time. These dimensions
can then be exploited at dierent stages. For example, at deployment time, our declarations
address such challenges as resource contention.
Middleware
Several works propose middleware solutions for supporting large-scale sensing and actuat-
ing applications. A general approach to this problem domain is the SwarmOS vision. In a
white paper [Lee et al., 2014], the authors promote a middleware platform for developing
applications at the frontier between a large-scale WSN and the Cloud. The goal of Swar-
mOS is to oer high-level services, intermediating between the WSN/Cloud resources and
applications (called “swarmlets”). Such services include access control and virtualization,
data summarization and aggregation, discovery, etc. While such middleware services could
greatly simplify the development of sensing/actuating applications, they do not oer a sys-
tematic method for developing such applications. Additionally, SwarmOS specically targets
applications with dynamic component graphs, allowing continuous graph reconguration.
Our approach favors applications with a static internal structure, exposing as many of their
characteristics at early stages. Extending application behavior with dynamic aspects will be
studied in future work.
Other middleware solutions simplify the development of applications on SSNs by in-
creasing the abstraction level. However, they do not address infrastructure optimizations.
For example, the LooCI middleware [Hughes et al., 2009] implements an easy-to-use com-
ponent composition model, based on event publishing and subscription. This middleware
allows for run-time re-conguration and introspection. Such middleware solutions mostly
match application needs against sensors capabilities at runtime; they do not attempt to an-
ticipate (mis)matches at earlier phases in application lifecycle to improve their reliability.
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Adaptive algorithms
Another body of work concerns adaptive algorithms for sensor networks. This is a highly
dynamic approach based on observing application needs and the associated communication
patterns, and adapting the network infrastructure to optimize performance. The Adaptive
Multi-Criteria Routing (AMCR) algorithm [Eltarras and Eltoweissy, 2010] is a key instance
of this approach. Its authors argue that most of the WSN routing protocols are designed for a
specic application class. AMCR is a generic routing protocol able to adapt to trac patterns
recognized by observing running applications. More specialized routing algorithms, such as
the comb-needle routing structure [Liu et al., 2007], also integrate adaptive behavior based
on monitoring an application at runtime and estimating the frequencies of sensor events
and application queries. The above-mentioned adaptive approaches are more ambitious than
ours, in that their aim is to automatically optimize the sensor infrastructure, without making
the application needs explicit. However, networks supplying such an advanced self-tuning
would need to be extensively tested to ensure the robustness of the adaptive optimizations.
Our approach is more predictable in that it exposes sensor-network dimensions of ap-
plications such that their execution follows statically dened parameters. Nevertheless, we
could re-use the work on adaptive algorithms by leveraging our sensor-network application
declarations to perform their optimizations statically, instead of dynamically. As a result,
our static approach would incur no runtime overhead.
F
Chapter 6: Summary
In this chapter, we introduced an approach to developing large-scale orchestrating ap-
plications that revolves around a declaration language covering the key sensor-network
dimensions. This declaration language has been described through a case study of a
parking management system. We have shown that our sensor-network declarations can
be leveraged across the main stages of an application lifecycle to match the application
requirements to a target infrastructure. We have discussed a set of key infrastructure
concerns identied in the literature on sensor networks and we have shown how our




An Evaluation of our Approach
The success of a software development approach dedicated to a domain critically relies
on its ability to overcome prevailing software development obstacles. Also, the usabil-
ity and the usefulness of the approach have to be studied to ensure its acceptance
among the developers community. Towards this end, we carried out two experiments
in which we applied our design-driven development approach to the domain of Inter-
net of Things. In a rst experiment, we put our approach to a test by developing four
orchestrating applications specied by dierent sensor manufacturers. We report on
the eectiveness of our approach in solving the identied software engineering chal-
lenges. In a second experiment, we assess the learning cost to use our approach by
involving four professional programmers in a usability study. This second experiment
brings preliminary evidence that the proposed design-driven approach can be used
eectively by professional developers after only half a day of training.
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This chapter is a rst step for assessing the potential for transferring our design-driven
approach to the industrial practice of the domain of Internet of Things (IoT). The evaluation
has been carried out in the context of a French collaborative project, called Objects World,
involving ve sensor manufacturing companies and four research labs [Objects World Con-
sortium, 2012]. Objects World aims at building a sustainable ecosystem of IoT stakehold-
ers based upon a nationwide, low-power ultra-narrow band radio network, called SIGFOX 1.
This network already supports products and services that demonstrate its market potentials.
It has been deployed in a number of countries (e.g., France, United Kingdom, Spain, Nether-
lands) and is supported by major players such as Samsung, which integrated the SIGFOX
network protocol into its ARTIK IoT platform 2. [M2M World News, 2015]
When the Objects World project was being set up, the companies involved knew from
their experience how much software development is a bottleneck to realize the full potential
of IoT. In fact, this domain is just emerging from an industrial viewpoint. While extensive
work has been devoted to the infrastructure of IoT, such as trac management and device
constraints (e.g., battery life), little eort has been dedicated to the process of developing
applications and services [Links, Cees, 2015]. This situation prompted the Objects World
consortium to invite a research group specializing in software engineering to participate to
the project and bring tools to improve the development process of IoT applications. Hence,
our participation to the project. Numerous interactions with the consortium companies re-
vealed key challenges to be addressed in this domain. We presented these challenges in the
beginning of this dissertation in Chapter 1.
Given these challenges, we decided to evaluate to what extent a design-driven develop-
ment approach coupled with an automated software engineering toolset, named DiaSuite,
could overcome these challenges. To do so, we solicited researchers working on this tech-
nology and professional programmers.
The evaluation was carried out in two stages. In a rst experiment, we examined the
eectiveness of our approach in dealing with software engineering challenges introduced
in Chapter 1, Section 1.2. To do so, we implemented four applications specied by dier-
ent sensor manufacturers and addressed these challenges for each application. In a second
experiment, we evaluated the learning cost and usability of our approach by means of a
usability study, which involved professional programmers from sensor manufacturers. The
contributions in this chapter can be summarized as follows.
Eectiveness
Using four case studies, we show that our design-driven development approach eectively
covers a broad range of orchestrating applications and provides support to deal with software
1. hp://www.sigfox.com
2. hp://www.artik.io
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engineering challenges presented in Chapter 1. We examine each case study and describe
how application design allows us to cope with these challenges.
Usefulness & usability
By means of a usability study, we show that the approach can be eciently transferred to
developers in the IoT industry with only half a day of training. Further quantitative and
qualitative data are provided, including a usability questionnaire and developer interviews
to investigate the perceived utility of the tools.
Lessons learned
We sketch the steps we are currently taking to consolidate these preliminary results into a
more complete evaluation of our approach, including its impact on programmers’ produc-
tivity and application quality.
Chapter 7: Outline
Section 7.1 provides details on the development toolset used throughout both experi-
ments. Section 7.2 gives further details on the Objects World project and presents the
rst experiment that evaluates the eectiveness of our approach via four industrial case
studies. In Section 7.3, we evaluate our approach in the second experiment through a us-
ability study involving professional programmers. Related work on development tools
for IoT as well as experiments for tool support evaluation is given in Section 7.4. The
lessons learned from both experiments are documented in Section 7.5.
7.1 Used Tool Support
In contrast with Chapter 5, the evaluation presented here focuses exclusively on software
engineering challenges. We conducted two experiments of which neither examined large-
scale orchestration challenges. Instead, our evaluation is aimed at assessing the benet of a
design-driven approach to drive the development of orchestrating applications in general.
Both experiments were carried out using the DiaSuite toolset, dedicated to orchestrating
applications for traditional pervasive computing environments [Bertran et al., 2012]. This
toolset provides developers with the DiaSpec domain-specic language dedicated to design-
ing applications orchestrating sensors and actuators [Cassou et al., 2012]. As shown in Fig-
ure 7.1 design declarations are used by a compiler to generate application-specic support
covering the complete application lifecycle.
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The taxonomy layer of the DiaSpec language provides a exible and reusable catalog of
entities for a given application domain, abstracting over underlying technologies and imple-
mentation details. For each entity, either hardware or software, its data sources and actions
are declared, as well as attributes such as a name, a unique identier or a location. The ap-
plication design layer of the DiaSpec language allows to declare the application components
























Figure 7.1 – DiaSuite tool support for the SCC application lifecycle.
The DiaSuite toolset has been used for developing many successful proof-of-concept ap-
plications in several domains: telecommunications [Bertran et al., 2009], building automa-
tion [Bruneau et al., 2009], avionics [Enard et al., 2013a], software monitoring [Cassou et al.,
2011a], robotics [Cassou et al., 2011b], and assisted living [Caroux et al., 2014]. The vari-
ety of domains successfully targeted by DiaSuite demonstrates the broad applicability of a
design-driven methodology in various kinds of applications involving sensors and actuators.
However, most of these applications were developed in a research setting. Although some
specications were fueled by industrial needs, they did not directly correspond to external
specications.
In the following we give details on support generated to facilitate testing, deployment,
and maintenance, not previously discussed.
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Testing support
DiaSpec declarations are used to produce simulation support for every entity, in the form of
a concrete class implementing a “mock” entity, containing methods to simulate each possible
activity of a device, such as pushing data from a sensor or making some data available for
subsequent pulls. This support allows for thorough testing of orchestrating applications
prior to their deployment on real infrastructures composed of sensors and actuators. In
addition, mock devices can be gradually substituted with real devices without the need to
introduce any changes in the application code. Similarly, support is generated for testing
entity implementations (also called drivers) before any application is developed on top of
them.
Deployment support
The compiler produces a runtime layer dedicated to a given deployment platform: it can be
local (e.g., OSGi) or distributed (e.g., WebServices). This support allows application devel-
opers to abstract over how communications between components are implemented. It also
allows applications to be deployed in an already running platform, reusing available entities.
Thus, the implementation of entities is typically deployed independently of applications: de-
ploying an application simply consists of deploying its context and controller components,
reusing the already installed entities, possibly shared with other applications.
Maintenance support
There is no specic code generated for supporting the maintenance of an orchestrating appli-
cation. Rather, maintenance is supported by automatically regenerating all the pieces of code
mentioned above, whenever the taxonomy or the application design are modied. The sepa-
ration of generated code (which takes the form of abstract classes) from developer-supplied
code (separate sub-classes) enables a smooth update of the generated code. Typically, fol-
lowing a design change, the developer-supplied code has to be adapted to conform to the
regenerated code API. During this maintenance process, developers are guided by the Java
builtin type checker that points at the code locations needing changes. Most of the time, the
needed changes are available as suggested editing actions (e.g., adding a method parameter
or changing a type) thanks to the integration of the approach with the Eclipse IDE in the
DiaSuite toolset.
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7.2 Evaluating Approach Eectiveness in Dealing with Soft.
Eng. Challenges
To assess the benets of design to support the development of orchestrating applications
and to determine the potential of transferring our approach to an industry setting, we im-
plemented four applications, as specied by dierent partners of the Objects World project.
Before describing these applications, let us further introduce the Objects World project.
7.2.1 The Objects World Project
The leading partner of the Objects World project [Objects World Consortium, 2012] is an
emerging wireless network operator dedicated to low-bandwidth IoT applications, called
SIGFOX. Five object manufacturers cooperate within the Objects World project to make
their products compatible with the low-bandwidth network. Their products include alarm
systems, energy monitoring, fall detectors, odor detectors, taste sensors, vibration sensors
for engine monitoring, tire pressure sensors, and connected door locks. Four research labs
bring to this consortium complementary know-how on electronic chip design and integra-
tion, nano-technology, chemistry applied to sensor design, as well as object orchestration.
Based on these technologies, one of the outcomes of the project is to demonstrate a few pro-
totype IoT applications in dierent domains, so as to validate the potential of the resulting
eco-system of actors.
The following subsections describe four applications developed by two researchers in our
group who are trained experts in using the DiaSuite toolset. For each case study, we asses
the ecacy of our design-driven methodology to address identied software engineering
challenges. This assessment ranks from "not at all eective" (no star) to "very eective"
(3 stars) with the exception of the rapid software development challenge examined in the
discussion section for all the case studies. All the results are shown in Table 7.1, together
with some quantitative aspects, such as the size of both the manually written code and the
automatically generated code.
Code size API Testing Evolution
man. gen. reuse sup. sup.
DoorLocks 186 1580 *** *** ***
PalletTracker 326 2642 * *** ***
HomeAlarm 221 2858 *** *** **
HeatingMonitor 300 2272 *** * **
Table 7.1 – Ecacy of DiaSuite in solving the development challenges, when used by experts
on four applications.
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7.2.2 Connected Door Locks
The DoorLocks application was specied by Axible Technologies 3, a provider of digital prod-
ucts and services for gate access control. The goal of this application is to remotely monitor
instances of electronic door locks connected to the Internet through an onboard SIGFOX
transmitter. The features specied were: real-time event logging, abnormal event alerts
(stuck or forced door), and low battery state notications.
We implemented all the features by integrating the smart door locks, an email web ser-
vice, a logging device, and mobile phones for SMS notications in an orchestrating applica-
tion. Figure 7.2 shows the architecture of the application. Door locks provide two sensing
capabilities: the locked facet detecting when a door has been locked or unlocked, and the
state facet detecting state changes, such as a door becoming stuck or forced and the bat-
tery level. The Format context component is triggered by any event coming from a door
lock. The two kinds of sensors do not provide the same information, but the Format context
builds a uniform Event structure. Event structures are received by the Logger controller
component, which forwards them to the Logger device. Thus, the Format context together



























Figure 7.2 – The graphical view of the DoorLocks application.
A separate data ow, going through the Battery context and the MailNotifier controller
implements the low battery notication feature: the Battery context parses the events com-
ing from the state sensor of the door locker, selects those concerning a low battery state, and
3. hp://www.axible-connects-for-you.com
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forwards them as a concise string to the MailNotifier controller. This latter controller re-
formats these compact messages in more explicit textual form, producing a complete e-mail
message for a pre-dened email address — the service ensuring general maintenance of the
door locks. Finally, a third data ow going through the Alert context and the SmsNotifier
controller implements the critical conditions notication feature: whenever a stuck or forced
door is detected, an SMS is sent to a predened cellphone number, for urgent intervention.
In the DoorLocks application, the described challenges are instantiated and handled as
follows.
Overcoming heterogeneous object APIs
The API of an email web service is already included in the standard device taxonomy, under
the Mailer entity, and used by many other applications. Similarly, a standard SmsSender
entity is reused for sending SMS messages to a cellphone, abstracting from the underlying
platform (various webservices for SMS sending). A new object called DoorLocker has been
added to the taxonomy, (see Listing 7.1), specializing the standard entity PhysicalDevice.
Thereby, the DoorLocker entity reuses attributes such as the location and the user of the
PhysicalDevice entity. Moreover, generic Lock and Unlock actions have been added to the
taxonomy that could serve other kinds of locks, such as electronic padlocks. (***)
Facilitating testing
The automated generation of a fake DoorLocker entity was useful for testing the applica-
tion without using real customer data, and also for simulating events such as a forced door,
without changing a single line of application code. (***)
Supporting rapid evolution
We evaluated the maintenance support in the case of the DoorLocks application by executing
the maintenance scenario suggested below.
The DoorLocks application handles sensitive information such as status information re-
lated to a forced door, which designates a location that is temporarily vulnerable until a
repair action is performed on site. In order to completely ensure the privacy of forced door
information, the DoorLocker API should be redened by segregating non-critical battery
state from critical state, such as a forced door. We segregated in the DoorLocker API, non-
critical battery state from critical state (e.g., a forced door) by creating two distinct facets,
respectively called batstate and state in the taxonomy. Then, we modied the application
architecture to segregate the two data ows as shown in Figure 7.3. The Eclipse plugin re-
generated all the application-specic framework as soon as these modications were saved.
As a result, the Eclipse IDE pinpointed three locations in the code that needed changes, and
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1 device DoorLocker extends PhysicalDevice {
2 action Lock;
3 action UnLock;
4 source locked as Boolean;
5 source state as State;
6 }
8 device PhysicalDevice extends Device {
9 attribute location as String;
10 attribute user as String;
11 }
13 device Device {
14 attribute id as String;
15 source isAlive as Boolean;
16 }
18 action UnLock {
19 unlock();
20 }
22 action Lock {
23 lock();
24 }
26 structure State {
27 state as String;
28 timestamp as String;
29 batteryLevel as String;
30 }
Listing 7.1 – Device declarations used in DoorLocks.
the modied application could be completed and tested successfully in less than one hour of
work. (***)
7.2.3 Pallet Tracking
The specication for the pallet tracking application was provided by LDL Technology 4, a
company specializing in wireless embedded electronic systems for Tire Pressure Monitoring
Systems (TPMS), Vehicle Immobilization (IMMO), Keyless Entry and Start system (KESS) and
Body control units. The goal of this application is to track the state of metal pallets, used
to transport merchandise to warehouses and retail stores. Often, pallets are not returned
4. hp://www.ldl-technology.com































Figure 7.3 – The architecture of the DoorLocksPlus application.
or get lost, which forces companies to re-invest into these assets. To ensure that pallets
are returned, each pallet is equipped with a sensor and an integrated SIGFOX transmitter,
sending data to the application periodically (e.g., every 10 min.). Collected data are used to
identify the location of a pallet and its temperature. The position of a pallet is determined
by triangulation using GPS coordinates of SIGFOX base stations that are receiving data from
the device. Data originating from the sensor infrastructure are stored in a database and used
by client applications to explore the history of received messages per pallet or warehouse.
Also, an inventory feature allows client apps to keep track of the number of available pallets
per warehouse. Finally, the user may dene alerts via the client app in order to identify
unusual situations, such as a pallet status not transmitted for a long period of time.
The design of the PalletTracker application is depicted in Figure 7.4. The features of the
pallet tracking device are ensured by the PalletTracker and TemperatureSensor devices.
The PalletTracker device denes the position facet, indicating the position of a pallet us-
ing GPS coordinates. In this scenario, however, the position of a pallet corresponds to the
position of the base station, which received the message. The accurate position of a pal-
let is computed in the Position context via triangulation using data collected from multiple
base stations. The temperature of pallets is processed separately in the Temperature context.
Finally, the State context gets triggered upon publishing the state of the PalletTracker de-
vice via the state facet and retrieves the computed device position and temperature from the
corresponding contexts.
The remaining application components are dedicated to the detection of unusual situa-


































Figure 7.4 – The architecture of the PalletTracker application.
tions. The Input device is an abstraction for the client application used for sending messages
indicating events of interest that need to be detected. The message is processed in the Event
context, which recovers the name and verication period (e.g., one hour) of the event. This
result is passed to the Timer controller, which schedules a new Timer according to the given
period. Upon expiration of this period, the Timer device triggers the Alert context, which is
in charge of collecting timestamps, indicating the last state published by a PalletTracker.
In case no device state has been received during the verication period (e.g. during the
last hour), the context returns a message that is to be sent to the client application via the
Messenger device.
Overcoming heterogeneous object APIs
The application models the pallet tracking device using dierent abstractions from the tax-
onomy. It reuses the default declaration of the TemperatureSensor device to recover the
temperature of pallets. A PalletTracker device has been added to the taxonomy to detect
the state and position of pallets. The decomposition of a complex device into multiple sim-
ple devices promotes API reusability. Interfaces for the Timer, Messenger and Input devices
have been reused. The PalletTrackingDB abstraction had to be added to the taxonomy. The
device is not likely to be reused by other applications since it exposes only ad hoc constructs
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for the given application. Introducing a database as a reusable entity is not easily amenable
to a DiaSpec declaration, thus an ad hoc abstraction has been chosen instead. This aspect
is discussed in more detail in the conclusion of this chapter. When a composite device (e.g.,
multisensor) is frequently reused, it can be advantageous to declare such a device via multi-
ple inheritance to leverage the existing infrastructure. Currently, our design language does
not support multiple inheritance. (*)
Facilitating testing
The automated generation of fake PalletTracker and TemperatureSensor entities was use-
ful for testing the application without using real customer data, and also for simulating
events such as a lost pallet, without changing a single line of application code. (***)
Supporting rapid evolution
We assessed the maintenance support by integrating, in a second step, the application feature
that sends an alert message to the user upon detecting that a pallet status has not been
received for a long period of time. The integration of this feature was carried out by dening
two separate control ows without any modications to the previously dened application
code. The new application feature has been completed in less than one hour. (***)
7.2.4 Home Alarm System
The application specication was provided by Telecom Design 5, a company specializing
for more than a decade in the development of innovative solutions for the domain of
IoT/Machine-to-Machine. Their solutions typically involve sensors and more complex smart
objects, such as a home alarm system. The goal of the application is to detect dangerous sit-
uations at home and consequently notify the owner, as well as authorities and organizations
in charge of home safety and security (security agencies, insurance companies, police forces,
etc.). A home alarm system comprises a smoke sensor to detect re outbreaks and a motion
sensor for intrusion detection. A keypad allows to arm or disarm the entire system. Upon
the detection of a dangerous situation, the home alarm system sends data to the application,
which noties the owner and the authorities in charge via messages.
The design of the HomeAlarm application is depicted in Figure 7.5. The detection of
an intrusion is ensured via the IntrusionDetector, which publishes the device state infor-
mation to the Intrusion context. This context returns a message that is to be sent to the
owner and the authorities via the SMSSender and Messenger, respectively. Likewise, the Fire
context returns a message to both actuators upon the detection of smoke in a home. Further-
more, a contact sensor has been installed on the entrance door to detect when the door is
5. hp://www.telecom-design.com






















Figure 7.5 – The architecture of the HomeAlarm application.
left open for an unusual long time. This verication is performed by the Emergency context,
which is triggered every minute via the Clock device. The Emergency context recovers the
list of doors that have been left open from the Door context.
Overcoming heterogeneous object APIs
The SmokeSensor and the ContactSensor reuse the Sensor device, which provides attributes
allowing a device to be identied by its user and location. The IntrusionDetector device
reuses the PhysicalDevice for the same purpose. The Clock device is typically reused in
applications verifying periodically the state of the environment or for sending regularly
notications to the user. Finally, the SMSSender and Messenger devices are reused in most of
orchestrating applications since their interfaces allow to abstract over a multitude of display
devices (e.g., mobile phones, tablets, dedicated dashboards, etc.). (***)
Facilitating testing
As in the previous cases, the generated support for testing both sensors and the
IntrusionDetector device allowed the application to be tested without the need to de-
ploy real sensors. Furthermore, a fake Clock device has been generated allowing the
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application to be tested without the need to wait until the clock time expires (e.g., one
second, minute, hour). No modications had to be provided to the application code. (***)
Supporting rapid evolution
The evolution support has been assessed by implementing only in a second version of the
application the feature detecting an entrance door that has been left open for an unusually
long period of time. The application evolution required the denition of two supplementary
contexts as well as the usage of a Clock device. The Message controller has been extended
with an additional interaction contract, which required the implementation of a newly gen-
erated abstract method in the existing class. (**)
7.2.5 Heating Monitoring
To complement the previous three applications specied by object manufacturers, the Heat-
ingMonitor application was specied by our group as a use case involving more complex
application logic. By integrating a novel heating energy meter produced by Telecom De-
sign 6 with other data sources and services, the HeatingMonitor application monitors and
analyses the eciency of heating systems online in order to detect an inecient building
environment and to propose improvements to the owner. Also, to enable more in-depth,
oine analysis of the selected heating systems, the application records relevant events in a
log.
The architecture of the HeatingMonitor application is given in Figure 7.6. The logging
feature is implemented by a simple data ow, going from the heating meter, through the
Format context and the Logger controller, to the Logger actuator; this latter component
records relevant heating events on stable storage for later analyses. The online monitor-
ing of heating systems eciency is implemented by the Efficiency context. Whenever the
HeatingMeter entity pushes a consumption value (either periodically or when the heating
consumption changes signicantly), the Efficiency context queries the target temperature
from the Thermostat entity and the outside temperature from a weather web service, and
computes a current eciency factor for the heating system. The AverageEfficiency con-
text computes the average eciency value for the heating system of each customer. The
ReferenceEfficiency context computes a global reference eciency value by averaging all
the instant eciency values of all customers. Finally, the Analysis context, triggered by a
Clock entity, periodically (e.g., every month) compares the eciency value of various cus-
tomers heating systems with the reference eciency value, to detect inecient ones. If such
a system is found, the name of the corresponding customer is pushed to the MailNotifier
controller. This latter component prepares an email for suggesting a detailed audit for that
customer, and sends the mail using an email web service to the appropriate consulting ser-
6. hp://www.telecom-design.com
















































Figure 7.6 – The architecture of the HeatingMonitor application.
vice. A third data ow going through the Window context has been implemented separately
in the maintenance scenario described at the end of this section. In the HeatingMonitor
application, the identied software engineering challenges are instantiated and handled as
follows.
Overcoming heterogeneous object APIs
The standard smart object taxonomy contains a generic Sensor entity extending
PhysicalDevice, and thereby inheriting attributes, such as its user and location. The
Sensor models any object containing sensing capabilities but no actuator capability. The
HeatingMeter entity has been dened by reusing the Sensor entity extended with a par-
ticular data source giving the current heating consumption. The heating consumption
is encapsulated in a generic State structure used by many other devices. This structure
contains additional data beyond the sensed value, namely a timestamp and the battery level.
Thus, the denition of HeatingMeter reuses several standard APIs in the taxonomy. (***)
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Testing support
The automatically generated mockup device drivers for the HeatingMeter, Thermostat, and
Temperature web service were useful for testing the application before potentially massive
future deployments. However, even using these simulated devices resulted in quite complex
testing scenarios. Indeed, the application architecture graph (in Figure 7.6) is deeper than
in the other applications and only its sensor inputs can be controlled. For instance, before
the Analysis context is able to detect a particularly inecient heating system, many heat-
ing measures in several customer sites must be simulated to accumulate a representative
reference eciency and an eciency value standing out. It would be simpler if one could
directly inject the input of any context module, but this is not currently possible in our ap-
proach. Consequently, we had to trace the values of various intermediate contexts using log
messages before coming to the relevant test scenarios of this application. (*)
Supporting rapid evolution
The maintenance scenario selected for the HeatingMonitor application consisted in adding a
new feature, independent of the implementation of the other features. This feature aimed at
optimizing energy consumption by pausing the heating system while any window is opened
within its scope. This function is implemented by the Window context being triggered by
a contact sensor xed on a window. The context then checks whether the thermostat in
the corresponding area is switched on; if so, it passes a pause command to the CutRestart
controller which switches o the thermostat, and records this thermostat as being paused.
The thermostat is switched back on only when all the related windows are closed. In or-
der to implement this new feature, the standard Appliance entity — a common ancestor to
many devices including Thermostat — had to be extended by adding a new sensor giving
the current on/o status. This change thus causes the compiler to regenerate the code of
all inheriting entities, but this has no impact on the application code already written, so no
manual adaptation was necessary. Arguably, this would be the case in any object-oriented
implementation of this application, because adding a new eld to an ancestor class does not
change the users of its subclasses. (**)
7.2.6 Discussion
We now discuss how our approach contributes to the rapid software development of orches-
trating applications in the IoT domain in terms of code support generated for the examined
case studies. We then present two additional challenges, not previously examined that have
been intensively discussed in IoT research and that should be considered in future experi-
ments.
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Supporting rapid software development
As can be seen in Table 7.1, the majority of the application code in the presented case studies
was generated from design declarations, which considerably reduces development time and
thus supports the rapid software development of orchestrating applications. Depending on
the application, the proportion of automatically generated code varies between 88% and
92% percent. This contributes to demonstrating the “eciency” of the approach (beyond its
eectiveness).
Ensuring security and privacy
IoT applications interact with the physical world. As such, they commonly gather sensitive
information: the state of a critical equipment, the vital sign of a user, or the occupancy of
a home. Our partners routinely detect and process sensitive information: forced doors, ab-
sence from a building for a long time, location of valuable containers, etc. Managing such
information raises numerous issues in security and privacy. Many aspects related to secu-
rity are being addressed by network protocols and authentication layers [Seitz et al., 2013].
However, guarding against information leakage should be also ensured at the application
level. Indeed, from a developer perspective, security and privacy concerns may obfuscate
the application code. Furthermore, from the perspective of end-users downloading an appli-
cation from an online store, how can they know about what sensitive information ows to
an unsecure sink? DiaSpec diagrams partially meet this challenge [Van Der Walt, 2015].
Going beyond silo-based applications
Several studies [Links, Cees, 2015; Baccelli and Raggett, 2015; Miori and Russo, 2015; Raggett,
2015; Girolami et al., 2015; Vallati et al., 2015] point out that IoT is in an emerging state where
silo-style applications are the norm: these applications provide a limited number of services
implemented over isolated objects. A partner, manufacturing sensors, gave us his account
of the situation and an example: “Today, we’re mostly in a model with one application, one
server, one product. But we already had a customer who bought two dierent products from us
and wanted to control both of them using a single interface; we had to say no ...”. The tremen-
dous potential of IoT will map into service functionalities when applications horizontally
integrate sensors and actuators from various silos. To build such applications, it is not only
necessary to reuse object APIs (see the rst challenge above), but also to reuse the objects
that are already deployed and used by other running applications. To do so, objects and
applications must be deployable onto a uniform platform that standardizes runtime commu-
nications between them, service initialization and discovery.
All the applications presented in this case study reuse smart objects to a certain level.
For instance, the HeatingMonitor application intensively reuses data providers, such as the
Thermostat of the existing heating system and the TemperatureSensor giving the outside
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temperature. A weather web service gives the temperature of each customer’s city. However,
other temperature sensors closer to the customer location (e.g., mounted on a customer’s
building) could be reused, if available, increasing the accuracy of the computed eciency.
Finally, the maintenance act of the HeatingMonitor application, for instance, shares contact
sensors that may typically be used for security applications such as alerting when a window
is left open in an empty building.
Summary 7.2
The experience of implementing and maintaining the four use cases above, summarized
in Table 7.1 shows that our design-driven approach eectively solves the software bot-
tleneck challenges in most situations, with a few notable exceptions. However, in all
these examples, the DiaSuite toolset was used by experts. This does not at all disqualify
the evidence; it just means that the eectiveness of the tools has been probably pushed
to its maximum potential. Therefore, it is legitimate to question the eectiveness of
the same tools when used by developers that are new to this technology: how much
training do they need to start using the toolset? After the training, can they success-
fully develop a typical orchestrating application? Do they perceive the advantages of
the design-driven approach in solving some of the challenges? To give a preliminary
answer to these questions, we performed a usability study detailed in the next section,
complemented by questionnaires and some interviews.
7.3 Evaluating Approach Usability
In this section, we present the second evaluation of our approach, which was carried out
by means of a usability study, questionnaires and interviews. We give details about the
dierent stages of the user study and the results we obtained. Application code, the used
questionnaires and the training material are available on the accompanying Objects World
website [Objects World Consortium, 2012].
7.3.1 Usability Study Denition
The main goal of the usability study is to evaluate the cost of learning our design-driven
development approach for programmers with various levels of experience. Experimental
results are used to validate an upper bound of the learning cost needed for transferring
our approach to professional programmers. The study was carried out on a group of four
participants with dierent levels of experience in software development. Participants were
Contributions presented in this section have been published in proceedings of the 6th Workshop on Eval-
uation and Usability of Programming Languages and Tools (PLATEAU). [Kabáč et al., 2015]
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assigned a software engineering task, which involved the design, implementation and testing
of an orchestrating application. Each participant attended a training session prior to the
experiment to acquire basic skills in rapid prototyping of orchestrating applications using
our approach. The perceived usability of the approach was assessed using questionnaires.




Our study involved four professional software developers with a background in the develop-
ment of IoT applications and currently working for sensor manufacturing companies. The
participants had dierent level of experience in software development, ranging from 0 to 7
years as depicted in Table 7.2. The study required the participants to have basic experience
in Java programming and the usage of the Eclipse IDE. Three participants matched these
criteria. We also recruited one participant who did not match any of the above stated crite-
ria to examine whether a developer with no prior experience in Java programming/Eclipse
usage nds the development support provided by our approach useful and easy to use. It is
important to note that for this participant, only data collected from questionnaires and the
interview have been taken into account in the evaluation process of our approach.
Training session
The training session giving the participants basic skills on rapid prototyping of orchestrat-
ing applications with our approach was dedicated to the development of an orchestrating
application revolving around an HVAC (Heating, Ventilation, and Air Conditioning) system.
The application development was guided by a DiaSuite expert, member of our group, and
addressed all the development phases from design to testing. The training session lasted
approximately four hours.
Object of the study
The study was dedicated to the development of the DoorLocks application presented in Fig-
ure 7.2. The DoorLocks application was specied by the Axible Technologies company and
previously presented in Section 7.2. We recall that the goal of this application is to remotely
monitor instances of electronic door locks, connected to the Internet through an onboard
SIGFOX transmitter. The features specied were: real-time event logging, abnormal event
alerts (stuck or forced door), and low battery state notications. These features can be im-
plemented by integrating in an orchestrating application the smart door locks, an email web
service, a logging device, and mobile phones for SMS notications.
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Following the training session, the software engineering task evaluated in the study com-
prised the design, implementation and testing of this application. All the participants had
precisely four hours to complete the task. Participants had access to the training material,
the online help of the DiaSuite toolset and Eclipse, but no internet access was provided. At
rst, participants were asked to establish the design of the application. We enforced a limit
of 30 minutes for this phase, with the possibility for us to provide a correct design after this
period, in case the produced design was too complex or incorrect. This limit was imposed
to avoid compromising the measurements of the subsequent phases.
Then, all the functionalities had to be implemented and tested one by one. The imple-
mentation of a specic functionality had to be validated via unit tests, which were given to
the participants prior to the task assignment. An application functionality was considered
complete upon the successful execution of all the corresponding tests. Participants who pro-
vided a valid application design were allowed to redene their design if needed during the
study.
Questionnaires
Participants lled out a rst questionnaire assessing their experience in software develop-
ment, Java programming and the usage of the Eclipse IDE. A standard System Usability Scale
(SUS) [Brooke, 1996] questionnaire and a custom questionnaire evaluating our approach
were handed out to the participants at the end of the study.
Interviews
The interviews with the participants were conducted to collect further information on the
the programming experience with our design-driven development approach and to discuss
the software development process and support currently used by these companies. We also
discussed the possibility of using our approach for programming future, real-scale, IoT ap-
plications.
7.3.3 Experimental Results
The experimental results of the development task assigned to the participants are given in
Table 7.2. The rst two columns give the participants’ experience in Java programming and
the use of Eclipse in years. The next four columns give the time it took for each participant to
complete the design phase, respectively the coding of each of the three application features,
in minutes. The last two columns give the size of the code of the completed application,
and the percentage of the manually written part. As the participant Dev0 has been included
only for the questionnaire and interview, his development times were not measured (he was
assisted to complete them, to sample functionalities of our approach). The other participants
are generically called Dev1 to Dev3, in order of increasing experience in Java/Eclipse. The
7.3. EVALUATING APPROACH USABILITY 95
Table 7.2 – Experimental results for the DoorLocks development task.
Java Eclipse Design Dev. Dev. Dev. Code Man.
Developer exp. exp. feat1 feat2 feat3 size part
(years) (years) (min) (min) (min) (min) (LOC) (%)
Dev0 0 0 N/A N/A N/A N/A N/A N/A
Dev1 1 1 30 92 30 - 1671 10.4
Dev2 3 3 30* 55 15 5 2141 10.7
Dev3 7 7 27 87 18 9 1724 10.3
Expert 3 3 15 32 14 6 1760 10.2
last participant is an expert in our research group, used as a baseline for the development
times.
From Table 7.2, we can see that the design phase lasted between 15 and 30 minutes for all
the participants. To achieve our 30-minute time limit for this phase, we had to x the design
for only one participant, namely Dev2; his design was 80% correct and the corresponding
time in Table 7.2 is marked by an asterisk.
Globally, the rst feature of the DoorLocks application took most of the time to develop.
This is due to the fact that participants changed the application design and returned back
to the implementation more than once when working on the rst feature. Also some helper
classes had to be created only once for all the features. One participant did not nish the last
feature on time. 89% of the the nal application code was generated by the compiler for all
the participants.
Overall, data in Table 7.2 constitutes a preliminary validation of our hypothesis that
the initial cost of learning our approach, before starting to code real-world applications, is
roughly half a day. Indeed, after such a training, two developers out of three completed the
design phase, and the third one completed it at 80%; this represents an average completion
rate of 93%. As for the implementation and testing phase, 89% (i.e., 8 out of 9) of the applica-
tion features were correctly developed and tested. Moreover, the approach appears easy to
learn for developers with various levels of experience in Java and Eclipse, ranging from 1 to
7 years.
Questionnaires
The pre-experiment questionnaire revealed that three out of four participants used to de-
ne their software architecture in an informal way on a piece of paper and were skeptical
about the utility of tools dedicated to software architecture and code generation. Only one
participant had a positive opinion on the usefulness of such tools and used to dene his
software architecture via UML diagrams. Two participants had a prior experience with code
generation tools, such as Rational Rose [IBM, 2016], AndroMDA [AndroMDA, 2016] and
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ArgoUML [ArgoUML, 2016]. The post-experiment SUS questionnaire revealed that experi-
enced developers found DiaSuite toolset more usable than developers with little or no ex-
perience in Java/Eclipse programming. Interestingly, Dev2 and Dev3’s SUS questionnaires
revealed an identical usability score of 67,5 points. Dev0 and Dev1 scores were 62,5 and
57,5 respectively. The overall SUS score of 63,75 indicates a usability level in the middle be-
tween OK and GOOD, which makes our approach a candidate for continued improvement
to reach high acceptability [Bangor et al., 2008]. The post-experiment questionnaire investi-
gated the perceived level of complexity related to design, implementation and testing using
our approach, as well as its usefulness for coping with the challenges in development of or-
chestrating applications presented in Chapter 1, Section 1.2. The questionnaire revealed a
unanimity on the application design being easily dened using our approach. Also, three out
of four participants found application testing easy. Two participants (Dev3 and Dev0) con-
sidered the implementation phase easy, while the remaining ones had a neutral opinion. The
usefulness of our approach for coping with heterogeneous APIs of smart objects has been
conrmed by all participants. Three out of four participants conrmed that our approach is
useful for rapid prototyping of orchestrating applications, thanks to the generated code sup-
port, which also greatly facilitates application testing. Half of the participants agreed that
our approach can be useful for rapid evolution of applications, although the experiment did
not involve this task. Interestingly, the participant having a positive opinion about software
architecture tools prior to the experiment, considered our approach useful for the design of
orchestrating applications. In contrast, the rest of the participants kept a neutral opinion.
The questionnaire also revealed that the generated code was considered useful by three par-
ticipants. This is a positive outcome of the experiment because only one participant found
code generation tools useful prior to being exposed to our approach. Finally, participants
expressed a unanimous appreciation of the integration of our approach with Eclipse via the
DiaSuite toolset.
Interviews
In the following, we present key comments of our participants on various aspects of the
proposed design-driven approach. We asked the participants about their assessment of the
development process. One participant stated: “Once the design is established, a big part of
the work is already done”. Another participant compared the design phase using DiaSpec
with UML: “DiaSpec appears to be simpler since it is more abstract. UML is much closer to the
programming language”. When asking participants about how the proposed design-driven
approach could be used in their companies, one participant stated: “It could be useful to cross
multiple data sources when increasing the number of products. We could provide a solution by
rapidly combining the dierent products we have, even with products from dierent manufac-
turers in an heterogeneous environment”. We also asked participants what they think about
the transfer of this approach to the industry. A participant stated: “It’s dicult to move to a
new technology when you already master a more “traditional” one”. Another participant pro-
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posed to improve the approach as follows: “The integration of the DiaSuite toolset with the
Java EE platform and the Spring framework [Pivotal Software, 2016] would be a great asset”.
7.3.4 Threats to Validity
In this section we review the threats to the validity of our usability study results and the
measures we took for avoiding them as much as possible.
Construct validity
These threats concern the adequacy of the experimental setup for measuring the desired
outcome. The training required participants to develop a minimal application, called HVAC,
that regulates the temperature of a room. As a result, one concern is whether this application
resembles the one they have to develop autonomously. If they were similar, the participants
could program the DoorLocks application by imitation based on the HVAC example, possibly
without really understanding our approach. To address this threat, we intentionally intro-
duced many dierences in the DoorLocks application, including greater size (three times
more components and three times more features) and several important dierences in the
interaction contracts, addressing typical pitfalls of a supercial assimilation of the approach.
This denitely prevented participants from programming by imitation.
As a downside, these subtleties increased the risk for the participants to get lost during
the design phase, and potentially end up with a design more complex than necessary. As the
implementation is partially generated from the design, this increased the risk of not nishing
the implementation on time. Thus, verifying the design ability could have compromised
verifying the implementation ability, while both abilities are complementary indicators of a
correct assimilation of our approach. To address this second construct threat, we introduced
the time bound of 30 minutes for the application design.
Internal validity
These threats concern factors other than the control variables, which may inuence the
output variables. In our case, one potential perturbation could come from discomfort with
the assigned workstation, as compared to the participant’s usual computing environment,
because of a dierent operating system, for instance. To avoid this threat, we asked partic-
ipants to come with their own laptop computer, and installed the DiaSuite toolset on their
machines.
External validity
These threats are factors that may invalidate the generalization of our result. The intended
scope for our result is the industrial prototyping and development of orchestrating appli-
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cations. This is why we selected the participants among professional developers within
companies addressing the smart objects market. The rst issue is that professional devel-
opers are a scarce resource for research experiments. This is why we could only include 4
participants, among which one participated just in the questionnaire and interview parts.
The generalization of our result is thus limited by the representativeness of this very limited
population sample. To mitigate this threat, we recruited the participants with various levels
of experience, ranging from 0 to 7 years of experience in Java/Eclipse development project.
This makes our result more likely to be generalized, but still constitutes only preliminary
data, to be conrmed by a larger experiment.
Another external threat concerns the size of the software engineering task under test.
Four hours of development is not negligible, but is small in comparison with a real-world
development. Nevertheless, application prototyping is a very common task for sensor and
smart object manufacturers, as conrmed by our interviews.
Finally, usability studies are frequently externally threatened by the fact that they occur
in a closed world, where participants are isolated from the interruptions they handle every
day in the real world. To alleviate this threat, we only isolated them during the training, but
allowed some amount of interruptions during the development exercise. For example, one
participant handled a phone call during 15 minutes, and another participant was preempted
for a (real) work meeting in another room during 25 minutes.
7.4 Related Work
Languages and tools for sensor/actuator applications
Several other approaches provide languages and tools for developing applications orches-
trating sensors and actuators, including IoT applications. For instance, several dedicated lan-
guages for describing smart object APIs and features have been dened, such as DomoML
for the home automation domain [Miori and Russo, 2015] and the Puzzle building blocks
[Danado and Paternò, 2015]. Some approaches provide graphical tools for composing ap-
plications out of modules, either by developers in Reactive Blocks [Kraemer and Herrmann,
2015], Dioptase [Billet and Issarny, 2015], and Compose [Raggett, 2015], or by end users
in Puzzle [Danado and Paternò, 2015]. Boilerplate code for integrating reactive application
modules is generated for instance in Reactive Blocks from UML component descriptions
[Kraemer and Herrmann, 2015]. Support for testing IoT applications on simulated devices is
provided by the Cooja network simulator [Eriksson et al., 2009; Osterlind et al., 2006].
While these approaches present several similarities with our design-driven development
approach, none of them generates, starting from a device taxonomy and a specic appli-
cation design, a customized programming framework that both guides and constraints the
developer during all the application lifecycle, namely design, implementation, testing, de-
ployment, and maintenance. We refer the reader to an existing paper [Bertran et al., 2012]
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for a more detailed comparison between our approach and related approaches. On the other
hand, we are not aware about empirical studies on these approaches involving professional
developers, aimed at assessing learning cost and usability.
Experiments on using tools supporting software development
Vogel-Heusen [Vogel-Heuser, 2014] presents a usability study and seven usability experi-
ments for evaluating the use of UML to increase the eciency and quality in designing and
maintaining software for manufacturing systems. Both generic UML versions such as UML
2.0 and domain-specic dialects such as SysML-AT are considered. A number of interest-
ing aspects about experiment design are discussed. Maeder and Egyed [Mäder and Egyed,
2015] present a controlled experiment to measure the benets of a source code navigation
tool able to trace requirements, when used in software comprehension and software main-
tenance tasks. Hanenberg et al. perform controlled experiments to measure the benets of
using Aspect Oriented Programming (AOP) tools for developing crosscutting concerns. A
more general overview of controlled experiments in software engineering can be found in
a survey by Sjøberg et al. [Sjøberg et al., 2005]. According to their classication, our soft-
ware engineering experiment has the following features: the task category is Create, with
subcategories Design and Coding; the number of subjects falls in the Small category, pro-
fessionals only; the task duration falls in the Large category; globally, the experiment size is
then considered as Medium.
Finally, let us contrast this work with other works evaluating the usability of IDEs for
developers, for instance those using various visual languages [Rouly et al., 2014]. First, Dia-
Spec is a textual language, although the application architecture can be visualized as a graph
(e.g., Figure 7.2). More importantly, our study investigates the usability of our approach, not
of its IDE in particular. Indeed, our approach is integrated most naturally within the Eclipse
IDE via the DiaSuite toolset, and it does not aim at changing the usability of Eclipse.
7.5 Lessons Learned
This section discusses some important lessons we learned during our experiments.
Learning cost
The usability study constitutes promising preliminary evidence that the DiaSuite toolset can
be transferred to professional developers in the IoT domain. Indeed, with a minimal learning
cost of half a day, developers are able to rapidly develop a typical prototype application.
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Need for further experiments
A larger study is needed to conrm these ndings on a statistically representative popu-
lation, and to cover all the development phases addressed by our approach, including the
deployment and maintenance phases.
Simple contexts help with the implementation, but may complicate testing
By comparing the dierent solutions of the developers to the assigned development task, we
found that cutting application functionalities into several specialized contexts greatly sim-
plies the subsequent implementation phase. It also allows developers to anticipate many
design decisions and uncover architecture defects earlier in the development process, before
coding has even started. At the other end of the spectrum is an application architecture with
a unique context, connected to all the data sources, and one controller connected to all actu-
ator actions. This degenerated design leads to complex code, where all application features
are intertwined. This architecture style postpones the identication of defects, increasing
the cost of xes. A much lighter version of this design error appeared in the solution of de-
veloper Dev2, who dened a single controller for two devices which mixed two completely
independent application features. The manual and training should therefore be improved
by adding some explicit design counter-examples to be avoided, clearly mentioning their
drawbacks.
However, we found a limit to the benets of modularization: when the application archi-
tecture graph becomes deeper, the test cases are more dicult to produce. Here, we identied
a lack of support in our approach for simulating the output of context modules. This support
should be added in a future version of the tools, to further encourage modular application
structure.
Need of support for GUI development
Applications in the IoT frequently involve a graphical user interface (GUI) that is used for
instance for displaying logs or alerts on a map. While our approach quite eectively helps
in developing the application logic, there is no support for developing the GUI. In our four
applications, we could reuse a common GUI, but some support for describing and partially
generating a GUI customized for each application would have been helpful.
Lack of support for database interaction
Viewing databases as sensor and actuator entities is possible, but not always natural. More
precisely, when a database is only used for output, such as for logging events, it is natural to
declare it as an actuator entity (e.g., in the PalletTracking application). Conversely, when a
database is only used for input, such as querying a contact database, it is natural to declare it
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as a source entity. However, when an application needs to interact with a database in several
input and output phases, this leads to the declaration of multiple sources and actions for the
same database, which seems contorted. In practice, one can implement such database inter-
actions as side eects in context components, but this goes against the declarative nature of




This chapter details the conclusions of this dissertation. We begin with a discussion
on the dierent contributions we have presented throughout this dissertation. Then,
we review the evaluation of the proposed design-driven approach by addressing the
software engineering challenges of orchestrating masses of sensors, as identied in
Chapter 1. Finally we discuss the limitations of our methodology and the avenues for
future work.
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8.1 Discussion
In this dissertation, we have presented a design-driven methodology dedicated to the devel-
opment of large-scale orchestrating applications. This methodology relies on the DiaSwarm
domain-specic design language, which provides developers with constructs addressing the
typical conceptual phases in the domain of large-scale orchestration, namely, service dis-
covery, data gathering and data processing. Application design is used to produce design-
specic code support that takes the form of a programming framework. Generated pro-
gramming frameworks support and guide the implementation of orchestrating applications,
while abstracting over specicities of the target network infrastructure.
Our approach relies on the MapReduce programming model to deal with large amounts
of data collected from sensors. Design declarations describe when and where data processing
occurs and are used to generate code support leveraging the Apache Hadoop platform. This
strategy allows to introduce high-performance computing into the programming framework
while abstracting over parallel processing of collected data. We evaluated the scalability
of our approach by parallelizing computations over a cluster of nodes using the prototype
implementation of our approach targeting the Hadoop platform.
We furthermore explored the design space and identied sensor-network characteristics
of orchestrating applications carrying essential information to support the development pro-
cess and to match application needs to the target sensor infrastructure. We have introduced
stages along the application lifecycle and demonstrated how design declarations can be used
to adapt both the application and the sensor infrastructure. We discussed how our work can
be used to leverage existing approaches in the domain of sensor networks.
We carried out a thorough evaluation of our approach by means of two dierent ex-
periments, in which we assessed the benet of the design phase to drive the development
of orchestrating applications. In a rst experiment, we evaluated the eectiveness of our
approach to deal with key software engineering challenges by implementing and examining
four industrial case studies. In a second experiment, we carried out a usability study to
evaluate the cost of learning our design-driven development approach by professional
programmers with various levels of experience. The preliminary ndings suggest that our
approach can be used eectively by professional developers after only half a day of training.
We now review our approach in more detail with respect to key challenges identied in
Chapter 1. We addressed the large scale orchestration challenges introduced in Chapter 1,
Section 1.1 by providing developers with language constructs targeting the typical concep-
tual phases of large-scale orchestration.
The service discovery challenge has been addressed with high-level constructs allowing
developers to group sensors into objects of interest according to domain-specic concepts.
Service discovery results in the generation of code support that groups data according to
design declarations and exposes collected data to developers via application-tailored data
structures.
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The challenge of gathering data from masses of sensors has been addressed with design
support for models used by sensors to deliver data to applications. Generated programming
frameworks gather data from sensors according to delivery models declared at design time.
The processing of large amounts of data gathered from sensors is ensured by the MapRe-
duce programming model, which is made explicit at design time to generate code support for
the parallel processing of sensed data. This support currently relies on the Apache Hadoop
platform.
Finally, the generated programming support also ensures device actuation and allows
devices to be actuated individually or globally according to their characteristics (e.g., loca-
tion).
Evaluation of design-driven software engineering
We have addressed the eectiveness of our design-driven development approach in dealing
with the key software engineering challenges identied in Chapter 1, Section 1.2.
At design time, our approach provides developers with a classication comprising
reusable descriptions of devices specic to a domain (e.g., healthcare). This device taxon-
omy provides a generic interface for a given class of devices, which exposes sensing and
actuation capabilities of a device as well as its characteristics (e.g., id, location, etc.). These
design declarations are leveraged by the compiler to provide the development phase with
generic device interfaces that separate heterogeneous device implementations from the main
application logic.
We have demonstrated that application design is of great importance to support the rapid
development of orchestrating applications. The preliminary results obtained from the eval-
uation of our approach indicate that the vast majority of the resulting application code can
be generated from design declarations. However, application case studies presented in our
evaluation required only simple application logic. Thus further experiments entailing more
complex application logic are needed to conrm these preliminary results.
The testing of orchestrating applications is greatly simplied by providing developers
with mock entities generated from the device taxonomy. This support allows the applica-
tion logic of orchestrating applications to be tested prior to an actual deployment. Further-
more, mock entities can be progressively substituted with physical devices and thus tested
in hybrid environments.
We have introduced new features and modications to case studies examined throughout
the evaluation of our approach to estimate the eort related to application maintenance.
Here too, design played an important role since some modications only had an impact on
the generated code and did not necessitate changes of the previously dened application
logic. Furthermore, the integration of our approach with the Eclipse IDE has revealed to be
useful in suggesting editing actions.
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8.2 Ongoing and Future Work
Dealing with unbounded streams of data
In this dissertation, one of the challenges to achieve scalability consists of the ecient pro-
cessing of large amounts of data collected from a sensor infrastructure. Another body of
work in this direction is concerned with the processing of unbounded streams of data and
has recently received much attention from the research community [Shahrivari, 2014; Mad-
sen et al., 2013; Akidau et al., 2015; Boykin et al., 2014; Hirzel et al., 2013]. Indeed, sensors in-
frastructures producing high-frequency data streams create an additional bottleneck on the
development of orchestrating applications. In future work, we plan to investigate how the
processing of high-frequency data streams can be introduced into our design-driven devel-
opment approach. This work will build upon the DiaSwarm language and introduce design
constructs to allow the generation of code support dedicated to processing high-frequency
data streams.
Reusable application components
Currently, our approach provides developers with a taxonomy of devices, which can be fur-
thermore extended to create new devices comprising previously declared sensing and ac-
tuation capabilities. The reuse of devices is an important aspect of our approach since it
allows devices to be shared among dierent applications. In the same spirit, the reuse of ap-
plication components is an interesting subject to be addressed in future research. This line
of work would allow the sharing or reuse of application logic among orchestrating appli-
cations. Often, applications reusing sensors and actuators implement the same algorithms
for data ltering and aggregation. For example, a number of applications may rely on infor-
mation such as the average temperature or the current pollution level in an area to achieve
dierent objectives. The pallet tracking application examined in Chapter 7, Section 7.2 im-
plements a context component that computes the location of devices via GPS triangulation.
This component could be used by dierent applications tracking the position of pallets or
other devices.
Addressing limitations of the SCC paradigm
The SCC (Sense/Compute/Control) paradigm is well suited for the design of orchestrating
applications and provides a natural way for describing the sensing and actuation capabilities
of devices. However, the paradigm is not well adapted for describing graphical user inter-
faces (GUIs) and databases. Indeed, it appears to be dicult to introduce a generic reusable
GUI that could be easily shared among applications. Furthermore, databases rely on a spe-
cic data model, which currently has to be reected in the design to make the development
of applications using them more straightforward. Currently, to introduce user interfaces
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and databases into the application design we typically rely on adhoc abstractions. However,
nowadays, the integration of GUIs and databases with orchestrating applications is essential
in domains such as the Internet of Things. We should address this issue in future work by
providing extensions to the paradigm as well as dedicated constructs to our design language.
Simulation support for large-scale sensor infrastructures
This dissertation proposed a design-driven development approach covering the entire appli-
cation lifecycle of orchestrating applications from design to runtime. Currently, the testing
of orchestrating applications in our approach relies on mock entities used to replace physical
sensors and actuators. The functionalities of an orchestrating application are tested via uni-
tary tests, using few mock entities to test application data ow and control ow. A dedicated
simulation support allowing applications to be tested against a real-size infrastructure of
sensors and actuators would greatly improve application testing. Orchestrating applications
could be thus tested under real trac prior to their deployment on a target sensor network
infrastructure. This line of work should leverage our generative programming approach to
produce simulation support from DiaSwarm declarations. Furthermore, it should draw on
previous work by Bruneau [Bruneau and Consel, 2012] to provide support where orchestrat-
ing applications can execute in a simulated environment without requiring any change to













IncludeSpec = ’include’ STRING;
StructDef = ’structure’ ID ’{’ (StructFieldDef ’;’)+ ’}’;
StructFieldDef = ID as DataTypeRef;
EnumDef = ’enumeration’ ID ’{’ ID (’,’ ID)* ’}’;













DeviceDef = ’device’ ID (’extends’ DeviceDef)?
’{’ (AttributeDef | SourceDef | ActionImpl)* ’}’;
AttributeDef = ’attribute’ ID ’as’ DataTypeRef ’;’ ;
SourceDef = ’source’ ID ’as’ DataTypeRef
(’indexed’ ’by’ VariableDef (’,’ VariableDef)*)? ’;’ ;
ActionImpl = ’action’ ActionDef ’;’ ;
ActionDef = ’action’ ID ’{’ (OrderDef)+ ’}’;
OrderDef = ID ’(’(VariableDef(’,’ VariableDef)*)?’)’ ’;’ ;
ContextDef = ’context’ ID ’as’ DataTypeRef





| (’provided’ PushInteractionContract BehaviorPublication)
| (’periodic’ PushInteractionContract BehaviorPublication)) ’;’;
PullInteractionContract = (’get’
(SourceRef | ContextDef))?











DataSource = SourceRef | ContextDef (Periodicity)?;
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SourceRef = SourceDef ’from’ DeviceDef;
Periodicity = ’<’ INT TimeUnit ’>’;
BehaviorPublication = ’always’ ’publish’
| ’no’ ’publish’
| ’maybe’ ’publish’;
TimeUnit = ’hr’ | ’min’ | ’s’;
ControllerDef = ’controller’ ID
’{’ (ControllerBehaviorDef)* ’}’ ;
ControllerBehaviorDef = ’when’ ’provided’ ContextDef
(’get’ ContextDef (’,’ ContextDef)*)?
’do’ ActionRef (’,’ ActionRef)* ’;’ ;





’"’ ( ’\\’ . /* ’b’|’t’|’n’|’f’|’r’|’u’|’"’|"’"|’\\’ */
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| !(’\\’|"’") )* "’";
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Résumé
Notre environnement est de plus en plus peuplé de grandes quantités d’objets intelligents. Cer-
tains surveillent des places de stationnement disponibles, d’autres analysent les conditions maté-
rielles dans les bâtiments ou détectent des niveaux de pollution dangereux dans les villes. Les quan-
tités massives de capteurs et d’actionneurs constituent des infrastructures de grande envergure qui
s’étendent sur des terrains de stationnement entiers, des campus comprenant plusieurs bâtiments ou
des champs agricoles. Le développement d’applications pour de telles infrastructures reste dicile,
malgré des déploiement réussis dans un certain nombre de domaines. Une connaissance considérable
des spécicités matériel / réseau de l’infrastructure de capteurs est requise de la part du développeur.
Pour remédier à ce problème, des méthodologies et des outils de développement logiciel permettant
de relever le niveau d’abstraction doivent être introduits pour que des développeurs non spécialisés
puissent programmer les applications.
Cette thèse présente une méthodologie dirigée par la conception pour le développement d’appli-
cations orchestrant des quantités massives d’objets communicants. La méthodologie est basée sur un
langage de conception dédié, nommé DiaSwarm qui fournit des constructions déclaratives de haut
niveau permettant aux développeurs de traiter des masses d’objets en phase de conception, avant
de programmer l’application. La programmation générative est utilisée pour produire des cadres de
programmation spéciques à la conception pour guider et soutenir le développement d’applications
dans ce domaine. La méthodologie intègre le traitement parallèle de grandes quantités de données
collectées à partir de masses de capteurs. Nous introduisons un langage de déclarations permettant de
générer des cadres de programmation basés sur le modèle de programmation MapReduce. En outre,
nous étudions comment la conception peut être utilisée pour rendre explicites les ressources requises
par les applications ainsi que leur utilisation. Pour faire correspondre les exigences de l’application
à une infrastructure de capteurs cible, nous considérons les déclarations de conception à diérents
stades du cycle de vie des applications.
Le passage à l’échelle de cette approche est évaluée dans une expérience qui montre comment
les cadres de programmation générés s’appuyant sur le modèle de programmation MapReduce sont
utilisés pour le traitement ecace de grands ensembles de données de relevés des capteurs. Nous
examinons l’ecacité de l’approche proposée pour relever les principaux dés du génie logiciel dans
ce domaine en mettant en œuvre des scénarios d’application qui nous sont fournis par des partenaires
industriels. Nous avons sollicité des programmeurs professionnels pour évaluer l’utilisabilité de notre
approche et présenter des données quantitatives et qualitatives de l’expérience.
Mots clefs : développement logiciel, langages dédiés, conception, programmation générative, capteurs,
actionneurs, orchestration
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