Introduction {#Sec1}
============

White matter hyperintensities (WMH), also known as leukoaraiosis or white matter lesions are a common finding on brain MR images of patients diagnosed with small vessel disease (SVD)^[@CR1]^, multiple sclerosis^[@CR2]^, Parkinsonism^[@CR3]^, stroke^[@CR4]^, Alzheimer's disease^[@CR5]^ and Dementia^[@CR6]^. WMHs often represent areas of demyelination found in the white matter of the brain, but they can also be caused by other mechanisms such as edema. WMHs are best observable in fluid-attenuated inversion recovery (FLAIR) MR images, as high value signals^[@CR7]^. The prevalence of WMHs among SVD patients has been reported to reach up to 95% depending on the population studied and the imaging technique used^[@CR8]^. Studies have reported a relationship between WMH severity and other neurological disturbances and symptoms including cognitive decline^[@CR9],\ [@CR10]^, gait dysfunction^[@CR11]^, hypertension^[@CR12]^ as well as depression^[@CR13]^ and mood disturbances^[@CR14]^. It has been shown that using a more accurate WMH volumetric assessment, a better association with clinical measures of physical performance and cognition is achieved^[@CR15]^.

Accurate quantification of WMHs in terms of total volume and distribution is believed to be of clinical importance for prognosis, tracking of disease progression and assessment of the treatment effectiveness^[@CR16]^. However, manual segmentation of WMHs is a laborious time consuming task that makes it infeasible for larger datasets and in clinical practice. Furthermore, manual segmentation is subject to considerable inter- and intra-rater variability^[@CR17]^.

In the last decade, many automated and semi-automated algorithms have been proposed that can be classified into two general categories. Some methods use supervised machine learning algorithms, often using hand-crafted features^[@CR18]--[@CR29]^ or more recently with learned representations^[@CR30]--[@CR34]^. This is while other methods use unsupervised approaches^[@CR35]--[@CR42]^ to cluster WMHs as outliers or model them with additional classes. Although a multitude of approaches has been suggested for this problem, a truly reliable fully automated method that performs as good as human readers has not been identified^[@CR43],\ [@CR44]^.

Deep neural networks^[@CR45],\ [@CR46]^ are biologically plausible learning structures, inspired by early neuroscience-related work^[@CR47],\ [@CR48]^ and have so far claimed human level or super-human performances in several different domains^[@CR49]--[@CR53]^. Convolutional neural networks (CNN)^[@CR54]^, perhaps the most popular form of deep neural networks, have attracted enormous attention from the computer vision community since Alex Krizhevsky's network^[@CR55]^ won the Imagenet competition^[@CR56]^ by a large margin. Although the initial focus of CNN methods was concentrated on image classification, soon the framework was extended to cover segmentation as well. A natural way to apply CNNs to segmentation tasks is to train a network in a sliding-window setup to predict the label of each pixel/voxel considering a local neighborhood, which is usually referred to as a patch^[@CR52],\ [@CR57]--[@CR59]^. Later fully convolutional neural networks were proposed to computationally optimize the segmentation process^[@CR60],\ [@CR61]^.

Deep neural networks have recently been widely used in many medical image analysis domains including lesion detection, image segmentation, shape modeling and image registration^[@CR62],\ [@CR63]^. In particular on neuroimaging, several studies are proposed using CNNs for brain extraction^[@CR64]^, tissue and anatomical region segmentation^[@CR65]--[@CR70]^, tumor segmentation^[@CR71]--[@CR74]^, lacune detection^[@CR75]^, microbleed detection^[@CR76],\ [@CR77]^, and brain lesion segmentation^[@CR29],\ [@CR31]--[@CR34]^.

In many bio-medical segmentation applications, including the segmentation of WMHs, anatomical location information plays an important role for an accurate classification of voxels^[@CR18],\ [@CR23],\ [@CR43],\ [@CR44],\ [@CR78]^ (see Fig. [1](#Fig1){ref-type="fig"}). In contrast, in commonly used segmentation benchmarks in the computer vision community, such as general scene labeling and crowd segmentation, it is normally not a valid assumption to consider pixel/voxel spatial location as an important piece of information. This explains why the literature lacks enough studies investigating ways to integrate spatial information into CNNs.Figure 1A pattern is observable in WMHs occurrence probability map.

In this study, we train a number of CNNs to build systems for an accurate fully-automated segmentation of WMHs. We train, validate and evaluate our networks with a large dataset of more than 500 patients, that enables us to learn optimal values for millions of weights in our deep networks. In order to feed the CNN with location information, it is possible to incorporate multi-scale patches or add an explicit set of spatial features to the network. We evaluate and compare three different strategies and network architectures for providing the networks with more context/spatial location information. Experimental results suggest not only our best performing network outperforms a conventional segmentation method with hand-crafted features with a considerable margin, but also its performance does not significantly differ from an independent human observer.

To summarize, the main contributions of the paper are the following: 1) Comparing and discussing the different strategies for fusing multi-scale information within a CNN on the WMH segmentation domain. 2) Integrating location features with the CNN in the same pass as the network is being trained. 3) Achieving results that are comparable to that of a human expert on a large set of independent test images.

Materials {#Sec2}
=========

Data {#Sec3}
----

The research presented in this paper uses data from a longitudinal study called the Radboud University Nijmegen Diffusion tensor and Magnetic resonance imaging Cohort (RUN DMC)^[@CR1]^. Baseline scanning was performed in 2006. The patients were rescanned in 2011/2012 and currently a third follow-up is being acquired.

### Subjects {#Sec4}

Subjects for the RUN DMC study were selected at baseline based on the following inclusion criteria^[@CR1]^: (a) aged between 50 and 85 years (b) cerebral SVD on neuroimaging (appearance of WMHs and/or lacunes). Exclusion criteria comprised: presence of (a) dementia (b) parkinson(-ism) (c) intracranial hemorrhage (d) life expectancy less than six months (e) intracranial space occupying lesion (f) (psychiatric) disease interfering with cognitive testing or follow-up (g) recent or current use of acetylcholine-esterase inhibitors, neuroleptic agents, L-dopa or dopa-a(nta)gonists (h) non-SVD related WMH (e.g. MS) (i) prominent visual or hearing impairment (j) language barrier and (k) MRI contraindications. Based on these criteria, MRI scans of 503 patients were taken at baseline.

### Magnetic resonance imaging {#Sec5}

The machine used for the baseline was a single 1.5 Tesla scanner (Magnetom Sonata, Siements Medical Solution, Erlangen, Germany). Details of the imaging protocol are listed in Table [1](#Tab1){ref-type="table"}.Table 1MR imaging protocol specification for the T1 and FLAIR modalities.ModalityTR/TE/TIFlip angleVoxel sizeInterslice gapT12250/3.68/850 ms15°1.0 × 1.0 × 1.00FLAIR9000/84/2200 ms15°1.2 × 1.0 × 5.01 mm

### Reference annotations {#Sec6}

Reference annotations were created in a slice by slice manner by two experienced raters, manually contouring hyperintense lesions on FLAIR MRI that did not show corresponding cerebrospinal fluid like hypo-intense lesions on the T1 weighted image. Gliosis surrounding lacunes and territorial infarcts were not considered to be WMH related to SVD^[@CR79]^. One of the observers (observer 1) manually annotated all of the cases. 50 of these 503 images were selected at random and were annotated also by another human observer (observer 2).

Preprocessing {#Sec7}
-------------

Before supplying the data to our networks, we first pre-processed the data with the following four steps:

### Multi-modal registration {#Sec8}

Due to possible movement of patients during scanning, the image coordinates of the T1 and FLAIR modalities might not represent the same location. Thus we transformed the T1 image to align with the FLAIR image in the native space using FSL-FLIRT^[@CR80]^ implementation of rigid registration with trilinear interpolation and mutual information optimization criteria. Also to obtain a mapping between patient space and an atlas space, the ICBM152 atlas^[@CR81]^ was non-linearly registered to each patient image using FSL-FNIRT^[@CR82]^. The resulting transformations were used to bring *x*, *y* and *z* atlas space maps into the patient space.

### Brain extraction {#Sec9}

In order to extract the brain and exclude other structures, such as skull, eyes, etc., we apply FSL-BET^[@CR83]^ on T1 images, because this modality has the highest resolution. The resulting mask is then transformed using registration transformation and is applied to the FLAIR images.

### Bias field correction {#Sec10}

Bias field correction is another necessary step due to magnetic field inhomogeneity. We apply FSL-FAST^[@CR84]^, which uses a hidden Markov random field and an associated expectation-maximization algorithm to correct for spatial intensity variations caused by RF inhomogeneities.

### Intensity normalization {#Sec11}

Apart from intensity variations caused by the bias field, intensities can also vary between patients. Thus we normalize the intensities per patient to be within the range of \[0, 1\].

Training, validation and test sets {#Sec12}
----------------------------------

From the 503 RUN DMC cases, we removed a number of cases that were extremely noisy or had failed in some of the preprocessing steps including brain extraction and registration, which left us with 420 out of 453 cases with single annotations. From 420 cases annotated by one human observer, we select 378 cases for training the model and the remaining 42 cases for validation and parameter tuning purposes and the 50 cases that were annotated by both human observers as the independent test set. It should be noted that the set of 50 images used as the test set also contained low quality images or imperfect preprocessing, however we avoided filtering any of the images out so that the experimental evaluation would better reflect the performance of the proposed method on the real (often low quality) data.

Medical datasets usually suffer from the fact that pathological observations are significantly less frequent compared to healthy observations, which also holds for our dataset. Given this, a simple uniform sampling may cause serious problems for the learning process^[@CR85]^, as a classifier that labels all of the samples as normal, would achieve a high accuracy. To handle this, we undersample the negative samples to create a balanced dataset. We randomly select 50% of positive and select an equal number of negative samples from normal voxels of all cases. This sampling procedure resulted in datasets consisting of 3.88 million and 430 thousand samples for training and validation sets respectively.

Methods {#Sec13}
=======

Patch preparation {#Sec14}
-----------------

From each voxel neighborhood, we extract patches with three different sizes: 32 × 32, 64 × 64 and 128 × 128. To reduce the computational costs, we down sample the larger two scales to 32 × 32. Resulting patches for this procedure are demonstrated in Fig. [2](#Fig2){ref-type="fig"}, for a negative and a positive sample, obtained from a FLAIR image. We included these three patches for both the T1 and FLAIR modalities for each sample. This results in a set of patches in three scales s~1~, s~2~ and s~3~, each consisting of two patches from T1 and FLAIR, as depicted in Fig. [3](#Fig3){ref-type="fig"}.Figure 2An example of negative (top row) and positive (bottom row) samples in three scales (from left to right) 32 × 32, 64 × 64 and 128 × 128 on the FLAIR image. The two larger scales are down sampled to 32 × 32. Figure 3Patch preparation process and different proposed CNN architectures. The links between set of convolutional layers represent a weight sharing policy among the streams.

Network architectures {#Sec15}
---------------------

### Single-scale (SS) model {#Sec16}

The simplest CNN model we applied to our dataset was a CNN trained on patches from a single scale (with patches of 32 × 32). The top architecture in Fig. [3](#Fig3){ref-type="fig"} shows the architecture of our single-scale deep CNN. This network, which is a basis for the other location sensitive architectures, consists of four convolutional layers that have 20, 40, 80 and 110 filters of size 7 × 7, 5 × 5, 3 × 3, 3 × 3 respectively. We do not use pooling since it results in a shift-invariance property^[@CR86]^, which is not desired in segmentation tasks. Then we apply three layers of fully connected neurons of size 300, 200 and 2. Finally the resulting responses are turned into probability values using a softmax classifier.

### Multi-scale early fusion (MSEF) {#Sec17}

In many cases, it is impossible to correctly classify a 32 × 32 patch just from its appearance. For instance, only looking at the small scale positive patch in Fig. [2](#Fig2){ref-type="fig"}, it is hard to distinguish it from cortex tissue. In contrast, given the two larger scale patches, it is fairly easy to identify it as WMH tissue near the ventricles. Furthermore there is a trade-off between context capturing and localization accuracy. Although more context information might be captured with a larger patch-size, the ability of the classifier to accurately localize the structure in the center of the patch is decreased^[@CR61]^. This motivates a multi-scale approach that has the advantages of the smaller and larger size patches. A simple and intuitive way to train a multi-scale network is to accumulate the different scales as different channels of the input. This is possible since the larger scale patches were down sampled to 32 × 32. The second top network in Fig. [3](#Fig3){ref-type="fig"} illustrates this.

### Multi-scale late fusion with independent weights (MSIW) {#Sec18}

Another possibility to create a model with multi-scale patches is to train independent convolutional layers for each scale, fusing the representations of each scale and taking them into more fully connected layers. As can be observed in Fig. [3](#Fig3){ref-type="fig"}, in this architecture each scale has its own fully connected layer. These are concatenated and fed into the joint fully connected layers. The main rationale behind giving each scale stream its own fully connected layer is that this incurs less weights compared to the approach that firsts merges the feature maps and then fully connects it to the first layer of neurons.

### Multi-scale late fusion with weight sharing (MSWS) {#Sec19}

The first convolutional layers of a CNN typically detect various forms of edges, corners and other basic structuring elements. Since we do not expect that these basic building blocks differ much among the different scale patches, a considerable number of filters might be very similar in the three separate convolutional layers learned for different scales. Thus a potentially efficient strategy to reduce the number of weights and consequently to reduce the overfitting, is to share the convolutional filters among the different scales. As illustrated in Fig. [3](#Fig3){ref-type="fig"}, each of the scales from the different patches are separately passed through the same set of convolutional layers and each get described with separate feature maps. These feature maps are then connected to separate fully connected layers and are merged later, similar to the MSIW approach.

### Integrating explicit spatial location features {#Sec20}

The main aim for considering patches at different scales is to let the network learn about the spatial location of the samples it is observing. Alternatively we can provide the network with such information, by adding explicit features describing the spatial location. One possible place to add the location information is the first fully connected layer after the convolutional layers. All the location features are normalized per case to be within the range of \[0, 1\]. As the response of other neurons in the same layer that the location features are integrated with might have a different scale, all the eight features are scaled with a coefficient *α* as a parameter of the method. We tuned the best value for *α* as a parameter by validation. The possibility to add spatial location features is not restricted to the single-scale architecture. It is also feasible to integrate these features into the three possible architectures for multi-scale approaches. The orange parts in Fig. [3](#Fig3){ref-type="fig"} illustrate this procedure.

There are eight features that we utilize to describe the spatial location: the *x*, *y* and *z*-coordinates of the corresponding voxel in the MNI atlas space, in-plane distances from the left ventricle, right ventricle, brain cortex and midsagittal brain surface as well as the prior probability of WMH occurring in that location^[@CR23]^.

Training procedure {#Sec21}
------------------

For learning the network weights, we use the stochastic gradient descent algorithm^[@CR87]^, with mini-batch size of 128 and a cross-entropy cost. We also utilize the RMSPROP algorithm^[@CR88]^ to speed up the learning process by adaptively changing the learning rate for each parameter. The non-linearity applied to neurons is a rectified linear unit to prevent the vanishing gradient problem^[@CR89]^. As random weight initialization is important to break the symmetry between the units in the same hidden layer^[@CR90]^, the initial weights are drawn at random using the Glorot method^[@CR91]^. Since CNNs are complex architectures, they are prone to overfit the data very early. Therefore we use drop-out regularization^[@CR92]^ with 0.3 probability on all fully connected layers of the networks. We pick the resulting network from an epoch with the highest validation *A* ~*z*~ as the final model.

Experimental Evaluation {#Sec22}
=======================

For characterization of WMHs, several different methods have been proposed in this study, some of which only use patch appearance features, while others use multi-scale patches or explicit location features to the network or both. In order to obtain segmentations, we apply the trained networks to classify all the voxels inside the brain mask in a sliding window fashion. A comparison between the performance of the mentioned methods, together with a comparison to performance of an independent human observer and a conventional method with hand-crafted features would be insightful.

Integrating the location information into the first fully connected layer, as depicted in the architectures Fig. [3](#Fig3){ref-type="fig"}, is only one of the possibilities. We can alternatively add the spatial location features to one layer before or after, i.e. to the responses from the last convolutional layer and to the second fully connected layer. To evaluate the relative performance of each possibility, we also train single-scale networks with the two other possibilities and compare them to each other. In order to provide information on how much effect the dataset size has on the performance of the trained network, we present and compare the results of a MSWS + Loc network trained with 100%, 50%, 25%, 12.5% and 6.25% of the total training images.

Metrics {#Sec23}
-------

The Dice similarity index, also known as the Dice score, is the most widely used measure for evaluating the agreement between different segmentation methods and their reference standard segmentations^[@CR43],\ [@CR44]^. It is computed as$$\documentclass[12pt]{minimal}
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                \begin{document}$$Dice=\frac{2\times TP}{FP+FN+2\times TP}$$\end{document}$$where the value varies between 0 for complete disagreement, and 1 representing complete agreement between the reference standard and the evaluated segmentation. A Dice similarity index of 0.7 or higher is usually considered a good segmentation in the literature^[@CR43]^. To create binary masks out of probability maps resulting from CNNs, we find an optimal value as a threshold that maximizes the overall Dice score on the validation set. The optimal thresholds are computed separately for each method. We also present test set receiver operating characteristic (ROC) curves and validation set area under the ROC curve (*A* ~*z*~). For computing each of these measures, we only consider the voxels inside the brain mask, to avoid taking easy voxels belonging to the background into account.

For the statistical significance test, we created a 100 boot-straps by sampling 50 instances with replacement. Then the Dice scores were computed on each bootstrap for each of the two compared methods. Empirical p-values were reported as the proportion of bootstraps where the Dice score for method B was higher than A, when the null-hypothesis to reject was "method A is no better than B". If no such bootstrap existed, the p-value \< 0.01 was reported, representing a significant difference.

Conventional segmentation system {#Sec24}
--------------------------------

In order to evaluate the relative performance of the proposed deep learning systems, we also train a conventional segmentation system, using hand-crafted features^[@CR23]^. The set of hand-crafted features consists of 22 features in total: intensity features including FLAIR and T1 intensities, second order derivative features including multi-scale Laplacian of Gaussian (*σ* = 1, 2, 4 mm), multi-scale determinant of Hessian (t = 1, 2, 4 mm), vesselness filter (*σ* = 1 mm), a multi-scale annular filter (t = 1, 2, 4 mm), FLAIR intensity mean and standard deviation in a 16 × 16 neighborhood, as well as the same 8 location features that were used in the previous subsection. We use a random forest classifier with 50 subtrees to train the model.

Experimental Results {#Sec25}
====================

Table [2](#Tab2){ref-type="table"} represents a comparison on validation set *A* ~*z*~ and test set Dice score, for each of the methods, once without and another time with addition of spatial location features, considering observer 1 as the reference standard. Table [3](#Tab3){ref-type="table"} compares the performance of the conventional segmentation method, our late fusion multi-scale architecture with weight sharing and location information (MSWS + Loc), and the two human observers on the independent test set, with each observer as the reference standard. P-values were computed as a result of patient-level boot-strapping on the test set and are presented in Table [4](#Tab4){ref-type="table"}.Table 2Performance comparison of different CNN architectures based on validation set A~*z*~ and test set Dice score considering observer 1 and observer 2 as the reference standard.MethodWithout location featuresWith location featuresValidation set A~*z*~Test set Dice (obs1)Test set Dice (obs2)Validation set A~*z*~Test set Dice (obs1)Test set Dice (obs2)SS0.99390.7310.7290.99720.7810.778MSEF0.99470.7620.7520.99660.7770.769MSIW0.99660.7780.7680.99720.7950.787MSWS0.99650.7730.7600.99730.7920.783 Table 3A performance comparison between conventional method, MSWS + Loc architecture, and human observers.MethodDice (obs1)Dice (obs2)Conventional0.7160.699MSWS + Loc0.7920.783observer 1---0.805observer 20.805--- Table 4Statistical significance test for pairwise comparison of the methods Dice score. *p* ~ij~ indicates the p-value for the null hypothesis that method *i* is better than method *j*.MethodMSWSSS + LocMSWS + LocInd. Obs.SS\<0.01\<0.01\<0.01\<0.01MSWS---\<0.01\<0.01\<0.01SS + Loc------0.030.03MSWS + Loc---------0.06

Regarding the different options for integration of the location information in the network, Table [5](#Tab5){ref-type="table"} compares the performance of these options on the validation and training sets.Table 5A performance comparison of the single-scale architecture with different possible locations to add the spatial location information. Abbreviations: last convolutional layer (LCL), first fully connected layer (FFCL), second fully connected layer (SFCL).MethodValidation set *A* ~*z*~Test set DiceLCL0.99640.763FFCL0.99710.781SFCL0.99670.778

Figure [4(a)](#Fig4){ref-type="fig"} shows the ROC curves for some of the trained CNN architectures and compares them to the conventional segmentation method and the independent human observer. The ROC curves have been cut to show only low false positive rates that are of interest for practical use. In order to preserve readability of the figures, we only compare the most informative methods. Figure [5(b)](#Fig5){ref-type="fig"} shows the Dice similarity scores as a function of the binary masking threshold. It also compares them to the Dice similarity measure between the two human observers. 95% confidence intervals are depicted for each curve, as a result of bootstrapping on patients. The effect of the training dataset size can be observed in Table [6](#Tab6){ref-type="table"} and Fig. [5](#Fig5){ref-type="fig"}.Figure 4Integration of spatial location information fills the gap between performance of a normal CNN and human observer. (**a**) An ROC comparison of different CNN methods, a conventional segmentation method and independent human observer, considering observer 1 as the reference standard. (**b**) A comparison of different methods on Dice score as a function of binary masking threshold. The light shades around the curves indicate 95% confidence intervals with bootstrapping on patients. Figure 5Test Dice as a function of training set size. Table 6Test Dice as a function of training set size.Training set size234794189378Test set Dice0.7530.7560.7700.7880.792

Discussion {#Sec26}
==========

Contribution of larger context and location information {#Sec27}
-------------------------------------------------------

Comparing the performance of the SS and SS + Loc approaches, as presented in the first row of Table [2](#Tab2){ref-type="table"}, a significant difference in Dice score is observable (p-value \< 0.01). This points us to the fact that a knowledge about where the input patch is located can substantially improve WMH segmentation quality of a CNN. A similar significant difference is observable when comparing performance measures of SS and MSWS methods (p-value \< 0.01). This implies that by using a multi-scale approach, a CNN can learn about context information quite well. Considering the better performance of SS + Loc compared to MSWS, we can infer that the learning of location and large scale context from multi-scale patches is not as good as adding explicit location information to the architecture.

Early fusion vs. late fusion, independent weights vs. weight sharing {#Sec28}
--------------------------------------------------------------------

As the experimental results suggest, among the different multi-scale fusion architectures, early fusion shows the least improvement over the single-scale approach. The related patch voxels of different scales, do not have a meaningful correspondence. Given the fact that the convolution operation in the first convolutional layer sums up the responses on each scale, we assume that the useful information provided by different scales is washed out too early in the network. In contrast, the two late fusion architectures show comparable good performance, however in general, since the late fusion architecture with weight sharing is a simpler model with less parameters to be learned, one might prefer to use this model.

Comparison to human observer and a conventional method {#Sec29}
------------------------------------------------------

Shown by Table [3](#Tab3){ref-type="table"}, MSWS + Loc substantially outperforms a conventional segmentation method, with Dice score of 0.792 compared to 0.716 (p-value \< 0.01). Furthermore, the Dice score of MSWS + Loc method closely resembles the inter-observer variability, which implies that the segmentation provided by MSWS + Loc approach is as good as the two human observers. Also the statistical test does not show a significant advantage of the independent observer compared to this method (p-value = 0.06).

A visual look into the results {#Sec30}
------------------------------

Figures [6](#Fig6){ref-type="fig"}--[8](#Fig8){ref-type="fig"} show some qualitative examples. Figure [6](#Fig6){ref-type="fig"} contains two sample cases, where the location and larger context information leads to a better segmentation. As evident from the first sample, the single-scale CNN falsely segments an area on septum pellucidum, which also appears as hyperintense tissue. These false positives can be avoided by considering location information. A second sample shows improvements on FNs of the single-scale method.Figure 6Two sample cases of segmentation improvement by adding location information to the network. (**a**) FLAIR images without annotations. (**b**) Segmentation by human observer 1. (**c**) Segmentation by SS method. (**d**) Segmentation by MSWS + Loc method. Figure 7Gliosis around the lacunes is a prevalent type of false positive segmentation. (**a**) FLAIR images without annotations. (**b**) Segmentation by human observer 1. (**c**) Segmentation by human observer 2. (**d**) Segmentation by MSWS + Loc method. Figure 8A sample case with a small lesion missed by the two human observers. (**a**) FLAIR image without annotations. (**b**) Segmentation by human observer 1. (**c**) Segmentation by human observer 2. (**d**) Segmentation by MSWS + Loc method.

Figure [7](#Fig7){ref-type="fig"} illustrates an instance of a prevalent class of false positives of the system, which are the hyperintense voxels around the lacunes. Since the model has not been trained on so many negative samples similar to this, the distinction between WMH and hyperintensities around lacunes is not well learned by the system. An obvious solution is to extensively include the lacunes surrounding voxels as negative samples in the training dataset.

As an example of missed lesions by human observers, Fig. [8](#Fig8){ref-type="fig"} shows a small lesion on the right temporal lobe, missed by both human observers, where it is detected by MSWS + Loc method. Another sample of such missed lesions can be observed in the second sample of Fig. [6](#Fig6){ref-type="fig"}, on the right hemisphere frontal lobe. Based on similar observations, we can assume that some of the false positives are possibly small lesions missed by one or both of the observers. Therefore there may be a chance that the real performance of the system is better than reported, but it would require more research to investigate this.

Integration of location features {#Sec31}
--------------------------------

For integration of explicit spatial location information into the CNN, there are several possibilities that were investigated in this study. The results as represented in Table [3](#Tab3){ref-type="table"}, suggest that adding the spatial location features to the first fully connected layer results in a significantly better performance. Adding them to around 35 K features as the responses of the last convolutional layer, almost makes the eight location features insignificant among so many representation features. At the other extreme, although integrating the location features into the second fully connected layer does not suffer from this problem, but leaves less flexibility for the network to consider location features for the discrimination to be learned. The first fully connected layer seems to be the best option, where the appearance features provided by the last convolutional layer are already considerably reduced, and at same time the more fully connected layer provides more flexibility for an optimal discrimination.

Two-stage vs. single-stage model {#Sec32}
--------------------------------

As shown in the results, integrating location information into a CNN can play an important role in obtaining an accurate segmentation. We integrate the features while we train our network to learn the representations. Another approach is to perform this task in two stages; first training an independent network that learns the representations, and later training a second classifier that takes the output features of the first network, integrated with location or other external features (as followed in ref. [@CR93] for instance). The first approach, which is followed in this study, seems more reasonable as the set of learned filters without location information could differ from the optimal set of filters given the location information. The two-stage system lacks this information and might devote some of the filters for capturing of location that are redundant given the location features.

2D vs. 3D patches {#Sec33}
-----------------

In this research, we sample 2D patches from each of the two modalities (T1 and FLAIR), while one might argue that considering consecutive slices and sampling 3D patches from each image modality could provide useful information. Given the slice thickness of 5 mm with a 1 mm inter-slice gap in our dataset, the consecutive slices do not highly correspond to each other. Furthermore incorporation of 3D patches extensively increases the computational costs at both the training and the segmentation time. These motivated us to use 2D patches. In contrast, for datasets with isotropic or thin slice FLAIR images, 3D patches might be very useful.

Fully convolutional segmentation network {#Sec34}
----------------------------------------

Fully convolutional networks replace the fully connected layers with 1 × 1 convolutions that perform exactly the same functionality as the fully connected do, however implemented with convolutions^[@CR60]^. This would speed the segmentation up, since convolutions can get larger input images, make dense predictions for the whole input image and avoid repetitive computations. While we have trained our networks in a patch-based manner, it does not restrict us from reforming the fully connected layers of the trained network into convolutional layer counterparts at the segmentation time. The current implementation uses a patch-based segmentation, as we found it fast enough in the current experimental setup (\~3 minutes for the multi-scale and \~1.5 minutes for the single-scale architectures per case on a Titan X card). It should also be noticed that a patch-based *training*, compared to the fully convolutional training, has the advantages that it can be much less memory demanding and is easier to optimize in highly imbalanced classification problems due to the possibility of the class-specific data augmentation.

Conclusions {#Sec35}
===========

In this study we showed that location information can have a significant added value when using CNNs for WMH segmentation. While for this task, making use of CNNs, not only a better performance compared to conventional segmentation method was achieved, we approached the performance level of an independent human observer with incorporation of location information.
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