We study model-based reinforcement learning in finite communicating Markov Decision Process. Algorithms in this settings have been developed in two different ways: the first view, which typically provides frequentist performance guarantees, uses optimism in the face of uncertainty as the guiding algorithmic principle. The second view is based on Bayesian reasoning, combined with posterior sampling and Bayesian guarantees. In this paper, we develop a conceptually simple algorithm, Bayes-UCRL that combines the benefits of both approaches to achieve state-ofthe-art performance for finite communicating MDP. In particular, we use Bayesian Prior similarly to Posterior Sampling. However, instead of sampling the MDP, we construct an optimistic MDP using the quantiles of the Bayesian prior. We show that this technique enjoys a high probability worst-case regret of orderÕ( √ DSAT ). Experiments in a diverse set of environments show that our algorithms outperform previous methods.
1 Introduction Reinforcement Learning. In reinforcement learning (Sutton & Barto, 1998) , a learner interacts with an environment over a given time horizon T . At each time t, the learner observes the current state of the environment s t and needs to select an action a t . This leads the learner to obtain a reward r t and to transit to a new state s t+1 . In the Markov decision process (MDP) formulation of reinforcement learning, the reward and next state are generated based on the environment, the current state s t and current action a t but are independent of all previous states and actions. The learner does not know the true reward and transition distributions and needs to learn them while interacting with the environment. There are two variations of MDP problems: discounted and undiscounted MDP. In the discounted MDP setting, the future rewards are discounted with a factor γ < 1 (Brafman & Tennenholtz, 2002; Poupart et al., 2006) . The cumulative reward is computed as the discounted sum of such rewards over an infinite horizon. In the undiscounted MDP setting, the future rewards are not discounted and the time horizon T is finite. In this paper, we focus on undiscounted MDPs.
Finite communicating MDP. An undiscounted finite MDP M consists of a finite state space S, a finite action space A, a reward distribution ν on bounded rewards r ∈ [0, 1] for all state-action pair (s, a), and a transition kernel p such that p(s |s, a) dictates the probability of transiting to state s from state s by taking an action a. In an MDP, at state s t ∈ S in round t, a learner chooses an action a t ∈ A according to a policy π t : S → A. This grants the learner a reward r t (s t , a t ) and transits to a state s t+1 according to the transition kernel p. The diameter D of an MDP is the expected number of rounds it takes to reach any state s from any other state s using an appropriate policy for any pair of states s, s . More precisely, Definition 1 (Diameter of an MDP). The diameter D of an MDP M is defined as the minimum number of rounds needed to go from one state s and reach any other state s while acting using some deterministic policy. Formally,
where T (s |s, π) is the expected number of rounds it takes to reach state s from s using policy π.
An MDP is communicating if it has a finite diameter D.
Given that the rewards are undiscounted, a good measure of performance is the gain, i.e. the infinite horizon average rewards. The gain of a policy π starting from state s is defined by:
Puterman (2014) shows that there is a policy π * whose gain, V * is greater than that of any other policy. In addition, this gain is the same for all states in a communicating MDP. We can then characterize the performance of the agent by its regret defined as:
.
Regret provides a performance metric to quantify the loss in gain because of the MDP being unknown to the learner. Thus, the learner has to explore the suboptimal state-actions to learn more about the MDP while also maximising the gain as much as possible. In the literature, this is called the exploration-exploitation dilemma. Our goal in this paper, is to design reinforcement learning algorithm that minimises the regret without a prior knowledge of the original MDP M i.e. r, p, D are unknown. We focus on the worst-case (also minimax) regret as opposed to the Bayesian regret often used to analyze Bayesian algorithms. When the rewards of the MDP has bounded support, Bayesian regret is weaker than the worst-case regret Osband & Van Roy (2017) . Thus, our algorithm needs to deal with the exploration-exploitation dilemma.
Optimistic Reinforcement Learning. Optimism in the face of uncertainty (OFU) is a well-studied algorithm design technique for resolving the exploration-exploitation dilemma in multi-armed bandits (Audibert et al., 2007) . Optimism provides scope for researchers to adopt and extend the well-developed tools for multi-armed bandits to MDPs. For discounted MDPs and Bayesian MDPs, optimism-based techniques allow researchers to develop state-of-the-art algorithms (Kocsis & Szepesvári, 2006; Silver et al., 2016) .
Jaksch et al. proposed an algorithm, UCRL2, for finite communicating MDPs that uses the optimism in the face of uncertainty framework and achievesÕ(DS √ AT ) 1 regret. The design technique of UCRL2 can be deconstructed as follows:
1. Construct a set of statistically plausible MDPs around the estimated mean rewards and transitions that contains the true MDP with high probability.
2. Compute a policy (called optimistic) whose gain is the maximum among all MDPs in the plausible set. They developed an extended value iteration algorithm for this task.
3. Play the computed optimistic policy for an artificial episode that lasts until the number of visits to any state-action pair is doubled. This is known as the doubling trick.
Follow-up algorithms further developed from this optimism perspective, such as KL-UCRL (Filippi et al., 2010) , REGAL.C (Bartlett & Tewari, 2009 ), UCBVI (Azar et al., 2017) , SCAL (Fruit et al., 2018) . These proposed algorithms and proof techniques improve the regret bound of optimistic reinforcement learning up toÕ(D √ SAT ), however with additional assumptions on the MDP. The best known lower bound on the regret for a unknown finite communicating MDP is Ω( √ DSAT ), as proven by Jaksch et al. (2010) .
Posterior Sampling for Reinforcement Learning A different methodology for constructing reinforcement algorithms is based on a Bayesian viewpoint. More specifically, instead of looking at the most optimistic MDP in a (prior-free) confidence interval, we can instead sample an MDP from the (Bayesian) posterior distribution and execute the optimal policy for the sample. This idea, also known as Posterior sampling Thompson (1933) , is a good way to obtain efficient exploration strategies. One of the first to prove theoretical guarantees for posterior sampling is Osband et al. (2013) , for their PSRL algorithm. However, they only consider reinforcement learning problems with a finite and known episode length 2 In this paper, we combine Bayesian priors and posterior (used by Posterior sampling) together with optimism in the face of uncertainty to achieve a high probability upper bound ofÕ( √ DSAT ) on the worst-case regret in any finite communicating MDP. In particular, rather than actually sampling from the posterior distribution, we simply construct upper confidence bounds through Bayesian quantiles. They are multiple variants of quantiles definition for MDP (since an unknown MDP can be viewed as a multi-variate random variable). In this paper, we adopt a specific definition of quantiles for multi-variate random variable called marginal quantiles. More precisely, Definition 2 (Marginal Quantile Babu & Rao (1989) ). Let X = (X 1 . . . X m ) be a multivariate random vector with joint d.f.( distribution function) F , the i-th marginal d.f. F i . We denote the ith marginal quantile function by:
Unless otherwise specified, we will refer to marginal quantile as simply quantile. For univariate distributions, the subscript i can be omitted, as the quantile and the marginal quantile coincide.
Our results hold without the knowledge of the horizon T and the diameter D and can also be extended for other definitions of quantiles.
Our Contributions. Hereby, we summarise the contributions of this paper that we elaborate in the upcoming sections.
• We provide a conceptually simple Bayesian algorithm Bayes-UCRL for reinforcement learning that achieves near-optimal worst case regret. Rather than actually sampling from the posterior distribution, we simply construct upper confidence bounds through Bayesian quantiles. • Based on our analysis, we explain why Bayesian approaches are often superior in performance than ones based on concentration inequalities. • We perform experiments in a variety of environments that validates the theoretical bounds as well as proves Bayes-UCRL to be better than the state-of-the-art algorithms. (Section 3)
We conclude by summarising the techniques involved in this paper and discussing the possible future works they can lead to (Section 4).
Algorithms Description and Analysis
In this section, we describe the generic version of the upper confidence for reinforcement learning using bayesian quantile. Our algorithm Bayes-UCRL is based on the improved upper confidence for reinforcement learning introduced in Tossou et al. (2019) . In particular, we used their extended doubling trick as well as their modified extended value iteration. Since any prior distribution µ 1 on MDP needs to generate rewards and transitions for each state-action pairs (s, a), we can describe the marginal of µ 1 as follows: For each (s, a), there is a marginal corresponding to the rewards of (s, a). For each (s, a) and any subset of next states S c , there is a marginal corresponding to the transition to S c from (s, a). Algorithm 1 uses the quantile of those marginal to obtain a set of statistically plausible MDPs needed in the upper confidence algorithm of Tossou et al. (2019) . Also, we used δ k r = δ 4k ln(2k) , δ k p = δ 8Sk ln(2k) , where 1 − δ is the desired confidence level of the set of plausible MDPs.
Algorithm 1 Bayes-UCRL Input: Let µ 1 the prior distribution over MDPs. 1 − δ are confidence level. Initialization: Set t ← 1 and observe initial state s 1 Set N k , N k (s, a), N t k (s, a) to zero for all k ≥ 0 and (s, a) . Play action a t and observe r t , s t+1 Increase N k and N k (s t , a t ), N t k+1 (s t , a t ) by 1. Update the posterior µ t+1 using Bayes rule. t ← t + 1 end while end for Our analysis is based on the choice of a specific prior distribution for MDP with bounded rewards.
Prior Distribution
We consider two different prior distributions. One for computing lower bound on rewards/transitions, that is when computing δ-marginal quantile. One for computing upper bound on rewards/transitions, that is when computing 1 − δ-marginal quantile.
For the lower bound, we used independent distribution for the rewards and transitions. We also used independent distribution for the rewards of each state-action (s, a). And independent distribution for the transition from any state-action (s, a) to any next subset of states S c . The prior distribution for any of those components is a beta distribution of parameter (0, 1): Beta(0, 1) 3 .
The situation is similar with the upper bound. However, here the prior distribution for any component is a beta distribution of parameter (1, 0): Beta(1, 0) 3 .
Posterior Distribution Without loss of generality, let's assume that the rewards come from the Bernoulli distribution 4 . For the upper bounds, Using Bayes rule, the posterior at round t k are: 3 Technically, beta distributions are only defined for parameter strictly greater than 0. In this paper, when the parameter is 0, we compute the posterior and the quantiles by considering the limit when tends to 0. 4 If not, we can perform a Bernoulli trial on the observed rewards.
For the rewards of any (s, a):
For the transitions from any (s, a) to any subset of next state S c are:
where p t = 1 if s t+1 ∈ S c ; p t = 0 otherwise. α = 1, β = 0 for the upper posteriors and α = 0, β = 1 for the lower posteriors.
Quantiles When N t k (s, a) = 0 the lower and upper quantiles are respectively 0 and 1. When the first parameter of the posterior is 0, the lower quantile is 0. When the second parameter of the posterior is 0, the upper quantile is 1. In all other cases, the δ quantile corresponds to the inverse cumulative distribution function at the point δ.
Theorem 1 (Upper Bound on the Regret of Bayes-UCRL). With probability at least 1 − δ for any δ ∈]0, 1[, any T ≥ 1, the regret of Bayes-UCRL is bounded by:
Proof Sketch. Our proof is based on the generic proof provided in Tossou et al. (2019) . To apply that generic proof, we need to show that with high probability the true rewards/transitions of any state-action is contained in the lower and upper interval of the Bayesian Posterior. This is a direct consequence of Lemma 1. Furthermore, we need to provide upper and lower bound for the maximum deviation of the Bayesian posterior from the empirical values. This is a direct consequence of Lemma 3 and Lemma 4.
Experimental Analysis
We empirically evaluate the performance of Bayes-UCRL in comparison with that of UCRL-V (Tossou et al., 2019) , KL-UCRL (Filippi et al., 2010) and UCRL2 (Jaksch et al., 2010) . We also compared against TSDE (Ouyang et al., 2017) which is a variant of posterior sampling for reinforcement learning suited for infinite horizon problems. We used the environments Bandits, Riverswim, GameOfSkill-v1, GameOfSkill-v2 as described in Tossou et al. (2019) . We also eliminate unintentional bias and variance in the exact way described in Tossou et al. (2019) . Figure 1 illustrates the evolution of the average regret along with confidence region (standard deviation). Figure 1 is a log-log plot where the ticks represent the actual values.
Experimental Setup. The confidence hyper-parameter δ of UCRL-V, KL-UCRL, and UCRL2 is set to 0.05. TSDE is initialized with independent Beta( 1 2 , 1 2 ) priors for each reward r(s, a) and a Dirichlet prior with parameters (α 1 , . . . α S ) for the transition functions p(.|s, a), where α i = 1 S . We plot the average regret of each algorithm over T = 2 24 rounds computed using 40 independent trials. Implementation Notes on Bayes-UCRL Similarly to (Tossou et al., 2019) , we maintained the empirical means and variance of the rewards and transitions efficiently using Welford (1962) online algorithm. Also, the empirical transition to any subset of next state is the addition of its constituent and the corresponding quantiles can be efficiently computed with of a complexity linear in SA and not the naive exponential complexity. Results and Discussion. We can see that Bayes-UCRL outperforms UCRL-V over all environments except in the Bandits one. This is in line with the theoretical regret whereby we can see that using the Bernstein bound is a factor times worse than the Bayesian quantile. Note that this is not an artifact of the proof. Indeed, pure optimism can be seen as using the proof inside the algorithm whereas the Bayesian version provides a general algorithm that has to be proven separately. Consequently, the actual performance of the Bayesian algorithm can often be much better than the bounds provided.
Conclusion
In conclusion, using Bayesian quantiles lead to an algorithm with strong performance while enjoying the best of both frequentist and Bayesian view. It also provides a conceptually simple and very general algorithm for different scenarios. Although we were only able to prove its performance for bounded rewards in [0, 1] and a specific prior, we believe it should be possible to provide proof for other rewards distribution and prior such as Gaussian. As future work, it would be interesting to explore how one can re-use the idea of Bayes-UCRL for non-tabular settings such as with linear function approximation or deep learning. 
A Proofs
A.1 Proof of Theorem 1
Our proof is a direct application of the generic proof provided in Section B.2 of Tossou et al. (2019) .
To use that generic proof we need to show that with high probability the true rewards/transitions of any state-action is contained in the lower and upper interval of the Bayesian Posterior. This is a direct consequence of Lemma 1 and the fact that our posterior matches the Beta Distribution used in Lemma 1.
Furthermore, we need to provide lower and upper bounds for the maximum deviation of the Bayesian posteriors from their empirical values. This comes directly from using Lemma 3 and Lemma 4, bounding Φ −1 using equation (15) in Chiani et al. (2003) , the fact that Φ −1 (x) = √ 2 erf −1 (2x − 1), erfc −1 (1 − x) = erf −1 (x), Theorem 10 in Maurer & Pontil (2009) relating the sample variance to the true variance. Lemma 1 (Coverage probability of Beta Quantile for Bernoulli random variable). Let X 1 , . . . X n be n independent Bernoulli random variable with common parameter µ such that 0 < µ < 1 and n ≥ 1. Let X = n i=1 X i denote the corresponding Binomial random variable. Let U 1−δ (X) the (random) 1 − δth quantile of the distribution Beta(X + 1, n − X) and U δ (X) the δth quantile of the distribution Beta(X, n − X + 1). If 0 < X < n, we have:
Proof. Since each X i is a Bernoulli random variable with parameter µ, then X = n i=1 X i is a Binomial random variable with parameter (n, µ). According to Thulin et al. (2014) equation (4) the quantile of the Beta distribution used in this lemma corresponds exactly to the upper one sided Clopper-Pearson interval (for Binomial distribution) whose coverage probability is at least 1 − δ by construction (Thulin et al., 2014) . The same argument holds for the lower one sided Clopper-Pearson interval. Combining them concludes the proof.
Lemma 2 (Lower and Upper bound on the Binomial Quantile). Let X ∼ Binom(n, p). For any δ such that 0.5 < 1 − δ < 1, the quantile Q(Binom(n, p), 1 − δ) of X obeys:
Proof. Our proof is essentially a correction of Janson (2016) where just after equation (2.1), it is proven that:
We can observe that g(x) = D(p + x, p) with D the KL divergence for Bernoulli random variable. In our case we have D( k n , p) with k n ≥ p. Let's k n = p + x, this means that x ≥ 0. 1 − k n = 1 − p − x = q − x means that x ≤ q Plugging this in (2), we obtain:
for 0 < k < n Using this and solving for the inverse of above equations such that the inverse is equal to 1 − δ completes the proof.
Fact 1 (See Kaufmann et al. (2012) ). Let X ∼ Beta(a, b) and S n,x ∼ Binom(n, p) denote beta and binomial random variables. Then, for any p ∈ (0, 1):
Lemma 3 (Upper bound on the Beta Quantile). Let Y be Beta(x + 1, n − x) for integers x, n such that 0 ≤ x < n and n > 0. The 1 − δth quantile of Y denoted by Q(Y , 1 − δ) with 0.5 < 1 − δ < 1 satisfies:
where b = Φ −1 (1 − δ) 2 , σ 2
x n = x n (1 − x n ), Φ −1 the quantile function of the standard normal distribution and
Proof. For simplicity, in this proof we used p = Q(Y , 1 − δ). Using Equation (4), we have: P[Y ≤ p] = P[X n,1−p ≤ n − x − 1] So we have P[X n,1−p ≤ n − x − 1] = 1 − δ Using the upper bound for Binomial quantile in Lemma 2, we have:
n − x − 1 < n(1 − p) + f (1 − p, 1 − δ) + 1 where f is the expression defined in (1). This leads to:
Similarly using Equation (4) 
where σ 2
x n = x n (1 − x n ) Replacing (9) into f (1 − p, 1 − δ) from (8) and using the fact that 0 ≤ p ≤ 1, we have the desired upper bound of the lemma Lemma 4 (Lower bound on the Beta Quantile). Let Y be Beta(x, n + 1 − x) for integers x, n such that 0 < x ≤ n and n > 0. The δth quantile of Y denoted by Q(Y , δ) with 0.5 < 1 − δ < 1 satisfies:
Proof. The proof follows the exact same step as the proof of Lemma 3 but here we use equation (5) instead of (4).
