Many time series are asymptotically unstable and intrinsically nonstationary, i.e. satisfy difference equations with roots greater than one (in modulus) and with time-varying parameters. Models developed by Box-Jenkins solve these problems by imposing on data two transformations: differencing (unit-roots) and exponential (Box-Cox). Owing to the Jensen inequality, these techniques are not optimal for forecasting and sometimes may be arbitrary. This paper develops a method for modeling time series with unstable roots and changing parameters. In particular, the effectiveness of recursive estimators in tracking time-varying unstable parameters is shown with applications to data-sets of Box-Jenkins. The method is useful for forecasting time series with trends and cycles whose pattern changes over time.
Introduction
of their LS predictors (see Fuller and Hasza, 1980, 1981) . Parzen (1982) introduced the idea of modeling
The approach of directly modeling original data nonstationary time series by estimating the models may be further extended to include the case of on the series in levels, i.e. by avoiding differencing avoiding power transformations and allow ''exploas in Box and Jenkins (1976) . This approach is sive roots'' to change over time. The rationale is that suitable for modeling macroeconomic series with roots wandering on the unit circle may generate trends because the assumption of unit roots may stochastic trends with non-homogeneous composometimes hold only for financial processes. Morenents, such as structural breaks and inverting slopes. over the probability of having processes with roots For multiple time series an original approach to exactly on the unit circle is zero.
forecasting unstable processes may be obtained from Although Parzen (1982) did not provide theoretcointegration analysis (see Engle et al., 1989) . ical motivations, his approach can be supported by By following the approach of optimized recursive several results in mathematical statistics, in parestimation (see Grillenzoni, 1994) , this paper proticular, those concerned with the properties of least vides a framework for modeling time-varying unsquares (LS) estimators of the parameters of explostable roots. This will be done in Section 3, after an sive autoregressive models (see Rubin, 1950; integration to the work of Parzen (1982 Parzen ( ). 1958 Parzen ( , 1959 Anderson, 1959; Rao, 1961) and those
Unstable time series
hZ j are realizations of stochastic processes which fail tial; (ii) models with two or more unstable roots t to satisfy standard requirements of asymptotic ingenerate series which are unsuitable for representing dependence and boundedness in probability. The real data because they are smooth like deterministic problem of modeling such processes may be tackled functions. As a consequence, the number of unstable as in Parzen (1982) : Given a short-memory series roots in the model (2a) may be restricted as d51, hz j a dynamic model is a mathematical device f( ? ) independently of the width of the periodicity s. Problems arise in the procedures of identification and existence of periodicities of size s.1 in the dyestimation, because nonlinear algorithms are renamics of the processes, we may define the system quired.
Sequential procedures may be used in the forecasts ing phase without loss of optimality. Indeed, the
LS-predictor at origin t for the lead time h must satisfy the equation z 2 f z 2 ? ? ? 2 f z 5 a , 
equations, i.e. size of the roots P , r of the filters
The idea of merging forecasts obtained from shortp and long-term models has also been developed in the f(B) 5P (1 2 r B), ur u , 1, j 5 1,2 . . . p (2b) j i framework of cointegration by Engle et al. (1989) .
Statistical properties of the above predictor have Some ambiguities remain in the case of unit-root been investigated by Fuller and Hasza (1980) , processes, because they have first moments but not (1981) . In particular, if (d5p5s)51 the mean second moments in the limit. Other special features squared error (MSE) is arise in statistical inference where LS estimators do 2 not have standard distributions (see White, 1959) .
any event, the probability to meet with a process Fuller (1996) for simpler cases. We may note that the unit root assumption is rejected in all cases; however, only in the model without log-transformation is the coefficient F far from unity and does it substantially improve the fit over the previous estimate. The introduction of a deterministic drift in the model (5b) did not improve the statistic Q ; the N reason is that unstable roots alone may generate local trends. Another estimation experiment concerns the se- compared with those of the models estimated on original data. Thus, the sole objective way to com-Q 5 14 003 (6b) N pare the various models is that of making forecasts of real data and computing prediction errors. Given In this case the introduction of a drift in the first the origin t and the steps ahead 1,h,12, the equation has significant effects on the size of the root predictor of multiplicative models as (5a), is given F, but the global fitting performance Q slightly N by worsens.
At this point the following remarks can be made:
With or without log-transformation, the presence
of roots significantly greater (F ) and lower (f) than 2 fF log(Z ) 2 Qa
unity is detected in the airline data-set. Without
logarithms the relaxation of the unit-root hypothesis improves the fitting by about 20%.
(ii) Periodic One of the hypotheses to be checked is whether this unstable models of the type Z 5FZ 1z with t t 2 s t predictor is better than that which assumes f 5F 5 uF u.1 are capable of simultaneously capturing1 , but worse than Z (h) which works on original data. t seasonal and trend components. This is concretely
In the literature on forecasting, absolute percentshown in Fig. 2 comparison. In order to mitigate the dependence of latter is nearly stationary. The conclusion is that individual errors from the particular forecast origin, seasonal and trend components are neither indepenit is necessary to average over t, obtaining the mean dent nor separable. (iii) The high t-statistics in the (M) statistics previous models are due to the peculiar asymptotic np roperties of the LS estimator in the presence of
where n is the sample size of the mean and t shifts the forecast origin. In the airline application we have taken t51958.12, n512 and h, t 51, 2, . . . 12; more specifically, forecast origin was changed 12 times, and each time 12 forecasts were computed. A plot of MAPE statistics generated by models (4) and (5) is given in Fig. 3 ; the best one is (5b) which does not transform data, whereas the worst one is (4) proposed by Box-Jenkins. Intermediate performance is provided by model (5a), with unstable roots but log-transformed data. The performance of (5b) could be further improved by re-identifying the ARMA model of the series hz j generated by (6a). However, t the task of the above exercise was the evaluation of the effects of data transformations for a given model present in the long run because statistics (7) differ, on average, by about 50%. In any event, the performance of the various models is good because all MAPE are less than 4%.
Application 2
The second application focuses on another data-set of Box-Jenkins: the daily IBM stock prices from May 17, 1961 to Nov 2, 1962. Many financial series are difficult to forecast because they behave like random walks. For the IBM data, this hypothesis is confirmed by the estimate Z 50.9995 Z 1a and model identified by Box and Jenkins (Box and Jenkins, 1976, p. 239) . The same data-set has been border of the stationarity region of an AR(2) process, republished by Tong (Tong, 1990, p. 512) together and therefore imply nonstability. Unlike Application with its calendar. This enables us to obtain the 1 the fitting performance of the unstable model is weekly average Z (in Fig. 4 ) which is not a random t slightly worse than that of (8b Section 1 and with hz j having an ARMA representatÂ lternatively, one may build ARMA models for b kt tion, is given byâ nd obtain the forecasts b (h).
The derivation of recursive estimators for models regressors. Now, an algorithm that unifies the mainẑ
adaptive estimators has been obtained in Grillenzoni
(1994) and has the structure Salgado et al., 1988) . Given a unlike results in (8), the solution with the unit-root sample hZ , Z , . . . ,Z j, it seems appropriate to solve 1 2 N constraint is significantly better, in terms of statistic the problem in terms of parametric estimation, by Q , than the other (in row 1). This is due to N optimizing a loss function based on prediction errors optimization (12) which is nonlinear and performs (see Grillenzoni, 1994) better on stabilized (differenced) series. The negative value of the ''stepsize'' coefficient (a) may bêˆˆˆa ttributed to nonlinearity (in the variables) of the [a, l, m, g ; g , b ] 5 arg min Q H 1 0 0 N N IBM series (see Tong, 1990 ). Fig. 6 shows the path Nˆô f the estimates h b , G , a j generated by filter (11)
with the coefficients in row 3 of As was previously discussed, adaptive forecasting Tjostheim (1986) , where ''conditional'' refers to the may be improved by building ARMA models for the set of past information of prediction errors. It is C. Grillenzoni / International Journal of Forecasting 14 (1998) To comment on Fig. 7 , we note that time-varying 5ˆm odels perform better than their constant parameterẑ (h) 5O f (h 2 1)z (h 2 i) (13b)
versions over the whole forecasting horizon. In comparing dashed lines, we also note that thêˆẐ (h) 5 Z (h 2 1) 1 z (h) (13c)
conclusion obtained from the analysis of the fitting stant parameter models (8) were done with MAPE statistics Q in Table 1 and confirms the results of statistics computed as in Fig. 5 ; specifically, forecast N previous section. origin was changed 10 times starting from t561, and Step 3. Optimize the designs selected at Steps 1 and 3.3. Algorithm 2 by means of the criterion (12).Î t is useful to summarize the procedure we have
Step 4. Generate the recursive estimates b by means t developed so far: of the coefficients obtained at Step 3 and algorithm (11).
Step 1. Identify the order of the constant parameter models in the usual ways.
Step 5. Identify constant ARMA models for these estimates and predict the original series z , Z by t t
Step 2. Estimate the parameters of these models by means of algorithms as (13). means of the recursive algorithm (11) providing suitable values for the coefficents a, l, m, g and b ,
The crucial phase of the method is represented by 1 0 g .
Step 3. Estimation (12) is highly nonlinear and its convergence may require suitable initial values and identification constraints. However, simulation results in Grillenzoni (1994) encourage its use.
3.4. Airline (1-stage)
As was previously discussed, recursive estimators for multiplicative models are difficult to obtain and approximate solutions must be developed. The 1-stage approach requires that such models be expressed in their equivalent additive form; for the Airline scheme (5b), reestimation of parameters provided Z 50.935 Z 11.126 Z 21.053 Z Fig. 9 . MAPE statistics of model (14) (14), but the improvement is not as good as in the (14) IBM application. This is due to the nature of the Airline series which is more explosive, but less with Q 513 662. Now, the application of method N volatile, than the IBM; as a consequence, optimized (11)- (12) Grillenzoni, 1991) . 3.5. Airline (2-stage) As for the IBM case, the best performance was provided by algorithm (11) with the constraints m 5
In this subsection we present results of the two 1/l, g 50; estimates of the adaptation coefficients 1 stage modeling of the Airline series. In the first step with criterion (12) are reported in Table 2 . We point we applied method (11)-(12) to the model Z 5 out that, despite the strong unstability of the airline t F Z 1z ; estimates of the coefficients are given in series, the minimization (12) converged and the Table 3 . It is worth noting that the value of Q value of statistic Q is significantly lower than that N N decreases by about 50% over the corresponding of (14). Finally, recursive estimates of the paramestatistic of model (6a). ters of model (14) generated with algorithm (11) and Fig. 10 shows the path of recursive estimates the coefficients in Table 2 are reported in Fig. 8 . generated with the algorithm (11) implemented with As in the IBM application, adaptive forecastingt he coefficients in Table 3 . Looking at the series F was performed by building AR(1) models for the t in Fig. 10(a) one may see that its average approxiseries in Fig. 8 . MAPE statistics were computed as in mates the LS estimate in (6a). Further, its trajectory Fig. 3 , namely forecast origin was shifted n512 is uniformly outside the unit circle and only aptimes, starting from t5121, and each time forecasts proaches the boundary 1 at two points. It is interestwere computed for h51 . . . 12; results are reported ing to note that in correspondence to these points, the in Fig. 9 . We may see that the adaptive modeling also useful in forecasting because the adaptivêˆˆp redictor Z (h)5F (h)Z (h212)1z (h) needs the MAPE statistics produced by this method were greater than those displayed in Fig. 9 ; this means that, for the Airline series, the 1-stage approach is preferable in forecasting. In general, the choice between the two methods cannot be defined a priori; it must be made on the basis of the empirical evidence. However, there are structural factors that must be considered when modeling nonstandard time series.
(i) The first is the inverse relationship between unstability and nonstationarity. By comparing previous applications one realizes that the greater an unstable root, the smaller its tendency to fluctuate over time. In other words, roots lying well outside the stability region tend to remain in that region just because evolutionary components (such as trends, cycles and seasonalities) are persistent.
(ii) The second is the inverse relationship between then recursive algorithms must be simplified. The In the second stage we modeled the stabilized parsimony principle discussed in Box and Jenkins series in (9b) , that was estimated as recursive (1976) assumes crucial importance here.
(iii) Finally, the goal of the research (namely, forecasting or signal extraction) should be precisely defined. If the latter is concerned, then one may adopt the two-stage approach which allows using complex algorithms in the first stage. It is worth noting that the procedure discussed above provides a time-varying parameter extension of the 2-stage method of Parzen (1982) .
All of these factors must be evaluated, both theoretically and empirically, when applying adaptive methods. On the other hand, other solutions can be generated by combining the strategies and the algorithms described in this section.
Simulations
In this subsection we present results of simulation experiments that were performed to check the validity of the methods we have developed in this paper. The first experiment deals with constant parameter models; we simulated the process
t and we compared the performance of predictors based on original and differenced series. The latter were fitted with an AR(1) scheme and out-of-sample forecasts were computed for h51, 2 . . . 10 steps ahead, starting from t591. Mean values of MAPE statistics over N51000 replications are shown in Fig. 11(a) ; as we may see, forecasts produced by The second experiment focuses on varying parameter models. We considered sinusoidal parameters predictor is better than that based on unit roots; fluctuating on the unit circle: F 5120.05 sin (t / 16), moreover, this performance improves if F lye . Conclusions mates F were fitted with an AR(1) model -with t those of a standard ARI(1, 1) scheme. Recusive
In this paper we have developed a method of estimates were generated with an RLS algorithm adaptive forecasting which is based on the optimiimplemented with g 51, l50.85; however, mean 0 zation of recursive estimators. Through applications performance of the adaptive predictor was relatively to well known data-sets we have demonstrated its insensitive to these designs. Mean values of MAPE validity in several implementations and for different statistics over N51000 replications are displayed in model structures. An important feature is that such a Fig. 11(b) . As before we may see that the adaptive method may run even on time series that contain (1959); Anderson (1959); Rao (1961) . These works unstable components such as trends, cycles and have been surveyed in Grillenzoni (1993) , and the periodicities.
fundamental findings are summarized in ings. In general, these modelings improve the correat the rate F . In general, with Table A we may see sponding constant parameter solutions (with and that the convergence of the LS estimator applied to without unit roots).
unstable processes is faster than in the case of The results achieved are uniformly and signifistationary models. The cost of this super-consistency cantly better than those of standard time series property is the difficulty of making inferences, for models. However, we do not claim that our method the asymptotic distributions are non-standard and provides the ''best'' and ''final'' solution. Rather, it their dispersions are unknown. may be further extended by means of adaptation However, in practical terms the natural approach mechanisms used in signal processing, such as to follow for testing the hypothesis H : F 5 0 variable tracking coefficients (see Benveniste, 1987) .F is to use the Studentized statistics t 5 White (1958) , Annals of Mathematical Statistics, 30, [676] [677] [678] [679] [680] [681] [682] [683] [684] [685] [686] [687] 
