Abstract. In this paper, the existence and multiplicity of solution of periodic solutions of p-Laplacian boundary value problem are studied by using degree theory and upper and lower solutions method. Some known results are improved.
Introduction
In this paper, we discuss the existence of multiple solutions of the following p-Laplacian periodic boundary value problems:
(φ p (u )) = f (t, u, u ), t ∈ [0, T ], (1) u(0) = u(T ) , u (0) = u (T ), (2) where φ p (s) = |s| p−2 s, p > 1. Obviously, if p = 2, Eq.(1) reduces to
In recent years, by using degree theory and upper and lower solutions method, many important results relative to Eq.(1) with certain boundary conditions have been obtained (see [2] , [3] , [5] , [6] , [7] , [8] , [9] , [10] and references therein). By using upper and lower solutions method, [11] , [12] , [13] , discussed the multiplicity of the periodic boundary value problems (3), (2) . But for p = 2, the results of existence of periodic solutions of (1), (2) were relatively few, since the method of coincidence degree for linear operator cannot be applied directly in this case.
Motivated by the above works, we apply the method of two pairs of lower and upper solutions to discuss the solvability of the BVP (1), (2) . Under the condition that f (t, u, v) satisfies a one-side Nagumo condition, we obtain the existence of three solutions by using Leray-Schauder degree theory [1] . Our results extend some known results ( [11] , [12] , [13] , [4] ).
Background, notation and definitions
In the following, we shall use the spaces
We have the following lemma.
Lemma 1 ([9]
). The operator G l has the following properties: Let now a :
Then it is clear that a is a continuous function which sends bounded sets of C T into bounded sets of R, and hence it is a completely continuous mapping.
Let us define the projectors P, Q respectively by
If the inequality (4) is strict, then α(t) is called a strict lower solution.
If the inequality (6) is strict, then β(t) is called a strict upper solution. 
Then there exists a solution
Remark 1. It is easy to see that the conditions in [4] are greater than the conditions of Theorem 1.
In order to prove the Theorem 1, we consider the auxiliary boundary value problem (9) has no solution on ∂Ω for 0 < λ < 1; (B 2 ) the equation
Then the problem (1), (2) has a solution in Ω.
Proof of Theorem 1.
(10)
The modified problem corresponding to (1), (2) is
. (12) In order to use Lemma 2, we consider the homotopy problem of BVP (11), (12) 
First, we can claim that there exists a constant
, where u(t) is a possible solution of BVP (13), (14), and M 1 is large enough such that
There are two cases as following:
So, there exists a constant δ > 0 such that (φ p (u (t))) > 0 for t ∈ (t 0 , t 0 + δ). This implies that φ p (u (t)) is increasing on (t 0 , t 0 + δ). Thus
From (14), we know that u (0) = 0. A similar argument concludes a contradiction with
Second, we shall prove that there exists
Noting the definition off , the condition (H 2 ) implies that
Without loss of generality, we assume that t 0 ∈ (0, T ).
By the definition of Nagumo condition, it follows that there exist
where K is a positive constant.
Suppose that there exists t 1 ∈ (t 0 , T ] such that
Let s = φ p (u (t)), we have
By (18), we know that
Further suppose that there exists t 2 ∈ [0, t 0 ) such that
Then we can find ν ∈ [0,
Combining with (18), we have
By (19), we know that
Thus we get
Suppose that there exists t 3 ∈ [0, t 0 ) such that
A similar argument can concludes that c 3 < M 3 . So
Suppose that there exists t 4 ∈ [t 0 , T ] such that
A similar argument can concludes that c 4 < M 2 . So
Therefore we have
Next, we shall prove that the BVP (11), (12) has at least one solution by using Lemma 2.
Set
Obviously, the hypothesis (B 1 ) of Lemma 2 is satisfied. By (15), (16), we know that
Applying the monotonicity of φ p , we immediately get
Thus, the hypothesis (B 2 ) of Lemma 2 is true. By using the property of Brouwer degree, we see that
Hence, the hypothesis (B 3 ) of Lemma 2 is also satisfied. By Lemma 2, it can be shown that the BVP (11), (12) has one solution u(t). 
Finally, we can claim that α(t) ≤ u(t) ≤ β(t) for t ∈ [0, T ], where u(t) is a solution of BVP (11), (12). Otherwise, there exists a point t 1 ∈ [0, T ) such that u(t 1 ) < α(t 1 ) or u(t 1 ) > β(t 1 ). Without loss of generality, assume that u(t 1 ) > β(t 1 ). Let x(t) = u(t) − β(t). Then there exists a point t 2 ∈ [0, T ) such that x(t 2 ) = max t∈[0,T ] x(t) >
So, there exists a constant ε > 0 such that (φ p (u (t)) − φ p (β (t))) > 0 for t ∈ (t 2 , t 2 + ε). This implies that φ p (u (t)) − φ p (β (t)) is increasing on (t 2 , t 2 + ε). Thus
which shows u (t) > β (t), t ∈ (t 2 , t 2 +ε) from the monotonicity of φ p . Namely,
(t). A similar argument concludes a contradiction with x(0) = max t∈[0,T ] x(t).
From (10), we get that u(t) is a solution of BVP (1), (2) 
This completes the proof of Theorem 1. 
v) satisfies one-side Nagumo condition in E, where
E = {(t, u, v) ∈ [0, T ] × R 2 : r 1 ≤ u ≤ r 2 }.
Then there exists a solution u(t) of BVP
(1), (2), satisfying r 1 ≤ u(t) ≤ r 2 for t ∈ [0, T ].
Multiplicity results
In this section, we shall apply upper and lower solutions method and degree theory to get the following multiplicity result.
Theorem 2. Assume that f : [0, T ] × R
2 −→ R is continuous and (H 3 ) there exist strict upper solutions β 1 (t), β 2 (t) and strict lower solutions
Then there exist three solutions
In order to prove the Theorem 2, we first prove the following lemma.
where (N f u)(t) = f (t, u, u ). 
Then there exists a constant M α,β (only depending on α, β), such that
where
Proof. It follows from [9] that the operator Gf (u, λ) is compact and continuous and BVP (13), (14) is equivalent to u = Gf (u, λ), λ ∈ (0, 1). Using the similar argument in the proof of Theorem 1, there is a constant M α,β (only depending on α, β), such that
where u(t) is a possible solution of u = Gf (u, λ), λ ∈ (0, 1]. Specially,
where u(t) is a possible solution of u = Gf (u, 1).
By the homotopy invariance property, we get that
By (23), we know that
By using the property of Brouwer degree, we see that
By (24), we know that
This completes the proof of Lemma 3.
Proof of Theorem 2. By assumption H 3 and Lemma 3, there exists a constant
Because Ω 1 , Ω 2 and Ω 3 \ Ω 1 ∪ Ω 2 are mutually disjoint and
The above discussion implies that the operator equation
, that is BVP (1), (2) have at least one solution in the set Ω 1 ,Ω 2 and Ω 3 \ Ω 1 ∪ Ω 2 , respectively. That is, there exist three solutions u i (t), i = 1, 2, 3, such that α 1 (t) < u 1 (t) < β 1 (t), ∀ t ∈ [0, T ], α 2 (t) < u 2 (t) < β 2 (t), ∀ t ∈ [0, T ], u 3 (t) β 1 (t), u 3 (t) α 2 (t), ∀t ∈ [0, T ]. This completes the proof of Theorem 2. Obviously, f (t, u, u ) satisfies one-side Nagumo condition and there are infinite constants (2n ± By using Corollary 2, we conclude that BVP (25), (26) exists infinite solutions.
