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TEISSIER’S PROBLEM ON INEQUALITIES OF NEF DIVISORS OVER
AN ARBITRARY FIELD
STEVEN DALE CUTKOSKY
Abstract. Boucksom, Favre and Jonsson establish in [4] an analog of Diskant’s in-
equality in convex geometry for nef and big line bundles on a complete algebraic variety
over an algebraically closed field of characteristic zero (Theorem F [4]), from which they
deduce a solution (Theorem D [4]) to a problem of Teissier (Problem B [29]) on propor-
tionality of nef divisors. In this paper we extend these results to a complete variety over
an arbitrary field k.
1. Introduction
In their beautiful paper [4], Boucksom, Favre and Jonsson establish an analog of
Diskant’s inequality in convex geometry for nef and big line bundles on a complete al-
gebraic variety over an algebraically closed field of characteristic zero (Theorem F [4]),
from which they deduce a solution (Theorem D [4]) to a problem of Teissier (Problem B
[29]) on proportionality of nef divisors. Teissier shows in [29] that a version of Bonnesen’s
inequality holds for a class of nef line bundles on a complete surface. Diskant’s original
inequality [11] is developed as a higher dimensional generalization of Bonnesen’s inequality
[2], and Boucksom, Favre and Jonsson establish this formula for nef and big line bundles
on a complete variety of any dimension, over an algebraically closed field of arbitrary
characteristic. This inequality is sufficiently strong to establish (in Theorem D [4]) that
equality in the Khovanskii-Teissier inequalities (Corollary 6.3) for nef and big line bundles
(on a complete variety over an algebraically closed field of characteristic zero) holds if and
only if the line bundles are numerically proportional.
The purpose of this paper is extend these results to a complete variety over an arbitrary
field k.
To obtain their Diskant inequality, Boucksom, Favre and Jonsson develop a theory of
“positive intersection products”, interpret the volume of a big line bundle as a positive
intersection product (Theorem 3.1 [4]) and interpret the directional derivitive of the volume
of a big divisor as a positive intersection product (Theorem A [4]). The positive intersection
product is defined by realizing the product as a “Weil Class” in Np(X ). Here X is the
Zariski Riemann manifold associated to a complete d-dimensional variety X. They realize
Np(X ) for 0 ≤ p ≤ d as an inverse limit of the finite dimensional real vector spaces Np(Y )
where Y is a nonsingular projective variety which birationally dominatesX by a morphism,
and Np(Y ) is the real vector space of numerical equivalence classes of codimension p-cycles
on Y . The authors refer to Chapter 19 of [14], where the theory of numerical equivalence
on nonsingular varieties is surveyed. Np(X ) is given the inverse limit topology (weak
topology). They also develop a theory of “Cartier classes” on X , by computing the direct
limit CNp(X ) of the Np(Y ), and giving them the direct limit topology (strong topology).
The idea of the positive intersection product of Cartier classes α1, . . . , αp ∈ CN
1(X ) is to
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take the limit over all Y of the ordinary intersection products β1 ·. . .·βp where β1, . . . , βp are
Fujita approximations of α1, . . . , αp on Y . They develop the theory of these intersection
products, and use this to prove the Theorems A, D and F mentioned above.
We use the notation on schemes and varieties from Hartshorne [18]. In particular, a
complete variety over a field k is an integral k-scheme which is proper over k.
We now discuss what the obstacles are to extending the results of [4] to a complete
variety over an arbitrary field. The most daunting problem is that resolution of singular-
ities is not known to be true for varieties of dimension larger than three over a field of
positive characteristic. As such, we cannot use the sophisticated intersection theory from
Chapter 19 [14]. That theory requires that the variety be smooth over an algebraically
closed ground field. Certainly the assumption that Y is smooth is necessary here.
The theory of numerical equivalence for line bundles has been developed for a proper
scheme over an algebraically closed field in Kleiman’s paper [20]. The basic intersection
theory here originates from an approach of Snapper [27], and is remarkably simple, so it
is valid in a very high level of generality. A study of the paper [20] shows that the theory
that we need for numerical equivalence of line bundles extends without difficulty to an
arbitrary field. We discuss this in Subsection 2.1.
The volume of a line bundle L on a complete variety is defined as a lim sup,
volX(L) = lim sup
m→∞
dimk Γ(X,L
m)
md/d!
.
This lim sup is actually a limit. When k is an algebraically closed field of characteristic
zero, this is shown in Example 11.4.7 [22], as a consequence of Fujita Approximation [15]
(c.f. Theorem 10.35 [22]). The limit is established in [23] and [28] when k is algebraically
closed of arbitrary characteristic. A proof over an arbitrary field is given in [8]. In this
paper, we deduce, in Theorem 5.1, Fujita Approximation over an arbitrary field from
Theorem 3.3 [23] and Theorem 7.2 [8]. We will need this to obtain the main results of this
paper.
It is worth remarking that when k is an arbitrary field and X is geometrically integral
over k we easily obtain that volume is a limit by making the base change to X = X ×k k
where k is an algebraic closure of k. Then the volume of L (on X over k) is equal to
the volume of L = L ⊗k k (on X over k). X is a complete k variety (it is integral)
since X is geometrically integral. Thus the conclusions of [22], [23] and [28] are valid for
L (on the complete variety X over the algebraically closed field k) so that the volume
is a limit for L (on X over k) as well. However, this argument is not applicable when
X is not geometrically integral. The most dramatic difficulty can occur when k is not
perfect, as there exist simple examples of irreducible projective varieties which are not
even generically reduced after taking the base change to the algebraic closure (we give
a simple example below). In Example 6.3 [7] and Theorem 9.6 [8] it is shown that for
general graded linear series the limit does not always exist if X is not generically reduced.
We now give an example, showing that even if X is normal and k is algebraically closed
in the function field of X, then X ×k k may not be generically reduced, where k is an
algebraic closure of k. Let p be a prime number, Fp be the field with p elements and let
k = Fp(s, t, u) be a rational function field in three variables over Fp. Let R be the local
ring R = (k[x, y, z]/(sxp+typ+uzp))(x,y,z) with maximal ideal mR. R is the localization of
T = Fp[s, t, u, x, y, z]/(sx
p+typ+uzp) at the ideal (x, y, z), since Fp[s, t, u]∩(x, y, z) = (0).
T is nonsingular in codimension 1 by the Jacobian criterion over the perfect field Fp, and
so T is normal by Serre’s criterion. Thus R is normal since it is a localization of T . Let k′
2
be the algebraic closure of k in the quotient field K of R. Then k′ ⊂ R since R is normal.
R/mR ∼= k necessarily contains k
′, so k = k′. However, we have that R⊗k k is generically
not reduced, if k is an algebraically closure of k. Now taking X to be a normal projective
model of K over k such that R is the local ring of a closed point of X, we have the desired
example. In fact, we have that k is algebraically closed in K, but K ⊗k k has nonzero
nilpotent elements.
Lazarsfeld has shown that the function volX on line bundles extends uniquely to a
continuous function on N1(X) which is homogeneous of degree 1. The proof in Corollary
2.2.45 [22] extends to the case of an arbitrary field.
In Theorem A of [4] it is proven that volume is continuously differentiable on the
big cone of X, when the ground field k is algebraically closed of characteristic zero. It
is proven by Lazarsfeld and Mustata when the ground field k is algebraically closed of
arbitrary characteristic in Remark 2.4.7 [23]. We establish that the volume is continuously
differentiable when X is a complete variety over an aribtrary field in Theorem 5.6.
In Example 2.7 of the survey [12] by Ein, Lazarsfeld, Mustata, Nakamaye and Popa, it
is shown that volume is not twice differentiable on the big cone of the blow up of P2 at a
k-rational point.
To define the positive intersection product over an arbitrary field we only need the
intersection theory developed in [20]. We consider the directed system I(X) of projective
varieties Y which have a birational morphism to X. On each Y we consider for 0 ≤ p ≤
d = dimX the finite dimensional real vector space Lp(Y ) of p-multilinear forms on N1(Y ).
We give Lp(Y ) the Euclidean topology, and take the inverse limit over I(Y )
Lp(X ) = lim
←
Lp(Y )
and give it the strong topology (the inverse limit topology). Lp(X ) is then a Hausdorff
topological vector space. We define the pseudo effective cone Psef(Lp(Y )) in Lp(Y ) to
be the Zariski closure of the cone generated by the natural image of the p-dimensional
closed subvarieties of Y . When p = 0, we just take L0(Y ) to be the real numbers, and
the pseudoeffective cone to be the nonnegative real numbers. The inverse limit of the
Psef(Lp(Y )) is then a closed convex and strict cone Psef(Lp(X )) in Lp(X ), allowing us to
define a partial order ≥ on Lp(X ). In the case when p = 0, we have that L0(X ) is the real
numbers, and ≥ is just the usual order.
In Section 4. we generalize the definition of the positive intersection product in [4], es-
sentially by defining the positive intersection product of p big classes α1, . . . , αp in L
d−p(X )
as a limit of the intersection products by nef divisors β1, . . . , βp such that βi ≤ αi for all i
(where βi is in some N
1(Y )). This product can be considered as a multilinear form. We
then show in the remainder of Section 4 that the properties of the positive intersection
product which are obtained in [4] hold for our more general construction. Finally, we
show that the proofs of the main theorems Theorem A, Theorem D and Theorem F of [4]
extend with our generalization of the positive intersection product. We make use of the
ingenious manipulation of inequalities from their paper.
In Section 5 we deduce Theorem 5.6, which is proven in Theorem A [4] when k is
algebraically closed of characteristic zero.
In the final section, Section 6, we discuss inequalities for nef line bundles, including
the wonderful formulas of Khovanskii and Teissier. We establish Discant’s inequality over
an arbitrary field k in Theorem 6.9. As an immediate corollary, we obtain the following
theorem, Theorem 6.11, which is an extension of Proposition 3.2 [29] to all dimensions
and to arbitrary nef and big line bundles.
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Theorem 1.1. (Theorem 6.11) Suppose that α, β ∈ N1(X) are nef with (αd) > 0, (βd) > 0
on a complete d-dimensional variety X over a field k. Then
s
1
d−1
d−1 − (s
d
d−1
d−1 − s
1
d−1
0 sd)
1
d
s
1
d−1
0
≤ r(α;β) ≤
sd
sd−1
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s
1
d−1
d
s
1
d−1
1 − (s
1
d−1
1 − s
1
d−1
d s0)
1
d
where si = (α
i · βd−i),
r(α;β) = sup{t | α− tβ is pseudo effective} is the “inradius”
and
R(α;β) = inf{t | tα− β is pseudo effective} is the “outradius”.
As a consequence, we deduce in Theorem 5.6 that equality of the Khovanskii-Teissier
inequalities is equivalent to α and β being proportional in N1(X), extending the result in
Theorem A [4] to arbitrary fields.
2. Preliminaries on intersection theory and associated cones
2.1. Intersection theory on schemes. In this subsection we suppose that X is a d-
dimensional proper scheme over a field k. We begin by recalling some results from
Kleiman’s paper [20], and their extension to arbitrary fields (some of the following is
addressed in [25] and [21]). Given a coherent sheaf F on X whose support has dimension
≤ t, and invertible sheaves L1, . . . ,Lt on X, there is an intersection product
(L1 · . . . · Lt · F)
on X. The Euler characteristic χ(N ) of a coherent sheaf N of OX -modules is defined as
χk(N ) =
∑
i≥0
(−1)i dimkH
i(X,N ).
Let L1, . . . ,Lt be t invertible sheaves on X. Then
χk(F ⊗ L
n1 ⊗ · · · ⊗ Lntt )
is a numerical polynomial (Snapper [27], page 295 [20]). The intersection number
(L1 · . . . · Lt · F)
is defined to be the coefficient of the monomial n1, . . . , nt in χk(F ⊗L
n1 ⊗· · ·⊗Lntt ). This
number depends on the ground field k.
This product is characterized by the nice properties established in Chapter 1, Section
2 [20]. We will write
(L1 · . . . · Ld) = (L1 · . . . · Ld ·X) = (L1 · . . . · Ld · OX).
The following lemma uses the notation of Proposition I.2.4 [20].
Lemma 2.1. Suppose that X is a projective scheme over a field k, H is an ample Cartier
divisor on X and F is a nonzero coherent OX -module. Then there exists s ∈ Z>0 and ∆
in the complete linear system |OX(sH)| such that ∆ ∩Ass(F) = ∅.
Proof. There exists r ∈ Z>0 such that rH is very ample. Thus X = Proj(S) where
S =
⊕
n≥0 Sn is a standard graded, saturated k-algebra with OX(rH)
∼= OX(1). F ∼= M˜
is the sheafification of a finitely generated graded S-module M such that S+ =
⊕
n>0 Sn
is not an associated prime of M . By graded prime avoidance (c.f. Lemma 1.5.10 [5]) there
exists a homogeneous element h ∈ Sn for some n such that h 6∈ P for any prime ideal
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P ∈ Ass(M). If S1 is spanned by x0, . . . , xt as a k-vector space, then the effective Cartier
divisor
∆ = {(Spec(S(xi)),
h
xni
) | 0 ≤ i ≤ t}
is linearly equivalent to nrH and ∆ ∩Ass(F) = ∅. 
The following version of Bertini’s theorem will be useful. The theorem follows from
Theorem 3.4.10 and Corollary 3.4.14 [13].
Theorem 2.2. (Bertini’s Theorem) Suppose that X is a projective variety over an infinite
field k and A is a very ample (integral) divisor on X. Then Bertini’s theorems are valid
for a generic member of |OX(A)|.
There exists a nontrivial Zariski open subset U of a projective space Pnk parametrizing
the complete linear system |OX(A)|, over which the desired Bertini conditions hold. With
the assumption that k is infinite, U contains infinitely many k-rational points (c.f. Theo-
rem 2.19 [19]). The corresponding elements of |OX(A)| are called “generic members” in
[13].
L ∈ Pic(X) is said to be numerically equivalent to zero, written L ≡ 0, if (L·C) = 0 for
all closed integral curves C ⊂ X. The intersection product is defined modulo numerical
equivalence. Let N1(X) be the real vector space (Pic(X)/ ≡)⊗Z R.
The following proposition extends to the case of an arbitrary field a classical theorem.
Proposition 2.3. Suppose that X is a proper scheme over a field k. Then N1(X) is a
finite dimensional real vector space.
Proof. In the case when k is algebraically closed, this is proven in Proposition IV.1.4 [20].
Let k be an algebraic closure of k. Let C ⊂ X ⊗k k be a closed integral curve. Let
{U1, . . . , Un} be an affine cover of X. Then {U1 ⊗k k, . . . , Un ×k k} is an affine cover of
X ×k k. There exists a finite extension field L of k (a field of definition of C) such that
IC |(Ui⊗k k) is defined over L for all i (a set of generators of Γ(Ui×k k,IC) is contained in
Γ(Ui,OX)⊗kL for all i). Let C
′ ⊂ X×kL be this integral curve, so that C = C
′×L k. Let
g : X ×k L→ X be the natural proper morphism, and let γ = g(C
′). Let f : X ×k k → X
be the natural morphism.
Suppose that L is a line bundle on X. We compute (f∗L · C), taking k as the ground
field of X ×k k. By flat base change of cohomology (Proposition III.9.3 [18]),
χL(g
∗Ln ⊗OC′) = χk(f
∗Ln ⊗OC).
Thus
[L : k](f∗L · C) = (g∗L · C ′),
where X ×k L is regarded as a scheme over k. By Proposition I.2.6 [20],
(g∗L · C ′) = [k(C ′) : k(γ)](L · γ),
where k(γ) and k(C ′) are the respective functions fields of γ and C ′. Thus
(1) (f∗L · C) =
[k(C ′) : k(γ)]
[L : k]
(L · γ).
Suppose that γ is a closed integral curve on X. Apply (1) to any of the finitely many
integral curves C such that C ⊂ γ×k k to obtain that for L ∈ Pic(X), f
∗L ≡ 0 on X ×k k
if and only if L ≡ 0 on X. Thus there is a well defined inclusion of real vector spaces
f∗ : N1(X)→ N1(X ×k k),
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so that
dimRN
1(X) ≤ dimRN
1(X ×k k) <∞.

We give N1(X) the Euclidean topology.
2.2. N1(X) on a variety. In this subsection we suppose that X is a d-dimensional com-
plete variety over a field k. Then Pic(X) is isomorphic to the group of Cartier divisors
Div(X) on X. The basic theory of N1(X) (written as N1(X)R) is developed in the first
chapter of [22], in terms of Cartier divisors. We summarize a few of the concepts, which
are valid over an arbitrary base field k. D ∈ N1(X) is Q-Cartier if D is represented in
N1(X) by a sum D =
∑
aiEi with ai ∈ Q and Ei integral divisors. An R-divisor D
is effective if it is represented by a sum D =
∑
aiEi where the Ei are effective integral
divisors and ai ∈ R≥0. It is ample if D =
∑
aiAi with ai ∈ R>0 and Ai ample integral
divisors. It is nef (numerically effective) if (D · C) ≥ 0 for all closed integral curves C on
X.
The ample cone Amp(X) of X is the convex cone in N1(X) of ample R-divisors, and
the nef cone Nef(X) is the convex cone in N1(X) of nef R-divisors. By Section 4 of [20]
and as exposed in Theorem 1.4.23 [22], we have that Nef(X) is closed and Amp(X) is the
interior of Nef(X).
In Chapter 2 of [22], big and pseudoeffective cones are defined. An R-divisor D on X
is big if D =
∑
aiEi where the Ei are big integral divisors and ai ∈ R≥0. The big cone
Big(X) is the convex cone in N1(X) of big R-divisors on X. The pseudoeffective cone
Psef(X) is the closure of the convex cone spanned by the classes of all effective R-divisors.
In Theorem 2.2.26 [22], it is shown that when X is projective, Psef(X) is the closure of
Big(X) and Big(X) is the interior of Psef(X).
Suppose that X is projective. Since Amp(X) is open, if α ∈ Big(X), then α has a
representative
(2) α = H +E
in N1(X) where H is an ample R-divisor and E is an effective Q-divisor.
2.3. partial orders on vector spaces. Let V be a vector space and C ⊂ V be a pointed
(containing the origin) convex cone which is strict (C ∩ (−C) = {0}). Then we have a
partial order on V defined by x ≤ y if y − x ∈ C.
2.4. Volume on a variety. The volume of a line bundle L on a d-dimensional complete
variety over a field k is
vol(L) = volX(L) = lim sup
m→∞
dimk Γ(X,L
m)
md/d!
.
This lim sup is actually a limit (shown in Example 11.4.7 [22] when the ground field k is
algebraically closed of characteristic zero, and in [23] or [28] when k is algebraically closed
of arbitrary characteristic. A proof over an arbitrary field is given in [8]).
Some important properties of volume are that D ≡ D′ implies vol(D) = vol(D′) (Propo-
sition 2.2.41 [22], and that for any positive integer a,
(3) vol(aD) = advol(D).
This identity is proven in Proposition 2.2.30 [22].
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Theorem 2.4. (Lazarsfeld) Suppose that X is a complete variety over a field k. Then the
function volX on line bundles extends uniquely to a continuous function on N
1(X) which
is homogeneous of degree 1.
Proof. This is proven in Corollary 2.2.45 [22] when X is projective and k is algebraically
closed of characteristic zero. The proof extends without difficulty to the more general
situation of this theorem, as we now indicate.
We first establish the theorem in the case when X is projective over an infinite field
k. The proof of Corollary 2.2.45 in [22] extends to this case, after we make a couple of
observations. First, Lemma 2.2.37 [22] is valid when k is an infinite field, since the k-
rational points are then dense in a Pnk parameterizing a linear system of divisors. Second,
by Theorem 2.2, we can find the very general hyperplane sections required for the proof
of Corollary 2.2.45 [22].
Now suppose that X is projective over a finite field k. Let k′ = k(t) be a rational
function field over k, and X ′ = X ×k k
′ with natural morphism f : X ′ → X. X ′ is
a k′-variety. By the proof of Proposition 2.3, and by flat base change of cohomology
(Proposition III.9.3 [18]), we have a commutative diagram
R
volX ր ↑ volX′
N1(X)
f∗
→ N1(X ′).
Thus volX is continuous since f
∗ and volX′ are.
The general case, when X is complete over a field now follows from taking a Chow
cover. 
3. More vector spaces and cones associated to a variety
In this section we suppose that X is a complete d-dimensional variety over a field k.
3.1. Finite dimensional vector spaces and cones associated to a variety. For
0 < p ≤ d, we define Mp(X) to be the direct product of N1(X) p times, and we define
M0(X) = R. For 1 < p ≤ d, we define Lp(X) to be the vector space of p-multilinear forms
from Mp(X) to R, and define L0(X) = R.
The intersection product gives us p-multilinear maps
(4) Mp(X)→ Ld−p(X),
for 0 ≤ p ≤ d. In the special case when p = 0, the map is just the linear map taking 1 to
the map
(L1, . . . ,Ld) 7→ (L1 · . . . · Ld) = (L1 · . . . · Ld ·X).
We will denote the image of (L1, . . . ,Lp) by L1 · . . . · Lp. We will sometimes write
L1 · . . . · Lp(βp+1, . . . , βd) = (L1 · . . . · Lp · βp+1 · . . . · βd).
We give all of the above vector spaces the Euclidean topology, so that all of the mappings
considered above are continuous.
Let | ∗ | be a norm on M1(X) giving the Euclidean topology. The Euclidean topology
on Lp(X) is given by the norm ||A||, which is defined on a multilinear form A ∈ Lp(X) to
be the greatest lower bound of all real numbers c such that
|A(x1, . . . , xp)| ≤ c|x1| · · · |xp|
for x1, . . . , xp ∈M
1(X).
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Suppose that V is a closed p-dimensional subvariety of X with 1 ≤ p ≤ d. Define
σV ∈ L
p(X) by
σV (L1, . . . ,Lp) = (L1 · . . . · Lp · V )
for L1, . . . ,Lp ∈ Pic(X). The pseudoeffective cone Psef(L
p(X)) in Lp(X) is the closure
of the cone generated by the σV in L
p(X). Psef(L0(X)) is defined to be the nonnegative
real numbers.
Lemma 3.1. Suppose that X is a projective variety over a field k and 1 ≤ p ≤ d.
1) Suppose that α ∈ Psef(Lp(X)) and L1, . . . ,Lp ∈M
1(X) are nef. Then
α(L1, . . . ,Lp) ≥ 0.
2) Psef(Lp(X)) is a strict cone.
Proof. First suppose that α =
∑
aiσVi with ai ∈ R≥0 and Vi closed p-dimension sub-
varieties of X. Then if L1, . . . ,Lp are nef, we have that α(L1, . . . ,Lp) ≥ 0 (since the
nef cone is the closure of the ample cone). Now suppose that α is an arbitrary element
of Psef(Lp(X)). Then α is the limit of a sequence αj =
∑
i a
j
iσVi with a
j
i ∈ R≥0 and Vi
closed p-dimensional subvarieties ofX. Suppose that L1, . . . ,Lp are nef. We will show that
α(L1, . . . ,Lp) ≥ 0. Suppose otherwise; then z := α(L1, . . . ,Lp) < 0. Let ε =
|z|
|L1|···|Lp|
.
There exists αj such that ||α− αj || < ε (where || ∗ || is the norm defined above). Thus
|α(L1, . . . ,Lp)− αj(L1, . . . ,Lp)| < ε|L1| · · · |Lp| = |z|,
a contradiction since αj(L1, . . . ,Lp) ≥ 0.
In particular, if α ∈ Psef(Lp(X))∩ (−Psef(Lp(X))), then α vanishes on the open subset
Amp(X)p of Mp(X). Since Amp(X) contains a basis of M1(X) and α is multilinear we
have that α = 0.

Since Psef(Lp(X)) is a strict cone, we have by Section 2.3 an equivalence relation on
Psef(Lp(X)), defined by
α ≥ 0 if α ∈ Psef(Lp(X)).
L0(X) = R and Psef(L0(X)) is the set of nonnegative real numbers, so ≥ is the usual
order on R.
Lemma 3.2. Suppose that X is a projective variety over a field k and β ∈ Psef(Lp(X)).
Then the set
{α ∈ Psef(Lp(X)) | 0 ≤ α ≤ β}
is compact.
Proof. This set is equal to the closed set
Psef(Lp(X)) ∩ (β − Psef(Lp(X))).
Since Psef(Lp(X)) is strict, there exists an open set of linear hyperplanes which intersect
Psef(Lp(X)) only at the origin. The choice of a linearly independent set of such hyper-
planes and their translations by β realizes a bounded set containing {α ∈ Psef(Lp(X)) |
0 ≤ α ≤ β}. 
Suppose that Y is a complete variety over k and f : Y → X is a birational morphism.
Then the natural homomorphism f∗ : Pic(X) → Pic(Y ) induces continuous linear maps
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f∗ : N1(X) → N1(Y ) and f∗ : L
p(Y ) → Lp(X). By Proposition I.2.6 [20], for 1 ≤ t ≤ d,
we have that
(5) f∗(L1) · . . . · f
∗(Lt) = L1 · . . . · Lt
for L1, . . . ,Lt ∈ Pic(X). Thus for 0 ≤ p ≤ d we have commutative diagrams of linear
maps
(6)
Mp(Y ) → Ld−p(Y )
f∗ ↑ f∗ ↓
Mp(X) → Ld−p(X),
where the horizontal maps are those of (4).
For α ∈ N1(X), we have that
(7) f∗(α) ∈ Nef(Y ) if and only if α ∈ Nef(X).
(8) f∗(α) ∈ Big(Y ) if and only if α ∈ Big(X).
(9) f∗(α) ∈ Psef(Y ) if α ∈ Psef(X).
Lemma 3.3. Suppose that Y is a complete variety over k and f : Y → X is a birational
morphism. Then f∗(Psef(L
p(Y ))) ⊂ Psef(Lp(X)).
Proof. Suppose that V is a p-dimensional closed subvariety of Y . Let W = f(V ). Then
f∗(σV ) = deg(f |V )σW if dimW = p and is zero otherwise, by Proposition I.2.6 [20]. Since
f∗ is continuous and Psef(L
p(X)) is closed, we have that
f∗(Psef(L
p(Y )) ⊂ Psef(Lp(X)).

3.2. Infinite dimensional topological spaces associated to a variety. Let I(X) =
{Yi} be the set of projective varieties whose function field is k(X) and such that the
birational map Yi 99K X is a morphism. This makes I(X) a directed set. {M
p(Yi)} is
a directed system of real vector spaces, where we have a linear mapping f∗ij : M
p(Yi) →
Mp(Yj) if the birational map fij : Yj → Yi is a morphism. We define
Mp(X ) = lim
→
Mp(Yi)
with the strong topology (the direct limit topology, c.f. Appendix 1. Section 1 [10]).
Mp(X ) is a real vector space. As a vector space, Mp(X ) is isomorphic to the p-fold
product M1(X )p.
We define α ∈M1(X ) to be Q-Cartier (respectively nef, big, effective, pseudoeffective)
if there exists a representative of α in M1(Y ) which has this property for some Y ∈ I(X).
We define subsets Nefp(X ), Bigp(X ) and Psefp(X ) to be the respective subsets of Mp(X )
of nef, big and pseudoeffective divisors. There are all convex cones in the vector space
Mp(X ).
By (7), (8) and (9), {Nef(Y )p}, {Big(Y )p} and {Psef(Y )p} also form directed systems.
As sets, we have that
Nefp(X ) = lim
→
(Nef(Y )p), Bigp(X ) = lim
→
(Big(Y )p), Psefp(X ) = lim
→
(Psef(Y )p).
We give all of these sets their respective strong topologies.
Let ρY : M
p(Y ) → Mp(X ) be the induced continuous linear maps for Y ∈ I(X). We
will also denote the induced continuous maps Nef(Y )p → Nefp(X ), Big(Y )p → Bigp(X )
and Psef(Y )p → Psefp(X ) by ρY .
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{Lp(Yi)} is an inverse system of topological vector spaces, where we have a linear map
(fij)∗ : L
p(Yj)→ L
p(Yi) if the birational map fij : Yj → Yi is a morphism. We define
Lp(X ) = lim
←
Lp(Yi),
with the weak topology (the inverse limit topology).
In general, good topological properties on a directed system do not extend to the direct
limit (c.f. Section 1 of Appendix 2 [10], especially the remark before 1.8). However, good
topological properties on an inverse system do extend (c.f. Section 2 of Appendix 2 [10]).
In particular, we have the following proposition.
Proposition 3.4. Lp(X ) is a Hausdorff real topological vector space. Lp(X ) is a real
vector space which is isomorphic (as a vector space) to the p-multilinear forms on M1(X ).
Let piY : L
p(X )→Mp(Y ) be the induced continuous linear maps for Y ∈ I(X).
We will make repeated use of the following, which follow from the universal properties
of the inverse limit and the direct limit (c.f. Theorems 2.5 and 1.5 [10]).
Lemma 3.5. Suppose that F is one of Mp, Nefp, Bigp or Psefp. Then giving a continuous
mapping
Φ : F(X )→ Ld−p(X )
is equivalent to giving continuous maps ϕY : F(Y ) → L
d−p(Y ) for all Y ∈ I(X), such
that the diagram
F(Z)
ϕZ→ Ld−p(Z)
f∗ ↑ ↓ f∗
F(Y )
ϕY→ Ld−p(Y )
commutes, whenever f : Z → Y is in I(Y ).
In the case when F =Mp, if the ϕY are all multilinear, then Φ is also multilinear (via
the vector space isomorphism of Mp(X ) with p-fold product M1(X )p).
As an application, we have the following useful property.
Lemma 3.6. The intersection product gives us a continuous map
F(X )→ Ld−p(X )
whenever F is one of Mp, Nefp, Bigp or Psefp. The map is multilinear on Mp(X ).
We will denote the image of (α1, . . . , αp) by α1 · . . . · αp. For βp+1, . . . , βd ∈M
1(X ), we
will often write
α1 · . . . · αp(βp+1, . . . , βd) = (α1 · . . . · αp · βp+1 · . . . · βd).
3.3. Pseudoeffective classes in Lp(X ). We define a class α ∈ Lp(X ) to be pseudoeffec-
tive if piY (α) ∈ L
p(Y ) is pseudoeffective for all Y ∈ I(X).
Lemma 3.7. The set of pseudoeffective classes Psef(Lp(X )) in Lp(X ) is a strict closed
convex cone in Lp(X ).
Proof. The fact that Psef(Lp(X )) is a closed convex cone follows from the fact that
Psef(Lp(X )) = ∩Y ∈I(X)pi
−1
Y (Psef(L
p(Y )))
is an intersection of closed convex cones. To verify strictness, we must check that if α and
−α ∈ Psef(Lp(X )), then α = 0. Suppose this is not the case. Then there exists a nonzero
α such that α,−α ∈ Psef(Lp(X )). Then piY (α), −piY (α) ∈ Psef(L
p(Y )) for all Y ∈ I(X)
so that piY (α) = 0 for all Y by Lemma (3.1), and thus α = 0. 
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By Lemma 3.7 (c.f. Section 2.3), we can define a partial order ≥ 0 on Lp(X ) by α ≥ 0
if α ∈ Psef(Lp(X )).
L0(X ) = R and Psef(L0(X )) is the set of nonnegative real numbers (by the remark
before Lemma 3.2), so ≥ is the usual order on R.
Lemma 3.8. Suppose that L1, . . . ,Lp ∈ Nef(X ) and α ∈ Psef(L
p(X )). Then
α(L1, . . . ,Lp) ≥ 0.
Proof. Suppose that Y ∈ I(X) is such that L1, . . . ,Lp are represented by classes inM
1(Y ).
Then
α(L1, . . . ,Lp) = piY (α)(L1, . . . ,Lp) ≥ 0
by Lemma 3.1, since piY (α) ∈ Psef(L
p(Y )). 
Lemma 3.9. Suppose that V ⊂ Y is a p-dimensional closed subvariety of Y . Then there
exists α ∈ Psef(Lp(X )) such that piY (α) = σV .
Proof. By the existence theorem, Theorem 37 of Section 16, Chapter VI, page 106 [31],
there exists a rank 1 p-dimensional valuation ν of k(X) whose center on X is V . For
Z ∈ I(X), let VZ be the center of ν on Z. Define α ∈ L
p(X ) by
piZ(α) =
[k(VW ) : k(VZ)]
[k(VW ) : k(V )]
σVZ
if dimVZ = p and there exists a diagram in I(X)
W
ւ ց
Y Z.
Define piZ(α) = 0 if dimVZ < p. 
Lemma 3.10. Suppose that α ∈ Psef(Lp(X )). Then the set
{β ∈ Lp(X )|0 ≤ β ≤ α}
is compact.
Proof. Let K = {β ∈ Lp(X )|0 ≤ β ≤ α} and KY = {β ∈ L
p(Y )|0 ≤ β ≤ piY (α)} for
Y ∈ I(X). The statement that β ∈ K is equivalent to the statement that β and α−β are
in Psef(Lp(X )), which is equivalent to the statement that piY (β) and piY (α)−piY (β) are in
Psef(Lp(Y )) for all Y ∈ I(X), which is the statement that piY (β) ∈ KY for all Y ∈ I(X).
Thus K = ∩Y pi
−1
Y (KY ). The KY form an inverse system and lim←KY is homeomorphic
to the subspace ∩Y pi
−1
Y (KY ) of L
p(X ) (c.f. 2.8, Appendix 2 [10]). Since the KY are all
compact by Lemma 3.2, lim←KY is compact (c.f. 2.4, Appendix 2 [10]). 
Lemma 3.11. Suppose that αi ∈M
1(X ) for 1 ≤ i ≤ p, with α1 psef and αi nef for i ≥ 2.
Then α1 · . . . · αp ∈ L
d−p(X ) is psef.
Proof. There exists Y ∈ I(X) such that α1, . . . , αp are represented on Y by classes
N1, . . . ,Np ∈M
1(Y ), with N1 psef and Ni nef for i ≥ 2. We will show that N1 · . . . · Np ∈
Ld−p(Y ) is psef. Let H be very ample on Y . We will show that
(N1 + tH) · (N2 + tH) · . . . · (Np + tH)
is psef for all t > 0. By continuity of the intersection product, and the fact that
Psef(Ld−p(Y )) is closed in M1(Y ), we will conclude that N1 · . . . · Np is psef.
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For 2 ≤ j ≤ p, and since the closure of Amp(Y ) is Nef(Y ), we have expressions
Ni + tH ≡
∑
aijHij
with Hij integral ample divisors on Y and aij ∈ R≥0. Since the closure of Big(Y ) is
Psef(Y ), we have an expression
N1 + tH ≡
∑
bjDj
with Dj integral divisors on Y and bj ∈ R≥0. By multilinearity of the intersection product,
it suffices to show that each
H2 · . . . ·Hp ·D
is psef, where Hi is any of the Hij and D is any of the Dj . Suppose that L1, . . . ,Ld−p ∈
M1(Y ). Using Propositions I.2.4 and I.2.5 of [20] and Lemma 2.1, we compute
(10)
(L1 · . . . · Ld−p · OY (H2) · . . . · OY (Hp) · OY (D))
= (L1 · . . . · Ld−p · OY (H2) · . . . · OY (Hp) ·D)
= (L1 ⊗OD · . . . · Ld−p ⊗OD · OY (H1)⊗OD · . . . · OY (Hp)⊗OD)
= 1
sp
(L1 ⊗OD · . . . · Ld−p ⊗OD · OY (H2)⊗OD · . . . · OY (Hp−1)⊗OD ·∆p)
where sp ∈ Z>0 and ∆p ∈ |OY (spHp)⊗OD| is such that ∆p ∩Ass(OD) = ∅,
= 1
sp
(L1 ⊗O∆p · . . . · Ld−p ⊗O∆p · OY (H2)⊗O∆p · . . . · OY (Hp−1)⊗O∆p).
Iterating, we obtain a p-cycle W =
∑
aiVi on Y , with Vi closed p-dimensional subvarieties
and ai positive rational numbers such that
(L1 · . . . · Ld−p · OY (H2) · . . . · OY (Hp) · OY (D)) =
∑
aiσVi(L1, . . . ,Lp)
for all L1, . . . ,Lp ∈M
1(Y ). We thus have that piY (α1 · . . . · αp) ∈ Psef(L
p(Y )).
If f : Z → Y ∈ I(X), then α1 is represented in M
1(Z) by the psef class f∗(N1) and
α2, . . . , αp are represented by the nef classes f
∗(N2), . . . , f
∗(Np). Thus the above argument
shows that piZ(α1 · . . . · αp) ∈ Psef(L
p(Z)). Since I(X) is directed, and by Lemma 3.3,
we have that piZ(α1 · . . . · αp) ∈ Psef(L
p(Z)) for all Z ∈ I(X). Thus α1 · . . . · αp ∈
Psef(Lp(X )). 
Proposition 3.12. Suppose that αi and α
′
i for 1 ≤ i ≤ p are nef classes in M
1(X ), and
that αi ≥ α
′
i for i = 1, . . . , p. Then
α1 · . . . · αp ≥ α
′
1 · . . . · α
′
p
in Ld−p(X ).
Proof. From symmetry of the intersection product, and the assumption that αi − α
′
i ≥ 0
for all i, we obtain from Lemma 3.11 that
α1 · . . . · αi−1 · (αi − α
′
i) · α
′
i+1 · . . . · α
′
p ≥ 0
for 1 ≤ i ≤ p. The proposition now follows from the multilinearity of the intersection
product. 
Corollary 3.13. Suppose that α1, . . . , αd ∈M
1(X ) are such that for some p with 0 ≤ p ≤
d αi is nef for i ≤ p, and ω is a nef class in M
1(X ) such that ω±αi is nef for each i > p.
Then
|(α1 · . . . · αd)| ≤ C(α1 · . . . · αp · ω
d−p)
for some constant C depending only on (ωd).
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Proof. Let βi = αi + ω for p < i ≤ d. Expand
(α1 · . . . · αp · αp+1 · . . . · αd) = (α1 · . . . · αp · (βp+1 − ω) · . . . · (βd − ω))
using multilinearity, to get an expression with terms
(α1 · . . . · αp · βj1 · . . . · βjr · ω
d−p−r).
By our assumption, 0 ≤ βi ≤ 2ω are nef for p < i ≤ d. The bounds thus follow from
Proposition 3.12. 
4. The positive intersection product
We continue to assume that X is a complete d-dimensional variety over a field k.
A partially ordered set is directed if any two elements can be dominated by a third. A
partially ordered set is filtered if any two elements dominate a third.
Lemma 4.1. Let V be a Hausdorff topological vector space and K a strict closed convex
cone in V with associated partial order relation ≤. Then any nonempty subset S of V
which is directed with respect to ≤ and is contained in a compact subset of V has a least
upper bound with respect to ≤ in V .
Proof. The set S is a net in V under the partial order ≤. There exists an accumulation
point of the net S in V since S is contained in a compact subset of V (c.f. Exercise 10,
page 188 [26]). Let γ be an accumulation point. We will show that γ is an upper bound
of S. Suppose not. Then there exists δ ∈ S such that δ 6≤ γ. Thus γ 6∈ δ +K. δ +K is
closed in V since it is a translate of a closed set. Thus there exists an open neighborhood
U of γ in V such that U ∩ (δ + K) = ∅. Since γ is an accumulation point, there exists
ε ∈ S such that δ ≤ ε and ε ∈ U . But ε ∈ U ∩ (δ +K) = ∅, a contradiction.
Suppose that y ∈ V is an upper bound of S. Then we have that S ⊂ y −K. Suppose
that γ 6≤ y. Then γ 6∈ y − K so there exists an open neighborhood U of γ in V such
that U ∩ (y − K) = ∅. There exists ε ∈ S such that ε ∈ U . ε ≤ y imples ε ∈ y − K so
U ∩ (y−K) 6= ∅, a contradiction. Thus γ ≤ y and γ is the (necessarily unique) least upper
bound of S. In particular, the net S converges to γ. 
Lemma 4.2. Let α ∈M1(X ) be big. Then the set D(α) of effective Q-divisors in M1(X )
such that α−D is nef is nonempty and filtered.
Proof. Let Y ∈ I(X) be such that α is represented in M1(Y ) by a big divisor. Then there
exists an effective Q-Cartier divisor D in M1(Y ) such that α −D is ample by (2). Thus
D(α) is nonempty.
Let D1, D2 be two Q-Cartier divisors in M
1(X ) such that α − D1 and α − D2 are
nef. Let Y ∈ I(X) be such that both D1 and D2 are represented there. There exists
a positive integer m such that mD1 and mD2 are integral Cartier divisors on Y . Let
I = OY (−mD1) + OY (−mD2), an ideal sheaf on Y . Let Z be the blow up of the ideal
sheaf I, with natural morphism f : Z → Y . IOZ is a locally principle ideal sheaf,
so it determines an (integral) effective divisor D with IOZ = OZ(−D). We have that
OZ(−f
∗(mDi)) ⊂ OZ(−D) for i = 1, 2 so that D
′ := 1
m
D ≤ f∗(Di) for i = 1, 2. We must
show that α−D′ is nef. Let H1, . . . ,Hr be ample divisors on Y whose classes spanM
1(Y )
as a real vector space. Given ε > 0, there exist real numbers ai with 0 ≤ ai < ε for all i,
such that α+a1H1+ · · ·+arHr is a Q-divisor and (α+a1H1+ · · ·+arHr)−Di are ample
on Y for i = 1, 2. There exists a positive integer n which is divisible by m, and such that
n(α+ a1H1 + · · ·+ arHr −Di) are very ample integral divisors (so they are generated by
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global sections). Let L = n(α+ a1H1 + · · ·+ arHr), an integral divisor on Y . We have a
surjection
(OX(−nD1)⊗ L)
⊕
(OX (−nD1)⊗ L)→ I
n
m ⊗ L.
Thus I
n
m ⊗ L is generated by global sections, so
(I
n
mOZ)⊗ L ∼= OZ(n(α+ a1f
∗(H1) + · · ·+ · · ·+ arf
∗(Hr)−D
′))
is generated by global sections. Thus
α+ a1f
∗(H1) + · · ·+ arf
∗(Hr)−D
′
is nef. Since nefness is a closed condition, we have that α−D′ is nef. 
Proposition 4.3. Suppose that α1, . . . , αp ∈M
1(X ) are big. Let
S =
{
(α1 −D1) · . . . · (αp −Dp) ∈ L
d−p(X ) such that D1, . . . ,Dp ∈M
1(X )
are effective Q-Cartier divisors and αi −Di are nef for 1 ≤ i ≤ p.
}
Then
1) S is nonempty
2) S is a directed set with respect to the partial order ≤ on Ld−p(X )
3) S has a (unique) least upper bound with respect to ≤ in Ld−p(X ).
Proof. S is nonempty and directed by Lemma 4.2 and Proposition 3.12. Let Y ∈ I(X)
be such that α1, . . . , αp are represented by elements of M
1(Y ) and let ω ∈ M1(Y ) be an
ample class such that αi ≤ ω for all i. Then by Proposition 3.12, S is a subset of
{x ∈ Ld−p(X ) | 0 ≤ x ≤ ωp}
which is compact by Lemma 3.10. The proposition now follows from Lemma 4.1. 
The following definition is well defined by virtue of Proposition 4.3.
Definition 4.4. Let α1, . . . , αp ∈M
1(X ) be big. Their positive intersection product
< α1 · . . . · αp >∈ L
d−p(X )
is defined as the least upper bound of the set of classes
(α1 −D1) · . . . · (αp −Dp) ∈ L
d−p(X )
where Di ∈M
1(X ) are effective Q-Cartier classes such that αi −Di is nef.
Lemma 4.5. Suppose that α1, . . . , αp, β1, . . . , βp ∈M
1(X ) are big, with 0 ≤ p ≤ d. Then
< α1 · . . . · αp >≤< (α1 + β1) + · . . . · (αp + βp) > .
Proof. Let S be the set of Proposition 4.3 defining < α1 · . . . · αp > and let T be the set
defining
< (α1 + β1) · . . . · (αp + βp) > .
Suppose that
σ = (α1 −D1) · . . . · (αp −Dp) ∈ S.
Let Y ∈ I(X) be such that α1, . . . , αp,D1, . . . ,Dp, β1, . . . , βp are represented in M
1(Y ).
For 1 ≤ i ≤ p we have βi = Hi +Ei where Hi is an ample R-divisor and Ei is an effective
Q-divisor (by (2)). Thus
τ = ((α1 + β1)− (D1 + E1)) · . . . · ((αp + βp)− (Dp + Ep)) ∈ T
and σ ≤ τ by Proposition 3.12. Thus < (α1 + β1) · . . . · (αp + βp) > is an upper bound for
S. 
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Lemma 4.6. Suppose that α1, . . . , αp ∈ M
1(X ) are big. Suppose that Y ∈ I(X), | ∗ | is
a norm on M1(Y ) giving the Euclidean topology, and ε is a positive real number. Then
there exist β1, . . . , βp ∈M
1(X ) which are nef and satisfy βi ≤ αi for all i such that
|(< α1 · . . . · αp > −β1 · . . . · βp)(L1, . . . ,Ld−p)| < ε|L1| · · · |Ld−p|
for all L1, . . . ,Ld−p ∈M
1(Y ).
Proof. < α1 · . . . · αp > is the limit point in L
d−p(X ) of the net
S = {β1 · . . . · βp ∈ L
d−p(X ) | each βi is nef and Di = αi − βi is Q-Cartier}.
There exists an open neighborhood U of piY (< α1 · . . . · αp >) in L
d−p(Y ) such that
||A− piY (< α1 · . . . · αp >)|| < ε for A ∈ U
where ||∗|| is the norm on Ld−p(Y ) defined before Lemma 3.1. Thus there exists an element
β1 · . . . · βp ∈ S ∩ pi
−1
Y (U) since < α1 · . . . · αp > is the limit point of S, so piY (β1 · . . . · βp)
has the desired property. 
Proposition 4.7. The map Bigp(X )→ Ld−p(X ) defined by
(α1, . . . , αp) 7→< α1 · . . . · αp >
is continuous.
Proof. Since the topologies on Bigp(X ) and Ld−p(X ) are respectively the strong and weak
topologies, it suffices to show that for each Y ∈ I(X), the map
Big(Y )p
ρY→ Bigp(X )→ Ld−p(X )
piY→ Ld−p(Y )
is continuous. Let | | be a norm on M1(Y ) and || || be the norm on Ld−p(Y ) defined
before Lemma 3.1 giving the Euclidean topologies.
Let Li ∈ Big(Y ) for 1 ≤ i ≤ p, and suppose that ε is a positive real number. Let
Ω = {z ∈ Ld−p(Y )|0 ≤ z ≤< L1 · . . . · Lp >}.
Ω is compact by Lemma 3.2. Let
u = max{||z|| | z ∈ Ω}.
Choose a rational number λ with 0 < λ < 1 so that
((1 + λ)p − (1− λ)p)u <
ε
2
and
(1− (1− λ)p)|| < L1 · . . . · Lp > || <
ε
2
.
Since λLi ∈ Big(Y ), there exists δ > 0 such that if γi ∈ M
1(Y ) and |γi| < δ, then
λLi ± γi ∈ Big(Y ) for all i. Hence
(1− λ)Li ≤ Li + γi ≤ (1 + λ)Li,
and thus by Lemma 4.5 and Definition 4.4,
(1− λ)p < L1 · . . . · Lp >≤< (L1 + γ1) · . . . · (Lp + γp) >≤ (1 + λ)
p < L1 · . . . · Lp >
and
((1 − λ)p − 1) < L1 · . . . · Lp > ≤ < (L1 + γ1) · . . . · (Lp + γp) > − < L1 · . . . · Lp >
≤ ((1 + λ)p − 1) < L1 · . . . · Lp > .
Let
v =< (L1 + γ1) · . . . · (Lp + γp) > − < L1 · . . . · Lp > .
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v ∈ ((1 − λ)p − 1) < L1 · . . . · Lp > +(([(1 + λ)
p − 1] + [1− (1− λ)p])Ω
implies ||v|| < ε by the triangle inequality.

Definition 4.8. Suppose that α1, . . . , αp ∈ Psef(X ). Then their positive intersection
product
< α1 · . . . · αp >∈ L
d−p(X )
is defined as the limit
lim
ε→0+
< (α1 + εω) · . . . · (αp + εω) >
where ω ∈M1(X ) is any big class.
Lemma 4.9. Definition 4.8 is well defined.
Proof. Suppose that ω ∈M1(X ) is big. The set
Sω = {− < (α1 + tω) · . . . · (αp + tω) >| 0 < t ≤ 1}
is a directed set under ≤ by Lemma 4.5, and it is contained in the compact set
−{x ∈ Ld−p(X ) | 0 ≤ x ≤< (α1 + ω) · . . . · (αp + ω) >,
so it has a least upper bound y in Ld−p(X ) by Lemma 4.1. Setting z = −y, we have
z = lim
ε→0+
< (α1 + εω) · . . . · (αp + εω) >
is well defined.
We have equality of sets
E = {x ∈ Ld−p(X ) | 0 ≤ x ≤ z} = ∩0<ε≤1Cε
where
Cε = {x ∈ L
d−p(X ) | 0 ≤ x ≤< (α1 + εω) · . . . · (αp + εω) >}.
In fact, E ⊂ ∩0<ε≤1Cε since −z is a least upper bound for Sω, and λ ∈ ∩0<ε≤1Cε implies
−λ is an upper bound for Sω, so −z ≤ −λ and thus λ ≤ z.
Suppose that ω′ ∈M1(X ) is another big class. Let
z′ = lim
ε→0+
< (α1 + εω
′) · . . . · (αp + εω
′) > .
Suppose that z 6= z′. We will derive a contradiction. Then we either have that z 6≤ z′
or z′ 6≤ z. Without loss of generality, we may assume that z′ 6≤ z. Thus there exists a
positive real number ε such that z′ 6∈ Cε. Cε is closed in L
d−p(X ) since Cε is compact
and Ld−p(X ) is Hausdorff. Let U be an open neighborhood of z′ in Ld−p(X ). If δ > 0 is
sufficiently small, then εω − δω′ is big (by (2)) and there exists such a δ with
< (α1 + δω
′) · . . . · (αp + δω
′) >∈ U.
< (α1 + δω
′) · . . . · (αp + δω
′) >≤< (α1 + εω) · . . . · (αp + εω) >
by Lemma 4.5. Thus U ∩Cε 6= ∅. Since this is true for all open neighborhoods U of z
′, z′
is in the closed set Cε, giving a contradiction. Thus z = z
′. 
Remark 4.10. In Example 3.8 [4], it is shown that the positive intersection product is not
continuous up to the boundary of the psef cone in general, even on a nonsingular surface.
Proposition 4.11. If α1, . . . , αp ∈M
1(X ) are nef, then
< α1 · . . . · αp >= α1 · . . . · αp.
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Proof. When the αi are nef and big we can take Di = 0 in Definition 4.4, from which the
statement follows. The general case follows from the big case, continuity of the (usual)
intersection product (Lemma 3.6), and Definition 4.8 by taking ω to be nef and big. 
Proposition 4.12. Suppose that α1, . . . , αp ∈ Big(X ). Then < α1 · . . . · αp > is the least
upper bound of all intersection products β1 · . . . · βp in L
d−p(X ) with βi a nef class such
that βi ≤ αi. In particular, < α
p > is the least upper bound of (βp) such that β is nef and
β ≤ α.
Proof. Let S be the directed set of Proposition 4.3 and let T be the set
T = {β1 · . . . · βp | βi ∈M
1(X ) are nef and βi ≤ αi for 1 ≤ i ≤ p}.
Suppose that β1, . . . , βp ∈ M
1(X ) are nef with βi ≤ αi. Let Y ∈ I(X) be such that
α1, . . . , αp, β1, . . . , βp are represented on Y . Let H1, . . . ,Hs be ample, integral divisors on
Y which generate M1(Y ) as an R-vector space. Given a real number δ > 0, there exists
0 < εij < δ such that
Di := αi − βi + ε
i
1H1 + · · · + ε
i
sHs
is represented inM1(Y ) by an effective and big Q-divisor. (αi+ε
i
1H1+· · ·+ε
i
sHs)−Di = βi
is nef, so that
β1 · . . . · βp ≤< (α1 + ε
1
1H1 + · · ·+ ε
1
sHs) · . . . · (αp + ε
p
1H1 + · · ·+ ε
p
sHs) >
by Definition 4.4. We have a continuous map
Λ : Rps → (M1(Y ))p
defined by
Λ(ε11, . . . , ε
1
s, . . . , ε
p
1, . . . , ε
p
s) = (α1 + ε
1
1H1 + · · ·+ ε
1
sHs, . . . , αp + ε
p
1H1 + · · · + ε
p
sHs).
U = Λ−1(Big(Y )p) is an open subset of Rps containing the origin. composing with the
continuous map Big(Y )p → Ld−p(Y ) defined by (z1, . . . , zp) 7→ piY (< z1 · . . . · zp >), we
obtain a continuous map U → Ld−p(Y ). Thus
lim
ε
j
i→0
piY (< ((α1+ε
1
1H1+ · · ·+ε
1
sHs) · . . . ·(αp+ε
p
1H1+ · · ·+ε
p
sHs) >) = piY (< α1 · . . . ·αp >).
Since
piY (< ((α1 + ε
1
1H1 + · · ·+ ε
1
sHs) · . . . · (αp + ε
p
1H1 + · · ·+ ε
p
sHs) >)− piY (β1 · . . . · βp)
is in the closed subset Psef(Ld−p(Y )) for all εji > 0, we have that
piY (β1 · . . . · βp) ≤ piY (< α1 · . . . · αp >).
Thus β1 ·. . .·βp ≤< α1 ·. . .·αp >. We have S ⊂ T and the least upper bound < α1 ·. . .·αp >
of S is an upper bound of T . Thus < α1 · . . . · αp > is the least upper bound of T . 
Lemma 4.13. For α1, . . . , αp ∈ Psef(X ), the positive intersection product
(α1, . . . , αp) 7→< α1 · . . . · αp >∈ L
d−p(X )
is symmetric, homogeneous of degree 1 and super-additive in each variable.
Proof. First suppose that α1, . . . , αp ∈ Big(X ). The only part that does not follow directly
from the definition of the positive intersection product is the statement on homogeneity
for irrational scalars. By symmetry, it suffices to prove homogeneity in the first variable.
Suppose that α1, . . . , αp ∈ Big(X ). The map ϕ : R>0 → L
d−p(X ) given by
λ 7→< λα1 · α2 · . . . · αp >
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is continuous by Proposition 4.7; in fact it has a natural factorization by continuous maps
R>0 → Big(Y )
p ρY→ Bigp(X )→ Ld−p(X )
if α1, . . . , αp are represented in Big(Y ). Since L
d−p(X ) is a topological vector space, the
map ψ : R>0 → L
d−p(X ) defined by λ 7→ λ < α1 · . . . · αp > is continuous. Since ϕ and ψ
agree on the positive rational numbers, and Ld−p(X ) is Hausdorff, we have that ϕ = ψ.
Symmetry on Psef(X ) follows from the big case and Definition 4.8. It suffices to establish
super additivity in the first variable. Suppose that α1, α
′
1, α2, . . . αp ∈ Psef(X ). There
exists Y ∈ I(X) such that α1, α
′
1, α2, . . . αp are represented in Psef(Y ). Let ω be an ample
divisor on Y . Define
ϕ : R>0 → L
d−p(X )
by
ϕ(t) = < (α1 + tω) + (α
′
1 + tω) · (α2 + tω) · . . . · (αp + tω) >
− < (α1 + tω) · (α2 + tω) · . . . · (αp + tω) >
− < (α′1 + tω) · (α2 + tω) · . . . · (αp + tω) > .
ϕ is continuous by Proposition 4.7, and ϕ(R>0) is contained in the closed set K of pseu-
doeffective classes. Taking the limit as t→ 0+, we have by Definition 4.8 that
< (α1 + α
′
1) · . . . · αp > − < α1 · α2 · . . . · αp > − < α1. · α2 · . . . · αp >∈ K.

5. Volume
In this section we continue to assume that X is a complete d-dimensional variety over
a field k.
Theorem 5.1. (Fujita Approximation) Suppose that D is a big Cartier divisor on a
complete variety X of dimension d over a field k, and ε > 0 is given. Then there exists a
projective variety Y with a birational morphism f : Y → X, a nef and big Q-divisor N on
Y , and an effective Q-divisor E on Y such that there exists n ∈ Z>0 so that nD, nN and
nE are Cartier divisors with f∗(nD) ∼ nN+nE, where ∼ denotes linear equivalence, and
volY (N) ≥ volX(D)− ε.
Proof. By taking a Chow cover by a birational morphism, which is an isomorphism in
codimension one, we may assume that X is projective over k. This theorem was proven
over an algebraically closed field of characteristic zero by Fujita [15] (c.f. Theorem 10.35
[22]). It is proven in Theorem 3.4 and Remark 3.4 [23] over an arbitrary algebraically
closed field (using Okounkov bodies) and by Takagi [28] using de Jong’s alterations [9].
We give a proof for an arbitrary field. The conclusions of Theorem 3.3 [23] over an
arbitrary field follow from Theorem 7.2 and formula (45) of [8], taking the Ln of Theorem
7.2 [8] to be the H0(X,OX (nD)) of Theorem 3.3 [23]. m = 1 in Theorem 7.2 [8] since D
is big. Then the Vk,p of Theorem 3.3 [23] are the L
[p]
kp of the proof of Theorem 7.2 [8].
The proof of Remark 3.4 [23] is valid over an arbitrary field, using the strengthened
form of Theorem 3.3 [23] given above, from which the approximation theorem follows.
The following theorem is proven in Theorem 3.1 [4] when k is algebraically closed of
characteristic zero.

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Theorem 5.2. Suppose that X is a complete variety over a field k and L is a big line
bundle on X. Then
volX(L) =< L
d > .
Proof. Suppose that Y ∈ I(X) and D is an effective Q-divisor on Y such that L − D is
nef and L ≥ L −D. There exists t ∈ Z+ such that tD is an effective Cartier divisor. For
m ∈ Z+, we have an inclusion of OY -modules
f∗(Lmt)⊗OY (−mtD)→ f
∗(Lmt).
Thus
dimk Γ(Y, f
∗(Lmt)⊗OY (−mtD)) ≤ dimk Γ(Y, f
∗(Lmt)).
We have a short exact sequence of sheaves of OX-modules
0→ OX → f∗OY → G → 0
where the support of G has dimension less than d since f is birational. Tensoring with
Lmt and taking global sections gives us that
lim
m→∞
dimk Γ(X,L
mt)
md
= lim
m→∞
dimk Γ(Y, f
∗(Lmt))
md
.
Thus
volX(L) =
1
td
volX(tL) ≥ limm→∞
d!
td
dimk Γ(Y,f
∗(Lmt)⊗OY (−mtD))
md
= volY (f
∗(Lt)⊗OY (−tD))
td
= (f
∗(Lt)−tD)d
td
= (f∗(L)−D)d,
where the first equality is by (3) and the third line follows from Fujita’s vanishing theorem
(Theorem 6.2 [14] when k is algebraically closed and X is a proper scheme over k. The
statement for an arbitrary field follows from flat base change of X ×k k, where k is an
algebraic closure of k and Proposition III.9.3 [18]. See also Corollary 1.4.41 and Remark
1.4.36 [22]). Thus volX(L) ≥< L
d > by the definition of the positive intersection product.
Suppose that ε > 0. There exists a Fujita approximation Y → X where Y is a projective
k-variety, f is a birational morphism and f∗L = A + E where A is nef and big and E is
an effective Q-divisor, with volY (A) > volX(L)− ε, by Theorem 5.1. We have that
volY (A) = (A
d) ≤< Ld >
by Fujita’s vanishing theorem. Thus volX(L) ≤< L
d > +ε.

Theorem 5.3. The function α 7→< αd > is continuous on Psef(M1(X )) and vanishes on
its boundary, and only there.
Proof. This follows from Theorem 2.4, Lemma 4.13, Theorem 5.2 and Definition 4.8. 
Proposition 5.4. Suppose that A,B ∈M1(X ) are nef. Then
vol(A−B) ≥ (Ad)− d(Ad−1 · B).
Proof. A,B are represented by nef elements of M1(Y ) for some Y ∈ I(X). When A,B
are Q-Cartier this is Example 2.2.28 [22] and (3). Suppose that A,B are R-divisors. Let
H1, . . . ,Hr be ample classes inM
1(Y ) which generateM1(Y ) as a real vector space. Given
a positive real number ε, there exist 0 ≤ si < ε and 0 ≤ ti < ε for 1 ≤ i ≤ r such that
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A + s1H1 + · · · + srHr and B + t1H1 + · · · + trHr are represented by nef Q-divisors, so
that the formula holds for these divisors. Define ϕ : R2r → R by
(s1, . . . , sr, t1, . . . , tr) 7→ vol((A+ s1H1 + · · ·+ srHr)− (B + t1H1 + · · ·+ trHr))
−(A+ s1H1 + · · ·+ srHr)
d + d(A+ s1H1 + · · ·+ srHr)
d−1 · (B + t1H1 + · · · + trHr).
ϕ is a composition of continuous maps so it is continuous. Z = ϕ−1({x ∈ R | x ≥ 0}) is a
closed subset of R2r. Thus 0 ∈ Z and the formula follows, since any neighborhood of 0 in
R2r contains points of Z. 
Corollary 5.5. Suppose that β, γ ∈ M1(X ) and β is nef. If ω ∈ M1(X ) is a fixed nef
and big class such that β ≤ ω and ω ± γ are nef, then there exists a positive real number
C, depending only on (ωd), such that
vol(β + tγ) ≥ (βd) + dt(βd−1 · γ)− Ct2
for every 0 ≤ t ≤ 1.
Proof. The expansion
(βd + tγ)d − [βd + dt(βd−1 · γ)] =
d∑
i=2
(
d
i
)
ti(βd−i · γi)
has a lower bound on 0 ≤ t ≤ 1 in terms of (βd−i ·ωi) for 2 ≤ i ≤ d by Corollary 3.13, and
thus a lower bound in terms of (ωd) by Proposition 3.12, since β ≤ ω. Thus there exists
a positive constant C1, depending only on (ω
d), such that
(11) (β + tγ)d ≥ βd + dt(βd−1 · γ)− C1t
2.
Write
β + tγ = A−B
as the difference of two nef classes A = β + t(γ + ω) and B = tω.
(A−B)d − [(Ad)− d(Ad−1 · B)]
has an upper bound in terms of (Ad−1 · Bi) for 2 ≤ i ≤ d, so it has an upper bound on
0 ≤ t ≤ 1 in terms of (Ad−1 · ωi)ti for 2 ≤ i ≤ d, and thus an upper bound in terms of
(ωd), since A ≤ 3ω and by Proposition 3.12, so we have
(12) Ad − d(Ad−1 · B) ≥ (A−B)d − C2t
2,
where C2 is a positive constant which only depends on (ω
d). The corollary now follows
from Proposition 5.4, (12) and (11).

Theorem 5.6 is proven in Theorem A of [4] when k is algebraically closed of characteristic
zero. The fact that volume is continuously differentiable on the big cone is proven by
Lazarsfeld and Mustata over an algebraically closed field of any characteristic in Remark
4.2.7 [23].
In Example 2.7 [12], it is shown that vol is not twice differentiable on the big cone of
the blow up of P2 at a rational point.
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Theorem 5.6. Suppose that X is a complete d-dimensional variety over a field k. Then
the volume function is C1 differentiable on the big cone of N1(X). If α ∈ N1(X) is big
and γ ∈ N1(X) is arbitrary, then
d
dt
∣∣∣∣
t=0
vol(α+ tγ) = d < αd−1 > (γ).
Proof. Fix a nef and sufficiently big class ω ∈M1(X ) such that α ≤ ω and ω ± γ are nef.
Suppose that β ≤ α is nef. Then certainly β ≤ ω, so it follows from Corollary 5.5 that
vol(α+ tγ) ≥ vol(β + tγ) ≥ (βd) + dt(βd−1 · γ)− Ct2
for every 0 ≤ t ≤ 1 and some constant C which only depends on (ωd). By Lemma 4.6 we
thus have that
(13) vol(α+ tγ) ≥ vol(α) + dt < αd−1 > (γ)− Ct2
for 0 ≤ t ≤ 1, and in fact for −1 ≤ t ≤ 1, since the identity holds with γ replaced by −γ.
There exists a possibly larger constant C ′, depending only on (ωd), such that (13) holds
for all big α˜ such that α˜ ≤ 2ω and −1 ≤ t ≤ 1; that is,
vol(α˜− tγ) ≥ vol(α˜)− dt < α˜d−1 > (γ)− C ′t2
for −1 ≤ t ≤ 1. Since α = (α+ tγ)− tγ with α+ tγ ≤ 2ω, we have that
(14) vol(α) ≥ vol(α+ tγ)− dt < (α+ tγ)d−1 > (γ)− C ′t2
for −1 ≤ t ≤ 1. By (2), there exists 0 < λ < 1 such that α + tγ is big for −λ < t < λ.
The map t 7→< (α + tγ)d−1 > (γ) is a continuous map from the interval (−λ, λ) in R to
R, as it can be factored by continuous maps
(−λ, λ)→ Big(X)d−1
ρX→ Bigd−1(X )
<∗·,...,·∗>
→ L1(X )
piX→ L1(X)
γ
→ R.
We thus have that
(15) lim
t→0
< (α + tγ)d−1 > (γ) =< αd−1 > (γ).
From (13), (14) and (15) we obtain the limit of the conclusions of the theorem.
For fixed γ, the map < αd−1 > (γ) : Big(X) → R is a composition of continuous maps
so vol is C1 on Big(X).

6. Inequalities
In this section we suppose that X is a complete d-dimensional variety over a field k.
Theorem 6.1. Suppose that α1, . . . , αd ∈ N
1(X) are nef. Then for every 1 ≤ p ≤ d, we
have
(16) (α1 · . . . · αd) ≥ (α
p
1 · αp+1 · . . . · αd)
1
p · · · (αpp · αp+1 · . . . · αd)
1
p .
In particular,
(17) (α1 · . . . · αd) ≥ (α
d
1)
1
d · · · (αdd)
1
d .
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Proof. This is proved over an algebraically closed field of characteristic zero in Variant
1.6.2 of [22] (which is true in positive characteristic by Remark 1.6.5 [22]). Lazarsfeld
refers to Beltrametti and Sommese [1] and Ein and Fulton [15] for the idea of the proof.
The proof generalizes with small modification to an arbitrary field. A part that requires
a little care over a nonclosed field is the proof of the “Generalized inequality of Hodge
type” (Theorem 1.6.1 [22]). We may assume that k is an infinite field, by making a base
change by a rational function field k(t) if necessary. As in the proof in [22], we reduce to
the case where δ1, . . . , δd are ample on a projective variety, and establish the theorem by
induction on d. For the case d = 2, we resolve the singularities of X ([24] or [6]) and then
apply the Hodge index theorem (Theorem 1.9 [18] or Theorem B.27 [21]). Theorem 1.9
[18] is proven with the assumption that k is algebraically closed, but the proof is valid over
an arbitrary field, using Lemma B.28 [21] instead of Corollary 1.8 [18]. The assumption
that S is geometrically irreducible in the statement of Theorem B.27 [21] is not necessary.
The proof is valid without extending the ground field to the algebraic closure.
Finally, to reach the equality (1.24) of [22], and to acheive variant 1.6.2 [22], we must
invoke a Bertini theorem which is valid over an infinite field, Theorem 2.2.

Remark 6.2. The conclusions of Theorem 6.1 are true for nef line bundles on an irre-
ducible (but possibly not reduced) proper scheme X over a field k (as is proven in [22]
when k is algebraically closed). There exists r ∈ Z>0 such that X = rXred (as a cycle).
(α1 · . . . · αd) = (α1 · . . . · αd ·X) = r(α1 · . . . · αd ·Xred)
so the inequality holds from the integral case (and the fact that (r
1
p )p = r).
However, the inequality in Theorem 6.1 fails if X is not integral, even for ample divisors.
The following is a simple example. Let X be the disjoint union of X1 and X2 where each
Xi is isomorphic to P
2. Define line bundles α1 and α2 on X by
α1|X1 = OX1(n) and α1|X2 = OX2(1),
α2|X1 = OX1(1) and α2|X2 = OX2(n).
α1 and α2 are both ample on X. Since (α1 · α2) = 2n and (α
2
1) = (α
2
2) = n
2 + 1, the
inequality fails for n ≥ 2.
Using the method of Example 5.5 [7], we can find a connected (but not integral) example
where the inequality fails, essentially by joining X1 and X2 at a point.
As a corollary, we obtain (Teissier, [29], [30], and Example 1.6.4 [22])
Corollary 6.3. (Khovanskii Teissier inequalities) Suppose that α, β ∈ N1(X) are nef on
X. Let si = (α
i · βd−i). Then
(18) s2i ≥ si−1si+1
for 1 ≤ i ≤ d− 1,
(19) sdi ≥ s
d−i
0 s
i
d
for 0 ≤ i ≤ d, and
(20) ((α + β)d)
1
d ≥ (αd)
1
d + (βd)
1
d .
Proof. to obtain (18, Apply (16) with p = 2, α1 = α, α2 = β, αj = α for 3 ≤ j ≤ i + 1
and αj = β for i+ 2 ≤ j ≤ d. To obtain (19), apply (17) with
α1 = · · · = αi = α and αi+1 = · · · = αd = β.
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Finally, to obtain (20), expand
(21) ((α+ β)d) =
d∑
i=0
(
d
i
)
si ≥
d∑
i=0
(
d
i
)
(αd)
i
d (βd)
d−i
d = ((αd)
1
d + (βd)
1
d )d.

The corollary tells us that the sequence log s0, log s1, . . . , log sd is concave; that is,
log si ≥
1
2
(log si−1 + log si+1)
for 1 ≤ i ≤ d− 1.
The sequence log s0, . . . , log sd is affine if there exist constants a and b such that
log si = ai+ b
for 0 ≤ i ≤ d. This condition holds if and only if
log si =
1
2
(log si−1 + log si+1)
for 1 ≤ i ≤ d− 1.
Lemma 6.4. Suppose that L1, . . . ,Ld ∈ N
1(X) are nef and big. Then (L1 · . . . · Ld) > 0.
Proof. Since Nef(X) is the closure of Amp(X), we have that (M1 · . . . · Mp · V ) ≥ 0
whenever M1, . . . ,Mp are nef and V is a closed p-dimensional subvariety of X.
Let H be a very ample line bundle on X. Since the Li are big, there are ε > 0 and
effective classes Ei such that Li = εH + Ei for 1 ≤ i ≤ d. We then compute using the
multilinearity of the intersection product and Propositions I.2.4 and I.2.5 [20] that
(L1 · . . . · Ld) ≥ ε
d(Hd) > 0.

We remark that if α ∈ N1(X) is nef, then α is big if and only if (αd) > 0.
Proposition 6.5. Suppose that α, β ∈ N1(X) are nef with (αd) > 0, (βd) > 0. Then the
following are equivalent.
1) s2i = si−1si+1 for 1 ≤ i ≤ d
2) sdi = s
d−i
0 s
i
d for 0 ≤ i ≤ d
3) sdd−1 = s0s
d−1
d
4) (α+ β)d)
1
d = (αd)
1
d + (βd)
1
d .
Proof. All si > 0 by Lemma 6.4. We first establish the equivalence of 1) and 3). From
(18), we obtain
sd−1
s0
= (
sd−1
sd−2
)(
sd−2
sd−3
) · · · (
s1
s0
) ≥ (
sd
sd−1
)d−1.
We have equality of the left and right hand terms if and only if sdd−1 = s0s
d−1
d and if and
only if all of the inequalities of (18) are equalities.
From the inequalities
(
si
si−1
)d−i · · · (
s1
s0
)d−i ≥ (
sd
sd−1
)i · · · (
si+1
si
)i
we obtain the equivalence of 2) and 1). We obtain the equivalence of 2) and 4) from
(21). 
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Theorem 6.6. Suppose that α1, . . . , αd ∈ Psef(X ). Then for every 1 ≤ p ≤ d, we have
< α1 · . . . · αd >≥< α
p
1 · αp+1 · . . . · αd >
1
p . . . < αpp · αp+1 · . . . · αd >
1
p .
In particular,
< α1 · . . . · αd >≥< α
d
1 >
1
d . . . < αdd >
1
d .
Proof. First suppose that α1, . . . , αd are big. L
0(X ) = R has the Euclidean topology. Let
S =
{
(β1 · . . . · βd) |
βi ∈M
1(X ) is nef for 1 ≤ i ≤ d
and Di = βi − αi is an effective Q-Cartier divisor
}
and
Si =
{
(βpi · βp+1 · . . . · βd)) |
β ∈M1(X ) is nef and Dj = βj − αj
is an effective Q-Cartier divisor for j ∈ {i, p + 1, . . . , d}
}
for 1 ≤ i ≤ p. The sets S and Si are nets and < α1 · . . . · αd >, < α
p
i · αp+1 · . . . · αd > are
their respective limit points by Proposition 4.3. Thus given ε > 0, there exist β1, . . . , βd ∈
Nef(X ) such that
| < α1 · . . . · αd > −(β1 · . . . · βd)| < ε
and
| < αpi · αp+1 · . . . · αd > −(β
p
i · βp+1 · . . . · βd)) > | < ε
for 1 ≤ i ≤ p by Lemma 4.6. We have that
(β1 · . . . · βd) ≥ (β
p
1 · βp+1 · . . . · βd)
1
p · · · (βpp · βp+1 · . . . βd)
1
p
by Theorem 6.1. Letting ε go to zero, we obtain the conclusions of the theorem.
Finally, the case when α1, . . . , αd are pseudoeffective follows from the big case, Definition
4.8, and continuity of the function R>0 → L
0(X ) = R, defined by
t 7→ < (α1 + tω) · . . . · (αd + tω) >
− < (α1 + tω)
p · (αp+1 + tω) · . . . · (αd + tω) >
1
p · · ·
· · · < (αp + tω)
p · (αp+1 + tω) · . . . · (αd + tω) >
1
p
where ω is a fixed big class. 
Theorem 6.7. Suppose that αp+1, . . . , αd ∈ Psef(X ). Then the function
α 7→< αp · αp+1 · . . . · αd >
1
p
is homogeneous of degree 1 and concave on Psef(X ). In particular, the function
α 7→< αd >
1
d
has this property.
Proof. Homogeneity follows from Lemma 4.13. We will establish that the function is
concave. Suppose that α, β ∈ Psef(X ) and 0 ≤ t ≤ 1. We have that
< (tα+ (1− t)β)p · αp+1 · . . . · αd >
≥
∑p
i=0
(
p
i
)
< (tα)i · ((1 − t)β)p−i · αp+1 · . . . · αd >
≥
∑p
i=0
(
p
i
)
< (tα)p · αp+1 · . . . · αd >
i
p< ((1− t)β)p · αp+1 · . . . · αd >
p−i
p
= (t < αp · αp+1 · . . . · αd >
1
p +(1− t) < βp · αp+1 · . . . · αd >
1
p )p.
The second line follows from super additivity in Lemma 4.13, and the third line follows
from Theorem 6.6. 
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Suppose that α, β ∈ N1(X) are big classes. There exists t > 0 such that α− tβ is big.
When X is projective, this follows from (2). Otherwise, let f : Y → X be a birational
morphism where Y is a nonsingular projective variety. There exists t > 0 such that
f∗(α)− tf∗(β) is big. Thus α− tβ is big by (8).
Definition 6.8. The slope of β with respect to α is
s = s(α, β) = sup{t > 0 | α ≥ tβ}.
Since Psef(X) is closed and Big(X) is open, we have that α ≥ sβ and α− tβ is big for
t < s. We have that α = β if and only if s(α, β) = s(β, α) = 1.
Theorem 6.9 is proven in Theorem F of [4] when k is algebraically closed of characteristic
zero.
Theorem 6.9. (Diskant’s inequality) Suppose that X is a complete variety of dimension
d over a field k, α, β ∈ N1(X) are nef with (αd) > 0, (βd) > 0 and s = s(α, β) is the slope
of β with respect to α. Then
(αd−1 · β)
d
d−1 − (αd)(βd)
1
d−1 ≥ ((αd−1 · β)
1
d−1 − s(βd)
1
d−1 )d.
Proof. Let αt = α − tβ for t ≥ 0. By the definition of the slope s = s(α, β), and since
bigness is an open condition, we have that αt is big if and only if t < s. By Theorem 5.6,
f(t) = vol(αt) is differentiable for t < s, with f
′(t) = −d < αd−1t > (β). We have that
f(0) = (αd) and f(t)→ 0 as t→ s by continuity of vol, so we have that
(αd) = d
∫ s
t=0
< αd−1t > (β)dt.
From concavity in Theorem 6.7, we have the following formula. Suppose that α and β
are in Psef(X ) and 0 ≤ u ≤ 1. Then
(22) < (uα+ (1− u)β)d−1 · β >
1
d−1≥ u < αd−1 · β >
1
d−1 +(1− u) < β
d−1
· β >
1
d−1 .
For 0 ≤ t ≤ s, set
u =
t
2s
, α = 2sβ and β =
1
(1− t2s)
αt.
Substituting into (22), we obtain
< αd−1 · β >
1
d−1≥ t < βd >
1
d−1 + < αd−1t · β >
1
d−1 .
Let S be the set of Proposition 4.3 used to compute < αd−1t > and S
′ be the set of
Proposition 4.3 used to compute < αd−1t · β >. Since β is nef,
S′ = {z · β | z ∈ S}.
By Lemma 4.6,
< αd−1t > (β) =< α
d−1
t · β > .
We thus have
(< αd−1t > (β))
1
d−1 + t(βd)
1
d−1 ≤ (αd−1 · β)
1
d−1 ,
by Proposition 4.11. We obtain
(αd) ≤ d
∫ s
t=0
(αd−1 · β)
1
d−1 − t(βd)
1
d−1 )d−1dt,
and the result follows since
d
dt
((αd−1 · β)
1
d−1 − t(βd)
1
d−1 )d = −d(βd)
1
d−1 ((αd−1 · β)
1
d−1 − t(βd)
1
d−1 )d−1.
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In [29], Teissier defines the inradius of α with respect to β as
r(α;β) = s(α, β)
and the outradius of α with respect to β as
R(α;β) =
1
s(β, α)
.
As pointed out in [4], The Diskant inequality 6.9 answers Problem B in [29]. In the
following theorem, we write out explicitly the bounds asked for in Problem B [29].
Theorem 6.10. Suppose that α, β ∈ N1(X) are nef with (αd) > 0, (βd) > 0 on a complete
variety X of dimension d over a field k. Then
(23)
s
1
d−1
d−1 − (s
d
d−1
d−1 − s
1
d−1
0 sd)
1
d
s
1
d−1
0
≤ r(α;β) ≤
sd
sd−1
Proof. Let s = s(α, β) = r(α, β). Since α ≥ sβ and α, β are nef, we have that (αd) ≥
s(β · αd−1) by Proposition 3.12. This gives us the upper bound. We also have that
(24) (αd−1 · β)
1
d−1 − s(βd)
1
d−1 ≥ 0.
We obtain the lower bound from Theorem 6.9 (using (24) and the inequality sdd−1 ≥ s0s
d−1
d
to ensure that the bound is a positive real number). 
Theorem 6.11. Suppose that α, β ∈ N1(X) are nef with (αd) > 0, (βd) > 0 on a complete
variety X of dimension d over a field k. Then
(25)
s
1
d−1
d−1 − (s
d
d−1
d−1 − s
1
d−1
0 sd)
1
d
s
1
d−1
0
≤ r(α;β) ≤
sd
sd−1
≤
s1
s0
≤ R(α;β) ≤
s
1
d−1
d
s
1
d−1
1 − (s
1
d−1
1 − s
1
d−1
d s0)
1
d
Proof. By Theorem 6.10, we have that
s
1
d−1
1 − (s
d
d−1
1 − s
1
d−1
d s0)
1
d
s
1
d−1
d
≤ s(β, α) ≤
s0
s1
.
The theorem now follows from the fact that R(α, β) = 1
s(β,α) , (18) and Theorem 6.10. 
The bounds of Theorems 6.10 and 6.11 are exactly those obtained by Teissier in Propo-
sition 3.2 [29] when X is an integral projective surface and α, β are line bundles on X with
(α2) > 0, (β2) > 0 and with α+ β is ample. His si is our sd−i.
We immediately obtain the following corollary.
Corollary 6.12. (Bonnesen’s inequality) Suppose that X is a complete surface over a
field k, and that α, β ∈ N1(X) are nef with (α2) > 0, (β2) > 0. Then
s20
4
(R(α;β) − r(α;β))2 ≤ s21 − s0s2
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Corollary 6.12 is obtained by Teissier in [29] when X is an integral projective surface
and α, β are line bundles on X with (α2) > 0, (β2) > 0 and with α + β is ample. Again,
his si is our sd−i.
The following theorem is proven in Theorem D of [4] when k is an algebraically closed
field of characteristic zero.
Theorem 6.13. Suppose that α, β ∈ N1(X) are nef with (αd) > 0, (βd) > 0 on a complete
variety X of dimension d over a field k. Then the following are equivalent:
i) α and β satisfy the equivalent conditions of Proposition 6.5
ii) α and β are proportional in N1(X).
Proof. Suppose that α and β satisfy the equivalent conditions of Proposition 6.5. Since the
intersection products are homogeneous, we can assume that (αd) = (βd) = 1. Then si = 1
for all i. Theorem 6.11 then implies that r(α;β) = R(α;β) = 1. Thus s(α, β) = s(β, α) = 1
and so α = β. 
Teissier observes in [29] that Theorem 6.13 is proven in some cases for surfaces in Expose
XIII of [3].
Remark 6.14. The conclusions of Theorem 6.13 do not hold if α and β are only nef and
not big. A simple example is obtained by letting W be any (d − 1)-dimensional projective
variety with dimN1(W ) > 1 and letting α and β be very ample Cartier divisors which are
not proportional in N1(W ). Let X =W ×k P
1 with projection pi : X →W . Let α = pi∗(α)
and β = pi∗(β). Then
si = (α
i · βd−i) = 0
for all i (by Propositions I.2.1 and I.2.6 [20]), but α and β are not proportional.
Theorem 6.13 does hold if X is an integral (possibly not reduced) proper scheme over a
field k and α|Xred and β|Xred are big, since the theorem holds on the variety Dred, and X
is a multiple of Xred as a cycle.
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