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We explore the longitudinal conductivity of graphene at the Dirac point in a strong magnetic
field with two types of short-range scatterers: adatoms that mix the valleys and “scalar” impurities
that do not mix them. A scattering theory for the Dirac equation is employed to express the
conductance of a graphene sample as a function of impurity coordinates; an averaging over impurity
positions is then performed numerically. The conductivity σ is equal to the ballistic value 4e2/pih
for each disorder realization provided the number of flux quanta considerably exceeds the number
of impurities. For weaker fields, the conductivity in the presence of scalar impurities scales to the
quantum-Hall critical point with σ ' 4 × 0.4e2/h at half filling or to zero away from half filling
due to the onset of Anderson localization. For adatoms, the localization behavior is obtained also
at half filling due to splitting of the critical energy by intervalley scattering. Our results reveal a
complex scaling flow governed by fixed points of different symmetry classes: remarkably, all key
manifestations of Anderson localization and criticality in two dimensions are observed numerically
in a single setup.
PACS numbers: 73.63.-b, 73.22.-f
The discovery of graphene has initiated an intense
study of its electronic properties [1,2]. From the funda-
mental point of view, the interest to graphene is largely
motivated by the quasirelativistic character of its spec-
trum: charge carriers in graphene are two-dimensional
(2D) massless Dirac fermions. This leads to a variety of
remarkable phenomena governed by the inherent topol-
ogy of Dirac fermions as well as by their physics in the
presence of various types of disorder and interactions.
Controllable functionalization of the graphene surface
is possible by a variety of tools, including hydrogena-
tion [3–6], fluorination [7], adsorption of gas molecules
[8,9], ion irradiation [10,11], electron-beam irradiation
[12], and deposition of metallic islands [13]. Adatoms,
deposited molecules or islands, and defects engineered
in this way serve as strong short-range scatterers as has
been also supported by a density functional theory analy-
sis [14]. Furthermore, such scatterers also exist in pristine
graphene and may dominate its transport properties (in
particular, in suspended devices [15,16]). It is thus im-
portant to theoretically explore the transport in graphene
with this kind of disorder. Away from the Dirac point
the conductivity of such structures is sufficiently well un-
derstood [17–23].
Electronic transport properties of graphene near zero
energy (Dirac point) are particularly exciting. Remark-
ably, experiments discovered [24,25] that the conductiv-
ity of graphene at the Dirac point is essentially indepen-
dent of temperature in a broad range (from 300 K down
to 30 mK) and has a value close to the conductance quan-
tum e2/h (times four, which is the total spin and valley
degeneracy). This discovery attracted a great interest
because in conventional materials, once the conductiv-
ity is close to e2/h, it becomes strongly suppressed by
Anderson localization with lowering temperature. The
above experiments, thus, indicate that the Dirac-point
physics of disordered graphene may be controlled by the
vicinity of some quantum critical point. Indeed, theoret-
ical investigations have shown that for certain classes of
disorder that preserve some of symmetries of the clean
Dirac Hamiltonian, the system avoids Anderson localiza-
tion [17,26,27]. Recent work [28] demonstrated the feasi-
bility of the systematic experimental study of localization
near the Dirac point.
A quantizing magnetic field yields a further remark-
able twist to the fascinating physics of graphene near the
Dirac point. The Dirac character of the spectrum makes
graphene a unique example of a system where the quan-
tum Hall (QH) effect can be observed up to the room tem-
perature [29]. The zeroth Landau level in graphene, with
half of its edge branches being electron-like and another
half hole-like [30,31], has no analogue in semiconducting
2D electron systems with parabolic dispersion. Recent
works on graphene in a strong magnetic field show frac-
tional QH effect as well as an insulating behavior at the
Dirac point, indicating a splitting of the critical energy
in the zeroth Landau level [32–35].
The goal of this paper is to study the Dirac-point
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2conduction of graphene with randomly positioned strong
short-range impurities in a quantizing transverse mag-
netic field. An analytical theory of transport in graphene
developed in Refs. [17,26,27,36] maps the problem onto a
field theory—non-linear σ model (NLσM)—that is subse-
quently analyzed by renormalization group (RG) means.
The crucial role in this analysis is played by the sym-
metry class and the topology of the NLσM. These field
theories possess in 2D a rich family of non-trivial fixed
points. Scaling flow between these fixed points governs
the evolution of conductivity with increasing system size
or decreasing temperature.
It is important to stress, however, that the NLσM is
fully controllable at conductivity σ  e2/h, while the
physics near zero energy and the corresponding fixed
points correspond to σ ∼ e2/h (strong coupling for the
field theory). Thus, an extrapolation of the theory is re-
quired. While this is a common ideology in condensed
matter physics, one cannot a priori exclude the possibil-
ity of a more complex behavior not anticipated from the
weak coupling expansion. Thus, a numerical modeling is
of paramount importance to probe the strong-coupling
physics. In addition to verifying qualitative predictions
of the NLσM, such a modeling should give values of con-
ductivity at fixed points and quantitatively characterize
crossovers between them. A number of works have stud-
ied transport and localization in graphene with scatterers
near the Dirac point [23,37–39] by numerical analysis of
the Kubo conductivity or of wave packet propagation.
The results for disorder formed by a low concentration of
vacancies [23,38,39] disagree with expectations based on
NLσM that the chiral symmetry inhibits localization.
In this paper, we use the unfolded scattering theory
[40–42] for the Dirac Hamiltonian with point-like scat-
terers and extend it to incorporate magnetic fields. This
allows us to get an exact expression for the conductivity
for a given configuration of impurities. Subsequent aver-
aging over impurity positions is performed numerically.
This combination of analytical and numerical tools turns
out to be a very efficient way of evaluating the conduc-
tivity of graphene with rare short-range scatterers.
We consider two types of impurities: i) “scalar” im-
purities represented by a smooth electrostatic potential
that does not mix the graphene valleys and ii) adatoms
represented by an on-site impurity potential mixing the
valleys. Our results yield a rich scaling flow controlled by
a number of fixed points of different symmetry classes,
in qualitative agreement with predictions based on the
σ-model. We also demonstrate that in the limit of high
magnetic field such that the number of flux quanta pierc-
ing the sample exceeds the number of impurities, the con-
ductivity returns to its ballistic value, σxx ≈ 4e2/pih, for
each disorder realization.
Electronic properties of clean graphene are modeled
by the Dirac Hamiltonian, HA = vσ(p − eA/c), where
σ = (σx, σy), p is the 2D momentum operator, A is the
vector potential, and v ≈ 106m/s is the electron veloc-
ity. The disorder potential is given by a superposition
of individual impurity potentials. The distance between
impurities is assumed to be much larger than both the
lattice constant and the spatial range of an impurity.
We consider a rectangular graphene sample with peri-
odic boundary conditions in y direction (0 < y < W ) and
open boundary conditions in x direction (0 < x < L).
The latter correspond to highly doped graphene leads
[40,43]. The transport properties of this setup are de-
scribed by a generating function [40–42,44], F(φ), whose
derivatives with respect to the fictitious source field φ are
related to the moments of the transmission distribution.
In particular, Landauer’s formula for the conductance G
can be written as G = (4e2/h)∂2F/∂φ2|φ=0. Within the
“unfolded scattering theory” [40,41], the impurity contri-
bution to F(φ) is expressed in terms of Green functions
GA(rm, rn;φ) of the clean system connecting impurity
positions and the matrix Tˆ = diag(T1, T2, . . . , TN ) con-
structed from individual impurity T-matrices in the s-
wave approximation at zero energy; see the Supplemental
Material [45] for details.
A remarkable feature of the zero-energy state of clean
graphene is the existence of a non-unitary gauge trans-
formation, making it possible to gauge away the entire
magnetic field [44]. This transformation can be formu-
lated as
GA(r, r
′)=eχ(r)σz+iϕ(r)G0(r, r′)eχ(r
′)σz−iϕ(r′), (1)
where G0 refers to the zero-energy Green function associ-
ated with the Hamiltonian H0 = vσp. The phases ϕ(r)
and χ(r) satisfy ∂xϕ + ∂yχ = eAx/c~ and ∂yϕ − ∂xχ =
eAy/c~. In the Landau gauge, A=(0, Bx+φc/2eL), and
fixing ϕ and χ by the requirement χ(0) = χ(L) = 0 (en-
suring that the boundary conditions at the graphene-lead
interfaces are not affected by the magnetic field), we find
χ(r) = x(L− x)/2`2B , ϕ(r) = y (L/2`2B + φ/2L), (2)
where `B = (c~/eB)1/2 is the magnetic length.
Scalar impurities are described by the T-matrix T =
2pi`s, where `s is a finite scattering length. Adatoms
are characterized by a T-matrix T cζ = `a(1 + ζσzτz +
σ−ζτ− exp [iθcζ ]+σζτ+ exp [−iθcζ ] that depends on the sub-
lattice index (ζ = 1 for the A and ζ = −1 for the B sub-
lattice) and a site “color” c = −1, 0, 1, encoding the Bloch
phase at the impurity site. We use σ± = (σx ± iσy)/
√
2
and τ± = (τx ± iτy)/
√
2 with σx,y,z and τx,y,z being the
Pauli matrices in the sublattice and valley space, respec-
tively. The phase θc± = ±α+ 4pic/3 depends in addition
on the angle α between the x-axis and the bond direction
of the graphene lattice.
In the wide-sample limit, W  L, we arrive at a gen-
eral expression [45] for the conductance of the form
G =
4e2
h
∂2F
∂φ2
∣∣∣∣
φ=0
=
4e2
pih
(W/L+ piS) , (3)
where S can be interpreted as the sum of amplitudes cor-
responding to closed paths via impurity sites that go from
3the left lead to the right one and then back to the left
lead (see Fig. 1). The amplitudes are given by products of
free Green functions describing the propagation between
impurities and T-matrices characterizing the scattering
off each impurity. For scalar impurities, we find
S = 4 Tr(Yˆ †sM+YˆsM− − Yˆ 2M+M−), (4)
where Yˆ = L−1 diag(y1, y2, . . . , yN ) is the diagonal ma-
trix consisting of y components of the impurity coordi-
nates, Yˆs = Yˆ + i`sσy/2L, and M± = (1± ipi`sRˆ/2L)−1.
The elements of the matrix Rˆ are given by
Rnm = e
χ(rn)σz
(
1
sin(zn+z∗m)
1−δmn
sin(zn−zm)
1−δmn
sin(z∗n−z∗m)
1
sin(z∗n+zm)
)
eχ(rm)σz , (5)
where zn = pi(xn + iyn)/2L and δnm is the Kronecker
symbol. Thus, the calculation of the conductance for a
particular configuration of scalar impurities amounts to
the inversion of a matrix of the size 2N×2N . In the case
of adatoms, S has a similar structure [45].
The longitudinal conductivity is defined as σxx =
LG/W , where W  L. For the numerical analysis we
fix W = 4L and plot σxx as a function of the system size
L, while keeping the magnetic length `B and the average
distance between impurities `imp fixed.
We begin the presentation of our results by briefly con-
sidering the regime of zero magnetic field. Figure 1 dis-
plays the conductivity of graphene with scalar impurities
and adatoms for various impurity strengths. The case
of scalar impurities is shown in Fig. 1a. In the limit
`s/`imp →∞, the system belongs to the class DIII (with
a Wess-Zumino term) and shows a logarithmic scaling to-
wards a “supermetal” (infinite-conductivity) fixed point
[41]. A finite value of `s breaks the chiral symmetry,
thus yielding the symmetry class AII (with a topological
θ-term). However, the supermetallic behavior remains
almost unchanged [27].
A crossover due to symmetry breaking takes place also
for the case of adatoms in Fig. 1b but the behavior of
the conductivity is essentially different. As expected,
Anderson localization sets in at long scales since the sys-
tem belongs to the conventional Wigner-Dyson symmetry
class AI. For a fixed concentration of impurities, `−2imp, the
localization length is a non-monotonous function of the
impurity strength parametrized by the scattering length
`a. Indeed, in the limit `a  `imp, the mean free path is
large, so that the system remains ballistic up to large dis-
tances. The opposite limit, `a/`imp →∞, corresponds to
the case of vacancies that preserve a chiral symmetry of
the Hamiltonian. The system in this case belongs to the
chiral class BDI and its conductivity remains finite (no
localization) in the limit L→∞ [41]. Thus, there exists
an intermediate value of the ratio `a/`imp for which the
localization is the strongest. For large (but finite) values
of `a/`imp, the system behaves as chiral up to a certain
scale due to the vicinity to a fixed point of class BDI, and
then gets attracted by the localization fixed point of class
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FIG. 1: (Color online) Dirac-point conductivity of graphene
with (a) scalar impurities and (b) adatoms in zero magnetic
field as a function of the system size L. Insets show the de-
pendence of σxx on the impurity strength `a and `s for a fixed
system size L = 20`imp. In the upper insets all impurities have
the same sign while in the lower insets the sign of the impurity
potential is random. The sketch in (a) shows a typical path
contributing to the conductance correction; this closed path
connects the left with the right lead along impurity sites (X)
which are characterized by their individual T-matrices.
AI. We choose `a/`imp = 50 to illustrate the behavior of
the system in magnetic field.
While our results showing that the localization ex-
ists for a generic disorder but disappears in the chi-
ral limit (zero energy and `a/`imp → ∞) are consistent
with NLσM, they are at variance with numerical works
[23,38,39]. Apparently, numerical approaches used in
these papers were not sufficient to reliably explore quan-
tum interference effects at the Dirac point.
We are now in a position to turn to the case of strong
magnetic field. Our main results are shown in Fig. 2.
For scalar impurities of random sign the center of the
zeroth Landau level remains at the Dirac point, E = 0,
where the conductivity is calculated. Different curves
correspond to different strengths of the magnetic field
B parameterized by `B . For small system sizes L, all
curves follow the same supermetallic scaling (class AII)
characteristic for zero-B case. When the magnetic field
becomes important, the symmetry class changes. While
for infinitely strong impurities this would be the chiral
class AIII with the Wess-Zumino term, the finite value of
`s places the system into the class A with a θ = pi topolog-
ical term [36]. This implies that the system should flow
into the QH critical point, see upper inset in Fig. 2a.
The obtained value of the QH critical conductivity is
σ∗ ' 4× 0.4e2/h, where the factor four is the total (spin
and valley) degeneracy of the scalar-impurity model. Re-
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FIG. 2: (Color online) Zero-energy conductivity σxx of graphene with scalar impurities (a,b) and adatoms (c,d). Left panels:
evolution of σxx with length L for different values of the ratio `B/`imp of the magnetic length to the distance between impurities.
The symmetry breaking pattern is DIII→AII→A for weaker B and DIII→AIII→A for stronger B in panel (a) and BDI→AI→A
for weaker B and BDI→AIII→A for stronger B in panel (c). Scaling flow towards the QH critical point in (a) and localization
in (a,c) is shown in the insets by rescaling of the curves to a length ξs (respectively, ξa). For the considered range of parameters,
the obtained values of ξs and ξa are well approximated by phenomenological expressions ξs = 1.17`B(1 + 0.126`imp/`B) and
ξa = `imp + 8.85 exp(−1.73`B/`imp). For impurities of the same sign an additional rescaling of σxx reflects the two-parameter
scaling in magnetic field for θ 6= 0, pi. Right panels: σxx as a function of `B/`imp for fixed large L/`B . For moderately strong
B the system is either at QH criticality or gets localized. For stronger B, a quasi-ballistic transport regime with σ = 4e2/pih
emerges. Vertical bars show mesoscopic fluctuations.
markably, this critical value is approached from the bot-
tom. This value is close to the one obtained recently in
Ref. [46] for a tight-binding model of graphene with box
disorder at all sites. Evidence of quantum Hall critical-
ity of Dirac fermions with long-range disorder was also
reported in Ref. [47] where the Thouless number was nu-
merically evaluated.
When all impurities are of the same sign, the critical
state of the lowest Landau level is shifted from the zero-
energy point. In terms of the NLσM theory this implies
that the topological term has now a prefactor θ different
from pi. The system should then scale towards σ = 0 due
to Anderson localization. This is indeed seen in Fig. 2a
(the main panel and lower inset). It is worth emphasizing
that this localization in the QH regime is much more
efficient that in zero B (see Fig. 1).
Figures 2b demonstrates another peculiarity of the
problem. When the magnetic field is sufficiently strong
such that the number of flux quanta NΦ exceeds 4N
where N is the number of impurities, the conductivity is
given by its ballistic value σxx = 4e
2/pih independent of
the impurity positions. The condition NΦ > 4N , which
translates into `B < `imp/2
√
2pi, can be understood from
the following argument. Each point-like scalar impurity
cannot broaden the entire Landau level but rather re-
duces its degeneracy by splitting four levels [48]. Indeed,
the wave-functions of the degenerate Landau level can
be superimposed such that their values at the impurity
sites are zero. Thus, for N < NΦ/4, a macroscopic de-
generacy of the Landau level remains, with the corre-
sponding eigenstates unaffected by the impurities. As a
result the system does not flow to either QH or local-
ization fixed points but rather stays essentially ballistic.
When N  NΦ, we obtain the “ballistic conductivity”
σ = 4e2/pih with exponentially suppressed fluctuations.
Figures 2c and 2d show the behavior of the conduc-
tivity in the presence of adatoms. The limit of infinitely
strong adatoms (i.e., vacancies, `a → ∞) would corre-
spond to the chiral symmetry class AIII, which is char-
acterized by a constant value of σxx close to (4/pi)e
2/h.
This is what we indeed observe at not too large L in
Fig. 2c. For larger L the chiral symmetry breaking due
to a finite `a occurs, and the system is in the symmetry
class A with a topological term. Contrary to the case
5of scalar impurities, we observe localization (i.e., θ 6= pi)
both for symmetric and asymmetric distribution of ran-
dom potential. This is because the intervalley scattering
splits the critical state of the lowest Landau level [36],
implying that the states at E = 0 are now localized.
Similarly to the model with scalar impurities, in a
strong magnetic field we observe the ballistic value of
conductivity σ = (4/pi)e2/h with no conductance fluctu-
ations, as is seen in Fig. 2d. For adatoms, the condition
that a part of the Landau level eigenstates remain unaf-
fected reads N < NΦ, or equivalently, `B/`imp < 1/
√
2pi.
To summarize, we have studied the zero-energy con-
ductivity of graphene with strong (but not infinitely
strong) short-range impurities in a magnetic field. For
this purpose, we have employed the unfolded scattering
theory for the Dirac Hamiltonian with point-like scat-
terers. The problem shows a complex scaling behavior
controlled by a number of fixed points reflecting the (ap-
proximate and exact) symmetries as well as the topol-
ogy of the problem. In the ultimate long-length (low-
temperature) limit, the system flows either into the QH
critical point or gets localized. The obtained value of the
critical conductivity is σ∗ ' 0.4e2/h times the degeneracy
factor (equal to four for scalar impurities). The localiza-
tion at E = 0 takes place when the critical state of the
zeroth Landau level is shifted by non-symmetric disorder,
or else, split by intervalley scattering on adatoms. When
the magnetic field is so strong that the number of flux
quanta exceeds the number of impurities, the conductiv-
ity recovers its ballistic value (4/pi)e2/h.
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ONLINE SUPPORTING INFORMATION
In the supporting information we provide the technical details which are missing in the main text of
the Letter. In particular we introduce the unfolded scattering theory and derive the expression for the
conductance as a function of impurity coordinates for the case of adatoms and scalar impurities in a
magnetic field.
I. UNFOLDED SCATERING THEORY
A. General formulation
In this section we introduce the full-counting statistics and derive Eq. (3) of the main text for the coductance as a
function of impurity coordinates, which is used to obtain our main results.
Electronic properties of clean graphene are modeled by the Dirac Hamiltonian, HA = vσ(p − eA/c), where
σ = (σx, σy), p is the two-dimensional momentum operator, A is the vector potential, v ≈ c/300 ≈ 106m/s is the
electron velocity and c is the speed of light. The disorder potential is given by the superposition of individual impurity
potentials, Vi(r), i = 1, . . . N , with negligible overlap. Thus, the distance between impurities is assumed to be much
larger than both the lattice constant and the decay length of the impurity potential.
Te be more specific, we consider a rectangular graphene sample with periodic boundary conditions in y direction
(0 < y < W ) and open boundary conditions in x direction (0 < x < L). The latter correspond to highly doped
graphene leads [1,2]. At zero energy this geometry is equivalent to that of a Corbino disk as shown in Section III
below. The conductance of the sample may be defined as the second derivative of a generating function with respect
to the counting field [2,3]
G =
4e2
h
∂2F
∂φ2
∣∣∣∣
φ=0
. (1)
7The generating function, F(φ), is symbolically represented as an operator trace
F(φ) = Tr lnG−1, (2)
where G(φ) is the Green’s function operator which depends on the counting field φ. Introduction of such a counting
field normally requires an extension of the Green’s function to the Keldysh (retarded-advanced) space. Different ways
to define the counting fields for the present problem are discussed in Section II in great detail.
It is convenient to decompose the generating function into the sum of two terms
F(φ) = F0(φ) + δF(φ), (3)
where F0 describes the full-counting statistics of a clean sample, F0(φ) = Wφ2/2piL for W  L, while δF(φ)
represents the impurity contribution.
Using the Dyson equation, one can formally relate the generating function to the bare Green’s function G0(φ) of a
clean graphene sample with leads. This gives
F0 = Tr lnG−10 , δF = Tr ln(1− V G0), (4)
where the trace is still understood in the operator sense and the potential is given by the sum of individual impurity
potentials, V =
∑
Vi. With the help of the unfolded approach introduced in Ref. [3] we can reduce the operator trace
in the expression for δF to the matrix one which is taken in the unfolded (impurity) space.
This procedure is most straightforward provided that the scattering on impurities is taken into account in the
s-wave approximation. In this case we define Vˆ = diag (V1, V2, . . . , VN ) as a diagonal matrix in the impurity space,
where N is the total number of impurities in the sample. We also define the matrix operator Gˆ0 of the dimension
N ×N with identical entries, (Gˆ0)ij = G0, and use the operator identity
δF = Tr ln(1− Vˆ Gˆ0) = Tr ln(1− Tˆ (Gˆ0 − gˆ)) + Tr ln(1− Vˆ gˆ). (5)
Here we introduce the T -matrix operator
T = Vˆ
1
1− gˆVˆ , (6)
and the operator gˆ = diag (g, g, . . . g), where g is the Green’s function in an infinite graphene sample. The last term
in Eq. (5) does not depend on the counting field and can be omitted in the calculation of transport properties. The
operator trace in Eq. (5) can be reduced to the matrix trace in the impurity space by taking the limit of point-like
impurities. This procedure is described in detail in Refs. [2,3]. As the result, one reduces the complex operator
expression for δF to a matrix trace
δF(φ) = Tr ln
[
1− TGˆreg;φ
]
, (7)
where Tˆ = (T1, T2, . . . , TNimp) consists of individual impurity T-matrices and Gˆreg;φ is a matrix in the “unfolded”
impurity space of the dimension N . The elements of Gˆreg;φ are related to the Green’s function GA;φ, associated with
the Hamiltonian HA:
(Gˆreg)nm =
{
GA(rn, rm), n 6= m
lim
r→rn
[GA(r, rn)− gr−rn ] , n = m . (8)
The Green’s function retains a matrix structure in Keldysh, sublattice, and valley spaces. The function gr stands for
the Green’s function of an infinite system without disorder and at zero counting field.
There are quite a few specific properties of the zero-energy state in clean graphene which originate in the chiral
symmetry of the Hamiltonian, σzHAσz = −HA. One consequence of the symmetry is the relation between the
retarded and advanced Green’s functions at zero energy, GR = −σzGAσz, in the absence of impurities. Even though
the chiral symmetry is generally violated by disorder, we may use this symmetry to conveniently define the counting
field φ without resorting to the Keldysh space as
(i0−HA + σy φ/2L)GRA;φ(r, r′) = δ(r − r′), (9)
which corresponds to the shift of the vector potential, Ay → Ay + φ c/2eL, inside the sample. The link between this
definition and more common definitions of the counting field is explained in detail in Section II.
8The Equation (9) has to be supplemented with the open boundary conditions at the graphene-lead interfaces,(
1 1
)
GRA;φ(r0, r
′) =
(
1 −1)GRA;φ(rL, r′) = 0, (10)
where r0 = (0, y) and rL = (L, y). The unitarity constraint on the T -matrix ensures that the retarded and advanced
components of the T -matrix are equal. Substituting the function GRA;φ in Eq. (8) we construct the retarded matrix
GˆRreg;φ. Using straightforward algebra, which is relegated to Section II, we rewrite Eq. (7) as
δF = Tr ln
[
1− L
(
T 0
0 T¯
)
L
(
GˆRreg;φ 0
0 GˆRreg;−φ
)]
, (11)
where L = (Σz + Σy)/
√
2 acts in the Keldysh space and T¯ = −σzTσz.
For impurities preserving the chiral symmetry one finds T¯ = T , hence δF = K(φ) +K(−φ) with K(φ) = Tr ln(1−
TGˆRreg;φ). For the scalar or mass impurities, T = −T¯ , one finds δF = Tr ln(1− TGˆRreg;φTGˆRreg;−φ).
Another specific feature of the zero-energy state is the existence of a non-unitary gauge transformation, which
makes it possible to gauge away the entire magnetic field. This transformation can be formulated as
GA(r, r
′) = eχ(r)σz+iϕ(r)G0(r, r′)eχ(r
′)σz−iϕ(r′), (12)
where G0 refers to the zero-energy Green’s function associated with the Hamiltonian H0 = vσp. The phases ϕ(r)
and χ(r) possess even larger gauge freedom as the vector potential itself due to the differential relations: ∂xϕ+∂yχ =
eAx/c~ and ∂yϕ− ∂xχ = eAy/c~.
Let us now employ the Landau gauge in the form A = (0, Bx + φc/2eL) and fix the phases ϕ and χ from the
requirement χ(0) = χ(L) = 0, which ensures that the boundary conditions (10) at the graphene-lead interfaces are
not affected by the magnetic field. As the result we find
χ(r) = x(L− x)/2`2B , ϕ(r) = y (L/2`2B + φ/2L), (13)
where `2B = c~/eB is the square of the magnetic length. Note, that the periodicity of GA in the y-coordinate translates
into the quasiperiodicity of G0. A similar solution holds in Corbino geometry and the symmetric gauge as discussed
in Section III.
The principal role of the free Green’s function, gr, in Eq. (8) is to provide a finite expression for diagonal terms
of the matrix Gˆreg;φ. Here we take advantage of the zero-energy Green’s function of an infinitely extended graphene,
gr = −iσr/2pir2, which is the same for both retarded and advanced components. The transformation (12) suggests
that the Green’s function gr is not affected by the vector potential, hence the T-matrix has to be defined at zero field
as well. (In fact the true Green’s function of an infinite graphene sheet acquires a non-vanishing diagonal term in a
finite magnetic field since the function χ(r) is always unbounded in an infinite sample. This complication is, however,
not essential for our construction.)
Solving Eqs. (9,10) in the limit W  L we obtain
GˆRreg;φ = −
i
4L
eiφYˆ /2Rˆ e−iφYˆ /2 +
φσy
4piL
, (14)
where Yˆ = L−1 diag(y1, y2, . . . , yN ) is a diagonal matrix consisting of the y-components of the impurity coordinates.
The elements of the matrix Rˆ are given by
Rnm = e
χ(rn)σz
(
1
sin(zn+z∗m)
1−δmn
sin(zn−zm)
1−δmn
sin(z∗n−z∗m)
1
sin(z∗n+zm)
)
eχ(rm)σz , (15)
where zn = pi(xn + iyn)/2L and δnm stands for the Kronecker delta. In Equation (15) we neglected unnecessary
phases that are not entering the final result due to the gauge invariance. Note that, despite the multiplicative form
of the transformation (12), the diagonal elements of Gˆreg;φ (14) acquire an additive term φσy/4piL. Using the result
(14) it is straightforward to differentiate with respect to φ to calculate the zero-energy conductance for any given
impurity configuration and magnetic field.
Below we consider impurities of two types: scalar impurities and ad-atoms. The former are described by the
T -matrix T = 2pi`s, where `s is a finite scattering length [2,3]. The latter correspond to the T-matrix, T
c
ζ =
`a
(
1 + ζσzτz + σ−ζτ−eiθ
c
ζ + σζτ+e
−iθcζ
)
, that depends on the sublattice index (ζ = 1 for A and ζ = −1 for B
9sublattice) and a site ”color” c = −1, 0, 1, which encodes the Bloch phase at the impurity site. We use σ± =
(σx ± iσy)/
√
2 and τ± = (τx ± iτy)/
√
2 with σx,y,z and τx,y,z being the Pauli matrices in the sublattice and valley
space, respectively. The phase θc± = ±α+ 4pic/3 depends in addition on the angle α between the x-axis and the bond
direction of the graphene lattice.
Using Eqs. (1,2,9,14) we arrive at the general expression for the conductance in the form of Eq. (3) of the main text
G =
4e2
pih
(W/L+ piS) . (16)
In the case of scalar impurities we find
S = 4 Tr(Yˆ †sM+YˆsM− − Yˆ 2M+M−), (17)
where M± = (1 ± ipi`sRˆ/2L)−1 and Yˆs = Yˆ + i`sσy/2L. Thus, the calculation of the conductance for a particular
impurity configuration amounts to an inversion of a matrix of the size 2N × 2N .
In the case of adatoms we find
S = Tr
{
[Yˆ , Q+][Yˆ , Q−] +Q+[Yˆ ,Γ+]Q−[Yˆ ,Γ−] +Q+[Yˆ ,Γ−]Q−[Yˆ ,Γ+]
}
, (18)
where [ , ] stands for the matrix commutator. We also introduced the matrices Γ± = (i`a/8L)ζˆA±, Q± =
[1± (Γ+ + Γ−)]−1, where ζˆ = diag(ζ1, ζ2, . . . , ζN ) is a diagonal matrix in the impurity space consisting of sign factors,
while the elements of the matrix A± are given by
(A±)nm =
e±(ζnχ(xn)+ζmχ(xm)+i(θn−θm)/2)
sin pi2L [ζnxn + ζmxm + i(yn − ym)]
, (19)
where the phases θn take different values, specified above, depending on the lattice orientation and the color of the
corresponding atomic site. The calculation of the conductance using Eqs. (16,18) amounts to an inversion of matrix
of the size N ×N for each impurity realization.
The detailed derivation of Eqs. (17,18), which are used for numerical simulations of the conductivity, is given in
the subsections I C and I D.
B. Numerical simulation of conductivity and its connection to quantum-Hall RG flow
The two-dimensional longitudinal conductivity is defined as σxx = LG/W assuming the limit W  L. For
numerical analysis we use W = 4L and study the conductivity as a function of the system size L. The magnetic
length `B =
√
c~/eB and the average distance between impurities `imp remain fixed. We calculate the conductance
for a number of randomly chosen impurity configurations, typically about 2000, and average to obtain the mean
conductivity.
We focus on four distinct cases: i) scalar impurities represented by equivalent positive potentials corresponding
to the impurity length scale `s = 50`imp; ii) scalar impurities represented by potentials of the same strength but a
random sign, such that half of the impurities are modeled by positive potentials and another half by negative ones.
We refer to this case symbolically as `s = ±50`imp; iii) adatoms of random color and the same sign, `a = 50`imp; and
iv) adatoms of random color and random signs `a = ±50`imp.
In the presence of sufficiently strong magnetic field such that `imp  `B  L we may expect the conductivity
to “flow” with the system size in accordance with the RG flow diagram depicted in Fig. 3 [4]. The case of scalar
impurities corresponds to the diagram shown in Fig. 3a. When all impurities are modeled by positive potentials, the
zeroth Landau level is broadened and shifted from zero energy. Therefore, zero energy, where we study transport, no
longer corresponds to the half-filled Landau level. The RG flow in this case is schematically shown by the blue arrow
at the left panel and localization behavior is expected. Scalar impurities modeled by potentials with alternating sign
lead to a symmetric broadening of the zeroth Landau level. Zero energy, in this case, corresponds to the half-filled
Landau level. The respective flow is indicated by the red arrow in Fig. 3a. The longitudinal conductivity in this case
is expected to flow to the quantum-Hall critical point σ∗ = 2g∗U , which is approximately given by 0.4 × 4e2/h for
graphene. The different types of behavior are indeed observed in the numerical simulation as shown in the top panels
of Fig. 2 of the main text.
Such a difference is absent at zero magnetic field. Antilocalization behavior is obtained irrespective of the sign of
the scalar potentials. The behavior of conductance depicted in Fig. 4a for the case of alternating scalar impurities is
qualitatively the same as that for the case of positive scalar impurities shown in the Letter.
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FIG. 3: Schematic presentation of RG flow for (a) scalar impurities and (b) adatoms. Red lines illustrate the flow for the case
of impurities of random sign while blue lines correspond to equal-sign impurities.
In the case of adatoms, localization is expected for both cases: at half-filling (for adatoms modeled by potentials
of alternating signs) which corresponds to the red arrow in Fig. 3b, and at a small detuning from the half-filling (for
adatoms modeled by potentials of the same sign) which corresponds to the blue arrow in Fig. 3b. This is confirmed
by numerical simulations (see the lower panels of Fig. 2 of the main text).
The mean conductivity for the case of scalar impurities and adatoms of random sign is shown in Fig. 4b for
completeness.
C. Scalar impurities
Let us consider scalar impurities or other impurities such that Tσz = σzT . In this case, Eq. (11) simplifies to
δF = 2 Tr ln(1− TGˆRreg;φTGˆRreg;−φ), (20)
where GˆRreg;φ is given by Eq. (14) and the factor of 2 appears due to the trace over the valley degree of freedom. For
scalar impurities we find T = 2pi`s, where `s = diag(`s,1, `s,2, . . . `s,N ) is regarded as a diagonal matrix in the impurity
space to allow for different scattering lengths of different impurities. The matrix T is proportional to the unit matrix
in the sublattice space.
In order to derive the expression for the conductance we take advantage of a cyclic permutation under the trace to
rewrite Eq. (20) as
δF = 2 Tr ln(1− Γ(φ)Γ(−φ)), where Γ(φ) = eiY φ(−ipisR+ φsσy), s ≡ `s
2L
. (21)
The matrix R is defined in Eq. (15). We also use the fact that the following matrices commute, [s, Y ] = [s, σy] =
[Y, σy] = 0. Thus, the impurity correction to the conductance δG reads
δG = g0
∂2δF
∂φ2
∣∣∣∣
φ=0
= 4g0 Tr
(
1
1 + Γ
Γ˙
1
1− ΓΓ˙−
Γ
1− Γ2 Γ¨
)∣∣∣∣
φ=0
, g0 ≡ 4e
2
h
, (22)
where we find from Eq. (21)
Γ = Γ(0) = −ipisR, (23a)
Γ˙ =
∂Γ(φ)
∂φ
∣∣∣∣
φ=0
= iY Γ + sσy, (23b)
Γ¨ =
∂2Γ(φ)
∂φ2
∣∣∣∣
φ=0
= 2iY sσy − Y 2Γ. (23c)
Substituting Eqs. (23) in Eq. (22), one obtains
δG
g0
= 4 Tr
[
Y 2
Γ2
1−Γ2 − Y
Γ
1−ΓY
1
1+Γ
+
1
1+Γ
sσy
1
1−Γsσy + isσy
(
1
1−ΓY
Γ
1+Γ
+
1
1+Γ
Y
Γ
1−Γ − 2Y
Γ
1−Γ2
)]
. (24)
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Using trivial identities like
Γ
1 + Γ
= 1− 1
1 + Γ
,
Γ
1− Γ = −1 +
1
1− Γ , (25)
we reduce Eq. (24) to
δG = 4g0 Tr
(
(Y − isσy) 1
1− Γ(Y + isσy)
1
1 + Γ
− Y 2 1
1− Γ2
)
, (26)
which is equivalent to Eqs. (16,17)
D. Adatoms
In the case of ad-atoms, the T -matrix is mixing valleys, hence we also have to care about the valley space. The
T -matrices, T±, for A and B-type ad-atoms read
T+ =
`a
2

1 0 0 e−iθ
c
+
0 0 0 0
0 0 0 0
eiθ
c
+ 0 0 1

στ
, T− =
`a
2

0 0 0 0
0 1 e−iθ
c
+ 0
0 eiθ
c
+ 1 0
0 0 0 0

στ
. (27)
These matrices are acting in the sublattice-valley space. The phase θ is determined by the “color” of the corresponding
adatom site, c = −1, 0, 1, and the angle α between the carbon bond and the x-axis, θc± = ±α+4pic/3. In what follows
we simply numerate the phases θ by the impurity index and construct the diagonal matrix θ = diag(θ1, θ2, . . . , θNimp)
in the unfolded space. It is important to understand that the T -matrix is proportional to a projector in the sublattice-
valley space. Using the rotation matrix,
U =
1√
2

1 0 0 e−iθ
0 1 e−iθ 0
0 eiθ −1 0
eiθ 0 0 −1
 = U†, (28)
we find
U†T±U = `aP±, (29)
where P± are simple projectors
P+ =
1 0 0 00 0 0 00 0 0 0
0 0 0 0
 , P− =
0 0 0 00 1 0 00 0 0 0
0 0 0 0
 . (30)
The rotation U can be applied to the Green’s function in Eq. (11) so that
δF = Tr ln (1− `aP [UGU†]) , (31)
where we defined
Gnm = Λe
iΣy
φ
2L (yn−ym)GRnmΛ, G
R
nm = −
i
4L
Rnm + +
φσy
4piL
δnm. (32)
It is now necessary to calculate the elements of the matrix UGU† in the impurity space. This calculation gives
U†1GU2 =
1
2
(
G+ σxGσxe
−i(θ1−θ2) Gσxe−iθ2 − σxGe−iθ1
σxGe
iθ1 −Gσxeiθ2 G+ σxGσxei(θ1−θ2)
)
=
1
2
(
e−iθ1/2 0
0 σxe
iθ1/2
)(
Geiθ12/2 + σxGσxe
−iθ12/2 Geiθ12/2 − σxGσxe−iθ12/2
Geiθ12/2 − σxGσxe−iθ12/2 Geiθ12/2 + σxGσxe−iθ12/2
)(
eiθ2/2 0
0 σxe
−iθ2/2
)
, (33)
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where θ12 ≡ θ1 − θ2 and the matrix structure in the valley space is explicitly shown. Note that due to the projective
properties of P we only need to know the upper left element in the valley space! It is, therefore, convenient to
introduce the valley-reduced matrix G¯ with the elements
G¯nm =
1
2
(
Gnme
i(θn−θm)/2 + σxGnmσxe−i(θn−θm)/2
)
(34)
which can be used to rewrite the result for the full-counting statistics as
δF = Tr ln [1− `aPG¯] , P+ = (1 00 0
)
, P− =
(
0 0
0 1
)
. (35)
At the next step we are going to calculate the trace in the Keldysh space. First of all we note that σxΛσx = ΛΣz,
hence
σxGnmσx = ΛΣze
iΣy(yn−ym)φ/2LΣzGRnmΛ = Λe
−iΣy(yn−ym)φ/2LGRnmΛ. (36)
Using that ΛPΛ = ΣzP we obtain
δF = Tr ln
[
1− `aPΣz 1
2
(
eiΣy
φ(y−y′)
2L +i
θ−θ′
2 GR + e−iΣy
φ(y−y′)
2L −i θ−θ
′
2 σxG
Rσx
)]
(37)
= Tr ln
[
1− `aPΣy 1
2
(
eiΣz
φ(y−y′)
2L +i
θ−θ′
2 GR + e−iΣz
φ(y−y′)
2L −i θ−θ
′
2 σxG
Rσx
)]
(38)
= Tr ln
[
1− `2aPS(φ)PS(−φ)
]
(39)
where we used self-explanatory symbolic notations in the parenthesis to make the expression more compact. We have
also defined
Snm(φ) =
1
2
(
ei
φ
2L (yn−ym)+ i2 (θn−θm)GRnm + e
−i φ2L (yn−ym)− i2 (θn−θm)σxGRnmσx
)
. (40)
The projectors P± are just selecting appropriate elements of the matrix S. The final step is just to introduce more
compact notations in order to eliminate the projectors. First of all we notice that the second term in the expression
for GR in Eq. (32) never contributes. Indeed only diagonal elements of Snn(φ) in the sub-lattice space enter the result.
This is clearly what we expect in the case of ad-atoms on very general grounds. Thus we can simply use
GRnm = −
i
4L
 eχ(xn)+χ(xm)sin[ pi2L (xn+xm+i(yn−ym))] eχ(xn)−χ(xm)sin[ pi2L (xn−xm+i(yn−ym))]
− e−χ(xn)+χ(xm)
sin[ pi2L (−xn+xm+i(yn−ym))]
− e−χ(xn)−χ(xm)
sin[ pi2L (−xn−xm+i(yn−ym))]
 . (41)
Taking advantage of the sign convention (ζ = 1 for A-site and ζ = −1 for B-site) we can write
PnG
R
nmPm = −
i
4L
ζne
ζnχ(xn)+ζmχ(xm)
sin
[
pi
2L (ζnxn + ζmxm + i(yn − ym))
] , (42)
PnσxG
R
nmσxPm = −
i
4L
ζne
−ζnχ(xn)−ζmχ(xm)
sin
[
pi
2L (ζnxn + ζmxm − i(yn − ym))
] . (43)
Thus, we obtain the final expression for the full counting statistics in the form
δF = Tr ln
(
1 +
`2a
16L2
ζˆK(φ)ζˆK(−φ)
)
, K(φ) =
1
2
(A+(φ) +A−(φ)), (44)
where ζˆ = diag(ζ1, ζ2, . . . ζN ) is a diagonal matrix in the unfolded space and the matrices A+ and A− are defined in
the same way as in our previous publications
(A±(φ))nm =
e±(
iφ
2L (yn−ym)+ i2 (θn−θm)+ζnχ(xn)+ζmχ(xm))
sin
[
pi
2L (ζnxn + ζmxm ± i(yn − ym))
] . (45)
In the vacancy limit, `a →∞, we restore the known result δF = Tr lnK(φ) + Tr lnK(−φ) [3]. It is worth mentioning
that both A+ and A− are Hermitian matrices and A−(B) = AT+(−B), where B is the magnetic field. For a rectangular
sample with x ∈ (0, L) we use χ(x) = Bx(L− x)/2.
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The expression (44) can be rewritten as
δF = Tr ln (1− Γ(φ)Γ(−φ)) , Γ(φ) = − i`a
4L
ζˆK(φ). (46)
In order to find the conductance we calculate the derivatives of Γ at φ = 0
Γ˙ =
i
2
[Y, Γ¯], Γ¨ = −1
4
[Y, [Y,Γ]], (47)
where
Γ = − i`a
4L
ζˆ
A+ +A−
2
, Γ¯ = − i`a
4L
ζˆ
A+ −A−
2
. (48)
The matrices A± = A±(0) are now taken at φ = 0. Using Eq. (22) we obtain
∂2δF
∂φ2
∣∣∣∣
φ=0
=
1
2
Tr
(
Γ
1− Γ2 [Y, [Y,Γ]]−
1
1 + Γ
[Y, Γ¯]
1
1− Γ[Y, Γ¯]
)
, (49)
which is basically the final expression for the conductance. Using the identity
Tr
(
Γ
1− Γ2 [Y, [Y,Γ]]−
1
1 + Γ
[Y,Γ]
1
1− Γ[Y,Γ]
)
= 2 Tr[Y,
1
1 + Γ
][Y,
1
1− Γ]. (50)
we can also write
∂2δF
∂φ2
∣∣∣∣
φ=0
= Tr
(
[Y,
1
1 + Γ
][Y,
1
1− Γ] +
1
1 + Γ
[Y,Γ+]
1
1− Γ[Y,Γ−] +
1
1 + Γ
[Y,Γ−]
1
1− Γ[Y,Γ+]
)
, (51)
where
Γ± =
1
2
(Γ± Γ¯) = − i`a
8L
ζˆA±. (52)
The Equations (51,52) are equivalent to Eqs. (16,18) given above. In the vacancy limit, `a → ∞, we can simply
disregard the first term in Eq. (51) and omit the unit matrix in the expressions 1± Γ, hence
lim
`a→∞
∂2δF
∂φ2
∣∣∣∣
φ=0
= −2 Tr 1
Γ
[Y,Γ+]
1
Γ
[Y,Γ−] = −2 Tr 1
A+ +A−
[Y,A+]
1
A+ +A−
[Y,A−]. (53)
This result is equivalent to the one obtained in Ref. 3 for the Dirac-point conductance of a rectangular graphene
sample with N vacancies.
II. TRANSFORMATION OF THE COUNTING FIELDS
Transport quantities such as conductance, noise, and higher moments of charge transfer statistics can be directly
inferred from the Green’s function which depends on the counting fields. Following the general approach, we define
the Keldysh Green’s function for graphene as the solution of the following problem(
ε+ i0−H − µ(x) −~vσxζ+ δ(x)
−~vσxζ− δ(x− L) ε− i0−H − µ(x)
)
G(r; r′) = δ(r − r′), (54)
where we take H = HA+V (r), with V (r) describing the impurity potentials and HA = vσ (p− eA/c). For the sake of
definiteness, we impose periodic boundary conditions in y direction, y ∈ (0,W ), and adopt open boundary conditions
in x direction, which correspond to infinitely-doped leads, i.e. µ(x < 0) = µ(x > L) = −∞ and µ(0 < x < L) = 0.
The counting fields ζ± are introduced at the interfaces between the leads and the sample. This definition is largely
conventional since any sample interface can be equivalently used to measure current.
The Green’s function G(r; r′) contains information on the transport properties, which is encoded in the generating
function
F = Tr lnG−1, (55)
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FIG. 4: Conductivity in zero magnetic field as a function of system length for (a) scalar impurities and (b) adatoms of random
sign. The long-scale behavior is analogous to that for impurities of equal signs (see Fig. 1 of the main text). Insets show the
conductivity as a function of impurity strength for fixed length and impurity concentration.
where the trace includes the operator trace i.e. the integration over the spatial degrees of freedom. The conductance
is, then, defined as the second derivative of the generating function with respect to the counting fields,
G = −2e
2
h
∂2F
∂ζ+ ∂ζ−
∣∣∣∣
ζ±=0
, (56)
where the coefficient 2 takes into account the spin degeneracy. (We generally assume the valley degeneracy to be
lifted, hence the Green’s function is regarded as a matrix in the valley space as well.)
Expression (56) corresponds to the following definition of the conductance,
G =
2e2
h
(~v)2
∫ W
0
dy
∫ W
0
dy′TrσxGR(0, y;L, y′)σxGA(L, y′; 0, y), (57)
where the Green’s functions GR,A are found in the absence of the counting fields.
We can conveniently find the Green’s function inside the sample, i.e. for 0 < x < L or a < r < R, by solving the
simpler equation (
ε+ i0−H 0
0 ε− i0−H
)
G(r, r′) = δ(r − r′), (58)
which is supplemented by the boundary conditions at the interfaces(
1 1 iζ+ iζ+
0 0 1 −1
)
G(0, y; r′) = 0,
(
1 −1 0 0
−iζ− −iζ− 1 1
)
G(r;L, y′) = 0. (59)
Without loss of generality, the counting fields can be considered as equal ζ = ζ±. To simplify the boundary conditions
(59) for the Green’s function, it is convenient to transform the counting field ζ to the field φ as
ζ = i sinhφ/2, G = −e
2
h
∂2F
∂ζ2
∣∣∣∣
ζ=0
=
4e2
h
∂2F
∂φ2
∣∣∣∣
φ=0
, (60)
and adopt the unitary transformation of the Green’s function in the Keldysh space
G(r, r′) = Vφ(x)ΛKG˜(r, r′)Λ−1K V
−1
φ (x
′), (61)
where
Vφ(x) =
1√
2 coshφ/2
(
e
φ(L−x)
2L −e−φ(L−x)2L
e−
φx
2L e
φx
2L
)
, ΛK =
1√
2
(
1 1
−1 1
)
. (62)
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The transformation (61) converts the problem (58,61) to an equivalent one, where the counting field is introduced in
a slightly different manner, (
ε+ i0−H −i~v σx φ2L
−i~v σx φ2L ε− i0−H
)
G˜(r, r′) = δ(r − r′), (63)
while the boundary conditions are simplified to(
1 1 0 0
0 0 1 −1
)
G˜(0, y, r′) = 0,
(
1 −1 0 0
0 0 1 1
)
G˜(L, y; r′) = 0. (64)
The transformation (61) holds at any energy and can be generalized to any Hamiltonian H with arbitrary matrix
potential V . Consequently the matrices Vφ and ΛK drop out completely in any physical observable. The reason
behind such a generality is merely the current conservation. Indeed, using the transformation Eq. (60) one finds that
the expression for conductance (56,57) can be rewritten as
G =
4e2
h
∂2F
∂φ2
∣∣∣∣
φ=0
=
2e2
h
(~v)2
L2
∫
d2r
∫
d2r′ TrσxGR(r; r′)σxGA(r′; r), (65)
where the integration extends over the sample area. This formula can be obtained directly from Eq. (57) by
taking advantage of the current conservation through an interface, which implies that the integrals of the type∫
dy GR(r1; r)σxG
A(r; r2), where r = (x, y), do not depend on x.
Let us now consider the zero-energy Green’s function for the Dirac hamiltonian in the absence of an impurity
potential, H = H0, so that the hamiltonian yields the chiral symmetry H0σz + σzH0 = 0. The symmetry suggests
the relation between the retarded and advanced Green’s functions at zero energy, GA0 = −σzGR0 σz, which makes
the Keldysh space somewhat obsolete. The fermions at zero energy can be viewed as the their own antiparticles,
which can be completely characterized by the retarded Green’s function only. In this case we can further simplify the
problem of Eqs. (63,64) by using another transformation
G˜0(r, r
′) = ΛLGˇ0(r, r′)L−1Λ, (66)
where the matrix L is a rotation in Keldysh space,
L = 1√
2
(Σz + Σy) , Λ =
(
1 0
0 iσz
)
. (67)
This transformation leads to the equation(
i0−H0 + ~v φ2Lσy 0
0 i0−H0 − ~v φ2Lσy
)
Gˇ0(r, r
′) = δ(r − r′), (68)
where we used the fact that the operator H0 anticommutes with the matrix σz. It is easy to check that the solution
to this equation must be diagonal in the Keldysh space, i.e.
Gˇ0(r, r
′) =
(
GˇR0,φ(r, r
′) 0
0 GˇR0,−φ(r, r
′)
)
, (69)
with the boundary conditions (
1 1
)
GˇR0,±φ(0, y, r
′) = 0,
(
1 −1) GˇR0,±φ(L, y; r′) = 0. (70)
Thus, the equation (82) (or Eq. (54) for the bare Green’s function) is reduced to the solution of the retarded equation(
i0−H0 + ~v φ
2L
σy
)
GˇR0,φ(r, r
′) = δ(r − r′), (71)
where the counting field φ is simply added to the y-component of the vector potential. This equation holds for any
boundary conditions in y-direction and any aspect ratio W/L. This approach can be generalized to arbitrary geometry
using conformal mapping.
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III. MAPPING BETWEEN CORBINO-DISK AND CYLINDER GEOMETRY
A. Corbino disk
In this section we consider the mapping between the Corbino-disk geometry and the cylinder geometry for graphene.
We use the mapping, which can be regarded as a conformal mapping, to calculate the Dirac-point conductance of
ballistic graphene in Corbino geometry subject to a perpendiclar magnetic field.
Let us consider a graphene sample that has the shape of a Corbino disk with inner radius a and outer radius R.
The Dirac Hamiltonian inside the disk takes the form,
HA = vσ(p− eA/c), (72)
where we use the symmetric gauge A = (−y, x)B/2 for the sake of definiteness. It is convenient to take advantage of
the polar coordinates r = (x, y) = (r cos θ, r sin θ) and place the origin to the center of the Corbino disk. Then, the
following transformation applies
e−(ln r−iσzθ)/2HAe−(ln r+iσzθ)/2 = r−2H¯A, (73)
where H¯A = vσ(p¯− eA¯/c) has the form of the graphene Hamiltonian with
p¯x = −i~ r ∂
∂r
, p¯y = −i~ ∂
∂θ
, A¯ = (0, Br2/2). (74)
It is convenient to introduce new dimensionless coordinates x¯ = ln r/a ∈ (0, L) and y¯ = θ ∈ (0,W ), where L = lnR/a
and W = 2pi. In these coordinates H¯A describes a graphene cylinder with the length L and the circumference W .
Note, however, that the magnetic field is changing exponentially along the cylinder. In addition, the cylinder is pierced
by the magnetic flux which equals to a half of the flux quanta Φ0/2, where Φ0 = hc/e. This flux originates in the
term exp(iσzθ/2) in the transformation (73), which results in a change of periodic boundary conditions for HA to
antiperiodic ones for H¯A. This flux is the direct consequence of the Berry phase in graphene. In the limit W  L
one finds A¯ ≈ (0, Ba2x¯), which corresponds to a constant perpendicular magnetic field in the Landau gauge.
Let us now make a generalized gauge transformation,
eσzχ(r)−iϕ(θ)H¯Aeσzχ(r)+iϕ(θ) = H¯0, H¯0 = vσp¯, (75)
where we introduced the functions
χ(r) = − eB
4c~
(r2 − a2) + γ ln r/a, ϕ(θ) = γ θ, γ = eB
4c~
R2 − a2
lnR/a
. (76)
The transformation (75,76) is completely analogous to the one introduced in Eqs. (1,2) of the main text. The
function χ(r) is chosen such that χ(a) = χ(R) = 0 hence the boundary conditions at the leads are unaffected by the
transformation (75). Still, the boundary condition in θ has to change from antiperiodic, for the Hamiltonian H¯A, to
quasi-periodic, for H¯0, since ϕ(2pi) = 2piγ. Thus the Hamiltonian H¯0 corresponds to a graphene cylinder pierced by
a magnetic flux Φ¯ = Φ/2L + Φ0/2, where Φ = pi(R
2 − a2)B is nothing but the magnetic flux through the Corbino
disk, L = lnR/a, and Φ0 = hc/e is the flux quantum.
Thus, the Dirac-point conductance of a ballistic graphene sample in Corbino-disk geometry is equivalent to that of
a graphene cylinder pierced by the magnetic flux Φ¯. If the leads are modeled by infinitely doped graphene we recover
the well-known result for the conductance [1],
G =
4e2
h
∞∑
n=−∞
1
cosh2(n− Φ/Φc + 1/2)L
, Φc = 2Φ0 lnR/a, Φ = pi(R
2 − a2)B. (77)
The result (77) has been obtained directly by wave matching in Refs. [6] and [7]. Using Poisson summation, one can
rewrite the ballistic conductance (77) in the equivalent form
G =
4e2
h
2
L
(
1− 2pi
2
L
∞∑
n=0
1 + cos(2piΦ/Φc) cosh(pi
2(2n+ 1)/L)
(cos(2piΦ/Φc) + cosh(pi2(2n+ 1)/L))2
)
. (78)
Restricting ourselves to realistic values of the parameter L = lnR/a in the Corbino disk, L pi2, we find [6]
G =
4e2
h
2
L
(
1− 4pi
2
L
e−pi
2/L cos
(
2piΦ
Φc
))
, L = ln
R
a
 pi2. (79)
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Thus, the transformations (73,75) are proven to be useful in the analysis of the ballistic conductance at the Dirac
point. These transformations can also be applied more widely to relate the Dirac-point conductance of graphene with
point-like impurities in Corbino-disk and cylinder geometries.
B. Green’s functions in Corbino geometry
In order to apply the transformations (75,76) to a sample with impurities we have to consider the Keldysh Green’s
function at zero energy (the Dirac point). In order to study transport quantities we introduce the dimensionless
counting fields ζ± at the interfaces between the leads and the sample. This requires an extension of the Green’s
function into the Keldysh space. The zero-energy Green’s function for the Corbino disk in the absence of impurities
satisfies the following equation(
i0−HA − µ(r) −~vnζ+ δ(r − a)
−~vnζ− δ(r −R) −i0−HA − µ(r)
)
GA(r, r
′) = δ(r − r′), vn = v(σ · r)/r, (80)
where the Green’s function GA(r, θ; r
′, θ′) has to be periodic with respect to the variables θ and θ′. The model of
infinitely doped leads [1] formally corresponds to the choice µ(r < a) = µ(r > R) = −∞, µ(a ≤ r ≤ R) = 0. The
conductance and other transport quantities are, then, expressed as the derivatives with respect to the counting fields
from the corresponding statistical sum as discussed in Section II.
Using the transformations (75,76) we relate the Green’s function GA associated with the Hamiltonian HA in Corbino
geometry to the Green’s function G¯0 associated with the Hamiltonian H¯0 for graphene cylinder as
GA(r, θ; r
′, θ′) =
1√
r r′
ei(ϕ(θ)−ϕ(θ
′)) eσz(χ(r)−iθ/2)G¯0(x¯, θ; x¯′, θ′) eσz(χ(r
′)+iθ′/2), x¯ = ln r/a. (81)
It is evident from Eq. (81) that the Green’s function G¯0 satisfies the quasi-periodic boundary conditions in the variables
θ and θ′ such that G¯0(θ + 2pi; θ′) = −e−2piiγG¯0(θ, θ′) and G¯0(θ; θ′ + 2pi) = −e2piiγG¯0(θ, θ′), which corresponds to the
cylinder pierced by the magnetic flux Φ¯ (note that eipiσz G¯0e
−ipiσz = −G¯0). Using the transformation (81) in Eq. (80)
we obtain (
i0− H¯0 − µ¯(r) −~vσxζ+ δ(x¯)
−~vσxζ− δ(x¯− L) −i0− H¯0 − µ¯(r)
)
G¯0(x¯, θ; x¯
′, θ′) = δ(x¯− x¯′)δ(θ − θ′), µ¯(r) = r µ(r), (82)
where L = lnR/a. Evidently the infinitely doped leads in Corbino-disk geometry correspond to infinitely doped leads
in cylinder geometry, i.e. µ¯(r < a) = µ¯(r > R) = −∞ and µ¯(a ≤ r ≤ R) = 0.
The same transformation (81) relates the impurity T-matrix in the Corbino disk, TA, to that in the cylinder
geometry, T¯ . Restricting ourselves to s-wave scattering we find
T¯ (x¯, θ) =
1
r
eσz(χ(r)+iθ/2)TA(r)e
σz(χ(r)−iθ/2), (83)
where r is the impurity coordinate, which is parameterized by x¯ = ln r/a and the angle θ. Thus, the results of the
main text also apply to the Corbino-disk geometry.
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