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ON THE IRRATIONALITY OF CERTAIN COEFFICIENTS OF THE
ALEKSEEV-TOROSSIAN ASSOCIATOR
MATTEO FELDER
Abstract. We give explicit formulas for the first few coefficients of the Alekseev-Torossian associator and
a second Drinfeld associator defined in [11]. This is done by analyzing the free and transitive action of the
Grothendieck-Teichmüller group and its Lie algebra grt1 on the set of Drinfeld associators. As a result we
obtain that, up to a conjecture on multiple zeta values, both associators are not rational.
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1. Introduction
A Drinfeld associator is a formal power series Φ(x, y) in two non-commuting variables x and y satisfying certain
equations. For instance, the easiest equation is
(1) Φ(y, x)−1 = Φ(x, y).
The set of Drinfeld associators is known to be an infinite dimensional pro-algebraic variety. This means in par-
ticular, that there is a wealth of solutions to the aforementioned equations. However, despite this abundance and
being studied intensively, Drinfeld associators remain somewhat mysterious objects. In fact, explicit constructions
exist only for three associators, the Knizhnik-Zamolodchikov associator ΦKZ, the anti-Knizhnik-Zamolodchikov
associator ΦKZ and the Alekseev-Torossian associator ΦAT.
A crucial tool to generate new solutions and to relate existing ones to one another is the Grothendieck-
Teichmüller group GRT1. It acts freely and transitively on the set of Drinfeld associators. This means that there
exists a unique element ψ ∈ GRT1 sending the Knizhnik-Zamolodchikov associator ΦKZ to the anti-Knizhnik-
Zamolodchikov associator ΦKZ via its action, and a unique element ψ˜ mapping ΦKZ to the Alekseev-Torossian
associator ΦAT. The group GRT1 is pro-unipotent, which means that it has a (pro-nilpotent) Lie algebra grt1 and
that there exists a bijective exponential map exp : grt1 → GRT1 between them. There is thus a unique element
g ∈ grt1 satisfying ψ = exp(g). It had been conjectured by P. Etingof that
(2) ψ˜2 = ψ.
In [11], C. Rossi and T. Willwacher settled this conjecture in the negative. In particular, this implies that by
acting with the "square root" of ψ, ψ 1
2
= exp
( g
2
)
, on ΦKZ, one obtains a further associator Φ 1
2
. The relations
between the mentioned Drinfeld associators is explained schematically below.
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An interesting part of the theory on Drinfeld associator is the study of the coefficients of these power series, as
for instance, they are closely related to multiple zeta values, i.e. the numbers
(3) ζ(n1, . . . , nk) =
∑
j1>···>jk≥1
1
j
n1
1 · · · j
nk
k
, with n1 ≥ 2, ni ≥ 1 for all i ∈ {2, . . . , k}.
In fact, all multiple zeta values appear within the coefficients of the Knizhnik-Zamolodchikov associator ΦKZ.
Multiple zeta values were already studied by L. Euler and occur in several branches of mathematics, but are still
far from being fully understood. For example, there is an important conjecture on the algebraic relations over Q
satisfied by (regularized) multiple zeta values. These are called shuffle and stuffle relations. The conjecture states
that these generate all algebraic relations over Q among (regularized) multiple zeta values. Our main result (to
be stated below) is true up to this conjecture.
One major problem on Drinfeld associators which remained unanswered for a long time is the following.
Question. Are there associators whose coefficients are all rational?
It was V. Drinfeld who proved that such rational associators must exist [5]. However, no such element has
been found so far. To the author’s knowledge, the question whether the Alekseev-Torossian associator ΦAT or
the associator Φ 1
2
are rational is still unanswered. They are therefore considered potential candidates for being
rational associators. It is the aim of this work to tackle this problem. Our main result is the following theorem.
Theorem. If the conjecture on multiple zeta values stated above is true, ΦAT and Φ 1
2
are not rational associators.
To prove the theorem, we compute the coefficients of ΦAT and Φ 1
2
for terms containing up to two y’s and
arbitrary many x’s. We find that (if the conjecture is true) the coefficient of the term x2yx4y is irrational for both
associators. The computations are based on the comparison of the coefficients appearing in the relations between
ΦKZ, ΦKZ, Φ 1
2
and ΦAT induced by the action of the Grothendieck-Teichmüller group GRT1. This endeavour is
in fact merely an entertaining combinatorial exercise.
Notation and conventions. We work over a field K of characteristic 0. The completed free Lie algebra in two
generators will be denoted by
FˆLie(x, y) :=
∏
n≥1
FLie(x, y)n
where FLie(x, y) is the free algebra in two generators and FLie(x, y)n is spanned by Lie words with n− 1 brackets.
Its topological universal enveloping algebra is K 〈〈x, y〉〉, i.e. formal power series in the non-commuting variables
x and y. On K 〈〈x, y〉〉, the coproduct ∆ : K 〈〈x, y〉〉 → K 〈〈x, y〉〉 ⊗ˆK 〈〈x, y〉〉 is such that x and y are primitive,
that is ∆(x) = x ⊗ˆ 1 + 1 ⊗ˆ x and ∆(y) = y ⊗ˆ 1 + 1 ⊗ˆ y. Here, ⊗ˆ denotes the completed tensor product.
Acknowledgements. I am highly indebted and very grateful to Prof. Thomas Willwacher for his support and
advice, and for introducing me to this topic in the context of my Master’s thesis.
2. Drinfeld associators and the Grothendieck-Teichmüller group
The following notions are developed in V. Drinfeld’s paper [5].
Definition 2.1. The Drinfeld-Kohno Lie algebra tn is the Lie algebra with generators tij , 1 ≤ i, j ≤ n, i 6= j,
satisfying the relations
(4) [tij , tkl] = 0 for i,j,k,l pairwise distinct,
(5) [tij , tik + tkj ] = 0 for i,j,k pairwise distinct.
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Definition 2.2. A Drinfeld associator is a pair (µ,Φ) ∈ K× × K 〈〈x, y〉〉 such that Φ is group-like (i.e. ∆(Φ) =
Φ⊗ˆΦ) and satisfies the following equations
Φ(x, y) = Φ(y, x)−1(6)
1 = e
µ
2
zΦ(x, y)e
µ
2
xΦ(y, z)e
µ
2
yΦ(z, x)(7)
Φ(t12, t23 + t24)Φ(t13 + t23, t34) = Φ(t23, t34)Φ(t12 + t13, t24 + t34)Φ(t12 , t23).(8)
We ask that x + y + z = 0 in (7) and that the last equation takes values in the universal enveloping algebra of
the Drinfeld-Khono Lie algebra t4. We denote the set of Drinfeld associators by DAss.
Definition 2.3. The Grothendieck-Teichmüller group GRT1 is the pro-unipotent group whose elements are
solutions Φ of the equations from Definition 2.2 for µ = 0. The group operation is given by
(9) (Φ · Φ′)(x, y) = Φ(x, y)Φ′(x,Φ(x, y)−1yΦ(x, y)),
for Φ(x, y),Φ′(x, y) in GRT1 and where the product on the right is the usual product in K 〈〈x, y〉〉.
Remark 2.4. The Grothendieck-Teichmüller group GRT1 acts freely and transitively on the set of Drinfeld
associators DAss. The action is via
GRT1 ×DAss→ DAss
(Ψ, (µ,Φ)) 7→ (µ,Ψ · Φ)
where the multiplication in the second component is defined in the same manner as the group operation on GRT1.
Definition 2.5. We define the Grothendieck-Teichmüller Lie algebra (grt1, {·, ·}) to be given by series ψ ∈
FˆLie(x, y) satisfying
ψ(x, y) + ψ(y, x) = 0(10)
ψ(x, y) + ψ(y, z) + ψ(z, x) = 0(11)
ψ(t12 , t23) + ψ(t12 + t13, t24 + t34) + ψ(t23, t34)(12)
−ψ(t12 , t23 + t24) − ψ(t13 + t23, t34) = 0,
where x+ y + z = 0 and the last equation takes place in t4. The Lie bracket on grt1 is given by
(13)
{
ψ, ψ′
}
(x, y) =
[
ψ(x, y), ψ′(x, y)
]
+Dψψ
′(x, y)−Dψ′ψ(x, y)
where Dψ is the derivation of the free Lie algebra sending x to x and y to [y, ψ]. The bracket {·, ·} is sometimes
referred to as Ihara bracket.
The Grothendieck-Teichmüller Lie algebra grt1 is pro-nilpotent. The group GRT1 can be viewed as the expo-
nential group of grt1, i.e. GRT1 = exp(grt1). There is also an action of grt1 on DAss. It is given by
grt1×DAss→ DAss
(γ(x, y), (µ,Φ)) 7→ (µ, γ(x, y)Φ(x, y) + [y, γ]∂yΦ(x, y))
where the first product is the usual product in K 〈〈x, y〉〉 and [y, γ]∂y acts as a derivation on K 〈〈x, y〉〉 sending x
to 0 and y to [y, γ].
Example 2.6. Consider the term x2yxyx3. We have that,
[y, γ]∂yx
2yxyx3 = x2 [y, γ] xyx3 + x2yx [y, γ] x3.
In the above, this procedure is done for every term of Φ in a linear way.
3. Multiple zeta values
As we will see in the next section, Drinfeld associators are closely related to multiple zeta values which we
introduce here. These were already studied by L. Euler. For instance, they appear in [7], a text from 1775. In [6],
he computes the values ζ(2n) for n ∈ {1, 2, 3, 4, 5, 6} using a method which works for general n.
Definition 3.1. Multiple zeta values are given by expressions of the form
(14) ζ(n1, . . . , nk) :=
∑
j1>j2>···>jk≥1
1
j
n1
1 j
n2
2 · · · j
nk
k
which are defined as long as n1 ≥ 2, ni ≥ 1 for i = 2, . . . , k.
Definition 3.2. Let B be the vector space of formal linear combinations of words w in x and y. We say that a
word w is admissible in B if it is empty or starts with an x and ends in a y.
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Every admissible word may be thus written as xn1−1yxn2−1y · · ·xnk−1y, with n1 ≥ 2 and n2, . . . , nk ≥ 1.
Let Badm denote the vector space of formal linear combinations of admissible words. We define a linear map
ζ : Badm → R
by setting ζ(w) = ζ(n1, . . . , nk) on words and extending linearly. Moreover, we set ζ(∅) := 1.
Definition 3.3. We define the shuffle product ∗ on B recursively by,
(15) αw ∗ α′w′ := α(w ∗ α′w′) + α′(αw ∗ w′),
where w,w′ are elements of B and α, α′ denote the first letter of the words αw, α′w′, respectively. Furthermore,
we set w ∗ ∅ = ∅ ∗ w = w for all w ∈ B.
The shuffle product of two words corresponds to the sum of all ways of interlacing them. It is associative
and commutative. The map ζ : (Badm, ∗) → R is a homomorphism of commutative algebras . In fact, this map
extends uniquely to a morphism of algebras ζ : (B, ∗) → R such that ζ(x) = ζ(y) = 0. This regularizing process
is maybe best explained by looking at a simple example. The multiple zeta values which may be assigned also to
non-admissible words in this way are called shuffle regularized multiple zeta values.
Example 3.4. The word w = x2yx2 ends with an x and is thus not admissible. We may rewrite it as,
x2yx2 = x2yx ∗ x− x2yx2 − x3yx− x3yx− x3yx
⇔ x2yx2 =
1
2
(x2yx ∗ x− 3x3yx) =
1
2
(x2yx ∗ x− 3(x3y ∗ x− 4x4y))
=
1
2
(x2yx ∗ x− 3x3y ∗ x+ 12x4y)
Therefore,
ζ(x2yx2) =
1
2
(ζ(x2yx ∗ x)− 3ζ(x3y ∗ x) + 12ζ(x4y))
=
1
2
(ζ(x2yx)ζ(x)− 3ζ(x3y)ζ(x) + 12ζ(x4y))
= 0 + 0 + 6ζ(x4y) = 6ζ(x5−1y) = 6ζ(5).
This example may be generalized to the following statement.
Lemma 3.5. Let w = xayxb. Then ζ(w) = (−1)b
(a+ b)!
a!b!
ζ(a+ b+ 1).
Proof. We will have to consider the shuffle product of xayxb−1 and x. For this we need to look at all ways of
interlacing the two words and to illustrate this process, we mark the word x by x. Write
ζ(xayxb) = ζ(xayxb−1)ζ(x) − ζ(xayxb−2xx)
− ζ(xayxb−3xx2)
− . . .
− ζ(xayxxb−1)
− ζ(xaxyxb−1)
− ζ(xa−1xxyxb−1)
− . . .
− ζ(xxayxb−1)
= 0− (b− 1)ζ(xayxb) − (a + 1)ζ(xa+1yxb−1)
Hence,
ζ(xayxb) = −
a+ 1
b
ζ(xa+1yxb−1)
=
a+ 1
b
·
a+ 2
b− 1
ζ(xa+2yxb−2)
= . . .
= (−1)b
(a + 1) · · · (a + b)
b!
ζ(xa+by) = (−1)b
(a+ b)!
a!b!
ζ(a+ b+ 1)

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The relations between multiple zeta values which are obtained using the shuffle product are called shuffle
relations. To illustrate this notion, we look at the following example.
Example 3.6. We may write ζ(2) as ζ(xy). This way,
ζ(2)2 = ζ(xy)ζ(xy) = ζ(xy ∗ xy)
= ζ(xyxy) + ζ(xxyy) + ζ(xxyy) + ζ(xxyy) + ζ(xxyy) + ζ(xyxy)
= 4ζ(x2y2) + 2ζ(xyxy) = 4ζ(3, 1) + 2ζ(2, 2).
Again, we have marked the letters of the word xy, so that we may keep track of them as we shuffle.
Next we consider the vector space A of formal linear combinations of words u = n1 · · ·nk with letters ni from
the alphabet N. Again there is a notion of admissible words. We say that u = n1 · · ·nk is admissible in A if n1 ≥ 2
(or k = 0). Denote by Aadm the vector space of formal linear combinations of admissible words. In analogy to the
previous construction, we define a linear map
ζ : Aadm → R
by setting ζ(u) = ζ(n1, . . . , nk) on words u = n1 · · ·nk and extending linearly. Moreover, ζ(∅) := 1.
Definition 3.7. On A we may define recursively the stuffle product X, by
(16) nwXn′w′ := n(wXn′w′) + (n+ n′)(wXw′) + n′(nwXw′),
where n, n′ ∈ N and w,w′ are words. Furthermore, set uX∅ = ∅Xu = u.
Example 3.8. Simply by applying the definition,
23X5 = 2(3X5) + (2 + 5)(3X∅) + 5(23X∅)
= 2(3(∅X5) + 8(∅X∅) + 5(3X∅)) + 73 + 523
= 235 + 28 + 253 + 73 + 523.
The stuffle product is associative and commutative. Moreover, the map ζ : (Aadm,X)→ R defines an algebra
homomorphism, i.e. for admissible words u, u′, ζ(uXu′) = ζ(u)ζ(u′). It may be extended uniquely to a map of
algebras ζ : (A,X) → R such that ζ(1) = 0. As before, the regularizing process is probably best explained via
a simple example. The multiple zeta values which may be assigned also to non-admissible words in this way are
called stuffle regularized multiple zeta values.
Example 3.9. The word w = 123 begins with a one and is therefore not admissible. We note that
1X23 = 1(∅X23) + (1 + 2)(∅X3) + 2(1X3)
= 123 + 33 + 2 (1(∅X3) + (1 + 3)(∅X∅) + 3(1X∅))
= 123 + 33 + 213 + 24 + 231.
Therefore, by applying the map ζ
ζ(1, 2, 3) = ζ(123) = ζ(1X23) − ζ(33)− ζ(213) − ζ(24) − ζ(231)
= ζ(1)ζ(23) − ζ(33) − ζ(213) − ζ(24) − ζ(231)
= −ζ(3, 3)− ζ(2, 1, 3)− ζ(2, 4)− ζ(2, 3, 1).
The relations between multiple zeta values which are obtained using the stuffle product are called stuffle
relations.
Example 3.10. We will make use of the following stuffle relation. Let r, s ∈ N.
ζ(r)ζ(s) = ζ(rXs) = ζ(r(∅Xs) + (r + s)(∅X∅) + s(rX∅))
= ζ(rs) + ζ(r + s) + ζ(sr) = ζ(r, s) + ζ(r + s) + ζ(s, r)
It is conjectured (though apparently with no solution in sight) that the shuffle and stuffle relations, together
with a relation which relates the shuffle and stuffle relations to each other [8], generate all algebraic relations
satisfied by the regularized shuffle and the regularized stuffle multiple zeta values over Q. If this were the case,
then the conjecture below would be true.
Definition 3.11. Consider ζ(n1, . . . , nk) with n1 ≥ 2, ni ≥ 1 for i = 2, . . . , k. We call N = n1 + · · · + nk the
weight of the multiple zeta value ζ(n1, . . . , nk).
A reference for the following conjecture is F. Brown’s paper on the decomposition of multiple zeta values [4].
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Conjecture 3.12. Let ZN denote the Q-vector space spanned by the set of multiple zeta values ζ(n1, . . . , nk)
with n1 ≥ 2, ni ≥ 1 for i = 2, . . . , k of weight N . Up to weight 8, the spaces ZN are conjectured to have the
following bases over Q:
Weight N 1 2 3 4 5 6 7 8
Q-Basis for ZN ∅ ζ(2) ζ(3) ζ(2)
2 ζ(5) ζ(3)2 ζ(7) ζ(3, 5)
ζ(3)ζ(2) ζ(2)3 ζ(5)ζ(2) ζ(3)ζ(5)
ζ(3)ζ(2)2 ζ(3)2ζ(2)
ζ(2)4
Example 3.13. This would imply that, for instance, there must be a relation between the multiple zeta values
ζ(3) and ζ(2, 1) which are both of weight 3. Indeed, the stuffle relation gives,
0 = ζ(2)ζ(1) = ζ(2, 1) + ζ(3) + ζ(1, 2)
as ζ(1) = ζ(y) = 0. On the other hand, shuffle relations yield,
ζ(1, 2) = −2ζ(2, 1)
which eventually implies
ζ(3) = ζ(2, 1).
Next, we consider a somewhat more elaborate example.
Example/Proposition 3.14. In the conjectural Q-basis
{
ζ(2)3, ζ(3)2
}
for the space of multiple zeta values of
weight 6, ζ(4, 2) may be expressed as
ζ(4, 2) = ζ(3)2 −
32
105
ζ(2)3.
Proof. Using the shuffle relations, we find
ζ(4)ζ(2) =ζ(x3y ∗ xy)
=4ζ(x3yxy) + 8ζ(x4y2) + 2ζ(x2yx2y) + ζ(xyx3y)
=4ζ(4, 2) + 8ζ(5, 1) + 2ζ(3, 3) + ζ(2, 4)
The stuffle relation
ζ(r)ζ(s) = ζ(r, s) + ζ(r + s) + ζ(s, r)
gives
ζ(2, 4) = ζ(4)ζ(2) − ζ(6)− ζ(4, 2)
and
2ζ(3, 3) = ζ(3)2 − ζ(6).
Moreover, we have the following identity (apparently due to Euler [3]). For a > 1,
ζ(a, 1) =
5
2
ζ(a+ 1) −
1
2
a∑
b=2
ζ(a + 1− b)ζ(b).
This allows us to write
ζ(5, 1) =
5
2
ζ(6) −
1
2
(
ζ(4)ζ(2) + ζ(3)2 + ζ(2)ζ(4)
)
=
5
2
ζ(6) −
1
2
ζ(3)2 − ζ(2)ζ(4).
Therefore,
ζ(4)ζ(2) =4ζ(4, 2) + 8ζ(5, 1) + 2ζ(3, 3) + ζ(2, 4)
=4ζ(4, 2) + 8
(
5
2
ζ(6) −
1
2
ζ(3)2 − ζ(2)ζ(4)
)
+ ζ(3)2 − ζ(6)
+ ζ(4)ζ(2) − ζ(6) − ζ(4, 2)
=3ζ(4, 2) + 18ζ(6) − 3ζ(3)2 − 7ζ(2)ζ(4)
⇔ 3ζ(4, 2) =3ζ(3)2 + 8ζ(2)ζ(4) − 18ζ(6).
Now, using ζ(2) = pi
2
6
, ζ(4) = pi
4
90
and ζ(6) = pi
6
945
[6], we have
4ζ(2)ζ(4) = 7ζ(6)
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and
ζ(6) =
8
35
ζ(2)3.
This simplifies the equation above further, namely,
3ζ(4, 2) = 3ζ(3)2 − 4ζ(6) = 3ζ(3)2 −
32
35
ζ(2)3.
Thus, eventually,
ζ(4, 2) = ζ(3)2 −
32
105
ζ(2)3.

4. Explicit Drinfeld associators
We are now in a position to give an explicit description of two Drinfeld associators.
4.1. The Knizhnik-Zamolodchikov associators. The Drinfeld associators defined below where first defined
by V. Drinfeld [5]. Further explanations can be found in [9].
Definition 4.1. [5] The Knizhnik-Zamolodchikov (KZ) associator is given by the following formula.
(17) ΦKZ(x, y) := 1 +
∑
w∈B,|w|≥2
(−1)nw
(2pii)|w|
ζ(w)w
Here, |w| denotes the length of the word w, nw the number of y’s in w and ζ(w) the regularized multiple zeta
value associated to w. The anti-Knizhnik-Zamolodchikov associator is defined as
(18) ΦKZ(x, y) := ΦKZ(−x,−y).
Remark 4.2. [5] Both the KZ associator and the anti-KZ associator are Drinfeld associators. They satisfy
equations (6) to (8) for the parameter µ = 1.
Remark 4.3. Note that indeed ΦKZ 6= ΦKZ as the coefficients of words of odd length will have opposite signs.
For instance,
0 6= uKZ
x2y
= −
ζ(3)
(2pii)3
6= +
ζ(3)
(2pii)3
= uKZ
x2y
.
Remark 4.4. Since ζ(x) = ζ(y) = 0, also ζ(xn) = 0 for all n, via
ζ(xn) = ζ(xn−1)ζ(x) − (n− 1)ζ(xn)⇔ nζ(xn) = 0
and similarly for y. This implies that in ΦKZ and ΦKZ terms containing only x’s or only y’s do not appear.
4.2. The first main Theorem. Since we have a free and transitive action of GRT1 on DAss, there exists a
unique element ψ ∈ GRT1 such that ψ · ΦKZ = ΦKZ. The group GRT1 is pro-unipotent, and thus there is a
unique element g ∈ grt1 with ψ = exp(g). Therefore, it makes sense to consider the "square root" of ψ,
(19) ψ 1
2
:= exp(
g
2
) ∈ GRT1 .
It is the element that satisfies the equation
(20) (ψ 1
2
·ψ 1
2
)(x, y) = ψ(x, y),
where the product on the left is again the product in GRT1. Let us spell out in detail, why the equation above
holds for ψ 1
2
(x, y) := exp( 1
2
g(x, y)), as one has to be careful with the peculiar products and brackets appearing.
(ψ 1
2
·ψ 1
2
)(x, y) = exp(
1
2
g(x, y)) · exp(
1
2
g(x, y))
= exp
(
BCH(
g
2
,
g
2
)(x, y)
)
= exp(
g(x, y)
2
+
g(x, y)
2
+
1
2
{g
2
,
g
2
}
(x, y) + . . . )
= exp(g(x, y)) = ψ(x, y)
The Baker-Campbell-Hausdorff element BCH(−,−) is not taken with respect to the ordinary bracket of Lie series,
but the Ihara bracket (see equation (13)). By acting with this new element ψ 1
2
∈ GRT1 on ΦKZ, we find a Drinfeld
associator [11], which we’ll denote Φ 1
2
, i.e.
(21) Φ 1
2
(x, y) := (ψ 1
2
·ΦKZ)(x, y).
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In [5], it was shown that there must exist an associator Φ(x, y) ∈ K 〈〈x, y〉〉 having only rational coefficients.
The natural (and, to the author’s knowledge, also unanswered) question that arises here is thus, whether the
associator Φ 1
2
is in fact such an associator. Unfortunately, this does not seem to be the case. Our first main result
is the following theorem.
Theorem 4.5. The coefficient in Φ 1
2
of the word w = x2yx4y is
2ζ(3, 5)− 7ζ(3)ζ(5)
512pi8
.
If the conjectured basis
{
ζ(3, 5), ζ(3)ζ(5), ζ(3)2ζ(2), ζ(2)4
}
from conjecture 3.12 is in fact a Q-basis for multiple
zeta values of weight 8, then this coefficient is irrational.
4.3. Towards a proof of Theorem 4.5. We start by considering two general group-like formal power series
Φ,Φ′ ∈ K 〈〈x, y〉〉 satisfying the equations from definition 2.2 for some µ ∈ K. We want to understand the first
terms of their product (as if they were either two elements of GRT1 or Φ ∈ GRT1 and Φ′ ∈ DAss)
(22) (Φ · Φ′)(x, y) = Φ(x, y)Φ′(x,Φ(x, y)−1yΦ(x, y)).
Lemma 4.6. A group-like element Φ(x, y) satisfying the equations (6) to (8), will not contain any linear terms
in x and y.
Proof. Assume on the contrary that
Φ(x, y) = 1 + ax+ by + (. . . )
where a, b 6= 0 and (. . . ) denotes higher order terms. The antisymmetry relation implies a = −b, via
Φ(x, y)Φ(y, x) = 1
⇔ (1 + ax+ by + (. . . ))(˙1 + ay + bx+ (. . . )) = 1
⇔ (1 + (a + b)(x+ y) + (. . . )) = 1
⇔ a+ b = 0.
Inserting this into the third equation (8), we get to first order,
1 + a(t12 − t23 − t24) + a(t13 + t23 − t34)
= 1 + a(t23 − t34) + a(t12 + t13 − t24 − t34) + a(t12 − t23)
⇔ t12 − t23 − t24 + t13 + t23 − t34
= t23 − t34 + t12 + t13 − t24 − t34 + t12 − t23
⇔ 0 = t12 − t34.
This is a contradiction, and hence Φ cannot contain any terms of first order. 
We may therefore represent the formal power series by
Φ(x, y) = 1 +
∑
w∈B,|w|≥2
aww
and Φ′(x, y) = 1 +
∑
w∈B,|w|≥2
bww.
For our purposes, we may furthermore assume that coefficients of words containing only x’s or only y’s will equal
zero in both Φ and Φ′.
Definition 4.7. The degree in y (in x) of a word w in B is the number of y’s (of x’s) in w. We will mostly look
at the degree in y, and in this case simply refer to it as the degree.
Remark 4.8. The anti-symmetry equation Φ(x, y)−1 = Φ(y, x), implies that
aw(x,y) = −aw(y,x)
bw(x,y) = −bw(y,x)
for all w of degree one in either x or y.
We now want to find the coefficients pw up to degree 2 of the product
(23) (Φ · Φ′)(x, y) := 1 +
∑
w∈B,|w|≥2
pww
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This is done by comparing the coefficients of the words xayxb (for degree 1), xayxbyxc (for degree 2) for a, b, c ∈ N0
in the equation
(24) Φ(x, y)Φ′(x,Φ(x, y)−1yΦ(x, y)) = 1 +
∑
w∈B,|w|≥2
pww.
Degree 1. Let thus w = xayxb where a, b ∈ N0. We find
(25)
pw = aw + bw
and pw(x,y) = −pw(y,x).
Degree 2. Let w = xayxbyxc with a, b, c ∈ N0. Then
(26)
pw =aw · 1 + 1 · bw
+
b∑
j=0
axayxj bxb−jyxc
+
a∑
j=0
bxjyxc(−axa−jyxb)
+
c∑
j=0
bxayxjaxbyxc−j .
Using the formulas above we may solve the equation
(27) (ψ · ΦKZ)(x, y) = ΦKZ(x, y)
for the coefficients of ψ ∈ GRT1 up to degree 2. For this, let
(28) ψ(x, y) := 1 +
∑
w∈B,|w|≥2
cww
and write uw for the coefficients in ΦKZ, i.e.
(29) ΦKZ(x, y) := 1 +
∑
w∈B,|w|≥2
uww.
Degree 1. Let w = xayxb with a, b ∈ N0. Then from equation (25), we find,
(30) cw + uw =
{
−uw if |w| odd
uw if |w| even
This implies,
(31) cw =
{
−2uw if |w| odd
0 if |w| even.
Moreover, as for all elements of GRT1 and DAss, cw(x,y) = −cw(y,x), whenever w is of degree 1.
Degree 2. Let w = xayxbyxc with a, b, c ∈ N0. Equation (26) gives,
(32)
cw =− uw + (−1)
|w|uw −
b∑
j=0
cxayxjuxb−jyxc
−
a∑
j=0
uxjyxc(−cxa−jyxb)−
c∑
j=0
uxayxj cxbyxc−j .
We may simplify the expression for cw by introducing the following notation. For a word v = xpyxq of degree 1,
define
δpq =
{
1 if |v| = p+ q + 1 odd
0 if |v| = p+ q + 1 even
Then cv = δpq · (−2uv). This way we may rewrite equation (32) as,
(33)
cw =− uw + (−1)
|w|uw + 2
b∑
j=0
δajuxayxjuxb−jyxc
+ 2
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb) + 2
c∑
j=0
δb(c−j)uxayxjuxbyxc−j .
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This expression will turn out to be useful later on. Note that in the case where there should be no confusion, we
might write δv instead of δpq.
Our next objective will be to find the coefficients up to degree 2 of ψ 1
2
. We write dw for the coefficients of ψ 1
2
,
i.e.
(34) ψ 1
2
(x, y) := 1 +
∑
w∈B,|w|≥2
dww.
The defining equation for ψ 1
2
is
(35) (ψ 1
2
·ψ 1
2
)(x, y) = ψ(x, y).
Degree 1. Let w = xayxb with a, b ∈ N0. From the above (equation (25)) we get,
(36)
dw + dw = cw
⇔ dw =
cw
2
=
{ −2uw
2
= −uw if |w| odd
0 if |w| even.
Additionally, dw(x,y) = −dw(y,x), for a word w of degree 1.
Degree 2. Consider w = xayxbyxc with a, b, c ∈ N0. Then, by equation (26),
dw =
1
2
(
cw −
b∑
j=0
dxayxjdxb−jyxc
−
a∑
j=0
dxjyxc(−dxa−jyxb)−
c∑
j=0
dxayxjdxbyxc−j
)
.
Again, we may rewrite this solely in terms of cw and uv’s for v’s of degree 1. Namely, if v = xpyxq , then
dv = −δpq · uv (equation (36)). Therefore
dw =
1
2
(
cw −
b∑
j=0
δajδ(b−j)cuxayxjuxb−jyxc
−
a∑
j=0
δjcδ(a−j)buxjyxc(−uxa−jyxb)−
c∑
j=0
δajδb(c−j)uxayxjuxbyxc−j
)
.
Now, to make matters worse, we have to consider the cases where |w| is odd and where it is even separately. If
|w| is odd, then every uvu′v in the sums above, with v, v
′ of degree 1, will be such that one of |v| and |v′| is even
and the other is odd. Therefore, products of δ’s appearing in the sums above will give 0, and hence,
(37) dw =
cw
2
.
If, on the other hand |w| is even, all uvu′v in the sum will correspond to words v, v
′ with lengths of equal
parity. In this case, the products δvδv′ = δv = δv′ , and we may rewrite dw as,
dw =
1
2
(
cw −
b∑
j=0
δajuxayxjuxb−jyxc
−
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)−
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
)
.
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Next, we replace cw with the expression found in equation (33) to find,
dw =
1
2
(
− uw + (−1)
|w|uw + 2
b∑
j=0
δajuxayxjuxb−jyxc
︸ ︷︷ ︸
(∗)
+ 2
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
︸ ︷︷ ︸
(∗∗)
+2
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
︸ ︷︷ ︸
(∗∗∗)
−
b∑
j=0
δajuxayxjuxb−jyxc
︸ ︷︷ ︸
(∗)
−
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
︸ ︷︷ ︸
(∗∗)
−
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
︸ ︷︷ ︸
(∗∗∗)
)
.
We have marked equal terms to clarify why the expression simplifies to,
(38)
dw =
1
2
(
− uw + (−1)
|w|uw +
b∑
j=0
δajuxayxjuxb−jyxc
+
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb) +
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
)
.
The coefficients of the associator Φ 1
2
, denoted fw, are found by looking at the equation
(39) (ψ 1
2
·ΦKZ)(x, y) = Φ 1
2
(x, y).
Degree 1. For w = xayxb, a, b ∈ N0, we have by equation (25),
fw = dw + uw.
Together with (coming from equation (36))
dw =
cw
2
=
{
−uw if |w| odd
0 if |w| even,
this implies
fw =
{
−uw + uw = 0 if |w| odd
uw if |w| even.
Hence, Φ 1
2
is in fact a new Drinfeld associator, i.e. it is not equal to ΦKZ or ΦKZ.
Remark 4.9. For w = xpyxq with |w| = p+ q + 1 = 2n even, the coefficient uw has a particularly nice form.
uw =
−1
(2pii)2n
ζ(w) =
−1
(2pii)2n
(−1)q
(p + q)!
p!q!
ζ(p + q + 1)
=
(−1)q+1(p + q)!
(2pii)2np!q!
ζ(2n).
Note that we used Lemma 3.5 to regularize ζ(w). It is known, that ζ(2n) = (−1)n−1
(2pi)2n
2(2n)!
B2n, where B2n ∈ Q
is the 2n-th Bernoulli-number [3]. More important than the explicit form of ζ(2n) is the fact that ζ(2n) = q ·pi2n,
for some q ∈ Q. This implies that uw is a rational number for all words w of degree 1.
Degree 2. Let w = xayxbyxc with a, b, c ∈ N0. Then following equation (26),
fw =dw · 1 + 1 · uw
+
b∑
j=0
dxayxjuxb−jyxc
+
a∑
j=0
uxjyxc(−dxa−jyxb)
+
c∑
j=0
uxayxjdxbyxc−j .
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1. Case. Assume that |w| is odd. Then dw =
cw
2
(equation (37)) and
fw =
cw
2
+ uw
−
b∑
j=0
δajuxayxjuxb−jyxc
−
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
−
c∑
j=0
δb(c−j)uxayxjuxbyxc−j .
We replace cw with the expression from equation (33) to find,
fw =
1
2
(
− uw + (−1)
|w|uw + 2
b∑
j=0
δajuxayxjuxb−jyxc
+ 2
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb) + 2
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
)
+ uw
−
b∑
j=0
δajuxayxjuxb−jyxc −
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb) −
c∑
j=0
δb(c−j)uxayxjuxbyxc−j .
Reordering the sums (and keeping in mind that |w| is odd) gives,
fw =
1
2
(−uw − uw) + uw +
1
2
2
b∑
j=0
δajuxayxjuxb−jyxc
︸ ︷︷ ︸
(∗)
+
1
2
2
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
︸ ︷︷ ︸
(∗∗)
+
1
2
2
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
︸ ︷︷ ︸
(∗∗∗)
−
b∑
j=0
δajuxayxjuxb−jyxc
︸ ︷︷ ︸
(∗)
−
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
︸ ︷︷ ︸
(∗∗)
−
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
︸ ︷︷ ︸
(∗∗∗)
= 0,
as the equally marked terms all cancel each other. We have found
fw = 0.
2. Case. Consider now w of even length. In this case,
fw =dw + uw −
b∑
j=0
δajuxayxjuxb−jyxc
−
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)−
c∑
j=0
δb(c−j)uxayxjuxbyxc−j .
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Replacing dw with the expression from equation (38) yields,
fw =
1
2
(
− uw + (−1)
|w|uw +
b∑
j=0
δajuxayxjuxb−jyxc
︸ ︷︷ ︸
(∗)
+
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
︸ ︷︷ ︸
(∗∗)
+
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
︸ ︷︷ ︸
(∗∗∗)
)
+ uw −
b∑
j=0
δajuxayxjuxb−jyxc
︸ ︷︷ ︸
(∗)
−
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
︸ ︷︷ ︸
(∗∗)
−
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
︸ ︷︷ ︸
(∗∗∗)
.
We have marked equal terms in the equation above and find,
fw =
1
2
(−uw + uw) + uw
−
1
2
(
b∑
j=0
δajuxayxjuxb−jyxc
+
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb)
+
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
)
,
which implies
fw = uw −
1
2
(
b∑
j=0
δajuxayxjuxb−jyxc +
a∑
j=0
δ(a−j)buxjyxc(−uxa−jyxb) +
c∑
j=0
δb(c−j)uxayxjuxbyxc−j
)
.
4.4. Proof of Theorem 4.5. Finally, we are in a position to prove our main theorem.
Proof of Theorem 4.5. The word w = x2yx4y is of even length. Thus the coefficient fw is given by the following
formula.
fw =uw −
1
2
(
4∑
j=0
δ2jux2yxjux4−jy +
2∑
j=0
δ(2−j)4uxjy(−ux2−jyx4)
+
0∑
j=0
δ4(0−j)ux2yxjux4yx0−j
)
=uw −
1
2
(
δ20ux2yux4y + δ21︸︷︷︸
=0
ux2yxux3y + δ22ux2yx2ux2y + δ23︸︷︷︸
=0
ux2yx3uxy + δ24ux2yx4 uy︸︷︷︸
=0
+ δ24 uy︸︷︷︸
=0
(−ux2yx4) + δ14︸︷︷︸
=0
uxy(−uxyx4) + δ04ux2y(−uyx4) + δ40ux2yux4y
)
.
The marked terms equal 0. The expression simplifies to,
fw = uw −
1
2
ux2y
(
2ux4y + ux2yx2 − uyx4
)
.
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Now,
ux2yx4y =
1
(2pii)8
ζ(3, 5)
ux2y =
−1
(2pii)3
ζ(3)
ux4y =
−1
(2pii)5
ζ(5)
ux2yx2 =
−1
(2pii)3
ζ(x2yx2) =
−1
(2pii)5
(−1)2
(4
2
)
ζ(5) =
−6
(2pii)5
ζ(5)
uyx4 =
−1
(2pii)5
ζ(yx4) =
−1
(2pii)5
(−1)0
(4
4
)
ζ(5) =
−1
(2pii)5
ζ(5).
The result follows via,
fw = uw −
1
2
ux2y
(
2ux4y + ux2yx2 − uyx4
)
=
ζ(3, 5)
(2pii)8
−
1
2
(−ζ(3))
(2pii)3
(
− 2
ζ(5)
(2pii)5
− 6
ζ(5)
(2pii)5
+
ζ(5)
(2pii)5
)
=
1
(2pii)8
(
ζ(3, 5) −
7
2
ζ(3)ζ(5)
)
=
1
2(2pii)8
(
2ζ(3, 5)− 7ζ(3)ζ(5)
)
=
2ζ(3, 5) − 7ζ(3)ζ(5)
512pi8
.
As for the irrationality of fw, first note that assuming the conjectured basis to be in fact a basis over Q implies:
If
q1ζ(3, 5) + q2ζ(3)ζ(5) + q3ζ(3)
2ζ(2) + q4ζ(2)
4 = 0,
for q1, q2, q3, q4 ∈ Q, then q1 = q2 = q3 = q4 = 0. Now, assume on the contrary that fw = q ∈ Q. We find,
2ζ(3, 5)− 7ζ(3)ζ(5)
512pi8
= q
⇔2ζ(3, 5)− 7ζ(3)ζ(5) − 512pi8q = 0.
Since ζ(2) = pi
2
6
, we have pi8 = 64ζ(2)4 = 1296ζ(2)4. Hence,
2ζ(3, 5)− 7ζ(3)ζ(5) − 512 · q · 1296ζ(2)4 = 0.
But this contradicts the statement above . Therefore, if the conjecture is true, the coefficient has to be irrational.

5. The Alekseev-Torossian associator
There is an alternative and very useful description of ψ ∈ GRT1 which can be found in [11], namely,
(40) ψ(x, y) = T exp

 1∫
0
x(s)ds

 .
Here
(41) x(s) :=
∞∑
j=1
x2j+1(s(s− 1))
2j ∈ grt1
for elements x2j+1 ∈ grt1 indexed by the corresponding degree in the grading of FˆLie(x, y) ⊃ grt1. This means
that x2j+1 will be a linear combination of Lie words in x and y having 2j brackets. They are determined by the
equation ψ · ΦKZ = ΦKZ. The path-ordered exponential
T exp

 1∫
0
x(s)ds


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is defined as
(42) T exp

 1∫
0
x(s)ds

 = 1 + 1∫
0
x(s)ds+
1∫
0
x(s1)
s1∫
0
x(s2)ds2ds1 + . . .
Lemma 5.1. [11] Let ψ˜ ∈ grt1 be given by,
(43) ψ˜(x, y) := T exp


1
2∫
0
x(s)ds

 .
By acting with ψ˜ on ΦKZ, we obtain a Drinfeld associator called the Alekseev-Torossian associator ΦAT, i.e.
(44) ΦAT(x, y) := (ψ˜ ·ΦKZ)(x, y).
This associator was first defined in the work of A. Alekseev and C. Torossian [1]. As for Φ 1
2
, we ask whether
ΦAT will be an associator with only rational coefficients. Unfortunately, again, this does not seem to be the case.
Our second major result is the following theorem.
Theorem 5.2. The coefficient in ΦAT of the word w = x
2yx4y is
2048ζ(3, 5) − 6293ζ(3)ζ(5)
524288pi8
.
If the conjectured basis
{
ζ(3, 5), ζ(3)ζ(5), ζ(3)2ζ(2), ζ(2)4
}
from conjecture 3.12 is in fact a Q-basis for multiple
zeta values of weight 8, then this coefficient is irrational.
5.1. Towards a proof of Theorem 5.2. Our first aim is to describe the elements x2j+1 ∈ grt1 ⊂ FˆLie(x, y).
For this we have to understand what the space of linear combinations of Lie words having 2j brackets looks like.
This is where the notion of so-called Lyndon bases becomes useful. The main reference here is a book on free Lie
algebras by C. Reutenauer [10].
Definition 5.3. A word in x, y which is the unique minimal element with respect to the lexicographical ordering
within the set of its rotations is called Lyndon word.
Remark 5.4. [10] There is a bijection γ between Lyndon words and a basis of the free Lie algebra. Let w be a
Lyndon word. If w has length 1, set γ(w) = w. If |w| ≥ 2, we may decompose w as w = uv, where u, v are again
Lyndon words and v is of maximal length. Thus define γ(w) = [γ(u), γ(v)], recursively.
We will use this to find linear generators for the spaces of Lie words of degree 1 and 2 (in y). In degree 1, the
Lyndon words are of the form yxa for a ∈ N0. The map γ sends such a word to ± ad
a
x(y), depending on the parity
of a. Here adx(y) = [x, y]. Therefore, the set {ad
a
x(y)}a∈N0 describes a basis for the vector space of Lie words of
degree 1.
In degree 2, the Lyndon words are given by yxαyxβ with α < β,α, β ∈ N0. Decomposing w = yxαyxβ as
w = uv, u = yxα, v = yxβ , we have that
(45) γ(w) =
[
γ(yxα), γ(yxβ)
]
.
Using the definition of γ on degree 1 words, we find
(46) γ(w) = ±
[
adαx (y), ad
β
x(y)
]
.
This way,
{[
adαx (y), ad
β
x(y)
]}
α<β
generates the space of Lie words of degree 2 linearly.
Let us fix some n ≥ 1 and consider x2n+1 ∈ FˆLie(x, y)2n+1 (the linear span of Lie words in 2n brackets). Using
the above bases, we may describe x2n+1 up to degree 2. It will be of the form,
(47) x2n+1 = c2n ad
2n
x (y) +
∑
α,β
cα,β
[
adαx (y), ad
β
x(y)
]
+ . . .
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Here, c2n, cα,β ∈ K, α ∈ N0, β ∈ N, α < β such that α+ β + 2 = 2n+ 1. Using this notation the first few terms
of ψ are thus given by
ψ(x, y) = T exp

 1∫
0
x(s)ds

 = 1 + 1∫
0
∞∑
j=1
x2j+1(s(s− 1))
2jds+ . . .
=1 +
∞∑
j=1
(
c2j ad
2j
x (y) +
∑
0≤α<β
α+β+2=2j+1
cα,β
[
adαx (y), ad
β
x(y)
]
+ . . .
) 1∫
0
(s(s− 1))2jds+ . . .
Remark 5.5. To pass from FˆLie(x, y) to K 〈〈x, y〉〉, one sets [x, y] = xy−yx. Below, we give some useful identities.
ad2nx (y) =
2n∑
i=0
(2n
i
)
(−1)ixiyx2n−i
ady ad
2n
x (y) =
2n∑
i=0
(2n
i
)
(−1)i(yxiyx2n−i − xiyx2n−iy)
[
adαx (y), ad
β
x(y)
]
=
α∑
j=0
β∑
i=0
(α
j
)(β
i
)
(−1)j+i
(
xjyxα−j+iyxβ−i − xiyxβ−i+jyxα−j
)
Moreover, we shall abbreviate the following integral by I2n1 .
(48) I2n1 :=
1∫
0
(s(s− 1))2nds =
(Γ(2n + 1))2
Γ(4n+ 2)
=
((2n)!)2
(4n+ 1)!
.
Here Γ(x) =
∞∫
0
e−uux−1du is the gamma function (see for instance [2]).
Lemma 5.6. The coefficient c2n is
(49) c2n =
2(4n + 1)!ζ(2n + 1)
(2pii)2n+1 ((2n)!)2
.
Proof. To find c2n, we have to consider terms of degree 1 (in y). These are all of the form xiyx2n−i for some
i ∈ {0, . . . , 2n} (as the total number of x’s and y’s has to be 2n + 1). In the defining equation ψ · ΦKZ = ΦKZ,
these terms appear as follows,
(1 +
((2n)!)2
(4n+ 1)!
c2n ad
2n
x (y) + . . . )(1 +
2n∑
i=0
uxiyx2n−ix
iyx2n−i + . . . )
=(1 +
((2n)!)2
(4n+ 1)!
c2n
2n∑
i=0
(2n
i
)
(−1)ixiyx2n−i + . . . )(1 +
2n∑
i=0
uxiyx2n−ix
iyx2n−i + . . . )
=−
2n∑
i=0
uxiyx2n−ix
iyx2n−i + . . .
This is equivalent to saying that for all j ∈ {0, . . . , 2n},
(50)
((2n)!)2
(4n+ 1)!
c2n
(2n
j
)
(−1)j = −2uxjyx2n−j .
Recall that uxjyx2n−j =
−1
(2pii)2n+1
ζ(xjyx2n−j ), where ζ(w) is the regularized multiple zeta value of the word w.
By regularizing, we find (see Lemma 3.5),
ζ(xjyx2n−j) = (−1)2n−j
(2n
j
)
ζ(2n+ 1).
The above equation (50) becomes,
((2n)!)2
(4n + 1)!
c2n
(2n
j
)
(−1)j = −2
−1
(2pii)2n+1
(−1)2n−j
(2n
j
)
ζ(2n+ 1)
⇔
((2n)!)2
(4n + 1)!
c2n = 2
1
(2pii)2n+1
ζ(2n+ 1)
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from which the statement follows. 
Lemma 5.7. Fix n ≥ 1 and let a, b, c ∈ N0 such that a + b + c + 2 = 2n + 1. The coefficients cα,β satisfy the
following set of equations.
−2uxayxbyxc =I
2n
1
∑
0≤α<β
α+β+2=2n+1
cα,β
((α
a
)(β
c
)
(−1)a+β−c −
(α
c
)(β
a
)
(−1)a+α−c
)
+
∑
p∈N0,s∈N
2s=b+a−p
I2s1 c2s
((2s
a
)
(−1)a −
(2s
b
)
(−1)b
)
uxpyxc(51)
+
∑
q∈N0,s∈N
2s=b+c−q
I2s1 c2s
(2s
b
)
(−1)buxayxq .
Proof. Let n, a, b, c be as in the lemma and set w = xayxbyxc. This word of degree 2 (in y) will appear within
the following terms of the defining equation ψ · ΦKZ = ΦKZ,(
1 + I2n1
∑
α,β
cα,β
[
adαx (y), ad
β
x(y)
]
+
∑
s
2s+p+q+2=2n+1
I2s1 c2s ad
2s
x (y) + . . .
)
·
(
1 + uxayxbyxcx
ayxbyxc +
∑
p,q
2s+p+q+2=2n+1
uxpyxqx
pyxq + . . .
)
=− uxayxbyxcx
ayxbyxc + . . .
Let us try to pick out the terms giving xayxbyxc in the product on the left.
(i) The simplest one is 1 · uxayxbyxcx
ayxbyxc.
(ii) Consider
I2n1
∑
α,β
cα,β
[
adαx (y), ad
β
x(y)
]
· 1
=I2n1
∑
α,β
cα,β
α∑
j=0
β∑
i=0
(α
j
)(β
i
)
(−1)j+i
(
xjyxα−j+iyxβ−i − xiyxβ−i+jyxα−j
)
· 1
For fixed α and β, this sum contributes with the first term xjyxα−j+iyxβ−i when j = a and i = β − c,
and with the second term −xiyxβ−i+jyxα−j whenever j = α − c and i = a. Thus the coefficients we
have to consider are given by
I2n1
∑
0≤α<β
α+β+2=2n+1
cα,β
((α
a
)(β
c
)
(−1)a+β−c −
(α
c
)(β
a
)
(−1)a+α−c
)
.
(iii) The last terms we need to deal with are given by the action of I2s1 c2s ad
2s
x (y) on elements of degree 1 (in
y) via,
I2s1 c2s ad
2s
x (y) · (x
pyxq) +
[
y, I2s1 c2s ad
2s
x (y)
]
∂y(x
pyxq)
for s ∈ N, p, q ∈ N0 such that 2s+ p+ q+2 = 2n+1. Expanding the left product in this expression gives,
I2s1 c2s ad
2s
x (y) · (x
pyxq)
=I2s1 c2s
2s∑
i=0
(2s
i
)
(−1)ixiyx2s−i · (xpyxq)
=I2s1 c2s
2s∑
i=0
(2s
i
)
(−1)ixiyx2s−i+pyxq
This contributes when i = a and q = c. Therefore, the coefficients we are interested in are of the form,∑
p∈N0,s∈N
2s=b+a−p
I2s1 c2s
(2s
a
)
(−1)auxpyxc .
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The right part of the action of I2s1 c2s ad
2s
x (y) on x
pyxq expands to,
[
y, I2s1 c2s ad
2s
x (y)
]
∂y(x
pyxq)
=I2s1 c2sx
p
[
y, ad2sx (y)
]
xq
=I2s1 c2sx
p ady ad
2s
x (y)x
q
=I2s1 c2sx
p
2s∑
i=0
(2s
i
)
(−1)i(yxiyx2s−i − xiyx2s−iy)xq
=I2s1 c2s
2s∑
i=0
(2s
i
)
(−1)i(xpyxiyx2s−i+q − xp+iyx2s−iyxq).
This contributes with the first term xpyxiyx2s−i+q when p = a and i = b, and with the second term
−xp+iyx2s−iyxq when q = c and i = a − p. The corresponding coefficients are thus,
∑
q∈N0,s∈N
2s=b+c−q
I2s1 c2s
(2s
b
)
(−1)buxayxq −
∑
p∈N0,s∈N
2s=b+a−p
I2s1 c2s
( 2s
a− p
)
(−1)a−puxpyxc .
Note that in the last sum, a − p = 2s− b for all s and thus we may replace
( 2s
a−p
)
by
(2s
b
)
and (−1)a−p
by (−1)b.
Hence, in summary, comparing the coefficients of w = xayxbyxc with a + b + c+ 2 = 2n + 1 in the equation
ψ · ΦKZ = ΦKZ yields the following relation for the cα,β .
(52)
−2uxayxbyxc
!
=I2n1
∑
0≤α<β
α+β+2=2n+1
cα,β
((α
a
)(β
c
)
(−1)a+β−c −
(α
c
)(β
a
)
(−1)a+α−c
)
+
∑
p∈N0,s∈N
2s=b+a−p
I2s1 c2s
((2s
a
)
(−1)a −
(2s
b
)
(−1)b
)
uxpyxc
+
∑
q∈N0,s∈N
2s=b+c−q
I2s1 c2s
(2s
b
)
(−1)buxayxq .

The condition a+b+c+2 = 2n+1 gives us (2n+1)2n
2
linear equations in the n unknowns cα,β . By implementing
the above equations for n ≤ 5, and thereafter solving them numerically, we obtain numerical approximations of
the cα,β . More important than the actual value of these numbers is the fact, that a computer is able to solve the
overdetermined system of equations above. This tells us that the cumbersome algebraic manipulations performed
so far have a good chance of being correct.
In order to give a formula for the coefficients of ΦAT, we need the following notion.
Definition 5.8. The incomplete beta function Bx(a, b) is defined as
Bx(a, b) =
x∫
0
ta−1(1− t)b−1dt.
When x = 1, B1(a, b) =: B(a, b) describes the usual beta function [2].
Lemma 5.9. The quotient Ix(a, b) :=
Bx(a,b)
B(a,b)
satisfies the relation
Ix(a, b) = 1− I1−x(b, a)
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Proof. The relation is obtained by substituting the variable t with 1− u in the definition.
Ix(a, b) =
x∫
0
ta−1(1− t)b−1dt
1∫
0
ta−1(1− t)b−1dt
=
1∫
1−x
(1− u)a−1ub−1du
1∫
0
(1− u)a−1ub−1du
=
1∫
1−x
(1− u)a−1ub−1du+
1−x∫
0
(1− u)a−1ub−1du−
1−x∫
0
(1− u)a−1ub−1du
1∫
0
(1− u)a−1ub−1du
= 1−
1−x∫
0
(1− u)a−1ub−1du
1∫
0
(1− u)a−1ub−1du
= 1− I1−x(b, a).

Using this fact, we can easily prove the following
Lemma 5.10. The integral
1
2∫
0
(s(s− 1))2nds which we shall abbreviate by J2n1 has the value
(53) J2n1 =
((2n)!)2
2(4n+ 1)!
Proof. We use the above identity to get,
J2n1
I2n1
=
B 1
2
(2n + 1, 2n+ 1)
B(2n + 1, 2n+ 1)
= 1−
B1− 1
2
(2n + 1, 2n+ 1)
B(2n + 1, 2n+ 1)
= 1−
J2n1
I2n1
⇔ J2n1 =
1
2
I2n1 =
((2n)!)2
2(4n+ 1)!
.

We now have all the tools to describe the coefficients of the Alekseev-Torossian associator ΦAT. For this, write
ΦAT(x, y) := 1 +
∑
w;|w|≥2
f˜ww
and set
(54) J l,m2 :=
1
2∫
0
(s1(s1 − 1))
2l
s1∫
0
(s2(s2 − 1))
2mds2ds1.
Lemma 5.11. The coefficients of words in degree 1 and 2 of ΦAT are given by
f˜xayxb =
{
0 a+ b+ 1 = 2n+ 1
uxayxb a+ b+ 1 = 2n
(55)
f˜xayxbyxc =
{
0 a+ b+ c+ 2 = 2n+ 1
uxayxbyxc +K(a, b, c) a+ b+ c+ 2 = 2n
(56)
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where
K(a, b, c) =
∑
l,m
2l+2m+2=2n
J
l,m
2 c2lc2m
((2l
a
)(2m
c
)
(−1)a−c
+
(2m
a
)(2l
b
)
(−1)a+b −
(2m
c
)(2l
b
)
(−1)b+c
)
+
∑
p∈N0,s∈N
2s=b+a−p
(−1)c+1(p+ c)!
(2pii)2np!c!
ζ(2s+ 1)ζ(p + c+ 1)
((2s
a
)
(−1)a −
(2s
b
)
(−1)b
)
+
∑
q∈N0,s∈N
2s=b+c−q
(−1)q+1(a + q)!
(2pii)2na!q!
ζ(2s+ 1)ζ(a + q + 1)
(2s
b
)
(−1)b.
Proof. Recall that ψ˜ is given by
ψ˜(x, y) := T exp


1
2∫
0
x(s)ds

 .
Extending this element yields,
ψ˜(x, y) =T exp


1
2∫
0
x(s)ds

 = 1 +
1
2∫
0
x(s)ds+
1
2∫
0
x(s1)
s1∫
0
x(s2)ds2ds1 + . . .
=1 +
1
2∫
0
∞∑
j=1
x2j+1(s(s− 1))
2jds
+
1
2∫
0
∞∑
l=1
x2l+1(s1(s1 − 1))
2l
s1∫
0
∞∑
m=1
x2m+1(s2(s2 − 1))
2mds2ds1 + . . .
=1 +
∞∑
j=1
x2j+1
1
2∫
0
(s(s− 1))2jds
+
∞∑
l=1
∞∑
m=1
x2l+1x2m+1
1
2∫
0
(s1(s1 − 1))
2l
s1∫
0
(s2(s2 − 1))
2mds2ds1 + . . .
=1 +
∞∑
j=1
x2j+1J
2j
1 +
∞∑
l=1
∞∑
m=1
x2l+1x2m+1J
l,m
2 + . . .
where J l,m2 is as in equation (54). Replacing x2j+1 gives,
ψ˜(x, y) =1 +
∞∑
j=1
J
2j
1
(
c2j ad
2j
x (y) +
∑
0≤α<β
α+β+2=2j+1
cα,β
[
adαx (y), ad
β
x(y)
]
+ . . .
)
+
∞∑
l=1
∞∑
m=1
x2l+1x2m+1J
l,m
2 + . . . .
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We prove formula (55). Let w = xayxb with a, b ∈ N0 such that |w| = a+ b+1 = 2n+1. To find its coefficient,
we have to consider the product,
(ψ˜ ·ΦKZ)(x, y) = (1 + J
2n
1 x2n+1 + . . . )(1 + uxayxbx
ayxb + . . . )
= (1 + J2n1 (c2n ad
2n
x (y) + . . . ) + . . . )(1 + uxayxbx
ayxb + . . . )
= 1 + J2n1 c2n
2n∑
i=0
(2n
i
)
(−1)ixiyx2n−i · 1 + 1 · uxayxbx
ayxb + . . .
= 1 + J2n1 c2n(−1)
a
(2n
a
)
xayxb + uxayxbx
ayxb + . . .
!
= 1 + f˜xayxbx
ayxb + · · · = ΦAT(x, y)
The coefficient f˜w is therefore given by,
f˜w = uw + J
2n
1 c2n(−1)
a
(2n
a
)
= uw − 2
1
2
uw = 0,
where we used,
((2n)!)2
(4n+ 1)!
c2n(−1)
a
(2n
a
)
= −2uxayxb
which is exactly equation (50).
Let us consider now a word of even length, i.e. w = xayxb with a, b ∈ N0 such that a + b + 1 = 2n. Then ψ˜
does not contribute anything to the coefficients and we have,
f˜w = uw.
To show (56), note that a word w = xayxbyxc of odd length, i.e. a, b, c ∈ N0 with a + b + c + 2 = 2n + 1,
appears in the following sum. We have labeled the terms with their origin within the product ψ˜ ·ΦKZ.
1︸︷︷︸
ψ˜
·
∑
w˜;deg(w˜)=2
|w˜|=2n+1
uw˜w˜
︸ ︷︷ ︸
ΦKZ
+
∑
0≤α<β
α+β+2=2n+1
J2n1 cα,β
[
adαx (y), ad
β
x(y)
]
︸ ︷︷ ︸
ψ˜
· 1︸︷︷︸
ΦKZ
+
∑
s
2s+p+q+2=2n+1
∑
p,q
v=xpyxq

J2s1 c2s ad2sx (y)︸ ︷︷ ︸
ψ˜
uvv︸︷︷︸
ΦKZ
+[y, J2s1 c2s ad
2s
x︸ ︷︷ ︸
ψ˜
]∂y(uvv︸︷︷︸
ΦKZ
)

.
With a similar reasoning as in the case where we determined the x2j+1’s, we obtain,
f˜w =uw + J
2n
1
∑
0≤α<β
α+β+2=2n+1
cα,β
((α
a
)(β
c
)
(−1)a+β−c −
(α
c
)(β
a
)
(−1)a+α−c
)
+
∑
p∈N0,s∈N
2s=b+a−p
J2s1 c2suxpyxc
((2s
a
)
(−1)a −
(2s
b
)
(−1)b
)
+
∑
q∈N0,s∈N
2s=b+c−q
J2s1 c2suxayxq
(2s
b
)
(−1)b.
But then, since 2J2n1 = I
2n
1 (see the proof of lemma 5.10),
2f˜w =2uw + I
2n
1
∑
0≤α<β
α+β+2=2n+1
cα,β
((α
a
)(β
c
)
(−1)a+β−c −
(α
c
)(β
a
)
(−1)a+α−c
)
+
∑
p∈N0,s∈N
2s=b+a−p
I2s1 c2suxpyxc
((2s
a
)
(−1)a −
(2s
b
)
(−1)b
)
+
∑
q∈N0,s∈N
2s=b+c−q
I2s1 c2suxayxq
(2s
b
)
(−1)b
=0
22 MATTEO FELDER
as this is exactly the equation satisfied by the cα,β (equation (51)).
A word w = xayxbyxc of even length, i.e. a + b+ c+ 2 = 2n, will be contained in the sum (coming from the
product (ψ˜ ·ΦKZ)(x, y))
1︸︷︷︸
ψ˜
·
∑
w˜;deg(w˜)=2
|w˜|=2n
uw˜w˜
︸ ︷︷ ︸
ΦKZ
+
∑
l,m
2l+2m+2=2n
J
l,m
2 x2l+1x2m+1
︸ ︷︷ ︸
ψ˜
· 1︸︷︷︸
ΦKZ
+
∑
s
2s+p+q+2=2n
∑
p,q
v=xpyxq

J2s1 c2s ad2sx (y)︸ ︷︷ ︸
ψ˜
uvv︸︷︷︸
ΦKZ
+[y, J2s1 c2s ad
2s
x︸ ︷︷ ︸
ψ˜
]∂y(uvv︸︷︷︸
ΦKZ
)

.
The product x2l+1x2m+1 is given by
x2l+1x2m+1 =c2lc2m
(
ad2lx (y) ad
2m
x (y) +
[
y, ad2lx (y)
]
∂y(ad
2m
x (y))
)
=c2lc2m
(
ad2lx (y) ad
2m
x (y) + ad
2m
x (
[
y, ad2lx (y)
]
)
)
Using that
ad2lx (y) ad
2m
x (y) =
2l∑
i=0
2m∑
j=0
(2l
i
)(2m
j
)
(−1)i+jxiyx2l−i+jyx2m−j
and
ad2mx (
[
y, ad2lx (y)
]
) =
2m∑
i=0
2l∑
j=0
(2m
i
)(2l
j
)
(−1)i+j(xiyxjyx2m+2l−i−j − xi+jyx2l−jyx2m−i),
we find, by picking out the word w = xayxbyxc in the above sum, that the contributing coefficients are given by,
f˜w =uw +
∑
l,m
2l+2m+2=2n
J
l,m
2 c2lc2m
((2l
a
)(2m
c
)
(−1)a−c
+
(2m
a
)(2l
b
)
(−1)a+b −
(2m
c
)(2l
b
)
(−1)b+c
)
+
∑
p∈N0,s∈N
2s=b+a−p
J2s1 c2suxpyxc
((2s
a
)
(−1)a −
(2s
b
)
(−1)b
)
+
∑
q∈N0,s∈N
2s=b+c−q
J2s1 c2suxayxq
(2s
b
)
(−1)b.
We simplify the expression above. For this, let us consider the product,
J2s1 c2suxpyxc =
1
2
I2s1 ·
2(4s+ 1)!ζ(2s+ 1)
(2pii)2s+1((2s)!)2
·
−1
(2pii)p+c+1
ζ(xpyxc)
=
1
2
((2s)!)2
(4s+ 1)!
·
2(4s + 1)!ζ(2s+ 1)
(2pii)2s+1((2s)!)2
·
−1
(2pii)p+c+1
(−1)c
(p + c)!
p!c!
ζ(p+ c+ 1)
=
(−1)c+1(p + c)!
(2pii)2s+p+c+2p!c!
ζ(2s+ 1)ζ(p+ c+ 1)
=
(−1)c+1(p + c)!
(2pii)2np!c!
ζ(2s+ 1)ζ(p + c+ 1).
Similarly,
J2s1 c2suxayxq =
(−1)q+1(a+ q)!
(2pii)2na!q!
ζ(2s+ 1)ζ(a + q + 1).
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Therefore,
(57)
f˜w =uw +
∑
l,m
2l+2m+2=2n
J
l,m
2 c2lc2m
((2l
a
)(2m
c
)
(−1)a−c
+
(2m
a
)(2l
b
)
(−1)a+b −
(2m
c
)(2l
b
)
(−1)b+c
)
+
∑
p∈N0,s∈N
2s=b+a−p
(−1)c+1(p + c)!
(2pii)2np!c!
ζ(2s+ 1)ζ(p + c+ 1)
((2s
a
)
(−1)a −
(2s
b
)
(−1)b
)
+
∑
q∈N0,s∈N
2s=b+c−q
(−1)q+1(a+ q)!
(2pii)2na!q!
ζ(2s+ 1)ζ(a + q + 1)
(2s
b
)
(−1)b.

5.2. Proof of Theorem 5.2. Finally, we are in a position to prove our second main result.
Proof of Theorem 5.2. We simply use formula (57) for w = x2yx4y to get,
f˜w =uw +
∑
l,m
2l+2m+2=8
J
l,m
2 c2lc2m
((2l
2
)(2m
0
)
(−1)2
+
(2m
2
)(2l
4
)
(−1)6 −
(2m
0
)(2l
4
)
(−1)4
)
+
∑
p∈N0,s∈N
2s=6−p
(−1)0+1(p+ 0)!
(2pii)8p!0!
ζ(2s+ 1)ζ(p + 0 + 1)
((2s
2
)
(−1)2 −
(2s
4
)
(−1)4
)
+
∑
q∈N0,s∈N
2s=4−q
(−1)q+1(2 + q)!
(2pii)82!q!
ζ(2s+ 1)ζ(2 + q + 1)
(2s
4
)
(−1)4.
Expanding everything gives,
f˜w =uw + J
1,2
2 c2c4
((2
2
)(4
0
)
(−1)2 +
(4
2
)(2
4
)
︸︷︷︸
=0
(−1)6 −
(4
0
)(2
4
)
︸︷︷︸
=0
(−1)4
)
+ J2,12 c4c2
((4
2
)(2
0
)
(−1)2 +
(2
2
)(4
4
)
(−1)6 −
(2
0
)(4
4
)
(−1)4
)
+
(−1)4!
(2pii)84!
ζ(3)ζ(5)
((2
2
)
(−1)2 −
(2
4
)
︸︷︷︸
=0
(−1)4
)
+
(−1)2!
(2pii)82!
ζ(5)ζ(3)
((4
2
)
(−1)2 −
(4
4
)
(−1)4
)
+
(−1)0!
(2pii)80!
ζ(7) ζ(1)︸︷︷︸
=0
((6
2
)
(−1)2 −
(6
4
)
(−1)4
)
+
(−1)3(2 + 2)!
(2pii)82!2!
ζ(3)ζ(5)
(2
4
)
︸︷︷︸
=0
(−1)4
+
(−1)2!
(2pii)82!
ζ(5)ζ(3)
(4
4
)
(−1)4.
Again, we mark the terms which equal 0 (note that we set ζ(1) = 0). This simplifies to
f˜w =uw + J
1,2
2 c2c4
(2
2
)(4
0
)
+ J2,12 c4c2
((4
2
)(2
0
)
+
(2
2
)(4
4
)
−
(2
0
)(4
4
))
+
(−1)
(2pii)8
ζ(3)ζ(5)
(2
2
)
+
(−1)
(2pii)8
ζ(5)ζ(3)
((4
2
)
−
(4
4
))
+
(−1)
(2pii)8
ζ(5)ζ(3)
(4
4
)
.
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Hence,
f˜w =uw + J
1,2
2 c2c4 + J
2,1
2 c4c2(6 + 1− 1)
+
(−1)
(2pii)8
ζ(3)ζ(5)
+
(−1)
(2pii)8
ζ(5)ζ(3) (6− 1)
+
(−1)
(2pii)8
ζ(5)ζ(3)
=uw + c2c4(J
1,2
2 + 6J
2,1
2 )−
7
(2pii)8
ζ(3)ζ(5).
Moreover,
J
1,2
2 =
238
51609600
J
2,1
2 =
1199
154828800
c2 =
2(4 + 1)!ζ(3)
(2pii)3((2)!)2
=
60ζ(3)
(2pii)3
c4 =
2(8 + 1)!ζ(5)
(2pii)5((4)!)2
=
1260ζ(5)
(2pii)5
ux2yx4y =
1
(2pii)8
ζ(3, 5).
Therefore,
f˜w =
ζ(3, 5)
(2pii)8
+
60 · 1260ζ(3)ζ(5)
(2pii)8
(
238
51609600
+ 6
1199
154828800
)
−
7
(2pii)8
ζ(3)ζ(5)
=
ζ(3, 5)
(2pii)8
−
6293
2048
ζ(3)ζ(5)
(2pii)8
=
2048ζ(3, 5)− 6293ζ(3)ζ(5)
2048 · 256pi8
=
2048ζ(3, 5) − 6293ζ(3)ζ(5)
524288pi8
.
The proof of the irrationality of f˜w is analogous to the case of the coefficient fw in Φ 1
2
(see Theorem 4.5). 
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