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Abstract — Automated optical inspection systems 
suffer a lot problems seriously from their working 
environment such as illumination control and vibrating 
workplatform. In this paper, we proposed a tailored 
design method which combines a keypoint based 
alignment and an illumination adjusted comparison 
algorithm for the automated optical inspection systems. 
Together with an error tolerance control method for 
inherited noises and computational errors, our method 
can significantly reduce the impact of the physical light 
source requirement in manufacturing lines and gain high 
accuracy in the quality control of production. Validation 
experiment results showed that our method can reach very 
high accuracy in a simple and crude testing environment. 
Keyword: AOI system, image alignment, illumination 
normalization. 
I. INTRODUCTION 
Rather than examining manufactured products manually, 
Automated Optic Inspection (AOI) [23] systems take images 
through digital cameras as the input, and then find flaws, if 
any, of them in production lines using image processing 
methods.  
To save cost and gain more efficiency and accuracy with 
the daily improved high-tech, automated inspection system 
is playing more and more important role in massive product 
manufacturing. To install and operate more automated 
assembly lines means the more AOI systems are needed in 
mass production plants. In the future, automated inspection 
systems will be essential to all automated manufacturing 
lines. That is, instead of “nice to have” an AOI system now, 
it will soon be “must have” one.  
In the early stage, AOI systems were mainly designed to 
serve the PCB quality inspection [18,19,28], but nowadays, 
they have been applied to many other categories of massive 
product production lines as accurate, faithful, and tireless 
quality controllers. 
In order to distinguish defects from good products, AOI 
systems take images of so-called golden samples as a 
standard of qualification procedure.  With pre-processed 
information obtained from images of golden samples, AOI 
systems examine images of manufactured products, referred 
to as Devices Under Test (DUTs), compare to the images of 
golden samples to look for mismatches, and then make a 
decision on whether to accept the products or not. In the 
following, we will call images of a DUT as target images 
and reference images for images of a golden sample. 
In this paper, we used cells of plastic carrier strip (tape) 
for electronic components as our illustrative examples. 
Figure 1 demonstrates original unprocessed images of the 
example cells. 
          
Figure 1. Images of samples of plastic carrier cells.The 
left  is an example of reference (golden sample) image and 
the one on the right is a (bad) target image. 
Physically, AOI systems consist of image input (digital 
cameras), lighting, synchronizing, embedded computer, and 
control subsystems as well as an “invisible” software system. 
Our method introduced in this paper concentrated only on 
the software system. In the following, when we say AOI 
system, we refer the term to the software portion of the 
system, that is, an image processing subsystem. 
II. BACKGROUND 
The core procedure of our method is the image 
comparison method as well as an acceptance decision 
making procedure.  Although the image matching and 
comparison problems have been well studied for decades 
[1,3, 8,10], they are mainly designed for different purposes 
which are not fully fittable to the requirements of AOI 
systems. 
Most matching methods [5,15] concentrate on looking for 
a pattern or template, in a given image. On the other hand, 
AOI systems need to examine the whole images of DUTs 
and golden samples to look for all differences between them.  
On top of similarity of template matching methods, AOI 
systems also concern superfluous parts in target images. In 
other words, traditional pattern matching methods focus on 
one-way matching, whilst AOI systems consider matching 
in both ways. 
In this paper, we proposed a method which applies a set 
of algorithms for AOI system design and development.  Our 
method is based on very simple concept of exploring 
differences of each corresponding pair of pixels from the 
two images, and with a rather complicate noise control to 
gain high accuracy of acceptance decision. 
Although the concept of our method is simple, to achieve 
an effective and high accurate method is not an easy job.  
High accuracy is a fundamental and mandatory requirement 
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of AOI systems, while most image matching methods do not 
take this into account seriously.  
All negative influential factors like light source as well as 
vibration/shock from the working environment must be 
controlled to the lowest level before deploying the 
inspection systems on line. The method introduced in this 
paper can release the influence of light sources and position 
shifting to the systems as much as possible. 
Naïve comparison using the differences between 
corresponding pixels in reference and target images is both 
too simple to gain expressiveness and too rough to be 
accurate for AOI systems.  Reference angle, illumination, 
thermal, impulse and quantization noises can easily make 
the images different in terms of intensity values of pixels. 
Without aligning images and applying a tolerance to the 
differences, almost all comparisons of digital images may 
fail to work properly.  
Besides position alignment, we also applied methods to 
align the brightness and contrast distribution by modifying 
intensity values to reduce the light source impact. By means 
of software modification of intensity values of images, our 
method can lower down the physical lighting source 
requirement, and hence the cost. 
III. RELATED METHODS 
The method proposed here is rooted on many previous 
works. Roughly, we categorize them into the following two 
groups of methods and algorithms. 
A. Image Alignment 
The first step towards image comparison is to align the 
reference and target images. There are several approaches 
such as feature- and intensity-based methods [2,7] widely 
used in image registration/alignment solutions. Intensity-
based approach uses sub-images and correlation metrics as 
the tools to find geometric information for the alignment. It 
would suffer from both time consuming and illumination 
difference problems. 
Alternatively, in feature-based methods, kinds of 
keypoints [11-14,16] for image matching and alignment 
have been proposed and discussed.  Among them, the 
extrema keypoints introduced in SIFT [17] has been hugely 
referenced and applied in thousands of image processing 
works. Extrema keypoints of SIFT are invariant under 
rotation, scale and illumination which all are essential to 
AOI systems.  Figure 2 shows the extrema of reference and 
target images found by SIFT. 
 
Figure 2.  Keypoints located by SIFT 
Keypoint based alignment methods involve matching of 
keypoints between the reference and target images. 
Unfortunately this job is very inefficient in general cases. 
However, under the assumption that our reference and target 
images are very similar in most cases, the search size could 
be reduced to a very small number without hurting the 
accuracy and hence can save a lot processing time. 
B. Image Comparison 
After the reference and target images are aligned, another 
job of our method is the comparison of the aligned images. 
A straightforward naïve approach is to directly subtract the 
intensities of two corresponding pixels in both images. This 
would be fine if the illumination and noise conditions of 
target and reference images are the same.  However it is 
usually not the case. When taking the images, the physical 
conditions are impossible to be the same and consequently 
the intensity values of corresponding pixels in images are 
always  different. 
Several image pixel intensity transforms have been 
proposed to make illumination distributions of two images 
as close as possible [4,9,21,29]. The intensity transform or 
mapping adopted in our method is the Histogram Matching 
(HM) [4,20,24-27] method. In our method, we employ HM 
to map the gray levels of the target image to the pre-
calculated golden sample image.  The reason for choosing 
HM is its simplicity and efficiency. HM can bring the 
intensities as well as the level of noise of the corresponding 
pixels close enough. 
Once the brightness and contrast distributions were 
normalized by HM, the intensity values of the corresponding 
pixels would be closer. And hence the difference values of 
naïve subtraction method for the image comparison would 
also be reduced to a small amount. This gives us more 
confidence that the comparison indeed reflects DUT and 
golden sample are indistinguishable. Lastly, the remaining 
part of our method is the acceptance decision method, and it 
will be discussed in the next section. 
IV. OUR METHOD 
Our method consists of the following four steps of image 
processing methods: 
Step 1, image alignment 
Step 2, image comparison 
Step 3, noise and tolerance control 
Step 4, defect decision 
Details of them are introduced in the following 
subsections. 
A. Step1, Image Alignment 
The first step towards the comparison of images is to 
align two images. Before comparing the reference and target 
images, alignment must be applied to them. Deforming 
images may result in unpredictable and uncontrollable faults 
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and should not be allowed in AOI systems. Thus tools or 
methods applied in our method should never distort the 
images. Fortunately, main tools, the translation and rotation 
rigid transformations, adopted in our method for aligning 
images do follow this restriction. Note not all widely used 
transformations can be safely employed in AOI systems 
without any further considerations. 
For example, scaling, a commonly used affine 
transformation, is not a rigid transformation and thus should 
be applied in a more careful manner in AOI systems. 
Normally it can only be used when either the size of DUT is 
not an item examined by the AOI system or the geometric 
observation information, e.g., the distance and angle from 
camera to the DUT, is fully understood.  
Using the extrema introduced in the SIFT as the features 
(keypoints), an efficient algorithm for matching them 
between the source and target images is developed by 
modifying the well-known keypoint matching algorithm 
RANSAC[6]. Though RANSAC could significantly reduce 
the notorious impracticable time consuming shortcoming of 
simple naïve matching algorithms, it is still too heavy to be 
applicable in real-time AOI systems. Nevertheless, real-time 
is an inherited property of AOI systems.  
With off-line pre-computed and pre-selected keypoints in 
reference images and restricted area in target image, we can 
lower down the computation time sharply. Again, the 
effectiveness of this optimized approach depends heavily on 
the assumption of highly similar reference and target images. 
The SIFT matched keypoints between reference (right) and 
target (left) images of our demonstrative examples are 
shown in Figure 3. 
 
Figure 3.  Matched key points between reference and 
target images 
Based on the matched keypoints, we can compute the 
reference point ,   and rotation angles 	 which are 
essential parameters in the alignment procedure as follows. 
We choose the average position ,  of positions  ,  
of keypoints as the reference points of the translation 
transformation in  both reference and target images. Further, 
for each keypoint, we compute its gradient angle , shown 
by the pink arrow in Figure 2, and then take the average 
angle  of   as the normalization angles for reference and 
target images alignment. 
	
 , 	
  ∑
	

 ,
∑	
  
	
  tan 	
 ,   1  	
 ,   1	
  1,   	
  1,  
where 	 ∈  et,  "#erence&  indicates the image 
from which the keypoints and its gradient angle obtained. 
The global rotation angle of the target image can be 
computed as the difference of average gradient angles of 
corresponding keypoints as following  
  ∑
'()  *+'
  
Similarly, the displacement ,   for the translation is 
computed as the difference between average positions '() , '() and *+'
, *+'
. 
Then the aligned image +,
- could be computed as 
+,
-  ./,0,1*+'
(*	
B. Step 2, Image Comparison 
Besides the position alignment, another factor could 
severely causes us great trouble in AOI system design is the 
stability of luminance problem. With carefully designed 
light source, we can control the intensity values between the 
golden samples and DUTs, but variation could never be 
completely eliminated due to a lot of inherited reasons, for 
example, thermal noise. To reduce the difference of 
luminance between images, we do not concentrate on efforts 
on physical light source control, instead, a software based 
method, histogram matching, is applied to make 
illuminations of corresponding pixels of both reference and 
target images as close as possible. 
Histogram matching (specification) is a method which 
applies histogram equalization algorithm to a pair of images 
to make their gray-level distribution as close as possible. 
Let 	23	and 	24	be gray-level histograms of images 5 
and 6, respectively, and 7  1 be the largest intensity value. 
Define the equalization mappings as 
89 :2 	
;
<=
 
>9  ?89  8,	-  8,	- 7  1@	
where 8,	-  min=CDE 8, and		is the size of image ,   ∈ 	5, 6&.	
Histogram matching uses the inverse mapping >4	of		>4 	to convert gray level 9  in image 	5	to the level F  >4G>39H	according to the histogram distribution of 
image B. The output of histogram matching algorithm in the 
method is the intensity mapping table 
I9  >'() J>*+'
9K			 
where 0 M I9 N 7, 9  0,1, … , 7  1, which maps gray 
intensity level in the aligned target image to levels of the 
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histogram of reference image. 
Note the level values are integers only, thus the mapping I9	 cannot map exact values from one histogram to  
another by HM. Alternatively, the mapping takes 
approximations with smallest differences, and therefore 
small computation errors will be brought in by the matching. 
In our case, though the two images, reference and target 
images, to be matched are different, the contents of them are 
highly similar in most cases and hence we could treat them 
as the same images with different histograms. The HM 
adjusted image -P'	 is obtained by mapping each intensity 
value	9 of the aligned target image to a new value I9 
-P'	,   IG+,-(Q, H				 
for each pixel at , .  We also use equation 
R   IG+,
-H 
to express the relation between aligned image +,
-  and 
illumination normalized image -P'	 . Now the naïve 
differential image could be applied straightforwardly as 
Q)),   	 '(),   ST,  
Again, we use the simplified terms and equation to state the 
relation of the difference image Q)) between original 
reference image '() and processed target image -P'	 
Q)) 	 '()  -P'	 
Figure 4.  is an example of the difference image of 
reference and aligned, histogram normalized, and 
thresholded target image. Differences are shown by 
composition of blue and red fields in RGB color 
representation of pixels.  Pixels with colors other than black 
have intensity difference larger than the threshold.  Further, 
pixels in blue are the pixels which have significant higher 
intensities in reference image than target image, and vice 
versa for red pixels. The purple pixels represent that pixels 
with the intensity values in both images are significant. The 
representation is a convenient way for our visual 
examination of image difference.  
 
Figure 4.  The difference image Q)) 
C. Step 3, Noise and Tolerance Control 
Noises and computation errors are two instances of types 
of unintended, inherited and unavoidable factors  which 
make no two digital images be identical. Noises have been 
immensely addressed in literature we will not repeat them 
here. Because of discrete nature of digital images, the 
rotation transformation for alignment as well as HM level 
mapping for illumination normalization both are examples 
of sources of computation errors generated in the earlier 
steps of our method. 
For those undesirable but negligible errors brought either 
by noise or by the computation, we adopt thresholding and 
mathematic morphology [22] methods to remove or 
suppress them. Use empirically collected information and 
mapping error estimated from HM, we can set a threshold 
for the difference of each corresponding pair of pixels to 
remove lightly different pixels in Q)). 
However, thresholding is useful only to the pixels in the 
“right” position. It cannot make any contribution to control 
errors caused by position shifting introduced by rounding 
errors, for example, of translation and rotation operations. 
The closing operation, eroding first and then dilating, in 
mathematic morphology can be used to eliminate small area 
of “intruders”. When we apply a closing operation with 
small size, or radius for round shape, structural element (SE), 
we can eliminate marginal errors/differences generated due 
to rounding errors in shifting of positions in alignment step. 
The size of SE applied in closing operation depends on the 
system precision requirement which relates to the image 
resolution and the pixel size.  
If an isolated difference area is small or the difference 
area of pixels is slightly larger than the corresponding area 
in reference image, then they are very likely introduced by 
computation errors. Morphological closing operation can 
eliminate or reduce the impact caused by those kinds of 
error as desired. Figure 5 below is the results of applying 
closing operation on image in Figure 4. 
 
Figure 5.  After closing operation the different area has 
been significantly reduced 
Now all the processing jobs are done, we have reached a 
final version of difference image )-+, of the input target 
image as shown in Figure 6.  
)-+,  8FRU	Q)) 
 
Figure 6. Images with non-gray colors as the differences 
between reference and target images 
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The remaining step is the procedure to make decision 
whether the DUT is acceptable or not. 
D. Step 4, Accept/Reject Decision Procedure 
When the image )-+,  is reached, we are ready to make a 
decision on whether to accept a DUT or not. It is well-
known that there is no general algorithm to provide a 
universal decision procedure for all kinds of DUTs. 
Different kinds of products need different ways to make the 
acceptance decision. It could be as simple as just counting 
the size of mismatched regions and then compare to a bound 
as the decision procedure in some cases. But in other cases, 
a set of rather complicate rules are needed to make a final 
decision. In general, we have to ask the system users to 
provide a decision making procedure to accomplish the 
whole job. 
What we can do here is to provide a set of tools to help 
system users/developers to develop a decision making 
procedure for  themselves. Currently we designed a set of 
GUI tools for users to designate degree of importance of 
regions. In many cases we observed that differences in all 
regions are not equally important to system users. We might 
care more about the central region of an image, but less  for 
the minor defects in the margins. Hopefully with the tool, 
systems designers can specify the weighted tolerance  
designated regions easily as shown in Figure 7. 
 
Figure 7.  Set tolerance weights in different regions 
The weighted differences of regions are then compared to 
an empirically preset error bound to make a final acceptance 
decision. Clearly, this tool set is just a preliminary design. 
Efforts are still needed to make it more practical and helpful, 
and thus applicable to more and more production lines. 
For 3D object inspection, we need to take images from 
different angles to get information of different surfaces of 
the DUTs as illustrated in Figure 8 to gain higher accuracy. 
However, in doing this, we will face a lot more problems 
than 2D image processing. That is beyond the scope of the 
method discussed in this paper. 
 
Figure 8.  Multi-view  are required for examining 3D 
objects 
V. EXPERIMENTS 
To validate our method, we have done experiments to 
examine 500 correct (good) and 500 defect (bad) sample 
cells of plastic carrier strip (tape) for electronic components. 
The experiments were conducted at our lab with simple and 
rough equipment, rather than at a real assembly line in a 
factory. We used a digital camera fixed in a tripod as the 
image grabbing tool without any special light sources. 
Samples were placed by hands on a desk. Bad samples were 
made by manually deforming qualified samples. The results 
are shown in following table 1. 
  sample 
size 
Accepted Rejected Match 
failure 
Success 
rate (good) (defects) 
Good 
samples 250 247 3 0 98.80% 
Bad 
samples 250 4 237 9 94.80% 
totals 500 251 240 9 98.60% 
Table 1. Experiment result 
In Table 1, we found that 3 correct sample were 
determined to be defected item (type I error) out of 250 
“good” samples. The success rate is about 98.8% in 
accepting “good” samples. On the other hand, we have 
94.8% success rate in finding defects. Further, there are 9 
cases failed to generate enough matches of keypoints in the 
first step, of the method. Post examination showed that the 
match failures were all from the very large image 
differences.  Hence, it is reasonable to classify match failure 
outcomes of the “bad samples” cases to the Rejected 
category. In doing so, samples the type II error rate, rate of 
wrong acceptance, is similar to type I error rate around1.4% . 
Clearly, the results heavily depend on the tolerance 
settings and tolerance levels are decided by the AOI systems 
users. 
VI. CONCLUSION 
The method proposed in this paper has been successfully 
shown that our AOI system can compare two images with 
high tolerance in unmatched ranges of illumination and 
positions. The unmatched ranges are usually causing AOIS 
systems too sensitive and vulnerable to be practical. Our 
method concentrates on providing a software solution to 
lower down the physical equipment requirements to 
overcome the problems caused by operating environment. In 
this way, the cost of systems can be reduced and the 
installation can be highly adjustable and adaptable. In order 
to make AOI systems be more applicable to more 
manufacturing lines, there are still many problems, e.g., 3D 
DUT and real-time performance issues waiting for us to 
overcome. 
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