The core problem in many Latent Variable Models, widely used in Unsupervised Learning is to find a latent k−simplex K in R d given perturbed points from it, many of which lie far outside the simplex. This problem was stated in [2] as an open problem. We address this problem under two deterministic assumptions which replace varied stochastic assumptions specific to relevant individual models. Our first contribution is to show that the convex hull K ′ of the n δn points obtained by averaging all δn subsets of the data points (δ to be specified) is close to K. We call this "subset-smoothing". While K ′ can have exponentially many vertices, it is easily seen to have a polynomial time Optimization Oracle which in fact runs in time O(nnz(data)). This is the starting point for our algorithm. The algorithm is simple: it has k stages in each of which we use the oracle to find max |u · x| over x ∈ K ′ for a carefully chosen u; the optimal x is an approximation to a new vertex of K. The simplicity does not carry over to the proof of correctness. The proof is involved and uses existing and new tools from Numerical Analysis, especially angles between singular spaces of close-by matrices. However, the simplicity of the algorithm, especially the fact the only way we use the data is to do matrix-vector products leads to the claimed time bound. This matches the best known algorithms in the special cases and is better when the input is sparse as indeed is the case in many applications. Our algorithm applies to many special cases, including Topic Models, Approximate Non-negative Matrix factorization, Overlapping community Detection and Clustering.
Introduction
The core problem in several Latent variable models, including Mixed Membership Community Models [1] , Approximate Non-negative Matrix Factorization, [4] , Topic Modeling [5] , and k−means Clustering [10] can be posed as:
Find a latent k− simplex K in R d given highly perturbed points from it. Assumptions specific to relevant individual models have been made which have led to similar, but different, techniques in deriving the model parameters. We abstract these cases into a general geometric problem under two deterministic assumptions. Suppose A ·,j , j = 1, 2, . . . n are 1 the given data points. There are n unknown points P ·,1 , P ·,2 , . . . , P ·,n ∈ K and A ·,j is a perturbation of P ·,j . Individual perturbations can be large. The only bound is on the maximum directional variance (variance is just the average squared perturbation):
(v · (A ·,j − P ·,j )) 2 = 1 n ||A − P|| 2 ≤ σ 2 .
(1)
There are three basic questions related to K that need to be addressed:
• Identifiability Does the data pin down the vertices of K to within poly(k)σ?
• Algorithm Can we find vertices of K to within poly(k)σ in polynomial time?
• Input-Sparsity based complexity: In many of these applications, A is sparse. Can we make the algorithm efficient in terms of nnz(A) (number of non-zeros) ?
The paper answers all these questions in the affirmative for the general problem. First, we motivate the two assumptions we make. We assume that each vertex of K is wellseparated from the others. Intuitively, it is easy to see that we need a separation of at least σ. In the cases of Unsupervised Learning we mentioned, this separation does hold, as often seen from Random Matrix Theory. We will illustrate below in a simple example. The formal condition is in (3) .
A second condition is also necessary, namely, P ·,j must "cover" K, for, if the P ·,j were all contained in a subset of K, there is no way we can find K (in general). This condition is formalized in (2) : we assume there are at least δn P ·,j 's near each vertex of K. δ is arbitrary, but for ease of discussion in the introduction, we take δ > 1/poly(k) here. This condition holds in the special cases. For example in the Latent Dirichlet Allocation (LDA) model, if the hyperparameter is low (say 1/k, an usual value), there is a lot of mass near the extreme points of K.
We illustrate with a simple example: A ·,j are independent random variables with A ·,j ∼ N (P ·,j , σ 2 I d ). Random Matrix Theory [14] implies ||A − P|| ≤ cσ √ n.
Identifiability The convex hull of the data points can be far from the desired simplex. In the example, |A ·,j − P ·,j | ≈ σ √ d and since well-separatednes assumes only that the sides of K are at least poly(k)σ, many A ·,j are a √ d/poly(k) factor of side length outside of K ! [While we do not use this, k can be thought of as much smaller than d, n.] This phenomenon of data lying far outside of K occurs in all the cases.
Our first (technically simple) result is that if we take the averages of every δn size subset of data points, the convex hull K ′ of these n δn averages is within (Hausdorff) distance poly(k)σ from K. We call K ′ "subset-smoothing" of data. While K ′ may have exponentially many vertices, it is easy to see that it has a simple O(nnz) time bounded Optimization Oracle. This is our start to tackle the second problem of devising an efficient algorithm Algorithm The second (technically harder) contribution of the paper is the algorithm to solve the general problem (under the two assumptions) and the proof of correctness. The algorithm itself is simple. It has k stages; in each stage, it maximizes a carefully chosen linear function u · x over K ′ to get an approximation to one vertex of K. For the first step, we will just pick a random u in the k dimensional SVD subspace of A. This subspace is close to the sub-space spanned by K. In Stochastic models, this is well-known (see [13] ). Here, instead, we use a classical theorem called the sin Θ theorem [15] from Numerical Analysis. The sin Θ theorem proves that the top singular subspace of dimension k of A is close to the span of K. In a general step of the algorithm, we have to ensure that the next stage gets an approximation to a NEW vertex of K. This is non-trivial. We use a random vector from the SVD k− subspace of A intersected with the NULL SPACE of the already found points and are able to prove that this suffices. But, the proof needs a sin Θ theorem about the intersected sub-spaces. Our result here is perhaps the most involved piece; it bounds the sin Θ between V 1 ∩ Null(B 1 ) and V 2 ∩ Null(B 2 ) in terms of sin Θ between sub-spaces V 1 and V 2 and ||B 1 − B 2 ||. This may be of independent use in such computations, where the sub-space is evolving.
Note that there are clever algorithms to learn simplices (see [2] and references therein). from uniform random samples which are all contained in the simplex. These do not apply here because many points (typically Ω(1) fraction) are well outside the simplex to be learnt as the above argument shows and we make no stochastic assumption on data.
Input Sparsity Based Complexity Our algorithm above is novel in the sense this approach of using successive optimizations to find extreme points of the hidden simplex does not seem to be used in any of the special cases. It also has a more useful consequence: we are able to show that the only way we treat A is matrix-vector products and therefore we are able to prove a running time bound of O * (k nnz + k 2 d) on the algorithm. For this, we replace the original SVD by the classical sub-space power method.
One special case of our results is worth mentioning. For traditional k−means clustering, our result gives the first input-sparsity efficient algorithm to find cluster centers within distance poly(k)σ, We note that there have been very clever recent algorithms [7, 12] to solve clustering in inputsparsity efficient time with no assumptions. However, these algorithms find (1 + ε) optimal k− means solutions which only give us cluster centers to within O( √ dσ) in general and this is more than the dimensions of K, so do not solve the simplex identification problem with this. Now, we state our general geometric problem.
Problem Statement and Contributions
In this section we give the problem statement and contributions more formally. Notation Let proj(v, X) denote the orthogonal projection of vector v onto subspace X. For a matrix B, Span(B) stands for the vector space spanned by the columns of B and Null(B) for (SpanB) ⊥ .
CH(B) denotes the convex hull of the columns of B. Null(B \ B ·,ℓ ) denotes the null space of the matrix B ′ consisting of all columns of B except column B ·,ℓ s i (B) denotes the i th singular value of B, arranged in decreasing order. A is reserved for the data matrix which is d × n. S and S with subscripts will be subsets of {1, 2, . . . , n}. j will index data points, i ∈ {1, 2, . . . , d} the coordinates and ℓ (and ℓ with subscripts) will index the vertices of K. We denote by A ·,S the average of A ·,j , j ∈ S.
Problem Statement:
Given n data points A ·,j , j = 1, 2, . . . , n such that there is an unknown k−simplex K and unknown points P ·,j , j = 1, 2, . . . , n satisfying assumptions (3) and (2), find S 1 , S 2 , . . . , S k ⊆ {1, 2, . . . , n}, each of cardinality δn so that for each vertex of K, there is an A ·,St within distance poly(k)σ/ √ δ of the vertex.
Note that k−means Clustering with assumptions as in ( [11] ) is a special case of this: In hard clustering, each P ·,j is a cluster center. We allow more generality here: data points can belong fractionally to many clusters.
Contributions: The paper studies the above problem and make the following contributions:
• Introduces subset-smoothing of data showing that convex hull of averages of all large subsets of data approximates the hidden simplex to which the unperturbed versions of the given data belong. Specifically: A, P are respectively given data and hidden points from a simplex K = CH(M) satisfying (2) and (3) . Proves that the data-determined polytope K ′ = convex hull of the averages of A ·,j , j ∈ S, |S| = δn approximates K within distance poly(k)σ/ √ δ. (Theorem 3.2)
• Gives a method to enumerate approximately the vertices of the low dimensional simplex K using subset-smoothed polytope K ′ above: K is a k−dim simplex in R d (with k < d) and K ′ ≈ K, where K ′ is given by an optimization oracle. Further, we are given a k−dim subspace V close (in sin Θ) to the span of K. We develop a fast algorithm to find approximately the vertices of K using the optimization oracle k times. The algorithm above performs only matrix-vector products on the data A, thus ensuring a O * (knnz + k 2 d) running time.
(Theorem (5.1)).
• First input Sparsity based time bounds for finding the cluster centers in k− means clustering satisfying assumptions to within a constant number of standard deviations. (See Corollary (5.2).)
Assumptions and Identifiability
Let M be a d × k matrix with the vertices of the simplex K as its columns. We assume there are n unknown points P ·,1 , P ·,2 , . . . , P ·,n ∈ CH(M), where, P ·,j is the point in K = CH(M) whose perturbed version is data point A ·,j . Our basic unit of length will be the bound on the directional variance, σ, see (1) . So, in words, σ 2 is the maximum over all directions of the means squared perturbation of A ·,j from P ·,j . If we had a stochastic model of data with E(A ·,j | P ·,j ) = P ·,j , σ 2 would be the maximum empirical variance in any direction. We don't assume knowledge of σ.
As stated in the introduction, we make two main assumptions: Extreme Data and Well-Separatednedss. We state the assumptions formally after the following basic Lemma.
This just follows from the fact that |A ·,S − P ·,S | = 1 |S| |(A − P)1 S | and |1 S | = |S|. Extreme Data We assume that there are δn P ·,j close to each column of M. This implies that the convex hull of P ·,S nearly contains CH(M).
The points j ∈ S ℓ are called "extreme data" for ℓ, as they lie in close proximity to M ·,l , an extreme point of CH(M).
Well-Separatedness
where, α ∈ [0, 1] and ε ∈ [0.1] is an upper bound we would like on the probability that the algorithm fails. It is important that we only have poly(k) factors and no dependence on n, d here. Since n, d are larger than k, a dependence on n, d would have bee too strong a requirement and generally not met in applications. Of course our dependence on k could use improvement. Now, we can prove that the data-determined polytope CH(A ·,S : |S| = δn) is close to the simplex K = CH(M) which we seek to find. Note that the distances are measured again in σ 's. The first statement says each M ·,ℓ is close to a vertex of K ′ . The second statement says each vertex of K ′ is close to CH(M) (not necessarily to a column of M). The third statement follows from the first two. (3) and (2), we have
Theorem 3.2 Under assumptions
Proof: The proof is now simple.
(2) implies that for every ℓ, there is some S, |S| = δn with |P ·,S − M ·,ℓ | ≤ (4σ)/ √ δ and this plus Lemma (3.1) implies the first statement. Since P ·,j ∈ CH(M)∀j, P ·,S ∈ CH(M)∀S, and by Lemma (3.1), the second statement follows.
An algorithm for identifying latent simplex
In this section we devise an algorithm for identifying points in the subset-smoothed simplex which are close to the extreme points of the latent simplex. Before developing the algorithm we first describe the key ideas in the algorithm.
Idea of the Algorithm
As stated earlier, there is a simple poly time alg to maximize v · x over x ∈ K ′ ; simply take the largest δn v · A ·,j and take the average of those A ·,j . This is the starting idea for an algorithm:
First
Step Take any u and find S 1 ,
These simple ideas don't work as they stand. The main problem can be summarized in one word: "ties". Consider the first step. If there is a tie, say, u · M ·,ℓ = u · M ·,ℓ ′ , then the entire edge joining M ·,ℓ and M ·,ℓ ′ has the same value and the optimization could yiled any point on this edge More generally, the optimal value may be attained on a face of the polytope K ′ . While the measure of u 's giving us an exact tie is zero, we can see that almost all u 's, if picked randomly in R d yield near ties: by Johnson-Lindenstaruss, with high probability we have |u·(
We can only say this is at least poly(k)σ/ √ d, which is small enough (due to the √ d) that with the approximation errors, we cannot argue that the optimal A ·,S is close enough to any vertex of K.
We solve this starting problem by using a simple idea: if we could choose u at random from Span(M), a k dimensional space, then the √ d would be replaced by √ k which can be swallowed by a polynomial factor in k in b. Span(M) is unknown, but one can use the sub-space V spanned by the top k left singular vectors of the data matrix A. We use the classical sin Θ theorem from Numerical Analysis to argue that V ≈ Span(M). It should be noted that the space spanned by the top singular vectors of the data matrix is widely used in PCA, but in the setting of GMM's., the first proven bounds on using this space were by [13] . Their proof as well as subsequent proofs are in the context of stochastic models and the proofs use the independence of the columns of A to show that the singular space of A is close to the singular space of E(A). Here, we do not have a stochastic model, but the use of sin Θ theorem comes to our rescue. Now, we come to the general step. We have a new problem. Even if we pick u at random from the top k dimensional SVD subspace V of A, and maximize u · A ·,S , we may just get back a point close to one of the M ·,ℓ we have already found. To avoid this, we pick a u in the subspace V ∩ Null(A ·,S 1 , A ·,S 2 , . . . , A ·,Sr ). Even then 0 may be the maximum of u · x, x ∈ K ′ and the maximizer may return an old S t . But we prove using the assumptions that we cannot have the maximizer of |u · x|, x ∈ K ′ be an old A ·,St and indeed this will give us a new one, But the proof now cannot rely on the classical sin Θ theorem. We prove an extension of the sin Θ theorem (this is perhaps technically the most involved piece) which deals with sin Θ between the subspaces V ∩ Null(A ·,S 1 , A ·,S 2 , . . . , A ·,Sr ) and Span(M) ∩ Null(M ·,ℓ 1 , M ·,ell 2 , . . . , M ·,ℓr ); this is our Lemma (5.4) . This implies that for any ℓ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r }, since M ·,ℓ has a large component in Span(M) ∩ Null(M ·,ℓ 1 , M ·,ℓ 2 , . . . , M ·,ℓr ) by the well-separatedness assumption (3), it also has a large component in V ∩ Null(A ·,S 1 , A ·,S 2 , . . . , A ·,Sr ) which makes a large dot product with u. So if we had M on hand and optimized u · M ·,ℓ over ℓ ∈ [k], we would get an ℓ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r }. This is used to show that the set S of extreme data for some ℓ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r } has a high dot product with u. To argue that the optimal S is really close to being extreme point for some ℓ, we also have to argue that the optimal u · M ·,ℓ is substantially higher than u · M ℓ ′ for all other ℓ ′ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r }.
Algorithm for identifying the latent simplex
Before stating the algorithm we develop relevant technical pre-requisites.
Technical Lemmas
In our arguments, we need to use properties of the k− dimensional space spanned by K as well some proper sub-spaces of it. However, K is not given, and one uses sub-spaces spanned by parts of the data close to the space spanned by K. A measure of closeness of sub-spaces is a basic which we need throughout. Numerical Analysis has developed the notion of angles between sub-spaces, called Principal angles. Here, we need only one of the principal angles which we define now.
For any two sub-spaces U,
The following are known facts about sin Θ function: If U, U ′ have the same dimension and the columns of U (respectively U ′ ) form an orthonormal basis of U (respectivel U ′ ), then
where, the columns of matrix W form a basis for U ⊥ , and assuming the inverse of U T U ′ exists.
Proof: s k (M) = Min x:|x|=1 |M x|. For any x, |x| = 1, there must be an ℓ with
the second part of the claim follows.
For every unit length vector x ∈ V , there is a vector y ∈ Span(M) with
Proof: Since Span(P) ⊆ Span(M), it suffices to prove the Lemma with y ∈ Span(P). The Lemma is proved by using a classical theorem of Wedin [15] known as sin Θ theorem. As a consequence of the theorem we have
where, the last inequality uses claim (4.1). Using (4), we get
Subspace Power Iteration
Q 0 random d × k matrix with orthonormal columns. Suppose the SVD of A is:
We know s k > 0. For t = 1, 2, . . . we do:
• Do Grahm-Schmidt on Z t to get Z t = Q t R t , where, Q t has orthonormal columns and R t is upper triangular.
It is known that Span(Q t ) → Span(v 1 , v 2 , . . . , v k ). There is a nice classical trick to show this: one shows that the tangent of the angle between Span(Q t ) and Span(v 1 , v 2 , . . . , v k ) goes to zero. We reproduce the proof from [9] in the Appendix, partly because readable versions of this elegant classical proof seem scarce. The proof shows that :
The Algorithm
Using the Subspace Power Iteration described in the previous section we are now ready to state the algorithm, Algorithm 1 An algorithm for finding latent k-polytope from data matrix A Input: A, k Find a subspace V = Span(Q t ) by doing t = c ln d iterations of the Subspace Power method. for all r = 0, 1, 2, . . . , k − 1 do Pick u at random from the k − r dimensional sub-space U = V ∩ Null(A ·,S 1 , A ·,S 2 , . . . , A ·,Sr ). S r+1 ← arg max S:|S|=δn |u · A ·,S | end for Return: A ·,S 1 , A ·,S 2 . . . , A ·,S k .
Proof of Correctness
In this section we prove the correctness of the algorithm described in the previous section and establish the time complexity.
Theorem 5.1 Suppose we are given data A and k with the Well-Separatedness Assumption (3) and Extreme data assumption (2) satisfied. Then, in time O * (knnz(A) + k 2 d) time, we can find subsets S 1 , S 2 , . . . , S k , of cardinality δn each such that after a permutation of columns of M, we have |A ·,S ℓ − M ·,ℓ | ≤ ck 3.5 σ αε forℓ = 1, 2, . . . , k. (3) and (2), the algorithm finds cluster centers (vertices of K) to within O(σ/ √ δ), where, σ = ||A − P||/ √ n is the square root of the maximum mean-squared distance of data points to their true cluster centers in any direction.
Corollary 5.2 Given an instance of a clustering problem satisfying
We next state the main result which implies theorem (5.1). The hypothesis of the result below is that we have already found r ≤ k − 1 columns of M approximately, in the sense that we have found r subsets S 1 , S 2 , . . . , S r ⊆ [n], |S t | = δn so that there are r distinct columns {ℓ 1 , ℓ 2 , . . . , ℓ r } of M with M ·,ℓt ≈ A ·,St for t = 1, 2, . . . , r. The theorem gives a method for finding a S r+1 , |S r+1 | = δn with A ·,S r+1 ≈ M ℓ for some ℓ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r }. |A ·,St − M ·,ℓt | ≤ δ 1 for t = 1, 2, . . . , r. k left singular values of A) . Suppose u is a random unit length vector in the k − r dimensional sub-space U given by:
Then, with probability at least 1 − (ε/k),
Remark It is easy to see that S above either consists of the δn j 's with the δn highest values of u · A ·,j or the δn j 's with the δn lowest values of u · A ·,j , whichever has the higher absolute value of the sum. So S is easy to find from {u · A ·,j : j = 1, 2, . . . , n}.
Proof: Let
We have (using Chauchy-Schwartz inequality):
The following Lemma is an extension of the classical sin Θ theorem. It is potentially of some general interest. Intuitively, it says that if we take close-by k dim spaces and intersect them with null spaces of close-by matrices, with not-too-small singular values, then the resulting intersections are also close (close in sin Θ distance).
Proof: For the first assertion, take x ∈ U, |x| = 1. We wish to produce a z ∈ Span(M) ∩ Null( M) with |x − z| ≤ δ 3 . Since x ∈ V , by Lemma (4.1),
We have
, using (11 and 8) .
|x − z| ≤ |x − y| + |y − z| ≤ 2δ 2 + kδ 1 b using Claim (4.1). This proves (9) . To prove (10), we argue that Dim(U ) = k−r (this plus (5) proves (10) .) U has dimension at least k −r. If the dimension of U is greater than k −r, then there is an orthonormal set of k −r+1 vectors u 1 , u 2 , . . . , u k−r+1 ∈ U . By (9) , there are k − r + 1 vectors w 1 , w 2 , . . . , w k−r+1 ∈ Span(M)∩ Null( M) with |w t − u t | ≤ δ 3 , t = 1, 2, . . . , k − r + 1. For t = t ′ , we have
So the matrix (w 1 |w 2 | . . . |w k−r+1 ) T (w 1 |w 2 | . . . |w k−r+1 ) is diagonal-dominant and therefore nonsingular. So, w 1 , w 2 , . . . , w k−r+1 are linearly independent vectors in Span(M) ∩ Null( M) which contradicts the fact that the dimension of Span(M) ∩ Null( M) is k − r.
Proof:
where, the last inequality is from (3) . Exchanging the roles of M ·,ℓ and M ·,ℓ ′ , we also get |Proj(M ·,ℓ − M ·,ℓ ′ , Null( M))| ≥ α|M ·,ℓ ′ | finishing the proof of the Claim.
We can write
, since q ℓ can be written as M ·,ℓ − Mw (ℓ) . From (3), we have |q ℓ | ≥ α|M ·,ℓ |. Since |p ℓ | ≤ |M ·,ℓ |, and s r ( M) = Min |x|=1 | Mx| ≥ Min |y|=1 |My| = s k (M), Claim (4.1) implies:
Recall u in the Theorem statement -u is a random unit length vector in subspace U .
using (8) and (14) .
using (8) and
is an orthogonal projection of M ·,ℓ − M ·,ℓ ′ into Span( M). Now, u is a random unit length vector in U . Now, Proj(q ℓ , U ), Proj(q ℓ − q ℓ ′ , U ), ℓ, ℓ ′ ∈ [k] are fixed vectors in U (and the choice of u doesn't dependent on them). Consider the following event E:
The negation of E is the union of at most k 2 events (for each ℓ and each ℓ, ℓ ′ ) and each of these has a failure probability of at most √ k(ε/k 3.5 ) (since the k − 1 volume of {x ∈ U : u · x = 0} is at most √ k times the volume of the unit ball in U ). Thus, we have:
We pay the failure probability and assume from now on that E holds.
So, under E,
Also, for ℓ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r } and ℓ ′ / ∈ {ℓ, ℓ 1 , ℓ 2 , . . . , ℓ r }, by (16),
Let S be as in the statement of the theorem. Case 1 u · A ·,S ≥ 0. Suppose ℓ = arg max ℓ ′ u · M ·,ℓ ′ . Let S t = be a set of δn extreme data for t. We claim that ℓ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r }. Suppose for contradiction, ℓ ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r }; wlg, say ℓ = ℓ 1 . Then, u · M ·,ℓ 1 ≤ u · A ·,S 1 + δ 1 = δ 1 . So, u · M ·,ℓ ′ ≤ δ 1 for all ℓ ′ . So, u · A ·,S ≤ u · P ·,S + (σ/ √ δ) ≤ 2δ 1 . But for any t / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r }, (19) implies that 3.5 and so, u · A ·,S must be at least εαb/4k 3.5 contradicting u · A ·,S ≤ 2δ 1 . So, ℓ / ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r } and by (19),
By the definition of S,
For any ℓ ′ / ∈ {ℓ, ℓ 1 , ℓ 2 , . . . , ℓ r }, we have by (20),
Also, for ℓ ′ ∈ {ℓ 1 , ℓ 2 , . . . , ℓ r },
Now, P ·,S is a convex combination of the columns of M; say the convex combination is P ·,S = Mw. From above, we have:
This and (22) imply:
So,
This finishes the proof of the theorem in this case. An exactly symmetric argument proves the theorem in the case when u · A ·,S ≤ 0.
Time Complexity
If V , the top k− dimensional SVD suspace is found, the rest of the algorithm has the complexity we claim. We do k rounds in each of which, we must find u · A ·,j for all j and in addition, to choose a random u ∈ V ∩ Null(A ·,S 1 , A ·,S 2 , . . . A ·,Sr ) we subtract out from a random u ∈ V , its component in Span(A ·,S 1 , A ·,S 2 , . . . , A ·,Sr ), all of which can be done in O * (k nnz(A) + k 2 d) time (by maintaining a basis for Span(A ·,S 1 , A ·,S 2 , . . . , A ·,Sr )). But finding the exact SVD subspace does not meet these time bounds. Instead of SVD, we resort to the classical Subspace Power iteration method which finds an approximate V in the required time in O * (1) iterations. This method and its proof of convergence is well-known, but we include it here. One remark is in order: In all previous algorithms for special cases, one has to compute distances between data points and arbitrary points (for example, in k−means algorithm, these may be current centers of clusters, which can have d non-zero components, even if data points are sparse); just doing this one time costs O(ndk), since, to compute |v − u|, u, v ∈ R d , takes time O(d), even if v is sparse (and u dense.). In contrast, we only compute dot products between data points and arbitrary points and note that finding v · u takes time O(nnz(v)).
Unsupervised Learning Examples

Hard Clustering Problems
In Hard Clustering problems, all data is extreme, so the assumption (2) is satisfied (with δ = least fraction of data points in one cluster). There are two known results [11] , [3] with deterministic assumptions which qualitatively subsume earlier results on clustering under stochastic models as shown in [11] . [Note: However, better dependence on k as well as σ is known under the stochastic models.] The deterministic separation condition [3] (in our notation) requires
Note that the term σ/ √ δ is the same as we have. While the earlier separation condition is qualitatively similar to ours, their condition is weaker than what we have in two directions: The dependence on k is better and also they only require separation between M ·,ℓ and other columns of M, whereas we require separation from the span of the other M ·,ℓ ′ . While our dependence on k calls for improvement, k is usually thought of as small compared to n, d.
Next, we discuss "Ad-Mixture" problems. These problems have the property that each P ·,j is a convex combination of the extreme points of K, rather than being just one of the extreme points as in Hard Clustering. We mainly deal here with Topic Modeling, for which there is a well-established stochastic model called Latent Dirichlet Allocation (LDA) [5] .
Topic Modeling
LDA is s stochastic model of a corpus of documents: There are k topics M ·,1 , M ·,2 , . . . , M ·,k , each is a probability vector. Document j in the corpus is generated as follows: a convex combination P ·,j = k ℓ=1 M ·,ℓ w ℓ of topics is picked independently at random; w ∈ R k is chosen according to the Dirichlet distribution. The data matrix A = 1 m m t=1 A (t) , (m is the length of each document) where, A (t) ·,j is drawn from a multinomial distribution with probability vector P ·,j and the nm A (t) ·,j , t = 1, 2, . . . , m; j = 1, 2, . . . , n are all independent. Let f i = 1 n n j=1 A ij be the relative frequency of word i in the corpus. Let Σ j = E(A ·,j A T ·,j ) be the variance-covariance matrix of A ·,j and let Σ = 1 n Σ j . Then, Random Matrix Theory (in particular, Theorem 5.44 and Remark 5.49 of [14] ) tell us that with high probability, ||A − P|| ≤ 2||Σ|| 1/2 √ n.
Using this, we prove: Lemma 6.1 With high probability,
Remark: Before we prove the Lemma, note that with this, the b of the Well-Separatedness Assumption (3) (with σ = 6 √ m Max i f i ) is poly(k) 6 √ m Max i f i . Asymptotically, if k ∈ O(1), and m is a large enough constant, the assumption can be satisfied.
Proof: (of Lemma (6.1)
To satisfy the Well-Separatedness condition, we need that each topic is at distance poly(k)Max i f i / √ m away from the span of the other topics. In [8] , and many subsequent papers, a Dirichlet prior is imposed on the columns of M and more to the point for the discussion here, the columns of M are assumed to be stochastically independently chosen. If this is assumed and if we assume k ∈ O(1), δ ∈ Ω(1/k) and m is a large enough constant, then we expect in principle that wellseparatedness will be satisfied. We say "in principle" here, since actual model parameters (namely, the concentration parameter for the Dirichlet priors on w, M used in the literature) vary. We now also deal with the Extreme Data Assumption (2) . A common choice of concentration parameter for w is 1/k [this is more standard in the literature than the choice of parameter for the prior on M.] Under this, it can be shown that for any ζ > 0, the probability that Max ℓ w ℓ > 1 − ζ is at least Ω(ζ 2 ) (see Section 9.6 of [6] ) and this leads to Assumption (2) being satisfied.
Conclusion
The dependence of the Well-Separatedness on k could be improved. For Gaussian Mixture Models, one can get k 1/4 , but this is a very special case of our problem. But in any case, something substantially better than k 8 would seem reasonable to aim for. Another important improvement of the same assumption would be to ask only that each column of M be separated in distance (not in perpendicular component) from the others. An empirical study of the speed and quality of solutions of this algorithm in comparison to Algorithms for special cases would be an interesting story of how well asymptotic complexity reflects practical efficacy in this case. The subset-soothing construction should be applicable to other models where there is stochastic Independence, since subset averaging improves variance in general.
