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LSE Data and Society delves into key social issues of algorithmic
control
Alison  Powell,  Assistant  Professor  at  LSE,  investigates  how  data  and
algorithms effect our daily  lives, from negotiating public transport and booking
restaurants, to the more serious issues of surveillance and privacy. She argues




an  increasing number  of  everyday experiences. Particularly,  data  drives  decisions. Some seem
minor,  such  as  day­to­day  decisions  that make  life  better. What’s  the  quickest way  to work  via
public  transport? How many people  have  rated  this  restaurant  four  stars? But  although greater




These  decisions  are  driven  by  a  proliferation  of  digital  data  produced  by  connected  devices,
sensors, and all of the parts of our everyday life that we share online. They are made, increasingly,
with the help of automated calculation systems that can deal with volumes of data that are difficult
for  humans  to  manage.  These  processes  –  algorithms  –  can  even  learn  from  their  previous
decisions, making it ever easier to use ever more data to make ever better decisions.
Algorithmic Authority
But  the data­based social world, and  the  ‘algorithmic authority’  that underpins  it,  throws up new
problems  for  social  scientists,  as well  as  providing  new  contexts  for  our  continuing  interests  in
citizenship,  participation,  equality  and  justice.  Many  machine  learning  processes  depend  on
creating  correlations  between  large  sets  of  often  diverse  data.  The  resulting  inferences  (rather
than conclusions) are now underpinning categorisations of people, which in turn control things like
what price you see for goods online (for example,  if you’ve recently bought an expensive pair of
headphones,  some  online  retailers  will  display  higher  prices  for  trainers),  or  whether  you  are
considered  an  insurance  risk. New  ‘smart’  products  are  constantly  being  developed  that  collect




processes  have  created  a  ‘black  box  society’  where  government  and  corporations  collect




results  from massive  corporate  and  government  control  of  data  and  of  the  algorithms  used  to
process it and make decisions. Pasquale discusses how this secrecy is embedded into algorithms
used  by  big  technology  companies:  research  by  Latanya  Sweeney  shows  how  people  with





January 22nd, 2016 | Algorithmic Accountability, Featured | 3 Comments
credit  card  purchases,  and  networks  of  relationships  formed  on  social media.  Brokers  package






on  algorithms  accords  them  too much  power:  instead  they  argue  that  we  should  focus  on  the
scope for ethical action, on the ability of data to be employed in developing voice or the potential
for digital data to inspire new forms of citizenship.
These analyses  highlight  the  significant  social  and political  issues  arising  in  relation  to  the  turn
towards data as a key part of communication systems. But might they overstate the power of the






the  ‘turn  towards  data’  in  media,  communications  and  society.  The  MSc  in  Media  and
Communication (Data & Society) at  the LSE uses a critical social science curriculum to develop
ways  of  thinking  that  shape  the  future  governance  of  data  systems  and  investigate  how  data
shape media production. Through  research and  teaching, we consider new ways  to understand
data,  including  the  possibility  for  data  to  give  a  voice  to  citizens  or  produce  new  ways  of
participating. PhD researchers dig deep into issues like personal tracking and health information,
and the ethics of algorithmic systems.
Our  launch  year  includes  a  public  lecture  on  26  January  2016  and  other  research  events  that
delve  into  the  most  significant  social  issues  connecting  data,  communications  and  society.  In
particular we are examining how best to address algorithmic accountability in law, technology and
research, and the significance of data in relation to citizenship and inequality.
This  blog  gives  the  views  of  the  author  and  does  not  represent  the  position  of  the  LSE Media
Policy Project blog, nor of the London School of Economics and Political Science. 
This post was published  to coincide with a workshop held  in January 2016 by  the Media Policy
Project, ‘Algorithmic Power and Accountability in Black Box Platforms’. This was the second of a
series of workshops organised throughout 2015 and 2016 by the Media Policy Project as part of a
grant  from  the  LSE’s  Higher  Education  Innovation  Fund  (HEIF5).  To  read  a  summary  of  the
workshop, please click here.
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