Abstract-Authentication is the process of verifying one's identity and one of its implementation is in taking attendances in university's lectures. Attendance taking is a very important matter to every academic institution as a way to examine students' performance. Signature based attendance taking can be manipulated, therefore it has problems in verifying the attendance validity. In this final project, a real time eigenface based face recognition is implemented in an application to do attendance taking. The input face image is captured using a webcam. The application itself is built in C#, utilizing EmguCV library. The application is developed using Visual Studio 2015. Face detection is done with Viola-Jones algorithm. The eigenface method is used to do facial recognition on the detected face image. In this final project, a total of 8 testings are done in different conditions. From the testings, it is found that this application can recognize face images with accuracy as high as 90% and as low as 6.67%. This solution can be used as an alternative for real time attendance taking in environment with 170 lux light intensity, webcam resolution of 320 x 240 pixel, and the subject standing 1 meter away while not wearing spectacles. The average recognition time is 0.18125 ms.
I. INTRODUCTION
Attendance taking matter is a very important matter for academic institution to check the students' performance. Every institution has their own method to handle this matter. Some institutions opted for simple attendance taking by taking students' signatures manually, this wastes a lot of time [1] . Another problem with signatured based approach is that the students could forge the signature for other students [2] .
As a solution to signature based attendance taking, some researches have implemented various techniques to take attendance electronically such as the usage of RFId card [3] , fingerprint [2] , and face recognition [4] .
Face image is the most widely used characteristic by people in recognizing other people [5] . One of the way to do face recognition is by using the eigenface approach. Eigenface is face recognition algorithm based on Principle Component Analysis [6] . Eigenface is one of the simplest and most effective PCA approaches used in face recognition systems [7] .
Some research that implemented face recognition have been done before. Reference [8] implemented eigenfacebased face recognition on Android device and achieved the accuracy of 93% with the distance of 1.6 m. Reference [4] also implemented eigenface based face recognition and achieved an accuracy of 88%. This paper will discuss about the implementation of eigenface based face recognition, running in real time. The input image will be captured using a webcam. Face detection is done using Viola-Jones face detector. The application is built in C# programming language and utilizing the EmguCV library.
II. THE METHODS
This section will discuss about the eigenface based face recognition, Viola-Jones face detector and the testing condition.
A. Eigenface
The word eigenface originated from german "eigenwert" where "eigen" means characteristic and "wert" means value. Eigenface is one of many algorithms used to recognize a feature in a face image. Eigenface is based on Principle Component Analysis (PCA) [6] . The basic concept of recognizing face is by taking unique information about the face in question, then encode it and then compare it with the decode result of previously taken image. In eigenface method, decoding is done by calculating eigenvector and then represent it as a matrix. Eigenvector can also be said as [10] .
The algorithm begins by creating a column matrix from the face images in the training set. The mean vector from said vector is then calculated [10] .
Image matrix (Γ) is represented in a set of matrices (Γ1, Γ2, …, ΓM). Calculate the mean (Ψ) of the image matrix and use the result to calculate eigenvector (v) and eigenvalue (λ). The eigenvector is then used to find eigenface value. When a test image (Γnew) is going to be recognized, the same processes are done to the test image (Γnew) to extract eigenvector (v) and eigenvalue (λ). Then the eigenface of the test image (Γnew) is calculated. Finally, the test image (Γnew) will be recognized by finding the nearest euclidean distance.
The eigenface calculation steps are as follows [11] : 1) Let S be a set of every images in training set Γ1, Γ2, …, ΓM)
2) Calculate the mean (Ψ) 
The recognition steps are as follows: 1) Calculate the weight value of the test image by following the 6 steps above.
2) Find the closest euclidean distance between the weight value of the test image to every images in the training set.
(8) If the euclidean distance is higher than a certain threshold, the face will be classified as not recognized.
B. Viola-Jones Face Detector
In 2001, Viola and Jones developed an object detection algorithm based on haar cascade classifier [5] . In 2004, Viola and Jones further developed this algorithm to detect face image in real time with high performance and accuracy. This algorithm works by finding feature in an image in the form of contrast pattern of adjacent pixels. Viola and Jones then eliminated features that do not contribute enough to determine whether the said image is a face image or not. After more testings, Viola and Jones chose 6060 features which are tested in 38 stages. This features are considered good enough to determine whether an image is a face image or not. The feature selection was done using the AdaBoost algorithm [12] .
As an example, in this face image below, a dark-brightdark contrast pattern is found. This is actually one of the most determining feature in the Viola-Jones face detector. The result of Viola and Jones research is a training set that can detect faces in real time with 99% accuracy. This training set is used as a reference when comparing contrast pattern while doing face detection [12] .
C. ROC Graph
A receiver operating characteristics (ROC) graph is a technique for visualizing, organizing, and selecting classifiers based [13] . An example of an ROC graph can be seen in figure 2. 
D. Testing Condition
The training set consists of 60 face images of 10 different subjects taken in a 170 lux room, with a 320 x 240 webcam, with the subject standing 1 meter away from the webcam. 6 face images are taken for each of the subjects. Fig. 3 The face images in the training set 2 testings done, which are, the testing to acquire a threshold value, and testing to measure eigenface based face recognition accuracy in various conditions.
The testing to find the optimal threshold value is done using the testing and training images taken in a 170 lux room, with 320 x 240 webcam, with the subject standing 1 meter away from the webcam. The testing images for this test consist of 54 face images of 27 different subjects. 2 face images are taken for each of the subjects.
Fig. 4 Testing images for threshold finding
The used threshold value is a factor of the maximum euclidean distance in a given condition as based on previous research [14] . The value acquired will then be used for the testing in various conditions. The conditions of the tests along with the testing images can be seen below: 1) 170 lux room, with a 320 x 240 webcam, and subject standing 1 meter away from the webcam This section will discuss about the findings from the testings done.
A. Threshold Value Testing
This test is done to acquire the optimal threshold multiplier value to be used in further testing. The testing is done using the ROC curve. The test results can be seen in table I. The finding can be represented in a ROC Curve as shown in figure 2.
TABLE I THRESHOLD VALUE TEST RESULTS

Multiplier
Fig. 13 ROC curve of test results
The blue line represents the tested values. The optimal threshold is the value closest to point (1, 0), therefore value 0.0022 is chosen.
B. Face Recognition Testing
The test results for each conditions can be seen in the following confusion matrices: 1) 170 lux room, with a 320 x 240 webcam, and subject standing 1 meter away from the webcam From the first test, the accuracy of eigenface recognition is 90%. The average time of recognition is 176.8 ms.
2) 130 lux room, with a 320 x 240 webcam, and subject standing 1 meter away from the webcam From the last test, the accuracy of eigenface recognition is 6.67%. The average time of recognition is 183.2 ms.
The summary of the result can be seen in table X. The tests show that the average time required by the application to recognize a face is 181.25 ms, or 0.18125 second. Since that there is no significant time delay between for each recognition, this shows that eigenface can indeed be used for real time face recognition.
There are a lot of variables that could impact the accuracy of the recognition in a negative way. The darker the environment, the lower the accuracy will be. This can be seen from the test results that show that the accuracy of face recognition in a 130 lux environment and 100 lux environment is 23.33% and 6.67%, respectively.
The accuracy also goes down when the subject stands further from the webcam and when the resolution of the webcam is reduced. This happens because of the lack of the details able to be captured in those conditions.
The algorithm also failed to recognize the subjects when the subjects wear glasses. This happens because the training set images do not include images of subjects wearing glasses.
The recognition accuracy achieved 90% only in the same condition as the training condition. This shows that eigenface based face recognition needs a controlled environment to achieve a reasonable accuracy.
IV. CONCLUSIONS
Usage of eigenface based approach for doing face recognition in a real time system is not a justifiable solution. The test shows that eigenface based face recognition requires a highly controlled environment. Changes in the environment conditions lead to severe drop in accuracy. Therefore, even though eigenface based recognition can recognize faces at a high rate (0.18125 ms), eigenface based approach still needs a highly controlled environment to be suitable for face recognition in a real time system.
Reference [14] found that the optimal threshold is 0.8 of the maximum euclidean distance, but in our tests we found that the optimal value is 0.0022. Therefore, it can be concluded that optimal threshold value for eigenface based recognition can vary depending on the training image sets and need to be redefined if the training image sets are modified. 
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