Abstract. We show that the Dushnik-Miller Theorem for countable linear orderings (stating that any countable linear ordering has a nontrivial self-embedding) is equivalent (over recursive comprehension (RCA 0 )) to arithmetic comprehension (ACA 0 ). This paper presents a result in reverse mathematics, a program initiated by H. Friedman and S. Simpson, trying to determine the weakest possible \set-theoretical" axiom (system) to prove a given theorem of \ordinary" mathematics by trying to prove the axiom from the theorem (over a weaker \base system").
PROOF-THEORETIC STRENGTH OF DUSHNIK-MILLER
. Let L be a countably in nite linear ordering. Then there is a nontrivial self-embedding of L, i.e., an order-preserving injection of L into itself which is not the identity.
We will thus show the following Theorem. Over has an immediate successor in C. By our assumption, any discrete subset of L must be nite. By picking one element from each maximal discrete subset of L (except the rst and last maximal discrete subset, if any), we see that there is an in nite subset of L which is densely ordered without endpoints. Since ACA 0 actually (???) allows full rst-order induction, we can now de ne the self-embedding as follows:
List the points of L as fx n g n2! . When picking an image i(x n ) for x n , simply ensure that i(x n ) has in nitely many points to its left and right and is in nitely far apart from i(x 0 ); i(x n?1 ). Since the choice of i(x n ) can be made in an arithmetic way, i can be shown to exist by ACA 0 . This concludes the proof of the easy direction.
As for the hard direction, we need to show that the second-order part of any model of \RCA 0 plus Dushnik's Theorem on Countable Linear Orderings" is closed under 0 1 -comprehension. So x any set A 2 S. We need to show that its \Turing jump" A 0 is also in S. We do so by de ning a countable linear ordering L computable in A such that any nontrivial self-embedding i of L can compute A 0 .
Fix x 2 M, 8n 0 ; n 1 < c(x) (e(x) < L n 0 < L n 1 ! d(e(x); n 0 ) > d(n 0 ; n 1 )); and (1) e(x + 1) = y 2 L 0 8n (n < c(x) ! n < L y); (2) where d(n 0 ; n 1 ) is the (M-nite) distance between n 0 and n 1 in L.
We rst establish Claim 1 from Claim 2: Fix any nontrivial self-embedding i of L. By 0 1 -induction, e is monotonic, so the range of e is co nal in (M; <), and so there is x 0 2 M such that for all x x 0 , we have e(x) < L ie(x). Also, by 0 1 -induction and (1) of Claim 2, for all x x 0 , we have that one of ie(x) and i 2 e(x) is c(x) (since d(e(x); ie(x)) d(ie(x); i 2 e(x))). So from e(x) and i we can compute c(x). Finally, by (2) of Claim 2, we can also compute e(x + 1). Thus i allows us to compute c as desired, establishing Claim 1 from Claim 2.
