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r e s u m e n
Este trabajo analiza la inﬂuencia del nivel de error de discretización de los análisis por elementos ﬁnitos
(MEF) de las distintas conﬁguraciones geométricas propuestas por los algoritmos de optimización de
forma estructural sobre el comportamiento de dichos algoritmos. El artículo demuestra claramente que
si los análisis mediante el MEF no presentan la suﬁciente precisión, la solución ﬁnal proporcionada por
el algoritmo de optimización no será ni el óptimo buscado ni cumplirá con las restricciones impuestas.
Se demostrará la necesidad de la utilización de técnicas del MEF basadas en remallados adaptables.
El artículo propone la combinación de dos estrategias para reducir el coste computacional relacionado
con la utilización de dichos remallados adaptables junto con algoritmos evolutivos de optimización: (a)
la utilización del algoritmo descrito por Bugeda et al. [1] que reduce el coste computacional asociado al
análisis de cada conﬁguracióngeométricamediante elMEFcon remallados adaptables y, (b) el incremento
paulatino de la precisión requerida a cada análisis a ﬁn de obtener una reducción sustancial del coste
computacional en las etapas iniciales del proceso de optimización.
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a b s t r a c t
Thisworkanalyzes the inﬂuenceof thediscretizationerror contained in theFiniteElement (FE) analysesof
each design conﬁguration proposed by the structural shape optimization algorithms over the behavior
of the algorithm. The paper clearly shows that if FE analyses are not accurate enough, the ﬁnal solution
provided by the optimization algorithm will neither be optimal nor satisfy the constraints. The need for
the use of adaptive FE analysis techniques in shape optimum design will be shown. The paper proposes
the combination of two strategies to reduce the computational cost related to the use of mesh adaptivity
in evolutionary optimization algorithms: (a) the use of the algorithm described by Bugeda et al. [1] which
reduces the computational cost associated to the adaptive FE analysis of each geometrical conﬁguration
and, (b) the successive increaseof the requiredaccuracyof theFEanalyses inorder toobtaina considerable
reduction of the computational cost in the early stages of the optimization process.
© 2011 CIMNE (Universitat Politècnica de Catalunya). Published by Elsevier España, S.L. All rights
reserved.
∗ Autor para Correspondencia.
Correos electrónicos: jjrodena@mcm.upv.es (J.J. Ródenas),
ugeda@cimne.upc.edu (G. Bugeda), jalbelda@mcm.upv.es (J. Albelda),
nate@cimne.upc.edu (E. On˜ate), ennaso@upvnet.upv.es (E. Nadal).
213-1315/$ – see front matter © 2011 CIMNE (Universitat Politècnica de Catalunya). Pu
oi:10.1016/j.rimni.2011.11.0051. IntroducciónDesde el punto de vista matemático, un problema de optimiza-
ción se puede considerar como la minimización de una función f(v)
que depende de un conjunto de variables v y que está sujeta a una
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erie de restricciones. La forma general de un problema de este tipo
s:
minimizar : f (v);v = {vi} ; i = 1, . . . , n
con : g(v) = {gj(v)} ; j = 1, . . . ,m
veriﬁcando : gj(v) ≤ 0 ; j = 1, . . . ,m
ai ≤ vi ≤ bi ; i = 1, . . . , n
(1)
onde f es la función objetivo (FO), vi son las variables de disen˜o
gj son las restricciones en desigualdad, las cuales, en los pro-
lemas estructurales, normalmente se expresan en función de las
ensiones y/ode los desplazamientos. Los valores ai y bi deﬁnen res-
ricciones laterales. Cada individuo se caracteriza por un conjunto
e valores devque se corresponden conundisen˜o estructural espe-
íﬁco. La deﬁnición de cada disen˜o en función de los valores de vi
e denomina la parametrización del problema de optimización. La
esolución del problema de disen˜o óptimo consiste en hallar los
alores de v que deﬁnen el mejor disen˜o.
Los algoritmos utilizados para la resolución de los problemas
e optimización son, en general, iterativos. Con independencia del
lgoritmo utilizado, será necesario calcular los valores de f y g para
ada uno de los distintos disen˜os propuestos durante el proceso
terativo de optimización. En este trabajo hemos considerado pro-
lemas de optimización de formas estructurales. Para este tipo de
roblemas los valores de f y g se obtienen normalmente mediante
a utilización del método de los elementos ﬁnitos (MEF). Por tanto,
s necesario construir una malla especíﬁca para cada uno de los
istintos disen˜os a analizar y, a continuación, utilizar el MEF para
btener la respuesta estructural de cada disen˜o. Llegados a este
unto se deben tener en cuenta dos aspectos principales, ligados a
a evaluación de f y gmediante elMEF, que tienen una gran inciden-
ia sobre el comportamiento global del proceso de optimización:
l esfuerzo computacional requerido para la evaluación numérica
e cada individuo (conﬁguración geométrica) y la precisión de los
esultados del MEF.
La importancia del esfuerzo computacional requerido para la
valuación de cada conﬁguración geométrica es evidente. En los
roblemas de optimización como los que estamos considerando, la
ayor parte del coste computacional está dedicado al análisis de
os distintos individuos para la determinación de los valores de la
O y del grado de satisfacción de las restricciones.
Por otro lado, y en cuanto a la precisiónde los resultados, se debe
ener en cuenta que los métodos numéricos de análisis solo pro-
orcionan valores aproximados para los datos que los algoritmos
e optimización precisan (FO, restricciones,. . .). Si estos valores
o son lo suﬁcientemente precisos se puede introducir una can-
idad de ruido excesivo en el proceso de optimización. Esto puede
mpobrecer la velocidad de convergencia del proceso de optimi-
ación, conducir la convergencia hacia una solución no óptima
incluso producir una solución ﬁnal no factible que incumpla
lguna de las restricciones. En el contexto del MEF, los métodos
-adaptables, p-adaptables y hp-adaptables se pueden utilizar para
btener soluciones conunnivel de precisión prescrito. No obstante,
a utilización de estas técnicas implica un gran coste computacional
ue reduce la eﬁciencia computacional del proceso de optimiza-
ión.
Este artículo mostrará que si no se garantiza una mínima cali-
ad en los resultados del análisis de cada disen˜o, que son los que se
tilizan para alimentar al algoritmo de optimización, no se puede
segurar un comportamiento correcto del proceso de optimización.
ara ello, se mostrará la incidencia del valor máximo prescrito de
a norma energética del error de discretización sobre los resultados
nales obtenidos mediante un algoritmo evolutivo de optimiza-
ión.Figura 1. Sección transversal de un tubo. Datos para el análisis, modelo original,
solución óptima analítica y variables de disen˜o.
Tal como se ha comentado previamente, los métodos de rema-
llado adaptable del MEF se pueden utilizar para obtener soluciones
con unnivel prescrito de precisión. No obstante, la utilización de las
técnicas de remallado adaptable tradicionales implica el análisis de
una secuencia de modelos numéricos con precisión creciente, que
se adaptan de forma automática a las características de la solución
del problema. El coste computacional relacionado con la utilización
de estas técnicas tradicionales de remallado adaptable puede ser
crítico cuando se utilizan algoritmos evolutivos. Para resolver este
problema, en este artículo se propone la utilización de la técnica de
análisis h-adaptable para las distintas generaciones de individuos
que se describe en [1]. El procedimiento consiste enutilizar el análi-
sisde sensibilidadde lanormaenergéticadel errordediscretización
con respecto a las variables de disen˜o [2–4] para proyectar el error
obtenido en el análisis de un individuo representativo de la genera-
ción hacia las distintas conﬁguraciones geométricas que se deben
analizar. Las mallas h-adaptadas para el análisis de cada individuo
particular se pueden generar utilizando esta información, lo que en
la inmensamayoría de los casos proporciona los resultados delMEF
con la precisión requerida, evitando así el alto coste computacional
derivado de los remallados h-adaptables completos.
2. Motivación mediante el estudio de un caso sencillo:
sección transversal de un tubo
Como motivación de los desarrollos presentados en este artí-
culo, esta sección muestra los resultados correspondientes a la
resolución de un problema de optimización, cuya solución analítica
es conocida, utilizando algoritmos evolutivos y distintos niveles de
control en el error de discretización. La geometría a optimizar es la
de la sección transversal de un tubo sujeto a una presión interna.
Se han utilizado dos planos perpendiculares de simetría, por lo que
solo se ha modelado un cuarto de la sección, tal como se muestra
en la ﬁgura 1. La forma se deﬁne mediante un total de 8 puntos,
de los cuales 5 describen la forma circular interna y 3 describen la
forma del contorno exterior del tubo. El problema de optimización
consiste en hallar la forma del contorno exterior, manteniendo ﬁjo
el contorno interior y minimizando el área total. Las 4 variables de
disen˜o mostradas en la ﬁgura 1 corresponden a las coordenadas de
los puntos utilizados para deﬁnir la forma del contorno exterior.
Nótese que este ejemplo no se corresponde con ningún caso real,
por lo que no se han especiﬁcado unidades para las distintas mag-
nitudes involucradas. En cualquier caso, se ha utilizado un sistema
coherente de unidades.
La máxima tensión de von Mises admisible en el modelo se ha
restringido a 2,0×106.
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Tabla 1
Sección transversal de un tubo. Valores de las variables de disen˜o.
Variable de disen˜o Valor inicial Rango Restricciones
V1 20 [5,2-50,0]
V 19 [4,0-50,0]
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V3 19 [4,0-50,0] V3 <V1 −0,5
V4 20 [5,2-50,0] V4 >V2 + 0,5
Es bien conocido que la geometría analítica óptima del contorno
xterior se corresponde conuna formacircular. Las siguientes ecua-
iones muestran los valores exactos de los desplazamientos y las
ensiones para un punto dado en función de sus coordenadas car-
esianas (x, y), con k=R0/Ri, r =
√
x2 + y2 y  = arctg(y/x) situado
n un cilindro de pared gruesa sujeto a una presión interior P. Por
anto, estas ecuaciones se pueden utilizar para evaluar la solución
nalítica de este problema de optimización:
- Desplazamiento radial:
r = P(1 + )
E(k2 − 1)
[
(1 − 2)r + R
2
0
r
]
(2)
- Tensiones en coordenadas cilíndricas y cartesianas:
r = P
k2 − 1
(
1 − R
2
0
r2
)
t = P
k2 − 1
(
1 + R
2
0
r2
)
xx = rcos2() + tsin2()
yy = rsin2() + tcos2()
xy = (r − t) sin() cos()
z = 2 P
k2 − 1
(3)
El radio externo de la solución analítica para este pro-
lema (1/4 de la sección transversal) evaluado a partir de
3) es R0 =10,67033824461. Esto corresponde a un área
opt =69,787307715081.
.1. Algoritmo evolutivo
Para estos análisis numéricos se ha utilizado el algoritmo evolu-
ivo de optimización denominado Differential Evolution (DE). DE es
n algoritmo robusto que ha proporcionado buenos resultados en
u aplicación a problemas de muy distinto tipo. DE fue desarrollado
or Storn y Price [5]. Su idea fundamental es el operador diferen-
ial, que obedece al mismo propósito que el parámetro de cruce en
os algoritmos genéticos estándar, es decir, el intercambio de infor-
ación entre individuos para producir las nuevas generaciones. De
as dos versiones diferentes propuestas por Storn y Price para este
lgoritmo se ha escogido la DE1 para este trabajo.
Los valores iniciales de las variables de disen˜o y sus restricciones
anto laterales como geométricas para este problema se muestran
n la tabla 1.
Obsérvese que las restricciones entre los valores de las variables
e disen˜o se han utilizado para minimizar la aparición de geome-
rías con formas extran˜as.
.2. Análisis mediante elementos ﬁnitos h-adaptablesSe ha utilizado un código de elementos ﬁnitos h-adaptables para
btener los valores de la función objetivo y del gradode satisfacción
e las restricciones para cada una de las distintas conﬁguracionesFigura 2. Ejemplos de mallas previas a cualquier operación de adaptabilidad.
geométricas propuestas por los algoritmos de optimización. La uti-
lización de la estrategia h-adaptable asegura la calidad del análisis
proporcionando solucionesmediante elMEF conuna estimación de
la norma energética del error de discretización inferior a un valor
preﬁjado por el analista. El programa utiliza el estimador del error
en la norma energética propuesto por Zienkiewicz y Zhu [6] para
controlar el análisis h-adaptable. El estimador de error está basado
en la deﬁnición de la norma energética ||u||:
‖u‖2 =
∫

TD−1 d (4)
Por tanto, se utiliza la siguiente expresión para evaluar la esti-
mación del error en la norma energética, :
2 =
∫

(
∗ −h
)T
D−1
(
∗ − h
)
d (5)
donde h es el campo de tensiones obtenido directamente del aná-
lisis mediante el MEF, * es un campo de tensiones mejorado, D
relaciona las deformaciones con las tensiones mediante  =D y 
es el dominio de análisis. Para cuantiﬁcar la tolerancia en el nivel
del error de discretización presente en un determinado análisis se
ha usado el error relativo en norma energética  deﬁnido como:
 = ‖u‖ ≈
√
‖uh‖2 + 2
(6)
donde ||uh|| es el valor de norma energética proporcionado por la
solución de EF.
En los ejemplos numéricos se han utilizado elementos trian-
gulares cuadráticos y la técnica del alisado global por mínimos
cuadrados [6] para obtener el campo de tensiones mejorado reque-
rido por el estimador de error de Zienkiewicz y Zhu. Las tensiones
reconstruidas en nodos del contorno obtenidas mediante esta téc-
nica han sidoutilizadas para veriﬁcar las restricciones de tensión en
el modelo. También se podrían utiliza otras técnicas como el Super-
convergent Patch Recovery (SPR) [7–9] o cualquiera de sus mejoras
posteriores [10–13].
Para deﬁnir cada una de las conﬁguraciones geométricas en
función de las coordinadas de algunos puntos de deﬁnición (para-
metrización) se han utilizado B-splines cúbicos [14]
Para ver el efecto de la magnitud del error de discretización en
norma energética contenido en el análisis de cada disen˜o sobre el
comportamiento de los algoritmos de optimización se han estu-
diado 6 situaciones distintas correspondientes a diferentes niveles
de error de discretización prescrito  . Los valores del error pres-
crito para los primeros 5 análisis han sido 1, 2,5, 5, 10 and 20%. En
el sexto caso se ha especiﬁcado una tolerancia  <100% lo cual, en
la práctica, implica que no existe ningún control sobre la calidad
de la solución y que el número de elementos generados para cada
malla solo depende de criterios geométricos (ver los ejemplos en la
ﬁgura 2).
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10%20%No ctrlFigura 3. Inﬂuencia de  sobre la evolución de la función objetivo.
.3. Optimización utilizando el algoritmo evolutivo
La ﬁgura 3 muestra el efecto del valor máximo prescrito para
a estimación del valor relativo de la norma energética del error
obre la evolución del área de la sección transversal del tubo para
ada uno de los procesos de optimización puestos en marcha. Se
uede observar que, al menos para este problema, todos los casos
studiados presentan aspectos globales bastante similares entre sí.
No obstante, y tal como se muestra en la ﬁgura 4, el efecto de
sobre la evolución del proceso de optimización es especialmente
igniﬁcativo si se comparan los resultados ﬁnales obtenidos para
ada grado del error de discretización. La ﬁgura 4 muestra la evo-
ución de la diferencia relativa entre el área proporcionada por el
ejor individuo de cada generación y el área correspondiente a la
olución óptima analítica. El gráﬁco muestra que la solución ﬁnal
sociada a cada proceso de optimización es signiﬁcativamente dis-
inta a la solución analítica para aquellos casos con valores altos del
rror prescrito  , mientras que se aproxima hacia el valor exacto
ara los valores más bajos de  .
La ﬁgura 5 representa el efecto de  sobre la forma de la solu-
iónﬁnal proporcionadapor el algoritmodeoptimización. Sepuede
bservar claramente que para valores altos de  el algoritmo con-
erge hacia formas que son bastante distintas a la solución óptima
nalítica y solo se aproximan hacia esta última para valores decre-
ientes de  . La diferencia en área entre la solución exacta y la
0
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igura 4. Inﬂuencia de  sobre la evolución del error en la función objetivo con
especto a la solución analítica.Figura5. Inﬂuenciade sobre la soluciónóptimaﬁnal obtenida (contornoennegro)
y comparación con la solución óptima analítica (zona sombreada).
obtenida para  =1% es de solo un 0,38%. En cualquier caso, se debe
tener en cuenta que la forma circular del contorno de la solución
óptima analítica no se puede reproducir con total exactitud ya que
los B-splines utilizados no son capaces de reproducir exactamente
una forma circular.
En el modelo geométrico se ha impuesto que, en sus extremos,
la superﬁcie externa del tubo sea perpendicular a las superﬁcies de
simetría. Cuando no se controla el error de discretización o para los
valores más altos de  , el taman˜o de los elementos resulta dema-
siado grande para capturar dicha restrición geométrica, tal y como
se muestra en el área sombreada de la ﬁgura 6.
Por otro lado se puede observar que, debido a su taman˜o, los
elementos mostrados en la ﬁgura 6 son incapaces de representar
adecuadamente el máximo nivel de tensiones producido por este
tipo de detalle geométricos. Así pues, el algoritmo de optimización
podría aceptar como válidos a individuos con geometrías similares
a la representada en la ﬁgura 6, tal y como se puede observar en
la primera ﬁla de geometrías de la ﬁgura 5. Con los valores más
restrictivos de  , el proceso h-adaptivo adaptará adecuadamente la
malla a las características locales de la geometría de cada individuo
y la distribución de tensiones será evaluada con mayor precisión,
lo que conducirá a que geometrías de este tipo no sean aceptadas.
En este problema, el proceso de optimización tiende a producir
una solución con un valor de la FO (área) inferior a la de la solución
analítica. Ello es debido a una subestimación del máximo valor
de las tensiones proporcionado por el MEF para este problema. El
valor de esta subestimación de las tensiones se incrementa con el
taman˜o de los elementos utilizados en el análisis. Para cuantiﬁcar
la calidad de las soluciones obtenidas con los distintos niveles del
error de discretización hemos efectuado un análisis h-adaptable
completo para cada una de las geometrías mostradas en la ﬁgura 5,
B-spline del contorno
Pendiente impuesta
Contorno de elementos
Figura 6. Restricción geométrica y malla.
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Figura 7. Algoritmo para la deﬁnición directa de malla
equiriendo una estimación del error relativo ﬁnal  ≤0,3%. Esto ha
roporcionado aproximaciones mucho mejores de la distribución
e tensiones para estas geometrías y, por tanto, una evaluación
uchomásprecisas del gradode satisfacciónde las restricciones en
ensión. La tabla 2muestra los valores de las áreasAde las secciones
ransversales junto con la diferencia con respecto a la de la solución
nalítica Aopt y el valor de la tensión de von Mises máxima vm
valuada con  <0,3% junto con su diferencia con respecto al valor
áximo admisible adm. La tabla muestra que, excepto para el caso
<1%, los valores de la máxima tensión de von Mises se han sub-
stimado debido a la falta de precisión en el análisis por elementos
nitos. Por tanto, estos disen˜os no son, en realidad, factibles ya que
xceden ampliamente el máximo valor permitido para dicha mag-
itud. La tabla también muestra que A−Aopt está muy relacionada
on vm −adm debido a la subestimación de la máxima tensión de
on Mises el algoritmo de optimización reduce el área hasta que
ste valor alcanza el límite preﬁjado. Por tanto, el algoritmo de
ptimización produce soluciones con un área menor que la que se
btendría con una evaluación precisa de la tensión máxima de von
ises. Obsérvese que la solución obtenida con ≤1% es casi idén-
ica a la solución analítica, con una diferencia en áreas de solo un
,38% y excediendo la tensión máxima admisible en solo un 0,69%.
Este experimento numérico se ha reproducido utilizando pro-
ramas de análisis MEF tanto comerciales como propios, modelos
abla 2
nﬂuencia de  sobre la precisión de la función objetivo y el grado de satisfacción
e las restricciones en tensión (tensiones de von Mises máximas de cada geometría
nal evaluadas con  ≤0,3%
 A A−Aopt vm vm −adm
Sin control 57,22 −18,00% 2222330 11,12%
20% 57,52 −17,58% 2229070 11,45%
10% 58,64 −15,97% 2265360 13,27%
5% 63,94 −8,39% 2074650 3,73%
2,5% 68,74 −1,50% 2025850 1,29%
1% 70,05 0,38% 2013710 0,69%aptadas para todos los individuos de una generación.
2D y 3D de este experimento y algoritmos de optimización tanto
genéticos como evolutivos, obteniéndose en todos los casos resul-
tados muy similares.
3. Integración de los algoritmos evolutivos y los remallados
h-adaptables mediante la proyección del estimador de error
Los resultados de la sección precedente han mostrado clara-
mente que si no se asegura un nivel mínimo de precisión en los
resultados utilizados para gobernar los procesos de optimización
de formas estructurales, dichos procesos no convergerán hacia la
verdadera solución óptima, produciendo soluciones que podrían
violar notablemente las ecuaciones de restricción. No obstante, la
utilización de técnicas h-adaptables para controlar la calidad de los
análisis por elementos ﬁnitos implica un alto coste computacional
adicional yaquecadaconﬁguracióngeométrica sedebeevaluarmás
de una vez hasta alcanzar el nivel de precisión requerido. Debido al
alto número de geometrías distintas que se deben analizar, el coste
de la utilización de este tipo de técnicas puede ser crítico.
En el caso de la utilización de algoritmos evolutivos, y para redu-
cir el coste computacional asociado con la generación de una malla
adaptada para cada uno de los individuos (geometrías) a analizar,
proponemos la utilización de la técnica descrita por Bugeda et al.
[1] que a continuación se resume. El origende esta técnica, y su apli-
cación a algoritmos de optimización deterministas, se puede ver en
las referencias [2,3]. En este trabajo hemos adaptado esta técnica
para algoritmos evolutivos de optimización.
3.1. Algoritmo para la deﬁnición directa de mallas h-adaptadas
para todos los individuos de una generación
Para cada generación de individuos, la estrategia propuesta se
resume como sigue (ver su representación gráﬁca en la ﬁgura 7):
1. Selección de un individuo de referencia. Para cada generación
se selecciona un individuo especíﬁco como referencia. Este
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Individuo de referencia 
Malla1 
Malla2 
F
y
igura 8. Ejemplo de mallados de una generación de individuos obtenidos por pro-
ección desde el individuo de referencia.
individuo se puede ﬁjar al inicio de todo el proceso de optimiza-
ción como el disen˜o inicial. No obstante, los mejores resultados
se han obtenido deﬁniendo un individuo de referencia distinto
para cada generación del proceso de optimización utilizando los
valores medios de las variables de disen˜o de todos los individuos
de la misma. Así, si se tiene una población con P individuos, los
valores de vr que deﬁnen al de referencia se calculan como
vr = 1
P
P∑
p=1
vp (7)donde vp indica los valores de las variables de disen˜o v corres-
pondientes al p-ésimo individuo utilizando la parametrización
seleccionada. cálc. diseño ing. 2012;28(1):1–11
2. Análisis h-adaptable del individuo de referencia. El individuo de
referencia para la generación se analiza utilizando el MEF tradi-
cional, incluyendo una estrategia de remallados adaptables para
asegurar unos resultados de buena calidad.
3. Análisis de sensibilidad del individuo de referencia. Una vez que se
ha obtenido una malla adaptada para el análisis del individuo
de referencia, se realiza un análisis de sensibilidad completo de
todas lasmagnitudesusadas en la estrategia de remallados adap-
tables. Esto incluye la evaluación de la sensibilidad del estimador
de error, ver (5), para cada elemento de la malla. La siguiente
expresión fue obtenida en [2] para evaluar dicha magnitud:
∂2e
∂vi
=
∫
	
[(
∂∗
∂vi
− ∂
h
∂vi
)T
D−1(∗ − h)
+(∗ − h)T ∂D
−1
∂vi
(∗ − h)
+ (∗ − h)TD−1
(
∂∗
∂vi
− ∂
h
∂vi
)
+ (∗ − h)TD−1(∗ − h)tr
(
J−1
∂J
∂vi
)]
|J|d	 (8)
donde 	 es el dominio del elemento en coordenadas locales y
J es la matriz Jacobiana correspondiente a la transformación de
coordenadas.
Fuenmayor et al. [4] extendieron el estimador de error de Zien-
kiewicz y Zhu [6] para el análisis de sensibilidad de formas para
desarrollar un estimador del error de discretización en el análisis
de sensibilidad, obteniendo también la expresión mostrada en
(8). Esto demuestra que la sensibilidad del error es equivalente
al error en la sensibilidad.
Estos cálculos requieren la evaluación de las sensibilidades de
las coordenadas nodales, las cuales describen como se modi-
ﬁca la malla al cambiar las variables de disen˜o. Para los nodos
situados sobre el contorno del dominio estas sensibilidades se
pueden obtener con facilidad a partir del análisis de sensibili-
dad de primer orden de los B-splines utilizados para deﬁnir su
geometría. La referencia [15] presenta una descripción y com-
paración de distintos métodos utilizados habitualmente para la
evaluación de las sensibilidades de los nodos internos. En los
ejemplos numéricos presentados en este trabajo se ha utilizado
el clásico alisado Laplaciano.
La evaluación de ∂2e/∂vi también requiere la evaluación del
campo de tensiones mejorado *. En este trabajo se ha utilizado
la técnica del alisado global por mínimos cuadrados [6], aunque
se podrían haber utilizado otros procedimientos como el SPR
[7,8].
4. Proyección de las magnitudes utilizadas en el proceso h-adaptable.
Para cadaunode los individuos a analizar, los valores de todas las
magnitudes involucradas en la estrategia de remallados adapta-
bles, que se han obtenido en el paso anterior, se proyectan desde
el individuo de referencia utilizando el correspondiente análisis
de sensibilidad. Las magnitudes a proyectar son las coordenadas
nodales (x e y), el estimador de la norma energética del error 
y la norma energética del error ||u||. Para estas proyecciones se
utilizan las siguientes expresiones:
(x, y)p = (x, y)r +
n∑
i
(vpi − vri )
(
∂x
∂vi
,
∂y
∂vi
)
(9)2p = 2r +
n∑
i
(vpi − vri )
∂2
∂vi
(10)
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Figura 9. Optimización de un volante de inercia. Optimización topológica.J.J. Ródenas et al / Rev. int. métodos
‖u‖2p = ‖u‖2r +
n∑
i
(vpi − vri )
∂‖u‖2
vi
(11)
donde los subíndices r y p están relacionados, respectivamente,
con el individuo de referencia y el individuo hacia el cual se pro-
yecta la información. vi son las variables dedisen˜outilizadaspara
deﬁnir la geometría (ver [1]).
Esta proyección proporciona, sin ningún cálculo previo adi-
cional, una aproximación a los valores que se obtendrían para
cada individuo especíﬁco si este se hubiese analizado utili-
zando la misma malla de elementos ﬁnitos que para el individuo
de referencia. Se proporciona así, por tanto, la información
necesaria para realizar un remallado adaptable sobre el nuevo
disen˜o, incluso antes de efectuar ningún nuevo cálculo sobre el
mismo.
. Generación de la malla h-adaptada. Utilizando los valores proyec-
tados en el último paso se genera una malla adaptada para cada
individuo. Esta malla h-adaptada se utiliza para la evaluación de
la función objetivo y las restricciones para el individuo.
La generación de cada nueva malla en el procedimiento de
remallado requiere de la deﬁnición de un criterio de malla
óptima. En este trabajo se considera que una malla es óptima
cuando la densidad del error está uniformemente distribuida
sobre todo el dominio (ver referencia [3]).
La ﬁgura 8 muestra un ejemplo de análisis con una generación
de 30 individuos. En la ﬁgura se muestra la malla h-adaptada del
individuo de referencia junto con las obtenidas para cada uno de
los individuos de la generación. Obsérvese que tan solo uno
de los individuos ha requerido un segundo paso de reﬁnamiento.
. Ejemplos numéricos
Esta secciónmuestra cuatro ejemplos de optimización resueltos
on la estrategia propuesta.
.1. Sección transversal de un tubo
La metodología propuesta se ha utilizado para resolver el ejem-
lo de la optimización de la sección transversal de un tubo descrito
n la sección 2. La técnica descrita en la sección 3 se ha utilizado
ara la deﬁnición directa de las mallas h-adaptadas utilizadas para
l análisis de los individuos de cada generación. El máximo error
elativo admisible en la norma energética se ha ﬁjado en un  =1%.
e han utilizado 150 generaciones con 30 individuos en cada una de
llas. Los resultadosmuestranqueenun97%de los4.500 individuos
nalizados, la utilización de la técnica propuesta ha proporcionado
e forma directa una malla apropiada para el MEF. Esto implica una
onsiderable reduccióndel coste computacional asociadoal análisis
-adaptable.
.2. Optimización de la forma de un volante de inercia
Consideremos el problema de disen˜o óptimo mostrado en la
gura 9a) en el que se deﬁne un volante de inercia cuya zona inte-
ior es susceptible de recibir mejoras geométricas. Se ha aplicado
na fuerza centrífuga correspondiente a una velocidad de rotación
e 3 rad/s, y una fuerza tangencial distribuida sobre el contorno
xterior de 1N/mm2. Las propiedades del material son E=210GPa,
oeﬁciente de Poisson 
=0,29 y densidad  =7.860kg/m3.
Este problema ya fue resuelto con anterioridad, ver [16], utili-
ando una combinación de dos herramientas de optimización. En
na primera etapa, se utilizó la malla representada en la ﬁgura 9b)
6.000 cuadriláteros bilineales en tensión plana) para proceder a
na optimización topológica, obteniendo la topología represen-
ada en la ﬁgura 9c). A continuación, para obtener una forma mása) Geometría inicial b) Variables de diseño independientes
Figura 10. Optimización de un volante de inercia. Parametrización.
reﬁnada, en una segunda etapa se utilizó una estrategia de optimi-
zación de forma basada en un algoritmo determinista con análisis
de sensibilidad. La geometría inicial para esta segunda etapa se
muestra en la ﬁgura 10a). Este proceso redujo el peso total desde
1,53kg hasta 1,45kg.
En este trabajo se presenta la resolución de este problema susti-
tuyendoel algoritmodeoptimizacióndeterministapor el algoritmo
evolutivo con la integraciónde los remalladosh-adaptables presen-
tada.
La geometría de la solución obtenida mediante la optimización
topológica presenta 4 ejes de simetría. No obstante, la carga tan-
gencial aplicada no permite utilizar dichos ejes para simpliﬁcar el
problema y, por ello, no es posible limitar la resolución del mismo
a solo un octavo del total. De todos modos, teniendo en cuenta la
presencia de los ejes de simetría se ha seguido el siguiente proce-
dimiento:• La geometría del problema se ha parametrizado utilizando un
total de60variablesdedisen˜oque sonalgunasde las coordenadas
de los puntos de deﬁnición cuyo movimiento está permitido.
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Figura 12. Optimización de un volante de inercia. Evolución de la geometría.Mallas
adaptadas.
una se puede mover verticalmente y se ha forzado al resto para quepeso) y de la diferencia con respecto a la solución ﬁnal (error%).
Se han aplicado restricciones lineales sobre dichas variables de
disen˜o para conseguir que la solución del problema mantenga
los ejes de simetría. De esta manera se han conseguido un total
de solo 8 variables de disen˜o independientes (ﬁg. 11b).
La función objetivo adoptada es el peso total del volante de iner-
cia.
El máximo valor permitido para la tensión de von Mises es de
100N/mm2.
Para el algoritmo evolutivo de optimización se han utilizado
300 generaciones con 15 individuos cada una.
El máximo error relativo admisible en la norma energética se ha
ﬁjado en un  =5%.
La ﬁgura 11 muestra los valores del peso obtenidos a lo largo
el proceso evolutivo de optimización, y la diferencia porcentual
error%) entre la función objetivo y el valor ﬁnal obtenido. La
gura 12 muestra la evolución de la geometría y las correspon-
ientes mallas adaptadas. El peso total se reduce desde 1,53kg
asta 1,4445kg, lo cual es un resultado muy cercano al obtenido
ediante el algoritmo determinista (1,45kg). No obstante, si se
iene en cuenta solo la zona del dominio susceptible de ser modiﬁ-
ada la reducción es de 0,25 a 0,17kg.La ﬁgura 13 muestra una comparación entre la geometría
riginal (línea discontinua) y la solución ﬁnal obtenida (zona som-
reada).Figura13. Optimizacióndeunvolantede inercia. Comparaciónentre las geometrías
original (trazo discontinuo) y optimizada (area sombreada).
4.3. Optimización de la forma de un gancho
El tercer ejemplo numérico es la optimización de la forma de un
gancho para minimizar su peso. La geometría inicial, los puntos de
deﬁnición utilizados para la misma y la carga aplicada se muestran
en la ﬁgura 14. Se han utilizado las coordenadas de 19 puntos como
variables de disen˜o, 16 de ellas se pueden mover horizontalmente,se muevan sobre rectas inclinadas 45◦. Se ha aplicado una carga
vertical con distribución parabólica sobre la cara interna del gancho
con una fuerza resultante de 6.300N. Las propiedades mecánicas
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Figura 14. Optimización de un gancho. Geometría inicial y variables de disen˜o.
G
d
m
s
a
d
r
a
u
d
d
c
p
p
f
l
t
z
t
e
d
q
s
l
d
e
v
d
d
g
m
d
a
l
y
t
g
20,0%
16,0%
12,0%
8,0%
4,0%
0,0%
0
Er
ro
r p
re
sc
rit
o 
γ 
100 200 300
Número de generación
400
Figura 15. Optimización de un gancho. Evolución del nivel de precisión prescrito
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Figura 16. Optimización de un gancho. Densidades de malla utilizadas durante el
procesodeoptimización. Las geometrías representadas correspondenaun individuo
representativo de las generaciones 0, 3, 6, 57 y 375.
Figura 17. Optimización de un gancho. Evolución del mejor individuo durante eleometría optimizada.
el material son E=21.000.000N/cm2 y  =0,3. Se ha utilizado un
odelo de tensión plana. La función objetivo es el área total de la
ección transversal del gancho. La máxima tensión de von Mises
dmisible se ha limitado a 20.000N/cm2. El grosor mínimo del eje
el gancho se ha limitado a 0,5 cm.
Durante el proceso de optimización se han utilizado 400 gene-
aciones con 20 individuos cada una. El máximo error relativo
dmisible en norma energética se ha ﬁjado en un  =2%.
La ﬁgura 14 permite comparar la solución ﬁnal obtenida, con
n área de 88,71 cm2, con la geometría inicial que tenía un área
e 181,22 cm2. Puede observarse cómo el proceso de optimización
esplaza el eje vertical del gancho para que su directriz coincida
on la de la fuerza resultante de la carga aplicada, eliminando así la
resencia de momento ﬂector sobre esa región.
La ﬁgura 3 muestra que los resultados obtenidos durante las
rimeras etapas del proceso de optimización no están afectados de
orma signiﬁcativa por el nivel de precisión prescrito para el aná-
isis. Esto ha permitido implementar una técnica muy simple, que
ambién contribuye a reducir el coste computacional de la optimi-
ación, que ha sido utilizada en la resolución de este problema. Esta
écnica consiste simplemente en deﬁnir el valor admisible para la
stimación de la norma energética del error  como una función
el número de generación, haciendo decrecer su valor a medida
ue el proceso de optimización avanza. Esta técnica reduce con-
iderablemente el coste computacional asociado a los análisis de
as primeras generaciones de individuos sin afectar a la precisión
e los resultados obtenidos en las últimas etapas del proceso. La
volución del error prescrito a lo largo de la optimización se puede
er en la ﬁgura 15. Entre las generaciones 1 y 150 se ha deﬁnido un
ecrecimiento exponencial de  desde un 20% hasta un 2%, habién-
ose impuesto el límite más exigente de  =2% solo a partir de la
eneración 150.
La ﬁgura 16 muestra ejemplos de las distintas densidades de
alla utilizadas durante el proceso de optimización. Obsérvese que
ichoproceso es capaz deproporcionar aproximaciones razonables
la geometría ﬁnal a partir de las primeras etapas del proceso uti-
izando mallas groseras (ver las geometrías para las generaciones 6
57)que requierenunbajo coste computacional. Laﬁgura17mues-
ra la evolución del mejor individuo obtenido para una serie de
eneraciones a lo largo del proceso.
proceso de optimización. Debajo de cada geometría se indica la generación en la
que la misma se ha generado.
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La ﬁgura 21 muestra las diferencias entre la geometría origi-
nal y las optimizadas en ambos casos. Se observa que la técnica
de la reducción gradual de  permite reducir sensiblemente el
coste computacional sin perjudicar la evolución del proceso de
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Figura 20. Optimización de un túnel sometido a presión. Evolución del área (en la
versión electrónica de este artículo se puede consultar esta ﬁgura a color).igura 18. Optimización de un túnel sometido a presión. Modelo de análisis (en la
ersión electrónica de este artículo se puede consultar esta ﬁgura a color).
.4. Optimización de la forma de la sección transversal de un
únel doble sumergido
En este ejemplo se ha resuelto la optimización de forma de la
ección transversal del túnel doble sumergido bajo una capa de
gua de 60m mostrado en la ﬁgura 18. Se considera que los túne-
es son excavados en un material con E=1,4 ·107 N/m2,  =0,4 y
=2.500kg/m3. En el análisis se han considerado las cargas de peso
ropio y de la presión que ejerce el agua. La geometría del modelo
o presenta ningún punto anguloso para evitar la aparición de sin-
ularidades en la distribuciónde tensiones quepodrían enmascarar
a evolución del proceso de remallado adaptable. El problema de
ptimización de forma ha consistido en mejorar la forma de los
úneles internos para aumentar el área total de la sección trans-
ersal destinada al paso de vehículos, manteniendo ﬁjo el contorno
xterior. Para ello se ha utilizado el algoritmo evolutivo de opti-
ización con un total de 400 generaciones, con 40 individuos por
eneración. La forma de cada túnel interior se ha deﬁnidomediante
aposicióndeun total de5puntos. Tal comose indica en laﬁgura18,
e ha considerado como variables de disen˜o las coordenadas de
sos 5 puntos. Obsérvese que los puntos 1, 5, 6 y 10, deﬁnen la cota
nferior de los túneles, por lo que en ellos solamente se considera
ariable su coordenada horizontal. El máximo valor de la tensión
e von Mises se ha restringido a 7,5 ·106 Pa.
El máximo error relativo admisible en la norma energética para
l análisis de la solución ﬁnal se ha ﬁjado en un  =2%.
Al igual que en el ejemplo anterior, a lo largo del proceso se
a hecho variar en valor prescrito de  con el número de gene-
ación. Se ha especiﬁcado una variación exponencial para el nivel
e error admisible desde ≤30% para la primera generación hasta
≤2% para la generación 100, tal como se muestra en la ﬁgura 19.
efectos de comparación, este problema se ha resuelto una
egunda vez imponiendo un nivel de error constante ≤2% para
odo el proceso.
Hay que tener en cuenta que la variació de  con el número de
eneración no ha de ser necesariamente una función exponencial.
os mayores beneﬁcios del uso de esta ténica se obtendrían si dicha
ariación de  está adecuadamente acoplada a la evolución del pro-
eso de optimización. Cómo obtener este adecuado acoplamiento
erá materia de nuestras investigaciones en el futuro.
La ﬁgura 20 muestra la evolución de la función objetivo (área)
urante ambos procesos de optimización. Esta ﬁgura muestra cla-
amente que la utilización de valores altos de  para las primeras
eneraciones y su progresiva reducción proporciona una evolución
imilar de los mejores individuos y reducciones del área simila-
es después de 400 generaciones (de 4.105m2 a 2.824m2 para
constante y a 2.772m2 para  variable). Las diferencias en losFigura 19. Optimización de un túnel sometido a presión. Evolución del nivel de
precisión prescrito () a medida que progresa el proceso de optimización (en la
versión electrónica de este artículo se puede consultar esta ﬁgura a color).
valores ﬁnales de la ﬁgura 20 son razonables teniendo en cuenta la
naturaleza del algoritmo evolutivo y el hecho de que el proceso de
optimización no se pueda considerar que haya convergido después
de 400 iteraciones.Figura 21. Optimización de un túnel sometido a presión. Comparación entre las
geometrías original (negro) y optimizada, con error () variable (línea a trazos), con
error () constante (línea punteada) (en la versión electrónica de este artículo se
puede consultar esta ﬁgura a color).
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ptimización. Para este caso, con 400 iteraciones con error de dis-
retización constante se ha necesitado un tiempo un 13% superior.
Dado que tanto las condiciones de contorno como la geometría
on simétricas, la solución óptima también tendrá que ser simé-
rica. La ﬁgura 22 muestra en trazos continuos la geometría ﬁnal
e ambos túneles y en trazo discontinuo, la imagen especular del
únel de la derecha representada sobre el de la izquierda. Una solu-
ión inicial considerablemente asimétrica como la utilizada podría
acer que un algoritmo de optimización basado en gradiente se
uedase estancado en un mínimo local proporcionando una solu-
ión no simétrica. Este tipo de comportamientos representa uno
e los principales problemas de estos algoritmos. Frente a este
roblema, una de las principales ventajas de los algoritmos evo-
utivos es que son capaces de proporcionar el mínimo global del
roblema de optimización. Así, la ﬁgura 22 muestra que sin apor-
ar ninguna información relativa a la simetría de la solución ﬁnal,
l algoritmo evolutivo ha sido capaz de evaluar una solución que
iende a reponer la simetría geométrica característica del mínimo
lobal.
. Conclusiones
Este artículo ha demostrado la necesidad de asegurar una
ínimacalidaden los resultadosde losanálisisutilizadosparaguiar
os procesos de optimización; de otro modo se puede degradar, o
ncluso impedir, la convergencia hacia la solución óptima o se pue-
en obtener soluciones que violan notablemente la ecuaciones en
estricción. Por ello, los procesos de optimización que utilizan el
étodo de los elementos ﬁnitos para la evaluación de la función
bjetivo y del grado de satisfacción de las restricciones, requieren
a utilización de técnicas para el control del error, preferentemente
tilizando técnicas de remallados adaptables, ya que es conocido el
echodeque lamallamáseconómicaparaalcanzarundeterminado
ivel de precisión es una malla adaptada.
Debido al alto número de individuos a analizar, el coste compu-
acional asociadoa lautilizaciónde técnicasde remalladoadaptable
uede ser crítico cuando se utilizan algoritmos evolutivos. Para
stos casos, este artículo propone la utilización de la técnica de
emallados h-adaptables presentada por Bugeda et al. [1]. Esta téc-
ica utiliza la proyección del estimador de la norma energética del
rror de discretización para la obtención de las mallas requeridas
ara el análisis de los distintos individuos presentes en cada gene-
ación. Los resultados presentados muestran la eﬁciencia de esta
écnica la cual, en la inmensa mayoría de los casos, proporciona
irectamente la malla h-adaptada para el análisis con un nivel de
rror inferior al especiﬁcado por el analista, evitando así los proce-
os de remallados adaptables completos.
Los resultados preliminares han demostrado que el nivel de
rror de discretización máximo impuesto a los análisis por el MEF
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tiene poca incidencia durante las primeras etapas del proceso de
optimización. Por ello, se ha propuesto una técnica de reducción
paulatinadelmismo.Apesarde susimplicidad, esta técnicapermite
reducir de forma considerable el coste computacional asociado los
análisis de las primeras generaciones de individuos sin afectar a la
precisión de los resultados obtenidos al ﬁnal de la optimización.
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