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Abstract
Formal methods are a mathematical tool for modeling and verifying qualita-
tive and quantitative aspects of systems of a wide variety of types. A most
acknowledged technique in this context is the model checking approach that
allows for an automated verification of system models with respect to sets
of formal requirements. The underlying analysis techniques systematically
and exhaustively explore all configurations of a system, resulting in a high
memory consumption. To deal with this bottleneck, several solutions have
been proposed, ranging from the use of efficient data structures to a number
of reduction techniques. This thesis is concerned with abstraction, that is,
with the reduction of available information in the system’s model, and the
question of what properties are preserved when applying abstraction.
We are focusing on the more intricate quantitative properties of proba-
bilistic timed systems that can be expressed in PCTL and CSL, probabilistic
variants of the computation tree logic (CTL). The models under considera-
tion are discrete-time and continuous-time Markov chains (DTMCs, CTMCs)
as well as interactive Markov chains (IMCs) that extend CTMCs with func-
tional behavior and provide facilities for compositional modeling. Markov
chains are the underlying low-level models for many modeling formalisms
that are used, amongst others, in the area of reliability, dependability and
performance analysis as well as in systems biology.
In this thesis, abstraction is implemented by merging states of a system’s
model; when states with different behavior are to be merged, nondeterminism
is added to the corresponding abstract state to capture the uncertainty on
what concrete state is occupied when looking at the abstract picture. Due
to this newly introduced nondeterminism, we obtain abstractions that may
contain more (but no less) possible behavior compared to the given concrete
system; hence, when analyzing the abstraction, we obtain safe over- and
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underapproximations of the results for the concrete model. This allows us to
derive conclusions from the abstraction where the concrete model is too large
to be analyzed or even of infinite size. However, if too much information
is discarded – resulting in a coarse abstraction – the analysis results may
be inconclusive. In order to handle such inconclusive (partial) results, we
develop a model checking framework based on three-valued logics with an
additional truth value don’t know.
When generalizing abstraction for CTMCs to the compositional frame-
work of IMCs, we propose to perform abstraction at the component level
instead of building a monolithic model of the system first. This approach
allows for significant reductions of the peak memory requirements. We in-
vestigate the formal relation between the resulting abstract compositional
model and the given concrete one. Further, we show that the abstraction
of several distinct components can be used to introduce symmetries that
are not present in the concrete model but facilitate enormous savings in the
compositional abstraction.
Besides the theoretical underpinnings of abstraction and model checking
for stochastic systems, we also provide efficient algorithms for the analysis
of abstract models and we show empirically that abstraction complements
long-standing analysis techniques in queueing theory. Further, we present
an extension of the abstraction framework that allows for the efficient anal-
ysis of a well-known, hard-to-solve case study from systems biology: enzyme
catalyzed substrate conversion.
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Zusammenfassung
Der Begriff der Formalen Methoden umfasst diverse Techniken zur mathe-
matischen Modellierung und Verifikation von qualitativen und quantitativen
Eigenschaften unterschiedlichster Systeme. Besonders hervorzuheben ist das
Model Checking, ein automatisiertes Verfahren zur Verifikation von Syste-
men bezu¨glich gegebener formaler Spezifikationen. Die zugrunde liegenden
Analyseverfahren basieren auf einer systematischen und vollsta¨ndigen Un-
tersuchung aller Konfigurationen des Systems, was zu einem hohen Spei-
cherbedarf fu¨hrt. Die hierzu entwickelten Gegenmaßnahmen reichen von der
Verwendung effizienter Datenstrukturen bis zu einer breiten Palette von Re-
duktionstechniken. Diese Arbeit bescha¨ftigt sich mit der Abstraktion – der
Reduktion der u¨ber das System verfu¨gbaren Informationsmenge – sowie mit
der Frage nach den durch Abstraktion pra¨servierten Eigenschaften.
Wir konzentrieren uns auf die komplexeren quantitativen Eigenschaften
probabilistischer (Echt-)Zeit Systeme, die in PCTL und CSL, probabilis-
tischer Varianten der Computation Tree Logik (CTL), ausgedru¨ckt werden
ko¨nnen. Wir betrachten dazu zeitdiskrete und zeitkontinuierliche Markov-
Ketten (DTMCs, CTMCs) sowie interaktive Markov-Ketten (IMCs), die
das Spektrum von CTMCs um funktionales Verhalten erweitern und fu¨r
die kompositionelle Modellierung von komplexen Systemen geeignet sind.
Die verschiedenen Varianten von Markov-Ketten bilden die mathematische
Grundlage vieler Modellierungssprachen, unter anderem aus den Bereichen
der verla¨sslichen Systeme, der Leistungsbewertung und der Systembiologie.
In dieser Arbeit wird die Abstraktion durch das Zusammenlegen beliebig
vieler Systemkonfigurationen zu abstrakten Zusta¨nden erreicht. Durch die
Zusammenlegung von Konfigurationen mit unterschiedlichem Systemverhal-
ten muss jedoch zusa¨tzlicher Nichtdeterminismus in das abstrakte Modell
integriert werden, um die Unbestimmtheit bezu¨glich des konkreten Verhal-
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tens zum Ausdruck zu bringen. Dieser zusa¨tzliche Nichtdeterminismus fu¨hrt
dazu, dass das abstrakte System ein Verhalten zeigen kann, welches im
konkreten System nicht zugelassen ist; das Verhalten des konkreten Systems
kann allerdings in der Abstraktion nachempfunden werden. Daher ko¨nnen
im abstrakten Modell gewisse Eigenschaften des konkreten Modells unter-
bzw. u¨berapproximiert werden. Das bedeutet, dass auch dann Schlu¨sse u¨ber
die Eigenschaften des konkreten Modells gezogen werden ko¨nnen, wenn das
konkrete Modell aufgrund seiner Gro¨ße nicht analysiert werden kann. An-
dererseits kann nicht ausgeschlossen werden, dass interessante Eigenschaften
im abstrakten System weder verifiziert noch falsifiziert werden ko¨nnen, falls
zu viele Informationen durch Abstraktion verloren gegangen sind. Um mit
solchen ergebnislosen Analysen von (Teil-)Eigenschaften umgehen zu ko¨nnen,
basiert das hier entwickelte Model Checking fu¨r abstrakte Modelle auf einer
dreiwertigen Logik mit den Wahrheitswerten ja, nein und unbekannt.
Bei der Generalisierung des Abstraktionsverfahrens fu¨r CTMCs hin zu
den kompositionellen IMCs verfolgen wir den Ansatz, die Abstraktion be-
reits auf Komponentenebene statt auf Systemebene durchzufu¨hren. Dies
hat den Vorteil, dass der Speicherbedarf bei der Analyse eines abstrakten
kompositionellen Modells bedeutend reduziert wird. Wir untersuchen die
formale Beziehung zwischen konkreten Modellen und ihren Abstraktionen
und zeigen weiterhin, dass durch die Abstraktion verschiedener Komponenten
Symmetrien entstehen ko¨nnen, die eine weitere drastische Reduktion des
Speicherbedarfs ermo¨glichen.
Neben den theoretischen Grundlagen fu¨r Abstraktion und Model Check-
ing von stochastischen Systemen entwickeln wir effiziente Algorithmen zur
Analyse der abstrakten Modelle und zeigen an einer Fallstudie inwieweit Ab-
straktion die etablierten Techniken aus der Warteschlangentheorie bereich-
ern ko¨nnen. Außerdem entwickeln wir ein erweitertes Abstraktionsverfahren,
mit dem wir ein wohlbekanntes aber schwierig zu analysierendes Modell zur
kinetischen Beschreibung von Enzymreaktionen untersuchen ko¨nnen.
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1
Introduction
Computer systems are gaining control over almost every aspect of our lives.
Internet applications, mobile devices, medical systems and car safety systems
are just a few examples where correctness and reliability are of utmost im-
portance. Flaws in the design of such systems can jeopardize data privacy
and service availability, lead to severe financial penalties and can even result
in catastrophic events with human casualties and lasting damage to the en-
vironment. Consequently, more and more effort is put into the verification
of critical systems. This thesis extends upon a prominent verification frame-
work – model checking – and pushes existing boundaries of that approach.
The concept of abstraction – the reduction of available information – is in-
vestigated with the goal to check properties for systems of huge and even
infinite size.
1.1 Abstraction in the context of model checking
In the past decades, formal methods have been developed to aid the design
of correct and reliable systems. A tremendously successful automated ver-
ification technique is the so-called model checking approach [BK08]. The
basic concept is to systematically and exhaustively explore all possible con-
figurations of a given system, more precisely, all states of a mathematical
model of the system, and check whether certain properties are fulfilled. A
system’s model is either provided manually, say, during a model driven de-
sign process [KWB03], or it is (automatically) derived from actual program
1
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System
Model
Requirement
Specification
Model Checker
× Violation ! Satisfaction
Out of Memorydebug
Figure 1.1: The model checking approach.
code [CKSY05]. The requirements on the system have to be formally spec-
ified as formulas (LTL, CTL, . . . ), automata or in high-level specification
languages. Typical requirements are for example “the system may never en-
ter a deadlock situation” or “at most one process may occupy the critical
section at a time”. If model checking is successful, the system’s model is
reported to satisfy the requirements. Otherwise, that is, if a requirement is
violated, a counterexample is provided, serving as debug information that
can be used to revise a flawed system design. For large systems, it also may
happen that during the computations, the memory requirements exceed the
available memory in which case nothing can be said about the satisfaction
or violation of the requirements (cf. Figure 1.1).
Besides the modeling of the system and the specification of requirements
itself, one of the biggest challenges in the context of model checking we face
today is the so-called state space explosion problem: on the one hand, models
are developed in high-level modeling formalisms such as guarded-command
2
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languages [Dij75], statecharts [Har87] or Petri nets [Pet62]. On the other
hand, for the verification of such models, usually the underlying low-level
models (labeled transition systems) have to be built; these are often several
orders of magnitude larger than the high-level description or may even have
an infinite state space. By applying sophisticated reduction techniques and
by using efficient data structures, nowadays, models with billions of states
can be verified [CCG+02].
Probabilistic/stochastic model checking. In this thesis, we focus on
systems that embrace probabilistic and stochastic aspects. Such systems are
encountered in many areas, not only in computer science and engineering, but
also in, say, systems biology and quantum computing. We investigate both,
probabilistic systems where time is assumed to be discrete, i.e. clocked, as well
as stochastic systems where time is modeled continuously. Examples where
such advanced models are inevitable include programs with randomized vari-
ables, systems with unreliable components such as sensors or communication
channels, and systems for which the mean time to failure of its components
is of interest.
In recent years, model checking has been extended to models with transi-
tion probabilities and residence time distributions such as discrete-time and
continuous-time Markov chains [BK08, BHHK03]. Requirements on such
systems are typically quantitative, therefore logics such as PCTL and CSL
have been proposed which, for example, allow to specify that “the proba-
bility for a breakdown between two inspections is at most 0.5%” or that
“an IP address has been obtained within 10 seconds with a probability of at
least 95%”. While there has been quite some progress in the applicability of
formal methods to probabilistic and stochastic systems – models with mil-
lions of states can be verified by state of the art probabilistic model checkers
[KZH+09, KNP09] – a technical inevitability is that in general, a probabil-
ity vector of the size of the state space has to be maintained rather than a
bit-vector as for classical model checking. Thus, finding ways to fight the
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state space explosion problem is even more crucial in this setting. The list
of techniques that are used for the reduction of the state space of proba-
bilistic models ranges from bisimulation minimization (which in contrast to
the classical setting actually pays off [KKZJ07]) over partial order reduc-
tion [GB06] to specialized algorithms for certain classes of nicely structured
models [RHC07]. In this thesis, we focus on a reduction method known as
abstraction [CGL94, DJJL01].
Abstraction. Usually, abstraction is understood as a generalization that
may come with a certain loss of information. For example, one may abstract
from the value of a program variable that does not appear in the require-
ments. However, performing abstraction may yield an abstract model for
which some properties cannot be verified anymore, e.g., because the value of
the variable has a crucial impact on the control flow of the program; in this
case, we say that the abstraction is too coarse. By iteratively refining the
abstraction and starting over with a richer abstract model, conclusive results
may finally be obtained. A prominent variant of this procedure is the CE-
GAR approach (counterexample-guided abstraction refinement, [CGJ+00])
for which an extension to probabilistic model checking has been proposed
recently [HWZ08].
The abstraction methods presented in this thesis are based on a partition-
ing of the state space. For example, we may group all states of a program for
which the sum of two given variables are the same. Then, it is no longer pos-
sible to decide in any state of the abstract model if the minimum of the two
variables is, say, zero. On the other hand, it is also not possible to disregard
this property: the sum of two values x and y = −x is obviously the same
for all x, y ∈ N, however, for x = y = 0 the minimum is zero whereas for
y = −x $= 0 the minimum is strictly smaller than zero. In such a situation,
we want to say that we don’t know if the property does hold or not. Hence,
we consider three-valued abstraction and a model checking framework that
4
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System
Model
Abstract model
Requirement
Specification
Model Checker
× Violation ? Don’t know ! Satisfaction
Out of Memory
debug
refine
Figure 1.2: Abstraction in the context of model checking.
allows to reason with don’t know as a third truth value. The interpretation
of the results for three-valued model checking are (cf. Figure 1.2)
Violation: “the system design is flawed” and we have to debug the
system’s model,
Don’t know : “the abstraction was too coarse” and we have to refine the
partitioning of the state space,
Satisfaction: “the system is fulfilling the requirements” and we are done.
5
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Compositionality. Manually building a correct model for a system is one
of the most difficult and error prone tasks in the context of model checking.
Fortunately, in practice, systems can often be described very naturally as
a collection of interacting (concurrent) components; usually, designing each
component by itself and then plugging the components together is much sim-
pler than developing a monolithic model of the system in one shot. There-
fore, many high-level modeling formalisms support compositional modeling
[BHH+06, HHK02, GH94].
For the verification of non-probabilistic compositional models, several
approaches have been taken that follow the Assume-Guarantee paradigm
[Jon83]: assuming that a component’s context satisfies certain specifications,
guarantees are generated that can be used to verify other components and
finally the complete system. Another more recent approach in this area
extends upon three-valued abstraction [SG07]. However, in the probabilis-
tic and especially in the stochastic world, compositional verification is still
widely unexplored; notable exceptions are [SL95, KKNP08]. In this thesis, we
develop the foundations necessary for performing abstraction to components
of interactive Markov chains [HHK02], a compositional modeling formalism
providing means to describe stochastic behavior.
1.2 Contributions
In the following, we give a brief overview of what to expect from this thesis.
To classify this work with respect to the research field described before, the
contributions are mainly in the area of abstraction of infinite-state and com-
positional models with probabilistic aspects. So far, especially abstraction for
stochastic (continuous-time) systems has scarcely been studied. One contri-
bution is the lifting of abstraction and model checking for abstract models to
the continuous-time domain. First, we introduce the theoretical foundations
(cf. [KKLW07a]):
6
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• We propose to first uniformize the concrete continuous-time model be-
fore applying abstraction. Uniformization is a standard technique for
transient analysis – today’s numerical model checking tools strongly
rely on this technique – and thus, uniformization adds no additional
effort to the procedure.
• We show that lower and upper bounds for reachability probabilities in
the concrete model can be obtained by analyzing abstractions and we
also provide efficient algorithms for doing so.
• Reachability analysis is then exploited for developing a three-valued
model checking framework that reports satisfaction or violation if the
reachability probability bounds obtained from the abstract model are
tight enough with respect to the given specifications; otherwise, if the
abstraction is too coarse and therefore the resulting bounds are far off,
the result will be don’t know.
In addition to these more theoretical results, we show how abstraction and
model checking techniques complement well-established techniques in queue-
ing theory in practice (cf. [KRHK09]).
We then isolate a fundamental weakness of standard abstraction tech-
niques that are based on so-called stepwise simulation and present a remedy
for this weakness (cf. [KKLW08]):
• Instead of considering only single transitions to direct successors, se-
quences of transitions are merged to abstract transitions.
• We show that we still can obtain lower and upper bounds for reach-
ability probabilities from the obtained abstractions; further, we adapt
the efficient algorithms from [KKLW07a] to this setting.
• The feasibility of the approach is shown in terms of a case study from
systems biology.
7
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Another major step forward is our work on compositional abstraction for
interactive Markov chains (cf. [KKN09]):
• We propose to perform abstraction on the component level; the (ab-
stract) monolithic model we need for the analysis of compositional
stochastic models is then built directly from the abstract components.
This approach allows for radical reductions of the peak memory con-
sumption during the construction of the monolithic model.
• As we show, it is most beneficial to have one abstraction for several
similar concrete components such that symmetries in a compositional
model can be exploited.
To our knowledge, for compositional systems exhibiting stochastic be-
havior, such as interactive Markov chains, no abstraction facilities have been
available so far.
This thesis is based on the following publications:
[KKLW07a] Joost-Pieter Katoen, Daniel Klink, Martin Leucker, and Ver-
ena Wolf. Three-valued abstraction for continuous-time
Markov chains. In International Conference on Computer-
Aided Verification (CAV), volume 4590 of LNCS, pages 316–
329. Springer, 2007.
[KKLW08] Joost-Pieter Katoen, Daniel Klink, Martin Leucker, and Ver-
ena Wolf. Abstraction for stochastic systems by Erlang’s
method of stages. In International Conference on Concur-
rency Theory (CONCUR), volume 5201 of LNCS, pages 279–
294. Springer, 2008.
[KRHK09] Daniel Klink, Anne Remke, Boudewijn R. Haverkort, and
Joost-Pieter Katoen. Time-bounded reachability in tree-
structured QBDs by abstraction. In International Confer-
ence on Quantitative Evaluation of Systems (QEST), pages
133–142. IEEE CS, 2009.
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[KKN09] Joost-Pieter Katoen, Daniel Klink, and Martin R.
Neuha¨ußer. Compositional abstraction for stochastic
systems. In International Conference on Formal Modelling
and Analysis of Timed Systems (FORMATS), volume 5813
of LNCS, pages 195–211. Springer, 2009.
1.3 Structure of the thesis
In Chapter 2, we define some notations and give the necessary background on
stochastic models and suitable logics. Further, we recall bisimulation min-
imization in terms of a reduction method. In Chapter 3, we introduce two
abstraction methods for fully probabilistic models with discrete and contin-
uous time; we also establish a formal relation between concrete and abstract
models: stepwise probabilistic simulation. In Chapter 4, we are concerned
with the analysis of abstract models and the preservation of properties when
performing abstraction. We present three-valued model checking and show
that definite results w.r.t. an abstraction carry over to the concrete model,
more precisely, if a property is definitely satisfied or violated in the abstract
model, the same applies to the concrete model. The chapter is concluded with
a case study from queueing theory where sensible results can be obtained by
using abstraction and where other techniques are not applicable.
In Chapter 5, we point out a shortcoming of the abstraction methods pre-
sented so far. Basically, stepwise simulation prevents obtaining tight abstrac-
tions for a significant class of models. Therefore we generalize the framework
from stepwise to k-stepwise simulation. We show how to obtain respective
abstractions and give preservation results that are needed for model check-
ing. Finally, a well known case study from the area of systems biology, called
enzyme catalysed substrate conversion, is analyzed successfully by choosing
a proper partitioning and quite large values for k.
In Chapter 6, we extend abstraction as introduced in Chapter 3 to inter-
active Markov chains. Instead of simply abstracting the monolithic model
9
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of a system, we propose to abstract on component level and show how to
obtain a proper abstract monolithic model from abstract components. This
approach allows for radical reductions of the peak size of the state space dur-
ing construction of the monolithic model, especially when symmetries can be
exploited that are introduced by abstraction. Finally, Chapter 7 concludes
the thesis.
10
2
Preliminaries
In this chapter, we define notations used throughout the thesis and give
some mathematical background. Further, we recall the concept of Markov
chains and Markov decision processes, both, for the discrete-time and the
continuous-time setting. We also introduce the temporal logics PCTL and
CSL, which are suitable for expressing properties of these models, and recall
results on the time complexity for model checking such properties. Finally,
bisimulation minimization for discrete-time Markov chains is presented in
the spirit of abstraction and the limits of this method are exemplified.
2.1 Notations
For function f : X × . . . × X → R≥0 and sets X0, . . . , Xn ⊆ X, we de-
fine f(X0, . . . , Xn) =
∑
x0∈X0,...,xn∈Xn f(x0, . . . , xn), provided the sum ex-
ists. Whenever a set Xi is a singleton, we may omit brackets. Function
f(x0, . . . , xi−1, · , xi+1, . . . , xn) : X → R≥0 is given by xi '→ f(x0, . . . , xi, . . . ,
xn). For f : X → R≥0 and any x ∈ X, y ∈ R≥0, we define f ′ = f [x '→ y] by
f ′(x) = y and f ′(z) = f(z) for all z $= x.
We call µ : X → [0, 1] with µ(X) = 1 a distribution with support
supp(µ) = {x ∈ X | µ(x) > 0}. The set of all distributions on X is de-
noted by distr(X). Further, by {x0 '→ p0, . . . , xn '→ pn} with
∑n
i=0 pi = 1 we
denote a distribution µ with µ(xi) = pi for all i ∈ {0, . . . , n}.
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Three-valued truth domain. Let AP be a finite set of atomic proposi-
tions. For convenience, we fix AP for the remainder of this thesis. Typically,
a proposition is interpreted over the two-valued truth domain B2 = {⊥,)},
meaning that a proposition is either true, denoted by ), or false, denoted
by ⊥; the isomorphism 1 : B2 '→ {0, 1}, identifies truth values ⊥ and ) with
0 and 1 respectively. However, as by abstraction states may be grouped from
which only some but not all satisfy a certain atomic proposition, we resort
to a three-valued interpretation.
The three-valued truth domain B3 = {⊥, ?,)} adds the element ? to B2,
which should be read as don’t know or indefinite. B3 forms a lattice with
ordering ⊥ < ? < ) and meet (*) and join (unionsq) of two elements are defined
as usual to yield their minimum and maximum, respectively. Moreover, B3
turns into a de Morgan lattice when defining complementation ·c such that
⊥ and ) are complementary to each other and ?c = ?. When a proposition,
and later on also a formula, evaluates to ⊥ or ), we call the result definitely
true or false respectively, while we call it indefinite otherwise.
Measure theory. A sample space is a non-empty set Ω of possible out-
comes of an experiment of chance. A set B ⊆ 2Ω is a σ-algebra over Ω if it
contains Ω, Ω\E for each E ∈ B, and the union of any countable sequence of
sets from B. The subsets of Ω that are elements of B are called measurable.
The σ-algebra generated by a countable set E , denoted by 〈E〉, is the smallest
σ-algebra that contains all elements of E .
A probability space is a triple (Ω,B,Pr), where Ω is a sample space, B
is a σ-algebra over Ω, and Pr : B → [0, 1] is such that Pr(Ω) = 1 and
Pr(
⋃∞
i=0Ei) =
∑∞
i=0 Pr(Ei) for any sequence E0, E1, . . . of pairwise disjoint
sets of B. We call Pr a probability measure. We may refer to Pr as a dis-
tribution on Ω if Ω is a countable set and B = 2Ω, the power set of Ω. For
x ∈ Ω, we abbreviate Pr({x}) by Pr(x) and we may consider Pr as a function
Pr : Ω→ [0, 1].
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2.2 Stochastic processes
In this section, stochastic processes and some of their properties are intro-
duced in as far as they are needed in the context of this thesis. A formally
rigorous and comprehensive introduction can be found in [Fel68].
A stochastic process is a collection of random variables {X(t) | t ∈ T},
defined on a probability space. The parameters in T are assumed to represent
points in time. If T is countable, we speak of discrete time; in this case,
typically we have T = N where t ∈ T is interpreted as t time units (seconds,
hours, years, . . . ) after the process has been initially started. Otherwise, if
time is continuous, we usually have T = R≥0. For the domain of X(t) – also
called the state space – we restrict ourselves to the discrete setting, i.e., we
assume the state space to be countable.
A stochastic process has the Markov property iff for all t′ ∈ T :
Pr({X(t+ t′) = s′ | ∀z ≤ t : X(z) = sz}) = Pr({X(t+ t′) = s′ | X(t) = st})
Intuitively, the Markov property holds, if the probability to end up in some
state s′ after any t′ time units have elapsed does not depend on the history
of the process (the values of X(z) for z ≤ t), but only on the current state
st.
Another important property that often is presumed is time-homogeneity.
Formally, a stochastic process is time-homogeneous, iff for all t, t′ ∈ T :
Pr({X(t+ t′) = s′ | X(t) = s}) = Pr({X(t′) = s′ | X(0) = s})
This means that the subsequent states of the process do not depend on the
time that has passed since the process has been started.
Example 2.2.1. Let {X(t) | t ∈ N} be a Markovian, time-homogeneous,
discrete-time stochastic process with state space S. Further let
Pr({X(t+ 1) = s′ | X(t) = s}) = P(s, s′) for all s, s′ ∈ S
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and µ0 ∈ distr(S), where µ0(s) is the probability for the process to be in
state s at time 0. By the rule of conditional probability, we compute:
Pr({X(n) = sn, X(n− 1) = sn−1, . . . , X(0) = s0})
= Pr({X(n) = sn | X(n− 1) = sn−1}) · . . . ·
Pr({X(1) = s1 | X(0) = s0}) · Pr({X(0) = s0})
= µ0(s0) ·P(s0, s1) · . . . ·P(sn−1, sn)
2.3 Discrete-time models
First, we recall discrete-time Markov chains (DTMCs), a fully probabilistic
model, and discrete-time Markov decision processes (MDPs), a nondetermin-
istic extension of DTMCs. These models have been studied in length and effi-
cient model checking algorithms have been developed and successfully applied
to models from areas such as randomized distributed algorithms, planning,
and communication protocols [Her90, LSS94, Rab82, KNPS06, KNS03].
Markov chains are also called 12-player games where
1
2 refers to the fact
that a probabilistic choice, e.g. heads or tails, can also be made by a player
who may choose freely, but not vice versa. Consequently, Markov decision
processes are also called 112-player games as they extend Markov chains by
one source of nondeterminism, a player who may choose freely. Due to the
close relation to game theory, the formalisms will be exemplified by a simple
game of luck in this section.
2.3.1 Discrete-time Markov chains
A discrete-time Markov chain (DTMC for short) is a stochastic process with
a possibly infinite, yet countable, set of states S and an initial distribution µ0;
µ0(s) for s ∈ S denotes the probability that the DTMC will start in state s.
The probability to move in one step from state s to a successor s′ is given by a
transition probability functionP(s, s′), for any pair s, s′ ∈ S. We require each
state to have at least one successor state that is reachable with a positive
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probability. Each state may satisfy certain atomic propositions, which is
described by a mapping L. A DTMC is time discrete as no explicit notion of
real-time is part of the definition, yet each transition may be identified with
the passage of a single time unit.
Definition 2.3.1 (DTMC). A Discrete-Time Markov Chain (DTMC) is a
tuple (S,P, L, µ0) with a non-empty, countable set of states S, transition
probability function P : S × S → [0, 1] satisfying P(s, S) = 1 for all s ∈ S,
labeling function L : S ×AP→ B2, and initial distribution µ0 ∈ distr(S).
A path in a DTMC M = (S,P, L, µ0) is an (infinite) sequence ρ =
s0 s1 s2 . . ., sometimes written as s0 → s1 → s2 . . .; ρ[i] denotes the (i+1)-st
state of ρ, i.e., ρ[i] = si, and ρ[i..j] denotes the sequence si si+1 . . . sj. A
finite prefix # = s0 s1 s2 . . . sn of a path ρ = s0 s1 s2 . . . is called a path frag-
ment. The last element of # is denoted by # ↓. We write PathMs (PathfMs )
for the set of all paths (path fragments, respectively) that start with state s.
Sometimes we restrict the length of path fragments, e.g. we write PathfMs,≤n
for the set of all path fragments starting in s with length of at most n.
The probability measure PrM on sets of paths is constructed as fol-
lows. Let Ω be the set PathM =
⋃
s∈S Path
M
s , and C(s0 . . . sn) be the (ba-
sic) cylinder set of s0 . . . sn, i.e., the set of all paths in Path
M with prefix
s0 . . . sn ∈ PathfM. Let B be the σ-algebra generated by all cylinder sets,
i.e., B = 〈(C(s0 . . . sn))s0 ... sn∈PathfM〉. We define
PrM(C(s0 . . . sn)) = µ0(s0) ·
∏n−1
i=0 P(si, si+1).
Then, by Caratheodory’s extension theorem, PrM extends to a probability
measure on B in a unique manner [Fel68]. We sometimes write PrMs instead
of PrM in case s is the unique initial state ofM, i.e., µ0(s) = 1 and µ0(s′) = 0
for s′ $= s, denoted µ0 = {s '→ 1} in the following. We omit superscript M
whenever M is clear from the context.
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Reachability probabilities. The probability distribution after n-steps in
a DTMC is called the n-th step transient-state probability distribution. For-
mally, for initial distribution µ0 and the transition probability function P in-
terpreted as matrix, the n-th step transient-state probability vector is given
by µ0 · Pn. Transient probabilities can be exploited to obtain step-bounded
reachability probabilities, i.e. probabilities for reaching some state in B after
at most n transitions,
Pr(Reach≤n(B)) = Pr({ρ ∈ Path | ∃i ≤ n : ρ[i] ∈ B})
in a DTMC by transforming it such that all states s ∈ B are absorbing,
i.e. P(s, s) = 1 for all s ∈ B.
Example 2.3.1. Consider an infinite state DTMC ({si | i ∈ Z},P, L, {s0 '→
1}) where P(si, si+j) = 16 for all i ∈ Z, 1 ≤ j ≤ 6 and L(s, goal) = ) iff
s = s42. Intuitively, this models a simple game of luck where the goal is to
see exactly 42 pips by throwing a dice repeatedly.
For example, the sequence of pip values 3 1 4 1 5 corresponds to the path
fragment s0 → s3 → s4 → s8 → s9 → s14 in the DTMC and the probability
for throwing this sequence of values is P(s0, s3) · . . . · P(s9, s14) = (16)5 =
0.0001286 . . .. The set of sequences that win this game, i.e. that reach state
s42 after some time, is given by:
{v0v1 . . . | ∀i ∈ N : vi ∈ {1, . . . , 6} ∧ ∃n ∈ N :
∑n
i=0 vi = 42}
This can also be described as a set of paths in the DTMC model:
W = {s0 → u1 → u2 → . . . ∈ Path | ∃n ∈ N : un = s42}
Note that for # = s0 → s42, say, it holds # ∈ W , but Pr(C(#)) = µ0(s0) ·
P(s0, s42) = 0. The probability for winning the game is consequently the sum
over the probabilities of all cylinder sets that describe paths with a prefix
ending in s42:
Pr(W ) =
∑
!∈Pathf:!↓=s42∧∃ρ∈W∩C(!) Pr(#) = 0.2857141 . . .
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2.3.2 Discrete-time Markov decision processes
Discrete-time Markov decision processes (DTMDPs, in short MDPs) consist
of an infinite set of states S, an initial distribution µ0 and a labeling function
L as known from Markov chains. In contrast to DTMCs, the behavior of an
MDP is nondeterministic. More precisely, in each state, one out of finitely
many actions a can be chosen. Further, each action induces a probability
distribution over the set of states and thus, the probability to move in one
step from a state s via action a to a successor s′ is given by the three-
dimensional transition probability function P(s, a, s′). Note that in contrast
to other popular models [Seg95, Her02], for all actions a there is at most one
a transition emanating a state in an MDP. Opposed to standard literature,
we consider MDPs to have a three-valued labeling function, such that we can
express uncertainty on the satisfaction of an atomic proposition in a state.
As for DTMCs, we require deadlock-freeness: at least one action has to
be enabled in each state, i.e. for each state s there exists an action a such
that P(s, a, S) = 1.
Definition 2.3.2 (MDP). A Discrete-Time Markov Decision Process is a
tuple (S,A,P, L, µ0) with a non-empty, finite set of states S, a finite set of
actions A, a three-dimensional transition probability functionP : S×A×S →
[0, 1] satisfying P(s, a, S) ∈ {0, 1} for all s ∈ S, a ∈ A, three-valued labeling
function L : S ×AP→ B3, and initial distribution µ0 ∈ distr(S).
A path in an MDP M = (S,A,P, L, µ0) is an (infinite) sequence ρ =
s0 a0 s1 a1 s2 . . ., sometimes written as s0
a0→ s1 a1→ s2 . . .; a finite prefix of a
path ρ is called a path fragment # = s0 a0 s1 a1 s2 . . . sn−1 an−1 sn. We use the
same notations as for DTMCs: ρ[i], #↓, PathMs and PathfMs . Further, the set
of enabled actions in state s ∈ S is denoted A(s) = {a ∈ A | P(s, a, S) = 1}
and the set of probability distributions that are available in s is given by
T(s) = {P(s, a, ·) ∈ distr(S) | a ∈ A(s)}.
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Probability measures in MDPs depend on the nondeterministic choices
that are made in each state of the system. The instance making these choices
is called the scheduler, strategy, adversary or policy. In the following example,
strategy may fit the best, however, throughout the thesis the term scheduler
will be used.
Example 2.3.2. Reconsider the game of luck introduced in Example 2.3.1.
By extending the rules of the game, we can give the player some influence on
the outcome of the game: before the dice is thrown, the player may decide if
all pips count (as before), or alternatively if only 1 and 2 pips should count
and on 3 to 6, the counting direction is switched. This allows the player to
reach states si from states sj where i < j. This is especially important when
more that 42 pips have been counted so far.
This set of rules cannot be modeled as a DTMC due to the lack of nonde-
terminism, instead, we model it as a discrete-time MDP (S,A,P, L, µ0) with
state space S = {(si, ◦) | i ∈ Z, d ∈ {+,−}} where the first component is as
before and the second component indicates the counting direction, and with
A = {all, sw}. Action all ∈ A corresponds to the choice where all pips count
and action sw ∈ A corresponds to the alternative choice where the counting
direction is attempted to switch. For all i ∈ Z, ◦ ∈ {+,−} and a ∈ A, the
transition probabilities are given by:
P((si, ◦), a, (s′, ◦′)) =


1
6 if s
′ = si◦j ∧ ◦′ = ◦ ∧ 1 ≤ j ≤ 6 ∧ a = all
1
6 if s
′ = si◦j ∧ ◦′ = ◦ ∧ 1 ≤ j ≤ 2 ∧ a = sw
2
3 if s
′ = s ∧ ◦′ $= ◦ ∧ 3 ≤ j ≤ 6 ∧ a = sw
0 otherwise
The labeling function is given by L((s, ◦)) = ) iff s = s42 and initially, the
counter is set to 0 and the direction is up, i.e. µ0 = {(s0,+) '→ 1}.
As for DTMCs, a path (fragment) reflects the course of a single play in
the game, e.g., throwing the same sequence 3 1 4 1 5 results in different pip
counts, depending on the player’s choices. Always choosing all yields
(s0,+)
all→ (s3,+) all→ (s4,+) all→ (s8,+) all→ (s9,+) all→ (s14,+)
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whereas choosing switch for the second and third throw results in:
(s0,+)
all→ (s3,+) switch−→ (s4,+) switch−→ (s4,−) all→ (s3,−) all→ (s−2,−)
For this set of rules, there are strategies such that a player can win every
play in the game on the long run. For example, choosing sw in states (si,+)
with i > 42 and in states (si,−) with i < 42 and by choosing all otherwise is
such a strategy. On the other side, even the worst imaginable player cannot
loose almost surely as the probability to, e.g., throw 42 ones in a row, thus
not being able to switch the counting direction and ending up in the goal
state, is positive.
Schedulers classes
As shown in Example 2.3.2, nondeterminism in MDPs is resolved by sched-
ulers (strategies, . . . ). The choice of a scheduler may depend on the current
state or on the history of the current run, it may be a deterministic choice
or a randomized one. According to these distinctions we define the following
types of schedulers:
• stationary Markovian deterministic (SMD or simple schedulers)
D : S → A such that D(s) ∈ A(s)
• stationary Markovian randomized (SMR)
D : S → distr(A) such that supp(D(s)) ⊆ A(s)
• history-dependent, deterministic (HD)
D : Pathf→ A such that D(s) ∈ A(s)
• history-dependent, randomized (HR)
D : Pathf→ distr(A) such that supp(D(s)) ⊆ A(s)
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HR-schedulers are the most general ones in this setting. By restricting
the support to a single successor, one obtains HD-schedulers; forcing the
scheduler to decide the same for all path fragments #, #′ with # ↓= #′ ↓
yields stationary schedulers. In the following, the set of all history-dependent
schedulers on M is denoted DM.
For an MDP, each scheduler induces its own stochastic process, in gen-
eral, an infinite state DTMC. Basically, the induced DTMC results from
unwinding the MDP and fixing the choices according to the given scheduler.
Formally, a scheduler D : PathfM → distr(A) on MDP M = (S,A,P, L, µ0)
induces the DTMC MD = (SD,PD, LD, µ0) where SD = PathfM is the
infinite, yet countable, state space, LD(#) = L(#↓) for all # ∈ PathfM and
PD(#, #
′) =
{∑
a∈AD(#)(a) ·P(#↓, a, s′) if #′ = #→ s′
0 otherwise.
Now, for the resulting induced DTMCs, probability measures can be com-
puted; of special interest are the supremum and the infimum over all sched-
ulers under consideration, corresponding to the best case and worst case
properties of a system.
In the discrete-time setting an important result states that, regarding ex-
trema of reachability probabilities, HR-schedulers are no more powerful than
simple schedulers, i.e. there is no HR-scheduler yielding better or worse reach-
ability probabilities than the best and the worst simple scheduler [dA97].
This result does not carry over to the continuous-time setting as we will see
later on.
2.4 Continuous-time models
In the following, continuous-time variants of Markov chains and Markov
decision processes are introduced. While many concepts are adapted in a
straightforward manner, quite some extra effort has to be put into the analy-
sis of time-bounded reachability probabilities; especially for continuous-time
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Markov decision processes, it is notoriously difficult to intuitively understand
the semantics and to analyze time-bounded properties efficiently.
2.4.1 Continuous-time Markov chains
Continuous-time Markov chains consist of all components of a DTMC, count-
able state space S, transition probability function P, labeling function L and
an initial distribution µ0. In addition, an exit rate vector λ parameterizes the
continuous distributions describing the residence times in each state. These
distributions have to bememoryless in order to preserve the Markov property
of the model, i.e. for all t, t′ ∈ R≥0 it has to hold
Pr(X > t+ t′ | X > t) = Pr(X > t′).
As a fact, the only continuous probability distributions that are memoryless
are exponential distributions.
Definition 2.4.1 (CTMC). A Continuous-Time Markov Chain (CTMC) is
a tuple (S,P, L, µ0,λ) with S, P, L, and µ0 as before, and exit rate function
λ : S → R>0.
The quantity λ(s) determines the random, exponentially distributed res-
idence time in state s, that is, 1 − e−λ(s)·t is the probability to take a tran-
sition emanating from s within t time units. If s is the current state, a
transition occurs after an average residence time of 1λ(s) . The time-dependent
transition probability to move from s to s′ within t time units is given by
P(s, s′, t) = P(s, s′)·(1− e−λ(s)·t).
A path in a CTMC M = (S,P, L, µ0,λ) is an alternating sequence σ =
s0 t0 s1 t1 s2 . . . with si ∈ S and ti ∈ R>0 for all i ∈ N. The time stamps ti
denote the amount of time spent in state si. As the probability to reside zero
time units in a state is zero, all time stamps ti are strictly positive. For a
path s0 t0 s1 t1 s2 . . . we may also write s0
t0→ s1 t1→ s2 . . .. Again, σ[i] denotes
the (i+1)-st state of a path, i.e., σ[i] = si. By σ@t we denote the state of
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σ occupied at time t, i.e. σ@t = si where i is the smallest index such that
t <
∑i
j=0 tj . A path fragment ς in a CTMC is a finite prefix of a path ending
with a state. As for DTMCs, we write PathMs (Pathf
M
s ) for the set of all
paths (path fragments) ofM that start with s, and, ·↓ for the last state of a
path fragment. By PathM, we denote the set of all paths in M. For sets of
time-abstract paths in a CTMC, i.e. paths where the time stamps have been
masked, we add subscript abs to PathM.
The probability measure PrM on the sample space Ω = PathM is defined
in a similar way as for DTMCs. A cylinder set C(s0 I0 s1 . . . In−1 sn), however,
now depends on intervals Ii = (0, zi], zi ∈ R>0, i ∈ {0, 1, . . . , n − 1} and
contains all paths u0 t0 u1 t1 . . . ∈ PathfM with ui = si, ti ∈ Ii, for 0 ≤ i < n,
and un = sn. Let F (s, I) denote the probability of leaving state s within
interval I = (0, z], given by
F (s, I) =
∫ z
0 λ(s) · e−λ(s)·t dt = 1− e−λ(s)·z.
Then, PrM is given by
PrM(C(s0 I0 . . . In−1 sn)) = µ0(s0) ·
∏n−1
i=0 P(si, si+1) · F (si, Ii)
and extends to a probability measure on B in a unique manner. As for
DTMCs, we write PrMs if s is the unique initial state. Sub- and superscripts
are sometimes omitted to enhance readability.
The time-abstract probabilistic behavior of a CTMC M = (S,P, L, µ0,λ)
is described by its embedded DTMC emb(M) = (S,P, L, µ0).
A CTMC is uniform if all of its states have the same exit rate λ, i.e.,
λ(s) = λ ∈ R>0 for all s ∈ S. As we will see in the following, uniform
CTMCs allow a more accurate form of abstraction, and there exist efficient
algorithms for computing time-bounded reachability probabilities. A non-
uniform CTMC can be transformed into a uniform one which has identical
(time-bounded) reachability probabilities. To this end, we fix a uniform exit
rate λ ≥ sups∈S λ(s) for all states. This replaces the average residence time
1
λ(s) of state s by a shorter (or equal) one of length
1
λ . To increase the
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time spent in a state s with λ(s) < λ, it is equipped with a self-loop with
probability 1− λ(s)λ .
Definition 2.4.2 (Uniformization). Let M = (S,P, L, µ0,λ′) be a CTMC
and let uniformization rate λ ∈ R>0 with λ ≥ sups∈S λ′(s). Then, unifλ(M) =
(S,Pλ, L, µ0,λ) is a uniform CTMC with λ(s) = λ for all s ∈ S and
Pλ(s, s
′) =


λ′(s)
λ ·P(s, s′) if s′ $= s,
λ′(s)
λ ·P(s, s′) + 1− λ
′(s)
λ if s
′ = s.
For λ = sups∈S λ
′(s), we may drop the subscript and write unif(M). In
the literature [GM84], uniformization is typically defined as a transformation
of a CTMC M into the DTMC emb(unif(M)). For technical convenience,
we consider uniformization as a CTMC-to-CTMC transformation.
We illustrate DTMCs and CTMCs by state-transition graphs as usual.
A state s for which µ0(s) > 0 is equipped with a small incoming arrow
labeled with µ0(s). For CTMCs the (time-abstract) transition probabilities
are given by transition labels and exit rates are given by state labels. Note
that this differs from standard literature where a transition from state s to s′
is labeled by transition rate R(s, s′) = P(s, s′) ·λ(s), if λ > 0. We sometimes
omit states, labels or transitions in illustrations if they are not relevant for
the matter to explain.
Example 2.4.1. Consider the CTMC in Figure 2.1 (left) where λ(s) =
λ(v) = 1 and λ(u1), λ(u2) and λ(u3) are 2, 100, and 10 respectively. The
initial probabilities are µ0(u1) = µ0(u3) =
1
6 , µ0(u2) =
2
3 and zero for all other
states. Let λ = 100 be the uniformization rate. Then Pλ(u1, v) =
2
100 ·23 =
1
75 and Pλ(u1, s) =
2
100 ·13 = 1150 . Thus, u1 is equipped with a self-loop of
probability 2100 · 0+1− 2100 = 98100 . The self-loop probabilities of the remaining
states are determined in a similar way, cf. Figure 2.1 (right). State u2 has no
self-loop as P(u2, u2) = 0 and λ(u2) = λ.
23
CHAPTER 2. PRELIMINARIES
2
100
10
s
u1
u2
u3
v
1
6
1
6
2
3
2
3
8
10
2
10
1
3
2
5
3
5
1
1
s
u1
u2
u3
v
1
6
1
6
2
3
1
75
8
100
2
100
1
150
2
5
3
5
98
100
90
100
1
1
Figure 2.1: Uniformization with exit rate λ = 100
Poisson probabilities. Poisson processes model systems where events,
such as the arrival of customers, occur independently from one another with
the same rate and infinitely often. A Poisson process with parameter λ ∈ R>0
can be interpreted as a special infinite state uniform CTMC (S,P, L, µ0,λ)
where S = {si | i ∈ N}, P(si, si+1) = 1 for all i ∈ N, L(s, ap) = ⊥ for all
s ∈ S, ap ∈ AP, and µ0 = {s0 '→ 1}.
In a Poisson process with parameter λ ∈ R>0, the probability for n ∈ N
events occurring within t ∈ R≥0 time units, the n-th Poisson probability
ϕλ,t(n) corresponds to the transient probability for state sn at time t:
ψλ,t(n) = e
−λ·t · (λ · t)
n
n!
The naive computation of Poisson probabilities is numerically unstable
due to the large factors. However, the algorithm by Fox and Glynn [FG88],
implemented in state-of-the-art model checkers such as MRMC and PRISM,
can be used even for large parameters.
Time-bounded reachability probabilities. A uniform CTMC M =
(S,P, L, µ0,λ) can now be seen as a composition of the embedded DTMC
(S,P, L, µ0) and a Poisson process with parameter λ. The time-abstract
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probabilistic behavior is completely captured by the embedded DTMC, thus,
it carries enough information for computing unbounded reachability proba-
bilities; all the timing information is contained in the Poisson process. This
fact is also used for the efficient computation of time-bounded reachability
probabilities Pr(Reach≤t(B)) = Pr({σ ∈ Path | ∃t′ ≤ t : σ@t′ ∈ B}) in uni-
formized CTMCs. As for DTMCs this can be computed in terms of transient
probabilities in the transformed CTMC where P(s, s) = 1 for all s ∈ S. Let
Q with Q(s, s′) = P(s, s′)− 1(s, s′), then (cf. [BHHK03]):
Pr(Reach≤t(B)) = µ0 · eλ·t·Q
= µ0 ·∑∞i=0 (λ·t·Q)ii!
= µ0 ·
∑∞
i=0 e
−λ·t (λ·t)i
i! ·Pi
=
∑∞
i=0 ψλ,t(i) · (µ0 ·Pi)
While i-th step transient probabilities µ0 · Pi can be computed via the em-
bedded DTMC, the probability to have i steps in t time units, ψλ,t(i), is
calculated through the associated Poisson process. To obtain exact reach-
ability probabilities, one has to compute the infinite sum over all i-th step
transient probabilities times the probability for exactly i steps in t time units.
However, a truncation point kε ∈ N can be computed a priori for given error
bound ε ∈ R>0, such that kε is the smallest value satisfying:∑∞
i=0 ψλ,t(i) · (µ0 ·Pi)︸ ︷︷ ︸
≤1
−∑kεi=0 ψλ,t(i) · (µ0 ·Pi)︸ ︷︷ ︸
≤1
≤∑∞i=kε+1 ψλ,t(i) ≤ ε
Hence, truncating at kε yields an ε-approximation of Pr(Reach≤t(B)). For
large λ · t, the truncation point kε tends to be of the order O(λ · t).
Phase-type distributions. Phase-type distributions are a popular class of
distributions as they can approximate general distributions arbitrarily close,
yet, they can be characterized by a finite CTMC with a designated absorbing
state. The time until absorption in such a CTMC is phase-type distributed
[Neu81]. Phase-type distributions that can be characterized by a CTMC
with k states plus one absorbing state are called of the order k (PHk).
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Figure 2.2: Erlang-k distributions with rate λ = k.
There exists quite some research on fitting PH-distributions onto given
general distributions [HRTT04, TBT06] as well as on the reduction of PH-
distributions [PH08b, PH08a].
Example 2.4.2. A special PHk-distribution is the Erlang-k distribution:
the distribution of the sum of k independent but identically (exponentially)
distributed random variables. Intuitively, it describes the probability for k
events, e.g. arrivals of customers, within a certain amount of time. The
CTMC ({s0, . . . , sk},P, L, {s0 '→ 1},λ) with P(si, si+1) = 1 for all i < k and
P(sk, sk) = 1 characterizes an Erlang-k distribution with parameter λ ∈ R>0.
The mean of an Erlang-k distribution is given by kλ and the variance by
k
λ2 . Thus, in order to model a step function that switches from, say, 0 to 1
at t = 1 very quickly, an Erlang-k distribution with parameter λ = k can be
used. As shown in Figure 2.2, a higher value for k implies a smaller variance,
resulting in a steeper curve. With respect to the corresponding CTMCs, the
curves from Figure 2.2 show the probabilities for reaching the absorbing state
within t time units.
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2.4.2 Continuous-time Markov decision processes
Continuous-time Markov decision processes (CTMDPs) extend MDPs in the
same way as CTMCs extend DTMCs. However, the rise in complexity is
much higher in the continuous-time setting. For example, the scheduler
classes are much more diverse. Furthermore, the uniformization technique
presented for CTMCs does not preserve the exact time-bounded reachability
probabilities for (time-abstract) HD-schedulers, nor can it be adapted prop-
erly. Research on analysis techniques for time-bounded reachability in non-
uniform CTMDPs is still at its very beginning [NZ09] while for HD-schedulers
on uniform CTMDPs, an efficient algorithm has been implemented in MRMC
[KZH+09], capable of analyzing models with millions of states. Thus, the
construction of uniform CTMDPs is a worthy goal.
Definition 2.4.3 (CTMDP). A Continuous-Time Markov Decision Process
is a tuple (S,A,P, L, µ0,λ) with S, A, P, L, µ0 as before, and exit rate vector
λ : S × A→ R>0.
A CTMDP (S,A,P, L, µ0,λ) is called locally uniform, iff λ(s, a) = λ(s, b)
for all s ∈ S and all a, b ∈ A; it is called (globally) uniform, iff λ(s, a) = λ(u, b)
for all s, u ∈ S and all a, b ∈ A.
A timed path in a CTMDP M = (S,A,P, L, µ0,λ) is an alternating
sequence σ = s0 a0 t0 s1 a1 t1 s2 . . . with si ∈ S, ai ∈ A and ti ∈ R>0 for all
i ∈ N. A path fragment ς in a CTMDP is a finite prefix of a path ending with a
state. For a path s0 a0 t0 s1 a1 t1 s2 . . . we may also write s0
a0,t0−→ s1 a0,t1−→ s2 . . ..
We use the same notations as for CTMCs: σ[i], σ↓, σ@t, PathMs and PathfMs .
As for MDPs, probability measures can only be computed with respect
to a scheduler. In the continuous-time setting, the schedulers’ decision may
depend on the amount of time that has been spent in previously visited
states; an undesirable consequence is that there exist schedulers which are not
measurable. An example for such a scheduler in a CTMDP with |A(s)| ≥ 2 for
all states s chooses action a iff a total of t ∈ V time units has elapsed, where V
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is a Vitali set, a non-constructive uncountable set of irrational numbers. This
problem is investigated in [WJ06], and a class of measurable time-dependent
schedulers is defined. In this thesis, we will focus on time-abstract schedulers
that base their decisions only on sequences of states and actions and are
therefore measurable.
We illustrate MDPs and CTMDPs by a variant of state-transition graphs
where solid arcs represent the nondeterministic choice between actions; dashed
arrows represent (time-abstract) transition probabilities, induced by the ac-
tion that is chosen with the solid arc they are attached to (cf. Figure 2.3).
As for Markov chains, a state s for which µ0(s) > 0 is equipped with a small
incoming arrow labeled with µ0(s). We may omit states, labels or transitions
in illustrations.
Example 2.4.3. Consider the CTMDPM depicted in Figure 2.3 (left) with
exit rate λ(s) = 1 for all s $= s2 and λ(s2) = 12 . Naively applying uni-
formization as introduced for CTMCs with uniformization rate 2 yields the
CTMDP M2 depicted in Figure 2.3 (right). While in M, there exist four
HD-schedulers (which are actually simple schedulers), in M2 there is an in-
finite number of HD-schedulers that may decide differently, e.g. for histories
s0 and s0
a→ s0; for such a scheduler, there is no corresponding scheduler
whatsoever in M. Intuitively, in contrast to M, in M2 HD-schedulers have
approximate timing information: e.g. for history s0, it is clear that no time
may have elapsed in the system yet, for s0
a→ s0, on average, 1λ time units
have already passed.
More scheduler classes. The definitions of scheduler classes presented
for MDPs are also applicable to CTMDPs by only considering the sets of
time-abstract paths. By allowing schedulers to base their choice on timed
paths of a CTMDP, one obtains new, more expressive scheduler classes:
• timed, history-dependent, deterministic (THD)
D : Pathf→ A s.t. D(s) ∈ A(s) and D is measurable
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Figure 2.3: A locally uniform continuous-time Markov decision process (left)
and a version, globally uniformized with λ = 2 (right).
• timed, history-dependent, randomized (THR)
D : Pathf→ distr(A) s.t. supp(D(s)) ⊆ A(s) and D is measurable
Example 2.4.4. Consider the uniform CTMDP M2 from Example 2.4.3.
The probabilities to start in s0 and reach s4 within a certain amount of time t
are depicted in Figure 2.4 for different schedulers and scheduler classes. First,
recall that in the worst case, a scheduler always chooses b in state s0 and thus,
state s4 will never be reached; therefore, the infimum over all schedulers of
any class is 0 for all t ∈ R≥0. Further, note that w.r.t. minimal and maximal
time-bounded reachability probabilities, deterministic HD-schedulers yield
the same values as randomized ones [BHKH05].
For (measurable) THD-schedulers, we obtain the greatest maximal reach-
ability probabilities (cf. Figure 2.4). E.g. for t = 3, the difference to the next
best scheduler class, HD-schedulers, is significant. The supremum for sim-
ple (SMD) schedulers is obtained by selecting scheduler D with D(s0) =
D(s1) = a for a time bound up to approximately t = 3 and scheduler D′
with D′(s0) = a, D′(s1) = b otherwise; the resulting (non-differentiable)
curve is below the one for HD-schedulers.
Note that supremum and infimum of time-bounded reachability proba-
bilities for simple schedulers are the same in M and M2. Together with
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Figure 2.4: Time-bounded reachability probabilities in the CTMDP in
Fig. 2.3 (right) for some schedulers and scheduler classes.
our previous observation from Example 2.4.3 (the sets of simple and HD-
schedulers are identical for M), this shows that naive uniformization for
CTMDPs does not preserve reachability measures for HD-schedulers.
For an in-depth discussion of scheduler classes for CTMDPs and (local)
uniformization of CTMDPs, see [NSK09].
2.5 Probabilistic branching-time logics
Probabilistic CTL. Probabilistic computation tree logic (PCTL, [HJ94])
extends computation tree logic (CTL, [CES83]) by replacing existential and
universal path quantification by a probability operator, denoted P. The
syntax of PCTL is given by the following grammar:
ϕ ::= true | a | ϕ ∧ ϕ | ¬ϕ | P%&p(Xϕ) | P%&p(ϕU≤iϕ)
where )* ∈ {<,≤,≥, >}, p ∈ [0, 1], i ∈ N ∪ {∞}, and a ∈ AP. The until
operator is decorated with a so-called step bound i indicating after how many
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!true"(s) = )
!a"(s) = L(s, a)
!¬ϕ"(s) = (!ϕ"(s))c
!ϕ1 ∧ ϕ2"(s) = !ϕ1"(s) * !ϕ2"(s)
!P%&p(Φ)"(s) = ), iff Prs({# ∈ PathMs | !Φ"(#) = )}) )* p
!Xϕ"(#) = ), iff !ϕ"(#[1]) = )
!ϕ1U≤iϕ2"(#) = ), iff ∃i′ ≤ i : (!ϕ2"(#[i′]) = )
∧ ∀i′′ ≤ i′ : !ϕ1"(#[i′′]) = ))
Table 2.1: Semantics of PCTL
steps an until formula has to be satisfied. Taking i = ∞ resembles the
usual semantics of an until operator, and we may drop i in this case to
simplify notation. For example, formula P>0.5(true U≤12goal) asserts that
the probability to reach a goal state within 12 steps is greater than 12 .
The semantics of PCTL is defined with respect to DTMCs, and is given
in Table 2.1.
Continuous Stochastic Logic. The Continuous Stochastic Logic (CSL,
[ASSB00, BHHK03]) is similar to PCTL but is considered with respect to
CTMCs. Syntactically, it differs from PCTL in the until operator which is
now equipped with a time bound:
ϕ ::= true | a | ¬ϕ | ϕ ∧ ϕ | P%&p(X≤tϕ) | P%&p(ϕU≤tϕ)
where )* , p and a are as before, but t ∈ R≥0 ∪ {∞}. For example, the
property to reach a down state in a CTMC within 5.2 time units, via premium
states, with probability at most 10−4 can be formulated by the CSL formula
P≤0.0001(premium U≤5.2down). As we will justify later on, CTMCs are to be
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!P%&p(Φ)"(s) = ), iff Prs({σ ∈ PathMs | !Φ"(σ) = )}) )* p
!X≤tϕ"(σ) = ), iff σ = s t′→ s′ . . . ∧ t′ ≤ t ∧ !ϕ"(s′) = )
!ϕ1U≤tϕ2"(σ) = ), iff ∃t′ ≤ t : (!ϕ2"(σ@t′) = )
∧∀t′′ ≤ t′ : !ϕ1"(σ@t′′) = ))
Table 2.2: Semantics of CSL
uniformized prior to abstraction. As a CTMC is weakly probabilistic bisimilar
to its uniformized counterpart [BKHW05], the validity of next-formulas has
to be checked on the original CTMC instead; this is due to the introduction
of self-loops. We do not consider the next operator in the remainder of the
thesis; it has been dealt with in [Hut05]. Further, we omit the steady-state
operator [BHHK03]. The parts of the semantics of CSL that differ from
PCTL are listed in Table 2.2. Note that the semantics of the P-operator
looks the same as for PCTL, but now involves probabilities over paths in
CTMCs rather than DTMCs.
Time complexity. PCTL (and CSL) model checking is performed induc-
tively on the structure of the formula ϕ like for CTL model checking. This
yields a time-complexity which is linear in the size of ϕ. Atomic formulas and
Boolean connectives are dealt with in the usual way. Checking time-bounded
and (unbounded) until-formulas reduces to computing reachability probabil-
ities. Standard reachability probabilities involve solving a linear equation
system which can be done in O(|S|3) where |S| is the number of states in
the Markov chain [HJ94]. Time-bounded reachability probabilities involve
solving a Volterra integral equation system. Alternatively, a reduction to
transient analysis can be done yielding a time complexity in O(|S|2 · λ · t)
where λ is the uniformization rate and t is the time bound [BHHK03].
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Logics for Markov decision processes. To extend PCTL and CSL to
Markov decision processes (cf. [BdA95]), the semantics of the probabilistic
quantifier P can be adjusted such that a formula is fulfilled or violated iff the
probability measures for all schedulers under consideration fulfill or violate
the given constraint. If neither is the case, i.e. if there exists a scheduler
D for which the formula in question, say ϕ, is satisfied in state s and for
another scheduler D′ it is violated, the semantics should be don’t know, for-
mally !ϕ"(s) = ?.
2.6 Bisimulation minimization
Bisimulation minimization is an important reduction method for all kinds of
models from labeled transition systems to CTMDPs [Buc94, NK07]. We will
now define bisimulation in terms of a relation over states and then formulate
bisimulation minimization as an abstraction method.
Definition 2.6.1 (Bisimulation relation). LetM = (S,P, L, µ0) be a DTMC
and R : S × S be an equivalence relation such that sRu implies
• L(s, ap) = L(u, ap) for all ap ∈ AP, and
• P(s, V ) = P(u, V ) for all V ∈ S/R,
where S/R denotes the quotient space under R. Then, R is a bisimulation
relation and states s, u ∈ S with sRu are bisimilar. Note that there always
exists a unique coarsest bisimulation relation.
The main idea is to aggregate states that cannot be distinguished one
from another in terms of the labeling, the nondeterministic choices available
and the successor states. From a game theoretic view, states are bisimilar,
if they can mimic each others behavior in the current as well as in every
possible step that may follow, that is, in the presence of nondeterminism, if
there are schedulers that can mimic one another.
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The aggregation of states can be described by an abstraction operator
α : S → S ′ mapping from the state space S of the given concrete model M
to S ′ in the reduced abstract model M′. In order to obtain a bisimulation
minimization, we require that S ′ is the bisimulation quotient and α maps
concrete states to their representative in S ′. The concretization function
γ : S ′ → 2S returns the sets of concrete states that are represented by
abstract ones. We can now understand bisimulation minimization as a form
of abstraction.
Definition 2.6.2 (Bisimulation minimization). Let R : S × S be the coars-
est bisimulation equivalence on DTMC M = (S,P, L, µ0). The minimized
DTMC w.r.t. R is M′ = (S/R,P′, L′, µ′0), induced by α : S → S/R with
α(s) = α(u) iff sRu and
• L′(s′, ap) = L(s, ap) for all ap ∈ AP, s ∈ γ(s′),
• P′(s′, v′) = P(s, γ(v′)) for all v′ ∈ S ′, s ∈ γ(s′),
• µ′0(v′) = µ0(γ(v′)) for all v′ ∈ S ′.
The above definitions can be lifted directly to CTMCs M and M′ by
requiring bisimilar states to have the same exit rate; for uniform CTMCs,
this is trivially fulfilled. In the minimized CTMC, all abstract states have to
have the same exit rates as the concrete states they represent.
Lifting bisimulation minimization to Markov decision processes requires
that for every action a and every state s, if there exists an a-successor dis-
tribution in s, then there has to be a bisimilar a-successor distribution in
α(s). For general CTMDPs, bisimulation has been thoroughly investigated
in [NK07].
Example 2.6.1. Consider the game of luck from Example 2.3.1. First,
note that any α with α(s41) = α(s42) does not induce a bisimilar DTMC as
L(s41, goal) = ⊥ $= L(s42, goal). By induction, any α with α(si) = α(si+1)
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for i < 42 does not induce a bisimilar DTMC either. Intuitively, all states
si with i < 42 can be distinguished via the probability for reaching the goal
state s42. From all other states, however, only states are reachable that
have no label. Thus, we may choose α : S → S ′ such that α(si) = s′i
if i ≤ 42 and α(si) = s′>42 otherwise. For all s, u ∈ S with s $= u and
α(s) = α(u) = s′42 it holds L(s, ap) = ⊥ = L(u, ap) for all ap ∈ AP and∑
v∈γ(s′>42)P(s, v) = 1 =
∑
v∈γ(s′>42)P(u, v). For states s
′
i ∈ S ′ with i ≤ 42,
the concretizations γ(s′i) yield singleton sets {si} such that all the conditions
in Definition 2.6.1 are fulfilled trivially. Thus, the induced abstract DTMC
is indeed bisimilar to the given one.
Note that bisimulation minimization does not yield a finite state DTMC
for this game of luck. While, for example, states (s41,+) and (s43,−) are
bisimilar, the reduced MDP is still of infinite size as any states (si, ◦) and
(si+1, ◦) are not bisimilar for i ∈ Z and ◦ ∈ {+,−}. However, if there is some
n ∈ N with µ0(si) = 0 for all i < n, states sn−1, sn−2, . . . can be disregarded
as they are not reachable, resulting in a finite state space. When considering
the interactive game of luck from Example 2.3.2, all states are reachable.
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3
Abstraction for
infinite-state Markov chains
Abstraction is the art of omitting details while still preserving essential infor-
mation. What is essential lies in the eye of the beholder, yet, in a mathemat-
ical context the policy on information preservation should be a conservative
one: what you can tell about the abstraction should apply to the original as
well.
In this chapter, we introduce two basic abstraction techniques for discrete-
time models where sets of concrete states are partitioned via abstraction func-
tions. Unlike for bisimulation minimization, it is not required that the states
to be merged are labeled the same; this is one way how details, even essential
ones, can be omitted. The first technique, using MDPs as abstract models,
has been originally presented in [DJJL01]; the second technique describes
abstract behavior by intervals of probabilities [Hut05, FLW06, KKLW07b].
In the latter, it is necessary to check intervals for consistency; we show that
this can be done efficiently using a normalization function. Exemplarily, we
will lift the interval abstraction to the continuous-time setting [KKLW07a]
and formally compare both techniques [KRHK09] by the same formalism
that relates concrete models and their abstractions: stepwise probabilistic
simulation.
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3.1 MDP abstraction
In the following, we show how to abstract infinite-state DTMCs and MDPs
to – preferably finite state – MDPs, thus, this method will be referred to as
MDP abstraction. The basic idea is to associate sets of distributions that
are present in the concrete model to the corresponding states in the abstract
model: e.g., for abstraction function α : S → S ′, distribution P(s, ·) in each
state s ∈ S in a given DTMC, there should be a corresponding distribution in
the abstract state s′ = α(s). This ensures that the behavior of the concrete
model is actually reflected in the abstract model.
Definition 3.1.1 (MDP abstraction). Let M = (S,A,P, L, µ0) be a MDP
and α : S → S ′ an abstraction function such that {µ ∈ T(s) | s ∈ γ(s′)} is
finite for all s′ ∈ S ′. The MDP abstraction induced by α (denoted αMDP(M))
is given by (S ′, A′,P′, L′, µ′0) where
• A′ = {aµ′ | ∃s ∈ S, µ ∈ T(s) : ∀u′ ∈ S ′ : µ′(u′) = µ(γ(u′))}
is finite,
• for all s′, u′ ∈ S ′,
P′(s′, aµ′ , u′) =
{
µ′(u′) = µ(γ(u′)) if µ ∈ T(s) for some s ∈ γ(s′)
0 otherwise
• for all s′ ∈ S ′, ap ∈ AP
L′(s′, ap) =


) if L(s, ap) = ) for all s ∈ γ(s′)
⊥ if L(s, ap) = ⊥ for all s ∈ γ(s′)
? otherwise,
• for all u′ ∈ S ′ it holds µ′0(u′) = µ0(γ(u′)).
Example 3.1.1. Consider the DTMC M = (S,P, L, µ0) depicted in Fig-
ure 3.1 where L(s, goal) = ) iff s ∈ {u1, u2, u3, v2} and let supp(µ0) ⊆
{s1, . . . , s5}. Further, let abstraction function α : S → {s′, u′, v′} be given
by α(si) = s′ for all i ∈ {1, . . . 5} and α(ui) = u′, α(vi) = v′ for all
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i ∈ {1, 2, 3}. As all u-states as well as all v-states are bisimilar according to
Definition 2.6.1, no nondeterminism arises from merging those sets of states.
Consequently, as shown in Figure 3.2, only one choice is available in states
u′ and v′ in the MDP abstraction. In contrast, for most of the s-states, the
probabilities to take a transition to one of the states in γ(s′), γ(u′), and γ(v′)
respectively differ. Hence, these states are not pairwise bisimilar and in order
to capture all the possible behavior in the concrete model, we have to make
each distribution that is present in the concrete states in γ(s′) available in s′
by a nondeterministic choice. In Figure 3.2, each nondeterministic choice in
s′ is labeled with the corresponding states in the concrete model; the actions
aµ′ are omitted in the figure. Note that s1 and s2 are both corresponding to
the same choice as P(s1, γ(x)) = P(s2, γ(x)) for all x ∈ {s′, u′, v′}.
Formally, αMDP(M) = ({s′, u′, v′}, A′,P′, L′, µ′0) where
• A′ = {aµ′1 , aµ′2 , aµ′3 , aµ′4 , aµ′5 , aµ′6} for
– µ′1 = {u′ '→ 1}
– µ′2 = {v′ '→ 1}
– µ′3 = {u′ '→ 45 , v′ '→ 15}
– µ′4 = {s′ '→ 35 , u′ '→ 15 , v′ '→ 15}
– µ′5 = {s′ '→ 25 , u′ '→ 12 , v′ '→ 110}
– µ′6 = {u′ '→ 25 , v′ '→ 35}
• P′(u′, aµ′1 , ·) = µ′1, P′(v′, aµ′2 , ·) = µ′2,
P′(s′, aµ′i , ·) = µ′i for i ∈ {3, . . . , 6},
and P′(x, a, y) = 0 otherwise,
• L′(s′, goal) = ⊥, L′(u′, goal) = ) and L′(v′, goal) = ?,
• µ′0 = {s′ '→ 1}.
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Figure 3.1: An example DTMC.
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Figure 3.2: An MDP abstraction.
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Figure 3.3: An infinite-state DTMC.
It is important to understand that not any infinite-state Markov chain
yields a finite MDP abstraction. The following example reveals this limita-
tion.
Example 3.1.2. Consider the Markov chain M in Figure 3.3 with state
space {u, v} ∪ {si | i ∈ N} and pi = 2−sin(i)−cos(i)4 for all i ∈ N. The set
of probability distributions that are associated to the set of all si-states is
countably infinite as sine and cosine are continuous and periodic with 2 · pi.
Hence, there is no abstraction function α for which αMDP(M) has finite state
space and finite action set.
3.2 Interval abstraction
In this section an alternative abstraction technique is introduced. We present
the concept of abstract Markov chains (AMCs), in fact Markov chains whose
edges are equipped with intervals of probabilities. We show how AMCs can
be considered as abstractions of Markov chains; first, we consider AMCs for
discrete time, then we will discuss how to lift abstraction to the continuous-
time setting.
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The discrete-time setting. The main idea behind interval abstraction is
to keep track of the minimal and maximal probabilities for taking exactly
one transition leading from a partition to a successor partition (possibly the
same one). In the abstract model, these minimal and maximal probabilities
form lower and upper bounds of transition probability intervals, i.e. for a
given Markov chain with transition probabilities P and abstraction function
α, lower and upper probability bounds for an abstract transition from, say,
s′ to u′, can be computed by:
Pl(s′, u′) = infs∈γ(s′)P(s, γ(u′))
Pu(s′, u′) = sups∈γ(s′)P(s, γ(u
′))
This idea does not only work for Markov chains, but also for abstract Markov
chains and Markov decision processes. For simplicity, we do not elaborate
on the latter.
Definition 3.2.1 (Abstract DTMC). An abstract DTMC (ADTMC for
short) is a tuple (S,Pl,Pu, L, µ0) with S, L and µ0 as for MDPs, and
• Pl,Pu : S × S → [0, 1], transition probability bound matrices with
Pl(s, S) ≤ 1 ≤ Pu(s, S) <∞ for all s ∈ S and Pl(s, u) ≤ 1 ≤ Pu(s, u)
for all s, u ∈ S.
An example ADTMC is depicted in Figure 3.4. The intervals [Pl(s, u),
Pu(s, u)] specify the ranges of possible transition probabilities between states
s and u. In fact, for any state s there is a nondeterministic choice between
the distributions µ ∈ distr(S) with µ(u) ∈ [Pl(s, u),Pu(s, u)] for all u ∈ S.
Let T(s) be the (possibly infinite) set of all such distributions in state s. If
set T(s) is a singleton and L(s, a) $= ? for all a ∈ AP, s ∈ S, then M can be
considered as a DTMC.
ADTMCs are basically labeled interval DTMCs [KU02, Sku06], except
that we allow for infinite state spaces, and do not have intervals on initial
distributions but point intervals. They are also closely related to MDPs
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Figure 3.4: An abstract Markov chain (AMC).
as the basic ingredients – probabilism and nondeterminism – are integrated
similarly. Differences are on the one hand that ADTMCs allow for an infinite
number of distributions in each state and on the other hand that the set
T(s) is always convex (as we will establish later, cf. Lemma 4.1.1) whereas
in MDPs T(s) can be an arbitrary but finite set of distributions.
A path in an ADTMC is a sequence ρ = s0 → s1 → . . .; we adopt the
notions for paths (and path fragments) in DTMCs, e.g., ρ[i],PathMs ,Pathf
M
s ,
and so forth. As for MDPs, probability measures for ADTMCs can only be
specified with respect to a given scheduler that resolves the nondeterminism
introduced by the intervals. As the definition of paths and path fragments
are the same for MDPs and AMCs, schedulers are also classified the same,
that is, we distinguish stationary, history-dependent and (in the continuous-
time setting) timed schedulers; however, schedulers on AMCs do not choose
distributions indirectly via actions out of A(s), but directly from the set of
all distributions T(s) respecting the intervals.
As for MDPs, each scheduler induces its own stochastic process, e.g. an
HD scheduler D : PathfM → ⋃s∈S T(s) on ADTMC M = (S,Pl,Pu, L, µ0)
induces the DTMCMD = (SD,PD, LD, µ0) where SD = PathfM is the state
space, LD(#) = L(#↓) for all # ∈ PathfM and
PD(#, #
′) =
{
D(#)(s′) if #′ = #→ s′
0 otherwise.
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The abstraction of an ADTMC is now formally defined as follows.
Definition 3.2.2 (Interval abstraction). The interval abstraction of ADTMC
M = (S,Pl,Pu, L, µ0) with respect to abstraction function α : S → S ′, de-
noted α(M), is given by (S ′, P˜l, P˜u, L˜, µ˜0) where
• for all s′, u′ ∈ S ′,
P˜l(s′, u′) = infs∈γ(s′)Pl(s, γ(u′)),
P˜u(s′, u′) = min{1, sups∈γ(s′)Pu(s, γ(u′))},
• for all s′ ∈ S ′, ap ∈ AP
L˜(s′, ap) =


) if L(s, ap) = ) for all s ∈ γ(s′)
⊥ if L(s, ap) = ⊥ for all s ∈ γ(s′)
? otherwise,
• for all u′ ∈ S ′ it holds µ˜0(u′) = µ0(γ(u′)).
The definition of P˜l is self-explanatory. As the supremum of Pu(s, γ(u′)) may
exceed one, P˜u(s′, u′) is defined as the minimum of one and the supremum
of all transition probabilities from concrete states in s′ to u′. Note that, the
definitions of the labeling function and the initial distribution are the same
as for MDP abstraction.
Example 3.2.1. Consider the DTMC in Figure 3.1 that has been subject to
MDP abstraction in Example 3.1.1. The corresponding interval abstraction
of this DTMC yields the ADTMC in Figure 3.4. The state space and the
labeling is exactly as for MDP abstraction, however, the transition structure
is quite different. To compute, say, the probability bounds for taking a tran-
sition from abstract state s′ to abstract state u′, the minimal and maximal
probabilities to take corresponding transitions in the concrete model have to
be determined. The minimal probability of such a transition in the concrete
model is 15 for leaving s4 towards u2. The maximum is
4
5 as for s2 there are
two ways to reach a state in u, the overall probability to do so is just the sum
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of the probabilities (15+
3
5), and there is no other state in s for which there is a
larger probability to reach states in u. This yields the transition probability
interval [15 ,
4
5 ] for the abstract transition from s to u. The intervals for the
other abstract transitions are computed similarly.
The following lemma states that the class of ADTMCs is closed under
the above presented notion of abstraction, i.e., abstracting an ADTMC by
α : S → S ′ yields an ADTMC which is finite iff S ′ is finite.
Lemma 3.2.1. For any ADTMC M with state space S and abstraction
function α : S → S ′, the interval abstraction α(M) is an ADTMC.
Proof. Let ADTMC M = (S,Pl,Pu, L, µ0), abstraction function α : S → S ′
and α(M) = (S ′, P˜l, P˜u, L˜, µ˜0). As there is nothing to show for the labeling
function, and it is easy to see that µ˜0 ∈ distr(S ′), it remains to prove that
P˜l and P˜u map to [0, 1] and P˜l(s′, S ′) ≤ 1 ≤ P˜u(s′, S ′) < ∞ for all s′ ∈ S ′.
The former obligation follows by easy derivation. It also follows directly from
Definition 3.2.2 that P˜u(s′, S ′) <∞. For all s′ ∈ S ′ we derive:
P˜l(s′, S ′) =
∑
u′∈S′ infs∈γ(s′)P
l(s, γ(u′))
≤ ∑u′∈S′ Pl(sˆ, γ(u′)) for all sˆ ∈ γ(s′)
= Pl(sˆ, S) ≤ 1
and
P˜u(s′, S ′) =
∑
u′∈S′ min{1, sups∈γ(s′)Pu(s, γ(u′))}
≥ ∑u′∈S′ min{1,Pu(sˆ, γ(u′))} for all sˆ ∈ γ(s′)
≥ min{1,∑u′∈S′ Pu(sˆ, γ(u′))}
= min{1,Pu(sˆ, S)︸ ︷︷ ︸
≥1
} = 1.
The continuous-time setting. Let us now consider CTMCs. In order
to apply a similar abstraction technique to CTMCs, it is natural to group
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states and consider again intervals of transition probabilities. The main
technical complication, however, is that besides the transition probabilities,
we have to determine the residence time in an abstract state that results
from concrete states with possibly distinct residence time distributions. Let
M = (S,P, L, µ0,λ) be a CTMC and α : S → S ′ an abstraction function.
The probability to move from a state s to U ⊆ S within t time units is
given by P(s, U, t) = P(s, U) · (1 − e−λ(s)·t). Taking minimal and maximal
probabilities as under- and over-approximation — as in the discrete case —
respectively, suggests to define
Pl(s′, u′, t) = infs∈γ(s′)P(s, γ(u′), t),
!
"
#
$3.1
Pu(s′, u′, t) = sups∈γ(s′)P(s, γ(u
′), t).
Observe that the functions Pl(s′, u′, t) and Pu(s′, u′, t) (considered as
functions ranging over t) are in general not of the form p · (1 − e−λ·t) for
fixed p ∈ [0, 1] and λ ∈ R>0. This is illustrated by the following example.
Example 3.2.2. Consider the non-uniform CTMC M in Figure 2.1 and
α : S → S ′ with α(s) = s′, α(v) = v′ and α(ui) = u′ for all i ∈ {1, 2, 3}. The
functions f = P(u1, v, ·), f ′ = P(u2, v, ·), and f ′′ = P(u3, v, ·) are plotted in
Figure 3.5. It is easy to see that Pl(u′, v′, t) and Pu(u′, v′, t), if defined as in
Equation 3.1, are not differentiable and hence, not of the form p · (1− e−λ·t).
In general, these functions get more complex as the number of transitions
between states in u′ and v′ increases.
One could combine the infimum (supremum) of an abstract state’s exit
rates with the infimum (supremum) of the time-independent transition prob-
abilities to define an appropriate under- and over-approximation. This yields,
however, a rather coarse abstraction as indicated by the plot of the functions
g and g′ in Figure 3.5. We therefore propose to abstract a CTMC after
uniformization, cf. Definition 2.4.2. The advantage of abstracting uniform
CTMCs with exit rate λ, say, is that for any U, V ⊆ S and t ∈ R≥0, the
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Figure 3.5: Abstraction for non-uniform CTMCs.
infimum/supremum of the time-bounded transition probabilities can be ex-
pressed via the infimum/supremum over time-abstract transition probabili-
ties as follows:
infs∈U P(s, V, t) = (1− e−λ·t) · infs∈U P(s, V )
≤ (1− e−λ·t) · sups∈U P(s, V )
= sups∈U P(s, V, t).
By applying abstraction to uniform CTMCs we obtain uniform abstract
CTMCs. As we will show later, the uniformity also enables us to adapt
existing algorithms for time-bounded reachability probabilities for verifying
abstract CTMCs. Recall that CTMC M and unif(M) are weakly bisimilar
and thus the validity of any (next-free) CSL formula in M is preserved by
unif(M), cf. [BKHW05].
Definition 3.2.3 (Abstract CTMC). An abstract CTMC (ACTMC) is a
tuple M = (S,Pl,Pu, L, µ0,λ) with S, Pl, Pu, L, and µ0 as before and
λ ∈ R>0, the uniform exit rate for all states.
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An ACTMC with Pl = Pu and L(s, a) $= ? for all s ∈ S and ap ∈ AP can
be considered as the uniform CTMC (S,Pl, L, µ0,λ). As for ADTMCs, let
T(s) denote the set of distributions in s. A path in an ACTMC is a sequence
σ = s0
t0→ s1 t1→ . . . if ti ∈ R>0, for all i ∈ N. In the sequel, we adopt the
notations for paths (and path fragments) in CTMCs for ACTMCs.
Definition 3.2.4 (Continuous-time interval abstraction). The interval ab-
straction of ACTMC M = (S,Pl,Pu, L, µ0,λ) induced by abstraction func-
tion α : S → S ′, denoted α(M), is the ACTMC (S ′, P˜l, P˜u, L˜, µ˜0,λ) with
P˜l, P˜u, L˜, and µ˜0 as in Definition 3.2.2.
It follows directly from Lemma 3.2.1 that α(M) is indeed an ACTMC.
The same way as the time-abstract behavior of CTMCs is represented by
DTMCs, the time-abstract behavior of an ACTMC can be represented by
an ADTMC. The embedded ADTMC of ACTMC M = (S,Pl,Pu, L, µ0,λ)
is given by emb(M) = (S,Pl,Pu, L, µ0).
In the following, we use the term abstract Markov chain (AMC) to re-
fer to both ADTMCs and ACTMCs. Thus, AMC M = (S,Pl,Pu, L, µ0)
represents the ADTMC M = (S,Pl,Pu, L, µ0) and the ACTMC M =
(S,Pl,Pu, L, µ0,λ) where the uniform exit rate λ is not always given ex-
plicitly.
3.3 Normalization
When transitions are labeled with intervals of probabilities, it is possible that
not every combination of probabilities of transitions emanating from a state
yields a probability distribution. Consider, e.g., the AMC in Figure 3.6 (left).
It suggests that it is possible to move from s0 to s1 with probability one. Then
the probabilities to move to s2 and s3 must be zero, which, however, is not
part of the respective intervals. AMCs that do not suffer from this problem
are called delimited (in the context of interval Markov chains such a model
is said to have the F -property [Wei01, Sku06]).
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Figure 3.6: Transforming an AMC (left) into a delimited one (right)
Definition 3.3.1 (Delimited AMC). An AMC M = (S,Pl,Pu, L, µ0) is
delimited iff for any s, u ∈ S and p ∈ [Pl(s, u),Pu(s, u)], there exists µ ∈ T(s)
with µ(u) = p.
Abstracting a MC yields a delimited AMC, however, abstracting a de-
limited AMC is not guaranteed to yield a delimited AMC. The following
procedure, called normalization, aims to transform a given AMC into a de-
limited one. The main principle is to remove values p ∈ [Pl(s, u),Pu(s, u)]
for states s, u for which there is no µ ∈ T(s) with µ(u) = p.
Definition 3.3.2 (Normalization). For AMC M = (S,Pl,Pu, L, µ0), the
normalization of M, denoted η(M), is the AMC (S, P˜l, P˜u, L, µ0) where for
all s, u ∈ S:
P˜l(s, u) = max{Pl(s, u), 1−Pu(s, S \ {u})}, and
P˜u(s, u) = min{Pu(s, u), 1−Pl(s, S \ {u})}.
For the sake of brevity, we sometimes write η(Pl,Pu) = (P˜l, P˜u) instead
of η(M) = (S, P˜l, P˜u, L, µ0).
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Example 3.3.1. Consider the AMC in Figure 3.6 (left). Normalization
yields new upper bounds for the transitions from s0 to s1 and s0 to s2 as
shown in Figure 3.6 (right):
P˜u(s0, s1) = min{Pu(s0, s1), 1−Pl(s0, s2)−Pl(s0, s3)}
= min{1, 1− 14 − 12} = 14 and
P˜u(s0, s2) = min{Pu(s0, s2), 1−Pl(s0, s1)−Pl(s0, s3)}
= min{1, 1− 0− 12} = 12
The upper bound from s0 to s3 remains unchanged as {s2 '→ 13 , s3 '→ 23} ∈
T(s0). Furthermore, no lower bound is adapted, as the adjustments to upper
bounds for transitions from s0 to s1 and s0 to s2 ensure that for all s, u ∈ S,
there exists µ ∈ T(s) with µ(u) = Pl(s, u):
P˜u(s0, s1) +Pl(s0, s2) +Pl(s0, s3)+
=0︷ ︸︸ ︷
Pl(s0, s0) = 1 and
P˜u(s0, s2) +Pl(s0, s1) +Pl(s0, s3) +Pl(s0, s0) = 1.
The need to amend the probability bound Pl(s, u) (or Pu(s, u)) only
depends on the set of bounds Pu(s, v) (Pl(s, v), respectively) for v $= u, cf.
Definition 3.3.2. The following lemma states that amending Pl(s, u) implies
that bounds Pu(s, v) are unchanged for all v $= u. Similarly, a change of
Pu(s, u) implies that bounds Pl(s, v) are unchanged for all v $= u.
Lemma 3.3.1. Let AMC M = (S,Pl,Pu, L, µ0) and η(Pl,Pu) = (P˜l, P˜u).
Then for any s, u ∈ S:
1. P˜l(s, u) $= Pl(s, u) implies ∀v $= u : P˜u(s, v) = Pu(s, v)
2. P˜u(s, u) $= Pu(s, u) implies ∀v $= u : P˜l(s, v) = Pl(s, v).
Proof. We provide the proof for the first claim; the proof of the second claim
goes along similar lines. Assume P˜l(s, u) $= Pl(s, u). By Definition 3.3.2, it
follows 1 − Pu(s, S \ {u}) > Pl(s, u). Let v $= u. By Definition 3.3.2, we
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have P˜u(s, v) = min{Pu(s, v), 1− Pl(s, S \ {v})}. To show that P˜u(s, v) =
Pu(s, v), it suffices to show that 1−Pl(s, S \ {v}) > Pu(s, v). We derive:
1−Pl(s, S \ {v}) = 1−Pl(s, S \ {u, v})−Pl(s, u)
> 1−Pl(s, S \ {u, v})− (1−Pu(s, S \ {u}))
= Pu(s, S \ {u})−Pl(s, S \ {u, v})
≥ Pu(s, S \ {u})−Pu(s, S \ {u, v})
= Pu(s, v)
The next result states that normalization is idempotent.
Lemma 3.3.2. For any AMC M, η(M) = η(η(M)).
Proof. Let (P˜l, P˜u) = η(Pl,Pu) and (Pˆl, Pˆu) = η(η(Pl,Pu)). We prove that
P˜l = Pˆl. For P˜u = Pˆu the proof goes along similar lines. We distinguish two
cases:
1. P˜l(s, u) $= Pl(s, u). We derive:
Pˆl(s, u) = max{P˜l(s, u), 1− P˜u(s, S \ {u})} (Def. 3.3.2)
= max{P˜l(s, u), 1−Pu(s, S \ {u})} (Lemma 3.3.1)
= P˜l(s, u).
In the last step we use that from P˜l(s, u) $= Pl(s, u) and Defini-
tion 3.3.2, it follows 1−Pu(s, S \ {u}) = P˜l(s, u).
2. P˜l(s, u) = Pl(s, u). We distinguish two cases:
(a) P˜u(s, v) = Pu(s, v) for any v $= u. Then it follows directly from
Definition 3.3.2 that:
P˜l(s, u) = Pl(s, u) ≥ 1−Pu(s, S \ {u}) = 1− P˜u(s, S \ {u}).
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(b) P˜u(s, v) $= Pu(s, v) for some v $= u. We first observe that this
together with Definition 3.3.2 implies P˜u(s, v) = 1−Pl(s, S \{v})
(∗). Moreover, from Lemma 3.3.1, it follows P˜l(s, sˆ) = Pl(s, sˆ) for
any sˆ $= v (∗∗).
By Definition 3.3.2, Pˆl(s, u) = max{P˜l(s, u), 1− P˜u(s, S \ {u})}.
To prove Pˆl(s, u) = P˜l(s, u) we show that 1 − P˜u(s, S \ {u}) ≤
P˜l(s, u). This goes as follows:
1− P˜u(s, S \ {u})
= 1− P˜u(s, S \ {u, v})− P˜u(s, v)
= 1− P˜u(s, S \ {u, v})− (1−Pl(s, S \ {v}) (∗)
= Pl(s, S \ {v})− P˜u(s, S \ {u, v})
= P˜l(s, S \ {v})− P˜u(s, S \ {u, v}) (∗∗)
= P˜l(s, u) + P˜l(s, S \ {u, v})− P˜u(s, S \ {u, v})
≤ P˜l(s, s′).
From the previous results, we conclude that the worst case time complex-
ity of normalizing an AMC is quadratic in the size of its state space. The
following result is concerned with the correctness of normalization. It asserts
that normalization indeed yields a delimited AMC.
Lemma 3.3.3. For any AMC M, η(M) is delimited.
Proof. Let M = (S,Pl,Pu, L, µ0) and η(M) = (S, P˜l, P˜u, L, µ0). We show
that η(M) is delimited, i.e., for any p ∈ [P˜l(s, s′), P˜u(s, s′)] there exists a
distribution µ ∈ Tη(M)(s) with µ(s′) = p.
The proof is by contraposition. Assume that no such µ exists for some
p ∈ [P˜l(s, s′), P˜u(s, s′)]. Then either p+ P˜u(s, S \ {s′}) < 1 or p+ P˜l(s, S \
{s′}) > 1. In the first case, we derive using Definition 3.3.2:
P˜l(s, s′) ≤ p < 1− P˜u(s, S \ {s′}) ≤ 1−Pu(s, S \ {s′})
which contradicts the assumption that η(M) = (P˜l, P˜u). In the latter case,
it follows using Definition 3.3.2:
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P˜u(s, s′) ≥ p > 1− P˜l(s, S \ {s′}) ≥ 1−Pl(s, S \ {s′})
which is also a contradiction. Thus, no such p exists.
It is easy to see that the normalization procedure of Definition 3.3.2 is
consistent with the notion of schedulers since TM(s) = Tη(M)(s) for any
state s ∈ S.
Lemma 3.3.4. For any AMC M, we have DM = Dη(M).
Proof. It holds that DM = Dη(M) ⇐⇒ Pathabs(M) = Pathabs(η(M)). We
prove the second statement.
“⊆” Proof by contradiction: assume Pathabs(M) ⊃ Pathabs(η(M)), then
there is a path ρ ∈ Pathabs(M) with ρ $∈ Pathabs(η(M)). For at least
one position i in ρ with ρ[i] = si, ρ[i+1] = si+1, there exists µ ∈ TM(si)
with p = µ(si+1) such that p $∈ [Plη(M)(si, si+1),Puη(M)(si, si+1)]. This
can only be the case, if η removed p from the interval, i.e.
– p > 1−PlM(si, S \ {si+1}) =⇒ pl = PlM(si, S \ {si+1}) + p > 1
or
– p < 1−PuM(si, S \ {si+1}) =⇒ pu = PuM(si, S \ {si+1}) + p < 1.
Since pl is the smallest and pu is the largest possible sum for any µ
and pu < 1 < pl, there is no valid distribution incorporating p. This
contradicts µ ∈ TM(si). Thus Pathabs(M) ⊆ Pathabs(η(M)).
“⊇” As [PlM(s, s′),PuM(s, s′)] ⊇ [Plη(M)(s, s′),Puη(M)(s, s′)] for all s, s′ ∈ S,
at every position i in each ρ ∈ Pathabs(η(M)), for all µ ∈ Tη(M)(ρ[i])
it holds p = µ(ρ[i + 1]) ∈ [PlM(ρ[i], ρ[i + 1]),PuM(ρ[i], ρ[i + 1])]. Thus,
ρ ∈ Pathabs(M).
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Hence, if η is applied to an AMC the resulting AMC is delimited and has
the same schedulers. Summarizing, the normalization function introduced in
Definition 3.3.2 is efficient due to Lemma 3.3.1 (at most |S| bounds have to
be adjusted) and Lemma 3.3.2 (it is idempotent). Applying it to an ADTMC
results in a delimited ADTMC (Lemma 3.3.3) for which the set of schedulers,
and thus the induced behavior, is the same (Lemma 3.3.4).
We conclude this section by addressing the relationship between abstrac-
tion of DTMCs and of CTMCs. As normalization and abstraction do not
affect the exit rates, the following diagram commutes.
M M˜ Mˆ
N N˜ Nˆ
α η
emb
α η
emb
} (A)CTMCs
} (A)DTMCs
Thus, abstraction of CTMCs can be regarded as a conservative extension
of abstraction of DTMCs.
3.4 Probabilistic simulation
This section studies the relationship between an AMCM and its abstraction
α(M). The central notion for this relationship is a probabilistic variant of
(forward) simulation on Kripke structures. Simulation relations are preorders
on the state space requiring that whenever state s′ simulates s, denoted
s < s′, then s′ can mimic all stepwise behavior of s but in addition may also
perform steps that cannot be matched by s. For AMCs, we consider a variant
of Jonsson and Larsen’s seminal notion of probabilistic simulation [JL91].
Definition 3.4.1. Let µ ∈ distr(S), µ′ ∈ distr(S ′), and R ⊆ S × S ′, then µ
is simulated by µ′ w.r.t. R, denoted µ <R µ′, if there exists a weight function
∆ : S × S ′ → [0, 1] such that for all u ∈ S and v ∈ S ′:
(a) ∆(u, v) > 0⇒ uRv, (b) ∆(u, S) = µ(u), (c) ∆(S, v) = µ′(v).
54
3.4. PROBABILISTIC SIMULATION
µ
s0
s1
s2
u0
u1
µ′
1
2
1
3
1
6
1
2
1
6
1
6
1
6
1
3
2
3
µ
s0
s1
s2
u0
u1
µ′
1
2
1
3
1
6
1
1
1
1
1
3
2
3
Figure 3.7: Simulation for distributions (top) modeled as maximal flow prob-
lem (bottom).
We say that <R is the lifting of relation R on states to distributions over
states.
Example 3.4.1. Simulation for distributions can also be understood as a
maximal flow [BEMC00]. Consider S = {s0, s1, s2}, S ′ = {u0, u1} and µ ∈
distr(S), µ′ ∈ distr(S ′) as depicted in Figure 3.7 (top). Then, the weight
function ∆ relating s0 and s1 with u0 as well as s1 and s2 with u1 as indicated
by the dashed lines in Figure 3.7 (top) is the solution of the maximal flow
problem in Figure 3.7 (bottom) where µ and µ′ are source and sink and edges
are labeled with capacities.
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Definition 3.4.2 (Probabilistic simulation). Let M and M′ be AMCs with
state spaces S, S ′, initial distributions µ0, µ′0, and labeling functions L and
L′, respectively. Then, R ∈ S × S ′ is a probabilistic simulation relation
w.r.t. M and M′, if:
1. µ0 <R µ′0, and
2. for all (s, s′) ∈ R
(a) for all ap ∈ AP it holds L′(s′, ap) $= ?⇒ L′(s′, ap) = L(s, ap), and
(b) for all µ ∈ T(s) there exists µ′ ∈ T(s′) with µ <R µ′.
AMCM is simulated byM′, denotedM <M′, if there exists a probabilistic
simulation w.r.t. M and M′, and, if M and M′ are ACTMCs, they have
the same exit rate.
The following result asserts that abstraction preserves probabilistic sim-
ulation, i.e. all scheduler choices in the concrete model can be mimicked in
the abstraction.
Theorem 3.4.1. For any AMC M with state space S and abstraction func-
tion α : S → S ′ it holds M < α(M).
Proof. Let M = (S,Pl,Pu, L, µ0) and α(M) = M˜ = (S ′, P˜l, P˜u, L˜, µ˜0). We
prove M < α(M) by showing that R = {(s,α(s)) | s ∈ S} is a probabilistic
simulation. By Definition 3.2.2, µ˜0(u˜) = µ0(γ(u˜)), and it directly follows
µ0 <R µ˜0. It remains to prove condition (2) of Definition 3.4.2.
(2a) Let sRs′. There is nothing to show if L˜(s′, ap) = ?. Now let L˜(s′, ap) =
θ ∈ {⊥,)}. Then by Definition 3.2.2, L˜(s′, ap) = θ implies L(s, ap) = θ
for all s ∈ γ(s′).
(2b) Let sRs′ and µ ∈ TM(s). We construct a distribution µ′ ∈ TM˜(s′) and
weight function ∆ : S × S ′ and prove that these fulfill the conditions
of Definition 3.4.1. For u′ ∈ S ′ let
µ′(u′) = µ(γ(u′))
!
"
#
$3.2
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and
∆(u, u′) =
{
µ(u) if uRu′
0 otherwise.
!
"
#
$3.3
Function µ′ is a probability distribution if µ is so:
∑
u′∈S′ µ
′(u′) =
∑
u′∈S′,u∈γ(u′) µ(u) =
∑
u∈S µ(u) = 1
We now show that µ′ ∈ TM˜(s′), i.e. that P˜l(s′, u′) ≤ µ′(u′) ≤ P˜u(s′, u′):
P˜l(s′, u′) = inf s¯∈γ(s′)Pl(s¯, γ(u′)) (Def. 3.2.2)
≤ Pl(s, γ(u′)) (s ∈ γ(s′))
≤ µ(γ(u′)) (µ ∈ TM(s))
= µ′(u′) (Eq. 3.2)
≤ Pu(s, γ(u′)) (µ ∈ TM(s))
≤ sups¯∈γ(s′)Pu(s¯, γ(u′)) (s ∈ γ(s′))
= P˜u(s′, u′) (Def. 3.2.2)
We finally check the conditions of Definition 3.4.1. Condition (a) is
fulfilled trivially, since ∆(u, v) = 0 if (u, v) $∈ R.
For condition (b), we calculate for u ∈ S:
∆(u, S ′) =
∑
u′∈S′ ∆(u, u
′) (Def. of ∆, R)
= ∆(u,α(u)) (∆(u, u′) > 0⇒ uRu′)
= µ(u) (see Eq. (3.3))
For u′ ∈ S ′, we compute:
∆(S, u′) =
∑
u∈S ∆(u, u
′) (Def. of ∆)
=
∑
u∈γ(u′)∆(u, u
′) = µ(γ(u′)) (see Eq. (3.3))
= µ′(u′) (see Eq. (3.2))
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Figure 3.8: An example Markov chain (left, top), an abstraction (left, bot-
tom) and a simulation relation between u and u′ (right)
Example 3.4.2. Consider the MC in Figure 3.8 (left, top) and the abstrac-
tion induced by α where γ(s′) = {s} and γ(u′) = {u, v} (left, bottom). For
example, assuming u and u′ are labeled the same, u is simulated by u′ as (see
Figure 3.8, right):
µ = P(u, ·) = ( 110 , 110 , 810) < µ′ = ( 110 , 910) ∈ T(u′).
We will now reconsider Example 3.1.2 that showed that MDP abstraction
cannot always be used to obtain finite abstractions. In the following, we will
see how to come up with a finite interval abstraction.
Example 3.4.3. Consider the Markov chainM = (S,P, L, µ0) in Figure 3.3
(p. 41) with pi =
2−sin(i)−cos(i)
4 for all i ∈ N. The term 2−sin(i)−cos(i)4 gets
extreme for i ∈ N that minimizes (maximizes) sin(i) + cos(i). As both, sinus
and cosine are continuous and periodic with period 2pi and pi is irregular,
the extreme values of sin(i) + cos(i) are the same for i ∈ N and i ∈ R.
As d(sin(i)+cos(i))di = cos(i) − sin(i) = 0 iff sin(i) = cos(i), it follows that for
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u′ s′ v′
[0, 12 ] [0,
1
2 ]
[2−
√
2
4 ,
2+
√
2
4 ]
Figure 3.9: An interval abstraction of the infinite-state DTMC from Fig-
ure 3.3 (left) and a visualization of concrete and abstract behavior (right).
i = arctan(1) = {14pi + jpi | j ∈ Z} the values are extreme, in fact, the
infimum and supremum for sin(i) + cos(i) are −√2 and √2. From these
preliminary considerations it follows that the abstraction of M induced by
α as given in Example 3.1.2 is the AMC depicted in Figure 3.9 (left).
Let us compare the (nondeterministic) behavior in the abstraction with
the concrete behavior. For state s′, the probability to take a transition to
u′ and v′ respectively is in [0, 12 ]. In Figure 3.9 (right), these restrictions are
represented by the square with edge length 12 . Furthermore, the self-loop
probability from s′ to s′ is in [2−
√
2
4 ,
2+
√
2
4 ], hence, the probability mass that
is left for taking a transition to u′ or v′ is in 1− [2−
√
2
4 ,
2+
√
2
4 ] = [
2−√2
4 ,
2+
√
2
4 ]
∼=
[0.15, 0.85]. In Figure 3.9 (right), this is indicated by the solid diagonal lines.
What is left as possible abstract behavior is represented by the hexagonal
shape.
Now consider the concrete behaviors. Plotting the coordinates (µ(u), µ(v))
for all distributions µ ∈ P(si, ·) with i ∈ N yields a circle with radius 14 and
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center (14 ,
1
4), which is completely contained in the hexagonal shape represent-
ing the choices in the interval abstraction. This implies, that all countably
many choices we would have to associate to s′ in the MDP abstraction can
also be chosen in the interval abstraction, but not the other way around.
The remainder of this section is dedicated to a formal comparison of the
two abstraction techniques. We show that, given a Markov chain and an
abstraction function, interval abstractions are at least as abstract as MDP
abstractions in terms of probabilistic simulation.
Theorem 3.4.2. For any Markov chain M with state space S and abstrac-
tion function α : S → S ′ (for which αMDP(M) is defined), it holds:
M < αMDP(M) < α(M)
Proof. Let M = (S,P, L, µ0) be a Markov chain and α : S → S ′ an abstrac-
tion function for which αMDP(M) = (S ′, A′,P′, L′, µ′0) is the induced MDP
abstraction with transitions TMDP and α(M) = (S ′, P˜l, P˜u, L˜, µ˜0) is the in-
duced interval abstraction with transitions T. A slight variant of the first
part M < αMDP(M) has been shown in [DJJL01], thus we concentrate on
proving that αMDP(M) < α(M). Let R : S ′ × S ′ with s′Rs˜ iff γ(s′) = γ(s˜),
that is, we compare abstract states representing the same set of concrete
states. As we consider the same α for both abstractions, this implies s′Rs˜ iff
s′ = s˜.
First, note that L′ = L˜ and µ′0 = µ˜0 by definition; thus conditions (1)
and (2a) in Definition 3.4.2 are fulfilled trivially. It remains to show the
satisfaction of condition (2b), i.e. for all s′Rs˜ it holds that for any µ′ ∈
TMDP(s′), there exists µ˜ ∈ T(s˜) with µ′ <R µ˜. As s′Rs˜ iff s′ = s˜, it suffices
to show that TMDP(s′) ⊆ T(s′) for all s′ ∈ S ′.
By the definition of TMDP(s′), we have that for any µ′ ∈ distr(S ′) it holds
µ′ ∈ TMDP(s′) iff there exists s ∈ γ(s′) with µ′(u′) = µ(γ(u′)) for µ = P(s, ·).
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For such a µ ∈ distr(S), by Definition 3.2.2, it holds for all u′ ∈ S ′:
P˜l(s′, u′) = inf sˆ∈γ(s′)P(sˆ, γ(u′))
≤ µ(γ(u′)) = µ′(u′)
!
"
#
$3.4
≤ min(1, supsˆ∈γ(s′)P(sˆ, γ(u′))) = P˜u(s′, u′)
Further, the set T(s′) contains all distributions respecting the intervals given
by P˜l and P˜u in the interval abstraction, i.e.
T(s′) = {µ′ ∈ distr(S ′) | µ′(u′) ∈ [P˜l(s′, u′), P˜u(s′, u′)] for all u′ ∈ S ′}.
Thus, from inequation (3.4) it follows that µ′ ∈ T(s′).
3.5 Summary and discussion
In this chapter, we introduced two rather similar abstraction techniques:
MDP abstraction and interval abstraction. While the former technique is
technically easier to deal with – no normalization is necessary – the latter
yields more compact representations and finite abstractions for a larger class
of infinite-state models. We showed that both, MDP abstraction and interval
abstraction, simulate the given concrete model; moreover, for a fixed abstrac-
tion function, the resulting AMC obtained by interval abstraction simulates
the MDP obtained by MDP abstraction. In other words, interval abstraction
yields more abstract results than MDP abstraction.
We lifted abstraction for discrete-time models to the continuous-time set-
ting; to our knowledge, this has not been done before [KKLW07a]. However,
an orthogonal technique for the abstraction of CTMCs based on a partial
ordering of the state space has been presented in [CVV08]; investigating the
possible gains by combining both techniques is a worthy objective for future
research. Another direction that needs to be explored is, how to automati-
cally find an adequate partitioning of the state space, and, for the orthogonal
technique, a partial ordering on the state space.
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4
Model checking
abstract Markov chains
In the previous chapter, we discussed how to omit details by grouping states
in order to obtain manageable (finite) abstractions for infinite models; we
focused on AMCs as the presented ideas are easily transferable to MDPs. In
the following, we will investigate which information is preserved by abstrac-
tion and how to derive that information effectively.
The abstract models we obtain by the presented techniques are subject
to nondeterminism, thus, we cannot compute fixed probability measures, say
reachability probabilities, as for deterministic models; instead we may com-
pute minimal and maximal probabilities w.r.t. a set of schedulers resolving
the nondeterminism. We strive to compute minimal and maximal proba-
bilities for abstractions that are safe lower and upper bounds of the actual
probabilities in the concrete model; therefore, we first discuss which class of
schedulers we have to consider in order to obtain such safe bounds. An essen-
tial result is that so-called extreme schedulers suffice for computing minimal
(maximal) measures.
Further, we present algorithms for computing reachability probabilities
on AMCs, i.e. step- and time-bounded reachability as well as unbounded
reachability. These algorithms are, as we shall see, the key ingredients of the
model checking procedure for PCTL and CSL. Finally, in a case study from
the area of queueing theory, we show how abstraction can yield quite precise
results where standard techniques are not feasible at all.
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4.1 Extreme probability measures
When minimizing (or maximizing) probability measures, say for reaching a
set of goal states within a given amount of steps or time, we have to refer
to a class of schedulers. In this section, we discuss which class of schedulers
is appropriate for abstraction, that is, what information on the history of a
systems development schedulers need to know in order to yield bounds for
the actual probability measures. Then, we reduce the set of schedulers to a
manageable subset that preserves extreme measures and therefore is referred
to as extreme schedulers.
In general, it is not clear whether stationary, history-dependent or timed
schedulers (cf. Section 2.4.2, p. 28) yield safe lower and upper bounds. We
have already shown that for time-bounded reachability in CTMDPs these
three scheduler classes yield pairwise different results. The same arguments
apply to ACTMCs as well and therefore it is important to discuss which
scheduler class is appropriate in the context of abstraction. While for un-
bounded reachability stationary schedulers are known to suffice [dA97], in the
following example we will see that this is not the case for bounded reacha-
bility.
Example 4.1.1. Let CTMC M = (S,P, L, µ0,λ) be as depicted in Fig-
ure 4.1 (top) with k ∈ N>0. Basically, there are two paths from s0 to sg
where for both, the probability to finally reach sg is
1
2 and the time it takes
is distributed the same on both paths, namely Erlang-(3k+2).
Let α : S → S ′ be given by γ(s′) = {s} for all s′ $= s¯′0 and γ(s¯′0) = {s¯0, u¯0}.
In α(M) as depicted in Figure 4.1 (middle), both paths are now split into a
prefix (ending in s¯′0) and a suffix; note that the prefix s
′
0 → s′1 → . . .→ s¯′0 is
short, i.e. fast, but half of the probability is lost for reaching s′g; in contrast,
the prefix s′0 → u′1 → . . . → s¯′0 is long, i.e. slow, but all of the probability
may still flow to s′g finally. By considering the history that led to s¯
′
0 in
α(M), it is easy to decide which of the suffixes has to be chosen in order to
mimic the behavior of M. Note that it is not necessary to take the timing
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Figure 4.1: Stationary (SMD) schedulers do not suffice: the supremum over
stationary schedulers in the ACTMC (middle) is lower than the probability
in the concrete model (top) for, e.g. t = 4 and λ = k = 10 (bottom).
65
CHAPTER 4. MODEL CHECKING ABSTRACT MARKOV CHAINS
information into account: e.g. for any two timed paths ς, ς ′ ∈ PathM with
ς[j] = ς ′[j] ∈ γ(s¯′0) for some j ∈ N>0 and ς[i] = ς ′[i] for all i ∈ {0, . . . , j}, the
successor probability distribution in α(M) simulating the original CTMC in
the (j+1)-st state of both paths must be the same.
If one restricts to simple (SMD) schedulers, M cannot be mimicked any-
more; moreover, choosing successor s¯′1 with probability 1 (or u¯
′
1 respectively)
for all histories does not result in a lower or an upper bound for time-bounded
reachability probabilities in M (cf. Figure 4.1, bottom); this remains to be
true for any other distribution over {s¯′1, u¯′1}.
Similar observations can be made for step-bounded reachability.
As shown in the example above, we need to consider history-dependent
schedulers, however, it is not necessary to consider timed ones as will be
proven later on. The following lemma justifies why for AMCs, in contrast
to MDPs, randomization does not yield a larger class of schedulers as their
deterministic counterparts. It states that the classes of schedulers are closed
under convex combinations.
Lemma 4.1.1. Let M be an AMC, Di ∈ DM and pi ∈ [0, 1] for all i ∈ N
such that
∑∞
k=0 pi = 1. Then,
∑∞
i=0 pi ·Di ∈ DM.
Proof. Let Di ∈ DM, and pi ∈ [0, 1] for all i ∈ N with ∑∞i=0 pi = 1. First,
observe that for all # ∈ PathfMabs with #↓= s, it holds Di(#) ∈ TM(s) for all
i ∈ N and D(#) =∑∞i=0 pi ·Di(#) ∈ distr(S). Let µ = D(#) and µi = Di(#).
Then for all i ∈ N, u ∈ S we have Pl(s, u) ≤ µi(u) ≤ Pu(s, u) which implies
Pl(s, u) ≤∑∞i=0 piµi(s) = µ(u) ≤ Pu(s, u).
Hence, D(#) ∈ TM(s) and therefore D ∈ DM.
Recall that our main objective is to obtain algorithms for minimal (max-
imal) reachability probabilities. In order to restrict to a manageable class
of schedulers, i.e. schedulers that do not face an infinite number of choices,
we focus on schedulers that may only select so-called extreme distributions:
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Figure 4.2: A geometric interpretation of intervals (cube, white nodes), set
distr(S) (triangle, dotted lines) and extreme distributions (black nodes).
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Consider the cube in Figure 4.2. It represents all combinations of values
that can be chosen from the three probability intervals [0, 12 ], [0,
2
3 ] and [0,
2
3 ]
of the AMC in Figure 4.2 (top, left). The set distr({s, u, v}) is represented
by the dotted triangle in Figure 4.2 (bottom, left). Hence, all points in
the intersection of the cube and the triangle are distributions respecting the
interval bounds (bottom, right). The six bold vertices spanning the intersec-
tion may serve as a finite representation of the infinite set of choices: every
distribution µ ∈ T(s) can be constructed as a convex combination of the
six extreme distributions which span the intersection; that is, a scheduler
choosing randomly from extreme distributions can make the same decisions
as a scheduler choosing deterministically (or randomly) from the set of all
distributions respecting the intervals.
Definition 4.1.1 (Extreme distributions). Let AMCM = (S,Pl,Pu, L, µ0)
be delimited, s ∈ S and U ⊆ S. We define extr(Pl,Pu, U, s) ⊆ T(s) such
that for any µ ∈ extr(Pl,Pu, U, s), it holds
1. U = ∅ implies µ(u) = Pl(s, u) = Pu(s, u) for any u ∈ S
2. U $= ∅ implies that for some u ∈ U either
(a) µ(u) = Pl(s, u) and
µ ∈ extr(η(Pl,Pu[(s, u) '→ µ(u)]), U \ {u}, s), or
(b) µ(u) = Pu(s, u) and
µ ∈ extr(η(Pl[(s, u) '→ µ(u)],Pu), U \ {u}, s).
Distribution µ ∈ T(s) is called extreme if µ ∈ extr(Pl,Pu, S, s).
Here, extr(Pl,Pu, U, s) denotes the subset of distributions in state s for
which all probabilities of states not in U are extreme. The recursive nature of
this definition stems from the fact that fixing an (extreme) probability for one
of the states in U possibly restricts the choices for the remaining states. Note
that extr(Pl,Pu, U, s) is not uniquely defined as the order in which probabili-
ties are fixed for states in U may restrict the choices for the remaining states.
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Figure 4.3: A Markov chain (left) and an abstraction with 2n extreme dis-
tributions in s′.
Further, in case {s ∈ S | Pl(s, S) > 0} is finite, the set extr(Pl,Pu, S, s) is
finite, whereas the set T(s) is typically uncountably infinite as the transition
intervals are dense. While reducing the set of significant distributions from
infinite to finite size, the number of distributions may still be exponential
in the size of the state space; this is shown in the following example. Yet,
minimal and maximal step- and time-bounded reachability probabilities can
be computed in polynomial time in the size of the state space as we will see
in Sections 4.2 and 4.3.
Example 4.1.2. Consider the AMC in Figure 4.3 (right) resulting from
abstraction of the Markov chain (left) by merging s0 and s1 to s′. Let pi > 0
for all 1 ≤ i ≤ n and note that ∑ni=1 pi = 1. In s′ there are 2n different
extreme distributions as for each U ⊆ {u′1, . . . , u′n} there is a distinct extreme
distribution µ ∈ T(s′) with µ(s′) = 1− µ(U) and µ(u′i) = pi iff u′j ∈ U .
A history-dependent deterministic scheduler E : Pathf → distr(S) that
chooses extreme distributions only, i.e. for all # ∈ Pathf it holds E(#) ∈
extr(Pl,Pu, S, #↓), is called extreme. Sets of HD schedulers that are restricted
to extreme ones are denoted EM. For AMC M and scheduler D ∈ DM, let
MD be the induced Markov chain and let PrMD , or simply PrD, denote the
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probability measure associated with MD, and BM the σ-algebra generated
by cylinder sets of paths inM. We may use PrD as a measure on BM rather
than for sets of paths in MD, as every state in MD is a path fragment of
M, e.g., for ADTMCM and scheduler D, the probability of the cylinder set
C(s1 s2 s3) ⊂ PathM equals the measure of C(s1 s1s2 s1s2s3) ⊂ PathMD , i.e.,
PrD(C(s1 s2 s3)) = PrMD(C(s1 s1s2 s1s2s3)).
Later in this section, we will show that extreme schedulers constitute
an important class of schedulers as minimum (and maximum) reachability
probabilities under extreme schedulers are optimal, i.e., allowing non-extreme
schedulers does not yield better minima (maxima). In fact, this applies not
only to reachability probabilities, but to more general events.
Optimal choices. Before we take a closer look at general measures under
extreme schedulers, we show how to optimally choose an extreme distribution
over successor states for which a certain rating is given. Intuitively, the higher
the rating of a successor, the more beneficial it is to minimize or maximize the
probability for taking a transition to that successor. In the following, we focus
on minimization; for maximization the argument can be made analogously.
Definition 4.1.2. Let M = (S,Pl0,Pu0 , L, µ0) be an AMC, s ∈ S and ν :
S → [0, 1] a rating of the states; further, let {u0, u1, . . .} = S be the state
space ordered such that ν(ui) ≤ ν(uj) iff i ≤ j. Then, we define minM(s, ν) =
µ′ ∈ extr(Pl0,Pu0 , S, s) by µ′(ui) = Pui (s, ui) for
(Pli+1,P
u
i+1) = η(P
l
i[(s, ui) '→ Pui (s, ui)],Pui ) for i ∈ N.
Intuitively, minM(s, ν) maximizes the probability for choosing successor
states u0, u1, . . . of s iteratively (where ν(ui) ≤ ν(uj) iff i ≤ j) while respect-
ing the transition probability intervals in M. In order to avoid choosing
values that do not yield a distribution, normalization is applied after each
step.
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Figure 4.4: Iteratively computing the optimal choice in s for minimizing
w.r.t. rating ν = {s '→ 34 , u '→ 0, v '→ 1}.
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Example 4.1.3. Let us consider the cube example from Figure 4.2 again and
let us compute minM(s, ν) with ν = {s '→ 34 , u '→ 0, v '→ 1}. The AMC M,
its graphical representation and the rating ν are depicted in Figure 4.4 (top).
Basically, the minimization function will determine an extreme distribution
such that no other extreme distribution (represented by black dots) is smaller
in terms of the projection to the ν vector. This is achieved by performing
the following computations:
1. as u has the smallest rating ν(u) = 0, maximize the choice for u, i.e. set
Pl1(s, u) = P
u
0(s, u) =
2
3 and compute the normalization of the resulting
choices (see Figure 4.4, middle),
2. as s has the second smallest rating ν(s) = 34 , maximize the choice for
s by setting Pl2(s, s) = P
u
1(s, s) =
1
3 and compute the normalization of
the resulting choices (see Figure 4.4, bottom),
3. as all other choices have been made, Pl2(s, v) = P
u
2(s, v) = 0 must
already be determined as M is delimited.
Hence, we obtain extreme distribution minM(s, ν) = {u '→ 23 , s '→ 13}. Let us
validate that the minimization function indeed made its choices to minimize
w.r.t. the given rating:
extreme distribution µ
∑
u∈S µ(u) · ν(u)
{u '→ 23 , s '→ 13} 14 = 0.25
{u '→ 23 , v '→ 13} 13 = 0.333 . . .
{s '→ 12 , u '→ 12} 38 = 0.375
{s '→ 12 , v '→ 12} 78 = 0.875
{v '→ 23 , u '→ 13} 23 = 0.666 . . .
{v '→ 23 , s '→ 13} 1112 = 0.916 . . .
Obviously, for minM(s, ν) = {u '→ 23 , s '→ 13}, the weighted sum over the
ratings is minimal.
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The following lemma formalizes the observation made in the above ex-
ample regarding the minimality w.r.t. a rating for distributions obtained by
the minimization function from Definition 4.1.2.
Lemma 4.1.2. Let M = (S,Pl,Pu, L, µ0) be an AMC, s ∈ S and ν : S →
[0, 1] a rating of the state space. For all µ ∈ TM(s):
∑
u∈S min
M(s, ν)(u) · ν(u) ≤∑u∈S µ(u) · ν(u)
Proof. Let M = (S,Pl,Pu, L, µ0) be an AMC, s ∈ S, ν : S → [0, 1] and
let µ ∈ TM(s) be arbitrary. Recall that by definition, µmin = minM(s, ν)
maximizes the probability for choosing successor states u0, u1, . . . of s itera-
tively (where ν(ui) ≤ ν(uj) iff i ≤ j). Moreover, it is the only distribution
µ ∈ TM(s) for which ∑ij=0 µ(ui) is maximal for all i ∈ N as we show by
contraposition:
Assume, µ ∈ TM(s) \ {µmin} and for all i ∈ N, we have that
∑i
j=0 µ(ui)
is maximal w.r.t. TM(s). Then, there exists i ∈ N, with µ(ui) $= µmin(ui)
and for all j < i it holds µ(uj) = µmin(uj). Consider two cases:
1. Let µ(ui) < µmin(ui), then
∑i
j=0 µ(ui) <
∑i
j=0 µmin(ui) contradicting
our assumption regarding µ.
2. Let µ(ui) > µmin(ui), then for Pui as given in Definition 4.1.2 it holds
Pui (s, ui) ≥ µ(ui) > µmin(ui) which contradicts µmin = minM(s, ν).
Thus, it holds
∑i
j=0 µmin(uj) ≥
∑i
j=0 µ(uj) for all i ∈ N. This allows us
to construct a weight function ∆ : S × S → [0, 1] relating distributions µmin
and µ ∈ T(s) with ∆(ui, S) = µmin(ui), ∆(S, uj) = µ(uj) and an additional
condition ∆(ui, uj) > 0 =⇒ i ≤ j. For all i, j ∈ N, we define:
∆(ui, uj) =
∣∣∣[∑i−1k=0 µmin(uk),∑ik=0 µmin(uk)] ∩ [∑j−1k=0 µ(uk),∑jk=0 µ(uk)]∣∣∣
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Then, for all i, j ∈ N, the above conditions are satisfied as
∆(ui, S) =
∣∣∣[∑i−1k=0 µmin(uk),∑ik=0 µmin(uk)] ∩ [0, 1]∣∣∣ = µmin(ui)
∆(S, uj) =
∣∣∣[0, 1] ∩ [∑j−1k=0 µ(uk),∑jk=0 µ(uk)]∣∣∣ = µ(uj)
∆(ui, uj) =
∣∣∣[∑i−1k=0 µmin(uk),∑ik=0 µmin(uk)] ∩ [∑j−1k=0 µ(uk),∑jk=0 µ(uk)]∣∣∣
= 0, if i > j
where the last equation follows from∑i−1
k=0 µmin(uk) ≥
∑i−1
k=0 µ(uk) ≥
∑j
k=0 µ(uk) for all j ∈ N with i > j.
Intuitively, when redistributing µmin to µ by ∆, it is not necessary to
assign some probability from µmin (ui) to µ(uj) for any i > j as exemplified
in the following picture:
µmin(u0) µmin(u1) µmin(u2)
∆(u0, u0) ∆(u0, u1) ∆(u1, u1) ∆(u1, u2) ∆(u1, u3) ∆(u2, u3)
µ(u0) µ(u1) µ(u2) µ(u3)
We now compute for any µ ∈ TM(s) and for a corresponding ∆ as defined
above ∑
i∈N µmin(ui) · ν(ui)
=
∑
i∈N∆(ui, S) · ν(ui) (Def.∆, µmin)
=
∑
i,j∈N∆(ui, uj) · ν(ui)
=
∑
j∈N
∑j
i=0∆(ui, uj) · ν(ui) (Def.∆)
≤ ∑j∈N∑ji=0∆(ui, uj) · ν(uj) (∀i ≤ j : ν(ui) ≤ ν(uj)
=
∑
i,j∈N∆(ui, uj) · ν(uj) (Def.∆)
=
∑
j∈N∆(S, uj) · ν(uj)
=
∑
j∈N µ(uj) · ν(uj) (Def.∆)
concluding the proof.
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With the above lemma, we can now show that extreme distributions do
suffice for obtaining extreme measures in an abstract Markov chain.
Theorem 4.1.3. For any AMC M and measurable set Q ∈ BM:
infE∈EM Pr
E(Q) = infD∈DM Pr
D(Q)
supE∈EM Pr
E(Q) = supD∈DM Pr
D(Q)
Proof. Let µ0 be the initial distribution of M and assume that M is delim-
ited. As the arguments are similar for the supremum and the infimum, we
give details only for the infimum. Let us first treat the discrete-time case,
i.e., we assume that M is an ADTMC.
Discrete-time case:
Before proving the claim, let us fix some notations. For all n ∈ N ∪ {−1},
let En ⊂ EM be the set of schedulers that choose extreme distributions for
histories of length ≤ n, i.e. E−1 = D and for any En ∈ En it holds En(#) ∈
extr(Pl,Pu, S, #↓) for all # ∈ PathfM≤n. Then, EM =
⋂
n∈N En where En−1 ⊇ En
for all n ∈ N.
Further, for Q ∈ BM and # ∈ PathfM, let Q! = Q ∩ C(#) denote the
subset of Q where ρ ∈ Q! iff ρ = # → . . . ∈ Q; note that Q =
⋃
!∈PathfM=n Q!
for all n ∈ N and PrD(Q!)/PrD(C(#)) is the conditional probability under
scheduler D for paths with a given prefix # ∈ PathfM being in Q. Hence, for
any n ∈ N we have:
PrD(Q) =
∑
!∈PathfM=n µ0(#[0]) ·
∏n−1
i=0 D(#[0..i])(#[i+1]) · Pr
D(Q")
PrD(C(!))
By contraposition, we now show that for all D ∈ DM, there exists E ∈ EM
such that PrE(Q) ≤ PrD(Q). Assume that for some D ∈ DM, it holds
PrE(Q) > PrD(Q) for all E ∈ EM. Hence, D ∈ DM \ EM = DM \ (⋂n∈N En),
i.e. there exists a smallest n ∈ N, such that D $∈ En and DM ∈ En−1.
We now define En ∈ En based on D ∈ En−1. Let En(#) = D(#) for
all # ∈ PathfM.=n and En(#) = minM(# ↓, ν) for all # ∈ PathfM=n and for
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ν : S → [0, 1] with ν(u) = PrD(Q"u)
PrD(C(!u)) for all u ∈ S. From Lemma 4.1.2 it
follows that for all # ∈ PathfM=n:
∑
i∈NEn(#)(ui) · Pr
D(Q"ui)
PrD(C(!ui)) ≤
∑
i∈ND(#)(ui) · Pr
D(Q"ui)
PrD(C(!ui))
With Q =
⋃
!∈PathfM=n Q! for all n ∈ N and with #, #′ ∈ PathfM=n and # $= #′
implies Q! ∩Q!′ = ∅, we obtain:
PrEn(Q)
=
∑
!∈PathfM=n µ0(#[0]) ·
∏n−1
i=0 En(#[0..i])(#[i+1]) · Pr
En(Q")
PrEn (C(!))
=
∑
!∈PathfM=n µ0(#[0]) ·
∏n−1
i=0 En(#[0..i])(#[i+1]) ·
∑
i∈NEn(#)(ui)
PrEn (Q"ui)
PrEn (C(!ui))
=
∑
!∈PathfM=n µ0(#[0]) ·
∏n−1
i=0 D(#[0..i])(#[i+1]) ·
∑
i∈NEn(#)(ui)
PrD(Q"ui )
PrD(C(!ui))
≤ ∑!∈PathfM=n µ0(#[0]) ·∏n−1i=0 D(#[0..i])(#[i+1]) ·∑i∈ND(#)(ui) PrD(Q"ui)PrD(C(!ui))
=
∑
!∈PathfM=n µ0(#[0]) ·
∏n−1
i=0 D(#[0..i])(#[i+1]) · Pr
D(Q")
PrD(C(!))
= PrD(Q)
Hence, there does not exist a smallest n ∈ N such that for all En ∈ En it holds
PrEn(Q) > PrD(Q). Thus we come to the conclusion that for any D ∈ DM
there exists E ∈ EM such that PrE(Q) ≤ PrD(Q) and, in the discrete-time
setting, the theorem holds.
Continuous-time case:
Before proving the theorem in the continuous-time setting we have to dis-
cuss how probabilities of general events are measured in CTMDP-like models.
The basic idea is to define measures inductively over so-called combined tran-
sitions, measurable sets of delays and successor states. In the following, we
provide the basic definitions that are necessary for this proof; for a more
complete introduction, we refer to [WJ06].
Formally, in a CTMDP or an ACTMC, a combined transition
[a,b]−→ U
with respect to a history-dependent deterministic scheduler D is a measurable
76
4.1. EXTREME PROBABILITY MEASURES
rectangle consisting of a time interval [a, b] ⊆ R≥0 and successor states U ⊆ S
where its measure is given by:
pD(ς,
[a,b]−→ U) = ∫
R≥0
λe−λtdt · ∫S 1(t ∈ [a, b]) · 1(s ∈ U) ·D(ςabs)(ds)
Intuitively, pD(ς,
[a,b]−→ U) is the probability w.r.t. scheduler D and for the
time-abstract history ςabs ∈ PathfMabs, to take a transition within t ∈ [a, b]
time units to a successor u ∈ U . To derive this probability, a Lebesgue-
integral is taken over all possible delays t ∈ R≥0 in the current state and
all possible successor states s ∈ S; combinations of delay and successor state
that are not in
[a,b]−→ U do not contribute to the probability measure due to the
indicator functions. Note that by disallowing randomized schedulers, we save
ourselves the necessity to integrate over the schedulers randomized choices
as done in [WJ06].
We only consider untimed schedulers, therefore the integral over delays
t and the one over successor states are independent of each other. Further,
the integral over successors is only over a countable set, thus it is merely a
countable sum. With these arguments, we derive:
pD(ς,
[a,b]−→ U) = ∫
R≥0
λe−λtdt · (∫S 1(t ∈ [a, b]) · 1(s ∈ U) ·D(ςabs)(ds))
=
∫
R≥0
1(t ∈ [a, b]) · λe−λtdt · (∫S 1(s ∈ U) ·D(ςabs)(ds))
=
∫ b
a λe
−λtdt · (∑u∈U D(ςabs)(u))
=
∑
u∈U D(ςabs)(u) ·
∫ b
a λe
−λtdt
We lift pD to arbitrary measurable rectangles (sets of combined transitions)
R ∈ R≥0 × S. Let Rs = {t ∈ R≥0 | ( t→ s) ∈ R} for all s ∈ S, then
pD(ς, R) =
∑
s∈SD(ςabs)(s) ·
∫
Rs λe
−λtdt
Note that this definition is consistent with the definition for combined tran-
sitions
[a,b]−→ U . For R = [a,b]−→ U and s $∈ U it holds Rs = ∅ and thus∫
Rs λe
−λtdt = 0. Hence, for R =
[a,b]−→ U we obtain:
pD(ς, R) =
∑
s∈SD(ςabs)(s) ·
∫
Rs λe
−λtdt =
∑
s∈U D(ςabs)(s) ·
∫ b
a λe
−λtdt
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Now, let us proceed with discussing the inductive definition of a probability
measure PrD : BM → [0, 1] for fixed initial distribution µ0 of CTMDP (or
ACTMC) M and deterministic history-dependent scheduler D ∈ DM. The
inductive definition is over the length of paths, where in each step, sets Qm of
timed paths of length m are extended by combined transitions (measurable
rectangles) to sets Qm+1 of timed paths of length m+ 1:
Pr0D(Q0) =
∑
s∈Q0 µ0(s)
Prm+1D (Qm+1) =
∫
PathfM=m
PrmD(dς) ·
∫
R≥0×S 1(ς
t→ s ∈ Qm+1) · pD(ς, d( t→ s))
By the Ionescu-Tulcea theorem, the measure is then uniquely lifted from
finite paths of unbounded length to infinite ones [ADD00, Theorem 2.7.2].
We denote the resulting measure as PrD.
We now derive an alternative definition for Prm+1D (Qm+1). Let m ∈ N,
Q0 ⊆ S and for all i ∈ {0, . . . , m}, let Qi+1 = Qi × Ri+1 with measurable
rectangles Ri+1 ⊆ R≥0 × S (that is, ς t→ s ∈ Qi+1 =⇒ ς ∈ Qi), then we
compute
Prm+1D (Qm+1)
=
∫
PathfM=m+1
Prm+1D (dς) · 1(ς ∈ Qm+1)
=
∫
PathfM=m
PrmD(dς) ·
(∫
R≥0×S 1(ς
t→ s ∈ Qm+1) · pD(ς, d( t→ s))
)
=
∫
PathfM=m
PrmD(dς) · 1(ς ∈ Qm) ·
(∫
Rm+1
pD(ς, d(
t→ s))
)
=
∫
PathfM=m
PrmD(dς) · 1(ς ∈ Qm) ·
(∑
sm+1∈S D(ςabs)(sm+1) ·
∫
R
sm+1
m+1
λe−λtdt
)
=
∫
PathfM=0
Pr0D(dς) · 1(ς ∈ Q0) ·
(∑
s1∈S D(ςabs)(s1) ·
∫
R
s1
1
λe−λtdt
· . . . ·
(∑
sm+1∈S D(ςabs sm(sm+1) ·
∫
R
sm+1
m+1
λe−λtdt
)
. . .
)
=
∑
s0∈Q0 µ0(s0) ·
(∑
s1∈SD(s0)(s1) ·
∫
R
s1
1
λe−λtdt
· . . . ·
(∑
sm+1∈S D(s0 s1 . . . sm)(sm+1) ·
∫
R
sm+1
m+1
λe−λtdt
)
. . .
)
=
∑
s0∈Q0 µ0(s0) ·
(∑
s1∈SD(s0)(s1) · . . . ·
(∑
sm+1∈SD(s0 . . . sm)(sm+1)
· ∫Rs11 λe−λtdt · . . . · ∫Rsm+1m+1 λe−λtdt) . . . )
=
∑
!∈Pathfabs=m+1 µ0(#[0]) ·
∏m
i=0D(#[0..i])(#[i+1]) ·
∏m
i=0
∫
R"[i+1]i+1
λe−λtdt
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where Pathfabs is shorthand for PathfMabs, the set of time-abstract paths inM.
With this definition, we now show that for all m,n ∈ N with l = min(m,n):
PrmD(Qm) =
∑
!′∈Pathfabs=l µ0(#
′[0]) ·∏l−1i=0D(#′[0..i])(#′[i+1]) · PrmD (Q"′)PrmD (C(!′))
We distinguish two cases: for l = m < n ∈ N, by definition it follows directly
PrmD(Qm) =
∑
!′∈Pathfabs=m µ0(#
′[0]) ·∏m−1i=0 D(#′[0..i])(#′[i+1]) · PrmD (Q"′)PrmD (C(!′))
and for m ≥ n = l ∈ N we compute:
PrmD(Qm)
=
∑
!∈Pathfabs=m µ0(#[0])
∏m−1
i=0 D(#[0..i])(#[i+1])
∏m−1
i=0
∫
R
"[i+1]
i+1
λe−λtdt
=
∑
!∈Pathfabs=m µ0(#[0])
∏n−1
i=0 D(#[0..i])(#[i+1])∏m−1
i=n D(#[0..i])(#[i+1])
∏m−1
i=0
∫
R"[i+1]i+1
λe−λtdt
=
∑
!′∈Pathfabs=n µ0(#
′[0])
∏n−1
i=0 D(#
′[0..i])(#′[i+1])∑
!∈Pathfabs=m:!=!′···
∏m−1
i=n D(#[0..i])(#[i+1])
∏m−1
i=0
∫
R"[i+1]i+1
λe−λtdt
=
∑
!′∈Pathfabs=n µ0(#
′[0])
∏n−1
i=0 D(#
′[0..i])(#′[i+1])(
µ0(#′[0])
∏n−1
i=0 D(#
′[0..i])(#′[i+1])
/
µ0(#′[0])
∏n−1
i=0 D(#
′[0..i])(#′[i+1])
)∑
!∈Pathfabs=m:!=!′···
∏m−1
i=n D(#[0..i])(#[i+1])
∏m−1
i=0
∫
R
"[i+1]
i+1
λe−λtdt
=
∑
!′∈Pathfabs=n µ0(#
′[0])
∏n−1
i=0 D(#
′[0..i])(#′[i+1])(∑
!∈Pathfabs=m:!=!′··· µ0(#[0])
∏m−1
i=0 D(#[0..i])(#[i+1])
∏m−1
i=0
∫
R
"[i+1]
i+1
λe−λtdt
)
/ (
µ0(#′[0])
∏n−1
i=0 D(#
′[0..i])(#′[i+1]))
)
=
∑
!′∈Pathfabs=n µ0(#
′[0])
∏n−1
i=0 D(#
′[0..i])(#′[i+1])
PrmD (Q"′)
PrmD (C(!′))
For any n ∈ N, with the Ionescu-Tulcea theorem and with l = min(∞, n) = n,
we obtain that
PrD(Q) =
∑
!′∈Pathfabs=n µ0(#
′[0]) ·∏n−1i=0 D(#′[0..i])(#′[i+1]) · PrD(Q"′)PrD(C(!′))
holds, just as in the discrete-time setting.
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Now that we have recalled the inductive definition of probability measures
of general events in the continuous-time setting and tailored it for determin-
istic history-dependent schedulers, the proof of the theorem can be shown,
following the same lines as in the discrete-time setting, i.e., it can be shown
by contraposition that for all D ∈ DM, there exists E ∈ EM such that
PrE(Q) ≤ PrD(Q) (cf. p. 75 f.).
By Theorem 4.1.3, it suffices to consider extreme schedulers for the infi-
mum/supremum of the probability of measurable sets in AMCs.
4.2 Step-bounded reachability
This section focuses on step-bounded reachability probabilities, i.e. the prob-
ability to reach a state in the set of goal states B within a fixed number of
steps i. For n, i ∈ N, we define:
Reach=n(B) = {ς ∈ PathM | ς[n] ∈ B and for all k < n, ς[k] $∈ B}
Reach≤i(B) =
⋃i
n=0Reach
=n(B)
Let M′ be an AMC with state space S ′ and assume M < M′, i.e., there
exists a probabilistic simulation R ⊆ S × S ′ satisfying the conditions in
Definition 3.4.2. The sets B ⊆ S and B′ ⊆ S ′ are called compatible (w.r.t.
R) iff for all s ∈ S, s′ ∈ S ′ we have sRs′ implies s ∈ B iff s′ ∈ B′.
We are interested in the relationship between the reachability probabil-
ities Reach≤i(B) in M and Reach≤i(B′) in M′. A time-abstract path frag-
ment s0 → . . . → sn in M with sn ∈ B can be mimicked in a stepwise
manner by a time-abstract path fragment s′0 → . . . → s′n in M′ if siRs′i for
all 0 ≤ i ≤ n and s′n ∈ B′. Since siRs′i implies that any distribution in
T(si) has a matching distribution in T(s′i), it follows that for each scheduler
D ∈ DM we can construct a scheduler D′ ∈ DM′ such that the probabilities
of the corresponding cylinder sets agree:
PrDs0(C(s0 . . . sn)) = PrD
′
s′0
(C(s′0 . . . s′n)).
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Figure 4.5: An example Markov chainM (top), one of its abstractionsM′ =
α(M) (middle) and the Markov chain M′D (bottom) induced by a scheduler
simulating M.
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A similar idea is used for the events Reach≤i(B) and Reach≤i(B′) and initial
distributions µ0 and µ′0 (rather than s0 and s
′
0). The main principle of this
construction is illustrated by the following example.
Example 4.2.1. Consider the Markov chain M in Figure 4.5 (top) and its
abstraction M′ = α(M) (middle) where γ(s′0) = {s0, u0}, γ(s′1) = {s1, u1}
and γ(s′i) = {si} for i ∈ {2, 3}. The aim is to obtain a scheduler D on M′
that mimics the behavior of M. The idea here is to construct D such that
sets of paths in the induced Markov chain M′D have the same probability as
their counterparts in M. This requires the computation of the conditional
probabilities:
P′D(s
′
0, s
′
0s
′
1) =
1
3 · 12+ 23 ·1
1
3+
2
3
= 56 P
′
D(s
′
0, s
′
0s
′
3) =
1
3 · 12
1
3+
2
3
= 16
P′D(s
′
0s
′
1, s
′
0s
′
1s
′
2) =
1
3 · 12 · 45
1
3 · 12+ 23 ·1
= 425 P
′
D(s
′
0s
′
1, s
′
0s
′
1s
′
3) =
1
3 · 12 · 15+ 23 ·1·1
1
3 · 12+ 23 ·1
= 2125
For example, the probability to move from s′0 to s
′
1 in M′ such that the
probability is matched to move from s0 and u0 to s1 or u1 inM is calculated
by summing up the probabilities to reach s1 or u1 in M and dividing by the
probability to reach one of the corresponding predecessors in M, s0 or u0.
The scheduler D we aim at is the one that induces the Markov chain
shown in Figure 4.5 (bottom).
Theorem 4.2.1. Let M and M′ be AMCs with M <M′. For any compat-
ible sets B,B′, i ∈ N and D ∈ DM there exists D′ ∈ DM′ with
PrD(Reach≤i(B)) = PrD
′
(Reach≤i(B′)).
Proof. Before proving our results, we first fix some notation. Let S and S ′
be the state spaces, and µ0 and µ′0 the initial distributions of M and M′,
respectively. Let R be the probabilistic simulation that relates M and M′.
The main part of the proof is an induction over i that proves that for
every D ∈ DM and for all s ∈ S, s′ ∈ S ′ with sRs′ there exists D′ ∈ DM′
such that
PrDs (Reach
≤i(B)) = PrD
′
s′ (Reach
≤i(B′)).
!
"
#
$4.1
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Note that D′ depends on s, s′ and D. Thus, our induction hypothesis is that
for every triple (s, s′, D) there is a D′ such that (4.1) holds. In the last part
of the proof we show that from this the theorem follows.
We abbreviate PrDˆsˆ (Reach
≤i(Bˆ)) by PrDˆsˆ (i, Bˆ) for any Dˆ, sˆ, Bˆ and prove
Equation (4.1) as follows: For the induction basis, first assume that s ∈ B.
This implies s′ ∈ B′ and therefore PrDs (0, B) = PrD
′
s′ (0, B
′) = 1 for all D,D′.
If s $∈ B we have s′ $∈ B′ and therefore PrDs (0, B) = PrD
′
s′ (0, B
′) = 0 for all
D,D′ ∈ DM.
For the induction step, we assume that s, s′ with sRs′ and D ∈ DM are
given and we have to construct D′ such that PrDs (i+1, B) = Pr
D′
s′ (i+1, B
′).
We define D′ inductively over the length of path fragments. Assume that
D(s) = µ. As sRs′ there exists a function ∆ as in Def. 3.4.2. We define
D′(s′) = µ′ where µ′(u′) = ∆(S, u′) for all u′ ∈ S ′.
Let Du be the scheduler such that Du(#) = D(s→ #) for all # ∈ PathfMabs
with #[0] = u. From the induction hypothesis, for Du, u, u′ ∈ S with uRu′
there is a Du,u′ ∈ DM′ such that PrDuu (i, B) = PrDu,u′u′ (i, B′). If not uRu′ let
Du,u′ be an arbitrary scheduler. For #′ ∈ PathfM′abs we define
D′(s′ → #′) =∑u∈S ∆(u,u′)∆(S,u′)Du,u′(#′)
where u′ = #′[0]. Let all choices of D′ for #′ ∈ PathfM′abs with #′[0] $= s′ be
arbitrary. Note that ∆(u, u′) > 0 implies uRu′. Moreover, by Lemma 4.1.1,
a convex combination of schedulers is a scheduler and therefore D′ is an
element of DM′ . We calculate
PrDs (i+ 1, B)
=
∑
u∈S D(s)(u) · PrDuu (i, B)
=
∑
u∈S µ(u) · PrDuu (i, B)
=
∑
u∈S ∆(u, S
′) · PrDuu (i, B) (Def. 3.4.2)
=
∑
u′∈S′
∑
u∈S ∆(u, u
′) · PrDuu (i, B)
=
∑
u′∈S′
∑
u∈S ∆(u, u
′) · PrDu,u′u′ (i, B′) (ind. hyp.)
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=
∑
u′∈S′ ∆(S, u
′)
∑
u∈S
∆(u,u′)
∆(S,u′) · Pr
Du,u′
u′ (i, B
′)
=
∑
u′∈S′ D
′(s′)(u′)
∑
u∈S
∆(u,u′)
∆(S,u′) · Pr
Du,u′
u′ (i, B
′)
=
∑
u′∈S µ
′(u′)
∑
u∈S
∆(u,u′)
∆(S,u′) · Pr
Du,u′
u′ (i, B
′)
= PrD
′
s′ (i+ 1, B
′)
In the above calculation, we used the fact that if M and M′ are ACTMCs
the residence times in the states can be arbitrary. Therefore, for the first
and last equality we do not have an extra factor for the probability to re-
main for a certain time in s or s′. Moreover, in the last equality we exploit
the definition of D′ and the law of total probability, i.e., we consider the
conditional probability of reaching B′ from s′ via state u′ and sum over all
possible states u′.
This completes the proof of Equation (4.1). To show our claim, we gen-
eralize this result to initial distributions as follows. For a fixed scheduler
D ∈ DM we can construct D˜ ∈ DM′ as the weighted sum of the schedulers
D′s,s′ ∈ DM′, where D′s,s′ corresponds to the triple (s, s′, D). Let ∆ be the
weight function that relates µ0 and µ′0 (cf. Def. 3.4.1). Then for #
′ ∈ PathfM′abs
with #′[0] = s′ we define
D˜(#′) =
∑
s∈S
∆(s,s′)
∆(S,s′) ·D′s,s′(#′)
which directly implies that for all i ≥ 0:
PrD(Reach≤i(B))
=
∑
s∈S µ0(s) · PrDs (Reach≤i(B))
=
∑
s∈S∆(s, S
′) · PrDs (Reach≤i(B))
=
∑
s′∈S′
∑
s∈S∆(s, s
′) · PrDs (Reach≤i(B))
=
∑
s′∈S′
∑
s∈S∆(s, s
′) · PrD
′
s,s′
s′ (Reach
≤i(B′))
=
∑
s′∈S′ ∆(S, s
′) ·∑s∈S ∆(s,s′)∆(S,s′) · PrD′s,s′s′ (Reach≤i(B′))
=
∑
s′∈S′ µ
′
0(s
′) · PrD˜s′ (Reach≤i(B′))
= PrD˜(Reach≤i(B′)).
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For an AMC M, we define the abbreviations
PrMinf(i, B) = infD∈DM Pr
D(Reach≤i(B))
PrMsup(i, B) = supD∈DM Pr
D(Reach≤i(B)).
The following corollary provides the key argument when showing the preser-
vation of PCTL formulas for abstraction-based model checking in Section 4.5.
Corollary 4.2.2. Let M and M′ be AMCs with M < M′ and let i ∈ N
and B,B′ be compatible. Then
PrM
′
inf (i, B
′) ≤ PrMinf(i, B) ≤ PrMsup(i, B) ≤ PrM
′
sup(i, B
′).
Proof. The claim follows directly from Theorem 4.2.1.
This implies that our abstraction is conservative w.r.t. the minimal (max-
imal) probability to reach a set of states within i steps in the concrete model.
More precisely, if in the abstract model the probability to reach B′ within i
steps is at least (at most) p, the probability to reach B within i steps in the
concrete model is at least (at most) p as well.
Computation of step-bounded reachabilities. For the computation
of PrMinf(i, B), it is sufficient to focus on ADTMCs. To see this, let M =
(S,Pl,Pu, L, µ0,λ) be an ACTMC and Mˆ = emb(M) = (S,Pl,Pu, L, µ0),
then DM = DMˆ. For all D ∈ DM and all sets B ⊆ S,
PrMD(Reach≤i(B)) = PrMˆD(Reach≤i(B)).
!
"
#
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Further, for the computation of reachability probabilities, we assume that
the ADTMCs have finite state spaces.
By Theorem 4.1.3, it is sufficient to consider extreme schedulers for the
calculation of PrMinf(i, B) and Pr
M
sup(i, B). As already stated above, with each
ADTMC M we can associate an MDP that represents the behavior of M
w.r.t. extreme schedulers. However, the cardinality of the action set of the
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resulting MDP may be exponential in the size of the state space. Thus, in the
following, we outline an algorithm for the calculation of minimal reachability
probabilities in a finite-state, delimited ADTMC M exploiting the special
structure of the model. The calculation of maximal reachability probabilities
can be carried out in a similar way. A fixpoint characterization based on the
same idea has been presented in [FLW06].
Value iteration. For MDPs, value iteration [Bel57] is a popular method
for the computation of minimal (and maximal) reachability probabilities.
The idea is to compute the result in a backwards manner, that is, in order
to compute the probability for reaching some B-state within i steps, one
utilizes the result for “within i−1 steps”. More precisely, for MDP M =
(S,A,P, L, µ0) where all s ∈ B are absorbing, it holds
Prinf(i, B) =
∑
s0∈S µ0(s0) · pli(s0)
where for all s ∈ S, i ∈ N>0:
pli(s) = min{
∑
u∈S µ(u) · pli−1(u) | µ = P(s, a, ·), a ∈ A}
pl0(s) = 1(s ∈ B)
The naive adaptation of value iteration to AMC M = (S,A,Pl,Pu, L, µ0)
where all s ∈ B are absorbing yields (Prinf(i, B) =
∑
s0∈S µ0(s0) ·pli(s0) where
for all s ∈ S, i ∈ N>0):
pli(s) = min{
∑
u∈S µ(u) · pli−1(u) | µ ∈ extr(Pl,Pu, S, s)}
pl0(s) = 1(s ∈ B)
Recall that the cardinality of extr(Pl,Pu, S, s) is inO(2|S|), cf. Example 4.1.2.
We now replace the brute force check on which µ ∈ extr(Pl,Pu, S, s) yields
minimal probabilities by the iteratively computable minM(s, pli−1) ∈ extr(Pl,
Pu, S, s) from Definition 4.1.2. By Lemma 4.1.2, for µ = minM(s, pli−1) the
sum
∑
u∈S µ(u) · pli−1(u) is minimal w.r.t. all extreme distributions in s.
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The idea for the scheduler is to assign as much probability as possible to
the successor state for which the probability is minimal to reach a goal state
(within one step less than required from the current state on); the remaining
probability mass is distributed over the remaining states in the same fashion.
For step-bound i and goal states B, we obtain Prinf(i, B) =
∑
s0∈S µ0(s0) ·
pli(s0) where for all s ∈ S, i ∈ N>0:
pli(s) =
∑
u∈S min
M(s, pli−1)(u) · pli−1(u)
pl0(s) = 1(s ∈ B)
Theorem 4.2.3. For any AMC M with state space S, step-bound i ∈ N and
set of goal states B ⊆ S, we can compute reachability probabilities Prinf(i, B)
and Prsup(i, B) in time polynomial in the size of M and linear in the step-
bound i.
Proof. We focus on the proof for Prinf(i, B) and consider AMC M = (S,A,
Pl,Pu, L, µ0) where all s ∈ B have been made absorbing. The minimiza-
tion function minM has a complexity of O(|S|3) as the recursion is of depth
|S| and in each iteration a normalization has to be performed, which is in
O(|S|2). Further, ordering the state space according to pli−1 can be done
in O(|S| · log(|S|)). Thus, with the polynomial complexity for the standard
value iteration algorithm, we obtain an algorithm, polynomial in the size of
the state space for the computation of step-bounded reachability probabili-
ties.
4.3 Time-bounded reachability
Let us now consider the continuous-time setting and focus on time-bounded
reachability probabilities. LetM be an ACTMC with state space S. We are
interested in the probability to reach a state in B ⊆ S within t ∈ R≥0 time
units. Let
Reach≤t(B) = {σ ∈ PathM | σ@t′ ∈ B for some t′ ∈ [0, t]}.
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Theorem 4.3.1. LetM andM′ be ACTMCs withM <M′. For compatible
sets B,B′ of states, t ∈ R≥0 and D ∈ DM there exists D′ ∈ DM′ with
PrD(Reach≤t(B)) = PrD
′
(Reach≤t(B′)).
Proof. The probability to reach B in exactly i ∈ N steps and within t ∈ R≥0
time units is given by
Reach=i≤t(B) = {s0t0s1t1 . . . ∈ PathM | s0, s1, . . . , si−1 $∈ B,
si ∈ B and
∑i−1
j=0 tj ≤ t}.
It is clear that the probability of Reach=i≤t(B) under the condition that ex-
actly i steps are carried out in [0, t) is given by PrD(Reach=i(B)). In a
uniform (A)CTMC, the number of steps during time interval [0, t) is Poisson
distributed and therefore the probability of i steps in [0, t) is given by
ψλ,t(i) =
(λ · t)i · e−λ·t
i!
where λ is the common exit rate ofM andM′ (cf. Definition 3.4.2). By the
law of total probability,
PrD(Reach≤t(B)) =
∑∞
i=0 Pr
D(Reach=i≤t(B))
=
∑∞
i=0 ψλ,t(i) · PrD(Reach=i(B)).
We claim that, for all i ∈ N and all schedulers D ∈ DM, there exists D′ ∈
DM′ such that
PrD(Reach=i(B)) = PrD
′
(Reach=i(B′)).
This can be shown by a similar induction as in the proof of Theorem 4.2.1
and it yields
PrD(Reach≤t(B)) =
∑∞
i=0 ψλ,t(i) · PrD(Reach=i(B))
=
∑∞
i=0 ψλ,t(i) · PrD
′
(Reach=i(B′))
=
∑∞
i=0 Pr
D′(Reach=i≤t(B
′))
= PrD
′
(Reach≤t(B′))
and the proof is complete.
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For ACTMC M we define the abbreviations
PrMinf(t, B) = infD∈DM Pr
D(Reach≤t(B))
PrMsup(t, B) = supD∈DM Pr
D(Reach≤t(B)).
The following lemma will provide the key argument when showing the preser-
vation of CSL formulas for abstraction-based model checking in Section 4.5.
Corollary 4.3.2. Let M and M′ be ACTMCs with M <M′, let B,B′ be
compatible sets and t ∈ R≥0. Then
PrM
′
inf (t, B
′) ≤ PrMinf(t, B) ≤ PrMsup(t, B) ≤ PrM
′
sup(t, B
′).
Proof. The claim follows directly from Theorem 4.3.1.
Therefore, our abstraction is conservative w.r.t. the minimal probability
to reach a set of states within t time units in the concrete model.
Computation of time-bounded reachabilities. By Theorem 4.1.3, it
suffices to consider extreme schedulers if one is interested in PrMinf(t, B) or
PrMsup(t, B). In the same way as an ADTMC can be represented by a MDP,
we can interpret an ACTMC as a CTMDP, where the transition proba-
bilities in each state are determined by the extreme distributions. Since
we consider uniform ACTMCs, the associated CTMDP is a uniform CT-
MDP. For uniform CTMDPs, an efficient algorithm for the approximation of
minimal and maximal probabilities (w.r.t. history-dependent schedulers) for
timed reachability properties is known [BHKH05]. In the sequel, we present
an adaption of this algorithm, which avoids the exponential blow-up of the
CTMDP-representation. More precisely, the algorithm operates directly on
the ACTMC, similar to the iteration for the step-bounded case. We concen-
trate on minimal probabilities. The computation of maximal probabilities
goes along similar lines, so we omit these details.
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A greedy algorithm. The algorithm presented in [BHKH05] for time-
bounded reachability probabilities in uniform CTMDPs computes ε-approxi-
mations for a given error bound ε > 0 by summing up the probabilities to
reach a goal state within a given amount of time and in exactly i steps for
i ∈ {0, . . . , nε} where nε is a proper truncation point. It can be understood as
a variant of the value iteration algorithm for MDPs, however, the algorithm’s
structure notably differs from the one for step-bounded reachability as the
probability for exactly i ∈ N steps within t time units has to be factored into
the probability to reach a goal state in exactly i steps.
In the following, for CTMDP M = (S,Pl,Pu, L, µ0,λ) where all s ∈ B
are absorbing, the minimal probabilities qli(s) for paths σ ∈
⋃nε
j=iReach
=j
≤t (B)
with σ[i] = s are computed:
ql0(s) = ψλ,t(0) · 1(s ∈ B) + ql1(s)
qli(s) = min{
∑
u∈S µ(u) · ν(u) | µ = P(s, a, ·), a ∈ A} ∀ 0 < i ≤ nε
qlnε+1(s) = 0
where ν(u) = ψλ,t(i)·1(u ∈ B) + qli+1(u)
Intuitively, qli(s) equals the successor probability distribution for which
the probability to be in a goal state after the i-th transition plus the proba-
bility to reach a goal state after the i+1-st to nε-th transition is minimal.
To obtain an ε-approximation for Prinf(t, B) with the above given algo-
rithm (denoted Prεinf(t, B) in the following), we still have to find a proper
truncation point nε. Therefore, we choose nε such that the path fragments
we consider for the computation of reachability probabilities are covering all
but an ε-fraction of all relevant paths; formally, we rely on the following
inequation:
∑∞
i=nε+1
ψλ,t(i) ≤ ε ⇐⇒
∑nε
i=0 ψλ,t(i) ≥ 1− ε
From this, the truncation point nε can be easily computed a priori as shown
in [Hav98].
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As for step-bounded reachability, we adapt the algorithm by replacing
the brute force check on the minimizing choice by the minimization function.
Thus, we obtain an algorithm for the computation of ε-approximations of
time-bounded reachability for ACTMC M = (S,A,Pl,Pu, L, µ0,λ) where
all s ∈ B are absorbing, which has a time complexity that is polynomial in
the size of the state space. For time-bound t, proper truncation point nε
and goal states B, we obtain Prεinf(t, B) =
∑
s0∈S µ0(s0) · ql0(s0) where for all
s ∈ S, i ∈ {1, . . . , nε}:
ql0(s) = ψλ,t(0) · 1(s ∈ B) + ql1(s)
qli(s) =
∑
u∈S min
M(s, ν)(u) · ν(u)
qlnε+1(s) = 0
where ν(u) = ψλ,t(i) · 1(u ∈ B) + qli+1(u)
Analogously, we obtain an algorithm for the computation of upper bounds
for time-bounded reachability probabilities. However, we have to add the
error bound ε to the result as otherwise, the algorithm computes a value up
to ε below the actual value. Hence, for time-bound t, proper truncation point
nε and goal states B, we obtain Pr
ε
sup(t, B) =
∑
s0∈S µ0(s0) · qu0 (s0) where for
all s ∈ S, i ∈ {1, . . . , nε}:
qu0 (s) = ψλ,t(0) · 1(s ∈ B) + qu1 (s) + ε
qui (s) =
∑
u∈S max
M(s, ν)(u) · ν(u)
qunε+1(s) = 0
where ν(u) = ψλ,t(i) · 1(u ∈ B) + qui+1(u)
Theorem 4.3.3. For any ACTMCM = (S,Pl,Pu, L, µ0,λ), time-bound t ∈
R≥0 and set of goal states B ⊆ S, we can compute reachability probabilities
Prεinf(t, B) and Pr
ε
sup(t, B) in time polynomial in the size of M and linear in
the time-bound t and the exit rate λ.
Proof. Follows directly from the complexity results provided in [BHKH05]
and the arguments from the proof of Theorem 4.2.3.
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The section is concluded with a lemma, which states that the above al-
gorithm yields an ε-accurate approximation of time-bounded reachability
probabilities.
Lemma 4.3.4. Let M = (S,Pl,Pu, L, µ0,λ) be an ACTMC, s ∈ S, B ⊆ S,
t ∈ R>0 and error margin ε, then:
Prinf(t, B)− ε ≤ Prεinf(t, B) ≤ Prinf(t, B)
Prsup(t, B) + ε ≥ Prεsup(t, B) ≥ Prsup(t, B)
Proof. The claim follows directly from [BHKH05, Theorem 5].
4.4 Unbounded reachability
In this section we shortly address the probability to eventually reach a set of
states in an AMC. For an AMC M with state space S, B ⊆ S let the set
Reach(B) = {ς ∈ PathM | ς[i] ∈ B for some i ≥ 0}.
Let M′ be an AMC with M < M′, and let B,B′ be compatible sets
of states. By Theorem 4.2.1, for any D ∈ DM and i ∈ N there exists
D′ ∈ DM′ with PrD(Reach≤i(B)) = PrD′(Reach≤i(B′)). As ReachMˆ(Bˆ) =
limi→∞Reach
≤i
Mˆ(Bˆ) for all sets Bˆ of states of an AMC Mˆ it follows that for
any D ∈ DM there exists D′ ∈ DM′ with
PrD(Reach(B)) = PrD
′
(Reach(B′)).
!
"
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Let us abbreviate infD∈DM Pr
D(Reach(B)) by PrMinf(B) and let Pr
M
sup(B) de-
note the supremum.
Lemma 4.4.1. Let M and M′ be AMCs with M < M′ and let B,B′ be
compatible sets of states. Then
PrM
′
inf (B
′) ≤ PrMinf(B) ≤ PrMsup(B) ≤ PrM′sup(B′).
Proof. This lemma is a direct implication of Equation (4.3).
Therefore, our abstraction is conservative w.r.t. the minimal probability
to eventually reach a set of states in the concrete model.
92
4.4. UNBOUNDED REACHABILITY
Computation of unbounded reachabilities. It is sufficient to consider
ADTMCs for unbounded reachability probabilities. In addition, we can re-
strict the scheduler set to the subset of simple and extreme schedulers, de-
noted ES (cf. [dA97]).
Let M be an ADTMC with state space S. Then, for all B ⊆ S,
PrMinf(B) = infE∈ESM Pr
D(Reach(B)),
PrMsup(B) = supE∈ESM Pr
D(Reach(B)).
In order to compute unbounded reachability probabilities for MDPs with
state space S and action set A, a linear programming problem with (at
most) |S| · |A| equations is to be solved, e.g. using the simplex method which
has exponential complexity in the number of equations. There also exist
polynomial time algorithms such as the ellipsoid method [Kar84], however,
in practice they are outperformed by simplex. By transforming an AMC into
an MDP, this method can be adapted for the analysis of AMCs. However, in
the worst case, the action set of the MDP is exponential in |S|, i.e. a system
of exponentially many equations has to be solved.
Due to the difficulty of solving linear programming problems with many
equations, in practice, value iteration is used to approximate solutions of
Prinf(Reach(B)). With this approach, the polynomial algorithm presented in
Section 4.2 is applicable. However, one has to be very careful when using
this trick as the results may be quite different from the actual results. This
becomes clear when considering the Erlang-k distributions in Example 2.4.2
(p. 26). When using value iteration, one might decide to stop the computa-
tion after considering k−1 transitions in the underlying Markov chain as the
probability to be in state sk – the goal state – remains unchanged, namely
zero. This changes when computing the probability to reach the goal state
within k steps in which case we obtain probability one.
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4.5 Three-valued model checking
The characterizations in the previous section in terms of extrema of bounded
and unbounded reachability probabilities are the key building blocks for
model checking of PCTL and CSL formulas. It remains to provide a three-
valued semantics for these logics and, more importantly, to show that verifi-
cation results on abstract Markov chains carry over to their concrete coun-
terparts.
Three-valued semantics. For ADTMC M, we define the satisfaction
function ! · " : PCTL → (S ∪ PathM → B3) inductively as shown in Ta-
ble 4.1, where:
Prinf(s,Ψ) = Prinf({ς ∈ PathMs | !Ψ"(ς) = )})
Prsup(s,Ψ) = Prsup({ς ∈ PathMs | !Ψ"(ς) $= ⊥})
unlhd,# ∈ {≤, <} with # =< iff unlhd = ≤,
unrhd,% ∈ {≥, >} with % => iff unrhd = ≥,
p ∈ [0, 1], i ∈ N ∪ {∞} and a ∈ AP. Recall that the complement of a truth
value is denoted ·c, i.e. ⊥ and ) are complementary and ?c =?. For ACTMC
M, the satisfaction function ! · " : CSL → (S ∪ PathM → B3) is defined
similarly, however, Prinf(s,Ψ) and Prsup(s,Ψ) concern timed paths. The
time-bounded until operator is as shown in Table 4.2 where t ∈ R≥0 ∪ {∞}.
Let us have a closer look at the semantics. For the propositional fragment
the semantics is clear. A path ρ satisfies until formula ϕ1U≤iϕ2 if ϕ1 definitely
holds ()) until ϕ2 definitely holds at the latest after i steps; similarly, σ
satisfies ϕ1U≤tϕ2 if ϕ1 definitely holds until ϕ2 definitely holds at the latest
at time t. The until-formulas are violated (⊥), if either before ϕ2 holds, ϕ1 is
violated, or if ϕ2 is definitely violated within i steps, up to time t respectively.
Otherwise, the result is indefinite (?). For untimed until, i.e. for i =∞, the
semantics is similar, but without any step bound.
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!true"(s) = )
!a"(s) = L(s, a)
!¬ϕ"(s) = (!ϕ"(s))c
!ϕ1 ∧ ϕ2"(s) = !ϕ1"(s) * !ϕ2"(s)
!Punlhdp(Ψ)"(s) =


) if Prsup(s,Ψ)unlhd p
⊥ if Prinf(s,Ψ)% p
? otherwise
!Punrhdp(Ψ)"(s) =


) if Prinf(s,Ψ)unrhd p
⊥ if Prsup(s,Ψ)# p
? otherwise
!ϕ1U≤iϕ2"(ς) =


) iff ∃i′ ≤ i : (!ϕ2"(ς[i′]) = )
∧ ∀i′′ ≤ i′ : !ϕ1"(ς[i′′]) = ))
⊥ iff ∀i′ ≤ i : (!ϕ2"(ς[i′]) = ⊥
∨ ∃i′′ ≤ i′ : !ϕ1"(ς[i′′]) = ⊥)
? otherwise
Table 4.1: Three-valued semantics of PCTL.
!ϕ1U≤tϕ2"(ς) =


) iff ∃t′ ≤ t : (!ϕ2"(ς@t′) = )
∧ ∀t′′ ≤ t′ : !ϕ1"(ς@t′′) = ))
⊥ iff ∀t′ ≤ t : (!ϕ2"(ς@t′) = ⊥
∨ ∃t′′ ≤ t′ : !ϕ1"(ς@t′′) = ⊥)
? otherwise
Table 4.2: Three-valued semantics of CSL.
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To determine the satisfaction of P≥p(Ψ) we consider the minimal proba-
bility of the paths for which Ψ is definitely satisfied. If this probability is at
least p, then paths where Ψ holds have measure at least p. For the violation
of P≥p(Ψ) we consider the maximal probability of paths satisfying Ψ; if it is
strictly less than p, then the formula is violated for sure. The definition of the
semantics of P%&p(Ψ) for )* ∈ {<,>,≤} follows by a similar argumentation.
Example 4.5.1. Consider the CTMC in Figure 4.6 (left) where L(s, ap) = )
iff s ∈ {s0, s1} and exit rate λ = 12. Starting in s0 (s1), the probability to
reach a non-ap-state in 0.3 time units is approximately 0.9037 and 0.9328,
respectively. Thus, formula ϕ = ap → P≥0.9(true U≤0.3¬ap) is true in all
states.
Consider the interval abstraction induced by γ(s′0) = {s0, u0}, γ(s′1) =
{s1} and γ(s′2) = {s2}, depicted in Figure 4.6 (right): The lower and upper
probability bounds to reach a non-ap-state in 0.3 time units from s0 are
about 0.8807 and 0.9037, respectively; as L(s0, ap) $= L(u0, ap), we obtain
L(s′0, ap) = ?. Hence,
!ap→ P≥0.9(trueU≤0.3¬ap)"(s′0) = ? unionsq !P≥0.9(trueU≤0.3¬ap)"(s′0)
= ? unionsq ? = ?.
For P≥0.88 instead of P≥0.9, the formula would have been satisfied in the
abstraction as well, while for P≥0.91 the result would still be ? since ?unionsq⊥ = ?.
Model checking. As for CTL, model checking PCTL and CSL works by a
bottom-up traversal of the parse tree of the formula ϕ. Boolean combinations
of formulas as well as the P-formulas are evaluated as expected. For the
latter, however, we need the lower and upper probability bounds for the
satisfaction/violation of an until-formula, which remains the only operator
to discuss.
To compute the measure of paths definitely satisfying Ψ = ϕ1Uϕ2 (Ψ =
ϕ1U≤iϕ2 or Ψ = ϕ1U≤tϕ2 respectively), it suffices to compute the measure
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u0 s2
1
3
3
4
1
4
2
3
3
4
1
4
1
s′0
s′1
s′2[23 ,
3
4 ]
[14 ,
1
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1
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Figure 4.6: A Markov chain (left) and an abstraction with γ(s′0) = {s0, u0},
γ(s′1) = {s1} and γ(s′2) = {s2}.
of reaching states satisfying ϕ2 (in steps bounded by i, time bounded by t re-
spectively) along paths of states satisfying ϕ1. By induction, we know which
states do not satisfy ϕ1. Transforming the Markov chains such that those
states are absorbing yields a Markov chain in which a path satisfies ϕ1Uϕ2
iff a ϕ2-state is reached. In other words, it remains to solve a reachability
problem in the transformed Markov chain.
Recall that the given algorithm for computing time-bounded reachability
approximates only with error margin ε. However, it can easily be guaranteed
that the error due to approximation is accounted to ?.
Also note that step-bounded until formulas can be dealt with in the
continuous-time setting as well, by dropping the exit rate and considering
the resulting embedded DTMC.
The following theorems state that our framework developed so far can
indeed be used for abstraction-based model checking. Intuitively, the theo-
rems assert that the result of checking a PCTL / CSL formula in the abstract
DTMC / CTMC agrees with the one for the more concrete model, unless the
result is indefinite.
Theorem 4.5.1 (Preservation of PCTL). Let s and s′ be two states of an
ADTMC M with s < s′. Then for all PCTL formulas ϕ:
!ϕ"(s′) $= ? implies !ϕ"(s) = !ϕ"(s′).
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Proof. By induction on the structure of PCTL formulas. Atomic formulas
are true and a ∈ AP :
• !true"(s′) = ) = !true"(s)
• !a"(s′) $= ? =⇒ !a"(s′) = L(s′, a) = L(s, a) = !a"(s) since s < s′.
Induction hypothesis: for all subformulas ϕ′ of ϕ, and all states s, s′ where
s < s′:
!ϕ′"(s′) $= ? =⇒ !ϕ′"(s) = !ϕ′"(s′) (∗)
• ϕ = ¬ϕ′ :
For !ϕ′"(s′) = ? we have !¬ϕ′"(s′) = ?, hence there is nothing to be
shown.
Otherwise, !¬ϕ′"(s′) = (!ϕ′"(s′))c (∗)= (!ϕ′"(s))c = !¬ϕ′"(s).
• ϕ = ϕ1 ∧ ϕ2 :
For !ϕ1"(s′) = ⊥ (and for !ϕ2"(s′) = ⊥ analogously):
!ϕ1 ∧ ϕ2"(s′) = !ϕ1"(s′) * !ϕ2"(s′)
(∗)
= !ϕ1"(s) * !ϕ2"(s′) = ⊥ * !ϕ2"(s′) = ⊥
For !ϕ1"(s′) = !ϕ2"(s′) = ):
!ϕ1 ∧ϕ2"(s′) = !ϕ1"(s′)* !ϕ2"(s′) (∗)= !ϕ1"(s)* !ϕ2"(s) = )*) = )
For !ϕ1"(s′) = ?, !ϕ2"(s′) $= ⊥ (and for !ϕ2"(s′) = ?, !ϕ1"(s′) $= ⊥
analogously):
!ϕ1 ∧ ϕ2"(s′) = !ϕ1"(s′) * !ϕ2"(s′) = ? * !ϕ2"(s′) = ?
and thus (∗) holds trivially in this case.
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• ϕ = Punlhdp(ϕ1U≤iϕ2) :
As argued before, model checking of a (step-bounded) until-formula
can be reduced to a reachability analysis on an appropriately modified
ADTMC M˜ = (S˜, P˜l, P˜u, L˜, µ˜0). Let B = B′ = {s ∈ S˜ | !ϕ2"(s) = )}
(or B = B′ = {s ∈ S˜ | !ϕ2"(s) = ⊥} respectively) and s < s′. Together
with Corollary 4.2.2 and Lemma 4.4.1 we obtain:
PrMinf(s,ϕ1U≤iϕ2) = PrM˜s,inf(Reach(i, B)) ≥ PrM˜s′,inf(Reach(i, B′))
PrMsup(s,ϕ1U≤iϕ2) = PrM˜s,sup(Reach(i, B)) ≤ PrM˜s′,sup(Reach(i, B′))
Intuitively this means that the probability for paths starting in s′ and
fulfilling (or violating) ϕ1U≤iϕ2 is at most the probability of such paths
starting in s, thus:
!ϕ"(s′) = )
=⇒ Prsup(s,ϕ1U≤iϕ2) ≤ Prsup(s′,ϕ1U≤iϕ2)unlhd p
=⇒ !ϕ"(s) = )
and
!ϕ"(s′) = ⊥
=⇒ Prinf(s,ϕ1U≤iϕ2) ≥ Prinf(s′,ϕ1U≤iϕ2)% p
=⇒ !ϕ"(s) = ⊥
For Punrhdp(ϕ1U≤iϕ2) this can be shown analogously.
Theorem 4.5.2 (Preservation of CSL). Let s and s′ be two states of an
ACTMC M with s < s′. Then for all CSL formulas ϕ:
!ϕ"(s′) $= ? implies !ϕ"(s) = !ϕ"(s′).
Proof. For atomic formulas and the boolean operators, the proof is as for
preservation of CSL and also for ϕ = Punlhdp(ϕ1U≤tϕ2) the basic idea is as for
step-bounded until. As slight modification, instead of Corollary 4.2.2 one
has to refer to Corollary 4.3.2 when comparing time-bounded reachability
probabilities for s and s′.
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Observe that the three-valued PCTL semantics on a DTMC (viewed as
abstract DTMC) coincides with the two-valued PCTL semantics for DTMCs
as well as the three-valued CSL semantics on a uniform CTMC (viewed
as ACTMC) coincides with the two-valued CSL semantics for CTMCs (see
Section 2). This shows that our abstraction is conservative for positive and
negative verification results.
We conclude this section with complexity results.
Theorem 4.5.3. For ADTMC M and a PCTL formula ϕ (without un-
bounded until subformulas), we can determine !ϕ" in time exponential (poly-
nomial) in the size of M and linear in the size of ϕ.
Proof. For the propositional subset of PCTL, !ϕ"(s) can obviously be checked
in time linear to the size of ϕ. The complexity for checking reachability
properties, i.e. the unbounded until operator, is polynomial in the size of
the induced MDP of M. As for each state state, the induced MDP may
have an exponential number of actions to choose from, in the worst case
its size is exponential in the size of M. For formulas without unbounded
until subformulas, the polynomial time algorithm from Section 4.2 can be
utilized, yielding a time complexity which is polynomial in the size of the
state space.
We want to point out that unbounded reachability probabilities for ADT-
MCs can be approximated in an iterative way using value iteration, though,
complexity results cannot be provided. In the setting of ADTMCs this is es-
pecially favorable as extreme distributions are calculated on-the-fly (in poly-
nomial time) in contrast to the MDP approach.
Theorem 4.5.4. Given an ACTMCM, a CSL formula ϕ without unbounded
until subformulas, and an error margin ε, we can approximate !ϕ" in time
polynomial in the size of M and linear in size of ϕ, λ and the highest time
bound t occurring in ϕ (dependency on ε is omitted as ε is linear in λ · t). In
case the approximation yields ) or ⊥, the result is correct.
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Proof. For the propositional subset of CSL, !ϕ"(s) can obviously be checked
in time linear to the size of ϕ. The complexity for checking timed reachabil-
ity properties can be derived from the complexity for uniform CTMDPs (see
[BHKH05]), which is polynomial in the size of M, and linear in the exit rate
λ, the time bound t and the number of actions. Instead of checking all ex-
treme distributions in an ACTMC, which would yield an exponential number
of actions in a corresponding CTMDP, we can use the polynomial algorithm
presented earlier to determine a distribution yielding the minimal reacha-
bility property. Thus the complexity of checking ACTMCs is as claimed.
Correct answers for each, the ) and ⊥ case, are ensured by accounting the
error to ?.
Note that, when considering a formula with nested until subformulas,
even for CTMCs it is a difficult task to ensure a maximal error for the ap-
proximation result. In the case of three-valued model checking this means
that a larger fraction of the ? results may result from the approximation.
However, when considering formulas without nested until subformulas, one
can assure that the maximal error of the approximation of reachability prob-
abilities will be at most ε. This implies that ? results are computed with an
error of at most 2 · ε.
4.6 Case study:
Tree-structured Quasi-Birth-Death processes
In the previous sections, we introduced abstraction techniques for discrete-
time and continuous-time Markov chains with countable state space. We
further showed how to analyze them in terms of (bounded) reachability prob-
abilities and how to use these analyses for model checking abstractions. In
the following, we apply these techniques to a case study from queueing theory
where a queueing station with so-called preemptive last-in-first-out service
policy is considered. We will define several ways to partition the state space
and empirically show their impact on both, the size of the abstract state
101
CHAPTER 4. MODEL CHECKING ABSTRACT MARKOV CHAINS
arrivals in service
Figure 4.7: Queueing station.
space and the quality of the results. For that purpose, we analyze what is
the probability to serve all but k jobs in the queue within t time units.
Preemptive LIFO queues. Queueing stations comprise of a number of
servicing units and a queue for arriving jobs, cf. Figure 4.7. For identifying
different classes of queueing stations with respect to parameters like the ar-
rival distribution, the service distribution and the number of service units,
the standard description scheme is the so-called Kendall notation. For ex-
ample M|PH|1 denotes the class of queueing stations where jobs arrive with
an exponentially distributed (Markovian) delay, and where jobs are serviced
according to a phase-type distribution and by one server only. A further im-
portant parameter is the servicing discipline; examples are first-in-first-out
(FIFO), last-in-first-out (LIFO) and their preemptive variants, where the
servicing of the current job can be paused in order to service newly arriving
jobs first.
PH|PH|1 queuing stations with FIFO service discipline for example cor-
respond to plain quasi-birth-death (QBD) processes [LR99], therefore their
state spaces just grow linearly with the number of queued jobs. This stems
from the fact that jobs are not preempted, i.e., jobs are served until com-
pletion and only the service phase of the job currently in service needs to
be encoded in the state. For such systems, uniformization with represen-
tatives is a feasible technique to compute transient probabilities [RHC07].
For queuing stations with preemptive LIFO service discipline, however, the
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R
L
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R↓ R↓
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R↑ R↑
Figure 4.8: A CTMC representing a PH2 distribution (left) and an example
(binary) tree-structured QBD (right).
underlying models are tree-structured QBDs, whose size grows exponentially
with the queue length. In principle, uniformization with representatives can
be adapted to the analysis of tree-structured QBDs, but for PHd distributed
service times, n uniformization steps and a single starting state, one would
have to consider O(dn) states, which is practically infeasible. The same holds
for techniques based on uniformization like in [Cia95, ZHHW08].
In the following we will show how to apply abstraction to obtain mod-
els with manageable size in this setting; for simplicity we restrict ourselves
to M|PH|1 queues, however, the approach can also be applied to PH|PH|1
queues in the same manner.
Tree-structured quasi-birth death processes. Tree-structured quasi-
birth death (QBD) processes [TSY95, YA99] are a class of infinite-state
continuous-time Markov chains that can not only be used to model single-
server queues with a LIFO service discipline [HA00], but also to analyze ran-
dom access algorithms [vHB05], as well as priority queueing systems [vHB06].
Discrete-time tree-structured QBDs are equivalent to probabilistic pushdown
automata [BKS05] and recursive Markov chains [EWY08]. However, in the
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following, we introduce tree-structured QBDs using terminology from queue-
ing theory.
Definition 4.6.1. A d-ary tree-structured quasi-birth-death process M is a
non-uniform CTMC (S,P, L, µ0,λ) with state space:
S = {(x1, . . . , xn) | n ∈ N ∧ ∀i ≤ n : xi ∈ {1, . . . , d}}
A state 0x = (x1, . . . , xn) represents a queue of length n where jobs 1, . . . , n−1
have been preempted in phase xi ∈ {1, . . . , d} and job n is currently in service
in phase xn ∈ {1, . . . , d}. Transitions, represented by positive entries in P,
can only occur between a state and its parent, its children and its siblings.
For 0x, 0y ∈ S and ri↓, ri↑, ri,j ∈ R≥0 for all i, j ∈ {1, . . . , d}:
• P(0x, 0y) =


rxm+1↓
λ()x) if 0x = (x1, . . . , xm), and 0y = (x1, . . . , xm+1)
rxm+1↑
λ()x) if 0x = (x1, . . . , xm+1), and 0y = (x1, . . . , xm)
rxm,ym
λ()x) if 0x = (x1, . . . , xm), and 0y = (x1, . . . , xm−1, ym)
0 otherwise
• λ(0x) =


∑d
i=1(ri↓+ rxm,i) + rm↑ if 0x = (x1, . . . , xm)∑d
i=1 ri↓ if 0x = ( )
The underlying state space of a preemptive LIFO M|PH2|1 queue with
overall arrival rate L↓+R↓ and service time distribution as depicted in Fig-
ure 4.8 (left) is the (binary) tree-structured QBD shown in Figure 4.8 (right),
where r1↓ = L↓, r2↓ = R↓, r1↑ = L↑, r2↑ = R↑, r1,2 = L, r2,1 = R. Note
that, in contrast to ordinary trees, in tree-structured QBDs, transitions be-
tween siblings are allowed. For convenience, in the following we may label
the transitions with rates instead of probabilities; the probabilities can be
obtained by simply dividing the rates by the exit rate of the state to be left.
State ∅ = ( ) represents the empty queue. Arriving jobs can either enter
service phase 1 or 2, represented by the states (1) and (2). Due to the
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preemptive LIFO service discipline, a new job arrival causes the preemption
of the job currently in service and the service phase of the preempted job
needs to be stored. This results in a tree-structured state space.
Note that it has been shown in [SvHB06], that every tree-structured QBD
can be embedded in a binary tree-structured Markov chain with a special
structure.
Partitioning a Tree-Structured QBD. A major issue in state-based
abstraction is to come up with an adequate, i.e., small though precise, parti-
tioning of the state space. Thus, we identify various possibilities to partition
the state space of a tree-structured QBD based on different amounts of infor-
mation to be encoded in abstract states; later, we will empirically investigate
their influence on the accuracy, i.e. the difference between lower and upper
bounds, of time-bounded reachability probabilities.
Every state of the tree-structured QBD represents
(P1) the number of jobs in the queue,
(P2) the service phases of the preempted jobs,
(P3) the phase of the job that is currently in service and
(P4) the precise order of jobs in the queue.
The states with m jobs, that are situated in the same layer of the tree, have
the form 0x = (x1, x2, . . . , xm) where xi gives the service phase of the i-th
job in the queue. We abbreviate the prefix of 0x of length n by 0x↓n and the
number of jobs in 0x in phase i by #i0x.
In the following, we present abstractions that preserve several of the above
mentioned properties from (P1) to (P4). In order to obtain a finite abstract
state space, we also apply counter abstraction, i.e., we cut the state space
at layer n (denoted cut level in the following), which implies that property
(P1) is only preserved for less than n customers.
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tree,2 ∅
[1] [2]
[1, 1] [1, 2] [2, 1] [2, 2]
L↓
L↓ L↓
R
L
[0, R]
[0, L]
[0, R]
[0, L]
L↑
[0
, L
↑]
[0
, L
↑]
R↓
R↓ R↓
R↑
[0, R↑]
[0, R↑]
1−L↓−R↓
L◦◦
[1−L↑−L, 1] [1−R↑−R, 1] [1−L↑−L, 1] [1−R↑−R, 1]
qgrid,3 [0, 0]
[1, 0; 1] [0, 1; 2]
[2, 0; 1] [1, 1; 1] [1, 1; 2] [0, 2; 2]
[3, 0; 1] [2, 1; 2] [2, 1; 1] [1, 2; 2] [1, 2; 1] [0, 3; 2]
L
L L
[L+R↓,
1−L↓−L◦◦]
[L+R↓,
1−L↓−L◦◦]
[L+R↓,
1−L↓−L◦◦]
R
R R
[R+L↓, 1−R↓] [R+L↓, 1−R↓] [R+L↓, 1−R↓]
L↓
L↓
L↓
L↓
L↓
L↑
L↑
[0,
L↑]
[0
,L
↑]
[0
,L
↑][0, R↑]
R↓
[0,R↑]
R↓
R↓ L↓
R↓
R↓ R↓
R↑
R↑ L↑ R↑
[0,R↑]
[0, R↑]
[0,
L↑]
1−L↓−R↓
L◦◦
L◦◦ L
◦
◦
[L↓+L◦◦, 1−L−R↓] [R↓, 1−R−L↓] [L↓+L◦◦, 1−L−R↓] [R↓, 1−R−L↓] [L↓+L◦◦, 1−L−R↓] [R↓, 1−R−L↓]
Figure 4.9: Interval abstractions Mtree,2 and Mqgrid,3 for L↑ +L◦ = R↑,
L+ L◦ = R, and L◦◦ = L
◦ + L◦.
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grid,3 [0, 0]
[1, 0] [0, 1]
[2, 0] [1, 1] [0, 2]
[3, 0] [2, 1] [1, 2] [0, 3]
L
L [0, L]
[0, L] [0, L] [0, L]
R
[0, R] R
[0, R] [0, R] [0, R]
L↓
L↓L↓
L↓ L↓ L↓
L↑
[0
, L
↑]L↑
[0, L↑]
[0
, L
↑]
[0
, L
↑]
R↓
R↓ R↓
R↓ R↓ R↓
R↑
[0, R↑] R↑
[0, R↑]
[0, R↑]
[0, R↑]
1−L↓−R↓
L◦◦
L◦◦
[0
,L
◦ ◦]
[1−L↑−L, 1] [1−R↑−R, 1] [1−R↑−R, 1] [1−R↑−R, 1]
qbd,3 [0]
[1; 1] [1; 2]
[2; 1] [2; 2]
[3; 1] [3; 2]
L
L
[L+R↓,
1−L↓−L◦◦]
R
R
[R+L↓,1−R↓]
L↓
L↑
[0
,L
↑]
[0
,L
↑]
R↓
R↓
[0, R↑]
[0, R↑]
R↓
R↑
[0,R↑]
[0,R↑]
L↓
L↓
[0,
L↑]
[0,
L↑]
1−L↓−R↓
L◦◦
L◦◦
[L↓+L◦◦, 1−L−R↓] [R↓, 1−R−L↓]
bd,3 [0]
[1]
[2]
[3]
L↓+R↓
L↓+R↓
L↓+R↓
[L↑, R↑]
[L↑, R↑]
[0, R↑]
1−L↓−R↓
[R
,R
+
L
◦
]
[R
,R
+
L
◦
]
[1−R↑, 1]
Figure 4.10: Interval abstractions Mgrid,3, Mqbd,3 and Mbd,3 for L↑ +L◦ =
R↑, L+ L◦ = R, and L◦◦ = L◦ + L◦.
107
CHAPTER 4. MODEL CHECKING ABSTRACT MARKOV CHAINS
Let M be a tree-structured QBD with state space S. For partitioning
scheme ps ∈ {tree, qgrid, grid, qbd, bd} and cut level n ∈ N>0, we define ab-
straction function αps,n : S → Sps,n as follows. For 0x = (x1, x2, . . . , xm) ∈ S,
let
αtree,n(0x) =
{
[0x] if m < n,
[0x↓n] otherwise;
αqgrid,n(0x) =


[#10x, . . . ,#d0x; xm] if m < n,
[#10x↓n−1 + #1(xm), . . . ,
#d0x↓n−1 + #d(xm); xm] otherwise;
αgrid,n(0x) =
{
[#10x, . . . ,#d0x] if m < n,
[#10x↓n, . . . ,#d0x↓n] otherwise;
αqbd,n(0x) =
{
[m; xm] if m < n,
[n; xm] otherwise;
αbd,n(0x) =
{
[m] if m < n,
[n] otherwise.
For example, when using the grid scheme, all states with the same number
of jobs (up to the n-th queued job) in phases 1, 2, . . . , d, respectively, are
grouped together.
Scheme bd preserves property (P1) only, grid additionally preserves (P2),
whereas qbd additionally preserves (P3). Scheme tree preserves all properties
and qgrid preserves all but (P4). Interval abstractions of the binary tree-
structured QBD from Figure 4.8 (right) are shown in Figures 4.9 and 4.10.
From those, it becomes clear that the partitioning schemes are named after
the structure of the abstract models. Schemes bd and qbd yield chain-like
structures similar to (quasi)-birth death processes, where the qbd scheme
enhances the bd scheme by storing the phase of the job currently in service.
Similarly the qgrid scheme enhances the grid scheme. The order of the
abstract models size is given in the first row in Table 4.3.
108
4.6. CASE STUDY: TREE-STRUCTURED QBDS
ps tree qgrid grid qbd bd
|Sps,n| O(dn) O(d·
(
d+n
d
)
) O((d+nd )) O(d·n) O(n)
#distrs < 1.5× < d× < d× < d× ≤ d×
Table 4.3: Sizes of abstract models and average numbers of distributions per
state (for d > 1).
Analysis. In the relevant literature, the analysis of (tree-structured) QBDs
mostly focuses on steady-state probabilities as these can be obtained using
matrix-geometric techniques [BLM03]. Another important performance mea-
sure is the utilization of a queue, i.e. the fraction of time the queue is in a
busy state. A sensibly designed queue should have a utilization strictly below
100% as otherwise, on the long run, the number of waiting jobs will grow
ad infinitum. On the other hand, a very small utilization might indicate an
oversized design.
The measure we are concerned with is: “If the queue is filled up to a
certain level, what is the probability for the system to process all but k jobs
within t time units?” New jobs that arrive while serving older jobs should
be completed as well. This measure is a typical example for a time-bounded
reachability property and cannot be computed using steady-state analysis.
Transient analysis however has received scant attention; the only existing
approach is approximate [vVvHB06]. Recently, direct techniques based on
uniformization or variants thereof [Gra91], have been proposed for reacha-
bility properties for general infinite-state CTMCs [ZHHW08] and for highly
structured infinite-state CTMCs, such as standard QBDs [RHC07] and Jack-
son queueing networks [RH08]. However, they all lead to an exponential
blow-up when applied to tree-structured QBDs. Whereas the techniques pre-
sented in the previous sections guarantee to yield upper and lower bounds
of reachability probabilities, [vVvHB06] yields arbitrary approximations. In
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addition, applying transient analysis to compute timed reachability probabil-
ities requires an amendment of the CTMC which destroys the tree structure;
therefore [vVvHB06] cannot be directly applied to this setting.
In the following, we perform extensive experiments for phase-type service
distributions of different orders and analyze the influence of parameter setting
and partitioning scheme on the quality of the results and on the size of
the resulting abstract state space. To get an impression of how the system
evolves over time, we compute probability bounds for gradually increasing
time bounds up to a point where the system approaches an equilibrium. The
average number of distributions per state never exceeds d (cf. second row in
Table 4.3). Since we investigate phase-type service distributions of the order
d ≤ 5, with MDP abstraction, we obtain models that are not much larger
than the ones obtained by interval abstraction. Due to Theorem 3.4.2, we
therefore stick to MDP abstraction in the following. Abstract models are
generated using a Java tool, and the analysis is done using MRMC version
1.4 [KZH+09]. All experiments were run on a standard desktop computer
(Athlon X2 3800+, 2GB RAM).
E1. Firstly, we compare the precision of the abstractions induced by the
partitionings presented in the previous section, check if the results are
consistent and provide results for two sets of rates. We choose a low
cut level for all partitioning schemes and goal level k = 0. Note that
k = 0 is a special case as the ordering of the jobs is of no relevance
in the concrete model as all jobs need to be served anyway before the
goal level is reached. Hence, for all partitioning schemes preserving the
number of customers per phase, as tree, qgrid and grid, the imprecisions
have to result from the choice of the cut level.
E2. In the second experiment, we investigate the influence of the cut level
on the imprecisions occurring for the special case k = 0. We focus on
the grid scheme in this experiment.
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E3. In a third experiment we compare the precision of the grid -abstractions
for varying goal levels k and fixed cut level.
E4. We then present a refinement of the grid abstraction, where the tree is
built in full breadth up to level c and the grid abstraction is applied for
higher levels. We present results for varying c, fixed k = 4 and given
cut level.
E5. In an additional experiment, we choose the cut levels such that the re-
sulting abstract state spaces are of approximately the same size. Apart
from the quality of the results, we compare the time it takes to generate
and analyze the abstract models.
E6. To emphasize the generality of our approach we present results for the
refined grid abstraction, as presented in Experiment 4, for a phase-type
5 distribution.
As standard parameters we choose L↓= 2, R↓= 3, L = 4, R = 5, L↑= 7.5,
R↑= 10, with a resulting utilization, i.e. the percentage of time the queue is
busy in the long run, of 57%.
E1. Partitioning schemes:
We compare three abstractions, Mtree,12, Mgrid,12 and Mbd,12, where we
choose initial states that simulate (1, 2, 1, 2, 1, 2, 1, 2) in the concrete model,
namely [1, 2, 1, 2, 1, 2, 1, 2], [4, 4], and [8] respectively, and take the empty
queue as goal state. The resulting lower and upper probability bounds, for
these abstractions are shown in Figure 4.11 (top) where the x-axis shows the
time bounds. As expected, the most accurate results are obtained using tree
abstraction. However, the difference between the obtained upper and lower
bound is rather large for medium and large time bounds since the cut level
12 is too close to the initial state. The second best abstraction is grid ab-
straction, that is almost as good as tree abstraction, especially for low time
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bounds. The bd abstraction, while having the least memory requirements, is
clearly outperformed on the whole range of time bounds. Note that, for large
time bounds, results are not as bad as for medium ones. This comes from
the fact that upper bounds are derived by assuming that jobs are processed
rather quickly while for lower bounds it is assumed that jobs are processed
slowly. However, in both cases all jobs are processed eventually, due to a
utilization which is less than one.
The results for the other partitionings are presented in Figure 4.11 (bot-
tom). The initial states [4, 4; 2], [4, 4], and [8; 2] simulate (1, 2, 1, 2, 1, 2, 1, 2).
Qbd abstraction performs significantly better than bd abstraction (left), but
still is outperformed by grid abstraction for low and medium time bounds.
For large time bounds (starting at about 4.75), qbd abstraction yields better
lower bounds, even though the state space is significantly smaller than for
grid abstraction. This comes from the fact that qbd abstraction is aware of
the job that is currently processed. If that job is processed rather quickly, a
transition to a higher level (away from the cut level) is more probable. This
shows that grid and qbd abstractions are incomparable. Finally, combining
the advantages of grid and qbd yields the inner pair of curves (qgrid). This
scheme outperforms the other two abstractions and comes close to the tree
scheme’s results (left), however, with a drastically lower memory consump-
tion (with a factor of 217).
Now, we consider an alternative set of parameters where rates are much
more diverse: L ↓= 1, R ↓= 5, L = 3, R = 15, L ↑= 8, R ↑= 20, with
a resulting utilization of 46%. As Figure 4.12 indicates, both bd and qbd
abstractions perform badly with these parameters. The reason is that only
the total number of jobs is stored and therefore in the best (worst) case,
it is assumed that only short (long) jobs are present in the queue. On the
contrary, the performance of grid and qgrid abstraction is excellent (lower
and upper bounds are overlapping in the graph).
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Figure 4.11: E1: Upper and lower bounds for bd, grid, tree abstractions (top)
and qbd, qgrid, grid abstractions (bottom) with the same cut level and k = 0.
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Figure 4.12: E1 with an alternative parameter set: Upper and lower bounds
for bd, qbd and (q)grid abstractions with the same cut level and k = 0.
E2. Influence of the cut level:
In our second experiment, we investigate the influence of the cut level on the
quality of the results. We show upper and lower bounds on the probability
to reach the empty state from initial state [4, 4] with grid abstraction and
increasing cut level. The parameters are chosen as in experiment E1, except
L↓= 310 and R↓= 5 are larger, resulting in a very high utilization of 96% and,
hence, a much larger range on the time-axis.
Figure 4.13 shows that grid abstraction is capable of providing lower and
upper bounds that differ marginally, for large enough cut levels. As all the
jobs need to be served to reach the empty state, the ordering of the jobs does
not matter. Hence, for cut level n → ∞, grid abstraction contains all the
necessary information, if the empty state is chosen as goal state.
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Figure 4.13: E2: Upper and lower bounds for grid abstractions with increas-
ing cut levels and k = 0.
Figure 4.14: E3: Upper and lower bounds for grid abstraction with increasing
goal levels k and fixed cut level.
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E3. Influence of the goal level:
We compare results obtained with grid abstraction for a large enough cut
level for increasing goal levels k. Figure 4.14 shows that with growing goal
levels the difference between upper and lower probability bounds increases.
This is due to the fact, that in this setting grid abstraction does not contain
all necessary information, as the ordering of the jobs in the queue influences
the time that is needed to serve all but k jobs.
E4. Refinement:
To obtain more precise results, the grid partitioning scheme is refined. Lack
of information on the first jobs in the queue leads to less tight bounds. Hence,
the abstract states are refined according to the ordering of the first jobs. We
define αgrid,c,n such that states are merged for which the order of the first c
job phases is the same and where the numbers of job phases for jobs c + 1
up to n are equal as well:
αgrid,c,n(0x) =


[0x↓c; #1(xc+1, . . . , xm),
. . . ,#d(xc+1, . . . , xm)] if m < n,
[0x↓c; #1(xc+1, . . . , xn),
. . . ,#d(xc+1, . . . , xn)] otherwise.
This still is a very natural partitioning scheme. For example, for a binary
tree-structured QBD, αgrid,2,8((1)) = [(1); 0, 0] and αgrid,2,8((1, 2, 1, 1, 2, 1)) =
[(1, 2); 3, 1].
In Figure 4.15, results for goal level k = 4 and refinement levels c ∈
{0, 2, 4} are shown. If the refinement level c equals the goal level k, and
if the cut level is large enough, the obtained lower and upper bounds are
extremely tight.
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Figure 4.15: E4: Upper and lower bounds for refined grid abstraction with
increasing c for k = 4 and fixed cut level.
E5. Similar sized state spaces:
While in the first experiment the cut level remained constant, we now com-
pare the different abstractions, while keeping the size of the abstract state
space approximately the same. We select the same initial states and the same
goal state as in the first experiment, as well as the first set of rates. The goal
of this experiment is to determine which properties are more important for
the quality of the results, given a maximal number of states.
The cut level, the number of states in the abstract model and the time
for generating the abstract state space and for computing probability bounds
are given in the table in Figure 4.16. While tree and bd abstraction use the
least computation time, their results, shown in Figure 4.16, are rather impre-
cise compared to the other abstractions. Long-term behavior is not captured
very well by tree abstraction as the cut level is close to the initial state.
For small time bounds, bd abstraction is the worst. Yet, it catches up with
increasing time bounds, as it has the largest depth and therefore very little
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probability mass is lost in the cut level. However, neither one can compete
with grid and qgrid abstractions for which the lower and upper bounds are
almost identical. Here, the grid scheme is favorable as the computation time
is 12% smaller than for qgrid.
depth states time/ms
tree 10 2047 989
qgrid 45 2071 1546
grid 63 2080 1378
qbd 1023 2047 1434
bd 2046 2047 1092
Figure 4.16: E5: Upper and lower bounds for bd, tree, qbd and (q)grid ab-
stractions with similar sized state spaces for k = 0.
118
4.6. CASE STUDY: TREE-STRUCTURED QBDS
Figure 4.17: E6: Upper and lower bounds for refined grid abstractions with
increasing c for k = 4 and fixed cut level.
E6. Phase-type 5 service distribution:
To emphasize the generality of our approach, we present results on a M|PH5|1
queue with preemptive LIFO and a utilization of 77% and a phase-type
distribution with the following parameters:
r↓=
(
0.5 1 0.75 1.25 1.5
)
r↑=
(
4 5 6 7 8
)
r =


2 0.5 2 1 1.5
0 2 1.5 2.5 1
0 0 2 2.5 2.5
0 0 0 4 3
0 0 0 0 7


For initial state (2, 2, 2, 1, 1), goal level k = 4 and cut level 24, Figure 4.17
shows upper and lower bounds for the refined grid abstraction with c ∈
119
CHAPTER 4. MODEL CHECKING ABSTRACT MARKOV CHAINS
Figure 4.18: E6: Upper and lower bounds for grid abstractions with increas-
ing cut level and k = 0.
{0, 2, 4}. Again, for matching goal and refinement level, the results differ
only marginally.
In the following, we investigate how the time for abstraction and for the
computation of probability bounds scales with the cut level. The goal level
is fixed to k = 0.
The results in Figure 4.18 and in Table 4.4 show that for large enough cut
level, the grid abstraction is capable of providing upper and lower bounds
that differ only marginally and scale well with the size of the abstract model.
Note that the differences between upper and lower bounds of reachability
probabilities listed in Table 4.4 cannot get smaller than ε = 10−6 because
MRMC computes ε-approximations of the probability bounds. In contrast,
when forgoing abstraction, a massive number of states has to be considered
(see Table 4.4, right part). For example, when computing time-bounded
reachability for time-bound t = 7.5, by using abstraction, one obtains an
ε-approximation (with ε = 10−6) from an abstract model with less than
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half a million states. With standard uniformization, 10188 states have to
be explored in the concrete model in order to compute an approximation
with the same guaranteed error bound. However, even with a terabyte of
available memory, CTMCs with more than 1014 states cannot be dealt with.
This shows evidently that abstraction is an attractive approach to computing
time-bounded reachability probabilities in tree-structured QBDs.
4.7 Summary and discussion
In this chapter, we showed how to analyze (finite) abstract Markov chains.
The key point is the restriction of the set of history-dependent schedulers to
extreme schedulers that only may choose from a finite set of distributions. We
have proven that this restriction is not affecting the infimum and supremum
of probability measures. Furthermore, ideas used in that proof have been
exploited for developing efficient, polynomial-time algorithms for comput-
ing step-bounded and time-bounded reachability probabilities. With the re-
sults we obtained on the preservation of reachability probabilities in abstract
models simulating a concrete one, we devised a three-valued model checking
framework for PCTL and CSL based on such abstractions and showed its
soundness. Finally, the feasibility of abstraction based model checking has
been demonstrated by a case study from queueing theory for which other
known techniques are only applicable to very small instances.
Related work. We now discuss some of the related work on abstraction
for probabilistic systems and we also comment on existing links to follow-
ing chapters when appropriate. Note that most of the advanced techniques
have been developed for discrete-time models and cannot be lifted to the
continuous-time setting easily.
As for interval abstraction, the main idea behind magnifying lens abstrac-
tion [dAP07] is to partition the state space and to compute the minimal and
maximal probabilities for moving from one partition to another. The main
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difference is that probabilities are considered for leaving a partition towards
another partition (without visiting a third one) within an arbitrary amount
of steps. This implies that the number of steps in the concrete model that
correspond to one step in the abstract model is not bounded. As a result,
step-bounded reachability probabilities are not preserved by magnifying lens
abstraction. A further restriction is that the authors consider MDPs with
finite state space only. However, combining interval abstraction (obtaining
a finite abstract model) with magnifying lens abstraction (to compute un-
bounded reachability probabilities) might lift this restriction. In Chapter 5
of this thesis, we develop a generalization of interval abstraction that is par-
tially inspired by this technique; instead of an arbitrary amount of steps, a
fixed number of subsequent steps will be considered for abstraction.
Game-based abstraction [KNP06, KH09] is a technique that basically ex-
tends MDP abstraction [DJJL01]. When considering DTMCs as concrete
models, the results obtained via game-based abstraction and MDP abstrac-
tion are identical. The important difference is that instead of one source of
nondeterminism as in MDPs (112-player games), in the abstract model used
for game-based abstraction (so-called simple stochastic games or 212-player
games) there are two independent sources of nondeterminism. This allows for
the distinction between nondeterminism that is present in the original model,
a concrete MDP, and the nondeterminism introduced during the process of
abstraction. Then, for an optimal (maximal) solution in the concrete MDP,
lower (upper) bounds can be computed by maximizing the strategy of the
first player and minimizing (maximizing) the strategy of the second player.
Analogously, lower and upper bounds can be computed for minimal solutions
in the concrete MDP. The algorithms that are used for the computation of
these bounds can – to our knowledge – not be lifted to a continuous-time
variant of simple stochastic games easily. However, lifting game-based ab-
straction to the continuous-time setting requires substantial progress on the
analysis of continuous-time 212-player games. With the availability of positive
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results in that area, abstraction for interactive Markov chains as presented
in Chapter 6 could be generalized in a similar way as MDP abstraction is by
game-based abstraction.
Very recently, an abstraction technique for infinite-state continuous-time
Markov chains – sliding window abstraction [HMW09] – has been introduced
that takes advantage of the fact that in certain models, for a given fraction
of time, only small fragments of the infinite state space are occupied with
significant probabilities. Basically, the technique hides all states that are
occupied with probabilities below a given threshold: a window is left open
through which parts of the original state space are still visible. As time
moves on, the probability mass may decrease in some states and increase in
others such that the fraction of states to be considered changes constantly:
the window is said to slide over the state space. The sustained loss of preci-
sion – when disregarding states with a positive probability that is below the
threshold – is traceable, i.e. a maximal error for the resulting probabilities
can be computed along the analysis. The technique has been shown to work
well for a number of models from the area of systems biology. Combining
sliding window abstraction with ideas presented in this thesis would be an
interesting subject for future work.
In [Hut05], a more theoretical point of view is taken. Basically, it is shown
that for infinite-state discrete-time Markov chains and PCTL formulas with-
out until, finite-state abstractions can be constructed for which the same
model checking results are obtained as for the original model. The abstrac-
tion proposed for PCTL formulas including until can be seen as a predecessor
of interval abstraction as it has been introduced in the previous chapter. Al-
gorithmic issues, such as normalization, are not elaborated on. Further, the
continuous-time setting is not considered. More theoretical results related to
this thesis are to be found in [HPW09], where PCTL completeness results
are provided for an abstraction framework for Markov chains that uses three-
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valued labels (but does not incorporate nondeterministic choices of transition
probabilities) in abstract states.
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5
Abstraction by
Erlang’s method of stages
In this chapter, one downside common to MDP and interval abstraction –
in fact, to all abstraction techniques that rely on stepwise simulation – will
be isolated and a solution is proposed; we will stick to interval abstraction,
however, the idea is easily transferable. Furthermore, we focus on abstrac-
tion and the computation of probability bounds for step- and time-bounded
reachability for continuous-time Markov chains; step-bounded reachability
for the discrete-time case will not be made explicit. While we provide al-
gorithms for the computation of bounds for reachability probabilities, we
refrain from lifting the analysis results to model checking as it may be done
just as for AMCs as shown in the previous chapter (cf. [KKLW08]).
Put in a nutshell, the approach in this chapter is to generalize inter-
val abstraction towards considering transition sequences of a given length
k as abstract transitions. We aim at abstractions that k-stepwise simu-
late the original model. As abstract model we introduce a generalization
of ACTMCs where state residence times are no longer exponentially dis-
tributed but Erlang-j distributed (see Section 2.4.1) with j ∈ {1, . . . , k}; we
identify a class of schedulers that is well-suited for obtaining lower and up-
per bounds of reachability probabilities and we provide efficient algorithms
that are inspired by these classes of schedulers. The chapter is concluded
with a case study from systems biology, demonstrating the feasibility of the
presented approach.
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s2
s1s0
u
1 1
1
2
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1
s′ u′
[0, 1]
[0, 1] 1
s′′ u′′
[34 , 1][0, 14 ] 1
Figure 5.1: Concrete CTMC (top), an AMC abstraction (middle) and an
abstraction by an Erlang-2 interval process (bottom).
5.1 Erlang-k interval processes
In the following, let us first investigate an example that reveals a shortcom-
ing of stepwise simulation based abstraction methods. While abstraction as
presented before is correct, we will find that in certain cases it may yield very
coarse abstractions. However, we will see that it is possible to obtain better
abstractions by generalizing the ideas from the previous chapters.
Example 5.1.1. Consider the Markov chain M shown in Figure 5.1 (top)
and abstraction function α : S → S ′ with S ′ = {s′, u′} where γ(s′) =
{s0, s1, s2} and γ(u′) = {u}. Applying interval abstraction results in the
abstract model α(M) depicted in Figure 5.1 (middle). As from s0 the (time-
abstract) probability to move to an s-state in exactly one step is 1, we have
Pu(s′, s′) = 1 and consequently Pl(s′, u′) = 0. Further, the probability to
move from s1 to u is 1 and therefore Pu(s′, u′) = 1 and Pl(s′, s′) = 0. While
α(M) is simulating M (and therefore allows for simulation of the exact
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behavior of the concrete model M), it is a pretty coarse abstraction: when
always choosing the self-loop in state s′ with probability 1, state u′ will never
be reached.
A more narrow interval is obtained when considering two consecutive
transitions. For both s0 and s1, the (time-abstract) 2-step probability to
move to u is 1 and for s2, the 2-step probability to move to u is
3
4 . Thus, as
depicted in Figure 5.1 (bottom), the probability to take the abstract tran-
sition from s′′ (representing all s-states) to u′′ (representing u) is within 34
and 1; and almost surely, on the long run, state u′′ will be reached from s′′,
no matter how values from the intervals are chosen.
Note, that Figure 5.1 (bottom) does not show an AMC and clearly, the
relation between M and this abstraction is not a stepwise probabilistic sim-
ulation as it is the case for α(M).
In the remainder of this chapter we develop a methodology for abstrac-
tions as described in the above example. First, we introduce Erlang-k interval
processes serving as abstract model (cf. Figure 5.1, bottom), then we estab-
lish a formal relation and discuss preservation of reachability probabilities.
Erlang-k interval processes are determined by two ingredients: an ab-
stract discrete-time Markov chain as defined in Section 3.2 and a Poisson
process, cf. Section 2.4.1. The former determines the probabilistic branch-
ing whereas residence times are governed by the latter. More precisely, the
state residence time is the time until j further arrivals occur according to the
Poisson process where j ∈ {1, . . . , k} is nondeterministically chosen. Thus,
the residence times are Erlang-j distributed. Formally, the time until j ar-
rivals have occurred in the Poisson process within t time units is given by
the cumulative distribution function Fλ,j(t) = 1 −
∑j−1
i=0 e
−λ·t · (λ·t)ii! . Thus,
the probability for {k, k + 1, . . . , k + j − 1} arrivals with j ≥ 1 is given by
ψλ,t(k, j) =
∑k+j−1
i=k e
−λ·t · (λ·t)ii! .
129
CHAPTER 5. ERLANG-K INTERVAL ABSTRACTION
Definition 5.1.1 (Erlang-k interval process). An Erlang-k interval process
(for short, EkIP) is a tuple M = (S,Pl,Pu, L, µ0,λ, k), with S, Pl, Pu, L,
µ0 as for AMCs, λ ∈ R>0, a parameter of the associated Poisson process and
k ∈ N>0.
Notions of paths, paths fragments, sets of paths and so forth are as
for CTMCs. We depict EkIPs by drawing the state-transition graph of
the discrete part, i.e., the associated ADTMC with transitions labeled by
[Pl(s, s′),Pu(s, s′)]. The number of arrow heads distinguishes EkIPs from
ACTMCs (cf. Figure 5.1). The Poisson process that determines the resi-
dence times, as well as the marking of the initial state are often omitted.
An Erlang-1 interval process is an ACTMC. If additionally all intervals
are singletons, the process is equivalent to a CTMC with Pl = Pu = P. The
set of transition probability functions for M is given by
TM(s) = {µ ∈ distr(S) | ∀u ∈ S : µ(u) ∈ [Pl(s, u),Pu(s, u)]}
and the set of parameters for the residence time distribution is {1, . . . , k} for
all s ∈ S. As for AMCs, for EkIPs, not all combinations of values from the
intervals yield probability distributions. The same normalization techniques
as presented for AMCs in Section 3.3, can be applied here to disregard such
combinations.
Each of the two ingredients of EkIPs, the ADTMC and the Poisson pro-
cess, are sources of nondeterminism. Hence, a scheduler has to decide for
1. a distribution according to the transition probability intervals, and
2. the number j ∈ {1, . . . , k} of arrivals in the Poisson process.
For the same reasons as for AMCs (cf. Section 4.1) we are considering his-
tory dependent schedulers. For EkIP M, a history-dependent determinis-
tic scheduler is a function D : PathfMabs → distr(S) × {1, . . . , k} such that
D(#) ∈ TM(#↓) × {1, . . . , k} for all # ∈ PathfMabs. The set of all history-
dependent deterministic schedulers of M is denoted DM. A scheduler D ∈
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DM induces a stochastic process with probability measure PrD, for which
PrD(C(s0)) = µ0(s0) for all s0 ∈ S, and for si+1 ∈ S and Ii = [0, xi] ⊆ R≥0
with i ∈ {0, . . . , n} for all n ∈ N,
PrD(C(s0 I0 . . . In sn+1))
= PrD(C(s0 I0 . . . In−1 sn)) · Fλ,jn(sup In) · µn+1(sn+1)
= µ0(s0) ·
∏n
i=0 (Fλ,ji(sup Ii) · µi+1(si+1))
where (µi+1, ji) = D(s0 s1 . . . si). Similarly, for the time-abstract probability
measure induced by D we have PrDemb(C(s0)) = µ0(s0) and
PrDemb(C(s0 . . . sn+1)) = µ0(s0) ·
∏n
i=0 µi+1(si+1).
Note that in the time-abstract case, the probability measure is identical to
the one for ADTMCs.
We are interested in the supremum/infimum (ranging over all schedulers)
of the probability of measurable sets of paths. Clearly, the choice of ji, the
number of steps in the associated Poisson process in state si, may influence
such quantities. For instance, on increasing ji, time-bounded reachability
probabilities will decrease as the expected state residence time (in si) becomes
longer. However, we delay the discussion on the nondeterministic choice in
the Poisson process until Sections 5.3 and 5.4, and focus on the choice of
distribution µi according to the probability intervals in the following section.
5.2 Abstraction and simulation
In this section, we define a generalized notion of interval abstraction. For k =
1, as P1 = P, this generalized abstraction operator is identical to abstraction
of CTMCs in terms of ACTMCs as defined in Section 3.2.
Definition 5.2.1 (Abstraction). For CTMC M = (S,P, L, µ0,λ) and ab-
straction function αk : S → S ′ with k ∈ N>0, the induced abstraction is
given by αk(M) = (S ′, P˜l, P˜u, L˜, µ˜0,λ, k) where for Pk, the k-th power of P,
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• for all s′, u′ ∈ S ′:
P˜l(s′, u′) = infs∈γ(s′)Pk(s, γ(u′))
P˜u(s′, u′) = sups∈γ(s′)P
k(s, γ(u′))
• for all s′ ∈ S ′, ap ∈ AP:
L˜(s′, ap) =


) if L(s, ap) = ) for all s ∈ γ(s′)
⊥ if L(s, ap) = ⊥ for all s ∈ γ(s′)
? otherwise
• for all u′ ∈ S ′: µ˜0(u′) = µ0(γ(u′))
Lemma 5.2.1. For any CTMCM, any abstraction function α and k ∈ N>0,
the induced abstraction αk(M) is an Erlang-k interval process.
Proof. The proof follows along the lines of the proof for Lemma 3.2.1.
Example 5.2.1. Reconsider the CTMC M from Figure 5.1 (top) with exit
rate λ = 1 and abstraction function αk : S → S ′ with γ(s′) = {s0, s1, s2},
γ(u′) = {u}. For k = 1, the abstract Erlang-1 interval process α1(M) is
actually the depicted ACTMC. When choosing k = 2 we obtain the E2IP
α2(M) depicted in Figure 5.1 (bottom; states are renamed to s′′ and u′′
respectively).
MDP abstraction could be defined similarly, however, the memory con-
sumption tends to grow with k as shown in the following example.
Example 5.2.2. Consider the CTMC M in Figure 5.2 (left) and let α be
such that γ(s′) = γ(s′′) = {s0, s1, s2, s3} and γ(u′) = γ(u′′) = {u}. The
interval abstraction α2(M) is as depicted in Figure 5.2 (bottom, right). With
a variant of MDP abstraction defined analogously to the one for interval
abstraction in Definition 5.2.1, we would obtain the abstract model depicted
in Figure 5.2 (top, right; probabilities for staying in s′ are omitted). Note
that whereas k = 1, i.e. standard MDP abstraction, yields two probability
distributions {s′ '→ 1} and {s′ '→ 13 , u′ '→ 23} in the abstract state s′, for k = 2
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7
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s′′ u′′ 1
[12 ,
8
9 ]
Figure 5.2: A CTMC M (left), an interval abstraction α2(M) (bottom,
right) and the corresponding MDP abstraction (top, right).
we already obtain four distributions. The maximal number of distributions
is bounded by the number of states in each partition, therefore, k = 3 does
not yield more than four distributions.
To be able to capture the difference between the semantics of CTMCs
and EkIPs, we define a variant of probabilistic simulation, expressing that
basically one transition in the latter corresponds to k transitions in the former
model. Note that the following definition relies on Definition 3.4.1, that lifts
a relation on states to a relation on distributions over states.
Definition 5.2.2 (k-step simulation). Let M = (S,P, L, µ0,λ) be a CTMC
and M′ = (S ′, P˜l, P˜u, L˜, µ˜0,λ) an EkIP. Relation Rk ⊆ S × S ′ is a k-step
simulation on M and M′ iff for all s ∈ S, s′ ∈ S ′, sRks′ implies:
1. for µ = Pk(s, ·), there exists µ′ ∈ TM′(s′) such that µ <k µ′
2. for all ap ∈ AP, L˜(s′, ap) $= ? implies L˜(s′, ap) = L(s, ap)
We write s <k s′ if sRks′ for some k-step simulation Rk, and M <k M′
if µ0 <k µ′0.
Figure 5.3 illustrates how the k-step distribution Pk(s, ·) is related to a
distribution on S ′: k steps in M are matched with a single step in M′. For
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∆
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Figure 5.3: k-step simulation
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Figure 5.4: 2-step simulation
k = 1 this definition is consistent with the standard notion of simulation,
cf. Section 3.4.
The following theorem states that for any k ∈ N>0, abstraction as given in
Definition 5.2.1 yields an EkIP which k-stepwise simulates the given CTMC.
Theorem 5.2.2. Let M be a CTMC with state space S and αk : S → S ′ an
abstraction function with k ∈ N>0. Then, M <k αk(M).
Proof. The proof goes along similar lines as the proof for Theorem 3.4.1.
Example 5.2.3. Let us again consider the CTMC M from Figure 5.1 (top)
and its abstraction α2(M) shown in Figure 5.1 (bottom). The 2-step proba-
bility distribution in state s2 inM is µ = {s2 '→ 14 , u '→ 12+ 14} as depicted in
Figure 5.4. We choose µ′′ = {s′′ '→ 14 , u′′ '→ 34} ∈ Tα2(M)(s′′) and the obvious
weight function, then with u <2 u′′ (which can be shown easily) we obtain
s2 <2 s′′. In a similar way it can be checked that s0 <2 s′′ and s1 <2 s′′ as
suggested by Theorem 5.2.2.
In this section, we stressed that k-step simulation relates the transition
probabilities of one transition in the abstract system to k transitions in
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the concrete system. However, it does not say anything about the num-
ber j ∈ {1, . . . , k} of arrivals in the Poisson process, which has to be chosen
appropriately to guarantee that the probability for reaching certain states
within a given step or time bound is related in the concrete and the ab-
stract system. This issue will be approached in the following sections. First,
we only consider the number of transitions in the Poisson process to obtain
step-bounded reachability probabilities, then we will discuss time-bounded
reachability using the associated Poisson probabilities.
5.3 Step-bounded reachability
We now show that the previously proposed abstraction method can be used
to efficiently derive bounds for the probability to reach a set B ⊆ S in a
CTMC M = (S,P, L, µ0,λ). For that, we consider an EkIP M′ with state
space S ′ and M <k M′. In the following, we assume that P(s, s) = 1 for all
s ∈ B as the behavior of M after visiting B can be ignored. As for AMCs,
B and B′ are compatible iff s <k s′ implies that s ∈ B iff s′ ∈ B′, for all
s ∈ S, s′ ∈ S ′.
The k-step forward simulation (cf. Definition 5.2.2) is useful for relating
transition probabilities in the concrete and the abstract system. However, to
relate bounded reachability probabilities of concrete and abstract systems, we
have to assess the abstract transitions with the right number j of new arrivals
in the Poisson process associated with M′. We will check for which choices
of the number of arrivals, we obtain lower and upper bounds of step-bounded
(and later also time-bounded) reachability probabilities.
Let us elaborate on this problem in more detail: first consider the case
that n is the number of transitions taken in the concrete system to reach a
certain goal state. Let 2 and j be such that n = 2·k+j and j ∈ {0, . . . , k−1}.
Clearly, the number of transitions in the abstract system only corresponds
exactly to a multiple of the number of transitions in the concrete system if
the remainder j equals 0. As this is generally not the case, we will obtain
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lower and upper bounds for the probability of reaching a set of goal states
that are not coinciding, even if in the abstraction we have Pl = Pu.
For more precise explanations let us consider the tree of state sequences
shown in Figure 5.5 (top, left). Let the black nodes denote goal states. Taking
the right branch, five transitions are needed to reach a goal state. For k = 3,
this implies that two abstract transitions lead to a goal state. However, as
2 · 3 = 6, computing with two transitions and three arrivals in the Poisson
process each, will not give the exact probability for reaching a goal state, but,
as we show, a lower bound. Intuitively, the probability for reaching a goal
state in Figure 5.5 (top, right) is computed. For an upper bound, one might
first consider all states as goal states from the fourth state on in the right
branch. This would give a rather coarse upper bound. We follow instead the
idea depicted in Figure 5.5 (bottom, left): We consider two transitions for
reaching the goal state, however, use three steps in the Poisson process for
assessing the first transition, but only one step for assessing the last transition
of a sequence of transitions. That is, we compute the reachability probability
for the goal states as depicted in Figure 5.5 (bottom, left). Technically, it
is beneficial to understand the situation as depicted in Figure 5.5 (bottom,
right), i.e., to first consider one transition with only one step in the Poisson
process and then to consider a sequence of transitions for which k steps are
taken in the Poisson process.
As we will establish in the following Lemma 5.3.1, a tight bound for min-
imal reachability probability is obtained when the scheduler always chooses
j = k, and a tight bound for maximal reachability probability is obtained
when the scheduler chooses j = 1 in the initial state and j = k otherwise.
Consequently, we restrict our attention to the following scheduler classes:
DM′l = {D ∈ DM′ | ∀#∃µ! : D(#) = (µ!, k)}
DM′u = {D ∈ DM′ | ∀#∃µ! : D(#) = (µ!, 1) if # ∈ S ′,
{D ∈ DM′ | ∀#∃µ! : D(#) = (µ!, k) otherwise}.
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Figure 5.5: Reaching goals in stages of length k.
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For these scheduler classes, the number of steps in the Poisson process
of the abstract model give lower and upper bounds for the number of steps
in a concrete model as follows. For i steps in the concrete model, in the
abstraction, F ikG is the corresponding number of steps for a scheduler in DM
′
l
and yields a lower bound for i as F ikG·k ≤ i; similarly H ikI is the corresponding
number of steps for a scheduler in DM′u and yields an upper bound for i. Let
us consider an example to see how this argument can be used for computing
step-bounded reachability probabilities.
Example 5.3.1. Let CTMC M with state space S = {s0, s1, . . .} and an
E3IP M′ with M <3 M′ be as depicted in Figure 5.6 (top). Note that the
transition probability intervals inM′ are singletons, that is, the deviations of
reachability probabilities in the concrete model and the probability bounds in
the abstract model can only result from abstracting from the actual number
of transitions that is necessary in the concrete model to reach a goal state.
Assume that M either starts in state s0 or s1 and the initial state of M′
is s′. In Figure 5.6 (bottom) the Poisson arrivals of M are illustrated as a
chain of states in the leftmost column. The evolution of the discrete steps of
M are given by the trees with root s0 and s1, respectively (where transition
probability 1 is omitted). Similarly, the tree with root s′ represents the
transitions in M′. The black nodes belong to set B and B′, respectively. It
is easy to see that a 3-step forward simulation on M and M′ can be defined
such that all the black nodes simulate each other. Furthermore, s′ simulates
s0, s1 and s2 as well as u′ simulates u0, u1, u2 and u3. The unnamed states are
not reachable from either s0 or s1 in an exact multiple of 3 steps and therefore
we do not depict their simulating states in the E3IP. For any D ∈ D′ we
calculate step-bounded reachability probabilities in M and M′ as follows:
Prs0(3, B) =
1
2 Prs1(3, B) =
1
2 Pr
D
s′ (1, B
′) = 12
Prs0(4, B) =
3
4 Prs1(4, B) =
1
2
Prs0(5, B) =
7
8 Prs1(5, B) =
1
2
Prs0(6, B) =
15
16 Prs1(6, B) =
15
16 Pr
D
s′ (2, B
′) = 1516
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Obviously, for 3 ≤ i ≤ 6, k = 3, and initial states s0 and s1 in M:
PrDM′(Reach
≤2 i
k
3(B′)) ≤ PrM(Reach≤i(B)) ≤ PrDM′(Reach≤4
i
k
5(B′))
We now show that the observation from the example above regarding
lower and upper bounds for reachability probabilities is valid in general.
Lemma 5.3.1. Let M <k M′ and let B ⊆ S, B′ ⊆ S ′ be compatible sets.
Then there exists a scheduler D ∈ DM′ such that for all i ∈ N:
PrDM′(Reach
≤2 i
k
3(B′)) ≤ PrM(Reach≤i(B)) ≤ PrDM′(Reach≤4
i
k
5(B′))
Proof. Let Rk be a k-step forward simulation on M and M′. We prove by
induction on i that for all s ∈ S, s′ ∈ S ′ with sRks′ there exists a scheduler
Ds,s′ ∈ DM′ with
Pr
Ds,s′
s′ (Reach
=2 i
k
3(B′)) ≤ Prs(Reach=i(B)) ≤ PrDs,s′s′ (Reach=4
i
k
5(B′)).
!
"
#
$5.1
As the sets of goal states B,B′ cannot be left, the lemma follows directly
from Equation (5.1) and the fact that for all i, h ≥ 0, D ∈ DM′ it holds
Prs(Reach
=i(B)) = Prs(Reach
≤i(B))
PrDs′ (Reach
=h(B′)) = PrDs′ (Reach
≤h(B′)).
We prove Equation (5.1) by first assuming that 0 ≤ i < k. We define the
initial decision of Ds,s′ ∈ DM′ as follows: Let ∆ : S × S ′ → [0, 1] be as in
Definition 5.2.2 for the pair sRks′. We set Ds,s′(s′) = µ where
µ(v′) =
∑
v∈S:vRkv′ ∆(v, v
′) for all v′ ∈ S.
Since 0 ≤ i < k we have F ikG = 0 and H ikI ∈ {0, 1}. If s′ ∈ B′ then sRks′ and
the compatibility of B,B′ imply that s ∈ B and thus
Pr
Ds,s′
s′ (0, B
′) = Pr
Ds,s′
s′ (1, B
′) = 1 = Prs(i, B).
Otherwise, that is, if s′ $∈ B′ then sRks′ and the compatibility of B,B′ imply
that s $∈ B. Let us distinguish the cases H ikI = 0 and H ikI = 1. In the former
case, we have i = 0 and therefore Pr
Ds,s′
s′ (0, B
′) = 0 = Prs(i, B).
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In the latter case, 0 < i < k and, as F ikG = 0, this yields for the lower
bound Pr
Ds,s′
s′ (F ikG, B′) = 0 ≤ Prs(i, B).
For the upper bound we get for H ikI
Prs(i, B) =
∑
v∈B P
i(s, v)
≤ ∑v∈B Pk(s, v) (∗)
=
∑
v∈B
∑
v′∈S′∆(v, v
′) (sRks′)
=
∑
v∈S
∑
v′∈B′ ∆(v, v
′) (∗∗)
=
∑
v′∈B′ µ(v
′) (sRks′)
= Pr
Ds,s′
s′ (1, B
′)
= Pr
Ds,s′
s′ (H ikI, B′)
where µ = D(s′). Here, (∗) holds because all B-states have self-loops with
probability one and (∗∗) is true since
∆(v, v′) > 0 =⇒ (v, v′) ∈ Rk =⇒ v ∈ B iff v′ ∈ B′
=⇒ ∆(B, S ′ \B′) = 0 = ∆(S \B,B′).
Let us now proceed with the induction step, that is, we assume that Equa-
tion (5.1) holds and prove that it is true for i→ i+k. Note that by induction
hypothesis, for each pair vRkv′ there exists a scheduler Dv,v′ ∈ DM′ such that
Pr
Dv,v′
v′ (F ikG, B′) ≤ Prv(i, B) ≤ Pr
Dv,v′
v′ (H ikI, B′).
Let # ∈ PathfM′abs and let v′ be the first element of #. We define Ds,s′(s′#) as
a linear combination of the distributions Dv,v′(#). More precisely,
Ds,s′(s′#) =
∑
v∈S
(
∆(v,v′)
∆(S,v′) ·Dv,v′(#)
)
.
This implies that for s′ $∈ B′, h > 0
Pr
Ds,s′
s′ (h,B
′) =
∑
v′∈S′
(
µ(v′) · ∑
v∈S
(
∆(v,v′)
∆(S,v′) · Pr
Dv,v′
v′ (h− 1, B′)
))
.
!
"
#
$5.2
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We calculate
Prs(i+ k,B)
=
∑
v∈S P
k(s, v) · Prv(i, B)
=
∑
v∈S
∑
v′∈S′∆(v, v
′) · Prv(i, B) (sRks′)
=
∑
v′∈S′
(
∆(S, v′) ·∑v∈S (∆(v,v′)∆(S,v′) · Prv(i, B)))
≥∑v′∈S′ (∆(S, v′) ·∑v∈S (∆(v,v′)∆(S,v′) · PrDv,v′v′ (F ikG, B′))) (Ind. hyp.)
=
∑
v′∈S′
(
µ(v′) ·∑v∈S (∆(v,v′)∆(S,v′) · PrDv,v′v′ (F ikG, B′))) (sRks′)
=Pr
Ds,s′
s′ (F i+kk G, B′) (Eq. (5.2))
=Pr
Ds,s′
s′ (F ikG+ 1, B′)
for the lower bound. For the upper bound, we obtain:
Prs(i+ k,B)
=
∑
v∈S P
k(s, v) · Prv(i, B)
=
∑
v∈S
∑
v′∈S′∆(v, v
′) · Prv(i, B) (sRks′)
=
∑
v′∈S′
(
∆(S, v′) ·∑v∈S (∆(v,v′)∆(S,v′) · Prv(i, B)))
≤∑v′∈S′ (∆(S, v′) ·∑v∈S (∆(v,v′)∆(S,v′) · PrDv,v′v′ (H ikI, B′))) (Ind. hyp.)
=
∑
v′∈S′
(
µ(v′) ·∑v∈S (∆(v,v′)∆(S,v′) · PrDv,v′v′ (H ikI, B′))) (sRks′)
=Pr
Ds,s′
s′ (H i+kk I, B′) (Eq. (5.2))
=Pr
Ds,s′
s′ (H ikI+ 1, B′)
Thus Pr
Ds,s′
s′ (F ikG + 1, B′) ≤ Prs(i + k,B) ≤ Pr
Ds,s′
s′ (H ikI + 1, B′), and we
conclude that for all i ∈ N there exists a scheduler D ∈ DM′ such that
PrDM′(Reach
=2 i
k
3(B′)) ≤ PrM(Reach=i(B)) ≤ PrDM′(Reach=4
i
k
5(B′))
which completes the proof.
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From this lemma, we directly obtain that i-step bounded reachability
probabilities in a CTMC are bounded by the minimal and maximal proba-
bilities in a simulating EkIP to take F ikG to H ikI steps. Let
PrM
′
inf (i, B
′) = infD∈DM′
l
PrD(Reach≤i(B′))
PrM
′
sup(i, B
′) = supD∈DM′u Pr
D(Reach≤i(B′)).
Corollary 5.3.2. Let M <k M′ and let B ⊆ S, B′ ⊆ S ′ be compatible sets,
then for all i ∈ N:
PrM
′
inf (F ikG, B′) ≤ PrM(i, B) ≤ PrM
′
sup(H ikI, B′)
Proof. Follows directly from Lemma 5.3.1.
Note that the computation of step-bounded reachability probabilities in
EkIPs is done on the embedded ADTMC using the same algorithm as in
Section 4.2.
5.4 Time-bounded reachability
In the previous section we focused on time-abstract probabilities, now we lift
the results from that section to time-bounded reachability and discuss how to
compute lower and upper bounds of time-bounded reachability probabilities.
Theorem 5.4.1. Let M be a CTMC and M′ an EkIP with M <k M′.
For t ∈ R≥0 and compatible sets B and B′, there exist schedulers D ∈ DM′l ,
D′ ∈ DM′u with
PrD(Reach≤t(B′)) ≤ PrM(Reach≤t(B)) ≤ PrD′(Reach≤t(B′)).
Proof. Let Rk be a k-step forward simulation on M and M′ and assume
that s and s′ are the initial states of M and M′ – the lifting to initial
distributions is as usual. From Lemma 5.3.1 we know that for pair sRks′
there is a scheduler Dˆ ∈ DM′ such that for all i ∈ N:
PrDˆs′ (Reach
≤2 i
k
3(B′)) ≤ Prs(Reach≤i(B)) ≤ PrDˆs′ (Reach≤4
i
k
5(B′)) .
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We lift this statement to time-bounded reachability by proving that there
exist schedulers D ∈ DM′l , D′ ∈ DM′u such that for all i ∈ N:
PrDs′ (Reach
≤2 i
k
3
≤t (B
′)) ≤ Prs(Reach≤i≤t(B)) ≤ PrD
′
s′ (Reach
≤4 i
k
5
≤t (B
′)).
!
"
#
$5.3
where for any i ∈ N, t ∈ R≥0 and set of goal states B, by Reach≤i≤t(B) we
denote the set of paths that reach a state in B within both, i steps and t
time units. From this the theorem follows directly as for any D:
Prs(Reach≤t(B)) = limi→∞ Prs(Reach
≤i
≤t(B)), and
PrDs′ (Reach≤t(B
′)) = limh→∞ PrDs′ (Reach
≤h
≤t (B))
The idea is to define two copies D and D′ of Dˆ that choose the same dis-
tributions µ as Dˆ but arrivals j such that D ∈ DM′l and D′ ∈ DM′u . More
precisely, if Dˆ(#) = µ (recall that we omit the choice of the number of arrivals
for Dˆ as it plays no role for Lemma 5.3.1) we define D(#) = (µ, k) for all
# ∈ PathfM′abs and D′(#) = (µ, 1) if # = s′ and D′(#) = (µ, k) otherwise. This
yields:
Prs(Reach
≤i
≤t(B))
=
∑i
h=0
(
ψλ,t(h) · Prs(Reach=h(B))
)
=
∑i
h=0
(
ψλ,t(h) · Prs(Reach≤h(B))
)
(∗)
≥ ∑ih=0 (ψλ,t(h) · PrDs′ (Reach≤2hk 3(B′))) (Lemma 5.3.1)
≥ ∑2 ik 3·kh=0 (ψλ,t(h) · PrDs′ (Reach≤2hk 3(B′))) (sum truncated)
=
∑2 i
k
3
+=0
((∑+k+k−1
h=+k ψλ,t(h)
)
· PrDs′ (Reach≤+(B′))
)
=
∑2 i
k
3
h=0
(
ψλ,t(hk, k) · PrDs′ (Reach≤h(B′))
)
=
∑2 i
k
3
h=0
(
ψλ,t(hk, k) · PrDs′ (Reach=h(B′))
)
(∗)
= PrDs′ (Reach
≤2 i
k
3
≤t (B
′)) (∗∗)
Note that (∗) is true because B and B′ cannot be left and for (∗∗) we exploit
that D chooses always j = k. For the upper bounds we get:
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Prs(Reach
≤i
≤t(B))
=
∑i
h=0 ψλ,t(h) · Prs(Reach≤h(B))
≤ ∑ih=0 ψλ,t(h) · PrD′s′ (Reach≤4hk 5(B′)) (Lemma 5.3.1)
≤ ψλ,t(0) ·PrD′s′ (Reach≤0(B′))
+
∑4 i
k
5·k
h=1 ψλ,t(h) ·PrD
′
s′ (Reach
≤4h
k
5(B′)) (sum extended)
= ψλ,t(0) ·PrD′s′ (Reach≤0(B′))
+
∑4 i
k
5
+=1
(∑+k
h=(+−1)k+1 ψλ,t(h)
)
·PrD′s′ (Reach≤+(B′))
= ψλ,t(0) ·PrD′s′ (Reach≤0(B′))
+
∑4 i
k
5
+=1 ψλ,t((2− 1)k + 1, k) ·PrD
′
s′ (Reach
≤+(B′))
= PrD
′
s′ (Reach
≤4 i
k
5
≤t (B
′))
Here, for the last step we use the fact that D′ chooses j = 1 for the first step
and j = k for the remaining steps.
This implies that Equation (5.3) is true which completes the proof of the
theorem.
The following corollary is a direct result of the theorem above. It states
that when comparing reachability probabilities of a CTMC with those of a
simulating EkIP M′, in the worst (best) case M′ will have a smaller (larger)
time-bounded reachability probability, when restricting to the scheduler class
DM′l (DM′u ). Let
PrM
′
inf (t, B
′) = infD∈DM′
l
PrD(Reach≤t(B′))
PrM
′
sup(t, B
′) = supD∈DM′u Pr
D(Reach≤t(B′)).
Corollary 5.4.2. Let M be a CTMC and M′ an EkIP with M <k M′. Let
t ∈ R≥0 and B be compatible with B′, then:
PrM
′
inf (t, B
′) ≤ PrM(t, B) ≤ PrM′sup(t, B′)
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Figure 5.7: Concrete vs. abstract behavior over time.
Example 5.4.1. Let us consider the CTMC M and its abstractions from
Figure 5.1 once more. The plot in Figure 5.7 shows the probability (bounds)
to reach u′′ within t time units if the Erlang-2 interval process starts in s′′
with probability 1 and in s0, s1 and s2 in the CTMC, respectively. For the
Erlang-2 interval process, the infimum over all choices for values from the
intervals is taken and the resulting curve is obviously below the infimum
in the CTMC. The supremum coincides with the probabilities for s1; it is
obtained when choosing the residence time to be Erlang-1 (exponentially)
distributed and always selecting {u′′ '→ 1} ∈ T(s′′).
Computation of time-bounded reachability. As for uniform CTMCs,
we can efficiently calculate time-bounded reachability probabilities inM′, us-
ing time-abstract reachability probabilities and the probability for the num-
ber of Poisson arrivals in a certain range. More specifically, after i transitions
inM′, the number of arrivals in the associated Poisson process is among i·k, i·
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k+1, . . . , i·k+(k−1), ifD ∈ DM′l , and among (i−1)·k+1, (i−1)·k+2, . . . , i·k,
if D ∈ DM′u . For B ⊆ SM′, i ∈ N let Reach=i(B) = {σ ∈ PathM′ | σ[i] ∈ B}.
Using ψλ,t for the respective Poisson probabilities, we thus obtain for EkIP
M′, t ∈ R≥0 and B ⊆ SM′
PrD(Reach≤t(B)) =
∑∞
i=0 ψλ,t(
∑i−1
h=0 jh, ji) · PrDemb(Reach=i(B))
where ji = k for all i ∈ N if D ∈ DM′l and j0 = 1, ji = k for i ∈ N>0 if
D ∈ DM′u .
The difference to the computation of time-bounded reachability for ab-
stract CTMCs in the previous chapter is in the factor from the Poisson
process only. Therefore adapting the algorithm from Section 4.2 is straight-
forward. For EkIP M = (S,Pl,Pu, L, µ0,λ, k), time bound t ∈ R≥0, goal
states B and error bound ε, we obtain Prεinf(t, B) =
∑
s0∈S µ0(s0) · ql0(s0)
where for all s ∈ S, i ∈ {1, . . . , nε}:
ql0(s) = ψλ,t(0, k) · 1(s ∈ B) + ql1(s)
qli(s) =
∑
u∈S min
M(s, µ¯)(u) · µ¯(u)
qlnε+1(s) = 0
where µ¯(u) = ψλ,t(i · k, k) · 1(u ∈ B) + qli+1(u)
Similarly, we obtain Prεsup(t, B) =
∑
s0∈S µ0(s0) · qu0 (s0) where for all s ∈ S,
i ∈ {1, . . . , nε}:
qu0 (s) = ψλ,t(0, 1) · 1(s ∈ B) + qu1 (s) + ε
qui (s) =
∑
u∈S min
M(s, µ¯)(u) · µ¯(u)
qunε+1(s) = 0
where µ¯(u) = ψλ,t(1 + (i− 1) · k, k) · 1(u ∈ B) + qui+1(u)
Note that, as in Section 4.3, we add the error bound ε to the supremum as
otherwise the computed result is up to ε below the actual value.
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Lemma 5.4.3. For an EkIP M′, set of goal states B, t ∈ R≥0 and error
margin ε ∈ R>0:
PrM
′
inf (t, B) ≥ Prεinf(t, B) ≥ PrM
′
inf (t, B)− ε
PrM
′
sup(t, B) ≤ Prεsup(t, B) ≤ PrM
′
sup(t, B) + ε
Proof. The proof follows directly from [BHKH05, Theorem 5].
The results presented so far can be lifted to model checking CSL formulas
on EkIPs in the same manner as it has been done for ACTMCs before and
thus will not be discussed in detail. We also skip the discussion of unbounded
reachability and proceed with a case study from systems biology.
5.5 Case study: Enzyme catalyzed substrate conversion
Markovian models are well established for the analysis of biochemical reaction
networks [BB01, vK07]. Typically, such networks are described by a set of
reaction types and the involved molecular species, e.g., the different types of
molecules. The occurrence of a reaction changes the species’ populations as
molecules are produced and/or consumed.
We focus on an enzymatic reaction network with four molecular species:
enzyme (E), substrate (S), complex (C) and product (P ) molecules. The
three reaction types R1, R2, R3 are given by the following rules:
R1 : E + S
c1−→ C, R2 : C c2−→ E + S, R3 : C c3−→ E + P.
The species on the left hand of the arrow (also called reactants) describe how
many molecules of a certain type are consumed by the reaction and those on
the right hand describe how many are produced. For instance, one molecule
of type E and S is consumed by reaction R1 and one C molecule is produced.
The constants c1, c2, c3 ∈ R>0 determine the probability of the reactions as
explained below.
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Concrete model. The temporal evolution of the system is represented by
a CTMC as follows (cf. [BSW06]): A state corresponds to a population vector
0x = (xE , xS, xC , xP ) ∈ N4 and transitions are triggered by chemical reactions.
The change of the current population vector 0x caused by a reaction of type
Rm, m ∈ {1, 2, 3} is expressed as a vector 0vm where
0v1 = (−1,−1, 1, 0), 0v2 = (1, 1,−1, 0), 0v3 = (1, 0,−1, 1).
Obviously, reaction Rm is only possible if vector 0x+0vm contains no negative
entries. Given an initial state 0s = (sE , sS, 0, 0), it is easy to verify that the
set of reachable states is given by
S = {(xE , xS, xC , xP ) | xE + xC = sE, xS + xC + xP = sS}.
The probability that a reaction of type Rm occurs within a certain time
interval is determined by the function rm : S → R>0. The value rm(0x) is
proportional to the number of distinct combinations of Rm’s reactants:
r1((xE , xS, xC , xP )) = c1 · xE · xS
r2((xE , xS, xC , xP )) = c2 · xC
r3((xE , xS, xC , xP )) = c3 · xC
We define the transition matrix P of the CTMC by P(0x, 0x + 0vm) =
rm(x)
λ
with exit rate
λ ≥ max)x∈S(r1(0x) + r2(0x) + r3(0x)).
Thus, state 0x has outgoing transitions 0x
rm(x)/λ−−−−→ 0x + 0vm for all m with
0x+ 0vm > 00 and the self-loop probability in 0x is:
P(0x, 0x) = 1− r1(0x) + r2(0x) + r3(0x)
λ
Finally, let L((xE , xS, xC , xP ), i) = (xP , i), that is, we label every state by
the number of product molecules.
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For initial state (2, 4, 0, 0) and parameter set c1 = c2 = 1 and c3 = 0.001,
the transition structure of the underlying CTMC is depicted in Figure 5.8
(top). Transitions are labeled with values rm(0x) rather than probabilities.
Intuitively, the larger rm(0x), the faster the transition; for these parameters,
reactions of type R1 and R2 are considerably faster than R3 reactions. In
the following, states 0x with L(0x, 4) = ) are considered to be goal states.
Abstract model. Let the CTMC M = (S,P, L, µ0,λ) be given as de-
scribed above. Let abstraction function αk : S → S ′ be given by
αk((xE , xS, xC , xP )) = [xP ] for all (xE , xS, xC , xP ) ∈ S
i.e., we group all states in which the number of molecules of type P is the
same. The induced abstractions α1(M) and α2(M) are depicted in Figure 5.8
(middle, bottom). While α1(M) is an ACTMC where, by always deciding for
self-loops with probability 1, it is possible that the goal state [4] will never
be reached, α2(M) is an E2IP with a positive probability for eventually
reaching [4], even in the worst case. The crucial difference when abstracting
k consecutive transitions instead of single ones has already been observed in
the minimal Example 5.2.1. Here, the states 0x with no complex molecules
take the role of s0 in the minimal example, i.e., there is no transition leading
out of γ(α(0x)), resulting in Pu(0x, 0x) = 1 and Pl(0x, 0y) = 0 for all 0y $= 0x.
While it is clear that in this case study, for lower bounds of reachability
probabilities, we get better results by applying Erlang-k interval abstraction,
it is by no means obvious, how much better those results can get. In the
following, we will investigate this question, especially with respect to the
choice of k.
We are interested in the probability that within time t the number of type
P molecules reaches threshold n = sS, the maximum number of P molecules.
We apply labels AP = {0, 1, . . . , n} and for 0 ≤ a ≤ n let L(x, a) = ) if
x = (xE , xS, xC , xP ) with xP = a and L(x, a) = ⊥ otherwise. For the initial
populations, we fix sE = 20 and vary sS between 50 and 2000.
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Figure 5.8: Concrete model where transitions are labeled with rm; initially
the system has 2 enzyme and 4 substrate molecules (top); an interval ab-
straction with k = 1 (middle) and with k = 2 (bottom).
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Stiffness. In many biological systems, components act on time scales that
differ by several orders of magnitude which leads to stiff models. Traditional
numerical analysis methods perform poorly in the presence of stiffness be-
cause a large number of very small time steps has to be considered. For the
enzymatic reaction, stiffness arises if c2 J c3 and results in a high self-loop
probability in most states because λ is large compared to r1(x)+r2(x)+r3(x).
Thus, even in case of a small number |S| of reachable states, computing reach-
ability probabilities is extremely time consuming. We show how our abstrac-
tion method can be used to efficiently verify properties of interest even for
stiff parameter sets. We choose a realistic parameter set of c1 = c2 = 1 and
c3 = 0.001. Note that the order of magnitude of the expected time until
threshold n = sS = 300 is reached is 104 for these parameters.
Some important remarks are necessary at this point. Abstraction tech-
niques rely on the construction of small abstract models by disregarding
details of the concrete model as the latter is too large to be solved efficiently.
In this example, we have the additional problem of stiffness and the abstrac-
tion method proposed here can tackle this by choosing high values for k.
Then one step in the Erlang-k interval process happens after a large number
of arrivals in the underlying Poisson process and the self-loop probability
in the abstract model is much smaller than in the concrete one. We chose
k ∈ {210, 211, 212} for the construction of the Erlang-k interval process αk(M)
and calculate the transition probability intervals by taking the k-th matrix
power of P. The choice for k is reasonable, since for a given error bound
ε = 10−10, sS = 300 and t = 10000, a transient analysis of the concrete
model via uniformization would require around 6 · 107 steps. By contrast,
our method considers k steps in the concrete model and around (6 · 107)/k
steps in the smaller abstract model. Thus, although the construction of the
Erlang-k interval process is expensive, the total time savings are enormous.
We used the MATLAB software for our prototypical implementation and the
calculation of Pk could be performed efficiently because P2
j
can be computed
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Figure 5.9: Time-bounded reachability
using j matrix multiplications. For non-stiff models, a smaller value for k
may be appropriate; in that case, it is obvious that upper and lower bounds
for the k-step transition probabilities can be obtained in a local fashion, i.e.
by computing the k-th matrix power of submatrices of P. Therefore, we
expect our method to perform well even if |S| is large. However, for stiff and
large concrete models more sophisticated techniques for the construction of
the abstract model must be applied that exploit the fact that only upper and
lower bounds are needed.
Experimental results. For sS = 200 we compared the results of our ab-
straction method for the probability to reach An within time bound t with
results for the concrete model that were obtained using PRISM. While it
took more than one day to generate the plot for the concrete model in Fig-
ure 5.9, right, our MATLAB implementation took less than one hour for all
three pairs of upper and lower probability bounds and different values of t.
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Figure 5.10: Time-bounded reachability and computation times
Both jobs were run on the same desktop computer (Athlon 64 X2 3800+,
2GB RAM). Figure 5.9, left, shows the lower and upper probability bounds
using k = 212, t = 20000 and varying sS. For high values of sS, e.g., sS = 500
the construction of the Erlang-k interval process took more than 99% of the
total computation time as the sparsity of the matrix is lost during matrix
multiplication.
We conclude this section with the additional experimental details on com-
putation times (run on a workstation; Xeon 5140 – 2.33 GHz, 32GB RAM),
given in Figure 5.10, using k = 212, t = 50000 (and sS = 200).
Note that for this case study exact abstraction techniques such as lumping
do not yield any state-space reduction. Also note that unbounded reacha-
bility is not of interest in this setting as it follows quite trivially from the
model that on the long run, the probability to end up in the goal state is 1
regardless of the initial distribution.
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5.6 Summary and discussion
In this chapter, an abstraction technique for CTMCs was presented that
allows for collapsing sequences of transitions. In contrast to the techniques
presented before, this allows for collapsing states that do not have the same
successor states – more precisely, the same successor partitions – and to
still obtain reasonable abstractions. We showed how to compute lower and
upper bounds for step- and time-bounded reachability probabilities for the
resulting abstract models; further, we identified classes of schedulers that are
well suitable for obtaining lower and upper bounds that provide safe bounds
for the reachability probabilities in the original model. As has been shown
in the previous chapter, it is straightforward to lift reachability analysis to
CSL model checking, thus we did not elaborate on model checking EkIPs.
However, we showed the viability of the approach in terms of the enzyme
catalyzed substrate conversion case study.
Further research efforts in this direction should point at the following
questions:
• How to obtain an adequate value for k automatically? Can we use
graph analysis, at least for small values of k?
• How to compute (lower and upper bounds) for powers of a matrix
efficiently? Can we counteract the denseness of the obtained results?
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Compositional abstraction for
interactive Markov chains
To overcome the absence of hierarchical, compositional facilities in model-
ing stochastic (continuous-time) systems a number of approaches have been
proposed that basically distinguish themselves in two major respects (cf. Fig-
ure 6.1). The first is on the generality of distributions that are allowed for
describing timed behavior. Stochastic process algebras such as Modest and
TIPP allow for arbitrary distributions, whereas, e.g., PEPA and interac-
tive Markov chains (IMCs) restrict to Markovian, that is exponentially dis-
tributed, delays in order to obtain analytically tractable models. The second
major difference is the way time is incorporated. PEPA and TIPP associate
delays to each action, a design decision that requires special semantics for
cooperative behavior: which cooperative partner determines the delay, are
delays cumulative or are delays reduced on cooperation? In contrast to that,
IMCs and Modest keep functional and timed behavior separate: actions are
performed instantaneously and before or after certain actions are performed,
delays may be executed. We decided to build our theory of compositional
abstraction [KKN09] on interactive Markov chains as this way of model-
ing timed behavior yields clear and elegant semantics, also for cooperative
behavior; a further argument is, that in contrast to models with arbitrary
residence time distributions, existing analysis techniques can be exploited for
the computation of time-bounded reachability probabilities [Joh07].
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Markovian General
integrated time PEPA TIPP
(a,λ).P [GH94] [HHM98]
orthogonal time IMC Modest
λ.a.P [Her02] [BDHK06]
Table 6.1: The zoo of stochastic process algebras (a selection).
Interactive Markov chains basically combine labeled transition systems
and continuous-time Markov chains. For continuous-time Markov chains, we
already investigated possible ways to perform abstraction. In the following
we extend upon interval abstraction. When abstracting labeled transition
systems in a similar way as we did for CTMCs, one obtains modal transition
systems [HJS01]; we thus start this chapter by briefly introducing labeled
and modal transition systems as well as parallel composition as a tool for
compositional modeling. Then we will introduce interactive Markov chains
and show how abstraction for this class of models yields an abstract model
that combines modal transition systems with ACTMCs. The main part of
this chapter will discuss how to perform abstraction and parallel composi-
tion on abstract interactive Markov chains and the relations of the resulting
models in terms of simulation. A variant of parallel composition called sym-
metric composition is introduced for abstract IMCs and it is shown that both
composition methods, when applicable, yield bisimilar models. We then pro-
vide the main results of this chapter: congruence and precongruence results.
We conclude with a discussion on some algorithmic issues and a case study
showing the potential gains when using this technique, especially when ab-
straction introduces symmetries that have not been present in the original
model.
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For simplicity, in this chapter we restrict to finite state spaces and initial
states instead of initial distributions. Further, we do not introduce state
labels for interactive Markov chains.
6.1 Labeled (modal) transition systems
In the previous chapters we dealt with probabilistic and timed systems, how-
ever, we did not concern ourselves with the functional behavior of a system.
By functional behavior, we refer to the capability of performing actions in a
defined way. For example, we want to be able to express that a client first
sends a request before entering into a receiving mode.
For modeling such functional behavior, we use the notion of labeled tran-
sition systems.
Definition 6.1.1. A labeled transition system (LTS)M = (S,A,L, s0) con-
sists of a state space S, a set of external and internal actions A = Ae ·∪Ai, a
transition relation L : S × A× S → B2 and an initial state s0.
Internal actions are assumed to be unobservable by the environment,
whereas external actions may interact with other system components, e.g.,
a client could have external actions send and receive and an internal action
switch for switching between sending and receiving mode.
A generalization of labeled transition systems that is suitable for three-
valued abstraction are so-called modal transition systems (MTS) [LT88]. In
literature, MTSs are often defined as a pair of LTSs where one of them
describes the possible (may) behavior of the system and the other describes
the required (must) behavior. For example, the capability of sending and
receiving messages repeatedly could be the required behavior of a client,
receiving messages before having sent a message in the first place could be
possible but not required behavior. In this thesis, we use another definition
for modal transition systems [HJS01] that fits more to the flavor of this thesis.
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Figure 6.1: Client (left) and server (right) components.
Definition 6.1.2. A modal transition system (MTS)M = (S,A,L, s0) con-
sists of a state space S, a set of external and internal actions A = Ae ·∪Ai, a
three-valued transition relation L : S ×A× S → B3 and an initial state s0.
If L(s, a, s′) = ), we say that there definitively exists a transition from
s to s′ with action a, for L(s, a, s′) = ?, we say that there may or may
not exist such a transition and for L(s, a, s′) = ⊥ there definitively does
not exist an a-transition from s to s′. May-transitions can be interpreted as
uncertainty, underspecification or as abstract behavior. We will not elaborate
on performing abstraction for labeled transition systems, however, in the
following sections, we introduce abstraction for interactive Markov chains
that generalize LTSs conservatively.
Example 6.1.1. Consider the labeled transition system in Figure 6.1 (left),
describing the behavior of a client that can send a request to and receive
a reply from some other system components; further the client can switch
between sending and receiving mode (independently from the rest of the
system). Formally, request, reply ∈ Ae whereas switch ∈ Ai.
The rest of the system, in this example, is the server MTS shown in
Figure 6.1 (right) that can accept requests sent by the client and reply to it;
as the client, it has to switch between sending and receiving mode internally.
In contrast to the client, the server may switch into the receiving mode before
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having replied a request and may switch to the sending mode before having
received a request. Formally, L(s1, switch, s2) = ), L(s2, switch, s1) = ?, etc.
In order to obtain the behavior of a system consisting of several compo-
nents, say, one client and one server, one has to build the monolithic system
that represents the exact behavior of the concurrent components. This is
done by composing the components with respect to the synchronizing ac-
tions, that is, if an action is in the synchronization set, the components have
to take the corresponding action simultaneously; non-synchronizing actions
may be taken concurrently resulting in interleaving semantics. We now recall
the definition of parallel composition for modal transition systems.
Definition 6.1.3. Let M = (S,A,L, s0) and M′ = (S ′, A′,L′, s′0) be modal
transition systems. The parallel composition of M and M′ w.r.t. synchro-
nization set A¯ ⊆ Ae∩A′e is defined byM||A¯M′ = (S×S ′, A∪A′,L′′, (s0, s′0))
where for s, u ∈ S and s′, u′ ∈ S ′:
L′′((s, s′), a, (u, u′))
=
{
(L(s, a, u) * (s′ = u′)) unionsq (L′(s′, a, u′) * (s = u)) if a $∈ A¯
L(s, a, u) * L′(s′, a, u′) if a ∈ A¯
Example 6.1.2. Reconsider the client and server components (M and M′)
from Figure 6.1. To force the client and the server to actually communicate
via request and reply, we put them in parallel choosing synchronization set
A¯ = {request, reply}. This yields the MTS M||A¯M′ depicted in Figure 6.2.
Note that for request and reply actions, both components take the tran-
sition simultaneously whereas for switch we obtain the typical interleaving
diamond as the client and the server switch the transfer mode in an arbitrary
order.
A general introduction to compositional modeling can be found, e.g.,
in [Fok00]. For further information on modal transition systems we refer
to [LT88, UC04].
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Figure 6.2: Composed system of one client and one server component syn-
chronizing on request and reply.
6.2 Interactive Markov chains
Interactive Markov chains (IMCs) are a formalism for compositionally mod-
eling systems that embrace nondeterministic and stochastic behavior in a
completely orthogonal way. They can be seen as an extension of transition
systems with exponentially distributed delays and probabilism. A detailed
introduction to interactive Markov chains is given in [Her02]. In the following,
we consider a restricted form, where all delays are exponentially distributed
with the same exit rate. These uniform IMCs have been adopted for the per-
formability analysis of statemate models [HJ07] by specifying random time
constraints as uniform CTMCs that are composed with the functional behav-
ior as in [HK00]. Most recently, in [Neu10], some issues have been discussed
which are closely related to the question of how to obtain a uniform IMC
from a general one.
Definition 6.2.1 (Uniform IMC). A uniform interactive Markov chain is a
tuple (S,A,L,P,λ, s0) where
• S is a non-empty finite set of states with initial state s0 ∈ S,
• A = Ae ·∪Ai is a non-empty finite set of external and internal actions,
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• L : S ×A× S → B2 is a two-valued labeled transition relation,
• P : S × S → [0, 1] is a transition probability function
such that for all s ∈ S it holds P(s, S) = 1,
• λ ∈ R≥0 is a uniform exit rate.
A Markovian transition leads from state s to state s′ (denoted s ""# s′)
iff P(s, s′) > 0; intuitively, if s ""# s′, the probability to take this transi-
tion equals P(s, s′) whereas the residence time in state s is exponentially
distributed with rate λ. We require P(s, S) = 1 to exclude deadlock states;
this can easily be achieved by adding Markovian self-loops to states without
Markovian transitions. Similarly, an interactive transition leads from s to
s′ via action a (denoted s a−→ s′) iff L(s, a, s′) = ). As for MTSs, external
actions a ∈ Ae allow synchronization with the environment whereas inter-
nal actions τ ∈ Ai happen instantaneously and autonomously. The maximal
progress assumption [Her02] states that as soon as some transition is enabled,
it is not allowed to stall until some other transitions get enabled as well. This
implies that internal actions cannot be delayed and thus, whenever internal
transitions exist in the current state, the system nondeterministically moves
along one of these transitions ignoring all other Markovian and external ones.
Example 6.2.1. As a running example, we consider the IMC model of a
worker, depicted in Figure 6.3, where λ = 10. The work cycle starts in s0
where the quality of a piece of raw material has to be determined. One out
of ten pieces is flawed and cannot be used to craft a premium product. In
that case (s1) the worker will only be able to make a value product, which
may take several work steps.
If the raw material is flawless, the worker decides for value or premium.
For a premium product (s3), everything has to be done smoothly in the first
attempt, however, if the result is not perfect, with some corrections, a value
product will be made. If the worker decides for value (s¯2), chances that no
corrections are necessary are better than as if the raw material was flawed.
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Figure 6.3: An interactive Markov chain.
Analysis. For uniform IMCs, efficient algorithms have been proposed for
quantitative analysis, i.e. for the computation of minimal and maximal time-
bounded reachability probabilities [Joh07]. It is required to close the system
by turning all external actions to internal ones, preventing any further inter-
action with other components. Probability measures for IMCs are defined
via combined transitions and the core of the algorithm used for that purpose
is the same as for the computation of time-bounded reachability in ACTMCs
(cf. Section 4.3). We refrain from giving specific details at this point and refer
to [Joh07]. Instead, we concentrate on the formal relations between models
rather than their corresponding probability measures.
6.3 Abstract interactive Markov chains
In this section, we develop an abstraction technique for IMCs similar to
interval abstraction. We abstract an IMC along two lines: We use must-
and may-transitions as introduced for modal transition systems to abstract
from differences in the states’ available nondeterministic choices. Further, we
abstract from precise transition probabilities by taking intervals of probabil-
ities as for AMCs. The combination of these two ingredients yields abstract
interactive Markov chains.
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Definition 6.3.1 (AIMC). An abstract IMC is a tuple (S,A,L,Pl,Pu,λ, s0)
where S, A, λ and s0 are as before, and
• L : S ×A× S → B3 is a three-valued labeled transition relation, and
• Pl,Pu : S × S → [0, 1] are transition probability bound functions such
that Pl(s, S) ≤ 1 ≤ Pu(s, S) for all s ∈ S.
Note that any IMC is an AIMC without may-transitions for which Pl =
Pu = P. Further, any interval Markov chain is an AIMC without must-
and may-transitions. Disregarding Pl, Pu and λ yields a modal transition
system.
The requirement Pl(s, S) ≤ 1 ≤ Pu(s, S) ensures that in every state
s, a distribution µ over successor states can be chosen such that Pl(s, s′) ≤
µ(s′) ≤ Pu(s, s′) for all s′ ∈ S. This can be achieved by equipping such states
with a Markovian [1, 1] self-loop, without altering the model’s behavior: if
state s has an outgoing internal interactive transition, the maximal progress
assumption guarantees that it still takes priority; otherwise, the self-loop
neither alters its synchronization capabilities nor its sojourn time.
Example 6.3.1. Figure 6.4 (middle) depicts an example abstract model
(AIMC) of a worker, similar to the one in Figure 6.4 (top). It abstracts from
the difference between the raw material quality represented by the states
s1 and s¯1 in Figure 6.4 (top). Instead, the premium choice is modeled as
a may-transition, i.e., it is possible to decide for premium in state s′1 but
this possibility may be omitted. In state s′2, the probability that no further
working step is necessary varies from 23 to
3
4 .
Closing. AIMCs are (like IMCs and transition systems) subject to inter-
action. In order to carry out a quantitative analysis of such “open” models,
one typically considers a closed variant, i.e., a variant that is behaviorally
the same, but can no longer interact with some environment. This corre-
sponds to the hiding operation in process algebras where external actions
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Figure 6.4: An open IMC (top), an open AIMC (middle) and its closed
version (bottom).
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are turned into internal (τ)-actions. We keep slightly more information: the
distributions in case of a Markovian transition, and the target state name for
interactive transitions. This facilitates a transformation of an AIMC into a
CTMDP as described later on.
Definition 6.3.2 (Closed AIMC). An AIMC M = (S,A,L,Pl,Pu,λ, s0)
induces the closed AIMC Mτ = (S,Aτ ,Lτ ,Pl,Pu,λ, s0) where
Aτ =
⋃
s∈S A
I
s ∪ AMs ,
AIs = {τs′ | ∃s′ ∈ S ∃a ∈ A : L(s, a, s′) $= ⊥} ,
AMs =
{
τµ | ∃µ ∈ distr(S) ∀s′ ∈ S : Pl(s, s′) ≤ µ(s′) ≤ Pu(s, s′)
}
,
Lτ (s, τ, s′) =
{⊔
a∈A L(s, a, s
′) if τ = τs′
⊥ otherwise.
Note that in general, the sets AMs are uncountable as the range [P
l(s, s′),
Pu(s, s′)] is dense. However, by replacing the set of all possible distributions
by the set of extreme distributions as introduced in Section 4.1, the analy-
sis of time-bounded reachability probabilities for such models will be made
possible.
A timed path in a closed AIMCMτ is an infinite alternating sequence σ =
s0
τ0,t0−→ s1 τ1,t1−→ . . . of states, internal actions and the states’ residence times.
A path fragment is a finite alternating sequence ς = s0
τ0,t0−→ s1 . . . τn,tn−→ sn+1.
Time-abstract paths (path fragments) are alternating sequences of states and
actions only. We adopt notions for paths (and path fragments) in CTMCs,
e.g., σ[i], σ@t,PathMτ ,PathfMτ and so forth; further, we denote the sets of
time-abstract paths and path fragments by adding subscript abs.
Example 6.3.2. Figure 6.4 (bottom) illustrates the closed induced AIMC
of the AIMC given in Figure 6.4 (middle).
In a closed AIMC, we classify states according to the type of outgoing
transitions: the state space S is partitioned into the sets of Markovian states
167
CHAPTER 6. COMPOSITIONAL ABSTRACTION
SM , hybrid states SH and may states SMH. A state is Markovian iff only
Markovian transitions leave that state; a state is hybrid iff it has emanating
Markovian and must-transitions. Further, states in SMH only have outgoing
Markovian and may-transitions but no must-transitions. By assumption, any
state has at least one outgoing Markovian transition; hence, deadlock states
and purely interactive states do not exist.
Nondeterminism. According to this state classification, three sources of
nondeterminism occur in AIMCs: If multiple must-transitions exist in a state
s ∈ SH , that is, if L(s, a, s′) = L(s, b, s′′) = ) for some a, b ∈ AIs and s′ $= s′′,
the decision which state is selected as the successor state is nondeterministic.
May-transitions induce the second indefinite behavior: If L(s, a, s′) = ?
for some a ∈ AIs and s, s′ ∈ S, the existence of the may-transition to s′
is nondeterministically resolved: In the positive case, the behavior is that
of a hybrid state (i.e. the may-transition is treated as a must-transition).
Otherwise, the may-transition will considered to be missing; if further must-
transitions exist, the state is treated as a hybrid state, otherwise, it becomes
a Markovian state.
The third type of nondeterminism occurs in Markovian states s ∈ SM
of an AIMC: The abstraction yields transition probability intervals (formal-
ized by Pl and Pu) which induce a generally uncountable set of distributions
that conform to these intervals. Selecting one of these distributions is non-
deterministic. Note that in the special case of IMCs, the successor-state
distribution is uniquely determined as Pl = Pu. Hence, IMCs do not exhibit
this type of nondeterminism.
To formalize this intuition, let A(s) be the set of enabled actions in state s.
Formally, define A(s) = AIs if s ∈ SH , A(s) = AMs if s ∈ SM and if s ∈ SMH
let A(s) = AIs ∪AMs . Each action τ ∈ A(s) represents a distribution over the
successors of state s. We define (for arbitrary τ ∈ Aτ ) the distribution T(τ)
such that T(τµ) = µ if τ = τµ is a Markovian transition and T(τs) = {s '→ 1}
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if τ = τs is an internal action; further, we extend this notion to sets of actions:
for B ⊆ Aτ let T(B) =
⋃
τ∈B T(τ). We use normalization as for AMCs to
restrict the intervals such that only valid probability distributions arise.
Schedulers. In order to maximize (or minimize) the probability to reach
a set of goal states B within a given time bound t (denoted Reach≤t(B)), as
for AMCs, schedulers are used for resolving the nondeterministic choices in
the underlying AIMC. If the AIMC is in state s ∈ S, a scheduler selects an
enabled action τ ∈ A(s) to continue with. For IMCs, we have basically the
same scheduler classes as for CTMDPs, namely timed, history dependent and
stationary schedulers that make decisions in a deterministic or randomized
fashion (cf. Section 2.4.2).
Note that for Markovian states s ∈ SM , the set AMs is generally uncount-
able as it consists of all distributions µ that obey the transition probability
intervals of Markovian transitions emanating from state s. Therefore, we
reduce AMs to the finitely many corresponding extreme distributions:
As discussed in Section 4.1, by taking convex combinations of extreme
distributions one obtains the set of all possible distributions respecting the
intervals. Further, as deterministic history-dependent schedulers and ran-
domized history-dependent schedulers yield the same infimum and supre-
mum of reachability probabilities for CTMDPs [BHKH05], as we will see,
it suffices to consider deterministic ones for the analysis of AIMC. We thus
may replace the uncountable sets AMs in the induced closed AIMC by finite
sets AM,extrs = {τµ | µ ∈ extr(Pl,Pu, S, s)}. We use Aextrs to denote the set
AM,extrs ∪ AIs; further, let Aextr =
⋃
s∈S A
extr
s .
We consider history-dependent randomized schedulers that choose from
the set of extreme distributions and from interactive transitions: Let Mτ be
a closed AIMC. Then, an extreme scheduler on Mτ is a history dependent
scheduler E : PathfMτabs → distr (Aextr) with supp(E(#)) ⊆ Aextr!↓ for all time-
abstract path fragments (histories) # ∈ PathfMτabs .
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Let EMτ denote the set of extreme schedulers for Mτ . For E ∈ EMτ and
history ς ∈ Pathfabs, let the distribution over all successor states be given by∑
τ∈Aextr E(ς)(τ) ·T(τ)(s) for all s ∈ S.
We are interested in the infimum and supremum of probability measures
on measurable sets of paths over all schedulers in EMτ . In the same fashion as
for IMCs [Joh07, p.53], for AIMCs the probability measure PrE w.r.t. E ∈
EMτ can be inductively defined via combined transitions and measurable
schedulers.
6.4 Compositional modeling
We consider parallel and symmetric composition of AIMCs and show that
the latter typically yields more compact models which are bisimilar to the
parallel composition of identical components. These operators are defined
in a TCSP-like manner, i.e., they are parameterized with a set of external
actions that need to be performed simultaneously by all involved components.
Definition 6.4.1 (Parallel composition). Let M = (S,A,L,Pl,Pu,λ, s0)
and M′ = (S ′, A′,L′,Pl′,Pu′,λ′, s′0) be AIMCs. The parallel composition of
M and M′ w.r.t. synchronization set A¯ ⊆ Ae ∩ A′e is defined by:
M||A¯M′ = (S × S ′, A ∪A′,L′′,Pl′′,Pu′′,λ+ λ′, (s0, s′0))
where for s, u ∈ S and s′, u′ ∈ S ′:
• L′′((s, s′), a, (u, u′))
=
{
(L(s, a, u) * (s′ = u′)) unionsq (L′(s′, a, u′) * (s = u)) if a $∈ A¯
L(s, a, u) * L′(s′, a, u′) if a ∈ A¯
• Pl′′((s, s′), (u, u′)) = λλ+λ′ ·Pl(s, u) · 1(s′, u′) + λ
′
λ+λ′ ·Pl
′
(s′, u′) · 1(s, u)
• Pu′′((s, s′), (u, u′)) = λλ+λ′ ·Pu(s, u) · 1(s′, u′) + λ
′
λ+λ′ ·Pu′(s′, u′) · 1(s, u)
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Non-synchronizing actions are interleaved while actions in the set A¯ need
to be performed simultaneously by the involved components. Due to the
memoryless property of exponential distributions, parallelly composed com-
ponents delay completely independently. This is similar as in Markovian
process algebras and for parallel composition of IMCs [Her02, HK00]. The
proportion with which one of the components delays, i.e., λλ+λ′ and
λ′
λ+λ′ re-
spectively, results from the race between the components, more precisely the
exponential distributions that are associated with each component. This
justifies the definition of Pl
′′
and Pu′′.
Composing several instances of the same AIMC by parallel composition
may lead to excessive state spaces, in fact, the size of the state space grows
exponentially with the number of components. To alleviate this problem,
we consider symmetric composition as presented for IMCs in [HR98]. To
formally define this notion, we use the concept of multisets (or bags). A
multiset M over a finite set S is a function S → N. The cardinality of
s in M is given by M(s). We use common notations such as s ∈ M for
M(x) > 0 and, e.g., M = {|a, a, b|} for M over {a, b} with M(a) = 2 and
M(b) = 1. For multisets M,M ′ over S, M unionmultiM ′ =M ′′ is a multiset for which
M ′′(s) = M(s) +M ′(s) for all s ∈ S. The same applies to M \M ′ = M ′′
where M ′′(s) = max(0,M(s)−M ′(s)). A multiset relation R : S×S → N is
a mapping w.r.t. multisets M,M ′ over S, iff R(s, S) = M(s) and R(S, u) =
M ′(u). The set of all mappings w.r.t. multisets M,M ′ is denoted ΓM,M ′.
Definition 6.4.2 (Symmetric composition). For AIMC M = (S,A,L,Pl,
Pu,λ, s0) and A¯ ⊆ Ae, the symmetric composition of n ∈ N>0 copies of M
is given by:
|||nA¯M = (S ′′, A,L′′,Pl′′,Pu′′, nλ, {|
n times︷ ︸︸ ︷
s0, . . . , s0 |})
where S ′′ = {M : S → N |∑s∈SM(s) = n} and for all s′′, u′′ ∈ S ′′:
• L′′(s′′, a, u′′) =
{⊔
s∈s′′,u∈u′′:u′′=(s′′\{|s|})unionmulti{|u|} L(s, a, u) if a $∈ A¯⊔
R∈Γs′′,u′′
#
s,u∈S:R(s,u)>0L(s, a, u) if a ∈ A¯
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• Pl′′(s′′, u′′) =


s′′(s)
n ·Pl(s, u) if s′′ $= u′′ = (s′′ \ {|s|}) unionmulti {|u|}∑
s∈S
s′′(s)
n ·Pl(s, s) if s′′ = u′′
0 otherwise
• Pu′′(s′′, u′′) =


s′′(s)
n ·Pu(s, u) if s′′ $= u′′ = (s′′ \ {|s|}) unionmulti {|u|}∑
s∈S
s′′(s)
n ·Pu(s, s) if s′′ = u′′
0 otherwise
While in parallel compositions, states are tuples, in symmetric composi-
tions they are represented by multisets. Transitions, however, are defined in
the very same fashion as for parallel composition. Non-synchronized actions
of n components are interleaved and in the synchronized case, all components
have to simultaneously take the same synchronizing action. For transition
probabilities, as all instances of the same component have the same exit rate
λ, each component wins the race with probability 1n .
The application of both composition operators on AIMCs results in an-
other AIMC. Note that this also implies uniformity of the resulting model,
cf. [HJ07].
Lemma 6.4.1. Let M and M′ be AIMCs, A¯ the synchronization set and
n ∈ N>0, then M||A¯M′ and |||nA¯M are AIMCs.
Proof. Let M = (S,A,L,Pl,Pu,λ, s0) and M′ = (S ′, A′,L′,Pl′,Pu′,λ′, s′0).
For M||A¯M′, |||nA¯M and (in case of λ = λ′) M ∪M′ to be AIMCs, the
following conditions have to be fulfilled:
(a) the state space has to be non-empty and finite,
(b) the action set has to be non-empty,
(c) the transition probability bounds have to be consistent,
(d) the set of initial states has to be a non-empty subset of the state space.
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For all three operators, conditions (a), (b) and (d) follow from the fact that
S, S ′, A, A′, s0 ∈ S and s′0 ∈ S ′ are non-empty and all but A and A′ are
also finite. Condition (c) requires for M′′ = (S ′′, A′′,L′′,Pl′′,Pu′′,λ′′, s′′0) ∈
{M||A¯M′, |||nA¯M,M ∪M′} that for all s′′ ∈ S ′′ it holds Pl′′(s′′, S ′′) ≤ 1 ≤
Pu′′(s′′, S ′′). We will show the left inequation in detail. The proof for 1 ≤
Pu′′(s′′, S ′′) follows along the same lines.
For parallel composition we compute for all s′′ = (s, s′) ∈ S ′′:
Pl
′′
(s′′, S ′′) =
∑
u∈S,u′∈S′ P
l′′((s, s′), (u, u′))
=
∑
u∈S\{s}P
l′′((s, s′), (u, s′)) +
∑
u′∈S′\{s′}P
l′′((s, s′), (s, u′))
+Pl
′′
((s, s′), (s, s′))
=
∑
u∈S\{s}
λ
λ+λ′ ·Pl(s, u) +
∑
u′∈S′\{s′}
λ′
λ+λ′ ·Pl
′
(s′, u′)
+ λλ+λ′ ·Pl(s, s′) + λ
′
λ+λ′ ·Pl(s, s′)
= λλ+λ′ ·Pl(s, S) + λ
′
λ+λ′ ·Pl
′
(s′, S ′)
≤ λλ+λ′ + λ
′
λ+λ′
= 1
For symmetric composition we compute for all s′′ ∈ S ′′:
Pl
′′
(s′′, S ′′) =
∑
u′′∈S′′ P
l′′(s′′, u′′)
=
∑
s∈s′′,u .=sP
l′′(s′′, s′′ \ {s} unionmulti {u}) +Pl′′(s′′, s′′)
=
∑
s∈s′′,u .=s
s′′(s)
n ·Pl(s, u) +
∑
s∈S
s′′(s)
n ·Pl(s, s)
=
∑
s∈s′′
s′′(s)
n ·Pl(s, S)
≤ ∑s∈s′′ s′′(s)n
= 1
Altogether we showed that conditions (a)-(d) hold for parallel and sym-
metric composition, implying that the result of those compositional opera-
tions on AIMCs are also AIMCs.
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Figure 6.5: AIMC M (left) and how to derive modalities for synchronized
transitions in M||{a}M||{a}M (right).
Example 6.4.1. Consider AIMC M in Figure 6.5, left. For state {|s, s, u|}
in |||3{a}M, the states reachable with a synchronized must a-transition are
{|s, s, v|}, {|s, v, v|}, {|v, v, v|} and the states reachable with a synchronized
may-transition are {|s, s, s|}, {|s, s, v|}, {|s, v, v|}. Note that there are sev-
eral ways for the system to move to states {|s, s, v|} and {|s, v, v|}. In both
cases, there exists a must-transition and thus a must a-transition leads from
{|s, s, u|} to {|s, s, v|} and {|s, v, v|} respectively.
Let us have a closer look at the transition to {|s, s, v|}. As depicted
in Figure 6.5 (right), from {|s, s, u|} there are two possible ways to take a
synchronized transition, either the component in state u takes a transition
to v and the s-components take a self loop, or the u-component takes the
may transition to s and one of the former s-components takes the transition
to v while the other s-component takes the self-loop. In the former case, all
involved transitions are must transitions, therefore yielding a must transition,
in the latter case, as the transition from the u-component to s is a may
transition, this yields a may transition at the system level. In the definition of
symmetric composition, this is achieved by taking the meet over the involved
component-level transitions.
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Figure 6.6: Fragment of the parallel compositionM||
∅
M||
∅
M (top) and the
symmetric composition |||3
∅
M (bottom) for open AIMC M from Figure 6.4.
As we know of the existence of at least one must transition leading from
{|s, s, u|} to {|s, s, v|}, we conclude that we have indeed a must transition in
the composed model. In the definition, this is achieved by taking the join
over all possible system-level transitions.
Example 6.4.2. Modeling three independent (abstract) workers as given in
Figure 6.4 can be done by both parallel and symmetric composition with
an empty synchronization set. As shown in Table 6.2, differences in the
sizes of the resulting models are significant. Figure 6.6 depicts the outgoing
transitions of states (s′1, s
′
1, s
′
2) and {|s′1, s′1, s′2|} that result from parallel and
symmetric composition of three abstract workers.
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states IMC AIMC
1 worker 8 6
3, par. comp. 512 216
3, sym. comp. 120 56
Table 6.2: Reductions in the size of the state space.
As suggested by Example 6.4.2, symmetric composition is a more space-
efficient way to compose a component several times with itself. While for
parallel composition of n identical components the size of the state space
is in O(|S|n), with symmetric composition, it is in O
((
n−1+|S|
n
))
. The
following result shows that symmetric composition is sound, i.e. it yields
models that are bisimilar to parallel composition of a component with itself.
This generalizes a similar result for IMCs, cf. [HR98].
Definition 6.4.3 (Bisimulation). Let M = (S,A,L,Pl,Pu,λ, s0) be an
AIMC. An equivalence R ⊆ S × S is a bisimulation on M, iff for any sRs′:
1. for all a ∈ A and u ∈ S with L(s, a, u) $= ⊥, there exists u′ ∈ S with
L(s, a, u) = L(s′, a, u′) and uRu′
2. if for all a ∈ Ai and all u ∈ S it holds L(s, a, u) $= ), then for all
C ∈ S/R:
Pl(s, C) = Pl(s′, C) and Pu(s, C) = Pu(s′, C)
We write s ≈ s′ if sRs′ for some bisimulation R on M and we write
M ≈M′ for IMCs M and M′ with initial states s0 and s′0, iff s0 ≈ s′0 holds
for the disjoint union of M and M′. Note that the union is only defined for
two uniform AIMCs with the same exit rate as for different exit rates, the
result is not uniform.
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The first condition on may- and must-transitions is standard. The second
condition asserts that for state s without outgoing internal must-transitions
—which would have priority over Markovian transitions according to the
maximal progress assumption— the probability to directly move to an equiv-
alence class (under R) coincides with that of s′. The condition on probabil-
ities is standard, whereas the exception of outgoing internal must-transition
originates from IMCs [Her02, HK00]. We now present a result on the inter-
changeability of parallel and symmetric composition. We show that (a) the
resulting AIMCs are bisimilar and (b) bisimulation is a congruence relation:
Theorem 6.4.2 (Symmetric composition). Let M be an AIMC, A¯ a syn-
chronization set and n ∈ N>0, then:
|||nA¯M ≈
n times︷ ︸︸ ︷
M||A¯ . . . ||A¯M
Proof. Let M = (S,A,L,Pl,Pu,λ, s0) be an AIMC, A¯ ⊆ Ae and n ∈ N>0.
Let
|||nA¯M =M′ = (S ′, A′,L′,Pl′,Pu′,λ′, s′0)
and
M||A¯ . . . ||A¯M︸ ︷︷ ︸
n times
= M˜′ = (S˜ ′, A˜′, L˜′, P˜l′, P˜u′, λ˜′, s˜′0).
We define Rn ⊆ (S ′ ∪ S˜ ′)× (S ′ ∪ S˜ ′) on M∪ as the coarsest reflexive and
symmetric relation with
s′Rns˜′ if s′ = {s1, . . . , sn} and s˜′ = (s1, . . . , sn) for s1, . . . , sn ∈ S.
Then, as we show in the following, (a) Rn is a bisimulation relation and (b)
the initial states are Rn related, i.e. s′0Rns˜
′
0.
a)
We prove that Rn is a bisimulation relation: Therefore, assume s′Rns˜′ for
s′ = {s1, . . . , sn} and s˜′ = (s1, . . . , sn) with s1, . . . , sn ∈ S.
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1. If L∪(s′, a, u′) = x with x ∈ {), ?}, then we consider two cases:
• Assume a $∈ A¯: As L∪(s′, a, u′) = x, (∗) there exist s ∈ s′, u ∈ u′
such that L(s, a, u) = x and there are no sˆ ∈ s′, uˆ ∈ u′ such that
L(sˆ, a, uˆ) > x. By the definition of symmetric composition, there
exists k ∈ {1, . . . , n} such that
s′ = {s1, . . . , sk−1, s, sk+1, . . . , sn} and
u′ = {s1, . . . , sk−1, u, sk+1, . . . , sn} .
As s′Rns˜′, there exists a permutation pi ∈ Perm({1, . . . , n}) such
that
s˜′ =
(
spi(1), . . . , spi(j−1), spi(j), spi(j+1), . . . , spi(n)
)
.
Then pi(j) = k for some j and spi(j) = sk = s. Applying pi to u′
yields
u˜′ =
(
spi(1), . . . , spi(j−1), u, spi(j+1), . . . , spi(n)
)
.
From (∗) we obtain L∪(s˜′, a, u˜′) = x. Further, from the definition
of relation Rn, we conclude s˜′Rnu˜′.
• Assume a ∈ A¯: We first consider x = ). For u′ with
L′(s′, a, u′) =
⊔
R¯∈Γs′,u′
#
s,u∈S∪:R¯(s,u)>0 L(s, a, u) = )
it holds
∃R¯ ∈ Γs′,u′ : ∀s, u ∈ S∪ : (R¯(s, u) > 0 =⇒ L(s, a, u) = )).
As s′Rns˜′ we have s′ = {s1, . . . , sn} and s˜′ = (s1, . . . , sn) for some
s1, . . . , sn ∈ S. We will define u˜′ inductively based on some R¯ ∈
Γs′,u′ with ∀s, u ∈ S∪ : (R¯(s, u) > 0 =⇒ L(s, a, u) = )): let
R¯n = R¯ and for i ∈ {1, . . . , n}, let
R¯i−1 = R¯i[(si, ui) '→ R¯i(si, ui)− 1] for some ui : R¯i(si, ui) > 0.
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Then for all i ∈ {1, . . . , n} : L(si, a, ui) = ) as R¯(si, ui) > 0. For
u˜′ = (u1, . . . , un), this implies L˜′(s˜′, a, u˜′) =
#n
i=1 L(si, a, ui) = ).
Moreover, as by the definition of Γs′,u′ it holds R¯(S ′, u) = u′(u)
for all u ∈ S, it follows that u′ = {u1, . . . , un}, i.e. u′Rnu˜′.
For x $= ⊥, it can be argued analogously to the x = ) case,
that for u′ with L′(s′, a, u′) $= ⊥ there exists u˜′ with u′Rnu˜′ and
L˜′(s˜′, a, u˜′) $= ⊥. Together with the result from x = ) it follows
that for x ∈ {?,)} and u′ with L′(s′, a, u′) = x there exists u˜′
with u′Rnu˜′ and L˜′(s˜′, a, u˜′) = x = L′(s′, a, u′).
2. For Markovian transitions we show for s′ = {s1, . . . , sn} and s˜′ =
(s1, . . . , sn) with s1, . . . , sn ∈ S that for all C ∈ S∪/Rn:
Pl
∪
(s′, C) = Pl∪(s˜′, C) and Pu∪(s′, C) = Pu∪(s˜′, C).
Note that the condition “L∪(s′, a, u′) $= ) for all a ∈ Ai and u′ ∈ S ′”
from the definition of bisimulation is not used for this proof. If C = ∅,
then Pl
∪
(s′, C) = Pl∪(s˜′, C) = 0; hence, in the following we assume
C $= ∅.
First, we lift the definition of parallel composition to the n-ary case for
the lower bound probability matrix:
P˜l
′
((s1, . . . , sn), (u1, . . . , un))
=
∑n
i=1
1
n ·Pl(si, ui) ·
∏
j .=i 1(sj, uj)
=


1
n ·Pl(si, ui) if ∃i. si $= ui ∧ ∀j $= i. sj = uj∑n
i=1
1
n ·Pl(si, ui) if ∀j. sj = uj
0 otherwise.
Next, we observe for S∪/Rn that:
(a) every non-empty C ∈ S∪/Rn contains exactly one s′ ∈ S ′
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(b) {s1, . . . , sn} ∈ C ∈ S∪/Rn
⇐⇒ for all pi ∈ Perm({1, . . . , n}) : (spi(1), . . . , spi(n)) ∈ C
From (a) it follows directly that for s′ ∈ S ′ and nonempty C ∈ S∪/Rn:
Pl
∪
(s′, C) = Pl′(s′, C ∩ S ′) = Pl′(s′, u′) with {u′} = C ∩ S ′
Let s˜′ = (s1, . . . , sn), s′ = {s1, . . . , sn}, s = si and u′ $= s′ \ {s} unionmulti {u}
for all u ∈ S. Then P∪l (s′, [u′]Rn) = P∪l (s˜′, [u′]Rn) = 0. Otherwise, i.e.
u′ = s′ \ {s} unionmulti {u} for some u ∈ S, we set C = [u′]Rn and obtain
Pl
∪
(s˜′, C) = P˜′l(s˜
′, C ∩ S˜ ′) =∑u˜′∈C∩S˜′ P˜′l(s˜′, u˜′)
=
{∑
u˜′∈C∩S˜′:u˜′=(s1,...,sk−1,u,sk+1,sn)
1
n ·Pl(s, u) if s $= u∑n
i=1
1
n ·Pl(si, ui) if s = u
(∗)
=
{
s′(s)
n ·Pl(s, u) if s′ $= u′∑n
i=1
1
n ·Pl(si, ui) if s′ = u′
= Pl
′
(s′, u′) = Pl∪(s′, C)
where at (∗) we use the fact that there are s′(s) positions k in s˜′ where
s can be replaced by u such that u˜′ = (s1, . . . , sk−1, u, sk+1, . . . , sn).
For the upper bound probability matrix, the proof can be done analo-
gously.
Altogether, for all n ∈ N>0, we showed that Rn as defined earlier is a
bisimulation relation.
b)
Now, we show that the initial states are bisimilar. By definition:
s′0 = {|s0, . . . , s0|} and s˜′0 = (s0, . . . , s0)
For all s1, . . . , sn ∈ S0, it holds {s1, . . . , sn}Rn(s1, . . . , sn) and thus, obviously,
{|s0, . . . , s0|}Rn(s0, . . . , s0).
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Now, from (a) and (b), it follows |||nA¯M ≈M||A¯ . . . ||A¯M︸ ︷︷ ︸
n times
.
The following congruence result for bisimulation allows to interchange
parallel composition of identical components by symmetric composition deep
down in a system’s description. E.g., for AIMCs M, N and synchroniza-
tion set A¯, the congruence result, together with Theorem 6.4.2, implies
(M||
∅
M)||A¯N ≈ (|||2∅M)||A¯N .
Lemma 6.4.3. Bisimulation ≈ is a congruence w.r.t. ||A¯ and |||A¯.
Proof. Let M = (S,A,L,Pl,Pu,λ, S0), N = (S,A,L,Pl,Pu,λ, S ′0) and
P = (S,A,L,Pl,Pu,λ, S ′′0 ). Reflexivity and symmetry are derived by trivial
deduction from the definition of bisimulation.
For proving transitivity, for given bisimulation equivalences R,R′ : S×S
for M ≈ N , N ≈ P respectively, we define R′′ : S × S with
R′′ = {(s, s′′) | ∃s′ ∈ S : (s, s′) ∈ R, (s′, s′′) ∈ R′}
(note that R′′ ⊇ R ∪ R′ due to the reflexivity of equivalence R) and show
that it is a bisimulation equivalence. For any s, s′′ ∈ S for which there exists
s′ ∈ S with sRs′ and s′R′s′′, it holds that:
• for all a ∈ A and u ∈ S, if L(s, a, u) $= ⊥ then, as R is a bisimulation
equivalence, there exists u′ ∈ S with L(s′, a, u′) = L(s, a, u) $= ⊥ and
uRu′; then, as R′ is a bisimulation equivalence and L(s′, a, u′) $= ⊥,
there exists u′′ ∈ S with L(s′′, a, u′′) = L(s′, a, u′) and u′R′u′′; thus, for
all a ∈ A and u ∈ S, if L(s, a, u) $= ⊥ then there exists u′′ ∈ S with
L(s′′, a, u′′) = L(s, a, u) and uR′′u′′.
• if L(s, a, u) $= ) for all a ∈ A and all u ∈ S, then due to symme-
try of equivalence R, L(s′, a, u′) $= ) for all a ∈ A and all u′ ∈ S;
from the definition of R′′ it follows that S/R and S/R′ can be de-
rived from S/R′′ by splitting its elements such that, e.g., C ′′ ∈ S/R′′ is
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given by
⋃n
i=0Ci for some n ∈ N and Ci ∈ S/R for all i ∈ {0, . . . , n}.
Thus for all s ∈ S it holds Pl(s, C ′′) = ∑C∈S/R:C⊆C′′ Pl(s, C) and
Pl(s′, C ′′) =
∑
C′∈S/R′:C′⊆C′′ P
l(s′, C ′) (similarly for Pu); this yields
that, if L(s, a, u) $= ) for all a ∈ A and all u ∈ S, then for all
C ′′ ∈ S/R′′:
Pl(s, C ′′) =
∑
C∈S/R:C⊆C′′ P
l(s, C) =
∑
C∈S/R:C⊆C′′ P
l(s′, C)
= Pl(s′, C ′′)
=
∑
C′∈S/R′:C⊆C′′ P
l(s′, C ′) =
∑
C′∈S/R′:C⊆C′′ P
l(s′′, C ′)
= Pl(s′′, C ′′)
and Pu(s, C ′′) = Pu(s′′, C ′′) (analogously).
Thus R′′ is a bisimulation equivalence. To show thatM ≈ P we just have
to prove that for every initial state s0 ∈ S0 there is an initial state s′′0 ∈ S ′′0
in P with s0R′′s′′0. This follows trivially from M ≈ N and N ≈ P as by
definition, for s0 there exists initial state s′0 ∈ S ′0 with s0Rs′0 and for s′0 there
exists initial state s′′0 ∈ S ′′0 with s′0R′s′′0 implying that s0R′′s′′0.
6.5 Abstraction of components
This section describes the process of abstracting (A)IMCs by partitioning
the state space, i.e., by grouping sets of concrete states to abstract ones. For
state space S and partitioning S ′ of S, let α : S → S ′ map states to their
corresponding abstract one, i.e., α(s) denotes the abstract state of s, and
γ(s′) is the set of concrete states that map to s′. Abstraction yields an AIMC
that covers at least all possible behaviors of the concrete model, but perhaps
more. The relationship between the abstraction and its concrete model is
formalized by a simulation. We will define this notion and show that it is
a precongruence with respect to parallel and symmetric composition. This
result enables a compositional abstraction of AIMCs.
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Definition 6.5.1 (Abstraction). For an AIMC M = (S,A,L,Pl,Pu,λ, s0)
and partitioning S ′ of S, the abstraction function α : S → S ′ induces the
AIMC (S ′, A,L′,Pl′,Pu′,λ,α(s0)), denoted by α(M), where:
• L′(s′, a, u′) =


) if #u∈γ(u′) L(s, a, u) = ) for all s ∈ γ(s′)
⊥ if ⊔u∈γ(u′) L(s, a, u) = ⊥ for all s ∈ γ(s′)
? otherwise
• Pl′(s′, u′) = mins∈γ(s′)
∑
u∈γ(u′)P
l(s, u)
• Pu′(s′, u′) = min(1,maxs∈γ(s′)
∑
u∈γ(u′)P
u(s, u))
Lemma 6.5.1. For any AIMC M and abstraction function α, α(M) is an
AIMC.
Proof. The proof follows along the lines of the proof for Lemma 3.2.1.
Example 6.5.1. LetM be the IMC in Figure 6.4 (left) and N be the AIMC
in Figure 6.4 (middle). Then, N = α(M) with α(si) = ui for i ∈ {0, . . . , 5}
and α(s′i) = ui for i ∈ {1, 2}. Consider a worker M′ that is a variant of the
one in Figure 6.4 (left), say, whose judgment on the quality of raw material is
different, i.e. whose P(s0, s1) and P(s0, s′1) differ. For such a worker, we also
get N = α(M′). Symmetric composition of two different workers M and
M′ is not possible. However, replacing both M and M′ by abstract worker
N enables symmetric composition and yields a compact representation of an
abstraction of M||A¯M′.
The formal relationship between an AIMC and its abstraction is defined
in terms of a simulation. In fact, the notion defined below combines the
concepts of refinement for modal transition systems [LT88] (items 1a and
1b) with that of probabilistic simulation [JL91] (item 2).
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Definition 6.5.2 (Simulation). For AIMCM = (S,A,L,Pl,Pu,λ, s0), R ⊆
S × S is a simulation relation, iff for all sRs′ the following holds:
1a. for all a ∈ A and u ∈ S with L(s, a, u) $= ⊥ there exists u′ ∈ S with
L(s′, a, u′) $= ⊥ and uRu′,
1b. for all a ∈ A and u′ ∈ S with L(s′, a, u′) = ) there exists u ∈ S with
L(s, a, u) = ) and uRu′, and
2. if for all a ∈ Ai and all u ∈ S it holds L(s, a, u) $= ), then for all
µ ∈ T(s) there exists µ′ ∈ T(s′) with µ <R µ′.
We write s < s′ if sRs′ for some simulation R and M <M′ for AIMCs
M and M′ with initial states s0 < s′0 in the disjoint union of M and M′.
Let us briefly explain this definition. Item 1a requires that any may-
or must-transition of s must be reflected in s′. Item 1b requires that any
must-transition of s′ must match some must-transition of s, i.e., all required
behavior of s′ stems from s. Note that this allows a must-transition of s to be
mimicked by a may-transition of s′. Finally, condition 2 requires that when-
ever there is not definitively an internal transition that prevents Markovian
transitions to occur, then the stochastic behavior in s can be mimicked in s′.
Theorem 6.5.2. For any AIMC M and abstraction function α:
M < α(M)
Proof. The claim follows from the proofs of the corresponding results for
MTSs and ACTMCs in a straightforward manner. First, conditions 1a and
1b of Definition 6.5.2 have to be shown; this can be done just as for pure
modal transition systems (cf. [LT88]). Second, condition 2 has to be shown;
this part of the proof follows along the lines of the proof for Theorem 3.4.1.
We thus omit the technical details.
Example 6.5.2. Consider AIMCs M and N given in Example 6.5.1. As N
is an abstraction of M, it follows M < N .
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To be able to compose abstractions while preserving this formal relation,
the following result is of interest. It allows to abstract parallel and symmetric
compositions of AIMCs in a component-wise manner to avoid the need for
generating the entire state space prior to abstraction.
Theorem 6.5.3. Simulation < is a precongruence w.r.t. ||A¯ and |||A¯.
Proof. Reflexivity of < follows trivially from the definition. Consider AIMCs
M = (S,A,L,Pl,Pu,λ, s0), N = (S ′, A′,L′,Pl′,Pu′,λ′, s′0) and P = (S ′′, A′′,
L′′,Pl′′,Pu′′,λ′′, s′′0). To argue about simulation of states in different models
we have to analyze the disjoint union. For simplicity, in this proof we refrain
from explicitly composing the disjoint unions, however, we stress the necessity
for all AIMCs involved in a union to have the same exit rates. This will be
ensured in the following, as for M < N (and N < P) it follows that λ = λ′
(and λ′ = λ′′ respectively).
Transitivity: Let R : S×S ′ and R′ : S ′×S ′′ be simulation relations with
s0Rs′0 and s
′
0R
′s′′0 respectively. We define R
′′ : S × S ′′ with
R′′ = {(s, s′′) | ∃s′ ∈ S : (s, s′) ∈ R, (s′, s′′) ∈ R′}
and prove that it is a simulation relation (note that R′′ ⊇ R ∪ R′ due to
reflexivity of R and R′).
We show that conditions (1a), (1b) and (2) of Definition 6.5.2 are fulfilled:
for all s ∈ S, s′′ ∈ S ′′ for which there exists s′ ∈ S ′ with sRs′ and s′R′s′′ it
holds
1a. By the definition of simulation it holds that
∀a ∈ A ∀u ∈ S : L(s, a, u) $= ⊥ =⇒ ∃u′ ∈ S : L′(s′, a, u′) $= ⊥ ∧ uRu′
and
∀a ∈ A ∀u′ ∈ S :
L′(s′, a, u′) $= ⊥ =⇒ ∃u′′ ∈ S : L′′(s′′, a, u′′) $= ⊥ ∧ u′R′u′′.
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Thus, it follows directly:
∀a ∈ A ∀u ∈ S :
L′′(s′′, a, u′′) $= ⊥ =⇒ ∃u′′ ∈ S : L(s, a, u) $= ⊥∧ uR′′u′′.
1b. As for (1a), by the definition of simulation it holds that
∀a ∈ A ∀u′′ ∈ S :
L′′(s′′, a, u′′) = ) =⇒ ∃u′ ∈ S : L′(s′, a, u′) = ) ∧ u′R′u′′
and
∀a ∈ A ∀u′ ∈ S :
L′(s′, a, u′) = ) =⇒ ∃u ∈ S : L(s, a, u) = ) ∧ uRu′.
Thus, it follows directly:
∀a ∈ A ∀u′′ ∈ S :
L′′(s′′, a, u′′) = ) =⇒ ∃u ∈ S : L(s, a, u) = ) ∧ uR′′u′′
2. We show that if for all u ∈ S and all a ∈ Ai it holds L(s, a, u) $= ),
then for all µ ∈ T(s) there exists µ′′ ∈ T(s′′) and ∆′′ : S × S ′′ → [0, 1]
such that for all u ∈ S and u′′ ∈ S ′′: (cf. Figure 6.7)
(a) ∆′′(u, u′′) > 0 =⇒ uR′′u′′
(b) ∆′′(u, S ′′) = µ(u)
(c) ∆′′(S, u′′) = µ′′(u′′)
First, note that if for all u ∈ S it holds L(s, a, u) $= ) for all a ∈ Ai,
then for all µ ∈ T(s) there exists µ′ ∈ T(s′) and ∆ : S × S ′ → [0, 1]
such that for all u ∈ S and u′ ∈ S ′:
(a) ∆(u, u′) > 0 =⇒ uRu′
(b) ∆(u, S ′) = µ(u)
(c) ∆(S, u′) = µ′(u′)
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s
s′
u
u′
∆
s′′ u′′
∆′
∆′′
µ(u)
µ′(u′)
µ′′(u′′)
R
R′
R′
R′
R′′
R′′
Figure 6.7: Transitivity
Second, we observe that for any s ∈ S and u ∈ S with L(s, a, u) $=
) for some a ∈ Ai, all s′ ∈ S with sRs′ may not have a successor
u′ ∈ S with L(s′, a, u′) = ). Otherwise, if there was some u′ ∈ S with
L(s′, a, u′) = ), due to condition (1b) in Definition 6.5.2 there would
exist u ∈ S with L(s, a, u) = ) and uRu′, leading to a contradiction.
Hence, for all s′ ∈ S ′ with sRs′, u′ ∈ S ′ and a ∈ Ai it holds L(s′, a, u′) $=
) and, as R′ is a simulation relation, for all µ′ ∈ T(s′) there exists
µ′′ ∈ T(s′′) and ∆′ : S ′ × S ′′ → [0, 1] such that for all u′ ∈ S ′ and
u′′ ∈ S ′′:
(a) ∆′(u′, u′′) > 0 =⇒ u′R′u′′
(b) ∆′(u′, S ′′) = µ′(u′)
(c) ∆′(S ′, u′′) = µ′′(u′′)
We define ∆′′ : S × S ′′ → [0, 1] such that
∆′′(u, u′′) =
∑
u′∈S′:µ′(u′)>0
∆(u,u′)·∆′(u′,u′′)
µ′(u′)
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for ∆, ∆′ and µ′ satisfying the above constraints. For condition (2a),
we observe that if ∆′′(u, u′′) > 0 there exists u′ such that ∆(u, u′) > 0
and ∆′(u′, u′′). Thus, uRu′ and u′R′u′′ imply uR′′u′′.
Further, we show conditions (2b) and (2c) by proving that for all
µ ∈ T(s) there exists µ′′ ∈ T(s′′), such that ∆′′(u, S ′′) = µ(u) and
∆′′(S, u′′) = µ′′(u′′) for all u ∈ S and u′′ ∈ S ′′:
∆′′(u, S ′′) =
∑
u′∈S′,u′′∈S′′:µ′(u′)>0
∆(u,u′)·∆′(u′,u′′)
µ′(u′)
=
∑
u′∈S′:∆′(u′,S′′)>0
∆(u,u′)·∆′(u′,S′′)
∆′(u′,S′′)
=
∑
u′∈S′:∆′(u′,S′′)>0∆(u, u
′)
(∗)
=
∑
u′∈S′:∆(S,u′)>0∆(u, u
′)
= ∆(u, S ′)
= µ(u)
Equation (∗) follows from ∆′(u′, S ′′) = µ′(u′) = ∆(S, u′) for all u′ ∈ S ′.
∆′′(S, u′′) =
∑
u∈S,u′∈S′:µ′(u′)>0
∆(u,u′)·∆′(u′,u′′)
µ′(u′)
=
∑
u′∈S′:∆(S,u′)>0
∆(S,u′)·∆′(u′,u′′)
∆(S,u′)
=
∑
u′∈S′:∆(S,u′)>0∆
′(u′, u′′)
(∗)
=
∑
u′∈S′:∆′(u′,S′′)>0∆
′(u′, u′′)
= ∆′(S ′, u′′)
= µ′′(u′′)
This concludes the proof of transitivity.
Now we show that parallel composition does not destroy simulation rela-
tions. LetM||A¯P = (S×S ′′, A∪A′′, L˜, P˜l, P˜u,λ+λ′′, (s0, s′′0)) and N||A¯P =
(S ′ × S ′′, A′ ∪ A′′, L˜′, P˜l′, P˜u′,λ′ + λ′′, (s′0, s′′0)). Recall that from M < N
it follows λ = λ′ and therefore the union of M||A¯P and N||A¯P that will
implicitly be used is valid.
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We show that M < N implies M||A¯P < N||A¯P for synchronization set
A¯, i.e. that for initial state (s0, s′′0) there exists (s
′
0, s
′′
0) with (s0, s
′′
0) < (s′0, s′′0).
Let R˜ : (S×S ′′)× (S ′×S ′′) such that (s, s′′)R˜(s′, s′′′) iff s < s′ and s′′ < s′′′.
From M < N we know that s0 < s′0 and due to reflexivity, s′′0 < s′′0. Thus,
(s0, s′′0)R˜(s
′
0, s
′′
0).
In the following, we show that for all (s, s′′) ∈ S×S ′′ and (s′, s′′′) ∈ S ′×S ′′
with sRs′ and s′′R′s′′′ for simulation relations R and R′, conditions (1a), (1b)
and (2) in Definition 6.5.2 are fulfilled, i.e. that R˜ is a simulation relation.
1a. This can be shown in a similar fashion as for (1b).
1b. For a ∈ A¯ we compute:
∀(u′, u′′′) ∃(u, u′′) : L˜′((s′, s′′′), a, (u′, u′′′)) = )
=⇒ L˜((s, s′′), a, (u, u′′)) = ) ∧ (u, u′′)R˜(u′, u′′′)
⇐⇒
∀(u′, u′′′) ∃(u, u′′) : L′(s′, a, u′) * L′′(s′′′, a, u′′′) = )
=⇒ L(s, a, u) * L′′(s′′, a, u′′) = ) ∧ (u, u′′)R˜(u′, u′′′)
⇐⇒
∀(u′, u′′′) ∃(u, u′′) : L′(s′, a, u′) = )∧ L′′(s′′′, a, u′′′) = )
=⇒ L(s, a, u) = )∧ L′′(s′′, a, u′′) = )∧ (u, u′′)R˜(u′, u′′′)
This follows directly from sRs′ and s′′R′s′′′ as
∀u′ ∃u : L′(s′, a, u′) = ) =⇒ L(s, a, u) = ) ∧ uRu′
and
∀u′′′ ∃u′′ : L′′(s′′′, a, u′′′) = ) =⇒ L′′(s′′, a, u′′) = ) ∧ u′′Ru′′′
For a $∈ A¯ we compute:
∀(u′, u′′′) ∃(u, u′′) : L˜′((s′, s′′′), a, (u′, u′′′)) = )
=⇒ L˜((s, s′′), a, (u, u′′)) = ) ∧ (u, u′′)R˜(u′, u′′′).
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⇐⇒
∀(u′, u′′′) ∃(u, u′′) :
(L′(s′, a, u′) * (s′′′ = u′′′)) unionsq (L′′(s′′′, a, u′′′) * (s′ = u′)) = )
=⇒ (L(s, a, u) * (s′′ = u′′)) unionsq (L′′(s′′, a, u′′) * (s = u)) = )
∧(u, u′′)R˜(u′, u′′′)
We investigate the two cases where on the left side of the implication
either (L′(s′, a, u′)* (s′′′ = u′′′)) = ) or (L′′(s′′′, a, u′′′)* (s′ = u′)) = ).
If (L′(s′, a, u′) * (s′′′ = u′′′)) resolves to ), so does L(s, a, u) for some
u ∈ S. We choose u′′ = s′′, such that (s′′ = u′′) = ). For the
right side of the implication to be fulfilled, it remains to show that
(u, u′′)R˜(u′, u′′′). From the satisfaction of (s′′′ = u′′′) it follows u′′′ =
s′′′ and together with u′′ = s′′, from s′′R′s′′′ we directly get u′′R′u′′′.
Further, sRs′ implies
∀u′ ∃u : L′(s′, a, u′) = ) =⇒ L(s, a, u) = ) ∧ uRu′.
Thus, there exist u ∈ S and u′′ ∈ S ′′ fulfilling the right side of the
implication.
For the case where (L(s′′′, a, u′′′) * (s′ = u′)) resolves to ), the proof
goes along the same lines.
2. First, note that from sRs′ it follows: if for all u ∈ S it holds L(s, a, u) $=
) for all a ∈ Ai, then for all µ ∈ T(s) there exists µ′ ∈ T(s′) and
∆ : S × S ′ → [0, 1] such that for all u ∈ S and u′ ∈ S ′:
(a) ∆(u, u′) > 0 =⇒ uRu′
(b) ∆(u, S ′) = µ(u)
(c) ∆(S, u′) = µ′(u′)
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u′′
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µ˜′((s′, u′′′))
R˜
R˜
R˜
Figure 6.8: Compatibility with parallel composition
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Second, from s′′R′s′′′ it follows: if for all u′′ ∈ S ′′ it holds L(s′′, a, u′′) $=
) for all a ∈ Ai, then for all µ′′ ∈ T(s′′) there exists µ′′′ ∈ T(s′′′) and
∆′′ : S ′′ × S ′′ → [0, 1] such that for all u′′ ∈ S ′′ and u′′′ ∈ S ′′:
(a) ∆′′(u′′, u′′′) > 0 =⇒ u′′R′u′′′
(b) ∆′′(u′′, S ′′) = µ′′(u′′)
(c) ∆′′(S ′′, u′′′) = µ′′′(u′′′)
We show that, if for all (u, u′′) ∈ S×S ′′ it holds L˜((s, s′′), a, (u, u′′)) $= )
for all a ∈ Ai∪A′i, then for all µ˜ ∈ T((s, s′′)) there exists µ˜′ ∈ T((s′, s′′′))
and ∆˜ : (S × S ′′)× (S ′× S ′′)→ [0, 1] such that for all (u, u′′) ∈ S × S ′′
and (u′, u′′′) ∈ S ′ × S ′′: (cf. Figure 6.8)
(a) ∆˜((u, u′′), (u′, u′′′)) > 0 =⇒ (u, u′′)R˜(u′, u′′′)
(b) ∆˜((u, u′′), S ′ × S ′′) = µ˜((u, u′′))
(c) ∆˜(S × S ′′, (u′, u′′′)) = µ˜′((u′, u′′′))
Given (s, s′′) ∈ S × S ′′ and (s′, s′′′) ∈ S ′× S ′′, we define ∆˜ : (S× S ′′)×
(S ′ × S ′′)→ [0, 1] such that:
∆˜((u, u′′), (u′, u′′′)) = λλ+λ′′ ·∆(u, u′) · 1(s′′, u′′) · 1(s′′′, u′′′)
+ λ
′′
λ+λ′′ ·∆′′(u′′, u′′′) · 1(s, u) · 1(s′, u′)
Condition (a) follows from this definition as
∆˜((u, u′′), (u′, u′′′)) > 0 =⇒ (∆(u, u′) > 0 ∧ s′′ = u′′ ∧ s′′′ = u′′′)
∨ (∆′′(u′′, u′′′) > 0 ∧ s = u ∧ s′ = u′)
=⇒ (uRu′ ∧ s′′ = u′′ ∧ s′′′ = u′′′)
∨ (u′′R′u′′′ ∧ u = u′ ∧ s = u ∧ s′ = u′)
=⇒ (u, u′′)R˜(u′, u′′′)
where in the last implication we use the fact that sRs′ and s′′R′s′′′.
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Regarding condition (b), for any µ˜ ∈ T((s, s′′)) we compute:
µ˜((u, u′′)) = λλ+λ′′ · µ(u) · 1(s′′, u′′) + λ
′′
λ+λ′′ · µ′′(u′′) · 1(s, u)
=
∑
u′∈S′
λ
λ+λ′′ ·∆(u, u′) · 1(s′′, u′′)
+
∑
u′′′∈S′′
λ′′
λ+λ′′ ·∆′′(u′′, u′′′) · 1(s, u)
=
∑
u′′′∈S′′
(∑
u′∈S′
λ
λ+λ′′ ·∆(u, u′) · 1(s′′, u′′) · 1(s′′′, u′′′)
+
∑
u′∈S′
λ′′
λ+λ′′ ·∆′′(u′′, u′′′) · 1(s, u) · 1(s′, u′)
)
=
∑
u′∈S′,u′′′∈S′′
λ
λ+λ′′ ·∆(u, u′) · 1(s′′, u′′) · 1(s′′′, u′′′)
+ λ
′′
λ+λ′′ ·∆′′(u′′, u′′′) · 1(s, u) · 1(s′, u′)
=
∑
u′∈S′,u′′′∈S′′ ∆˜((u, u
′′), (u′, u′′′))
= ∆˜((u, u′′), S ′ × S ′′)
Analogously, for condition (c) we compute for any µ˜′ ∈ T((s′, s′′′)):
µ˜′((u′, u′′′)) = λλ+λ′′ · µ′(u′) · 1(s′′′, u′′′) + λ
′′
λ+λ′′ · µ′′′(u′′′) · 1(s′, u′)
=
∑
u∈S
λ
λ+λ′′ ·∆(u, u′) · 1(s′′′, u′′′)
+
∑
u′′∈S′′
λ′′
λ+λ′′ ·∆′′(u′′, u′′′) · 1(s′, u′)
=
∑
u′′∈S′′
(∑
u∈S
λ
λ+λ′′ ·∆(u, u′) · 1(s′′, u′′) · 1(s′′′, u′′′)
+
∑
u∈S
λ′′
λ+λ′′ ·∆′′(u′′, u′′′) · 1(s, u) · 1(s′, u′)
)
=
∑
u∈S,u′′∈S′′
λ
λ+λ′′ ·∆(u, u′) · 1(s′′, u′′) · 1(s′′′, u′′′)
+ λ
′′
λ+λ′′ ·∆′′(u′′, u′′′) · 1(s, u) · 1(s′, u′)
=
∑
u∈S,u′′∈S′′ ∆˜((u, u
′′), (u′, u′′′))
= ∆˜(S × S ′′, (u′, u′′′))
Thus, conditions (a) to (c) hold.
We complete this proof by observing that < is reflexive, transitive and com-
patible with parallel composition and as parallel and symmetric composition
yield bisimilar AIMCs, the same applies to symmetric composition.
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We conclude this section with an example, showing that performing ab-
straction on component level in general yields more abstract models than
applying abstraction to the underlying monolithic model. In fact, we con-
sider a modal transition system; an AIMC with exactly the same behavior is
obtained by adding a Markovian self-loop with probability one to each state.
Example 6.5.3. Consider the MTS in Figure 6.9 (top, left). Deriving the
monolithic model and then merging all states (s0, v), (s1, v) with s0, s1 ∈
{s, u} and v ∈ {v, w} by means of abstraction yields the same MTS (middle,
right). However, states (s, w) and (u, v) are not reachable from the initial
state (s, v) in the concrete monolithic model (middle, left) and thus can be
omitted (bottom, left). Merging all states (s0, v), (s1, v) with s1, s2 ∈ {s, u}
and v ∈ {v, w} in this MTS yields the MTS bottom right, which in fact
simulates the MTS obtained by performing abstraction on component level.
6.6 Time-bounded reachability
In this section, we show how to analyze closed AIMCs by reducing them to
uniform IMCs. As presented in [Joh07], those can be reduced to uniform
continuous-time Markov decision processes (CTMDP) for which an efficient
algorithm is implemented in MRMC, a state of the art model checker. We
analyze two reachability objectives for the running example and show how
abstraction and symmetric composition reduce the maximal size of the state
space during the construction of the model.
To obtain the induced IMC for an AIMC, we separate the nondetermin-
istic choice for values from the intervals in Markovian states from the actual
Markovian behavior, i.e. the delay and the subsequent probabilistic transi-
tions. This is achieved by adding one intermediate state for each extreme
distribution.
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Definition 6.6.1 (Induced IMC). For closed AIMCM = (S,A,L,Pl,Pu,λ,
s0), the induced IMC is given by θ(M) = (S ·∪Sextr, Aextr,L′,P′,λ, s0),
• Sextr = {sµ | ∃s ∈ S : µ ∈ extr(Pl,Pu, S, s)}
• L′(s, a, s′) =


L(s, a, s′) if s ∈ SH ∪ SMH, a = τs′
) if s ∈ SM ∪ SMH, a = τµ, s′ = sµ
and µ ∈ extr(Pl,Pu, S, s)
⊥ otherwise
• P′(s, s′) =
{
µ(s′) if s = sµ ∈ Sextr
1(s, s′) otherwise
Lemma 6.6.1. For a closed AIMCM it holds that θ(M) is a closed uniform
IMC.
Proof. Follows directly from the definition and the fact that the given AIMC
is uniform.
Example 6.6.1. Let M be the symmetric composition of two indepen-
dent abstract workers as depicted in Figure 6.4 (middle). We focus on
state {|s0, s2|} in M, cf. Figure 6.10 (left). In the corresponding induced
IMC θ(M), there are new states sµ and sµ′ with outgoing Markovian tran-
sitions according to the extreme distributions µ and µ′ of {|s0, s2|} with
µ = {{|s1, s2|} '→ 12 , {|s0, s2|} '→ 16 , {|s0, s4|} '→ 26} and µ′ = {{|s1, s2|} '→ 12 ,
{|s0, s2|} '→ 18 , {|s0, s4|} '→ 38}. Additionally, labeled transitions with internal
actions τµ (τµ′ resp.) leading from {|s0, s2|} to the new intermediate states
are introduced.
For closed AIMC M = (S,A,L,Pl,Pu,λ, s0), we define the set of paths
starting in initial state s0 and visiting a state in B ⊆ S within t ∈ R≥0 time
units by Reach≤t(B) = {σ ∈ PathM | σ[0] = s0, ∃t′ ∈ [0, t] : σ@t′ ∈ B}.
Lemma 6.6.2. Let M = (S,A,L,Pl,Pu,λ, s0) be a closed AIMC and θ(M)
its induced IMC. For all B ⊆ S, t ∈ R≥0 and D ∈ E(M) there exists
D′ ∈ D(θ(M)) with PrD(Reach≤t(B)) = PrD′(Reach≤t(B)).
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{|s0, s2|} {|s0, s4|}{|s1, s2|}
1
2 ·[23 , 34 ]12
1
2 ·[14 , 13 ]
{|s0, s2|} {|s0, s4|}{|s1, s2|}
sµ
sµ′
τµ
τµ′
1
6
1
3
1
2
1
8 3
8
1
2
Figure 6.10: Fragment of the parallel compositionM||
∅
M for the AIMCM
from Figure 6.4 (top) and the induced IMC detail (bottom).
Proof. The transformation operator θ does nothing more but separating the
nondeterministic choice for values from the intervals in a Markovian state
from the actual Markovian behavior. As this obviously preserves reachability
probabilities, we only give a sketch of the idea instead of a formal proof:
The claim can be shown by constructing a scheduler D′ ∈ Dθ(M) that
makes exactly the same choices as a given scheduler D ∈ DM. As by defi-
nition, there is no nondeterminism in the new states sµ, the choice of D′ in
such states is naturally given. In all other states, that is for the respective
histories, the choice of D′ simply has to be matched with the choice of D
w.r.t. the history modulo new states. For example, for history s sµ s′ sµ′ s′′
the scheduler D′ has to make the same choice as D for history s s′ s′′. If an
interactive transition is chosen by D, the corresponding transition is chosen
by D′. If D decides for Markovian transitions, that is for a distribution µ
over successor states, the scheduler D′ has to mimic that decision by taking
the corresponding τµ transition.
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It then can be shown that the sets Reach≤t(B) w.r.t. the two schedulers
D and D′ have the same probability measure.
Corollary 6.6.3. For a closed AIMC M = (S,A,L,Pl,Pu,λ, s0), B ⊆ S,
t ∈ R≥0:
supD∈DMPrs0,D(Reach≤t(B)) = supD∈D(θ(M))Prs0,D(Reach≤t(B))
infD∈DMPrs0,D(Reach≤t(B)) = infD∈D(θ(M))Prs0,D(Reach≤t(B))
Proof. Follows directly from Lemma 6.6.2.
The analysis of time-bounded reachability probabilities for uniform IMCs
is investigated in [Joh07] and the core algorithm [BHKH05] is implemented in
MRMC. Basically, a uniform IMC is reduced to a uniform CTMDP by trans-
formations to so-called Markov alternating and strictly alternating IMCs.
This transformation preserves (weak) bisimulation. The following example
relies on this results:
Example 6.6.2. Assume the number of machines that are available for craft-
ing value and premium products is limited to two. First, we investigate
the probabilities for b out of w workers M1 to Mw to be waiting for ma-
chines within t time units. Let P = ({m0, m1, m2}, A,L, 1, 1, ε, m0) where
in mi there are i machines in use and let A = {value, prem, vdone, pdone},
L(mi, a,mi+1) = ) if a ∈ {value, prem} for i ∈ {0, 1} and L(mi+1, a,mi) = )
b=1 b=1 b=2
max. size w=3 w=4 w=4 w=1 w=2 w=3 w=4
IMC, par. 512 4096 4096 352 2816 22528 180224
IMC, sym. 120 330 330 352 1584 5280 14520
AIMC, par. 216 1296 1296 264 1584 9504 57024
AIMC, sym. 56 126 126 264 924 2464 5544
Table 6.3: Maximal size of the state spaces during construction.
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Figure 6.11: Minimal and maximal probabilities for b out of w workers having
no access to one of 2 machines in t time units (top). Maximal probabilities
for w workers and 2 machines to produce 10 value and 3 premium in t time
units (bottom). Curves for concrete workers are solid and dashed for abstract
ones.
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if a ∈ {vdone, pdone} for i ∈ {0, 1}, otherwise L(m, a,m′) = ⊥. Let Mi be
pairwise distinct variants of workers as described in Example 6.5.1. Then,
(M1||∅ . . . ||∅Mw)||AP yields an IMC where the measure of interest can be
derived by computing probabilities for reaching states (s¯, m2) with at least
b components of s¯ being s1 or s′1. In contrast, when M1 = . . . = Mw = M
we can instead compute the probabilities in
(|||w
∅
M) ||AP for reaching states
(M,m2) with M(s1)+M(s′1) ≥ b. The maximal sizes of the state spaces ob-
tained during the construction of the models are given in Table 6.3 (left). Let
AIMC N = α(M1) = . . . = α(Mw) as described in Example 6.5.1. Then,
even for pairwise distinct workers, symmetric composition can be used to
obtain the abstract system (|||w
∅
N )||AP. While the abstract model of one
worker has 6 instead of 8 states, the relative savings during composition are
much larger (cf. Table 6.3). But still, the minimal and maximal probabilities
(Figure 6.11, top) obtained for w instances of the abstract worker N (dashed
curves) are almost the same as for w copies of the concrete worker M as
shown in Figure 6.4 (top, solid curves).
Secondly, we compute the maximal probabilities for producing 10 value
and 3 premium products with w workers within t time units. Note, that min-
imal probabilities are 0 for all time bounds t, as workers may stall premium
production. We define counting AIMC
Q = ({nv,p | v ∈ {0, . . . , 10}, p ∈ {0, . . . , 3}}, A,L, 1, 1, ε, n0,0)
with A = {vdone, pdone}, L(nv,p, vdone, nv+1,p) = ) for v ∈ {0, . . . , 9}, p ∈
{0, . . . , 3} and L(nv,p, pdone, nv,p+1) = ) for v ∈ {0, . . . , 10}, p ∈ {0, . . . , 2},
otherwise L(n, a, n′) = ⊥. Let concrete and abstract workers M and N be
given as in Figure 6.4. Then, in
(|||w
∅
M) ||AQ and (|||w∅N ) ||AQ, we compute
probabilities to reach any state (M,n10,3). As shown in Figure 6.11 (bottom),
the maximal probabilities for w ∈ {1, . . . , 4} abstract workers (dashed curves)
are rather close to values derived for concrete workers (solid curves). The
maximal sizes of the state spaces during construction are given in Table 6.3
(right).
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6.7 Summary and discussion
In this chapter, a compositional abstraction technique for interactive Markov
chains has been proposed. It is suggested to perform abstraction on compo-
nent level to reduce the peak size of the state space while constructing the
monolithic version of a compositional model – which has to be done when an-
alyzing the quantitative behavior of the system. Abstract components have
been shown to simulate their concrete counterparts and as a main result of
the chapter, we showed that simulation is a precongruence w.r.t. composi-
tion. From a practical point of view, introducing symmetries by performing
abstraction has been shown to be most effective as symmetric composition
instead of parallel composition can be applied, resulting in bisimilar models
with state spaces whose size can very well differ by several orders of magni-
tude in favor of symmetric composition. We also showed that bisimulation
is a congruence w.r.t. composition for abstract interactive Markov chains.
The analysis of time-bounded reachability probabilities has been dis-
cussed and successfully performed on an example. A more systematic treat-
ment – defining weak bisimulation for abstract interactive Markov chains,
showing weak bisimilarity between AIMCs and their induced IMCs, as well
as providing general preservation results for (weak) bisimulation and simula-
tion – is left for future work. Furthermore, an adaptation of the polynomial
time algorithm from Section 4.3 for the analysis of AIMCs is not considered
here, however, we do not expect major difficulties there.
Related work. While a number of publications on compositional verifi-
cation and abstraction are available for classical models [CLM89, HQR98,
SG07] and non-probabilistic extensions thereof [BV08], only few results have
been reported on probabilistic models and – to our knowledge – non for
stochastic systems:
The earliest related work on probabilistic systems we are aware of is the
one by Segala and Lynch on simulation preorders for (discrete-time) proba-
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bilistic automata [SL95]. Several variants of weak and strong simulations are
investigated regarding compositionality and preservation of properties.
Recently, compositional abstraction has been used for language-level ab-
straction [KKNP08]. The approach taken in this work is to locally peek into
the composed concrete model to obtain information for the abstract version
of the compositional model (so-called controlled MDPs).
Further, most recent work [CDL+09] is dealing also with logical compo-
sition operators such as conjunction. Rather than considering abstraction,
the focus is on the compositional specification of properties. Technically
speaking, by conjunction of several given CMC (Constraint Markov Chain)
specifications, a composed specification is obtained that only contains the
common parts of all given subspecifications. While formal properties of the
defined operators have been discussed in detail, the authors left the study
of efficient algorithms to future work. A further interesting topic for future
work might be to bring this approach and our work on interactive Markov
chains together.
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Conclusion
Model checking probabilistic and stochastic systems is a complex and mem-
ory intensive task. Often, models with tremendously large to infinite state
spaces are obtained from rather small high-level models such as guarded com-
mand languages or stochastic Petri nets. This thesis provides a remedy for
the state space explosion problem for probabilistic and stochastic systems:
three-valued abstraction. We focused on abstractions allowing to check step-
bounded and time-bounded until formulas as these are the most intricate
ones.
We started investigating abstraction for fully probabilistic models with
infinite state space; we discussed how sets of distributions and intervals
of probabilities can be utilized for modeling abstract behavior, further we
elaborated on step- and time-bounded reachability and discussed unbounded
reachability briefly. The presented techniques have been shown to yield ab-
stract models simulating the original ones in a stepwise manner; as a result,
safe lower and upper bounds for any actual probability measure can be cal-
culated. Efficient algorithms have been developed for the computation of
reachability probabilities and PCTL/CSL model checking. Furthermore, we
showed for a case study from queueing theory that quite precise results can
be obtained using abstraction when traditional methods do fail.
Subsequently, we isolated a downside of the abstractions presented in
Section 3, namely that techniques based on stepwise simulation yield coarse
abstractions for a significant class of models. We developed a generalization
of the interval abstraction method where several consecutive transitions are
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merged into one abstract transition; it turned out that substantially tighter
intervals can be obtained by doing so. The technique was successfully applied
to a case study from systems biology known as enzyme catalyzed substrate
conversion; the fully featured model checker PRISM took more than a day to
compute exact results whereas our MATLAB prototype took less than half
an hour to compute fairly accurate bounds.
Finally, we lifted interval abstraction to concurrent stochastic systems.
The compositional modelling framework of interactive Markov chains (IMCs)
has been equipped with facilities for abstraction: where IMCs extend labeled
transition systems and continuous-time Markov chains (CTMCs), the ab-
stract version of IMCs extend modal transition systems and abstract CTMCs
as introduced earlier in the thesis. We propose to perform abstraction at the
component level instead of system level to reduce the size of the state space
during the construction of a monolithic system model when analyzing such
systems. In cases where the abstraction of components introduces symmetries
that are not present in the concrete model, this symmetry can be exploited
allowing for radical reductions with respect to the peak size of the state space
during construction of a monolithic model.
Outlook. In this thesis, we provide some fundamental work on abstraction
and model checking for stochastic systems and we also show the feasibility
of our approach. Yet, this area is comparatively uncharted and additional
effort is required to unfold its potential. Some of the still open questions
closely related to this thesis are “How to automate three-valued abstraction
refinement for stochastic systems?”, “ When and how can uniformization
be applied to interactive Markov chains?” and “How do these techniques
perform in industrial case studies?”. Even more pointers to topics that are
worth investigating can be found in the summary section of each chapter.
Obviously, while reaching the end of this thesis, we are by no means
completing the research on this field. For model checking unbounded until
204
formulas there have already existed some advanced abstraction techniques for
some time [KNP06, dAP07] that are still investigated and extended upon.
When model checking step- and especially time-bounded until as done in
this thesis, these techniques are often not (or not yet) applicable. However,
recently, problems related to the latter are increasingly gaining attention
[HMW09, DHMW09, Neu10]; a trend that, due to the importance to per-
formance analysis, bioinformatics and other research areas, will most likely
continue in coming years.
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