In this paper, we deal with the Cauchy problem of the quasilinear Schrödinger equation
Introduction
In this paper, we consider the following Cauchy problem: iu t = ∆u + 2uh ′ (|u| 2 )∆h(|u| 2 ) + F (|u| 2 )u for x ∈ R N , t > 0 u(x, 0) = u 0 (x), x ∈ R N .
(1.1)
Here h(s) and F (s) are some real functions, h(s) ≥ 0 for s ≥ 0. (1.1) often appears in plasma physics and fluid mechanics, in the theory of Heisenberg ferromagnet and magnons, and in condensed matter theory, see [2, 21, 29, 33] . It has been used in many models of physical phenomena. For example, if it models the self-channelling of a highpower ultra short laser in matter with h(s) = √ 1 + s, the superfluid film equation in plasma physics with h(s) = s ( [26, 27] ) (so-called modified nonlinear Schrödinger equation), and while with h(s) = √ s, it illustrates the physical phenomenon in dissipative quantum mechanics, see [4, 5, 23, 36] .
The local well-posedness of the problem has been established by many authors, see [11, 12, 25, 34] and the references therein. Let
By the known results, we have the following result. Theorem A(Local well-posedness) Assume that u 0 ∈ H L+2 (R N ) ∩ X and h(s), F (s) ∈ C L+2 (R + ) for some L ≥ N +2. Then there exist a T L > 0 and a unique solution to (1.1) satisfying
In order to review other results on (1.1), we state the precise definition of global existence and finite time blowup of solutions. Definition 1. Assume that u(x, t) is the solution of (1.1). If the maximum existence interval of u(x, t) for t is [0, +∞), we say that u(x, t) is of global existence. On the other hand, we say that u(x, t) blows up in finite time if there exists a time 0 < T < +∞ such that
One of main goals of this paper is to establish the global existence and blowup phenomena for the general problem (1.1). About the topic on the global existence and blowup phenomena of the classical nonlinear Schrödinger equation, in his seminal paper [20] of 1977, Glassey considered the following Cauchy problem iu t = ∆u + F (|u| 2 )u for x ∈ R N , t > 0 u(x, 0) = u 0 (x), x ∈ R N .
( (1.4) in [3, 8] . We also can refer to [13, 38] and the references therein. In [22] , Guo, Chen and Su, studied the following problem:
iϕ t + ∆ϕ + 2(∆|ϕ| 2 )ϕ + |ϕ| q−2 ϕ = 0 for x ∈ R N , t > 0 ϕ(x, 0) =ū 0 (x), x ∈ R N .
(1.5) Lettingφ = u, we find that (1.5) is a special case of (1.1) with h(s) = s and F (s) = s q−2 2 . They obtained that the solution of (1.5) will blow up in finite time if 4 + 4 N ≤ q < 2 · 2 * under some assumptions. Here 2 * = 2N N −2 . About the existence of standing wave solution to (1.1), we can refer to [9, 12, 14, 15, 24, 30, 31, 32, 35, 37] and the references therein. Recently, the stability and instability of the standing wave solution of (1.1) with h(s) = s α and F (s) = s q−1 2 was respectively studied by Colin, Jeanjean and Squassina in [12] (where α = 1), Chen, Li and Wang in [9] (where α > 1 2 ). Letting ϕ =ū, the models in [12] and [9] can be written as iϕ t + ∆ϕ + 2α(∆|ϕ| 2α )|ϕ| 2α−2 ϕ + |ϕ| q−2 ϕ = 0 for x ∈ R N , t > 0 ϕ(x, 0) =ū 0 (x), x ∈ R N .
(1.6)
By their results, the standing wave solution of (1.6) is stable if 2 < q < 4α + 4 N and unstable if 4α + 4 N ≤ q < 2α · 2 * . Chen and Rocha in [10] studied the equation with a harmonic potential iϕ t + ∆ϕ + 2(∆|ϕ| 2 )ϕ − |x| 2 ϕ + |ϕ| q−2 ϕ = 0 for x ∈ R N , t > 0 ϕ(x, 0) =ū 0 (x), x ∈ R N .
(1.7)
They proved the standing wave solution of (1.7) is stable if 2 < q < 4 + 4 N and unstable if 4 + 4 N ≤ q < 2 · 2 * . Motivated by these studies, we will establish the conditions on the blowup in finite time and global existence of the solution to the more general equation (1.1).
Before we state our results, we define the mass and energy of (1.1) as follows. (ii) Energy :
We will prove the conservations of mass and energy in Section 2.
In the sequels, we will use C, C ′ , c j , c ′ j , and so on, to denote the constants which are independent of x and t, the values of them may vary line to line.
We use C s to denote the best constant in the Sobolev's inequality
for any w ∈ H 1 (R N ), (1.8) Our first result establishes sufficient conditions on the global existence of the solution to (1.1).
Theorem 1. Let u(x, t) be the solution to (1.1) with u 0 ∈ X. Assume F (s) = F 1 (s) − F 2 (s), and denote
Then R N [|u| 2 + |∇u| 2 + |∇h(|u| 2 )| 2 ]dx is uniformly bounded for all t > 0(i.e., u is of global existence) in one of the following three cases:
Case (1) F 1 (s) ≡ 0, F (s) ≡ −F 2 (s) ≤ 0 for s ≥ 0; Case (2) F 2 (s) ≡ 0, F (s) ≡ F 1 (s). Suppose that F 1 (s) ≥ 0 for s ≥ 0 or F 1 (s) changes sign for s ≥ 0, and there exist 0 < θ 1 < 1, 0 < θ 2 < 1, q 1 > 1 and q 2 > 1 such that for some positive constants c 1 , c ′ 1 , c 2 , c ′ 2 , ǫ 1 . Moreover, the initial value u 0 satisfies (i)
(1.14)
satisfies the assumptions of Case (2) or (v) there exists c such that
, and the solution is global existence whenq < 2 N . Our result meets with the classic ones on semilinear Schrödinger equation in [18, 19] .
Our second result will establish the sufficient conditions on the blowup in finite time for the solutions to (1.1).
Theorem 2. Let u(x, t) be the solution to (1.1) with u 0 ∈ X. Assume that there exist constants k, c N and
Then there exists a finite time T such that
As direct consequences of Theorem 2, we give two corollaries, which answer the question of how to determine the constants k, c N and c M in relation to h(s) and F (s). Corollary 1.1. Let u(x, t) be the solution to (1.1) with u 0 ∈ X, and F (s) ≥ 0 for s ≥ 0 and
Corollary 1.2. Let u(x, t) be the solution to (1.1) with u 0 ∈ X, and F (s) ≥ 0 for s ≥ 0 and
Assume that there exist c N and 0 ≤ c M <c M such that
. Then there exists a finite time T such that
and c M = 0 in Theorem 2, our result recovers the classic results on semilinear Schrödinger equation in [20] .
If c N > max{1 + Theorem 3. (Sharp Threshold ) Let u(x, t) be the solution of (1.1) with u 0 ∈ X and F (s) ≥ 0 for s ≥ 0.
(ii) There exist 0 < θ 3 < 1, 0 < θ 4 < 1, q 3 > 1 and q 4 > 1 such that
with some positive constants c 3 , c ′ 3 , c 4 and c ′ 4 . Moreover, suppose that there exists ω > 0 such that
where 23) and u 0 satisfies ω
Then we have: (1) . If Q(u 0 ) > 0, the solution of (1.1) exists globally;
, the solution of (1.1) blows up in finite time.
Remark 1.3. Under the assumptions of Theorem 3, by the results of [11, 14, 37] , the minimizer of (1.21) can be achieved at w(x) which is a weak solution of
Having dealt with the conditions on blowup in finite time and the global existence of the solutions to (1.1), we will consider asymptotic behavior for the solutions. Inspired by [16, 17] , we have the pseudo-conformal conservation law below, which is essential for the study of the asymptotic behavior of the global solutions and the lower bound for the blowup rate the blowup solution. Let u be a solution of (1.1). We set
2. Assume that u is the blowup solution of (1.1) with blowup time T , u 0 ∈ X and xu 0 ∈ L 2 (R N ). Then
As the applications of Theorem 4, in Section 6 we will give some asymptotic behavior results on the global solution of (1.1) and the lower bound for the blowup rate the blowup solution of (1.1) (see Theorem 5) .
The organization of this paper is as follows. In Section 2, we will prove some equalities which will be applied to prove other conclusions later. In Section 3, we will prove Theorem 1, which will establish the sufficient conditions on the global existence of the solution to (1.1). In Section 4, we will prove Theorem 2, which will establish the sufficient conditions on blowup in finite time for the solution to (1.1). In Section 5, we will prove Theorem 3, which will establish a sharp threshold on the blowup in finite time and global existence of the solution to (1.1). In Section 6, we will prove Theorem 4 and Theorem 5, which will give some asymptotic behavior results on the global solution of (1.1).
Preliminaries
In this section, we will prove a lemma as follows. Lemma 2.1. Assume that u is the solution to (1.1). Then in the time interval [0, t] when it exists, u satisfies (i) Mass conversation:
(ii) Energy conversation:
where G(s) = s 0 F (η)dη. Proof: (i) Multiplying (1.1) by 2ū, taking the imaginary part of the result, we have
(ii) Multiplying (1.1) by 2ū t , taking the real part of the result, then integrating it over R N × [0, t], we have
(iii) Multiplying (2.1) by |x| 2 and integrating it over R N , we have
(iv) Denote u(x, t) = a(x, t) + ib(x, t), i.e., a(x, t) = ℜu(x, t) and b(x, t) = ℑu(x, t). Then
Lemma 2.1 is proved. Remark 2.1. Although there doesn't exist the embrace relationship between the spaces L p 1 (R N ) and L p 2 (R N ) for p 1 > p 2 > 2, we can obtain the relationship between u L p 1 and u L p 2 if u is the solution of (1.1). In fact, using Hölder's inequality and the conservation law of mass, we have
The proofs of Theorem 1
In this section, we will prove Theorem 1 and establish the sufficient conditions on the global existence of the solution to (1.1).
Proof of Theorem
The global existence of the solution is a direct result of the energy conversation law of Lemma 2.1(ii) because
Using the energy conversation law of Lemma 2.1(ii), using Höder's inequality, Young's inequality, then Sobolev's inequality, we have
which implies that
Consequently,
Similar to Subcase (b) and Subcase (c), we can get
Subcase (iv) F 1 (s) satisfies the assumptions of that in Case 2. Recalling
repeat the courses in Case (2), we can prove that
and F 2 (s) satisfy (1.16) and (1.17). Using Young inequality, we have
Remark 3.1. The assumptions (1.9)-(1.11) are weaker than the following assumption: There exist 0 <θ < 1 andq > 1 such that (2 * − 2)θ + 2q > 2 * and
Remark 3.2. Excluding (v) in Case (3), we can obtain R N G 2 (|u| 2 )dx is uniformly bounded for all t > 0 by the proof of Theorem 1.
Remark 3.3. We would like to give some examples to illustrate the results of Theorem 1.
. Meanwhile, the conditions q 2 > 1 and (2 * − 2)θ 2 + 2q 2 > 2 * imply that 0 <q < max{
, and the solution is global
such that (1.9), (1.10) and (1.11) hold, which implies that the solution is always global existence.
4.
, while h(s) ≥ 0 can be taken different functions, we can verify the assumptions of Subcase (v) in Case (3).
5.
q 2 +1 , and we can verify the assumptions of Subcase (vi) in Case (3) .
Noticing that u(·, t) L 2 = u 0 L 2 , using the results of Theorem 1, we can get some related results below.
Proposition 3.1. Assume that, excluding (v) in Case (3), the other conditions of Theorem 1 hold and u is the global solution of (1.1). Suppose that the functions f (s) and g(s) satisfying the following conditions: There exist 0 < α 1 < 1, 0 < α 2 < 1,
for s ≥ 0, where c 1 , c 2 , C 1 and C 2 are positive constants. Let
Proof: Noticing that
we can obtain the conclusions. We would like to give an example to illustrate the conclusions of Proposition 3.1.
Remark 3.4. Since there does not exist the embrace relationship between the spaces L p 1 (R N ) and L p 2 (R N ) for p 1 > p 2 > 1, the estimates such as (3.12)-(3.15) are meaningful.
Similarly, recalling that ∇u(·, t) L 2 ≤ C uniformly for all t > 0, we have the following propositions.
Proposition 3.2. Assume that, excluding (v) in Case (3), the conditions of Theorem 1 hold and u is the global solution of (1.1). Suppose that f (s) satisfying
for s ≥ 0, where the constantτ > 1, and g(s) satisfying
We only prove the case of [g ′ (s)] 2 s ≤ G 1 (s), the proof of the other case is similar. Noticing that
we can get the conclusions.
The Proof of Theorem 2
In this section, we will give the proof of Theorem 2 and deal with the sufficient conditions on blowup in finite time for the solution by using the results of Lemma 2.1.
Proof of Theorem 2: Wherever u exists, let
We discuss it in three cases: Case 1. h(s) ≡ 0; Case 2. h(s) = 0 and k ≤ − 
we havė 
we havė
In a word,ẏ(t) ≥ 0 in the three cases above.
Under the conditions of y(0) = ℑ R Nū0 (x · u 0 )dx > 0, we know that y(t) is increasing, which implies that y(t) > 0 wherever u exists.
On the other hand, by the result (iii) of Lemma 2.1,
which means that
Using Schwarz inequality, we get
(4.1) and (4.3) imply thatẏ
while (4.2) and (4.3) imply thatẏ
Then we havė
with y(0) > 0. Integrating (4.4), we obtain
and there exist T ≤ T 0 = Especially, if p = 1, then we can take k = 0, and the solution will blow up in finite time whenq > 1 + 2 N , our result meets with that of [22] . On the other hand, the solution is global existence for any initial data whenq = c N − 1 < max{
We can take k = p m − 1 and c N =q n + 1 − ǫ, c M = C(q 1 , ...,q n , b 1 , ..., b n , ǫ) (1+s l ) 3 for any s ≥ 0 and we can take k = (l −1). Then under the assumptions (i) and (ii), the solution will blow up in finite time if 0 < l < As a direct result of Theorem 1 and Theorem 2, we will give a corollary below and compare our results with those of others.
Corollary 4.1. Assume that u(x, t) is the solution to
Here α > 0, q > 2, u 0 ∈ H 1 (R N ). Then u(x, t) is global existence if 2 < q < 4 max{α, N for any u 0 ∈ H 1 (R N ), while it will blow up in finite time if 4 max{α, 6) then the watershed of the exponent for the blowup in finite time and global existence is q = 4 + 4 N . Our result meets with that of [22] .
The proof of Theorem 3
In this section, we will prove Theorem 3 and establish a sharp threshold for the blowup and global existence of the solution to (1.1) under certain conditions.
The proof of Theorem 3. We proceed in four Steps.
Step 1. We will prove d I > 0. Since Q(w) = 0, w ≡ 0, we have l(
If 2 * 2τ ′ j = 1, i.e., (2 * − 2)θ j + 2q j = 2 * (j = 3, 4), we get R N |w| 2 dx ≥ C.
Using Young's inequality to (5.2), we have
which implies that On the other hand, using Q(w) = 0 again, we get
(5.6) (5.5) and (5.6) mean that
Therefore d I > 0.
Step 2. Denote
We will prove that K + and K − are invariant sets of (1.1).
Assume that u 0 ∈ K + , i.e., Q(u 0 ) > 0 and
It is easy to verify that
because u 2 2 and E(u) are conservation quantities for (1.1). We need to show that Q(u(·, t)) > 0 for t ∈ (0, T ). Contradictorily, if there exists t 1 ∈ (0, T ) such that Q(u(·, t 1 )) < 0, then there exists a t 2 ∈ [0, t 1 ] such that Q(u(·, t 2 )) = 0 by the continuity. And
by (5.8), which is a contradiction to the definition of d I . Hence Q(u(·, t)) > 0. This inequality and (5.8) imply that u(·, t) ∈ K + , which means that K + is a invariant set of (1.1). Similarly, we can prove that K − is also a invariant set of (1.1). We omit the details here.
Step 3. Assume that Q(u 0 ) > 0 and
Since K is invariant set of (1.1), we have Q(u(·, t)) > 0 and
Using (5.9), we obtain
(5.10)
By mass conversation law u(·, t) 2 2 = u 0 2 2 , using (5.9) and (5.10), we get
i.e., the solution u(x, t) of (1.1) exists globally.
Step 4. Suppose that |x|u 0 ∈ L 2 (R N ), Q(u 0 ) < 0 and
Since K − is a invariant set of (1.1), we have Q(u(·, t)) < 0 and
which implies that the maximum existence interval for t is finite, by the proof of Theorem 2, we know that the solution blows up in finite time. Remark 5.1. The assumptions (1.18)-(1.20) are weaker than the following assumption: There exist 0 <θ < 1 andq > 1 such that (2 * − 2)θ + 2q ≤ 2 * and
Remark 5.2. We also some examples to illustrate the result of Theorem 3.
Meanwhile, the conditions q 4 > 1 and (2 * − 2)θ 4 + 2q 4 ≤ 2 * imply that 2p − 1 + 2 N < q < p · 2 * − 1. We establish the sharp threshold when 2p
Then the condition c N > max{1 + 
then the watershed condition on the blowup in finite time and global existence of the solution is (2 * − 2)θ + 2q = 2 * . Roughly, if (2 * − 2)θ + 2q > 2 * , then the solution with any initial data is global existence, while if (2 * − 2)θ + 2q ≤ 2 * , then dichotomy appears, the solutions with initial data which has small mass will exist globally and others will blow up in finite time.
(ii) We find that sometimes the equality (2 * − 2)θ + 2q = 2 * meets with the equality c N = max{1 + Remark 5.4. An interesting problem is that: Which one, among the two terms ∆u and 2uh ′ (|u| 2 )∆h(|u| 2 ), plays a major role versus the term of F (|u| 2 )u? We cannot give the answer for general h(s) and F (s). Yet in the case of h(s) = as p and F (s) = bsq, we find that p = 
for s > 1,
and q 4 > 1 imply that the term F (|u| 2 )u is "sub-Sobolevcritical". Naturally, we will consider the following problem in another paper: What's about conditions on the blowup and global existence of the solution in the critical case
We also give a corollary of Theorem 3 as follows. where
Then we have: (1) . If Q(u 0 ) > 0, the solution of (1.1) exists globally; (2) . If Q(u 0 ) < 0 and |x|u 0 ∈ L 2 (R N ), ℑ R Nū0 (x · ∇u 0 )dx > 0, the solution of (1.1) blows up in finite time.
Proof: Letting h(s) = s α , α ≥ 1 2 , and F (s) = s q−2 2 , q > 2, we can verify the conditions of Theorem 3, which implies the conclusions of this corollary are true.
The Pseudo-conformal Conservation Law and Asymptotic Behavior for the Global Solution
In this section, we will prove the pseudo-conformal conservation law and consider asymptotic behavior for the global solution of (1.1).
Proof of Theorem 4: 1. Assume that u is the global solution of (1.1), u 0 ∈ X and xu 0 ∈ L 2 (R N ). Since
we have
we get
Integrating (6.2) from 0 to t, we have
That is,
where θ(τ ) is defined by (1.24). 2. Assume that u is the blowup solution of (1.1), u 0 ∈ X and xu 0 ∈ L 2 (R N ). Using E(u) = E(u 0 ), we have
and
Integrating (6.5) from 0 to t, we have
where θ(τ ) is defined by (1.24). Using Theorem 4 we derive the following result on asymptotic behaviors of the solution to (1.1).
Theorem 5. 1. Assume that u is the global solution of (1.1), u 0 ∈ X and
Then the following properties hold:
:=K (6.14) and N F 2 (s)s − (N + 2)G 2 (s) ≥ 0, then there exists C such that
where , whereK is defined by (6.14) , and
where
18) 19) where
then there exists C such that
(6.20)
whereK is defined by (6.14), and
In all cases above, we have
2. Assume that u is the blowup solution of (1.1),
(6.23)
(6.24)
Remark 6.1. 1. If h(s) ≡ 0, our results meet with those for semilinear Schrödinger equation.
2. Note that maybe F 1 (s) ≡ 0 or F 2 (s) ≡ 0.
Before we prove Theorem 5, we would like to recall the following Gronwall's inequality in differential form:
Gronwall's inequality Let ξ(t) be a nonnegative, absolutely continuous function on [a, +∞), which satisfies 25) where φ(t) and ψ(t) are nonnegative, summable functions on [a, +∞). Then
for all t ∈ [a, +∞).
We also point out a fact below 27) which means that
Proof of Theorem 5: 1. Assume that u is the global solution of (1.1), u 0 ∈ X and xu 0 ∈ L 2 (R N ).
(
(1.25), (6.27) and (6.28) imply that
By (1.25), (6.27 ) and (6.28), we have
Using Gronwell's inequality, we have
Using (6.27) and (6.28) again, we have
(6.30) implies that
Using Gronwell's inequality, we get
Using (6.27) and (6.30) again, we have
and (6.15) holds.
| for some 0 <k 1 <K, whereK is defined by (6.14), and
Similar to Case (2) and (3), and using (1.25), we have
(6.31) implies that
Using (6.27) again, we have
Using (1.25), (6.27 ) and (6.28), we have
(6.32) implies that
Using (6.27) and (6.32) again, we have
, and (6.18) holds.
Using (1.25), (6.27) and (6.28), we have
(6.33) implies that
Using (1.25), (6.27) and (6.28), we have (6.34) implies that
A 7 (t).
Using Gronwell's inequality, we get (8) −k 2 (h ′ (s)) 2 < 2h ′′ (s)h ′ (s)s + (h ′ (s)) 2 < 0 for some 0 < k 2 ≤ K, where K is defined by (6.17), 0 < N F 1 (s)s − (N + 2)G 1 (s) ≤k 1 |G 1 (s)| for some 0 <k 1 <K, whereK is defined by (6.14), and −k 1 G 2 (s) ≤ N F 2 (s)s − (N + 2)G 2 (s) < 0 for some
Using (1.25), (6.27 ) and (6.28), we have 
Using Gronwell's inequality, we get Using energy conservation law E(u) = E(u 0 ) and letting t → ∞, we get Using energy conservation law E(u) = E(u 0 ), we have
As t close to T enough, then there exists a constant 0 < C ′ < C such that
which proves (6.24).
Remark 6.1. We would like to give some examples. Under the assumptions in each case of Theorem 5, we can obtain the corresponding asymptotic behavior for the solution of (1.1). Remark 6.3. Parallel to the results Proposition 3.1 and Proposition 3.2, in each case of Theorem 5, we can obtain the corresponding asymptotic estimates for the functions f (s) and g(s) which satisfy the assumptions of Proposition 3.1, |∇f (s)| 2 and |∇g(s)| which satisfy the assumptions of Proposition 3.2. For example, suppose that f (s) satisfies the assumptions of Proposition 3.1 and u is the global solution of (1.1) under the conditions of Theorem 5, by (3.12), we have
Then we can obtain the corresponding asymptotic behavior for R N |f (|u| 2 )|dx in each case of Theorem 5. We omit the details here.
