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1.Introduction: 
There are uncertainty in many complicated problems in the fields of engineering, physics, 
economics, computer science, medical science and social science. But to exceed these 
uncertainties some of some kind of theories were given like theory of fuzzy set [4], rough 
sets[2,3], theory of vague sets[1] i.e. which can use as mathematical tools for dealing with 
uncertainties. In 1999, Molodstov[5] initiated a novel concept of soft set theory as new 
mathematical toolfor dealing with uncertainty. Application of as soft set theory in other 
disciplines and real life problems are now catching momentum. Maji et al. [6,7] gave first 
practical application of soft sets in decision making problem. In the line of reduction and 
addition of parameters of soft sets, some work have been done by Chen et al. [8], Pei and 
Miao[9], Kong et al.[10]. Aktas[12] introduced a basic version of soft group theory. Shabir 
and Naz[13] studied soft topological spaces. Cetkin and Aygun [15] introduced the 
convergence of soft set net in soft topological spaces.Das and Samanta studied about soft real 
set and number[16], soft complex set and number[17], soft metric spaces[17,18], soft normed 
linear spaces[20,21]. Chiney and Samanta[22] introduced the notion of vector soft topology. 
Das et al. [23] studied on soft linear space and soft normed spaces. 
In mathematical analysis the concept of communal fixed point theory in cone metric spaces is 
as common as banach’s contraction principle is very important tool. In 2007, Huang and 
Zhang [25],introduced firstly cone metric space with normal cone generalization of metric 
spaces. Rezapour and Hamlbarani [26] gave the result of [25] for cone metric spaces without 
normality in cone. A lot of authors obtained common fixed point result for non-normal solid 
cones. There are many fixed point results that are concludeand performs different mapping 
about fixed point and communal fixed point which define by the concept of soft cone metric 
spaces. Ismet A. and Kemal T. [27] and M. Mohammad et al. [28] introduced the concept of 
soft cone metric spaces which is based on soft element. In this paper, we established some 
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fixed point and communal fixed point theorems for new contractive condition in soft cone 
metric spaces. In rest of this section we recall some definitions with some examples which are 
needed in the sequel. 
Definition 1.1. [28] Let (F,A) and (G,A) be two soft sets over a common universe E. 
(i) (F,A) is said to be null soft set, denoted by ∅, if for all λ ∈ A, F(λ) = ∅. (F,A) is said to an 
absolute soft set denoted by ?̃?, if for all λ ∈ A, F(λ) = E.  
(ii) (F,A) is said to be a soft subset of (G,A) if for all λ ∈ A, F(λ) ⊆ G(λ) and it is denoted by 
(F,A) ⊆ ̃(G,A). (F,A) is said to be a soft upperset of (G,A) if (G,A) is a soft subset of (F,A). 
We denote it by (F,A) ⊇̃(G,A). (F,A) and (G,A) is said to be equal if (F,A) is a soft subset of 
(G,A) and (G,A) is a soft subset of (F,A).  
(iii) The intersection (H,A) of (F,A) and (G,A) over E is defined as H(λ) = F(λ) ∩ G(λ) for all 
λ ∈ A. We write (F,A) ∩̃(G,A) = (H,A).  
(iv) The union (H,A) of (F,A) and (G,A) over E is defined as H(λ) = F(λ)∪G(λ) for all λ ∈ A. 
We write (F,A) ∪̃(G,A) = (H,A).  
(v) The cartesian product (H,A) of (F,A) and (G,A) over E denoted by (H,A) = (F,A)×̃(G,A), 
is defined as H(λ) = F(λ) × G(λ) for all λ ∈ A.  
(vi) The difference (H,A) of (F,A) and (G,A) over E denoted by (F,A)∕̃(G,A) = (H,A), is 
defined as H(λ) = F(λ)\G(λ) for all λ ∈ A.  
(vii) The complement of (F,A) is defined as (F,A)c = (Fc,A), where Fc : A → P(E) is a 
mapping given by Fc(λ) = B\F(λ) for all λ ∈ A. Clearly, we have 𝐸?̃? = Φ and Φc = ?̃? 
Definition 1.2: [18] Let X be a non-empty set and A be non-empty a parameter set. A 
mapping  d:SE(?̃?) × SE(?̃?) → R(𝔸)* is said to be a soft metric on the soft set ?̃? if d satisfies 
the following conditions:  
(i) d(?̃? ,?̃?)≥̃ 0̃, for all ,?̃? ,?̃?∈?̃?.  
(ii) d(?̃? ,?̃?) = ¯0 if and only if ?̃? =?̃?.   
(iii) d(?̃? ,?̃?) = d(?̃? ,?̃?) for all ?̃? ,?̃? ∈̃ ?̃?.  
(iv) d(?̃? ,?̃?) ≤̃d(?̃? ,?̃?) + d(?̃? ,?̃?) for all ?̃? ,?̃? ,?̃? ∈̃ ?̃?.  
The soft ?̃? with a soft metric d on ?̃? is said to be a soft metric space and denoted by (?̃?,d,𝔸) 
or (?̃?,d).  
Definition 1.3: [21,23] 
(a) A sequence {𝑥?̃? } of soft elements in a soft normed linear space (?̃? ,∥.∥,𝔸) is said to 
be convergent and converges to a soft element ?̃? if ∥𝑥?̃? −?̃?∥→0  as n→∞. This means for 
every 𝜖 ̃ >̃ 0̃, chosen arbitrarily,∃ a natural number 𝑁=𝑁(𝜖 ̃) such that 0̃ ≤̃∥𝑥?̃? −?̃?∥<̃?̃? 
whenever 𝑛>𝑁 i.e. 𝑛>𝑁⇒𝑥?̃?∈𝐵(?̃?, 𝜖 ̃), (where 𝐵(?̃?,?̃?) is an open ball with center?̃? and 
radius 𝜖 ̃ ).  
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(b) A sequence {𝑥?̃?} of soft elements in a soft normed linear space (?̃?,∥.∥,𝔸) is said to be 
a Cauchy sequence in ?̃? if corresponding to every 𝜖 ̃> 0̃∃ a natural number 𝑁=𝑁(𝜖 ̃) such 
that ∥𝑥?̃? − 𝑥?̃?∥≤̃?̃?,∀ m,n>𝑁 i.e. ∥𝑥?̃? − 𝑥?̃?∥→0̃ as n ,m →∞.  
(c) Let(?̃?,∥.∥,𝔸) be a soft normed linear space. Then ?̃? is said to be complete if every 
Cauchy sequence of soft elements in ?̃? converges to a soft element of ?̃?. Every complete 
soft normed linear space is called a soft Banach space. 
 
SOFT CONE METRIC SPACES 
Definition 1.4:[32] 
(a) Let (?̃?,∥.∥,𝔸) be a soft real Banach space and (𝑄,𝔸) ∈ S(?̃?) be a soft subset of ?̃?. Then 
(𝑄,𝔸) is called a soft cone if and only if  
(1) (𝑄,𝔸) is closed, (𝑄,𝔸) ≠Φ and (𝑄,𝔸) ≠ SS({Θ}),  
(2) ?̃?  , ?̃?∈ R(𝔸)*, ?̃?, ?̃?∈(Q,𝔸)  implies ?̃??̃? +?̃??̃?∈(Q,𝔸),  
(3) ?̃? ∈̃(Q,𝔸)  and -?̃? ∈̃(Q,𝔸)  implies ?̃? = Θ.  
Given a soft cone (Q,𝔸) ∈ S(?̃?), we define a soft partial ordering ≼̃ with respect to (Q,𝔸)  by 
?̃? ≼̃ ?̃?  if and only if ?̃? − ?̃?∈(Q,𝔸). We write ?̃? ≺̃ ?̃? to indicate that ?̃? ≼̃ ?̃? but𝑥 ̃ ≠  ?̃?, while 
?̃? ≪̃ ?̃? will stand for?̃? − ?̃? ∈̃Int(Q,𝔸), Int(Q,𝔸)  denotes the interior of (Q,𝔸).The cone Q is 
known to be normal. 
If there is constant 𝑘 > 0 such that for ?̃?, ?̃? ∈ ?̃?, Θ ≼̃ ?̃? ≼̃ ?̃? implies ∥ ?̃? ∥≼̃ 𝑘 ∥ ?̃? ∥.  
(b)The least positive number satisfying this inequality is called the soft normal constant of 
(Q,𝔸). The soft cone (Q,𝔸)  is called regular if every increasing sequence which is bounded 
from above is convergent. Equivalently the cone (Q,𝔸)  is called regular if every decreasing 
sequence which is bounded from below is convergent. Regular soft cones are soft normal and 
there exist soft normal cones which are not regular. Throughout the Banach space ?̃? and the 
soft cone (Q,𝔸)  will be omitted. 
Definition 1.5: [32] Let X be a non-empty set and ?̃? be absolute soft set. A mapping d : 
SE(?̃?) × SE(?̃?) → SE(?̃?) is said to be a soft cone metric on ?̃? if d satisfies the following 
axioms: 
i) Θ <̃ Q(?̃?, ?̃?) for all ?̃?,?̃? ∈̃ ?̃? and Q(?̃?,?̃?) = Θ iff ?̃? =?̃?. 
ii) Q(?̃?,?̃?) = Q(?̃?,?̃?) for all  ?̃?,?̃? ∈̃ ?̃? 
iii) Q(?̃?,?̃?) ≤̃ Q(?̃?,?̃?) + Q(?̃?,?̃?) for all  ?̃?,?̃?,?̃? ∈̃ ?̃? 
So,Then, the soft set ?̃? with a soft cone metric d on ?̃? is called a soft cone metric space and is 
denoted by (?̃?,Q,𝔸). 
Then Q is called cone metric on ?̃? and (?̃?,Q) is called soft cone metric space. 
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Definition 1.6 : Suppose E and M be the mapping on a metric space (?̃?,Q) in a cone therefore 
it is said to be compatible if 
lim
𝑛→∞
𝑄(𝐸𝑀𝑥?̃? , 𝑀𝐸𝑥?̃?) = Θ 
When the classification {𝑥?̃?} in ?̃? we have lim
𝑛→∞
𝐸𝑥?̃? = ?̃? and lim
𝑛→∞
𝑀𝑥?̃? = ?̃? for some ?̃? ∈ ?̃?. 
Let E and M be the identity mapping of the metric space (?̃?,Q) in cone therefore it is known 
as inadequately compatible, if the point of concurrence transform, then 𝐸?̃? = 𝑀?̃? then implies 
that  
𝐸𝑀?̃? = 𝑀𝐸?̃? for ?̃? ∈ ?̃?. 
Example 1.7: let ?̃? = ℂℝ
1 [0,1] with ∥ ?̃? ∥=∥ ?̃? ∥∞+∥ 𝑥
′ ∥∞ 
                                                             (Q,𝔸)  = {?̃? ∈ ?̃?|?̃?(𝑡) ≥̃ 0̃} 








Then , 0̃ ≤̃ 𝑥?̃? ≤̃ 𝑦?̃? and lim
𝑛→∞
𝑦?̃? = 0̃ but 
∥ 𝑥?̃? ∥= max {𝑡 ∈ [0,1],
𝑡𝑛+1
𝑛+1
} + max {𝑡 ∈ [0,1]: 𝑡𝑛+1}, 
 
∥ 𝑥?̃? ∥= 1 
Hence 𝑥?̃? does not converges to zero. This shows us sandwich theorem does not hold. 
Example 1.8: let ?̃? = ℂℝ
1 [0,1] with ∥ ?̃? ∥=∥ ?̃? ∥∞+∥ ?̃?
′ ∥∞ 









Then, 0̃ ≤̃ 𝑥?̃? ≤̃ 𝑥?̃? + 𝑦?̃? , ∥ 𝑥?̃? ∥=∥ 𝑦?̃? ∥= 1 




The following examples verify some properties of definition 1.5 
Example 1.9: Letℝ be all soft real number. 𝐿𝑒𝑡 ℝ𝑛 is soft banach space. Let?̃? = ℝ𝑛 with  
                    (Q,𝔸)  = SS{(𝑥1̃, 𝑥2̃, … 𝑥?̃?): 𝑥?̃? ≥̃ 0̃, ∀ 𝑖 = 1,2, … 𝑛} 
The soft cone (Q,𝔸) is normal, generating, minihedral, strongly minihedral and solid. 
Example 1.10:Let with 𝑘 >̃ 1 be given. Consider the real vector space with  
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With the supremum norm and soft cone 
                           (Q,𝔸)  = {?̃??̃? + ?̃?; ?̃? ≥̃ 0̃, ?̃? ≤̃ 0̃} 
in ?̃?. The soft cone (Q,𝔸)  is regular and so normal. 
Example 1.11:Let ?̃? = ℝ2 and  
           (Q,𝔸)  = {(?̃?, ?̃?): ?̃?, ?̃? ≥̃ 0̃} 
The cone (Q,𝔸) is strongly minihedral in which each subset of (Q,𝔸) has infimum. 
Example 1.12: Let ?̃? = ℝ2 and  
(Q,𝔸) = {(?̃?, 0̃): ?̃? ≥̃ 0̃} 
This (Q,𝔸) is strongly minihedral but not minihedral. 
Example 1.13:Let ?̃? be real vector space, 




With the supremum norm and  
(Q,𝔸) = {?̃??̃? + ?̃?; ?̃? ≤̃ 0̃, ?̃? ≥̃ 0̃} 
So, (Q,𝔸) is normal soft cone in ?̃? with constant ?̃? > 1.𝐷𝑒𝑓𝑖𝑛𝑒  
𝑓(?̃?) = -6?̃? + 13, 𝑔(?̃?)  = -9?̃? + 14 ∈ (Q, 𝔸) 
Then 𝑓 ≤ 𝑔 as 𝑔(?̃?) − 𝑓(?̃?) = -3?̃? + 1 ∈ (Q, 𝔸) . 
But  
∥ 𝑓 ∥= 𝑓 (
2
3
) = 9, ∥ 𝑔 ∥= 𝑔 (
2
3
) = 8 
Therefore, 𝑓 ≤ 𝑔  but ∥ 𝑓 ∥ ≥ ∥ 𝑔 ∥. 
2. Main Results: 
Theorem 2.1: Let the metric space (?̃?,d) be with complete cone has (Q,𝔸) is regular through r 
as regular constant. Supposing the map representing A from ?̃? into itself satisfies the 
condition  
𝑑(𝐴?̃?, 𝐴?̃?) ≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 [𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?) +  𝛾 [𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?)]  
+ 𝑒 max{𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?)} + ℎ max {𝑑(?̃?, 𝐴?̃?), 𝑑(?̃?, 𝐴?̃?)} 
+𝛿 [
𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?)
1 + 𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐴?̃?)
] 
                                                                                                                                        [2.1.1] 
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A has communal invariant point in ?̃?. 
Proof:For any chance 𝑥0̃ in ?̃?, we have to choose 𝑥1̃, 𝑥2̃ ∈ ?̃? such that 
𝐴𝑥0̃ =  𝑥1̃  and 𝐴𝑥1̃ =  𝑥2̃ 
Also, in general we can define a classification of elements in X we have  
𝑥2𝑛+1̃ =  𝐴𝑥2?̃? and 𝑥2𝑛+2̃ =  𝐴𝑥2𝑛+1̃ 
Now, 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) =  𝑑(𝐴𝑥2?̃?, 𝐴𝑥2𝑛+1̃) 
From [2.1.1] 
𝑑(𝐴𝑥2?̃?, 𝐴𝑥2𝑛+1̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝐴𝑥2?̃?) + 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2𝑛+1̃)] + 
𝛾 [𝑑(𝑥2?̃?, 𝐴𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)] + 𝑒 max{𝑑(𝑥2?̃?, 𝐴𝑥2?̃?), 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2𝑛+1̃ )} 
+ℎ max{𝑑(𝑥2?̃?, 𝐴𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)} +  
𝛿
[𝑑(𝑥2?̃?, 𝐴𝑥2?̃?) + 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2𝑛+1̃) + 𝑑(𝑥2?̃?, 𝐴𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)]
1 + 𝑑(𝑥2?̃?, 𝐴𝑥2?̃?)𝑑(𝑥2𝑛+1̃, 𝐴𝑥2𝑛+1̃)𝑑(𝑥2?̃?, 𝐴𝑥2𝑛+1̃)𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)
 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] +𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 max{𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)} + ℎ max{𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} 
                +𝛿
[𝑑(𝑥2?̃?,𝑥2𝑛+1̃ )+𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+2̃ )+𝑑(𝑥2?̃?,𝑥2𝑛+2̃ )+𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+1̃ )]
1+𝑑(𝑥2?̃?,𝑥2𝑛+1̃ )𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+2̃ )𝑑(𝑥2?̃?,𝑥2𝑛+2̃ )𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+1̃ )
 
Consider case I: 
                      Let 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) > 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
                 So, max{𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)} = 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + ℎ max{𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} + 2𝛿[𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + (𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
Simillaraly we can show that 
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(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑥2𝑛−1̃, 𝑥2?̃?) 
In general we can write, 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) = [
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)




On taking  
(𝛼+𝛽+𝛾+𝑒+ℎ+2𝛿)
(1−𝛽−𝛾−ℎ−2𝛿)
 = 𝜙1 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ 𝜙1
2𝑛+1𝑑(𝑥0̃, 𝑥1̃) 
Case II: 
Let 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) > 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
                 So, max{ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) } = 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) + ℎ max{𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} + 2𝛿[𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + (𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
Simillaraly we can show that 
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑥2𝑛−1̃, 𝑥2?̃?) 
In general we can write, 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) = [
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)




On taking  
(𝛼+𝛽+𝛾+ℎ+2𝛿)
(1−𝛽−𝛾−𝑒−ℎ−2𝛿)
 = 𝜙2 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ 𝜙2
2𝑛+1𝑑(𝑥0̃, 𝑥1̃) 
Let,   𝜙 =  max {𝜙1, 𝜙2}  
For  𝑛 ≤ 𝑚 we have 
𝑑(𝑥2?̃?, 𝑥2?̃?) ≤ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) + …………+ 𝑑(𝑥2𝑚−1̃, 𝑥2?̃?) 
≤ (𝜙𝑛 + 𝜙𝑛+1 + 𝜙𝑛+2 + ……+𝜙𝑚) 𝑑(𝑥0̃, 𝑥1̃) 
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∥ 𝑑(𝑥2?̃?, 𝑥2?̃?) ∥≤
𝜙𝑛
1−𝜙
𝑟 ∥ 𝑑(𝑥0̃, 𝑥1̃) ∥ as 𝑛 ⟶ ∞ 
lim
𝑛→∞
∥ 𝑑(𝑥2?̃?, 𝑥2?̃?) ∥ ⟶ 0 
Hence {𝑥?̃?} is Cauchy classification in which ?̃? touches to ?̃?. 
Hence a metric (?̃?,d) space is complete soft cone. Therefore for 𝑥?̃? ⟶ ?̃? as 𝑛 ⟶ ∞, 𝐴𝑥?̃? ⟶
?̃? as 𝑛 ⟶ ∞. 
We have ?̃? is an invariant point of A in ?̃?. 
Uniqueness:Let us suppose that there is another invariant point of A, i.e. ?̃? in ?̃? which is 
distinct from ?̃?, then 
𝐴?̃? = ?̃? 𝑎𝑛𝑑 𝐴?̃? = ?̃? 
𝑑(?̃?, ?̃?) = 𝑑(𝐴?̃?, 𝐴?̃?) 
From [2.1.1] 
𝑑(𝐴?̃?, 𝐴?̃?) ≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 [𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?)] +  𝛾 [𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?)] + 
𝑒 max{𝑑(?̃?, 𝐴?̃?), 𝑑(?̃?, 𝐴?̃?)} + ℎ max {𝑑(?̃?, 𝐴?̃?), 𝑑(?̃?, 𝐴?̃?)+ 
𝛿 [
𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐴?̃?)
1 + 𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐴?̃?)
] 
≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 .0 +  2𝛾 𝑑(?̃?, ?̃?) +ℎ max {𝑑(?̃?, ?̃?), 𝑑(?̃?, ?̃?)} + 2 𝛿𝑑(?̃?, ?̃?) 
≤ 𝛼 𝑑(?̃?, ?̃?) +  2𝛾 𝑑(?̃?, ?̃?) +ℎ 𝑑(?̃?, ?̃?) + 2 𝛿𝑑(?̃?, ?̃?) 
𝑑(𝐴?̃?, 𝐴?̃?) ≤ (𝛼 + 2𝛾 +ℎ + 2𝛿) 𝑑(?̃?, ?̃?) 
Which gives a contradiction. Thus ?̃? is an communal fixed point of A in ?̃?. 
 
Theorem 2.2:Let the metric space (?̃?,d) be with complete soft cone has (Q,𝔸) is regular 
through r as regular constant. Let the map representing A, B from ?̃? into itself satisfies the 
condition  
𝑑(𝐴?̃?, 𝐵?̃?) ≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 [𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐵?̃?) +  𝛾 [𝑑(?̃?, 𝐵?̃?) + 𝑑(?̃?, 𝐴?̃?)]  




]       [2.2.1] 







A, B has communal invariant point in ?̃?. 
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Proof:For any chance 𝑥0̃ in ?̃?, we have to choose 𝑥1̃, 𝑥2̃ ∈ ?̃? such that 
𝐴𝑥0̃ =  𝑥1̃  and 𝐵𝑥1̃ =  𝑥2̃ 
Also, in general we can define a classification of elements in X we have  
𝑥2𝑛+1̃ =  𝐴𝑥2?̃? and 𝑥2𝑛+2̃ =  𝐵𝑥2𝑛+1̃ 
Now, 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) =  𝑑(𝐴𝑥2?̃?, 𝐵𝑥2𝑛+1̃) 
From [2.2.1]  
𝑑(𝐴𝑥2?̃?, 𝐵𝑥2𝑛+1̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝐴𝑥2?̃?) + 𝑑(𝑥2𝑛+1̃, 𝐵𝑥2𝑛+1̃)] + 
𝛾 [𝑑(𝑥2?̃?, 𝐵𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)] + 𝑒 max{𝑑(𝑥2?̃?, 𝐴𝑥2?̃?), 𝑑(𝑥2𝑛+1̃, 𝐵𝑥2𝑛+1̃ )} 
+ℎ max{𝑑(𝑥2?̃?, 𝐵𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)} +  
𝛿
[𝑑(𝑥2?̃?, 𝐴𝑥2?̃?) + 𝑑(𝑥2𝑛+1̃, 𝐵𝑥2𝑛+1̃) + 𝑑(𝑥2?̃?, 𝐵𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)]
1 + 𝑑(𝑥2?̃?, 𝐴𝑥2?̃?)𝑑(𝑥2𝑛+1̃, 𝐵𝑥2𝑛+1̃)𝑑(𝑥2?̃?, 𝐵𝑥2𝑛+1̃)𝑑(𝑥2𝑛+1̃, 𝐴𝑥2?̃?)
 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 max{𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)} + ℎ {𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} 
                      + 𝛿
[𝑑(𝑥2?̃?,𝑥2𝑛+1̃ )+𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+2̃ )+𝑑(𝑥2?̃?,𝑥2𝑛+2̃ )+𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+1̃ )]
1+𝑑(𝑥2?̃?,𝑥2𝑛+1̃ )𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+2̃ )𝑑(𝑥2?̃?,𝑥2𝑛+2̃ )𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+1̃ )
 
Consider case I: 
                      Let 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) > 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
                 So, max{ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) } = 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + ℎ max{𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} + 2𝛿[𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + (𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
Similarly we can show that 
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) ≤
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑥2𝑛−1̃, 𝑥2?̃?) 
In general we can write, 
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𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) = [
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)




On taking  
(𝛼+𝛽+𝛾+𝑒+ℎ+2𝛿)
(1−𝛽−𝛾−ℎ−2𝛿)
 = 𝜙1 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ 𝜙1
2𝑛+1𝑑(𝑥0̃, 𝑥1̃) 
Case II: 
Let 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) > 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
                 So, max{ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) } = 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) + ℎ max{𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} + 2𝛿[𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + (𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
Simillaraly we can show that 
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑥2𝑛−1̃, 𝑥2?̃?) 
In general we can write, 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) = [
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)




On taking  
(𝛼+𝛽+𝛾+ℎ+2𝛿)
(1−𝛽−𝛾−𝑒−ℎ−2𝛿)
 = 𝜙2 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ 𝜙2
2𝑛+1𝑑(𝑥0̃, 𝑥1̃) 
Let,   𝜙 =  max {𝜙1, 𝜙2}  
For  𝑛 ≤ 𝑚 we have 
𝑑(𝑥2?̃?, 𝑥2?̃?) ≤ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) + …………+ 𝑑(𝑥2𝑚−1̃, 𝑥2?̃?) 
≤ (𝜙𝑛 + 𝜙𝑛+1 + 𝜙𝑛+2 + ……+𝜙𝑚) 𝑑(𝑥0̃, 𝑥1̃) 




∥ 𝑑(𝑥2?̃?, 𝑥2?̃?) ∥≤
𝜙𝑛
1−𝜙
𝑟 ∥ 𝑑(𝑥0̃, 𝑥1̃) ∥ as 𝑛 ⟶ ∞ 
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∥ 𝑑(𝑥2?̃?, 𝑥2?̃?) ∥ ⟶ 0 
Hence {𝑥?̃?} is Cauchy classification in which ?̃? touches to ?̃?. 
Hence a metric (?̃?,d) space is complete soft cone. Therefore for 𝑥?̃? ⟶ ?̃? as 𝑛 ⟶ ∞, 𝐴𝑥?̃? ⟶
?̃? and 𝐵𝑥2𝑛+1̃ ⟶ ?̃? as 𝑛 ⟶ ∞ then ?̃? is invariant point of A and B in ?̃?, since AB=BA this 
gives ?̃? = 𝐵?̃? = 𝐵𝐴?̃? = 𝐴𝐵?̃? = 𝐴?̃? = ?̃?. 
Uniqueness:Let us suppose that ?̃? be a new invariant point of A and B in ?̃? which is distinct 
from ?̃?, then 
𝐵?̃? = ?̃?and 𝐵?̃? = ?̃? also 𝐴?̃? = ?̃? 𝑎𝑛𝑑 𝐴?̃? = ?̃? 
𝑑(?̃?, ?̃?) = 𝑑(𝐴?̃?, 𝐵?̃?) 
From [2.1.1] 
𝑑(𝐴?̃?, 𝐵?̃?) ≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 [𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐵?̃?)] +  𝛾 [𝑑(?̃?, 𝐵?̃?) + 𝑑(?̃?, 𝐴?̃?)] + 
𝑒 max{𝑑(?̃?, 𝐴?̃?), 𝑑(?̃?, 𝐵?̃?)} + ℎ max {𝑑(?̃?, 𝐵?̃?), 𝑑(?̃?, 𝐴?̃?) + 
𝛿 [
𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐵?̃?) + 𝑑(?̃?, 𝐵?̃?) + 𝑑(?̃?, 𝐴?̃?)
1 + 𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐵?̃?)𝑑(?̃?, 𝐵?̃?)𝑑(?̃?, 𝐴?̃?)
] 
≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 .0 +  2𝛾 𝑑(?̃?, ?̃?) +ℎ max {𝑑(?̃?, ?̃?), 𝑑(?̃?, ?̃?)} + 2 𝛿𝑑(?̃?, ?̃?) 
≤ 𝛼 𝑑(?̃?, ?̃?) +  2𝛾 𝑑(?̃?, ?̃?) +ℎ 𝑑(?̃?, ?̃?) + 2 𝛿𝑑(?̃?, ?̃?) 
𝑑(𝐴?̃?, 𝐵?̃?) ≤ (𝛼 + 2𝛾 +ℎ + 2𝛿) 𝑑(?̃?, ?̃?) 
Which gives a contradiction. Thus ?̃? is an communal fixed point of A and B in ?̃?. 
 
Theorem 2.3:Let (?̃?,d) be metric space is complete soft cone (Q,𝔸) is regular through r as 
regular constant. Suppose that the map representing A, B and C from ?̃? into itself satisfies the 
condition  
𝑑(𝐴𝐵?̃?, 𝐶𝐵?̃?) ≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 [𝑑(?̃?, 𝐴𝐵?̃?) + 𝑑(?̃?, 𝐶𝐵?̃?) +  𝛾 [𝑑(?̃?, 𝐶𝐵?̃?) + 𝑑(?̃?, 𝐴𝐵?̃?)]  
+ 𝑒 max{𝑑(?̃?, 𝐴𝐵?̃?) + 𝑑(?̃?, 𝐶𝐵?̃?)} + ℎ max {𝑑(?̃?, 𝐶𝐵?̃?), 𝑑(?̃?, 𝐴𝐵?̃?)} 
+𝛿 [
𝑑(?̃?, 𝐴𝐵?̃?) + 𝑑(?̃?, 𝐶𝐵?̃?) + 𝑑(?̃?, 𝐶𝐵?̃?) + 𝑑(?̃?, 𝐴𝐵?̃?)
1 + 𝑑(?̃?, 𝐴𝐵?̃?)𝑑(?̃?, 𝐶𝐵?̃?)𝑑(?̃?, 𝐶𝐵?̃?)𝑑(?̃?, 𝐴𝐵?̃?)
] 
                                                                                                                                        [2.3.1] 







A, B and C has communal invariant point in ?̃?. Furthermore either AB=BA or  CB=BC then it 
has communal invariant point in ?̃?. 
Proof:For any chance 𝑥0̃ in ?̃?, we have to choose 𝑥1̃, 𝑥2̃ ∈ ?̃? such that 
𝐴𝐵𝑥0̃ =  𝑥1̃  and 𝐶𝐵𝑥1̃ =  𝑥2̃ 
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Also, in general we can define a classification of elements in X we have  
𝑥2𝑛+1̃ =  𝐴𝐵𝑥2?̃? and 𝑥2𝑛+2̃ =  𝐶𝐵𝑥2𝑛+1̃ 
Now, 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) =  𝑑(𝐴𝐵𝑥2?̃?, 𝐶𝐵𝑥2𝑛+1̃) 
From [2.2.1]  
𝑑(𝐴𝐵𝑥2?̃?, 𝐶𝐵𝑥2𝑛+1̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝐴𝐵𝑥2?̃?) + 𝑑(𝑥2𝑛+1̃, 𝐶𝐵𝑥2𝑛+1̃)] + 
𝛾 [𝑑(𝑥2?̃?, 𝐶𝐵𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝐴𝐵𝑥2?̃?)] + 𝑒 max{𝑑(𝑥2?̃?, 𝐴𝐵𝑥2?̃?), 𝑑(𝑥2𝑛+1̃, 𝐶𝐵𝑥2𝑛+1̃ )} 
+ℎ max{𝑑(𝑥2?̃?, 𝐶𝐵𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝐴𝐵𝑥2?̃?)} +  
𝛿
[𝑑(𝑥2?̃?, 𝐴𝐵𝑥2?̃?) + 𝑑(𝑥2𝑛+1̃, 𝐶𝐵𝑥2𝑛+1̃) + 𝑑(𝑥2?̃?, 𝐶𝐵𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝐴𝐵𝑥2?̃?)]
1 + 𝑑(𝑥2?̃?, 𝐴𝐵𝑥2?̃?)𝑑(𝑥2𝑛+1̃, 𝐶𝐵𝑥2𝑛+1̃)𝑑(𝑥2?̃?, 𝐶𝐵𝑥2𝑛+1̃)𝑑(𝑥2𝑛+1̃, 𝐴𝐵𝑥2?̃?)
 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 max{𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)} + ℎ {𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} 
                      + 𝛿
[𝑑(𝑥2?̃?,𝑥2𝑛+1̃ )+𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+2̃ )+𝑑(𝑥2?̃?,𝑥2𝑛+2̃ )+𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+1̃ )]
1+𝑑(𝑥2?̃?,𝑥2𝑛+1̃ )𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+2̃ )𝑑(𝑥2?̃?,𝑥2𝑛+2̃ )𝑑(𝑥2𝑛+1̃ ,𝑥2𝑛+1̃ )
 
Consider case I: 
                      Let 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) > 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
                 So, max{ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) } = 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + ℎ max{𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} + 2𝛿[𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + (𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
Similarly we can show that 
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) ≤
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑥2𝑛−1̃, 𝑥2?̃?) 
In general we can write, 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) = [
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)




Mathematical Theory and Modeling                                                                                                                                                  www.iiste.org 
ISSN 2224-5804 (Paper)    ISSN 2225-0522 (Online) DOI: 10.7176/MTM 
Vol.9, No.4, 2019 
 
74 
On taking  
(𝛼+𝛽+𝛾+𝑒+ℎ+2𝛿)
(1−𝛽−𝛾−ℎ−2𝛿)
 = 𝜙1 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ 𝜙1
2𝑛+1𝑑(𝑥0̃, 𝑥1̃) 
Case II: 
Let 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) > 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
                 So, max{ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃), 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) } = 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
≤ 𝛼 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝛽 [𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] + 𝛾 [𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)] 
+𝑒 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) + ℎ max{𝑑(𝑥2?̃?, 𝑥2𝑛+2̃)} + 2𝛿[𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + (𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) 
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿) 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) 
Simillaraly we can show that 
𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑥2𝑛−1̃, 𝑥2?̃?) 
In general we can write, 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) = [
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)




On taking  
(𝛼+𝛽+𝛾+ℎ+2𝛿)
(1−𝛽−𝛾−𝑒−ℎ−2𝛿)
 = 𝜙2 
𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) ≤ 𝜙2
2𝑛+1𝑑(𝑥0̃, 𝑥1̃) 
Let,   𝜙 =  max {𝜙1, 𝜙2}  
For  𝑛 ≤ 𝑚 we have 
𝑑(𝑥2?̃?, 𝑥2?̃?) ≤ 𝑑(𝑥2?̃?, 𝑥2𝑛+1̃) + 𝑑(𝑥2𝑛+1̃, 𝑥2𝑛+2̃) + …………+ 𝑑(𝑥2𝑚−1̃, 𝑥2?̃?) 
≤ (𝜙𝑛 + 𝜙𝑛+1 + 𝜙𝑛+2 + ……+𝜙𝑚) 𝑑(𝑥0̃, 𝑥1̃) 




∥ 𝑑(𝑥2?̃?, 𝑥2?̃?) ∥≤
𝜙𝑛
1−𝜙
𝑟 ∥ 𝑑(𝑥0̃, 𝑥1̃) ∥ as 𝑛 ⟶ ∞ 
lim
𝑛→∞
∥ 𝑑(𝑥2?̃?, 𝑥2?̃?) ∥ ⟶ 0 
Hence {𝑥?̃?} is Cauchy classification in which ?̃? touches to ?̃?. 
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Hence a metric (?̃?,d) space is complete soft cone. Therefore for 𝑥?̃? ⟶ ?̃? as 𝑛 ⟶ ∞, 𝐴𝐵𝑥?̃? ⟶
?̃? and 𝐶𝐵𝑥2𝑛+1̃ ⟶ ?̃? as 𝑛 ⟶ ∞ then ?̃? is invariant point of A and C in ?̃?, since AC=CA this 
gives ?̃? = 𝐶?̃? = 𝐶𝐴?̃? = 𝐴𝐶?̃? = 𝐴?̃? = ?̃?. 
?̃? is communal invariant point of A and C. 
Uniqueness:Let us suppose that ?̃? be a new invariant point of A and B in ?̃? which is distinct 
from ?̃?, then 
𝐶?̃? = ?̃? and 𝐶?̃? = ?̃? also 𝐴?̃? = ?̃? 𝑎𝑛𝑑 𝐴?̃? = ?̃? 
𝑑(?̃?, ?̃?) = 𝑑(𝐴?̃?, 𝐶?̃?) 
From [2.1.1] 
𝑑(𝐴?̃?, 𝐶?̃?) ≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 [𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐶?̃?)] +  𝛾 [𝑑(?̃?, 𝐶?̃?) + 𝑑(?̃?, 𝐴?̃?)] + 
𝑒 max{𝑑(?̃?, 𝐴?̃?), 𝑑(?̃?, 𝐶?̃?)} + ℎ max {𝑑(?̃?, 𝐶?̃?), 𝑑(?̃?, 𝐴?̃?) + 
𝛿 [
𝑑(?̃?, 𝐴?̃?) + 𝑑(?̃?, 𝐶?̃?) + 𝑑(?̃?, 𝐶?̃?) + 𝑑(?̃?, 𝐴?̃?)
1 + 𝑑(?̃?, 𝐴?̃?)𝑑(?̃?, 𝐶?̃?)𝑑(?̃?, 𝐶?̃?)𝑑(?̃?, 𝐴?̃?)
] 
≤ 𝛼 𝑑(?̃?, ?̃?) + 𝛽 .0 +  2𝛾 𝑑(?̃?, ?̃?) +ℎ max {𝑑(?̃?, ?̃?), 𝑑(?̃?, ?̃?)} + 2 𝛿𝑑(?̃?, ?̃?) 
≤ 𝛼 𝑑(?̃?, ?̃?) +  2𝛾 𝑑(?̃?, ?̃?) +ℎ 𝑑(?̃?, ?̃?) + 2 𝛿𝑑(?̃?, ?̃?) 
𝑑(𝐴?̃?, 𝐶?̃?) ≤ (𝛼 + 2𝛾 +ℎ + 2𝛿) 𝑑(?̃?, ?̃?) 
Which gives a contradiction. Thus ?̃? is an communal fixed point of A and C in ?̃?. 
 
Theorem 2.4:Let the metric space (?̃?,d) be with complete soft cone has (Q,𝔸) is regular 
through r as regular constant. Let the map representing G, H, A and B from ?̃? into itself 
satisfies the particular condition as: 
i) G(?̃?) ⊆ B(?̃?), H(?̃?) ⊆ A(?̃?) 
ii) [G,A] and [H,B] are inadequately compatible 
iii) A or B is unceasing 
iv) 𝑑(𝐺?̃?, 𝐻?̃?) ≤ 𝛼 𝑑(𝐴?̃?, 𝐵?̃?) + 𝛽 [𝑑(𝐴?̃?, 𝐺?̃?) + 𝑑(𝐵?̃?, 𝐻?̃?) +  𝛾 [𝑑(𝐴?̃?, 𝐻?̃?) + 𝑑(𝐵?̃?, 𝐺?̃?)]  
+ 𝑒 max{𝑑(𝐴?̃?, 𝐺?̃?) + 𝑑(𝐵?̃?, 𝐻?̃?)} + ℎ max {𝑑(𝐴?̃?, 𝐻?̃?), 𝑑(𝐵?̃?, 𝐺?̃?)} 
+𝛿 [
𝑑(𝐴?̃?, 𝐺?̃?) + 𝑑(𝐵?̃?, 𝐻?̃?) + 𝑑(𝐴?̃?, 𝐻?̃?) + 𝑑(𝐵?̃?, 𝐺?̃?)
1 + 𝑑(𝐴?̃?, 𝐺?̃?)𝑑(𝐵?̃?, 𝐻?̃?)𝑑(𝐴?̃?, 𝐻?̃?)𝑑(𝐵?̃?, 𝐺?̃?)
] 
                                     [2.4.1] 







G, H,  A and B has communal invariant point in ?̃?. 
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Proof:Let us designate a sequence {𝑥?̃?} and {𝑦?̃?} in ?̃? such that 
𝐺𝑥2?̃? =  𝐵𝑥2𝑛+1̃= 𝑦2?̃? and H𝑥2𝑛+1̃ =  𝐴𝑥2𝑛+2̃ =𝑦2𝑛+2̃ , ∀ 𝑛 = 0,1,2, …… 
Now, 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) =  𝑑(𝐺𝑥2?̃?, 𝐻𝑥2𝑛+1̃) 
From [2.4.1]  
𝑑(𝐺𝑥2?̃?, 𝐻𝑥2𝑛+1̃) 
≤ 𝛼 𝑑(𝐴𝑥2?̃?, 𝐵𝑥2𝑛+1̃ ) + 𝛽 [𝑑(𝐴𝑥2?̃?, 𝐺𝑥2?̃?) + 𝑑(𝐴𝑥2𝑛+1̃, 𝐻𝑥2𝑛+1̃)] + 
𝛾 [𝑑(𝐴𝑥2?̃?, 𝐻𝑥2𝑛+1̃) + 𝑑(𝐵𝑥2𝑛+1̃, 𝐺𝑥2?̃?)] + 𝑒 max{𝑑(𝐴𝑥2?̃?, 𝐺𝑥2?̃?), 𝑑(𝐵𝑥2𝑛+1̃ , 𝐻𝑥2𝑛+1̃ )} 
+ℎ max{𝑑(𝐴𝑥2?̃?, 𝐻𝑥2𝑛+1̃), 𝑑(𝐵𝑥2𝑛+1̃, 𝐺𝑥2?̃?)} +  
𝛿
[𝑑(𝐴𝑥2?̃?, 𝐺𝑥2?̃?) + 𝑑(𝐵𝑥2𝑛+1̃, 𝐻𝑥2𝑛+1̃) + 𝑑(𝐴𝑥2?̃?, 𝐻𝑥2𝑛+1̃) + 𝑑(𝐵𝑥2𝑛+1̃, 𝐺𝑥2?̃?)]
1 + 𝑑(𝐴𝑥2?̃?, 𝐺𝑥2?̃?)𝑑(𝐵𝑥2𝑛+1̃, 𝐻𝑥2𝑛+1̃)𝑑(𝐴𝑥2?̃?, 𝐻𝑥2𝑛+1̃)𝑑(𝐵𝑥2𝑛+1̃, 𝐺𝑥2?̃?)
 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) 
≤ 𝛼 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝛽 [𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃)] + 𝛾 [𝑑(𝑦2𝑛−1̃, 𝑦2𝑛+1̃)] 
+𝑒 max{𝑑(𝑦2𝑛−1̃, 𝑦2?̃?), 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃)} + ℎ {𝑑(𝑦2𝑛−1̃, 𝑦2𝑛+1̃)} 
                      + 𝛿
[𝑑(𝑦2𝑛−1̃ ,𝑦2?̃?)+𝑑(𝑦2?̃?,𝑦2𝑛+1̃ )+𝑑(𝑦2𝑛−1̃ ,𝑦2𝑛+1̃ )+𝑑(𝑦2?̃?,𝑦2?̃?)]
1+𝑑(𝑦2𝑛−1̃ ,𝑦2?̃?)𝑑(𝑦2?̃?,𝑦2𝑛+1̃ )𝑑(𝑦2𝑛−1̃ ,𝑦2𝑛+1̃ )𝑑(𝑦2?̃?,𝑦2?̃?)
 
Consider case I: 
                      Let 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) > 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) 
                 So, max{ 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?), 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) } = 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) 
≤ 𝛼 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝛽 [𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃)] + 𝛾 [𝑑(𝑦2𝑛−1̃, 𝑦2𝑛+1̃)] 
+𝑒 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + ℎ max{𝑑(𝑦2𝑛−1̃, 𝑦2𝑛+1̃)} + 2𝛿[𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + (𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) 
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) ≤ (𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿) 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) ≤
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) 
Similarly we can show that 
𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) ≤
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − ℎ − 2𝛿)
𝑑(𝑦2𝑛−2̃, 𝑦2𝑛−1̃) 
In general we can write, 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) = [
(𝛼 + 𝛽 + 𝛾 + 𝑒 + ℎ + 2𝛿)
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On taking  
(𝛼+𝛽+𝛾+𝑒+ℎ+2𝛿)
(1−𝛽−𝛾−ℎ−2𝛿)
 = 𝜙1 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) ≤ 𝜙1
2𝑛+1𝑑(𝑦0̃, 𝑦1̃) 
Case II: 
Let 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) > 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) 
                 So, max{ 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?), 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) } = 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) 
≤ 𝛼 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝛽 [𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃)] + 𝛾 [𝑑(𝑦2𝑛−1̃, 𝑦2𝑛+1̃)] 
+𝑒 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) + ℎ 𝑑(𝑦2𝑛−1̃, 𝑦2𝑛+1̃) + 2𝛿[𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃)] 
≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) + (𝛽 + 𝛾 + ℎ + 𝑒 + 2𝛿) 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) 
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) ≤ (𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿) 𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) 
Similarly we can show that 
𝑑(𝑦2𝑛−1̃, 𝑦2?̃?) ≤
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)
(1 − 𝛽 − 𝛾 − 𝑒 − ℎ − 2𝛿)
𝑑(𝑦2𝑛−2̃, 𝑦2𝑛−1̃) 
In general we can write, 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) = [
(𝛼 + 𝛽 + 𝛾 + ℎ + 2𝛿)




On taking  
(𝛼+𝛽+𝛾+ℎ+2𝛿)
(1−𝛽−𝛾−𝑒−ℎ−2𝛿)
 = 𝜙2 
𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) ≤ 𝜙2
2𝑛+1𝑑(𝑦0̃, 𝑦1̃) 
Let,   𝜙 =  max {𝜙1, 𝜙2}  
For  𝑛 ≤ 𝑚 we have 
𝑑(𝑦2?̃?, 𝑦2?̃?) ≤ 𝑑(𝑦2?̃?, 𝑦2𝑛+1̃) + 𝑑(𝑦2𝑛+1̃, 𝑦2𝑛+2̃) + …………+ 𝑑(𝑦2𝑚−1̃, 𝑦2?̃?) 
≤ (𝜙𝑛 + 𝜙𝑛+1 + 𝜙𝑛+2 + ……+𝜙𝑚) 𝑑(𝑦0̃, 𝑦1̃) 




∥ 𝑑(𝑦2?̃?, 𝑦2?̃?) ∥≤
𝜙𝑛
1−𝜙
𝑟 ∥ 𝑑(𝑦0̃, 𝑦1̃) ∥ as 𝑛 ⟶ ∞ 
lim
𝑛→∞
∥ 𝑑(𝑦2?̃?, 𝑦2?̃?) ∥ ⟶ 0 
Hence {𝑦?̃?} is Cauchy classification in which ?̃? touches to ?̃? by stability of A and B. 
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Correspondingly the classification {𝑦?̃?} is also convergent classification in which ?̃? touches to 
?̃? 
Hence a metric space (?̃?,d) is complete soft cone and ?̃? is an invariant point of G, H, A and B. 
Since {G,A} and {H,B} are inadequately compatible which gives that ?̃? is communal 
invariant point of G, H, A and B. 
Uniqueness:Let us suppose that ?̃? be a new invariant point of G, H, A and B in ?̃? which is 
distinct from ?̃?, then 
𝐺?̃? = ?̃? and 𝐺?̃? = ?̃? also 𝐻?̃? = ?̃? 𝑎𝑛𝑑 𝐻?̃? = ?̃? 
𝑑(?̃?, ?̃?) = 𝑑(𝐺?̃?, 𝐻?̃?) 
From [2.4.1] 
𝑑(𝐺?̃?, 𝐻?̃?) ≤ 𝛼 𝑑(𝐴?̃?, 𝐵?̃?) + 𝛽 [𝑑(𝐴?̃?, 𝐺?̃?) + 𝑑(𝐵?̃?, 𝐻?̃?)] +  𝛾 [𝑑(𝐴?̃?, 𝐻?̃?) + 𝑑(𝐵?̃?, 𝐺?̃?)] + 
𝑒 max{𝑑(𝐴?̃?, 𝐺?̃?), 𝑑(𝐵?̃?, 𝐻?̃?)} + ℎ max {𝑑(𝐴?̃?, 𝐻?̃?), 𝑑(𝐵?̃?, 𝐺?̃?) + 
𝛿 [
𝑑(𝐴?̃?, 𝐺?̃?) + 𝑑(𝐵?̃?, 𝐻?̃?) + 𝑑(𝐴?̃?, 𝐻?̃?) + 𝑑(𝐵?̃?, 𝐺?̃?)
1 + 𝑑(𝐴?̃?, 𝐺?̃?)𝑑(𝐵?̃?, 𝐻?̃?)𝑑(𝐴?̃?, 𝐻?̃?)𝑑(𝐵?̃?, 𝐺?̃?)
] 
≤ 𝛼 𝑑(?̃?, ?̃?) +  2𝛾 𝑑(?̃?, ?̃?) +ℎ 𝑑(?̃?, ?̃?) + 2 𝛿𝑑(?̃?, ?̃?) 
𝑑(𝐺?̃?, 𝐻?̃?) ≤ (𝛼 + 2𝛾 +ℎ + 2𝛿) 𝑑(?̃?, ?̃?) 
Which gives a contradiction. Thus ?̃? is an communal fixed point of G, H,  A and B in ?̃?. 
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