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Abstract 
With the industry's recent paradigm shift from PC-centred applications to services 
delivered through ubiquitous computing in a more human centred manner, multimodal 
human-computer interfaces (MHCI) became an emerging research topic. As an 
important but often neglected aspect, the lack of appropriate system integration tools 
hinders the development of MHCI systems. Therefore, the work presented in this 
thesis aims at delivering hardware / software infrastructure to facilitate the full 
development cycle of MHCI systems. Specifically, we first built a hardware platform for 
synchronised, multimodal-data capturing to support and facilitate automatic human 
behaviour understanding from multiple audiovisual sensors. Then we developed a 
software framework, called the HCI^2 Framework, to facilitate the modular 
development and rapid prototyping of readily-applicable MHCI systems. As a proof of 
concept, we also present an affect-sensitive game with humanoid robot NAO 
developed using the HCI^2 Framework. 
 
Studies on automatic human behaviour understanding require high-bandwidth 
recording from multiple cameras, as well as from other sensors such as microphones 
and eye-gaze trackers. In addition, sensor fusion should be realised with high 
accuracy as to achieve tight synchronisation between sensors and, in turn, enable 
studies of correlation between various behavioural signals. Using commercial 
off-the-shelf components may compromise quality and accuracy due to several issues 
including handling the combined data rate from multiple sensors, unknown offset and 
rate discrepancies between independent hardware clocks, the absence of trigger 
inputs or -outputs in the hardware, as well as the existence of different methods for 
time-stamping the recorded data. To achieve accurate synchronisation, we centralise 
the synchronisation task by recording all trigger or timestamp signals with a 
multi-channel audio interface. For sensors not having an external trigger signal, we let 
the computer that captures the sensor data periodically generate timestamp signals 
from its serial port output. These signals can also be used as a common time base to 
synchronise multiple asynchronous audio interfaces. The resulted data recording 
platform, which is built upon two consumer-grade PCs, is capable of capturing 8-bit 
video data with 1024 × 1024 spatial- and 59.1 Hz temporal resolution, from at least 14 
cameras, together with 8 channels of 24-bit audio at 96 kHz and eye-gaze tracking 
result sampled at a frequency of 60 or 120 Hz. The attained synchronisation accuracy 
is unprecedented up to date. 
 
To facilitate rapid development of readily-applicable MHCI systems using algorithms 
designed to detect and track behavioural signals (e.g. face detector, facial fiducially 
points tracker, expression recogniser, etc.), a software integration framework is 
required. The proposed software framework, which is called the HCI^2 Framework, is 
built upon publish / subscribe (P/S) architecture. It implements a 
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shared-memory-based data transport protocol for message delivery and a TCP-based 
system management protocol. The latter ensures that the integrity of system structure 
is maintained at runtime. With the inclusion of ‘bridging modules’, the HCI^2 
Framework is interoperable with other software frameworks including Psyclone and 
ActiveMQ. In addition to the core communication middleware, we also present the 
integrated development environment (IDE) of the HCI^2 Framework. It provides a 
complete graphical environment to support every step in a typical MHCI system 
development process, including module development, debugging, packaging, and 
management, as well as the whole system management and testing. The quantitative 
evaluation indicates that our framework outperforms other similar tools in terms of 
average message latency and maximum data throughput under a typical single PC 
scenario. To demonstrate HCI^2 Framework’s capabilities in integrating 
heterogeneous modules, we present several example modules working with a variety 
of hardware and software. We also present two use cases of the HCI^2 Framework: a 
computer game, called CamGame, based on hand-held marker(s) and low-cost 
camera(s) and the human affective signal analysis component of the Fun Robotic 
Outdoor Guide (FROG) project (http://www.frogrobot.eu/). 
 
Using the HCI^2 Framework, we further developed the Mimic-Me Game, which 
consists of an interactive game played with the NAO humanoid robot. The game 
involves the robot ‘mimicking’ the player’s facial expression using a combination of 
body gestures and audio cues. A multimodal dialogue model has been designed and 
implemented to enable the robot to interact with the human player in a naturalistic way 
using only natural language, head movement and facial expressions. 
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1. Introduction 
Along with the rapid increase in computational power and network bandwidth during 
the past decades, the trend in the computing industry started to shift from PC-centred 
applications to services delivered through ubiquitous computing in a more human 
centred manner [1] [4] [7]. With this recent development, multimodal human-computer 
interfaces (MHCI) became an emerging research topic. Unlike traditional 
human-computer interfaces (e.g. based on keyboard, mouse, and so on), MHCI 
interact with users through natural modalities including facial expression, body 
gesture, verbal and non-verbal vocal cues [4] [7]. Arguably, MHCI not only simplify the 
use of computer systems, but also reduce user distraction and increase user 
satisfaction and productivity. Hence, MHCI are naturally seen as a (necessary) step 
towards future pervasive systems [1] [2]. 
 
Nevertheless, developing MHCI is not an easy task. The difficulty comes from three 
issues. Firstly, machine interpretation of human behaviour and multimodal 
human-computer dialogue modeling are closely related to context sensing [3] [4] and, 
in turn, to the famous hard AI problem - the frame problem (roughly, the frame 
problem is: knowing which facts are relevant to the current reasoning problem and 
which facts are irrelevant). Secondly, due to the extensive use of machine 
learning-based techniques in the field, huge amounts of training data are often 
required to train the algorithms to produce adequately accurate (detection, tracking, 
and recognition) results. This, in turn, requires an effective and efficient multimodal 
data capturing platform to facilitate the initial experiments. Last but not least, because 
MHCI systems are normally constructed from a large number of highly interdependent 
and interwoven heterogeneous algorithmic units, the system integration is often 
cumbersome. While the first has been acknowledged and investigated by the 
research community, the latter two are largely overlooked. In this work, we alleviated 
the problem by developing a cost-effective multimodal data capturing platform and a 
novel publicly-available software framework for development of MCHI systems being 
easily extendable, robust, and transparent. Using the HCI^2 Framework, we further 
developed a proof-of-concept interactive game system with a humanoid robot to 
enable further studies in the topic of affective-sensitive interface, and human-robot 
interaction.  
1.1 Problem Description 
Building multimodal human-computer interaction system is a complex problem which 
is still far from being solved in a way suitable for general applications. Among other 
challenges presented in the field, this work focuses on answering the following three 
important practical questions:  
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1. How can we efficiently produce readily-accessible databases of annotated, 
multimodal display of human expressive behaviours recorded under various 
environmental conditions? This, in turn, requires us to address the following 
issues: 
 
a) Is it feasible to construct a cost-effective audio-visual data capturing platform 
using commercially-available off-the-shelf components? 
 
b) What would be the capacity of such platform in terms of data throughput? 
 
c) How do we synchronise multiple data streams captured using different 
sensors, and what is the synchronisation accuracy? 
 
2. How can we integrate various interdependent algorithmic units, each targeting at 
a specific problem in the field (such as face detection [16], face tracking [69], 
facial landmark tracking [72] [73], emotional state prediction [75] - [77] and so on), 
into a single system? This question is also broken down into a list of smaller 
problems listed below: 
 
a) What are the requirements for a software integration framework suitable to 
this task and what are the drawbacks of existing tools of similar purposes? 
 
b) What design choices we have to make to fulfil these requirements and what 
are the pros and cons of our design? 
 
c) In which way the proposed software framework should be implemented and 
what other tools need be incorporated into the deliverable to make it into a 
highly usable toolset facilitating the full development cycle of MHCI systems? 
 
d) How can we evaluate the performance of the proposed software framework 
and decide if the delivered toolset is fulfilling the initial requirements in a 
satisfactory manner? 
 
3. And finally, how can we actually build a readily-applicable interactive system by 
utilizing the results derived from the first two stages of this study? 
1.2 Contributions 
To answer the above questions, the work presented in this thesis aims at providing 
necessary hardware and software infrastructure to support the complete development 
cycle of MHCI systems. In particular, this work may benefit the community in the 
following aspects: 
 
 We developed a cost-effective audio-visual data capturing platform. Built from 
 9 
off-the-shelf hardware component. The data capturing platform is capable of 
capturing multiple streams of high resolution video signals, audio signals and 
other real-time signals (such as the gaze tracking results produced by the Tobii 
Eye Tracker) in real-time. We proposed a synchronisation strategy based on 
recording trigger signals and computer-generated time-stamp signals using a 
multi-channel audio interface. This method can be used to accurately 
synchronise data streams both with and without an explicit trigger signal. The 
data capturing platform has been used in a number of experiments to produce the 
MHI-Mimicry database (http://mahnob-db.eu/mimicry/) [90] and the HCI-Tagging 
database (http://mahnob-db.eu/hci-tagging/) [91]. 
 
 We proposed a new software framework, which is called the HCI^2 Framework 
(‘HCI^2’ stands for Human-Centred Intelligent Human-Computer Interaction). In 
order to reliably achieve high data rate, low latency message passing with flexible 
system structure, we designed a protocol for both runtime system management 
and data transport. The runtime system management protocol has been 
proposed in compliance with the adopted Publish / Subscribe (P/S) architecture, 
which brings natural support to complex and dynamic systems [14]. To achieve 
reliable and efficient message delivery, we developed a data transport protocol 
based on shared-memory, which is shown to be the most efficient inter-process 
communication (IPC) method in terms of data throughput and average latency 
[12]. These protocols are implemented by the framework’s core communication 
middleware.  
 
 We further developed a self-contained and easy-to-use integrated development 
environment (IDE) to facilitate the entire development cycle of MHCI systems. 
This tool, which is called the HCI^2 Framework IDE, facilitates module reusability 
and software usability. In particular, the HCI^2 Framework IDE embodies the 
following features: 
 
a) Complete development support of highly flexible and reusable modules. To 
increase module reusability, we distinguish between the concepts of module 
class, which encapsulates the context-invariant implementation of a function 
unit (i.e., algorithm implementation, Input / Output specification, parameter 
template, etc.), and module instance, which contains the function unit’s 
additional task-specification information. With this design, a module 
developed for the HCI^2 Framework can be easily reused in different 
systems without requiring code modification or other types of time-consuming 
adaptation. 
 
b) An easy-to-use centralized graphical user interface (GUI) facilitating module 
management, system configuration, module and system testing, and system 
redistribution. 
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 We developed a variety of modules covering most aspects of typical MHCI 
systems, including data capturing (from conventional video cameras, Kinect, Tobii 
Eye Tracker, and so on), data presentation (in audio and video), flow control 
(message rate control, stream synchronisation, and message routing), 
cross-platform communication (with ActiveMQ and Psyclone), and common 
pre-processing steps (face detection, object tracking, speech recognition and so 
on). 
 
 We developed the CamGame Systems to demonstrate the ease of use of the 
HCI^2 Framework for integrating heterogeneous modules. The Game System 
enables one or two players to play a computer game using a number of different 
input modalities, include visually tracked marker location, face position, and eye 
gaze. In addition, since the overall structure of the system is independent from 
the game being controlled, the CamGame system can easily be reconfigured to 
control any conventional computer game with few modifications.  
 
 To fulfil the goal of the Fun Robotic Outdoor Guide (FROG) project 
(http://www.frogrobot.eu/) in creating autonomous and affect-sensitive outdoor 
tourist guide robot, we developed the FROG Human Affective System Analysis 
Component. This component recognizes the tourist’s facial expression and 
emotional state in terms of valence, arousal and level of engagement (interest) in 
outdoor environment with difficult illumination conditions, thus enables the robot 
to adapt its behaviour accordingly. 
 
 Using the HCI^2 Framework and the NAO humanoid robot, we developed the 
Mimic-Me game to enable further study into affect-sensitive interfaces and 
human-robot interaction. Multiple software modules developed for the system 
may also be reused in future projects involving the NAO robot. 
 
The contributions listed above have resulted in the following journal and conference 
articles: 
 
J. Shen, and M. Pantic, “HCI^2 Framework: A Software Framework for Multimodal  
Human-Computer Interaction Systems”, IEEE Transactions on Cybernetics,  
vol.43, no.6, pp.1593-1606, 2013. [87] 
 
J. Lichtenauer, J. Shen, M. F. Valstar and M. Pantic, "Cost-effective solution to 
synchronised audio-visual data capture using multiple sensors", Image and Vision 
Computing, vol. 29, no. 9, pp. 666-680, 2011. [34] 
 
J. Shen, W. Shi, and M. Pantic, “HCI^2 Workbench: A development tool for multimodal 
human-computer interaction systems”, Proceedings of IEEE International Conference 
on Automatic Face & Gesture Recognition and Workshops, pp. 766-773, 2011. [88] 
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J. Shen, and M. Pantic, “A Software Framework for Multimodal Human-Computer 
Interaction Systems”, Proceedings of IEEE International Conference on Systems, Man 
and Cybernetics, pp. 2038-2045, 2009. [12] 
 
J. Lichtenauer, M. Valstar, J. Shen, and M. Pantic, “Cost-effective solution to 
synchronized audio-visual capture using multiple sensors”, Proceedings of IEEE 
International Conference on Advanced Video and Signal Based Surveillance, pp. 
324-329, 2009. [89] 
1.3 Thesis Outline 
This thesis is organized into the following chapters.  
 
Chapter 2 describes the audio-visual data capturing platform. We first give an 
introduction to the background of the study and related works in section 2.1 and 2.2. 
Then we describe the architecture of the platform and explain several critical design 
choices in section 2.3. Section 2.4 gives a quantitative evaluation of the system’s data 
throughput. A comprehensive description of sensor synchronisation method is 
presented in section 2.5. Finally, some discussions and conclusion remarks are given 
in section 2.6. 
 
Chapter 3 describes the HCI^2 Framework. The chapter first introduces the problem 
in section 3.1, including a list the requirements for the framework and an overview of 
existing tools. Section 3.2 discusses the middleware design of the HCI^2 Framework, 
including the P/S architecture, the runtime protocols, issues regarding robustness and 
interoperability, the concepts of module class and module instance, and the 
centralized system management scheme. The implementation of this tool is described 
in section 3.3. The evaluation of the HCI^2 Framework in terms of performance and 
user feedbacks is presented in section 3.4. Section 3.5 demonstrates several use 
cases of the HCI^2 Framework, including various modules (data sources, data 
presenters, flow control modules, communication adapters, and algorithm 
implementations), the CamGame demo system, and the FROG Human Affective 
Signal Analysis Component. Section 3.7 concludes the chapter 
 
Chapter 4 presents the Mimic-Me system. Section 4.1 gives an introduction to the 
background of the work. The multimodal dialogue model of the system is described in 
section 4.2. Section 4.3 briefly describes the human expression recognition algorithm. 
The software implementation of the system is the presented in section 4.4. A short 
discussion and some conclusion remarks are given in section 4.5 and 4.6, 
respectively 
 
Finally, chapter 5 concludes the thesis with a few remarks on future works. 
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2. Audio-Visual Data Capturing Platform 
2.1 Introduction 
With the prevalence use of machine learning-based techniques in the field of human 
behaviour understanding, the quantity and quality of the training data often plays an 
important role in determining the performance of the resulted classifiers. However, 
producing databases of spontaneous display of human expressive behaviour is not a 
trivial task. Among other challenges, the work presented in this chapter aims at 
alleviating the difficulty in data collection by proposing a synchronised data capturing 
platform for audio and video signals using inexpensive commercial off-the-shelf 
components. 
 
With the ever-increasing need for multi-sensorial surveillance systems, the 
commercial sector started offering multi-channel frame grabbers and Digital Video 
Recorders (DVR) that encode video (possibly combined with audio) in real-time (e.g. 
see http://www.dvrsystems.net). Although these systems can be the most suitable 
solutions for current surveillance applications, they may not allow the flexibility, quality, 
accuracy or number of sensors required for technological advancements in automatic 
human behaviour analysis. The spatial and temporal resolutions, as well as the 
supported camera types of real-time video encoders are often fixed or limited to a 
small set of choices, dictated by established video standards. The accuracy of 
synchronisation between audio and video is mostly based on human perceptual 
acceptability, and could be inadequate for sensor fusion. Even if A/V synchronisation 
accuracy is maximised, an error below the time duration between subsequent video 
frame captures can only be achieved when it is exactly known how the recorded video 
frames correspond to the audio samples. Furthermore, commercial solutions are often 
closed systems that do not allow the accuracy of synchronisation that can be 
achieved with direct connections between the sensors. Some systems provide 
functionality of time-stamping the sensor data with GPS or IRIG-B modules. Such 
modules can provide microsecond synchronisation accuracy between remote 
systems. However, the applicability of such a solution depends on sensor hard- and 
software, as well as on the environment (GPS receivers need an unblocked view to 
the GPS satellites orbiting the Earth). Also, actual accuracy can never exceed the 
uncertainty of the time lag in the I/O process that proceeds time-stamping of sensor 
data. For PC systems, this can be in the order of milliseconds [39]. 
 
A few companies aim at custom solutions for applications with requirements that 
cannot be met with what is currently offered by commercial surveillance hardware. For 
example, Boulder Imaging (www.boulderimaging.com) builds custom solutions for any 
application, and Cepoint Networks offers professional video equipment such as the 
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Studio 9000TM DVR (http://www.cepoint.com), which can record up to 4 video streams 
per module, as well as external trigger events, with an option to timestamp with 
IRIG-B. It also has the option of connecting an audio interface through a Serial Digital 
Interface (SDI) input. However, it is not clear from the specifications if the 
time-stamping of audio and video can be done without being affected by the latency 
between the sensors and the main device. Furthermore, when more than 4 video 
streams have to be recorded, a single Studio 9000 will still not suffice. The problem of 
the high cost of custom solutions and specialised professional hardware is that it 
keeps accurately synchronised multi-sensor data capture out of reach for most 
computer vision and pattern recognition researchers. This is an important bottleneck 
for research on multi-camera and multi-modal human behaviour analysis. To 
overcome this, we propose solutions and present findings regarding the two most 
important difficulties in using low-cost Commercial Off-The-Shelf (COTS) components: 
reaching the required bandwidth for data capture and achieving accurate multi-sensor 
synchronisation. 
 
Fortunately, recent developments in computer hardware technology have significantly 
increased the data bandwidths of commercial PC components, allowing for more 
audio-visual sensors to be connected to a single PC. Our low-cost PC configuration 
facilitates simultaneous, synchronous recordings of audio-visual data from 12 
cameras having 780x580 pixels spatial resolution and 61.7fps temporal resolution, 
together with eight 24-bit 96 kHz audio channels. By using six internal 1.5TB Hard 
Disk Drives (HDD), 7.6 hours of continuous recordings can be made. With a different 
motherboard and an extra HDD controller card to increase the amount of HDDs to 14, 
we show that 1 PC is capable of continuously recording from 14 gigabit Ethernet 
cameras with 1024x1024 pixels spatial resolution and 59.1 fps, for up to 6.7 hours. 
  
Synchronisation between COTS sensors is hindered by the offset and rate 
discrepancies between independent hardware clocks, the absence of trigger inputs or 
-outputs in the hardware, as well as different methods of time-stamping of the 
recorded data. To accurately derive synchronisation between the independent timings 
of different sensors, possibly running on multiple computer systems, we centralise the 
synchronisation task in a multi-channel audio interface. For sensors with an external 
trigger, we record the trigger signals directly into a separate audio track, parallel to 
tracks with recorded sound. For sensors that don’t have an external trigger signal, we 
let the computer that captures the sensor data periodically generate timestamp 
signals from its serial port output. These signals can be recorded in a parallel audio 
channel as well, and can even be used as a common time base to synchronise 
multiple asynchronous audio interfaces. 
 
Using low-cost COTS components, our approach still achieves high synchronisation 
accuracy, allowing a better trade-off between quality and cost. Furthermore, because 
synchronisation is achieved at the hardware level, separate software can be used for 
the data capture from each sensor. This allows the use of COTS software, or even 
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freeware, maximising the flexibility with a minimal development time and cost. 
 
To the best of our knowledge, the multi-sensor data capture solution proposed here is 
the first complete multi-sensor data capture solution that is based on commercial 
hardware, while achieving accurate synchronisation between audio and video, as well 
as with other sensors and computer systems. 
2.2 Related Work 
Because of the shortcomings and high costs of commercially available video capture 
systems, many researchers have already sought custom solutions that meet their own 
requirements. 
 
Zitnick et al. [40] used two specially built concentrator units to capture video from eight 
cameras of 1024x768 pixels spatial resolution at 15fps. 
 
Wilburn et al. [41] built an array of 100 cameras, using 4 PCs and custom-built 
low-cost cameras of 640x480 pixels spatial resolution at 30fps, connected through 
trees of interlinked programmable processing boards with on-board MPEG2 
compression. They used a tree of trigger connections between the processing boards 
(that each control one camera) to synchronise the cameras with a difference of 200 
nanoseconds between subsequent levels of the tree. For a tree of 100 cameras, this 
should result in a frame time difference of 1.2µs, between the root and the leaf nodes. 
 
More recently, a modular array of 24 cameras (1280x1024 pixels at 27fps) was built 
by Tan et al. [42]. Each camera was placed in a separate special-built hardware unit 
that had its own storage disk, using on-line video compression to reduce the data. The 
synchronisation between camera units was done using a tree of trigger- and clock 
signal connections. The delay between the tree nodes was not reported. Recorded 
data was transmitted off-line to a central PC via a TCP/IP network. 
 
Svoboda, et al. [43] proposed a solution for synchronous multi-camera capture 
involving standard PCs. They developed a software framework that manages the 
whole PC network. Each PC could handle up to three cameras of 640x480 pixels 
spatial resolution at 30fps, although their software was limited to handling a temporal 
resolution of 10fps. Camera synchronisation was done by software triggers, 
simultaneously sent to all cameras through the Ethernet network. This solution could 
reduce costs by allowing the use of low-cost cameras that do not have an external 
trigger input. However, the cost of multiple PCs remains. Furthermore, a software 
synchronisation method has a much lower accuracy than an external trigger network. 
 
A similar system was presented in [44], which could handle 4 cameras of 640x480 
pixels spatial resolution at 30fps per PC. The synchronisation accuracy between 
cameras was reported to be within 15 milliseconds. 
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Hutchinson et al. [45] used a high-end server PC with three Peripheral Component 
Interconnect (PCI) buses that provided the necessary bandwidth for 4 FireWire cards 
and a PCI eXtended (PCI-X) Small Computer System Interface (SCSI) Hard Disk 
Drive (HDD) controller card connecting 4 HDDs. This system allowed them to capture 
video input from 4 cameras of 658x494 pixels spatial resolution at 80fps. 
 
Fujii et al. [46] have developed a large-scale multi-sensorial setup capable of 
capturing from 100 cameras of 1392x1040 pixels spatial resolution at 29.4fps, as well 
as from 200 microphones at 96 kHz. Each unit that captures from 1 camera 
(connected by a Camera Link interface), and 2 microphones, consists of a PC with 
custom built hardware. During recording, all data is stored to internal HDDs, to be 
transported off-line via Ethernet. A central host computer manages the settings of all 
capture units as well as the synchronous control unit that generates the video- and 
analog trigger signals from the same clock. By using a single, centralised trigger 
source for all measurements, the synchronisation error between sensors is kept below 
1µs. Disadvantages of this system are the high cost and volume of the equipment, as 
well as the required custom built hardware. 
 
Table 2.1 summarises the multi-camera capture solutions that we have described 
above. From this, it immediately becomes clear that audio has been a neglected 
factor in previous multi-sensor data capture solutions. With custom hardware, only 
Fujii et al. achieve accurate A/V synchronisation. The only low-cost solution that has a 
standard support for audio is a commercial surveillance DVR system. Unfortunately, 
having microsecond synchronisation accuracy is not a key issue in surveillance 
applications, since the primary purpose of the systems is to facilitate playback to a 
human observer. However, having such punctilious synchronisation accuracy is 
necessary for achieving (automatic) analysis of human behaviour. 
 
Table 2.1: Overview of multi-sensor audio-visual data capture solutions. 
A ‘unit’ is a system in which sensor data is collected in real-time. For 
most cases, this is a PC. However, for Zitnick et al. [40] it was a 
‘concentrator unit’. ‘camera#/unit’ indicates the maximum number of 
cameras that can be connected to a unit, ‘audio ch#/unit’ indicates the 
maximum number of audio channels per unit, ‘sync unit#’ shows the 
maximum number of units that can be synchronised, ‘unit sync’ the type 
or accuracy (if known) of synchronisation between units, ‘camera sync’ 
the type or accuracy of synchronisation between cameras and ‘A/V sync’ 
the accuracy of synchronisation between audio and video. 
Description Camera# / 
Unit at 
640x480, 
30 fps 
Audio 
ch# / Unit 
Sync Unit# Unit Sync Camera 
Sync 
A/V Sync 
Our 14x ≤7 Unlimited < 20 µs ~ 30µs ~ 25µs 
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solution 1024x1024 
at 59.1 fps 
Studio 9000 
DVR 
4 Optional 
via SDI 
input 
Unlimited 
with IRIG-B 
Optional 
IRIG-B 
Depends on 
the cameras 
Unspecified 
Typical 
surveillance 
DVR 
16 16 1 n.a. Depends on 
the cameras 
Unspecified 
Zitnick et 
al. [40] 
4x 
1024x768 
at 15 fps 
n.a. ≥2 
(unspecified) 
By 
firewire 
Unspecified n.a. 
Wilburn et 
al. [41] 
30 n.a. Unlimited Hardware 
trigger 
1.2µs with 
100 
cameras 
n.a. 
Tan et al. 
[42] 
1x 
1280x1024 
at 27 fps 
n.a. Unlimited Hardware 
trigger 
Hardware 
trigger 
n.a. 
Svoboda at 
al. [43] 
3 at 10 fps n.a. Unlimited Network 
trigger 
Software 
trigger 
n.a. 
Cao et al. 
[44] 
4 n.a. Unlimited 15 ms with 
16 units 
Software 
trigger 
n.a. 
Hutchinson 
et al. [45] 
4x 
658x494 at 
80 fps 
n.a. 1 n.a. Software 
trigger 
n.a. 
Fujii et al. 
[46] 
1x 
1392x1040 
at 29.4 fps 
4 Unlimited < 1µs with 
100 units 
< 1µs with 
100 
cameras 
< 1µs with 
100 units 
2.3 System Design 
This chapter describes the components of the data capturing platform and explains 
the motivations behind the most important design choices that we had to make. 
Although the focus of this system is on achieving sufficient capture bandwidth and 
synchronisation accuracy with COTS components, the design aspects common to all 
audio-visual data capture systems cannot be overlooked to obtain a solution that 
meets the requirements of a human behaviour analysis application. The relevant 
components of our system setup are summarised in Table 2.2. We will start with the 
visual capture aspects, including resolution, shutter, colour, lens- and sensor size, 
synchronisation, followed by the interface between cameras and the PC, the 
illumination and possible post-processing steps. Subsequently, we describe the audio 
sensors, the computer hardware for the data storage, and the utilised motherboard. 
Finally, we describe the software we used for audio and video capture. 
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Table 2.2: Components of the capture system for 8 FireWire cameras with 
a resolution of 780x580pixels and a frame rate of 61.7 fps 
Sensor Component Description 
7 monochrome video cameras AVT Stringray F-046B, 780x580 pixels resolution, max. 61.7 fps 
Colour video camera AVT Stingray F-046C, 780x580 pix. Bayer pattern, max. 61 fps 
2 camera interface cards Dual-bus IEEE 1394b PCI-E×1, Point Grey 
Room microphone AKG C 1000 S MkIII 
Head-worn microphone AKG HC 577 L 
External audio interface MOTU 8-pre Firewire 8-channel, 24-bit, 96 kHz 
Eye tracker Tobii X120 
Computer Component Description 
6 capture disks Seagate Barracuda 1.5TB SATA, 32MB Cache, 7,200rpm 
System disk PATA Seagate Barracuda 160GB, 2MB Cache, 7,200rpm 
Optical drive PATA DVD RW 
4 GB memory 2GB PC2-6400 DDR2 ECC, KVR800D2E5/2G 
Graphics card Matrox Millenium G450 16MB PCI 
Mother-borad Asus Maximus Formula, ATX, Intel X38 chipset 
CPU Intel Core 2 Duo 3.16GHz, 6MB Cache, 1333MHz FSB 
ATX case Antec Three Hundred 
PSU Corsair Memory 620 Watt 
Software Application Description 
MS Windows Server 2003 32-bit Operating System 
Norpix Streampix 4 Multi-camera video recording 
Audacity 1.3.5 Freeware multi-channel audio recording 
AutoIt v3 Freeware for scripting of Graphical User Interface control 
Tobii Studio version 1.5.10 Eye tracking & stimuli data suite 
Tobii SDK Eye tracker Software Development Kit 
1) Spatial and Temporal Video Resolution 
The main properties to choose in a video camera are the spatial and temporal 
resolution. Selecting an appropriate spatial resolution involves essentially a trade-off 
between Signal-to-Noise Ratio (SNR) and the level of detail. Sensors with higher 
spatial resolution receive less light per photo sensor (due to smaller sensor sizes), 
and are generally less efficient (more vulnerable to imperfections and circuitry takes 
up relatively more size). These factors contribute to a lower SNR when a higher 
spatial resolution is used. 
 
Furthermore, a higher spatial and/or temporal resolution is more costly. Not only that 
the high-resolution cameras are more expensive, but the required hardware capable 
of real-time data capture and recording of the high data rate is more expensive as well. 
Another issue that needs to be taken into consideration when a high temporal 
resolution is used is the upper limit for the shutter time, which equals the time 
between video frames. Depending on the optimal exposure, high-speed video may 
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require brighter illumination and more sensitive imaging sensors, in order to achieve a 
sufficient SNR. 
 
For these reasons, it is crucial to choose no more than the minimum spatial and 
temporal resolution that provides sufficient detail for the target application. The 
analysis of temporal segments (onset, apex, offset) of highly-dynamic human 
gestures, such as sudden head and hand movements, demands a limited shutter time 
(to prevent motion blur) as well as sufficient temporal resolution (to capture at least a 
couple of frames of each gesture). Previous research findings in the field of dynamics 
of human behaviour reported that the fastest facial movements (blinks) last 1/4 
seconds [47] [48], and that the fastest head and hand movements (finger movements) 
last 1/12 seconds [49]. Hence, in order to facilitate analysis of temporal segments of 
various gestures, we needed a camera with temporal resolution of at least 60 fps, 
facilitating capture of even the fastest gesture in at least 5 frames, with each temporal 
segment of the gesture captured in 1-2 frames. Figure 2.3 shows a fast head turn 
captured at 60fps. 
2) Shutter 
‘Interlacing’ or ‘rolling shutter’ sensors have an advantage in light efficiency and frame 
rate, but produce severe distortions of moving objects. This is shown in Figure 2.1. 
For computer vision applications involving moving objects, such as human beings or 
parts of the human body, progressive scan global shutter sensors are the primary 
choice. 
 
 
Figure 2.1: Example of how an image of a horizontal moving object looks like, when captured with a 
camera with (1) progressive scan with global shutter (left), (2) interlaced scan (middle) and (3) 
progressive scan with rolling shutter (right) 
3) Colour vs. Monochrome 
Most of the current colour cameras make use of a Bayer filter that passes red, green 
or blue to each photo sensor on the imaging chip. Colour can be reconstructed by 
combining the values of adjacent pixels that represent different colours. In this way, a 
colour camera captures exactly the same amount of data as a monochrome camera. 
It is only after the demosaicing (which can be done off-line) that the amount of data is 
multiplied by three, to obtain a colour image. However, a Bayer filter has four main 
disadvantages.  
 
 The colour filter in front of the sensor blocks almost 2/3 of the incoming light. A 
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monochrome camera needs only 1/3 of the shutter time for the same image 
intensity (resulting in 2/3 reduction of motion blur). Figure 2.2 shows how an 
image from a monochrome camera compares to a three times longer shutter time 
with a colour camera. 
 
 All pixels in the reconstructed image will depend on at least three different 
locations in the RAW Bayer pattern, reducing sharpness. A grey image from a 
monochrome sensor is almost twice as sharp, compared to a Bayer 
reconstruction (see Figure 2.2). 
 
 Colours are reconstructed incorrectly around edges. 
 
 ‘Binning’ of Bayer patterns is not possible. The binning functionality of a 
monochrome camera (if supported) divides the resolution of a camera by 2 and 
increases SNR by √2 in horizontal and / or vertical direction. This is useful to 
reduce data rate during the data capture process, when the full image resolution 
is not required. 
 
Therefore, the choice between a colour or monochrome camera involves a trade-off 
between these disadvantages and the added value of colour information. Instead of a 
Bayer pattern, some cameras utilise a prism that separates the colours onto three 
separate image sensors. However, these cameras only work with special lenses, 
reducing design choices and increasing the costs significantly. Another technology 
that eliminates the disadvantages of a Bayer filter is the ‘Foveon X3 sensor’ [50]. This 
image sensor has three layers of photo sensors on top of each other, with colour 
filters in between. Currently available industrial video cameras with this specific 
sensor are the Hanvision HVDUO-5M, -10M and -14M. 
 
 
Figure 2.2: Comparison of the AVT Stingray F-046Bmonochrome camera with shutter 1/60s (left) to the 
AVT Stingray F-046C Bayer colour camera with shutter 1/20s (middle). The right image is obtained by 
converting the colour image to a grey image. 
4) Lens and Sensor Size 
Other important properties of the camera to be selected are the focal length and 
aperture. While the former is chosen in relation to the desired Field Of View (FOV), 
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the latter is chosen for the desired Depth of Field (DoF) and / or shutter time. Figure 3 
shows the effects of the trade-off between shutter time and DoF, where the images in 
the top row have the sharpest moving foreground, while the images in the bottom row, 
taken with smaller aperture and longer shutter time, have the sharpest background. 
Besides these basic optical properties, many other factors have to be taken into 
account, too. A lens is made for a specific camera mount and specific (maximal) 
sensor size. Therefore, when selecting a camera, the available lenses must be 
considered as well. For instance: a CS-mount camera with a 1/3” sensor will accept a 
C-mount lens (with an adaptor ring) specified for a 1/2” sensor, but not the other way 
around. The main advantage of a larger sensor size is that it generally results in less 
distortion of wide-angle views. However, this also greatly depends on the quality of a 
lens. Larger sensors also tend to have a better SNR. However, in practice, SNR 
depends more on the production technology than on the sensor size. 
 
 
Figure 2.3: Example of two trade-offs between shutter time and aperture. The recorded action is a quick 
head turn as the result of a sudden change of attention. The images are cropped at 300x300pixels from a 
full resolution of 780x580pixels. The top row shows 5 subsequent images taken at 60fps, with a shutter 
time of 5ms. The bottom row shows images taken at the same moments, from a synchronised camera, 
with a shutter time of 15ms and a smaller aperture, to obtain the same image brightness. The result of 
the longer shutter time is an increased motion bur, while the smaller aperture results in a sharper 
background due to the increased DoF. 
5) Camera Synchronization 
While software-triggering is a low-cost and simple solution for synchronising cameras, 
the architecture of general-purpose computer systems implies uncertainty in the 
arrival times of triggering messages, resulting in unsynchronised frame capture by 
different cameras. For some applications, this can still be sufficiently accurate. 
However, for stereo imaging and analysis of fast events by multi-sensor data fusion, 
hardware-triggering is demanded. Unfortunately, web-cams and camcorders 
generally do not support external triggering. This means that there isn’t any choice but 
to use industrial cameras, which are generally in a higher price range. Note, however, 
that the limited image quality and capture control of web-cams makes them unsuit- 
able for many applications anyway.  
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The AVT Stingray cameras, which we used in our multi-modal data capture system, 
provide a trigger input as well as output [51]. This facilitates building a relatively 
simple synchronisation network made out of up to 7 cameras (limited by the maximal 
output current of one camera), without any extra trigger- or amplification hardware. 
When the trigger output of the master camera is used as the input to the slave 
cameras, the resulting delay of the slave cameras is approximately 30µs. If more than 
7 cameras must be synchronised, either a trigger amplifier/relay must be used, or the 
output of one of 6 slave cameras must be used as a trigger again, for 6 additional 
slave cameras. However, at each such step in the chain, another 30µs delay is added. 
6) Camera Interface 
The camera interface has an impact on the cost, the required bandwidth, the maximal 
number of cameras that can be connected to one PC, as well as on the CPU load [52]. 
The three main interfaces for machine-vision cameras are FireWire (400 or 800), 
‘GigE Vision’ and ‘Camera Link’. 
 
FireWire (IEEE 1394) allows isochronous data transfer (74MB/s for IEEE 1394b with 
default channel settings). Isochronous data can be written directly to a Direct Memory 
Access (DMA) buffer by the FireWire bus controller, with a negligible CPU load. The 
maximum number of cameras that can be connected to one FireWire bus is typically 
limited to 4 or 8 (DMA channels), depending on the bus hardware. FireWire cameras 
can often be powered by the FireWire cable, which saves extra power supplies and 
cables for the cameras. 
 
‘GigE Vision’ is a more recent camera interface, based on Gigabit Ethernet (GbE), 
specifically standardised for machine vision. Depending on cameras, network 
configuration and packet loss, one GbE connection can support up to 100MB/s from 
multiple cameras. If many GigE cameras are connected to one PC, the CPU load can 
become significant. This can be reduced by using a special Network Interface 
Card/Chip (NIC) driver. A disadvantage of GbE, compared to FireWire, is that it is less 
trivial to combine multiple cameras on one channel. Collisions of packets from 
different cameras have to be prevented by setting packet transfer delays, or using 
expensive switches that can buffer the data and specify to GigE Vision requirements. 
 
Camera Link (CL) is an interface that is specifically designed for high-bandwidth 
vision applications. CL is the only choice if a camera is required which generates a 
rate of data that exceeds the capacity of FireWire or GbE. Increases in bandwidth of 
FireWire and GbE, and the high cost of CL interface cards and cables, are making CL 
less attractive. With the upcoming of 10GbE and 100GbE networking, the bandwidth 
advantage of CL may be eliminated completely. Alternatively, some camera 
manufacturers are choosing to equip high-bandwidth cameras with multiple GbE 
connections (e.g. the Prosilica GX-Series). Another reason to use CL is that it can 
provide a more deterministic image capture process [52], which can be important in 
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time-critical applications where a system has to respond with low latency. 
 
For our application that required cameras with a spatial resolution of 780x580 pixels 
and a temporal resolution of 60fps (25.9MB/s), we chose the IEEE 1394b interface. At 
the time of designing the setup, we were uncertain about the effective bandwidth and 
CPU load of the GigE Vision interface. Furthermore, FireWire was more common and 
allowed straightforward combining of two cameras on one port. For another 
application that required a resolution of 1024x1024 pixels and 60fps (60MB/s), we 
chose for the GigE Vision interface. With 60MB/s per camera, there would be no 
possibility to combine multiple cameras on one interface anyway. Furthermore, we 
needed to have at least 4 interface connections per expansion card, in order to 
support the required number of cameras in one PC. We found that GbE cards with 4 
Ethernet adapters were significantly cheaper than an IEEE 1394b card with 4 buses. 
Tests showed that the CPU load of the GigE Vision cameras didn’t pose a problem in 
our setup. 
7) Illumination 
Illumination determines an object’s appearance. The most important factors of 
illumination are spectrum, intensity, location, source size and stability. 
 
A. Illumination Spectrum 
If a colour camera is used, it is important that the light has significant power over the 
entire visible colour spectrum. If a monochrome camera is used, a monochrome 
colour source can improve image sharpness with low-cost lenses, by preventing 
chromatic aberration. Most monochrome cameras are sensitive to the Near Infra Red 
(NIR) wavelengths (between 700nm and 1000nm). Since the human eye is insensitive 
to these wavelengths, a higher illumination intensity can be used here (within safety 
limits), without compromising comfort. Furthermore, the human skin is more 
translucent to NIR light [53]. This has a smoothing effect on wrinkles, irregularities and 
skin impurities, which can be beneficial to some applications of computer vision. 
 
B. Illumination Intensity 
The intensity of light cast on the target object will determine the trade-off between 
shutter time and noise. Short shutter times (to reduce motion blur) require more light. 
Light intensity may be either increased by a more powerful light source, or by 
focussing the illumination onto a smaller area (using focussing reflectors or lenses). 
 
C. Illumination Source Location 
For most machine-vision applications, the ideal location of the illumination source is at 
the position of the camera lens. There are many types of lens-mountable illuminators 
available for this. However, for human subjects, it can be very disturbing to have the 
light source in front of them. It will shine brightly into the subject’s eyes, reducing the 
visibility of the environment, such as a computer screen. Placing the illumination more 
sideways can solve this problem. However, when a light source shines directly onto 
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the glass of the camera lens, lens flare may be visible in the captured images. 
Especially in multi-camera data capture setups, these issues can cause design 
conflicts. 
 
D. Illumination Source Size 
Small (point) light sources cause the sharpest shadows, the most intense lens flare, 
and are the most disturbing (possibly even harmful) to the human eye. Therefore, in 
many situations, it is beneficial to increase the size of the light source. This can be 
either realised by a large diffuser between the light source and the subject, or by 
reflecting the light source via a large diffusing (white, dull) surface. Note that the size 
and shape of the light source will directly determine the size and shape of specular 
reflections in wet or glossy surfaces, such as the human eyes and mouth. 
 
E. Illumination Constancy 
For many computer-vision applications, as well as for data reduction in video 
compression, it is crucial to have constant illumination over subsequent images. 
However, the AC power frequency (usually around 50 or 60Hz) causes oscillation or 
ripple current in most electrically powered light sources. If the illumination cannot be 
stabilised, there are two alternative solutions to prevent ‘flicker’ in the captured video. 
The first is to use a shutter time that is equal to a multiple of the oscillation period. In 
case of a 100Hz period, the minimum shutter time is 10ms. In human behaviour 
analysis applications, this is not sufficiently short to prevent motion blur (e.g. by a fast 
moving hand). Another option is to synchronise the image capture with the 
illumination frequency. This requires special algorithms (e.g. [54]) or hardware (e.g. 
generating camera trigger pulses from the AC oscillation of the power source) and 
limits the video frame rate to the frequency of the illumination. 
 
F. Illumination / Camera Trade-off 
Experimenting with recordings of fast head and hand motions showed us that for a 
close-up video (where the inter-ocular distance was more than 100 pixels), the shutter 
time needs to be shorter than 1/200 seconds, in order to prevent significant motion 
blur. Obtaining high SNR with short shutter times requires bright illumination, a large 
lens aperture, or a sensitive sensor. Because illumination brightness is limited by 
safety and comfort of human beings, and the lens aperture is limited by the minimum 
required depth of field, video quality for human analysis depends highly on the sensor 
sensitivity. Therefore, it can be worthy investing in a high-quality camera, or sacrificing 
colour for the higher sensitivity of a monochrome camera. 
8) Video Post-Processing 
Depending on use of the image data, additional processing of recorded video may be 
required. Some camera models are able to perform a number of post-processing 
steps on-board already. We briefly describe the most common post-processing steps 
for computer vision applications: 
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1. Hot/cold pixel removal: Due to irregularities in sensor production, or the influence 
of radiation, some sensor locations have a defect that causes their pixel read-out 
values to be significantly higher (hot) or lower (cold) than the correct 
measurements. When these pixel locations are known by (frequent) testing of the 
camera, they can be ‘fixed’ either by compensating the value or by interpolation 
from the surrounding pixel measurements. For some camera models, 
irregularities from production are already compensated in the camera itself. 
 
2. Vignetting correction: Angle-dependent properties of the lens and image sensor 
can cause a difference in brightness, depending on the location in the image. 
Usually, it is a gradual decrease of brightness from the centre to the edges of the 
image. Vignetting can be estimated and inverted. Colour mapping: Mapping of 
pixel values can be necessary to compensate a non-linear intensity-response, to 
normalise intensity and contrast and/or, in the case of colour images, to achieve a 
correct white-balance or colour calibration. 
 
3. Lens distortion correction: If accurate geometric measurements need to be 
performed on the images, the non-linear lens distortions can be estimated and 
inverted, to approximate the linear perspective distortion of a pinhole lens. For 
colour cameras, chromatic aberration can be reduced by using a different lens 
distortion correction for the red, green and blue channels. 
 
4. Stereo rectification: If a large number of stereo disparity measurements have to 
be performed, it can be useful to convert the perspectives of a pair of cameras to 
simulate coplanar image planes with identical orientation. This causes all epipolar 
lines to be horizontal, thus aligned with pixel rows. Stereo rectification has to be 
combined with lens distortion correction. 
 
5. Video compression: Video compression is required when the rate of raw video 
data becomes too large to be practical. Then, a trade-off between quality, speed 
and storage size needs to be made. Real-time video compression can be 
attractive to eliminate a time-consuming off-line compression step, or to capture 
to a storage device which is not capable of handling the rate of the raw video data. 
However, the efficiency of contemporary multi-pass compression methods with 
variable bit rate (e.g. as in H.264) is significantly higher than what can be 
achieved with real-time compression. Furthermore, hardware compression 
solutions are often limited to specific resolutions and frame-rates, and may be 
more costly than additional HDDs and HDD controller cards that can store the 
raw video data with a sufficiently high rate. 
9) Microphones 
Since many audio processing methods are vulnerable to noise, the microphone setup 
is an important factor for accurate multimodal data capture. Placing a microphone 
close to the subject’s mouth will reduce background noise, but may occlude the 
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subject’s face or body. A head-mounted microphone with a small mouthpiece next to 
the cheek may provide a reasonable compromise for certain applications. When 
combined with a room (ambient) microphone, the person’s voice recorded by a 
head-mounted microphone could be separated even better from background noise. 
Alternatively, a microphone array may be used to focus attention to a particular spatial 
location [55]. 
10) Storage 
Currently, the Hard Disk Drive (HDD) is the most significant bottleneck of a 
conventional PC. Capturing to internal memory (RAM) is the best solution for short 
video fragments. However, many applications require significantly longer recordings 
than what can be stored in RAM. The fastest consumer HDDs, with Serial Advanced 
Technology Attachment (SATA) interface, currently start with a data rate of over 
100MB/s (at the outside of the platter) and gradually descent to a rate of around 
60MB/s at the end of the disk. The decrease in Write Transfer Rate (WTR) of a 1.5TB 
Seagate Barracuda disk is shown in Figure 2.4. 
 
 
Figure 2.4: Sequential write transfer rate of 1.5TB Seagate Barracuda HDD as a function of disk location 
 
Most high-end consumer motherboards provide SATA connections for six disks, 
including hardware RAID support, which will allow a total capture rate of 
approximately 500MB/s (depending on how much of the disk space is used for 
capture). Video streams from multiple cameras can be either written to separate 
HDDs, or to a single RAID0 disk that consists of multiple physical member HDDs. A 
RAID0 disk has a size equal to the number of member disks (N) multiplied by the size 
of the smallest disk, and a WTR that comes close to N× the throughput of the slowest 
disk. 
11) Mother-Board 
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After the HDD WTR, the motherboard is often the second most important bottleneck 
for data capture. Unfortunately, the actual performance of a motherboard is hard to 
predict, as it depends on a combination of many factors. But, first of all, it should have 
a sufficient number of storage connections, PCI-E slots, and memory capacity. 
 
The most obvious choice is to use a high-end server motherboard, with a chipset such 
as the Intel 5000 or better, supporting only Intel Xeon CPUs. However, this may be 
more costly than necessary. Recently, the gaming industry has developed some 
consumer motherboards that are very well suited for video capture, and belong to the 
lower price range products. 
 
Figure 2.5 shows the overview of the Asustek ’Maximus Formula’ board, used in our 
experiments, that has an Intel X38 chipset. It supports up to 8GB of ECC DDR2 
800MHz RAM and has 6 SATA connections (with RAID support), as well as the 
support for two Parallel-ATA (PATA) devices. This means that with 6 HDDs for image 
capture, a system disk and optical drive (for installing software) can still be connected 
to the PATA interface. The motherboard has two PCI-E×16 slots, which are connected 
directly to the Northbridge, and three PCI-E×1 slots connected to the Southbridge. 
 
 
Figure 2.5: Overview of Asus Maximus Formula motherboard with Intel X38 chipset 
 
During a video capture process, each Firewire Bus Card (FBC) transfers video data to 
DRAM, while the video capture application copies received video frames into DRAM 
frame buffers. From the frame buffers, the data is subsequently formatted (and 
possibly compressed) and transferred to the HDDs, connected to the Southbridge. 
The DMI link between North- and Southbridge limits the total HDD WTR to 1GB/s, 
minus overhead and other southbound data. The rate of northbound video data 
(coming from the FBCs) can be reduced by placing one or more of the FBCs in a 
PCI-E×16 slot (compatible with PCI-E×1, -×2 , -×4 and -×8), connected directly to the 
Northbridge. 
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When a PCI graphics card is used, five PCI-E×1 cards with dual IEEE 1394b bus can 
be installed, each of which supports 2×8 cameras. This totals to 740MB/s of video 
data from up to 80 cameras. Even more cameras could be connected through the 
on-board FireWire 400 and/or a PCI IEEE 1394b card. 
 
Other consumer-class motherboards with similar specifications are the Asustek 
‘Rampage Formula’ or ‘P5E Deluxe’ (which have the newer X48 chipset). The 
Gigabyte X38 or X48 boards are similar in functionality as well. Note, however, that 
there are reports of issues with audio recordings with these Gigabyte motherboards 
[56], related to high Deferred Procedure Call (DPC) latencies. 
 
When we replaced the motherboard in our setup with the Gigabyte GA-EX58-UD5 
(rev. 1.0, BIOS version F7), which has the more advanced X58 chipset, we regularly 
experienced a temporary audio dropout at the start of an A/V data capture process. 
This was solved by disabling ‘hyper-threading’ in BIOS. Hyper-threading has been 
re-introduced in the Intel Core i7 CPUs and provides a marginal increase in 
performance for some applications. 
12) Capturing Software 
Our proposed multi-sensor capture solution does not depend on the specific choice of 
software. However, when using COTS components, Microsoft Windows operating 
systems are currently the most suitable for multi-sensor applications. This is because 
the support of hard- and software for the mainstream consumer market is often solely 
aimed at these operating systems. 
 
The video capture is handled by ‘Streampix 4’ [57], which can record video to HDD, 
from multiple sources simultaneously, and in a format that allows sequential disk 
writing. The latter is essential to reach the full WTR of a HDD. After the recording, the 
sequences can be processed, exported and compressed by any installed video 
CODEC. 
 
When each sensor has its own capture software, controlling the starting, stopping and 
exporting of data recordings quickly becomes unmanageable. Unfortunately, many 
applications under MS Windows only work by Graphical User Interface (GUI), not 
allowing for scripting. This problem has been solved in the case of our system, by the 
freeware scripting package AutoIt v3, which can switch between applications, read 
window contents, activate controls and emulate keyboard and mouse actions. 
2.4 System Throughput 
The captured audio data consisted of 8 synchronous channels at 24-bit, 96 kHz 
sampling rate. This amounts to only 2.2MB/s of data that was streamed to the HDD, 
which also contained the operating system and the software. Because the video data 
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rates are orders of magnitude higher, and the data were streamed separately to the 6 
SATA disks (see Table 2.3), all our experiments concentrated on the video throughput. 
However, they were always conducted under the simultaneous audio capture. 
 
The 8 FireWire cameras were not enough to test the capture system to full capacity. 
Therefore, we added 10 more GE1050 GbE cameras (as in Table 2.3), set to capture 
a Region Of Interest (ROI) of 780x580pixels. The 8 FireWire cameras were connected 
through 2 PCI-E×1 dual FireWire cards on the south-bridge chip of the motherboard. 2 
of the GbE cameras were connected through the 2 motherboard LAN ports, also 
connected to the south-bridge chip. The other 8 GbE cameras were connected 
through 2 PCI-E×4 quad network adapter cards (as in Table 2.3), connected to the 
north-bridge chip. 
 
In subsection 2.4.1 we present the results of testing the throughput of data storage, 
followed by the results of actual sensor data capture in subsection 2.4.2. Subsection 
2.4.3 explains how a bottleneck in the system can be overcome, in order to capture 
more than double the amount of data. 
2.4.1 Storage Throughput Results 
To test the storage throughput of the system, we used the benchmarking tool ‘HD 
speed v1.5.4.72’. One instance of HD speed was used for each HDD, set to write with 
data blocks of 256kB. Figure 2.6 shows the WTR of writing to different numbers and 
configurations of HDDs simultaneously. These results show that the capacity of the 
SATA ports of the motherboard are affected by each other, as well as by the incoming 
video data. The SATA ports hinder each other mostly in pairs (see ‘1 pair’ in Figure 
2.6), although the 5th SATA port is able to maintain the full 124MB/s of the HDD under 
all of the tested circumstances. Connecting 3 disks to SATA ports of different pairs (‘3 
dsk’ in Figure 2.6) also allows writing at full HDD speed. When writing to all 6 HDDs, 
while simultaneously receiving video from 18 cameras at 60fps (‘6&Cam.’ in Figure 
2.6), the minimum WTR to each separate disk was 79.3MB/s. This means that the 
system could store up to 475MB/s of data, with all disks writing at the same rate. 
2.4.2 A/V Capture Throughput Results 
The maximum throughput of 475MB/s, found in subsection 2.4.1, only holds for 
sequential writing from a single source in 256kB blocks. When writing video data from 
multiple sources (e.g. cameras) to a single HDD, the actual throughput may be lower. 
When streaming the data to HDD from the 18 cameras and the 8-channel audio 
interface at the same time, the temporal resolution of the cameras had to be limited to 
40.1fps (313MB/s of data). Furthermore, to prevent the communication to the PCI 
graphics card from reducing the storage WTR, we had to disable displaying the live 
video. With 16 cameras, we could reach 49.9fps (346MB/s), and with 14 cameras we 
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could reach the full camera frame rate of 61.7fps (375MB/s). The CPU load during 
these tests was around 70%. 
 
When streaming the data from 3 cameras at 61.7fps (26.6MB/s per camera) to the 
same HDD, the data capturing could only ran successfully up to 40% of HDD space. 
This is due to the reduction of WTR on the inner parts of the HDD platters (see Figure 
2.4). This means that, with 14 cameras at full speed, the usable storage size is only 
571GB per disk, thus continuous capture is limited to two hours. With 12 cameras (2 
cameras per HDD), the full disks can be used to record up to 7.6hours at 61.7fps. 
 
 
Figure 2.6: Sequential disk write performance of the 6 SATA ports on the motherboard (ICH9R controller) 
for different configurations. From left to right, the WTR of ports 1 to 6 are shown shaded from black to 
white. ‘1 dsk’: writing to 1 HDD at a time. ‘1 pair’: writing to 2 disks simultaneously, through port 1&2, 3&4 
or 5&6, respectively. ‘3 dsk’: writing to 3 disks simultaneously, through port 1&3&5 or 2&4&6, respectively. 
‘6 dsk’: writing through all 6 ports at the same time. ‘6&Cam.’: same as ‘6 dsk’ but simultaneously 
streaming image data to memory, from 18 cameras of 780x580 pixels at 60fps. 
2.4.3 Results after System Upgrade 
The above results indicate that the capture system has a bottleneck in the SATA 
controller of the motherboard. To be able to capture from 14 cameras with a resolution 
of 1024x1024pixels and 59.1fps, we made a few modifications, shown in Table 2.3. 
The new GA-EX58-UD5 motherboard has more PCI-E slots connected to the 
north-bridge chip (1 PCI-E×4 plus 3 PCI-E×16), while not using the north-bridge for 
memory control anymore. Furthermore, we added an 8-port PCI-E×4 HDD controller 
card together with 8 extra SATA HDDs. Sequential WTR of this HDD controller was 
found to have a limit of 840MB/s, evenly distributed over all connected disks. 
 
12 of the cameras were connected through 3 quad port PCI-E×4 network cards. 2 
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cameras were connected to the 2 internal LAN ports of the mother-board. Streaming 
to disk from all 14 cameras together with audio resulted in a system load of around 
60% and was not affected by the displaying of live video. In this configuration, the total 
rate of the captured data is 830MB/s for a maximum recording duration of 6.7 hours. 
 
Table 2.3: Components of the modified capture system for 14 GigE 
Vision cameras with a resolution of 1024x1024pixels and 59.1fps 
Sensor Component Description 
12 monochrome video cameras Prosilica GE1050, 1024x1024 pixels resolution, max. 59.1fps 
2 colour video cameras Prosilica GE1050C, 1024x1024 pix. Bayer pattern, max. 
59.1fps 
3 quad port GbE Network cards Inter PRO/1000 PT Quad-port PCI-E×4 
HDD controller Fujitsu Siemens RAID-CTRL SAS 8 Port PCI-E×4 
2 SAS to SATA adapters Adaptec Internal MSAS x4 To SATA 
Room microphone AKG C 1000 S MkIII 
Head-worn microphone AKG HC 577 L 
External audio interface MOTU 8-pre Firewire 8-channel, 24-bit, 96kHz 
Computer Component Description 
14 Capture disks Seagate Barracuda 1.5TB SATA, 32MB Cache, 7200rpm 
System disk Samsung Spinpoint F1 1TB SATA, 32MB Cache, 7200rpm 
Optical drive SATA DVD RW 
6GB Memory 3x2GB 1600MHz DDR3 Corsair TR3X6G1600C7D 
Graphics card Matrox Millennium G450 16MB PCI 
Mother-board Gigabyte GA-EX58-UD5, ATX, Intel X58 chipset 
CPU Intel Core i7 920 S1366, 2.66GHz quad core, 8MB cache 
Extended ATX Case Thermaltake XASER VI 
Cooled HDD enclosure IcyBox Backplane System for 4x 3.5” SATA HDD 
PSU Akasa 1200W EXTREME POWER 
Software Application Description 
MS Windows Vista 64 bit 64-bit Operating System 
Norpix Streampix 4 Multi-camera video recording 
Audacity 1.3.5 Freeware multi-channel audio recording 
AutoIt v3 Freeware for scripting of Graphical User Interface control 
2.5 Sensor Synchronisation 
For many COTS sensor components, it is not possible to have external hardware 
control of the moments of data capture. When using software to synchronise data 
captured by different sensors, the synchronisation accuracy will be limited by the 
uncertainty in the latency between the sensor measurement and the handling of the 
data in the software. Depending on sensors, hardware and software, this latency may 
be anything from a few milliseconds up to more than hundreds of milliseconds. If there 
is no control over the exact sampling rates, synchronisation errors may even 
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accumulate during a recording. 
 
To synchronise between sensors, we centrally monitor the timings of all sensors, 
using the MOTU 8Pre external audio interface [58], connected to the capture PC 
through an IEEE 1394a connection. Since the analog inputs of the 8Pre are sampled 
using hardware-synchronised inputs (using the same clock signal), an event in one of 
the channels can be directly related to a temporal location in all other channels. The 
audio sampling rate determines the accuracy with which timing signals can be 
detected. The 8Pre can record up to 8 parallel channels at 24-bit, 96 kHz. For our 
application, we used a sampling rate of 48 kHz. This provides a 20µs granularity in 
determining signal timing. 
 
In subsection 2.5.1 we describe how to use this approach to synchronise sensors that 
have a trigger signal that can be externally measured. For sensors that do not have a 
measurable trigger signal, we describe how to accurately synchronise the PC system 
that captures the sensor data, in subsection 2.5.2. In subsection 2.5.3, we evaluate 
and discuss the synchronisation accuracy of eye gaze tracking data, synchronised 
without a trigger signal, followed by a discussion on sensor synchronisation in 
subsection 2.5.4. 
2.5.1 Synchronization of Sensors with a Trigger Signal 
When a sensor has a measurable trigger signal (such as cameras that are externally 
triggered, or have a strobe output), this signal is directly recorded alongside recorded 
sound, in a parallel audio track. Trigger voltages above the maximum input voltage of 
the audio interface can be converted with a voltage divider. The camera trigger pulses 
that we record in this way, can be easily detected and matched with all the captured 
video frames, using their respective frame number and/or timestamp. A rising camera 
trigger edge (see the 5th signal in Figure 2.7) can be located in the audio signal with 
an accuracy of 1 audio sample. This means that, with an audio sampling rate of 48 
kHz, the uncertainty of localising the rising camera trigger edge is around 20µs. The 
frame exposures of the slave cameras start around 30µs later than the triggering 
camera, with a jitter of 1.3µs [51]. When this is taken into account, the resulting 
synchronisation error between audio and video can be kept below 25µs. 
 
Another advantage of this synchronisation method is that it allows the usage of COTS 
software applications for capturing each modality separately. Any type of sensor can 
be synchronised with the audio data, as long as it produces a measurable signal at 
the data capture moment, and its output data include reliable sample counts or 
timestamps relative to the first sample. 
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2.5.2 Synchronizations of Sensors without a Trigger 
Signal 
For sensors that do not have a trigger output, such as the Tobii X120 Eye Tracker, the 
aforementioned synchronisation method is no longer applicable. The data recorded 
by the eye tracker is time-stamped using the CPU cycle counter of the computer that 
runs the Eye-tracker [20]. However, an additional procedure is required to relate a 
timestamp in local CPU time to the corresponding temporal location in the audio 
channels that are recorded with the MOTU 8pre in our setup. To establish this link, we 
developed an application which periodically generates and transmits timestamps of 
the momentary CPU cycle count time through the serial port. These timestamp 
signals are recorded in a separate audio track, in parallel to the microphone and 
camera trigger signals (see the previously subsection). Two examples of such a 
timestamp signal are shown in the 3rd audio track in Figure 2.7. 
 
 
Figure 2.7: 5 tracks recorded in parallel by MOTU 8pre audio interface. From top to bottom: (1) room 
microphone; (2) head microphone; (3) serial port timestamp output (transmitted at 9600bps), showing 2 
timestamp signals; (4) measured infrared light in front of eye tracker; (5) camera trigger. 
 
A pair of the temporal start location of the timestamp signal in the audio recording, 
together with the time of the remote system retrieved by decoding the message in the 
timestamp signal, allows to relate this temporal location in all parallel recorded audio 
channels (e.g. sound, camera trigger pulses or timestamp signals from another PC) to 
the time of the remote sensorial data capture system. When two or more of such 
temporal pairs are known, the linear mapping can be determined that relates all 
temporal locations in the audio recording to timestamps of the sensorial data captured 
by the remote system. 
 
We will first describe how the timestamp signals are generated using the serial port, 
followed by how they are extracted from the data recorded by the audio interface. 
Then, we describe how we use the recorded timestamps to find a linear time mapping 
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between the computer system and the audio samples and show the results of 
applying this to recorded sequences. 
1) Serial Port Timestamp Signal Generation 
A standard serial port (RS-232 compatible interface) is used to generate a timestamp 
signal every 0.5 seconds, at a bit rate that can be easily read with the utilised audio 
interface. In our recordings, we used the MOTU8pre at 48 kHz sampling rate and we 
configured the serial port to transmit at 9600 bits per second (bps). The output pin of 
the serial port is connected to the input pin. This allowed us to read back the 
transmitted timestamp to make an online estimate of the transmission latency, as 
described below. Each 16 byte long timestamp message consists of a concatenation 
of a marker pattern of 1 byte, two 4 byte numbers representing local time as a 
combination of seconds and microseconds, respectively, a 4 byte number 
representing the online prediction of the transmission latency in microseconds (which 
is applied to compensate the timestamp), 1 byte parity to detect possible error in the 
message, and 2 bytes appended to obtain a message length that is divisible by 8 (the 
length of most universal asynchronous receiver / transmitter (UART) chips’ internal 
first-in-first-out (FIFO) queue). The marker pattern is an alternating bit pattern that is 
used to locate the start of a timestamp message by the procedure that reads back the 
transmitted timestamps. 
 
Writing the generated timestamps to a serial port by a software application involves 
several steps that all take a certain amount of time to complete. The duration that the 
software application has to wait before the transmission command is completed 
depends on the speed of the system, as well as on other processes that may occupy 
the system for any amount of time. The time between writing the timestamp message 
to the port buffer and the commencing of the conversion of the message into an 
output signal, depends on the operating system architecture, the serial port hardware, 
as well as on the current state and settings of the hardware. All these latencies will 
cause a delay before the transmitted timestamp of the momentary local time is 
received by the audio input. If no compensation is provisioned, this will cause 
synchronisation inaccuracy. Therefore, we implemented an online estimation of the 
total transmission latency by reading back the serial port output directly into its input. 
Assuming that the process of transmission and reception are symmetric, the 
transmission latency can be found as half of the time needed for transmitting and 
receiving the timestamp signal, compensated by the duration of the signal. We use 
the running median of the estimated latencies of the last N transmissions as a 
prediction for the latency of the next transmission. The running median is robust 
against occasional extreme latencies, caused by other system processes that may 
block the transmission. The predicted latency is simply added to the timestamp, under 
the assumption that the timestamp will be exact at the moment of arrival. 
 
A problematic issue inherent to this approach is that exact signal duration needs to be 
known in order to estimate the transmission latency (to be compensated by the signal 
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duration). This proved to be impossible to achieve in a straightforward manner. Due to 
the difference between the actual frequency of the UART chip’s internal oscillator and 
its nominal frequency, the actual rate of transmission deviates slightly from to the 
specified bit rate, depending on the hardware. The difference is large enough to 
cause a significant deviation between the actual signal duration and the duration 
expected based on the message length and the specified bit rate. However, the actual 
bit rate of a specific serial port can be assumed to remain constant over time. Thus, it 
can be estimated beforehand by comparing the measured transmission times λ1 and 
λ2 of two messages of different bit lengths N1 and N2 (including start and stop bits), 
defined as follows: 
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where R is the bit rate, and Tw and Tr relate to the (unknown) time needed to write to 
and read from the serial port buffer, respectively. Assuming symmetry, T = Tw = Tr, the 
bit rate R can be estimated as follows: 
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The estimation of R from a sufficiently large number of measurements is used as an 
input parameter in our timestamp signal generator application. 
 
Figure 2.8 shows our timestamp generation programme. For the PC where the gaze 
tracker was running and which we synchronised with our A/V recordings, the 
measured transmission latency (for messages with a size that is a multiple of 8 bytes) 
was usually around 30µs. However, occasional outliers from this average can occur 
when transmission is interrupted by another system event. The largest outlier we 
came across during 7 hours of recording was around 25 milliseconds. 
2) Timestamp Signal Processing 
The binary (on/off) timestamp messages are extracted from the recorded audio signal 
by detecting the start and end moments of a message, and finding the transitions 
between the ‘off’ and ‘on’ level. Because of a high-pass filter used in the audio 
processing, the timestamp signal contains some vertical skew (see Figure 2.9). This is 
compensated by interpolating the ‘off’ level according to the steady-state level before 
and after the timestamp signal. 
 
 35 
 
Figure 2.8: The timestamp generation programme 
 
 
Figure 2.9: A binary (on/off) timestamp signal output from a serial port, recorded as an audio channel. A 
high-pass filter used in the audio processing causes vertical skew along the timestamp, while an 
anti-aliasing filter causes ripple around the step edges. The skew is compensated before reading the 
timestamp message, by a linear interpolation of the steady state level before and after the timestamp. 
3) Computer Synchronization Evaluation 
A pair of a detected onset moment of a timestamp signal in the recorded audio, 
together with the timestamp itself, can be used to relate the time in the audio 
recording to the time of the external system. Since hardware clocks in different 
systems do not run at (exactly) the same rate, one timestamp is not enough to 
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synchronise two systems. However, clocks that are driven by a crystal-oscillator (as is 
the case for practically all modern equipment) do run at a very constant rate. 
Therefore, we could find a linear mapping between audio sample number and the 
time of the external system, by applying a linear fit on all two-dimensional time 
synchronisation points (timestamps with corresponding audio time) that are received 
during a recording. To do so, we used linear regression with outlier exclusion. To have 
an idea about the consistency of individual timestamps, Figure 2.10 shows the 
distribution of the time-difference of each individual timestamp compared the linear 
regression on all timestamps in one of our recordings. This shows that the timestamp 
signals were received and correctly localised within 1 audio sample (20µs) from the 
linear fit. Table 2.4 (a) shows statistics of the Root Mean Square Error (RMSE) (taking 
the linear fit as ground truth) over 87 recordings. In the RMSE measurements of the 
timestamps, we excluded the largest 1% of offsets (containing occasional extreme 
outliers). If we can assume that the previously described latency compensation is 
unbiased, these results imply that an external system can be synchronised with an 
accuracy of approximately 20µs. The actual accuracy will depend on the linear 
regression method that is applied and on the length of a recording (the number of 
timestamp signals received). 
 
Table 2.4: Statistics of estimated root mean square errors (RMSE) in 87 
recordings of approximately 5 minutes long, measured in number of 
Audio Samples (AS) at 48 kHz or in µs. From left to right, this table shows 
the average, standard deviation, minimum and maximum of the RMSE 
estimated in 87 recordings. 
 measure av. RMSE σ RMSE min. RME max. RMSE 
(a) Timestamp arrival vs. its 
linearization 
0.348 AS / 7.25µs 0.546µs 6.51µs 9.38µs 
(b) IR pulse time vs. its 
linearization 
0.235 AS / 4.90µs 1.03µs 3.44µs 9.74µs 
(c) Gaze data timestamp vs. 
IR pulse time 
22.4 AS / 467µs 287µs 122µs 1443µs 
(d) Linearised gaze data vs. 
IR pulse time 
15.2 AS / 317µs 298µs 35.9µs 1.412µs 
2.5.3 Results for Synchronization without a Trigger 
Signal 
In our experiments, the external system to be synchronised with the A/V data capture 
system was a PC running the Tobii X120 eye tracker. The Tobii X120 is connected to 
the PC by an Ethernet connection. The Tobii Studio software package records the 
gaze tracking data with timestamps that are translated to the PC’s local time, based 
on the CPU cycle counter. For this translation, the clocks in the Tobii X120 and the PC 
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are continuously synchronised by a protocol incorporated in the Tobii Studio software. 
 
 
Figure 2.10: Histogram of the time differences between detected onsets of timestamp signals from a 
linear fit on all timestamps in one recording. A timestamp signal is based on the CPU cycle counter of an 
external PC, transmitted through its serial port and recorded as an audio signal at a sampling rate of 48 
kHz. 
 
The Tobii X120 Eye tracker contains two cameras and two pairs of Infra Red (IR) light 
emitters of different type. The X120 has to rely completely on IR light, because the 
cameras are behind a filter glass that is opaque to visible light. The IR emitters are 
turned on during each image capture. Therefore, the moment of an IR flash should 
correspond to the moment of gaze data capture. Using a photo diode that is sensitive 
to IR, we could record these flashes as a sensor trigger signal in one of the audio 
channels and estimate the accuracy of synchronisation of the gaze data. Note that we 
cannot be sure that the IR light emissions correspond exactly to the data capture 
intervals, since this information about the working of the Tobii X120 is not provided. In 
any case, the data capture interval is limited by the IR emission intervals, since there 
is no light to capture without illumination. A data capture interval being (much) shorter 
than the IR emission would be unlikely, since the emitted light is already scarce due to 
the limited maximum power of the emitters, as well as due to the safety regulations 
imposed on the exposure of the human eye to the IR light. 
 
An example of the comparison between the timestamps of the captured gaze data 
and the IR flashes is shown in Figure 2.11. Note that, for our experiments, we have 
set the Tobii X120 to 60Hz rather than 120Hz, because this allows more freedom of 
head movement [20]. The timestamps assigned to the gaze data by the Tobii Studio 
software corresponded mostly to the middle of the time interval of the IR flashes. 
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Figure 2.11: Comparison between infrared light flashes from the Tobii X120 eye tracker (set to 60Hz) and 
the timestamps of the recorded gaze data. The infrared light, measured by a photo diode in front of the 
Tobii X120, is recorded by an audio interface at 48 kHz. In this fragment, the largest deviation between 
the centre of the time interval of the IR flash and its corresponding data timestamp is 1.46ms. 
 
Apart from a few outliers, the IR flashes showed a high temporal regularity. Figure 
2.12 shows the distribution of the time-difference of each individual estimated centre 
of an IR flash time interval compared to a linear fit to all centres, for one of our 
recordings. The majority of the flashes are located within 0.5 audio samples (10µs at 
48 kHz) from the linear fit. Table 2.4 (b) shows statistics of the Root Mean Square 
Error (RMSE) measure over 87 recordings, with a worst-case RMSE being 5.96µs. 
Besides the temporal regularity of the IR flashes, this also suggests that the 
localisation of flash moments is reliable and that the audio sampling rate of the audio 
interface is constant. 
 
 
Figure 2.12: Histogram of the difference of the estimated time interval centres of IR flashes, compared to 
their linear fit. Flashes were recorded with a photo diode connected to an audio input and placed in front 
of the Tobii X120 eye tracker. 
 
Assuming that the centres of the time intervals of the IR flashes are the actual 
moments of gaze data capture, and that each gaze datum and its nearest IR flash 
correspond to each other, we can evaluate the accuracy of the gaze data timestamps 
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after converting them to the corresponding time in the audio recording using the 
previously described linear mapping described. Figure 2.13 shows the progression of 
the estimated gaze data timestamp error over time, for one of our recordings. In 
contrast to the high temporal regularity of the IR flashes, the timestamps of the 
captured gaze data show highly irregular differences with the IR flash moments. Since 
the synchronisation between the PC and the audio interface is linear over the entire 
recording, the only possible sources of these irregularities can be an inconsistent 
latency in the LAN connection between the Tobii X120 and the PC, or a variation in 
how long it takes before the incoming data is processed by Tobii Studio. Table 2.4 (c) 
shows statistics of the RMSE over 87 recordings and Figure 2.14 shows the 
distribution of the gaze data timestamp errors over all recordings. We have excluded 
data samples for which one half of the expected IR flash interval was missing. We 
could not be sure about the flash interval centre for these cases; thus we had no 
baseline to determine the error. 
 
The largest error we measured overall was 3.6 milliseconds. This means that the 
timestamp of a gaze datum can be corrected by the closest IR flash interval centre, 
localised with an accuracy of 0.5 audio samples (10µs at 48 kHz). 
 
Knowing that the Tobii X120 records the data at regular intervals, a straightforward 
way to improve the accuracy of assigned timestamps (without recording the IR pulses) 
is by fitting a linear function directly to the gaze data timestamps. The result of this 
correction for the first recording is shown as the gray line in Figure 2.13. The related 
statistics for the RMSE are shown in Table 2.4 (d). Linearising led to an overall 
improvement of around 32%. Although the amount of improvement varied a lot per 
recording, it led to a lower RMSE in all cases. In longer recordings, the benefit of 
linearising the timestamps will be more significant. 
 
 
Figure 2.13: Estimated gaze data timestamp error over time, in comparison to the interval centre of the 
closest IR flash, measured in the audio recording. 
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Figure 2.14: Histogram of the difference between a gaze data timestamp and the time interval centre of 
the corresponding IR flash, measured over 87 recordings of approximately 5 minutes long. The most 
extreme offset measured among these 2028526 data samples was 3.60milliseconds. 
2.5.4 Discussion on Synchronization 
Capture software running on different PCs can be synchronised by letting each PC 
transmit its CPU cycle count as timestamp signals outputted by the serial port. The 
timestamp signals from multiple PCs can be recorded as separate channels in a 
multi-channel audio interface, making use of the hardware-synchronisation between 
the different audio channels. Furthermore, Radio Frequency (RF) transmission of 
these timestamp signals allows for wireless integration of various systems [39]. And 
since the same timestamp signal can be connected to multiple audio interfaces, it also 
allows straightforward expansion of the number of synchronised audio channels, 
beyond the capacity of any single audio interface. 
 
The above-discussed experiments show that synchronisation by transmitting 
timestamp signals through the serial port, can be done with an accuracy of 
approximately 20µs. However, the exact accuracy depends on various delays of 
sensor measurements, data recordings and synchronisation between 
sensor-hardware and the CPU cycle count of the PC that captures the data. The 
example of the Tobii X120 eye tracker demonstrates that the synchronisation of two 
data capture systems is not a trivial matter. When synchronising captured data with 
data captured by another system, one has to make sure that the data has been 
captured with sufficient accuracy in the first place. Therefore, in order to avoid relying 
on synchronisation protocols with insufficient, uncontrollable, or unknown uncertainty, 
it is recommendable to use sensors with a measurable trigger signal. 
2.6 Conclusion 
In this chapter, we have shown that it is feasible to build a complete solution for 
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multi-camera and multi-sensor data capture, with accurate synchronisation between 
modalities and systems, using only Commercial Off-The-Shelf (COTS) hardware 
components. Our approach does not require complicated or expensive 
synchronisation hardware, and allows the usage of separate capture software for 
each modality, maximising flexibility with minimal costs.  
 
Using low-cost COTS components, we built an audio-visual data capturing platform 
that was capable of capturing 7.6 hours of video simultaneously from 12 cameras with 
resolutions of 780x580 pixels each, at 61.7 fps, together with 8 channels of 24-bit 
audio at 96kHz sampling rate. When capturing from 18 cameras, a bottleneck in the 
south-bridge chip of the system’s motherboard limited the frame rate to 40.1fps. Using 
a motherboard with more high-bandwidth PCI-E slots connected to the north-bridge 
chip, together with a PCI-E×4 HDD controller for 8 extra HDDs, we were able to 
record 8 channels of audio together with the video from 14 GigE Vision cameras of 
1024x1024 pixels at 59.1fps, for a duration of 6.7 hours. The total captured data rate 
of this configuration is 830 MB/s. 
 
For sensor synchronisation, we have proposed to use a multi-channel audio interface 
to record audio alongside the trigger signals of externally triggered sensors. 
Experiments showed that this approach can achieve a synchronisation error below 
10µs, compared to 11ms or more for the compared commercial audio-visual recording 
solutions. For sensors without an external trigger signal, we have presented a method 
to generate timestamp signals with a serial port, allowing us to synchronise a PC that 
captures sensor data. Experiments show that the resulting synchronisation of a CPU 
cycle counter is accurate within 20 µs. In practice, however, synchronisation will be 
limited by jitter and uncertainty in latencies in the actual sensor’s hardware and 
software. Synchronised eye gaze data from a Tobii X120 eye tracker showed errors 
up to 3.6ms. Because the data was recorded at 60Hz (with 16ms intervals), we could 
use the infrared light pulses, emitted during data capturing of the Tobii X120 and 
measured with a photo diode, to correct the errors up to 10µs accurate. 
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3. HCI^2Framework: A Software 
Framework for Multimodal 
Human-Computer Interaction Systems 
3.1 Introduction 
Due to the complexity of the problem domain, multimodal human-computer interaction 
systems usually need to be built from a large number of smaller function units, each 
aiming at performing a very specific task (such as face detection and tracking, facial 
landmark detection, facial expression recognition, hand gesture recognition, speech 
recognition, data fusion and so on) within the entire processing pipeline [2] [3] [87]. 
Therefore, how we can effectively and efficiently integrate these function units into a 
single MHCI system is a practical question that needs to be investigated. 
 
Releasing libraries implementing the algorithms proposed in research papers is a 
common practice within the human behaviour understanding community. There are 
also more comprehensive SDKs available to developers, such as OpenCV and 
LibSVM [83]. However, building MHCI systems directly on top of these libraries and 
SDKs is often a time-consuming and error-prone process. Since the interfaces (i.e., 
data structures and exported functions / classes) provided by the libraries and SDKs 
may vary drastically, using them directly in the same system would require large 
amounts of glue code. Writing glue code not only takes time, but also leads to more 
chances of introducing BUGs into the resulted system. Furthermore, usually a system 
developed in this way cannot be easily modified to utilise newer algorithms and / or to 
cope with different application scenarios because any change to the system’s internal 
structure would require time-consuming refactoring of the glue code. 
 
Therefore, having an appropriate software integration framework that eliminates the 
excessive need of glue code would greatly ease the development of MHCI systems 
by streamlining the development cycle and providing better support to potential 
system upgrade. 
3.1.1 Requirements for the Software Framework 
An ideal MHCI system is expected to be, extendable, responsive, ‘transparent’, and 
robust [1] – [4], [7]. Hence, we propose a number of requirements for the software 
framework with which the MHCI system is to be developed, summarized into the 
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following aspects. 
1) Flexibility 
Due to the complex nature of MHCI systems and the algorithms they utilise, flexibility 
on both system level and module level is essential. 
 
On system level, any complex system structure should be supported. Because 
feature-level and model-level (rather than decision-level) 
multimodal-data-fusion-based approaches are receiving increasing attention [4] [5], 
algorithms dealing with different modalities are becoming more and more 
interdependent. With this trend, complex spatial and temporal module relationships 
within MHCI systems should be expected and therefore should be supported by the 
framework. 
 
In addition, the framework should also support dynamic system structure 
reconfiguration. Considering that most algorithms only work well under very specific 
conditions, dynamic system structure reconfiguration would be an effective approach 
towards achieving an adaptive and robust performance at system level. For instance, 
consider a general facial feature point detector (FFPD) which works well for both 
frontal view and profile view faces. Complexity of such an algorithm is usually much 
higher than that of a specialized detector (e.g. two FFPDs optimized for frontal and 
profile images respectively which are activated / inactivated at runtime depending on 
the current face view). 
 
On module level, because algorithms dealing with different modalities may vary 
drastically, the framework should not pose restrictions on the modules’ internal 
structure. In other words, local / remote procedure call (LPC/RPC)-based approaches, 
which often require modules to be written in a predefined format based on specific 
call-back mechanisms, do not suffice. 
2) Middleware Performance 
Since audio and video signals, which are both high-bit-rate streams, are the primary 
information sources in most MHCI systems, the framework’s underlying 
communication middleware should be able to efficiently deliver large amount of data. 
 
Moreover, because MHCI systems are expected to react in real-time to users’ 
(interactive) actions, a long time spent on message delivery is unwanted, especially in 
large systems where message latencies at each level of the processing cycle 
accumulates over time in which the MHCI system is used. This requires the 
communication middleware to facilitate message delivery with short latency. 
 
In addition, to achieve high overall efficiency for developed MCHI systems, it is 
important for the framework to keep its resource consumption low and support 
compiled modules (modules written in languages such as C/C++). 
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3) Communication Reliability 
Data loss may not have severe impact for systems having fixed structure where only 
data messages are transmitted between modules. However, for a system which may 
reconfigure its structure based on triggers, loosing such messages would result in 
significant performance loss. Therefore, the framework should guarantee successful 
message exchange or, at least, it should notify the sender if the delivery fails. 
4) Error Tolerance 
It is not uncommon for prototype modules to crash (or being terminated by a 
third-party debugger) at run-time due to BUGs or invalid / unexpected input. In such 
cases, the framework should be able to quarantine the error and keep other parts of 
the system (including the framework it self) unaffected.  
5) Module Reusability 
Reusability is crucial for rapid prototyping and testing. This is especially true for the 
front-end and low-level modules (e.g. video / audio capturers, face detectors, audio 
feature extractors, etc.), which are commonly a part of MHCI systems. To facilitate 
module reusability, the modules should be implemented as application / system – 
independent, preferably in (compiled and packaged) binary form. 
6) Software Usability 
A good user interface is essential for satisfactory user satisfaction. The software 
framework, despite the fact that its targeted users are software developers and 
researchers, is no exception from this rule. Instead of providing a set of loosely 
correlated utilities, the software framework should deliver an easy-to-use integrated 
graphical working environment enabling the developers to build, test, and maintain 
their systems easily. 
3.1.2 An Overview of Existing Tools 
There are a number of existing tools of the kind we describe here. These tools can be 
categorized into two types: software frameworks based on LPC/RPC [8] [11] [25], and 
message passing middleware based on publish / subscribe (P/S) architecture [9] [10] 
(and their extensions such as Fleeble [13] and SEMAINE API [26] [27]). 
 
The LPC/RPC-based software frameworks generally have good performance in terms 
of data throughput, message latency, resource consumption level, and 
communication reliability. They also provide good support to the development of 
reusable modules and systems through GUI-enabled IDE. However, they usually lack 
flexibility (on both system and module levels) and are easily crashed by faulty 
modules. 
 
Since the data transport in LPC/RPC-based approach is usually achieved by a 
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direct-call function of the module’s data export interface, the connection between 
modules often involves exchange of pointers. This scheme may result in tightly 
coupled systems. One limitation of this approach is that it hardly supports feedback 
loops and dynamic system reconfiguration (i.e., modifying the system’s internal 
structure at runtime). In addition, because all modules are required to follow a 
predefined call-back mechanism to facilitate data transport, the possible ways in 
which the modules can be implemented internally are limited. Last but not least, 
because tightly-coupled systems are prone to cascading failure, one faulty module 
may cause the entire system to break down. 
 
In comparison, the existing message passing middleware usually support flexible 
spatial and temporal structure of the system and are more robust against module 
crashes. However, these tools often have poor performance in terms of data 
throughput, message latency, and resource consumption level. For example, both 
Psyclone and ActiveMQ are designed for the development of large scale distributed 
systems and internet applications [9] [10], hence their data-transport protocols are 
derived from TCP/IP, which is a suboptimal mean of inter-process communication 
(IPC). Although Fleeble [13] had a different design goal, it relies on Java Message 
Service (JMS), which is also based on TCP/IP and resulted in a similar performance 
penalty. The current version of SEMAINE API shares the same problem because it 
uses ActiveMQ as its underlying message passing middleware [26] [27]. 
 
In addition to the common performance problem, Psyclone and ActiveMQ also lack 
built-in support to the development of reusable modules. Although the P/S 
architecture naturally eliminates the dependency between modules [14], the modules 
are still dependent on their (usually hard-coded) local environment (i.e., the channels 
they subscribe and / or publish to), hence, lack of reusability support. Moreover, 
neither Psyclone nor ActiveMQ featured a compact (visual) representation of the 
system structure and an easy mean for users to control the system at runtime. 
 
A comprehensive overview of these tools is provided in Table 3.1 (note that the HCI^2 
Framework is also included in the table for direct comparison). As shown in the table, 
none of them fulfils all of the aforementioned requirements. Therefore, we set out to 
develop our own software integration framework. 
 
Table 3.1: An overview of existing software integration toolsa 
Flexibility Software 
Framework Restrictions to System 
Structure 
Dynamic System 
Structure 
Reconfiguration 
Restrictions to 
Module’s Internal 
Structure 
Microsoft 
DirectShow [8] 
No feedback loops Not supported Must comply to 
predefined callback 
mechanism 
Open-Interface No multicast Not supported Must comply to 
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[11] predefined callback 
mechanism 
EyesWeb [25] None Not supported Must comply to 
predefined callback 
mechanism 
Psyclone AIOS 
[9] 
None Supported None 
ActiveMQ [10] None Supported None 
Fleeble [13] None Supported None 
SEMAIN API 
[26] 
None Supported None 
HCI^2 
Framework 
None Supported None 
Middleware Performance Software 
Framework Data Throughput Message Latency Resource 
Consumption Level 
Microsoft 
DirectShow [8] 
> 800 MB/s < 1ms CPU usage < 1% 
Open-Interface 
[11] 
Could not be tested due to the lack of working examples in public domain. 
EyesWeb [25] > 800 MB/s < 1ms CPU usage < 5% 
Psyclone AIOS 
[9] 
< 140 MB/s Up to 6900 ms CPU usage < 80% 
ActiveMQ [10] < 100 MB/s Up to 650 ms CPU usage < 50% 
Fleeble [13] Did not test because it does not support C++. 
SEMAIN API 
[26] 
Same as ActiveMQ 
HCI^2 
Framework 
> 800 MB/s < 1ms CPU usage < 1% 
Software 
Framework 
Communication 
Reliability 
Error Tolerance Module Reusability 
Microsoft 
DirectShow [8] 
Guaranteed by design The system will crash if 
any module crashes 
Modules can be reused 
in other systems without 
modification 
Open-Interface 
[11] 
Guaranteed by design The system will crash if 
any module crashes 
Modules can be reused 
in other systems without 
modification 
EyesWeb [25] Guaranteed by design The system will crash if 
any module crashes 
Modules can be reused 
in other systems without 
modification 
Psyclone AIOS 
[9] 
Message loss detected Unaffected by module 
crashes 
The source code may 
need to be changed if a 
module is to be reused 
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ActiveMQ [10] Timed-out messages 
may be discarded 
without notice 
Unaffected by module 
crashes 
The source code may 
need to be changed if a 
module is to be reused 
Fleeble [13] Timed-out messages 
may be discarded 
without notice 
Unaffected by module 
crashes 
The source code may 
need to be changed if a 
module is to be reused 
SEMAIN API 
[26] 
Same as ActiveMQ Unaffected by module 
crashes 
Modules can be reused 
in other systems without 
modification 
HCI^2 
Framework 
Guaranteed by design Unaffected by module 
crashes 
Modules can be reused 
in other systems without 
modification 
Usability Software 
Framework GUI-Enabled IDE Supported Languages Note 
Microsoft 
DirectShow [8] 
Provided C++, C#, VB Module development is 
relatively hard 
Open-Interface 
[11] 
Provided C++, Java, Matlab Poor documentation 
EyesWeb [25] Not provided C++  
Psyclone AIOS 
[9] 
Not provided C++, Java BUGs including 
deadlock, access error 
and connection failure 
were detected 
ActiveMQ [10] Not provided C++, Java Memory leak were 
detected 
Fleeble [13] Limited (no graphical 
system structure 
representation) 
Java  
SEMAIN API 
[26] 
Provided C++, Java  
HCI^2 
Framework 
Provided C++  
a. All tests were conducted with Intel Core i5 CPU (4 cores) and 4 GB of memory. 
3.2 Conceptual Design 
3.2.1 Publish / Subscribe Architecture 
The core of the HCI^2 Framework consists of a middleware facilitating Publish / 
Subscribe (P/S) communication between modules at runtime. Figure 3.1 illustrates an 
example system containing three modules built with the HCI^2 Framework. Each 
module is built as a standalone executable, which internally calls the module-side 
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(communication) adapter of the framework to exchange messages with other modules. 
Different from local / remote procedure-call-based approaches, in which modules are 
implemented as components (DLLs, COM objects, and so on), and are called by the 
framework or other modules, modules in the HCI^2 Framework are granted explicit 
control over their own execution route. In other words, these modules do not have to 
follow any predefined internal structure model as long as they can correctly call the 
framework’s module-side adapter whenever communication is needed. In this way, a 
high degree of flexibility at module level is achieved. 
 
 
Figure 3.1: Structure of an example system built with the HCI^2 Framework. 
 
As illustrated in Figure 3.1, modules do not send messages directly to each other, but 
do so via logical message dispatchers, which are called channels. Channels are 
named entities that allow a single message to be dispatched to any number of 
receivers which have previously shown ‘interest’ in receiving information from the 
channel in question [13] [14]. The mechanism behind is as follows. A module informs 
the framework if it is ‘interested’ in messages of a certain type by subscribing to the 
channel dedicated to that type of messages. Then, whenever a message is sent 
(published) to that channel, the message is automatically routed to all subscribers. 
With this P/S mechanism, modules at both sending and receiving ends are effectively 
isolated, which means that their dependency on the presence of assumed upstream 
and / or downstream modules is eliminated. In other words, a module can be used in 
any circumstance as long as appropriate channels, which are always the same type of 
entities but with different names, exist. Therefore, development and using of context- 
and state-free modules become possible [14]. 
 
With this P/S architecture, the structure of the system is fully defined by the collection 
of channels and modules subscribed to those channels. This simple and intuitive 
representation of system configuration brings great flexibility since it does not impose 
any explicit restriction on the topology of the network of modules. 
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Dynamic system reconfiguration is facilitated by allowing modules to initiate and / or 
cancel subscriptions to channels at runtime. Execution of remaining modules is 
completely unaffected because each module only sees its input and output channels 
but not the upstream and downstream modules. Therefore, dynamic system 
reconfiguration is implicitly and naturally supported by the P/S architecture of the 
HCI^2 Framework. 
 
All channels reside on a runtime system manager (server). It represents a central 
repository which stores all information regarding current system configuration at 
runtime, including a list of channels, a list of working modules, and their subscriptions. 
Although this central repository is not required in theory, it effectively represents the 
system configuration at runtime. In fact, the data transport protocol requires each 
module to carry a copy of a subset of this information. In order to maintain consistency 
between all these copies, TCP connection is established between every module and 
the system manager. A system management protocol is then used to synchronize 
each module’s local copy of configuration information with the original copy stored in 
system manger whenever changes occur. More details on this issue are given below. 
3.2.2 Data Transport 
Recall that achieving high data rate, low latency, and reliable data transport, which 
was not met by tools like Psyclone and ActiveMQ, is one of the most important 
requirements of a MHCI-supportive software framework. 
 
There are many protocols designed for efficient data transport such as the Java 
messaging service (JMS) [10] used by ActiveMQ and the real-time transport protocol 
(RTP) [92], which is primarily used for delivering audio and video data over network. 
Because these protocols are designed to facilitate communications over a computer 
network, they are invariably based on TCP/IP, which, as we will show below, is not the 
most efficient mean of inter-process communication when both peers are running on 
the same computer. This means that using one of these protocols in our proposed 
framework for data transport would be a suboptimal choice in terms of data 
throughput. In fact, these methods’ deep protocol stack and complex protocol 
operations designed to counter packet loss and other types of low level 
communication failures, which will not occur at all when all peers are on the same 
computer, further worsens their performance. Furthermore, the complexity of these 
protocols may also have a negative impact on system stability due to potential BUGs 
in the protocols’ complicated implementation.  
 
Therefore, we decided to design our data transport protocol from scratch using the 
most efficient and reliable inter-process communication method as its basis. We also 
tried to keep the protocol as simple as possible to maximize its performance in terms 
of data throughput. 
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1) Choosing Inter-Process Communication Method 
Because the data transport between modules in our framework is basically 
inter-process communication (IPC), it is important to choose a proper underlying IPC 
method in order to fulfil all aforementioned requirements. The following criteria are 
crucial when choosing an appropriate method. 
 
1. The method should be general enough to support any number of concurrent 
communication sessions, with messages having arbitrary length. 
 
2. The method should be reliable enough to guarantee ordered data delivery (first 
sent, first received). 
 
3. The method should be efficient enough, which means it should have the potential 
to support high data rate and low latency communication. This also means that 
more fundamental methods would be favoured to avoid performance overhead. 
 
Cross-platform support is another concern for the underlying IPC method. In general, 
it is desirable to use an IPC method available to most widely-used operating systems 
including Windows, Linux and OS X. This limits our choices to a subset of 
POSIX-compliant IPC methods including TCP socket, UDP socket, pipes, RPC and 
shared memory. Among these options, UDP is not reliable enough (since 
packet-dropping is allowed), while RPC and pipes can be inefficient (because they are 
often implemented in terms of shared-memory and / or TCP), only TCP and shared 
memory meet our requirements. 
 
In practice, TCP is favoured by many exiting tools including Psyclone and ActiveMQ 
due to its convenience of use and its ability to connect multiple computers. However, 
our experimental comparison between TCP and shared memory, summarised in Table 
3.2 (results shown are obtain on Windows), shows that shared memory can support 
much higher (up to 10 times) data throughput than TCP under every CPU 
consumption constraint.  
 
Table 3.2: Comparison between TCP and Shared Memory 
CPU Usage
a
 Data Rate of TCP Data Rate of Shared Memory 
5% 9 MB/s 90 MB/s 
20% 34 MB/s 230 MB/s 
35% 40 MB/s 245 MB/s 
50% 55 MB/s 225 MB/s 
65% 73 MB/s 245 MB/s 
80% 80 MB/s 280 MB/s 
a. Conducted on a ThinkPad T43 laptop with 2.0 GHz Pentium M CPU and 1 GB of memory. 
 
The major limitation of shared memory is it cannot be used to exchange data between 
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different computers. Nonetheless, this disadvantage is considered acceptable for two 
reasons. Firstly, since our framework is primarily designed to facilitate 
single-computer applications, network communication is not a major concern for data 
transport.  Secondly, in cases when message exchanging between sub-systems 
running on different computers becomes necessary, it would be more efficient to 
reuse other TCP-based tools to handle network-communication while still using the 
shared memory-based protocol for local data transport than to delivery all messages 
via TCP. 
 
Hence, we choose shared memory as the underlying IPC method. 
2) Data Transport Protocol 
The data transport protocol specifies an asymmetric, on-way data transmission 
scheme. Namely, the protocol defines two different types of entities, which are 
message publishers and message consumers (subscribers). The correspondence 
between publishers and subscribers is not restricted to one-to-one relations. In other 
words, a publisher may send data messages to a number of subscribers while a 
subscriber may also receive from arbitrarily many sources. Normally, a module should 
implement one subscriber to buffer all incoming messages, and a number of 
publishers, each corresponding to a channel that the module publishes to. In this way, 
two-way communication is achieved on module level.  
 
Internally, message publishing is achieved by sequentially sending the message to 
each subscriber in a peer-to-peer (PTP) manner. Thus, we first introduce the 
specification of this PTP communication scheme, and then explain how it is extended 
to facilitate one-to-many message publishing. 
 
Unlike most IPC methods, shared memory is hardly a communication method. It 
simply allows developer to create named global memory block, which can be mapped 
into processes’ address space in order to share data across process boundary [18] 
[28]. There is no automatic locking for the memory block for data corruption 
prevention, but the content of mapped buffer is guaranteed to remain consistent when 
it is accessed from different processes [18] [28]. 
 
Therefore, as the basis for the P/S communication, we define a protocol implementing 
a reliable peer-to-peer (PTP) communication through shared memory, as described 
below: 
 
1. Each peer allocates a named shared memory block, to be used as its local inbox. 
Within the block, the first 4 bytes in the address space are used to store an 
unsigned integer representing the total amount of data currently stored in the 
inbox. The remaining space is used to queue received data messages. 
 
2. The structure used to represent data messages is shown in Figure 3.2. Each 
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message consists of a content string (pointed by m_pchBufContent member) 
appended to a header section (represented by other members, excluding 
m_tmReceived and m_tmRetrieved, which are filled by the receiving peer, thus 
are not transmitted through shared memory). The messages are serialized into 
byte strings when they are written into the receiving peer’s inbox. During 
serialization, members with fixed length are directly mapped to their in-memory 
representation, while string members are saved into C strings, namely, character 
arrays ended with an additional ‘\0’. Figure 3.3 shows a comprehensive 
illustration of the memory layout in a typical receiving peer’s shared memory 
block. 
 
struct SHCI2Time 
{ 
 unsigned short m_wYear; 
 unsigned short m_wMonth; 
 unsigned short m_wDayOfWeek; 
 unsigned short m_wDay; 
 unsigned short m_wHour; 
 unsigned short m_wMinute; 
 unsigned short m_wSecond; 
 unsigned short m_wMilliseconds; 
}; 
 
struct SHCI2SharedMemoryMessage 
{ 
 unsigned long m_dwType; 
 SHCI2Time m_tmTimeStamp; 
 std::string m_szChannelID; 
 std::string m_szPublisherID; 
 unsigned long m_dwContentLength; 
 char * m_pchBufContent; 
 SHCI2Time m_tmReceived; 
 SHCI2Time m_tmRetrieved; 
}; 
Figure 3.2: Definition of the structure representing shared memory messages. 
 
3. In order to prevent data corruption caused by simultaneous multiple access, each 
peer creates a named mutex object to protect its shared memory block. The 
mutex object is used as the shared memory block’s access-control token, which 
must be acquired by any reader / writer before it can access the shared memory 
block’s content. 
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Figure 3.3: Memory organization of each communicating peer’s shared memory block. 
 
4. Each peer exploits a named event object as an indicator (flag) of whether there is 
any message pending in its local inbox. As a less resource-demanding alternative 
to busy waiting strategy, this event is used to ensure that every message will be 
retrieved as soon as it is pushed into the inbox. 
 
5. When a message is sent, the sender obtains first the target inbox’s access 
permission by acquiring its access-control token (i.e., the aforementioned mutex 
object). Then, it pushes the serialized data message into the receiving peer’s 
message queue, modifies the shared memory block’s leading bytes to reflect the 
new data length, sets the inbox’s flag event to indicate that there is a message 
waiting and finally releases the token. 
 
6. Each peer uses a thread to constantly monitor its flag-event’s state. Whenever a 
‘message waiting’ state is detected, the thread parses the local inbox’s content 
(through protected reading operations), retrieves and splits the buffered data into 
separate messages, and then resets the flag-event. The split messages are then 
delivered to another buffer residing in the receiving peer’s private memory space, 
waiting to be retrieved by the client code. Because shared memory facilitates 
secured synchronous data exchange, the procedure contains neither 
resynchronization step nor data validation step. The procedure used for message 
splitting is illustrated in Figure 3.4. Note that within the procedure, field type is 
determined by the prior knowledge given by the message definition shown in 
Figure 3.2. 
 
In addition to message exchange, the PTP communication scheme also features a 
built-in flow control mechanism. Since most algorithms used in a typical MHCI system 
are rather time-consuming, it is not unusual for a module to lack sufficient capacity to 
process all incoming data in time. In such case, the unprocessed messages will be 
queued in the module’s internal buffer. This waste of memory is not only unnecessary 
but also harmful to the system’s stability. To solve this problem, we insert a secondary 
buffer between each peer’s local inbox and its output buffer, as illustrated in Figure 3.5. 
The secondary buffer is organized into an automatically growing queue with a fixed 
maximum capacity. If the module’s message retrieval rate cannot catch up with the 
input rate, the secondary buffer will be eventually piled full and consequently block 
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new income of messages. Hence, the message source will be forced to wait before 
subsequent messages can be successfully sent. In this way, the message rate in each 
processing pipeline will converge to an optimal level over time. 
 
Field Type?Fixed Length Field
String
Variable Length Field
Retrieve a byte string in 
the filed length
Retrieve a byte, 
append to the string
Retrieve 4 bytes, parsed 
to field length
Is ‘\0’?
Yes
Yes
No
Retrieve a byte string in 
the given field length
All fields 
retieved?
No
Buffer the message 
and notify client
Begin
End
Yes
Any data left?
No
 
Figure 3.4: Splitting the received data into separate messages 
 
We extend this protocol to P/S communication as a collection of individual PTP 
message sending sessions. Let us explain this in more detail. In the HCI^2 
Framework, channel only exists as a logical concept. It is actually a collection of 
subscriptions used to guide message routing. In practice, the runtime system 
manager stores these collections of subscriptions. Whenever a module needs to 
publish a message, it simply retrieves the list of the target channel’s subscribers and 
then sends the message directly to every subscriber through the PTP protocol 
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described above. In this way, message publishing is reduced to a number of PTP 
message sending sessions, where the reliability is guaranteed. To further improve 
communication reliability, the sequence of sending operations is bound into a single 
transaction. Namely, it is guaranteed that a published message would be received by 
either all of the subscribers (if successful) or none of them (otherwise). To prevent 
potential deadlock caused by overlapping publishing attempts, a timeout is added to 
each request. 
 
 
Figure 3.5: The internal buffer structure of a message subscriber 
3.2.3 Runtime System Management Protocol 
In order to support dynamic system reconfiguration and maintain consistency 
between the configuration information stored in the system manager and copies of 
that held by the modules, a runtime system management protocol is used. This 
protocol utilises TCP for its ease of use. Given that the messages used for these 
purposes are normally short, choosing TCP, which is shown to be suboptimal in terms 
of data throughput (see Table II), should not lead to significant performance penalty. 
 
As explained above, each module maintains a TCP connection to the system 
manager during its entire life cycle. This connection is used by the runtime system 
management protocol for message exchanging. The messages are called 
runtime-system-management-messages and are transparent to module developers. 
The structure used to represent these messages is shown in Figure 3.6. 
 
The following three types of runtime system management messages are defined: 
 
1. Request messages include: module registration request, remote channel creation 
request, remote channel destruction request, module subscription request, and 
subscription cancellation request. These messages are sent from a module to the 
system manager when the module requests a change in the system structure. 
The system manager is then required to answer every request with an 
acknowledgement message. Note that module logoff request is unnecessary 
because shutting down the TCP connection carries the same information. 
 
2. Notification messages include: channel creation notification, channel destruction 
notification, module subscription notification, and subscription cancellation 
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notification. These messages are sent from the system manager to all modules in 
order to indicate changes in the system structure. Upon receiving, a module 
should update its local copy of the channel list to reflect the new configuration. 
Note that there is no module registration notification and module logoff notification 
as such; the system manager sends out appropriate subscription cancelation 
notification whenever a module logs off. 
 
3. Acknowledgement messages include: ACK (approved) and NACK (rejected) sent 
by the system manager as the answer to a module’s request. In case of NACK, 
an error code is also used to identify the reason for rejection. 
 
struct SHCI2SocketMessage 
{ 
 enum _Type 
 { 
  INVALID         = 0x00000000,  
  ACK          = 0x00000001,  
  NACK          = 0x00000002,  
  CLIENT_REGISTRATION_REQUEST   = 0x00000003,  
  CHANNEL_CREATION_REQUEST    = 0x00000004,  
  CHANNEL_CREATION_NOTIFICATION   = 0x00000005,  
  CHANNEL_DESTRUCTION_REQUEST   = 0x00000006,  
  CHANNEL_DESTRUCTION_NOTIFICATION  = 0x00000007,  
  CLIENT_SUBSCRIPTION_REQUEST   = 0x00000008,  
  CLIENT_SUBSCRIPTION_NOTIFICATION  = 0x00000009,  
  CLIENT_UNSUBSCRIPTION_REQUEST   = 0x0000000A,  
  CLIENT_UNSUBSCRIPTION_NOTIFICATION = 0x0000000B 
 }; 
 
 unsigned long m_dwType; 
 std::string m_szClientID; 
 std::string m_szChannelID; 
 unsigned long m_dwNACKCode; 
 unsigned long long m_qwVersionNumber; 
}; 
Figure 3.6: Definition of the structure representing runtime system management messages 
 
Based on the exchanging of these messages, a number of protocol operations have 
been defined to handle the situations such as module registration, channel creation, 
module subscription, and so on. Since TCP only provides intrinsic support to 
stream-based data transmission, we first defined a message passing scheme over 
TCP, as described below:  
 
1. Message serialization: The runtime system management messages are 
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serialized into byte strings before they are sent through TCP connection. The 
serialization strategy is similar to that of the shared-memory messages. Namely, 
the in-memory representation is used for the fixed-length fields (i.e., the message 
type tag and the protocol version number field) while the other string fields are 
mapped to ‘\0’-ended variable length character strings. 
 
2. Message sending: Using the standard socket functions, serialized messages are 
directly sent to the socket without additional synchronization marker and / or 
parity information. Since TCP guarantees reliable data transmission, these 
additional fields are unnecessary.  
 
3. Message receiving: Each receiver allocates a local memory block to buffer 
received raw data and a separate parser thread for message de-serialization. 
Due to the similarity of their problem domain, the parser thread adopts a similar 
strategy to that used by shared memory subscribers (see Figure 3.4). 
 
Table 3.3 gives the complete definition of all runtime system management protocol 
operations. Note that the table only shows the successful execution branches. A 
common failure branch is used by all protocol operations. Specifically, whenever a 
request fails to pass server-side validation, the server ends the operation by sending 
back an NACK message with appropriate error code.  
 
Table 3.3: Runtime system management protocol operations 
Protocol Operation Operation Steps (successful branch only) 
Module registration 1. The module establishes a TCP connection to the server. 
2. The module sends the first registration request to the server. 
3. The server validates the request message and sends an ACK 
message to the module. 
4. The module creates and initializes its local inbox. 
5. The module sends the second registration request to the 
server. 
6. The server adds the registering module’s ID into its module 
list. 
7. For each existing channel, the server sends a channel 
creation notification to the module. 
8. For each existing subscription, the server sends a module 
subscription notification to the module. 
9. The server sends an ACK message to the module. 
Module logging-off 1. The module terminates its TCP connection to the server. 
2. Upon detection of the disconnection, the server sends a 
module unsubscription notification to all remaining 
modules for each exiting subscription involving the 
logging-off module. 
3. The server removes the module from its module list. 
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Server-initiated module 
removal 
1. The server terminates its TCP connection to the specified 
module. 
2. Other steps are the same as above. 
Module-initiated channel 
creation 
1. The module sends a channel creation request to the server. 
2. The server validates the request and creates the new channel. 
3. The server sends a channel creation notification to all 
modules. 
4. The server sends an ACK message to the module. 
Server-initiated channel 
creation 
1. The server creates the new channel. 
2. The server sends a channel creation notification to all 
modules. 
Module-initiated channel 
destruction 
1. The module sends a channel destruction request to the 
server. 
2. The server validates the request and destroys the specified 
channel. 
3. The server sends a channel destruction notification to all 
modules. 
4. The server sends an ACK message to the module. 
Server-initiated channel 
destruction 
1. The server destroys the specified channel. 
2. The server sends a channel destruction notification to all 
modules. 
Module-initiated subscription 
establishment 
1. The module sends a module subscription request the server. 
2. The server validates the request and adds the module’s ID 
into the target channel’s subscriber list. 
3. The server sends a module subscription notification to all 
modules. 
4. The server sends an ACK message to the module. 
Server-initiated subscription 
establishment 
1. The server adds the specified module’s ID into the target 
channel’s subscriber list. 
2. The server sends a module subscription notification to all 
modules. 
Module-initiated subscription 
cancellation 
1. The module sends a module unsubscription request the 
server. 
2. The server validates the request and removes the module’s 
ID from the target channel’s subscriber list. 
3. The server sends a module unsubscription notification to all 
modules. 
4. The server sends an ACK message to the module. 
Server-initiated subscription 
cancellation 
1. The server removes the specified module’s ID from the 
target channel’s subscriber list. 
2. The server sends a module unsubscription notification to all 
modules. 
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3.2.4 Robustness against Faulty Modules 
It is not uncommon for a prototype module to crash (or being terminated by a 
third-party debugger) at run-time due to software BUGs. Assuming the 
aforementioned protocols are correctly implemented by all modules, our design 
guarantees the execution of other modules will not be affected by the crashed one. 
 
When a module crashes, its TCP connection to the runtime system manager would be 
lost. Upon detecting such event, the runtime system manager would initiate the log-off 
procedure on behalf of the crashed module and send notification messages to other 
modules in the same way as if the crashed module was logging off gracefully. 
 
If a module crashes in the middle of a message publishing operation, the termination 
of the publishing thread would trigger the automatic release of all mutex objects it 
holds [23], hence transferring the access permission of the shared memory blocks to 
other modules. Therefore, the potential deadlock caused by a crashed module is 
eliminated. Furthermore, to prevent the shared memory blocks from being corrupted 
by half-written messages produced by crashed modules, we exploit the fact that 
writing to a well-aligned 32-bit memory chunk takes only one machine instruction and 
is hence atomic [24]. Therefore, as long as we do not write intermediate value to the 
data length indicator residing in the first 4 bytes (which are guaranteed to be 
well-aligned) of the shared memory block, all half-written messages would be 
automatically discarded or overwritten by subsequent accesses to the buffer. Last but 
not least, since each module executes in its own virtual address space, there is no 
danger of private-memory corruption when another module crashes. 
 
To further increase system stability, an optional daemon process is provided to 
stateless or near-stateless modules to enable ‘auto-restart’ when the module process 
crashes. The daemon process uses a worker thread to constantly monitor the module 
process’s execution state and reactivate the process whenever an abnormal 
termination is detected. To distinguish between a crashes and normal exits, a flag 
event is used by the module process to register unsafe code blocks (i.e., the sections 
where the process may crash. Common cases include image warping, matrix 
inversion, memory manipulation, and so on). Specifically, the flag is raised when the 
module process enters an unsafe block and is clear when the process exists the 
blocks. When the module process terminates, the daemon process checks the state 
of the flag event to determine whether the process is stopped in the middle of an 
unsafe block and only restarts the module process if the flag event is in a raised state. 
3.2.5 Interoperability with Other Middleware 
One limitation of the shared-memory-based data transport protocol is all 
communicating modules must reside on the same computer. However, this limitation 
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can be overcome by interoperating with existing TCP/IP based message passing 
middleware. 
 
Another advantage of interoperating with existing middleware is the users of the 
HCI^2 Framework may conveniently reuse the modules and / or subsystems 
developed using these tools in their new system built upon the HCI^2 Framework. 
 
Because the HCI^2 Framework does not impose any restrictions to the behaviour of 
the modules as long as they are capable of communicating with other modules 
through the aforementioned protocols, special ‘bridging modules’ may be developed 
by implementing the protocols defined by both the HCI^ 2 Framework and the existing 
middleware to be interoperated with.  As an example, a pair of modules (a sender 
and a receiver) are developed to facilitate message exchanging between the HCI^2 
Framework and ActiveMQ. In particular, the sender module subscribes to an input 
channel in the HCI^2 Framework, translates all received messages to ActiveMQ 
format, and publishes the messages to a specified ActiveMQ topic, while the receiver 
module relays the messages along the opposite direction. 
 
With the inclusion of these ‘bridging modules’, new systems developed using the 
HCI^2 Framework may delegate a part of its functionality to an old system build upon 
an existing message passing middleware, or simply take advantage of the 
middleware’s communication capability to pass messages between multiple 
subsystems running on different computers. 
3.2.6 Module Class and Module Instance 
Although the P/S architecture eliminates dependencies between the modules and 
improves flexibility of the developed system, it does not necessarily lead to reusable 
modules. The key issue here is that of the structural dependency. Consider the 
following case. Suppose that both a face detection module and an object tracking 
module take input from a single video stream related to a ‘Video_In’ channel. In this 
case, if the face detector runs on greyscale images while the object tracker requires 
colour information, their requirement to the ‘Video_In’ channel’s message format will 
be different. Consequently, these two modules will not be able to co-exist in the same 
system without being modified. The hard-coded channel ID in a module’s 
implementation generates unnecessary dependency to its local environment, hence 
limits its reusability. 
 
A module developed using Psyclone [9], ActiveMQ [10], or Fleeble [13] may contain 
even more hard-coded information including module ID, algorithm parameters (e.g. 
classifier coefficients), input / output message specification (e.g. video resolution) and 
so on. As a remedy to this problem, we refine the original concept of module and 
introduce two terms, the module class and the module instance. The basic idea here 
is to distinguish between task-specific requirements and generic specifications of a 
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module. This concept is lent from object-oriented programming paradigm, hence the 
similar terminology. 
1) Module Class 
A module class consists of a generic implementation of a function unit. It usually 
contains a group of files including the algorithm implementation, a help document, 
instance-invariant data / binary files, and similar. Hence, a module class can be called 
a module package. In addition, the module class provides a template specifying which 
task-dependent information it needs to create an instance for specific use. 
 
To store module class information including the instantiation template into what we 
call a module description file (MDF), a standard XML semantics is defined. An 
example is shown in Figure 3.7. In particular, each module description file 
encapsulates the following: 
 
1. Header fields, which include the name of the module class 
(‘description\class_name’), and the default inbox size 
(‘description\default_inbox_size’) and secondary buffer capacity 
(‘description\default_secondary_buffer_capacity’) for the module’s instances. 
These entries are used by the framework for module class management and 
module instantiation. In particular, the class name is used as the display name of 
the module class after it is imported into the framework’s module warehouse, 
while the default inbox size and secondary buffer capacity are used as default 
values for the correspondent fields in the module instantiation dialogue box. 
 
2. Content file list (description\files), which specifies the files included in the module 
package. We define three types of files: the portal programme (also known as the 
module programme, specified by ‘description\files\portal’), the help document 
(‘description\files\documentation’) and the miscellaneous dependencies (e.g. 
DLLs, data files, etc., specified by ‘description\files\dependency’). Among these 
files, the module programme is the executable file which will be called when any 
of the module class’s instances is activated, hence is necessary in all module 
classes. All other files are optional. As shown in the example, the files are 
specified by their relative path (with respect to the parent folder of the module 
description file itself). This allows the module class to be copied as a whole 
package to any destination while still ensuring the validity of the paths stored in 
the module description file. The content file list is mainly used during module 
redistribution. For instance, the framework will refer to these entries while 
attempting to import, update, or export the module class. 
 
3. Input / output (I/O) specification, which declares the configuration of the input / 
output channels (specified by ‘description\subscriptions’ and 
‘description\publications’). Specifically, this section defines which channels the 
module may subscribe to and which channels it may publish to. Nonetheless, 
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instead of using a fixed ID, each channel is identified by a locally-unique (within 
the scope of the module class only) alias. This design is based on the experience 
that although the actual channel IDs may differ, a module’s I/O configuration is 
often instance-invariant. During instantiation, the channel aliases will be mapped 
to the IDs of the channels that are actually used in the particular system. By using 
this channel mapping mechanism, the modules no longer display structural 
dependency on their local environment, hence may be used freely in any system. 
 
1. Parameter template (‘description\parameters’), which gives a specification to the 
rest of the task-dependent information. In particular, each entry in the parameter 
template describes one parameter by its name (‘Y\parameter\name’), type 
(‘Y\parameter\type’), default value (‘Y\parameter\default’), and range 
(‘Y\parameter\range’) of value (for integer or real number parameters) or length 
(for text or binary string parameters). Three basic parameter types have been 
defined, which are integer, real number, and text. Note that the real number 
values are represented using scientific notation in the file to avoid loosing 
accuracy when the numbers are very close to zero. To cope with composite 
data-types, we have defined an additional parameter type, namely, the raw byte 
string, which can be used to represent any serializable data-type. Since XML only 
supports printable characters, the raw byte string parameters are stored as 
Base64 [59] encoded strings in practice. 
 
<?xml version="1.0" encoding="utf-8"?> 
<description> 
 <class_name>A hypothetical module class</class_name> 
 <files> 
  <portal>portal.exe</portal> 
  <documentation>help.pdf</documentation> 
  <dependency>dep1.dll</dependency> 
 </files> 
 <subscriptions> 
  <channel> 
   <alias>Input1_Alias</alias> 
  </channel> 
 </subscriptions> 
 <publications> 
  <channel> 
   <alias>Output1_Alias</alias> 
  </channel> 
 </publications> 
 <parameters> 
  <parameter> 
   <name>Param1</name> 
   <type>integer</type> 
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   <range> 
    <min>-32768</min> 
    <max>32767</max> 
   </range> 
   <default>1897</default> 
  </parameter> 
  <parameter> 
   <name>Param2</name> 
   <type>real</type> 
   <range> 
    <min>-9.99990000000000e+001</min> 
    <max>9.99990000000000e+001</max> 
   </range> 
   <default>1.89700000000000e+000</default> 
  </parameter> 
  <parameter> 
   <name>Param3</name> 
   <type>string</type> 
   <range> 
    <min>0</min> 
    <max>256</max> 
   </range> 
   <default>1.8.9.7.</default> 
  </parameter> 
  <parameter> 
   <name>Param4</name> 
   <type>binary</type> 
   <range> 
    <min>0</min> 
    <max>128</max> 
   </range> 
   <default>Gis8TV5veJA=</default> 
  </parameter> 
 </parameters> 
 <default_inbox_size>8192</default_inbox_size> 
 <default_secondary_buffer_capacity>8388608 
 </default_secondary_buffer_capacity> 
</description> 
Figure 3.7: An example module description file. 
 
The module description file is used in multiple operations during the module class’s 
life cycle, including the following: 
 
1. Importing the module class into the module warehouse: During this operation, the 
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framework parses the module description file and copies the files specified in its 
content file list into the destination folder created in the module warehouse. 
 
2. Creating an instance of the module class: During instantiation, the information 
specified in the module description file, especially the I/O configuration and 
parameter specification, is used as the template for the new module instance’s 
configuration and on-screen display. 
 
3. Adjusting a parameter of a module instance: During this operation, the framework 
parses the module instance’s correspondent module description file in order to 
determine the parameter’s type and range. It then dynamically generates an 
appropriate dialogue box according to the specification. 
 
4. Activating a module instance: During this operation, the framework parses the 
module instance’s correspondent module description file in order to locate the 
module class’s portal programme to execute. 
 
Note that we use the term 'module as an abbreviation of module class, unless the 
discussion is about a particular system, when ‘module’ refers to a module instance. 
2) Module Instance 
A module instance consists of a function unit within the scope of a particular system. 
In addition to the generic data and operations provided by its module class, a module 
instance also needs to have its own task-specific information. This information is 
stored in its correspondent module configuration file (MCF). An example is given in 
Figure 3.8. A standard XML semantics has been defined for module configuration files 
to include the following fields: 
 
1. Registration information, which specifies the module instance’s ID 
(‘configuration\id’), its inbox size (‘configuration\inbox_size’), its secondary buffer 
capacity (‘configuration\ secondary_buffer_capacity’), and the TCP port to 
connect to (‘configuration\server_port’). 
 
2. Channel mappings (given by ‘configuration\subscriptions’ and 
‘configuration\publications’), which configure the mapping relations between the 
channel aliases defined in the module class description and the actual channels 
used to deliver messages in their expected types in the current system. To 
maximize flexibility, we do not require a strict one-to-one correspondence 
between channel aliases and channel IDs. As shown in the example, one channel 
ID may be mapped to more than one output channel alias or it may be mapped to 
both an input channel alias and an output channel alias in the same time (thus 
resulted in a feedback loop). Nonetheless, in order to prevent ambiguity during 
establishment and / or cancellation of subscriptions, we still require all input 
channel aliases to be mapped to distinct channel IDs. Despite the somewhat 
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misleading key names used in the file, the channel mappings do not necessarily 
lead to subscribing or publishing operations. In fact, they are only used to define 
the module instance’s local environment with which it may directly interact. 
Whether or not to subscribe or publish to a certain channel remains to be module 
programme’s own choice. Hence the flexibility brought by implementing modules 
as standalone programmes is still preserved. 
 
3. Parameter values, which are the values (‘configuration\parameters’) given to the 
parameters specified in the module class’s description file. 
 
<?xml version="1.0" encoding="utf-8"?> 
<configuration> 
 <id>A hypothetical module instance</id> 
 <inbox_size>8192</inbox_size> 
 <server_port>4708</server_port> 
 <subscriptions> 
  <channel> 
   <alias>Input1_Alias</alias> 
   <id>Input1_ID</id> 
  </channel> 
  <channel> 
   <alias>Input2_Alias</alias> 
   <id>Feedback_Channel</id> 
  </channel> 
 </subscriptions> 
 <publications> 
  <channel> 
   <alias>Output1_Alias</alias> 
   <id>Output1_ID</id> 
  </channel> 
  <channel> 
   <alias>Output2_Alias</alias> 
   <id>Output1_ID</id> 
  </channel> 
  <channel> 
   <alias>Output3_Alias</alias> 
   <id>Feedback_Channel</id> 
  </channel> 
 </publications> 
 <parameters> 
  <parameter> 
   <name>Param1</name> 
   <type>integer</type> 
   <value>1897</value> 
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  </parameter> 
  <parameter> 
   <name>Param2</name> 
   <type>real</type> 
   <value>1.89700000000000e+000</value> 
  </parameter> 
  <parameter> 
   <name>Param3</name> 
   <type>string</type> 
   <value>1.8.9.7.</value> 
  </parameter> 
  <parameter> 
   <name>Param4</name> 
   <type>binary</type> 
   <value>Gis8TV5veJA=</value> 
  </parameter> 
 </parameters> 
 <secondary_buffer_capacity>8388608</secondary_buffer_capacity> 
</configuration> 
Figure 3.8: An example module configuration file. 
 
With the task-specific information given by the MCF, a suitable instance may be easily 
derived from a given module class to work in any particular system without requiring 
explicit adaptation, hence the convenience in module reusing. 
 
Within a typical system development process, the necessity of manually writing or 
editing module configuration files seldom arises. In most cases, the framework will 
automatically generate temporary module configuration files with respect to the 
current system configuration when some module instances are activated. 
3.2.7 Centralized System Management 
While the distributed nature of the P/S architecture brings flexibility, as a side effect, it 
may also lead to potentially counter-intuitive and cumbersome system integration and 
testing process. Specifically, if all modules within the system need to be executed as 
standalone applications (as is the case in Psyclone [9] and ActiveMQ [10]), the 
system would be hard to build, configure, test and redistribute. To be able to 
conveniently construct a system from existing module classes, an explicit (visual) 
system representation is vital. This is achieved in the HCI^2 Framework by means of 
the module warehouse and the system configuration files. 
 
The module warehouse serves as a global storage of the module classes used as the 
basic system building blocks. Inside the module warehouse, the module packages are 
arranged into a linear folder structure which allocates a separate folder for each 
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package. The module warehouse also maintains a content list in the form of a XML file. 
This simple structure allows a module class to be easily imported and / or exported, 
which hardly requires more operations than copying a folder. 
 
Although uniqueness of the module class name is a necessity, we do not name the 
folders (within the module warehouse folder) for the module classes after their name. 
Alternatively, these folders are identified by randomly generated universal unique 
identifiers (UUIDs). The reason for this seemingly counter-intuitive design is a twofold. 
Firstly, because a new module class will always have a fresh folder name, we will be 
able to import it into the module warehouse even if an obsolete version with the same 
class name was not completed removed from disk, which can happen if the content of 
the old module class was accessed by a third party software while it was being 
deleted from the module warehouse. Secondly, this designed enabled us to 
implement module updating as a transacted operation. In particular, instead of 
updating the files in the module folder individually, we create a new folder for the same 
module class and remove the old one altogether only if the new folder is appropriately 
populated. This transacted operation allows the old version of the module class to 
remain intact until the end of the updating operation and prevents potential content 
corruption if the operation fails. 
 
The system configuration files (SCF) are used to represent the actual systems. Since 
the module classes are stored in the module warehouse, a system configuration file 
only needs to save the system structure. In particular, it specifies the channels, the 
module instances and the subscription / publication relations between them. Similar to 
the module description files and the module configuration files, we have defined a 
standard XML semantics for the system configuration files as well. In essence, a 
system configuration file roughly consists of the concatenation of the module 
configuration files specifying the system’s constituent module instances plus a list of 
the channels it uses. A small sample system configuration file is given in Figure 3.9 
while its correspondent graphical representation is illustrated in Figure 3.10. Since 
each system configuration file serves as a self-contained repository for all of the 
information defining a given system, the procedure for system reconfiguration and 
redistribution have been reduced to mere file operations. 
 
<?xml version="1.0" encoding="utf-8"?> 
<configuration> 
 <channels> 
  <channel> 
   <position> 
    <x>202</x> 
    <y>49</y> 
   </position> 
   <id>Colour Video</id> 
  </channel> 
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 </channels> 
 <modules> 
  <module> 
   <position> 
    <x>10</x> 
    <y>10</y> 
   </position> 
   <class_name>Video Capturer</class_name> 
   <id>Default Camera</id> 
   <inbox_size>0</inbox_size> 
   <subscriptions> 
   </subscriptions> 
   <publications> 
    <channel> 
     <alias>Video Out</alias> 
     <id>Colour Video</id> 
    </channel> 
   </publications> 
   <parameters> 
    <parameter> 
     <name>Flip Horizontally</name> 
     <value>0</value> 
    </parameter> 
    <parameter> 
     <name>Flip Vertically</name> 
     <value>0</value> 
    </parameter> 
    <parameter> 
     <name>Frame Height</name> 
     <value>240</value> 
    </parameter> 
    <parameter> 
     <name>Frame Width</name> 
     <value>320</value> 
    </parameter> 
    <parameter> 
     <name>Video Source</name> 
     <value></value> 
    </parameter> 
   </parameters> 
   <secondary_buffer_capacity>0 
   </secondary_buffer_capacity> 
   <ignore_global_control>0</ignore_global_control> 
  </module> 
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  <module> 
   <position> 
    <x>372</x> 
    <y>10</y> 
   </position> 
   <class_name>Video Renderer</class_name> 
   <id>Real-time Video Display</id> 
   <inbox_size>1048576</inbox_size> 
   <subscriptions> 
    <channel> 
     <alias>Video In</alias> 
     <id>Colour Video</id> 
    </channel> 
   </subscriptions> 
   <publications> 
   </publications> 
   <parameters> 
    <parameter> 
     <name>Frame Height</name> 
     <value>240</value> 
    </parameter> 
    <parameter> 
     <name>Frame Width</name> 
     <value>320</value> 
    </parameter> 
    <parameter> 
     <name>Show Frame Number</name> 
     <value>1</value> 
    </parameter> 
    <parameter> 
     <name>Window Title</name> 
     <value>Video</value> 
    </parameter> 
   </parameters> 
   <secondary_buffer_capacity>16777216 
   </secondary_buffer_capacity> 
   <ignore_global_control>0</ignore_global_control> 
  </module> 
 </modules> 
</configuration> 
Figure 3.9: An example system configuration file 
 
By using the module warehouse and the system configuration files, building a 
GUI-enabled integrated development environment (IDE) becomes a rather easy task. 
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An intuitive visual display (in the form of a dynamic block diagram) of a given system’ 
structure can be easily produced based on the relevant system configuration file. 
Moreover, the system structure display can be extended into a control interface as 
well, which may support system reconfiguration through simple GUI commands that 
are mapped to proper file editing operations. Activating a system or some of its 
module instances is also rather straightforward. The IDE merely needs to split the 
system configuration file into module configuration files and pass them as 
command-line parameters while executing the appropriate portal programmes 
delivered by the module packages stored in the module warehouse. 
 
 
Figure 3.10: The graphical representation of the system described by the SCF shown in Figure 3.9. 
3.2.8 Discussion on Conceptual Design 
The HCI^2 Framework has been specifically designed to fulfil all requirements stated 
in subsection 3.1.1.  
 
In order to support arbitrarily complex system structure and dynamic system structure 
reconfiguration, HCI^2 Framework adopts the P/S architecture. To maximise 
middleware performance in terms of data throughput, we have designed a data 
transport protocol based on shared-memory, which is the most efficient inter-process 
communication method on Windows machines. The protocol has been designed from 
scratch and kept as simple as possible to minimise latency and resource consumption. 
The data transport protocol has also been specifically designed to achieve reliable 
communication. Specifically, the protocol guarantees that either all subscribers of a 
particular channel receive a published message or none of them does (in this case the 
publisher would also get an error report). A message publishing operation cannot be 
partially successful (i.e., when only some of the subscribers receive the message). 
The requirement on error tolerance is also met. Our design confines each module in 
its own process address space, thus ensures that the no error in any of the modules 
will trigger a cascading failure of the entire system. In the mean time, potential 
deadlocks caused by module crashes are avoided by the data transport protocol’s 
utilisation of mutexes and instruction atomicity. Our design supports the development 
of highly reusable modules by distinguishing between the concepts of module class 
and module instance. Since a module class is completely decoupled from the system 
context, it can be easily reused in other systems without modification. Last but not 
least, we have proposed a centralized system management scheme so that the 
HCI^2 Framework could be implemented as a GUI-enabled toolset with high usability. 
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Nonetheless, the design described in this section is not without limitations. In fact, 
compromises had to be made because some of the requirements are intrinsically 
contradictory with each other. For instance, the centralized system management 
scheme, which was proposed for the sake of usability, actually limits flexibility on 
system level. A truly flexible system can be built as a highly dynamic multi-agent 
system (MAS) without an easily identifiable global structure. But such kind of systems 
would not fit into the centralized system management scheme because they cannot 
be represented by block diagrams in a meaningful way. Nevertheless, we decided that 
ruling out this kind of systems is acceptable because they are currently not the 
mainstream of MHCI systems. Furthermore, since the centralized system 
management scheme is only an addition to, but not an inseparable part of, the core 
communication middleware, future developers may choose not to utilise it in their 
systems if MAS-based design is to be used. 
 
Another limitation of our design is that the HCI^2 Framework cannot be used alone to 
develop distributed systems running on multiple computers. This is because our 
shared-memory-based data transport protocol can only deliver messages between 
processes running on the same computer. Nevertheless, such kind of systems can be 
built using the HCI^2 Framework together with another readily applicable message 
passing middleware supporting communications over network (such as ActiveMQ). In 
particular, the system under question should be divided into multiple subsystems, 
each running on a single machine. The HCI^2 Framework can then be used during 
the development of these subsystems as the integration tool. Finally, bridging 
modules should be added into these subsystems to facilitate inter-computer data 
communication using the other message passing middleware of choice. 
3.3 HCI^2 Framework Implementation 
The HCI^2 Framework is implemented as a self-contained open-source software 
development tool (currently build for Windows only). The overall architecture of the 
HCI^2 Framework is illustrated in Figure 3.11. The software package is divided into 
two major parts: the HCI^2 Framework SDK and the HCI^2 Framework IDE. 
 
The HCI^2 Framework SDK comes as a set of libraries implementing the protocols 
described in section 3.2. The HCI^2 Framework IDE is divided into three parts: the 
module packaging tools for module debugging and packaging, the system 
construction workbench for system integration and testing, and the system 
redistribution tools for exporting the developed systems as self-contained 
readily-deployable application packages. 
 
As shown in Figure 3.11, the entire HCI^2 Framework is directly built upon Windows 
Platform SDK (and C++ Standard Template Library) with no additional dependency on 
any other software. Moreover, the HCI^2 Framework is delivered in both source-code 
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and binary form.  Both features greatly simplify the installation of the framework and 
the redistribution procedure of the systems developed using it. 
3.3.1 HCI^2 Framework SDK 
The HCI^2 Framework SDK is a set of libraries facilitating module development. It 
includes several C++ classes implementing all protocols described in section 3.2.  
Note that most classes included in the HCI^2 Framework SDK follow the design 
pattern of interface / implementation separation. This allows us to eliminate 
references to OS-specific data-types from the SDK’s exported classes, thus resulting 
in a platform-independent interface. Consequently, all module programmes developed 
using the HCI^2 Framework SDK are naturally platform-independent on source-code 
level. Therefore, these modules may be easily migrated to another operating system 
as soon as the framework is re-implemented on that platform. These classes are 
categorized into the following six groups. 
 
Windows Platform SDK
HCI^2 Framework SDK
HCI2Exceptions.lib
HCI2BasicPlugs.lib HCI2Documents.lib
HCI2RedistributionHelpers.libHCI2AdaptedModulePlug.lib
HCI^2 Framework IDE
System Construction Workbench
Module Packaging Tools
Module 
Description 
File Editor
Module 
Configuration 
File Editor
Module 
Programme 
Debugger
Basic 
Server
System Redistribution Tools
System 
Controller
System 
Configurator
HCI2ModuleHelpers.lib
 
Figure 3.11: Architecture of the HCI^2 Framework. 
1) Exception Hierarchy 
To represent various runtime errors ranging from mild conditions such as 
communication timeout or invalid parameter value to severe problems including 
system call failure and connection loss, we have derived a number of hierarchically 
organized custom exception classes from the C++ standard template library (STL)’s 
std::exception class. 
 
The exception hierarchy is derived from a common base class, hci2::CHCI2Exception, 
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which declaration is shown in Figure 3.12. In order to be compatible with the STL 
exceptions, hci2::CHCI2Exception is derived from std::exception and it overrides 
std::exception::what function to output a human-readable text string explaining the 
origin, cause, catch stack and type-specific information about the thrown exception. 
 
class hci2::CHCI2Exception : public std::exception 
{ 
public: 
 CHCI2Exception(const char szCurFunc[], long lLineNum,  
  const char szFile[]) throw(); 
 CHCI2Exception(const CHCI2Exception &InnerException,  
  const char szCurFunc[], long lLineNum, const char szFile[])  
  throw(); 
 CHCI2Exception(const CHCI2Exception &opt) throw(); 
 virtual ~CHCI2Exception(void) throw(); 
 
public: 
 virtual const char * what(void) const throw(); 
 virtual CHCI2Exception * Clone(void) const throw(); 
 const CHCI2Exception * GetInnerException(void) const throw(); 
 void AddToCatchStack(const char szCurFunc[], long lLineNum,  
  const char szFile[], const char szInfo[] = "N/A.", ...) throw(); 
 unsigned long GetCatchStackHeight(void) const throw(); 
 const char * GetOrigin(void) const throw(); 
} 
Figure 3.12: Declaration of the base exception class 
 
In addition to the human-readable text field, the following features are also 
implemented by the base exception class to provide more information about the error: 
 
1. Catch stack: This mechanism is a rough approximation to call stack, which is 
hardly obtainable using only the default C++ features and STL. Every object of 
our exception class maintains its own catch stack, which is updated at each time 
(by a function call to hci2::CHCI2Exception::AddToCatchStack in the ‘catch’ block) 
when the exception is caught and re-thrown by a subroutine during stack 
unwinding. Thus, higher level callers may use this information to track down the 
execution route of the programme from where an exception is originated. This 
mechanism is particularly useful when working with argument exceptions, since 
the height of the catch stack (obtained by a function call to 
hci2::CHCI2Exception::GetCatchStackHeight) indicates whether an argument 
exception is thrown from the immediate callee, in which case the caller must 
handle. 
 
2. Inner exception: Inner exception is a similar mechanism to catch stack. 
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Nonetheless, it is better applied to the situations where the fixed information of an 
exception (i.e., exception type, catch stack height, argument name and so on) is 
changed during intermediate error handling. For instance, consider the code 
shown in Figure 3.13 (taken from HCI2ModulePlugImpl.cpp, with minor 
modification to highlight the exception handling part). The illustrated function is 
used to publish a data message. As the code shows, the actual shared memory 
operations are handled by a member function of class 
hci2::CHCI2SharedMemoryPublisherImpl, which may throw an argument 
exception if the input pointer is invalid. In this case, it is the caller’s responsibility 
to redeliver the error condition to the client programme, but using a new ‘wrapper’ 
exception (with the caught one saved as its inner exception, through passing the 
exception’s reference into its constructor) indicating the correct argument name at 
the caller’s level. Another application of inner exception lies in cross-thread error 
handling, which is implemented by the hci2::CHCI2ThreadException class. 
 
void CHCI2ModulePlugImpl::PublishPlugMessageNoBreak( 
 const string &szChannelID,  
 unsigned long dwType,  
 unsigned long dwContentLength,  
 const char *pchBufMessageContent,  
 unsigned long dwTimeout 
 const SHCI2Time &tmTimeStamp /* = hci2::time::GetUTCTime() */) 
{ 
 /* Locate the target channel’s correspondent publisher */ 
 try 
 { 
  it->second->PublishSharedMemoryMessageNoBreak(,  
   dwType, szChannelID, m_szModuleID, dwContentLength, 
   pchBufMessageContent, dwTimeout, tmTimeStamp); 
 } 
 catch(CHCI2ArgumentException &e) 
 { 
  e.AddToCatchStack(__FUNCTION__, __LINE__, __FILE__); 
  if(e.GetCatchStackHeight() == 1u &&  
   !strcmp(e.GetArgumentName(), "pchBufContent")) 
  { 
   throw CHCI2ArgumentException(e, __FUNCTION__, __LINE__, 
    __FILE__, "pchBufMessageContent"); 
  } 
 } 
} 
Figure 3.13: An application of inner exception. 
 
3. Virtual copy constructor: Virtual copy constructor is essential to the 
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implementation of the inner exception mechanism. Note that the constructor used 
for instantiating objects with inner exception takes a constant reference to 
hci2::CHCI2Exception as its argument. This possible downcast of data-type, if 
used together with conventional copy constructor, may cause loss of type-specific 
information. In other words, the inner exception would always be an object of the 
hci::CHCI2Exception class regardless of its source’s actual data-type in this case. 
To avoid this problem, we have introduced a virtual copy constructor, which is the 
function called ‘Clone’. This function is overridden by all child classes lower in the 
hierarchy, simply with a call to the derived classes’ own copy constructor through 
the ‘new’ operator. This ‘Clone’ function is then called during the duplication of the 
input inner exception object. With the runtime redirection provided by the virtual 
function ‘Clone’, it is guaranteed that the correct copy constructor would be called 
for the inner exception, thus its type-specific information would be preserved. 
 
The class diagram of the entire exception hierarchy is shown in Figure 3.14. Since the 
name of most classes in the hierarchy is rather self-explanatory, further description is 
unnecessary in our opinion. 
 
2) Basic Communication Adapters 
The basic communication adapters implement the data transport protocol and the 
runtime system management protocol. A simplified class diagram of these classes is 
shown in Figure 3.15.  
 
A. Message Passing over TCP 
The hci2::CHCI2ServerSocketImpl class and the hci2::CHCI2ClientSocketImpl class 
facilitate message-passing over TCP. Both classes are wrapper classes built on top of 
Windows socket. In particular, hci2::CHCI2ServerSocketImpl (server socket) 
encapsulates a typical TCP listener socket, and hci2::CHCI2ClientSocketImpl (client 
socket) implements the TCP-based message passing scheme, as it is described in 
subsection 3.2.3 
 
In consideration of future code migration to other platforms, both classes only rely on 
Windows socket 1.0 (which is equivalent to Berkley socket) features. Specifically, the 
classes are built upon simple blocking socket without using the high-level call-back 
mechanism. Therefore, to detect incoming connection requests (for the server socket) 
or runtime system management messages (for the client socket), both classes use 
worker threads to continuously monitor their internal socket’s receiving buffer and 
carry out appropriate operations (which is to accept the connection request for server 
socket, or to parse and queue the incoming message for client socket) when 
necessary. 
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hci2::CHCI2Exception
hci2::CHCI2Win32Exception
hci2::CHCI2ArgumentException
hci2::CHCI2ConnectionLostException
hci2::CHCI2DocumentArgumentException
hci2::CHCI2MemorySizeException
hci2::CHCI2MiscellaneousException
hci2::CHCI2MSXMLException
hci2::CHCI2PlugArgumentException
hci2::CHCI2ServerLostException
hci2::CHCI2ThreadException
hci2::CHCI2TimeoutException
hci2::CHCI2WinsockException
 
Figure 3.14: The class diagram of the exception hierarchy. 
 
 
Figure 3.15: The simplified class diagram of the basic communication adapter classes. Exception class, 
some composite data-types and interface classes are omitted in the diagram. 
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B. Data Transport Protocol Implementation 
The data transport protocol is implemented by 
hci2::CHCI2SharedMemoryCommonImp, hci2::CHCI2SharedMemoryHolderImpl 
class, and hci2::CHCI2SharedMemoryPublisherImpl.  
 
Among the three classes, hci2::CHCI2SharedMemoryCommonImpl is mainly used to 
provide a function to translate the input inbox name into its correspondent shared 
memory name, flag event name and protection mutex name. During the translation 
process, an UUID is appended to the string in order to ensure the uniqueness of the 
resulted names. This is to guarantee that the subsequent allocation of system 
resources (i.e. shared memory, Windows event and mutex) will not accidentally 
interfere with other irrelevant programmes using the same types of Windows objects. 
 
The other two classes encapsulate the implementation of the message consumer 
(hci2::CHCI2SharedMemoryHolderImpl) and the message publisher 
(hci2::CHCI2SharedMemoryPublsiherImpl) as they are defined in subsection 3.2.2. 
Note that the publisher class uses a custom function to obtain the subscribers’ 
mutexes instead of using Win32 API ::WaitForMultipleObjects, which limits the 
number of waited mutexes to 64. Our function uses a multithreaded recursive 
algorithm to simultaneously wait for an unlimited number of mutexes, thus enables a 
publisher to communicate with arbitrarily many subscribers. The idea is that the 
function keeps splitting the mutex array recursively into smaller sections until each 
section is short enough to be passed to a threaded call of ::WaitForMultipleObjects 
and then waits for all worker threads spawned during the splitting stage to complete. 
 
C. Module-side Communication Adapter 
The module-side communication adapter is implemented by the 
hci2::CHCI2ModulePlugImpl class. This class integrates the implementation of both 
the data transport protocol and the runtime system management protocol and delivers 
a unified interface to facilitate module development. In particular, the 
hci2::CHCI2ModulePlugImpl class serves as a proxy between the client code and the 
protocols implementation. Its instance handles the protocol operations automatically 
and only exposes a high level programming interface to the module programme 
through exported functions. The module programme is required to create and 
maintain an instance of this class during its entire lifespan. Some of the 
hci2::CHCI2ModulePlugImpl class’s exported functions are listed and briefly 
explained below: 
 
1. hci2::CHCI2ModulePlugImpl::Subscribe: Subscribe to a channel. 
 
2. hci2::CHCI2ModulePlugImpl::Unsubscribe: Cancel an existing subscription. 
 
3. hci2::CHCI2ModulePlugImpl::CreateChannel: Request the server to create a new 
channel with the specified ID. 
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4. hci2::CHCI2ModulePlugImpl::DestroyChannel: Request the server to destroy a 
specified channel. 
 
5. hci2::CHCI2ModulePlugImpl::PublishPlugMessage: Publish a data message to 
the specified channel using its correspondent internal shared memory publisher 
object. 
 
6. hci2::CHCI2ModulePlugImpl::WaitForPlugMessage: Attempt to retrieve a received 
data message (if there is any) from its internal shared memory subscriber object. 
 
7. hci2::CHCI2ModulePlugImpl::WaitForPlugNotification: Attempt to retrieve a 
system notification from its internal event queue. Each adapter object maintains 
an internal queue to buffer system notifications, which represent recent changes 
in the system’s runtime structure. The structure used to represent these 
notifications is shown in Figure 3.16. Six types of notifications are defined, 
including module registration, module unregistration, channel creation, channel 
destruction, subscription establishment, and subscription cancellation. 
Nonetheless, not all of them apply to the module-side adapter. Specifically, since 
module-side adapter does not maintain separate module list, registration and 
unregistration of other modules are undetectable. 
 
struct SHCI2PlugNotification 
{ 
 enum _Type 
 { 
  INVALID    = 0x00000000,  
  MODULE_REGISTERED = 0x00000001,  
  MODULE_UNREGISTERED = 0x00000002,  
  CHANNEL_CREATED  = 0x00000003,  
  CHANNEL_DESTROYED = 0x00000004,  
  MODULE_SUBSCRIBED = 0x00000005,  
  MODULE_UNSUBSCRIBED = 0x00000006 
 }; 
 
 unsigned long m_dwType; 
 std::string m_szModuleID; 
 std::string m_szChannelID; 
 SHCI2Time m_tmRecorded; 
 SHCI2Time m_tmRetrieved; 
}; 
Figure 3.16: Definition of the structure representing system notifications. 
 
8. To avoid introducing separate initialization and uninitialization functions, module 
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registration and unregistration are implicitly implemented in the class’s constructor 
and destructor, respectively. 
 
The hci2::CHCI2ModulePlugImpl class arranges its internal data structure into a 
number of queues and lists, including a channel list with an 
hci2::CHCI2SharedMemoryPublisherImpl instance stored in each of its elements for 
message publishing and an internal event queue buffering the system notifications. 
Moreover, the class uses an hci2::CHCI2ClientSocketImpl instance to exchange 
runtime system management message with the server and an 
hci::CHCI2SharedMemoryHolderImpl instance to receive and buffer all incoming data 
messages. 
 
Unlike the previously introduced classes, which only use exclusive locks (specifically, 
Win32 critical sections) for inter-thread data protection, the 
hci2::CHCI2ModulePlugImpl class further exploits type2 reader-writer locks [60] to 
achieve finer locking granularity, hence reduces waiting time in the multi-threaded 
operations 
 
D. Server-side Communication Adapter 
The hci2::CHCI2ServerPlugImpl class serves as the server-side communication 
adapter, which implements all server-side operations defined in the runtime system 
management protocol. This class facilitates the development of customized server 
applications and / or integrated MHCI systems. 
 
Similar to its counterpart in module programmes, the hci2::CHCI2ServerPlugImpl 
class hides the details of the protocol operations and only exposes high level function 
interfaces. Specifically, this class uses an internal worker thread to automatically 
handle most requests sent by the modules and requires minimal intervention from the 
client code. Therefore, a fully functional server programme may be implemented by 
creating an hci2::CHCI2ServerPlugImpl object and then simply maintaining its 
existence during the entire lifespan of the process.  
 
The hci2::CHCI2ServerPlugImpl class exports two sets of functions: functions for 
system structure manipulation and functions for runtime status inquiry. The former set 
includes functions for channel creation, channel destruction, remote subscription 
establishment / cancellation, and server-initiated module removal. The latter set 
includes a number of functions for retrieving channel list, module list, subscriber list of 
a given channel, and system notifications.  
 
Similar to the module-side communication adapter, the hci2::CHCI2ServerPlugImpl 
class also uses queues and lists to store its internal data. In particular, each of its 
objects carries a module list, a channel list, and an event queue. The module list 
allocates an entry for each registered module and uses instances of the 
hci2::CHCI2ClientSocketImpl class to communicate with them, while the channel list 
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and the event queue are managed in a similar way to those in the 
hci2::CHCI2ModulePlugImpl class. Furthermore, this class also uses reader-writer 
locks to improve responsiveness to the calls originated from the main thread. 
3) File Handler Classes 
The File handler classes are used to parse and compose module description files, 
module configuration files, module warehouse index files, and system configuration 
files. The relationship between these classes is illustrated by Figure 3.17. 
 
Since all configuration and description files are XML files, we have chosen MSXML 
[61] as the underlying component to handle basic XML operations, including loading, 
saving, and elements manipulation. Due to the complexity of the COM interfaces 
exported by MSXML, a number of helper functions have been introduced to simplify 
XML-related operations. Specifically, namespace hci2::xml provides functions for 
finding, adding and deleting elements, reading element value, and transforming the 
file into indented format; namespace hci2::base64 provides functions for Base64 
encoding / decoding; and namespace hci2::unicode provides functions handling text 
encoding conversion between ANSI and Unicode. 
 
Based on the helper functions, a number of classes have been derived to handle the 
parsing and composing of module configuration files 
(hci2::CHCI2MCFDocumentImpl), module description files 
(hci2::CHCI2MDFDocumentImpl), module warehouse index files 
(hci2::CHCI2ModuleWarehouseIndexImpl and 
hci2::CHCI2ReadOnlyModuleWarehouseImpl), and system configuration files 
(hci2::CHCI2SCFDocumentLiteImpl). All these classes share a common composition 
for their public interface. In particular, they export a number of functions for 
manipulating every field defined in the semantics described in subsection 3.2.6 and 
subsection 3.2.7. The layout of the classes’ interface is directly mapped to the 
configuration / description files’ logical representation instead of their XML semantics. 
Hence the client code may ignore the low level details altogether. This not only 
simplifies the client programme development process but also enables the XML 
semantics and / or the file handler classes’ implementation to be upgraded 
independently without affecting existing high level code whenever the necessity 
arises. 
 
The hci2::CHCI2MCFParameterValue class and the 
hci2::CHCI2MDFParameterConfiguration class are used as composite data-types to 
represent parameters as they have been defined in the semantics of module 
configuration files and module description files, respectively. Although parameters 
may have different data-types, we intended to treat them uniformly in the file handlers’ 
interface functions. Union types are infeasible in this case due to their inability to have 
fields with non-trivial constructors. Thus we have defined these two classes as 
substitutes. In addition to simple data storage, hci2::CHCI2MCFParameterValue also 
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implements a series of overridden operators and constructors to enable implicit 
conversion between this class and the basic data-types. This allows the client 
programme to ignore the hci2::CHCI2MCFParameterValue class and work with only 
basic data-types in most cases. 
 
 
Figure 3.17: The file handling classes and the integrated plug-in component 
 
In addition to the basic file operations, the file handler classes also provide built-in 
support of validity check and error recovery on semantic level. For instance, when 
dealing with an erroneous module configuration file, the parser class will firstly attempt 
to recover as many errors as possible (e.g. inconsistent channel mappings, absent 
fields, etc.) before reporting parsing failure to the client code. This design improves 
error tolerance and consequently the overall robustness on both the module and the 
system level. 
4) Integrated Plug-in Component 
The integrated plug-in component further simplifies the development of HCI^2 
Framework IDE-compatible modules by integrating the module-side communication 
adapter and the module configuration file parser into a single component. The 
implementation of this component is encapsulated into the 
hci2::CHCI2AdaptedModulePlug class, which (or, strictly speaking, its correspondent 
interface class) should be the only class a typical module developer needs to directly 
interact with. 
 
Functionally, the integrated plug-in components exports a similar set of operations to 
that of the basic module-side communication adapter. In particular, it delivers a 
number of functions for publishing / retrieving messages, establishing / cancelling of 
subscriptions, and so on. Nevertheless, the actual implementation of these functions 
is different. The operations exported by the plug-in component embody built-in 
support to channel mapping. In other words, all functions involving channels take 
channels aliases instead of channel IDs as their parameters. Internally, the input 
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channel aliases are firstly translated into the actual channel IDs (with respect to the 
channel mappings specified in the current module instance’s module configuration file) 
before the protocol operation is invoked. The translation is also performed for returned 
information, but in reverse direction. Specifically, the channel ID field in the retrieved 
data messages and system notifications are replaced with their correspondent 
channel aliases.  
 
In addition to the implicit support of channel mapping, the module insulation has been 
strengthened as well for the compatibility with the centralized system management 
scheme. The key idea is that the module programme built upon the integrated plug-in 
component should not be allowed to observe or influence the system structure 
beyond its immediate proximity consisting of the channels specified in the module 
instance’s configuration file. In particular, the exported interface of the 
hci2::CHCI2AdaptedModulePlug class mainly differs from that of its predecessor (the 
hci2::CHCI2ModulePlug class) in the following aspects: 
 
1. The functions for module-side channel creation and destruction are no long 
supported. This is to prevent the module programme from violating the 
centralized system management scheme by modifying the system structure 
remotely. 
 
2. The function for retrieving a channel’s subscriber list is no longer exported. This is 
to ensure that the module programme is relying on no assumptions about the 
existence of certain module instances and / or specific subscriptions. A module 
programme is expected to act the same regardless of its working environment. 
 
3. The channel list retrieval function has been changed. Specifically, in order to keep 
the system structure exposure minimal, the client code is only allowed to inquiry 
the availability of the input channels and output channels which have been 
specified in the module configuration file. 
 
4. The system notifications have been changed. The structure representing this 
modified version of the system notifications is shown in Figure 3.18. Note that this 
version of system notifications distinguishes between input channels and output 
channels. Because the same alias may be given to both an input channel and an 
output channel, a notification would be potentially ambiguous if it only gives a 
channel alias without stating whether the channel is an input or output. Moreover, 
the structure no longer carries a field storing module ID. This is also for the 
purpose of eliminating the module programme’s possible reliance on the 
existence of particular module instances.  
 
With the aforementioned features, the integrated plug-in component eliminates all 
explicit reference to specific channels and / or module instances. Hence it prevents 
the introduction (either accidental or deliberate) of structural dependency of any kind 
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into the modules, and consequently ensures a high degree of module reusability. 
 
Struct SHCI2AdaptedPlugNotification 
{ 
 enum _Type 
 { 
  INVALID        = 0x0000000, 
  INPUT_CHANNEL_CREATED    = 0x0000001, 
  OUTPUT_CHANNEL_CREATED    = 0x0000002, 
  INPUT_CHANNEL_DESTROYED   = 0x0000003, 
  OUTPUT_CHANNEL_DESTROYED   = 0x0000004, 
  SUBSCRIBED_TO_INPUT_CHANNEL  = 0x0000005, 
  UNSUBSCRIBED_FROM_INPUT_CHANNEL = 0x0000006 
 }; 
 
 unsigned long m_dwType; 
 std::string m_szChannelAlias; 
 SHCI2Time m_tmRecorded; 
 SHCI2Time m_tmRetrieved; 
}; 
Figure 3.18: The definition the structure representing the modified version of the system notifications. 
5) Module Development Helper Classes 
The module development helper classes implement additional functionalities for 
enhanced flow control and data synchronisation between multiple input streams. 
 
Instead of maintaining a single memory buffer for messages received from all 
channels, hci2::extra::CHCI2AdvanedModulePlugImpl creates a separate message 
queue for every channel the module instance subscribes to. These message queues 
share the same inbox and the same secondary buffer message. However, each 
queue is given its own output buffer and will only block its receiving channel when the 
output buffer is not empty. A worker thread is used to move messages received in the 
common inbox to their corresponding message queue, which can be queried 
independently from each other. This design enables the client code to process 
messages received from a subset of its input channels while in the same time allow 
the messages to accumulate in other channels and eventually block these channels, 
thus achieve finer granularity in flow control. 
 
Based on this enhanced flow control mechanism, we further provide a stream 
multiplexer implemented by the hci2::extra::CHCI2StreamMultiplexerImpl class. This 
class synchronises multiple input data streams and always returns synchronous 
message sets (i.e., messages received from different channels having matching 
time-stamps or IDs) to the client code. Since HCI^2 Framework does not define 
specific semantics for message content, a developer-provided call-back function is 
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used as the comparator to determine the temporal relation between received 
messages. Using the messages’ temporal order defined by the comparator, the 
stream multiplexer rearranges each channel’s message queue into an ordered set. A 
worker thread is used to constantly scan the buffered messages to extract 
synchronous message set (i.e., a set of messages such that any one of them is 
neither earlier nor later than any other message in the set, judging by the 
developer-provide comparator) and transfer the extracted message set into an output 
buffer for the client code to retrieve. To avoid indefinite channel blocking caused by 
the accumulation of singular messages that cannot be synchronised with other 
messages, a ‘time-to-live’ (TTL) setting is used. In particular, any message waited for 
longer than this specified period of time would be discarded from the stream 
multiplexer message buffer to make space for newer incoming messages. 
6) System Redistribution Helper Classes 
The system redistribution helper classes facilitate module warehouse management, 
file system object management, and console output redirection. These classes are 
useful for developing task-specific system controller / configuration utilities. 
3.3.2 HCI^2 Framework IDE 
The HCI^2 Framework IDE is a GUI-enabled, easy-to-use integrated development 
environment for module development and system integration. The IDE is divided into 
the module packaging tools, the system construction workbench, and the system 
redistribution tools. 
1) Module Packaging Tools 
Since every module class is fully specified by its module description file, creating such 
a file is the only step of module packaging. Hence, the central component of the 
module packaging tools is the module description file editor, which enables users to 
create and edit module description files using an easy-to-understand GUI. Other 
programmes included in the module packaging tools are provided to support 
early-stage module debugging, that is, testing the module programme before 
importing it into the module warehouse. Specifically, the module configuration file 
editor enables users to create example module configuration file for the module 
programme under testing, the module programme debugger facilitates console output 
redirection and enables the module programme to be tested in a simulated 
environment, and the basic server handles the server-side operations during module 
programme testing. 
 
A. Module Description File Editor 
The module description file editor, which is shown in Figure 3.19, enables developers 
to edit the specification of the module class under development. Internally, the file 
parsing and composing services are provided by the file handler classes included in 
the HCI^2 Framework SDK. The MDF editor’s graphical display has a direct 
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correspondence to the logical representation of the module description, thus allows 
developers to skip the syntactical and semantic notations altogether. Moreover, the 
MDF editor enables developers to create sample module configuration files derived 
from current module class description, using the default parameter configuration. This 
further simplifies the debugging process. 
 
B. Module Configuration File Editor 
The module configuration file editor, which is shown in Figure 3.20, enables 
developers to edit the configuration of the module instance under testing. Although 
developers do not need to manually create a module configuration file for system 
execution as the module activation process has been fully automated, sample module 
configuration files are useful during early stage module programme debugging. The 
manually created sample MCF would be especially useful if a third-party debugger is 
to be used. In that case, the developer may use the module configuration file editor to 
generate the sample file and pass it as the command-line parameter while executing 
the module programme (which always requires a MCF to run) from the debugger’s 
environment. 
 
Now we briefly explain the process of early stage module debugging and in which way 
the MCF editor may be used. Although a module class can be tested in the system 
construction workbench, it is often desirable to debug the module programme using 
third party debuggers to spot and eliminate ‘trivial’ runtime error such as memory leak 
or deadlock when it is still under development. This necessity normally arises before 
the module class is fully packaged and imported into the workbench’s module 
warehouse. Nonetheless, even in early stage debugging, the module programme can 
be hardly tested alone. To fully explore the module programme’s execution routes, a 
test system is often required. In such case, the developer may need to configure and 
execute at least a part the test system outside of the system construction workbench. 
This can be achieved in two ways. 
 
A straightforward method is to configure and execute the entire system manually. 
Specifically, the developer may distribute the configuration of the test system to a 
series of module configuration files created using the MCF editor and pass these files 
as command line parameters to the system’s constituent module programmes when 
executing them using the third party debugger. To provide necessary channels and 
runtime support, the basic server (which will be described later) is needed during the 
testing procedure. The advantage of this method is it allows the developer to acquire 
total control over all low level settings and procedures. Nonetheless, due to lack of 
centralized representation, this process may be cumbersome to follow when the scale 
of test system is rather large. Hence, this method may only be used at the beginning 
of the entire system development cycle when a small number of low level modules are 
being built in parallel while the structural complexity level of the test system structure 
is kept low. 
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Figure 3.19: The module description file editor. 
 
 
Figure 3.20: The module configuration file editor. 
 
Alternatively, the developer may use the MCF editor only to generate a module 
configuration file for the module under debugging, while build the rest of the test 
system using the system construction workbench. The idea is that although the 
workbench creates an impression of centralized control, the distributed nature of the 
P/S architecture is unchanged. In particular, the workbench does not prohibit the 
channels created within the workbench to be used by module programmes executed 
elsewhere. Therefore, by appropriately configuring the channel mappings in the 
module configuration file, the developer may integrate the module in question into any 
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test system configured using the workbench. The situation is the same during actual 
debugging, in which case only the module that is to be tested needs to be manually 
launched through the debugger while the other components of the test system can be 
activated and managed using the workbench. This method takes advantage of the 
workbench’s support of convenient system integration and management, hence is 
much easier to follow than the previous one. 
 
C. Module Programme Debugger 
The module programme debugger is a console application specifically provided for 
debugging GUI-enabled module programmes. Because of the console output 
redirection mechanism implemented in the system construction workbench, every 
module programme, regardless of its category (i.e. whether it is a console application 
or a GUI-enabled Win32 application), is allowed to output runtime status using the 
standard STL streams. Nonetheless, the textual output produced by a GUI-enabled 
module programme is often invisible due to lack of console window if the programme 
is executed alone. Hence, to allow this kind of programmes to be debugged in a 
‘realistic’ environment that is fully compatible with the system construction workbench, 
the module programme debugger has been provided. In essence, this tool 
implements the same output redirection mechanism as that of the system construction 
workbench and displays the redirected content in a console window. Thus, allows the 
module programme’s console output to be examined during early stage debugging 
within the programme’s indigenous development environment. 
 
D. Basic Server 
The basic server (shown in Figure 3.21) is a GUI-enabled server programme built 
around the server-side communication adapter implemented in the HCI^2 Framework 
SDK. It displays the channel list, module list and all subscriptions in two tab pages. 
The programme constantly monitors the two lists and displays changes to the system 
structure in the log window. The basic server also enables the creation and 
destruction of channels during runtime. Although the basic server can be used to 
provide runtime support to any system developed using the HCI^2 Framework, it is 
more suitable to be used as an auxiliary tool during the early stage of module 
programme debugging. 
2) System Construction Workbench 
The system construction workbench provides an intuitive GUI for system integration, 
testing, and redistribution. Its main window, as shown in Figure 3.22, is split into three 
areas: the system editing area (top-left), the status area (bottom-left), and the module 
class list (right). 
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Figure 3.21: The base server. 
 
 
Figure 3.22: The main window of the system construction workbench. 
 
The system editing area displays the current system structure using a dynamic block 
diagram and allows developers to easily modify the structure using mouse clicks only. 
In Figure 3.22, the system loaded in the workbench is a face detection demonstrator 
that uses the Viola-Jones face detection algorithm [16]. As the figure illustrates, all 
channel and module instances are displayed as boxes showing their key configuration 
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including ID, module class name, inbox size, secondary buffer capacity, and I/O 
configuration (the last 4 entries are for module instances only). Different icons are 
used to distinguish the two types of entities. The channel mappings are represented 
by the lines connecting the channels to their mapped channel aliases shown inside 
the module instance representations. Furthermore, the runtime information is also 
displayed in the diagram using a consistent colour coding scheme. For instance, as 
shown in the Figure 3.22, active module instances are rendered in green tint while the 
inactive ones are in purple.  
 
The system editing area also provides many commands for system reconfiguration 
and testing. For instance, the channel mappings may be established or cancelled by 
selecting the appropriate popup-menu items. Channels and module instance may be 
renamed (or reconfigured), added or removed easily and they can be dragged around 
by mouse to produce better graphical layout. To test the system, a developer may use 
the ‘Activate All’ menu command to start the whole system in a single click. 
Alternatively, the workbench allows the developer to activate or deactivate each 
module instance separately through its own popup-menu. Furthermore, the 
workbench enables the developer to configure certain module instances to ignore the 
global ‘Active All’ and ‘Deactivate All’ commands. This feature is useful for comparing 
different algorithms aimed at solving the same problem. For instance, to compare the 
performance of two face detectors, the developer may connect instances of both 
module classes into the test systems and configure one of them to ignore global 
control commands while testing the other one. The workbench also allows the 
developer to reconfigure a part of the system or update some module classes while 
keeping the remaining parts of the system active.  
 
The status area is used to display the detailed information regarding the currently 
selected object. The entries vary depending on the selected object’s type. If a channel 
is selected or if no selection is presented, a log of system events will be displayed. In 
this case, it will show a history of channel creations / destructions, module instance 
registrations / unregistrations, and establishments / cancellations of subscriptions.  
Otherwise, if a module instance is selected (as is the case shown in Figure 3.22), the 
status area will expand to include two additional tab pages, one for the module 
instance’s redirected console output and the other for its parameters, which can also 
be adjusted easily with appropriate parameter editing dialogue boxes. 
 
The module class list provides a user interface for module class management. 
Specifically, it lists all available module classes, which can be instantiated, imported, 
or removed through appropriate popup-menu commands. In addition, the workbench 
allows a developer to export or update existing module classes. Among these two 
functions, module updating is particularly useful for module testing. One key feature is 
that the workbench allows a module class to be updated while it is still in use by the 
current system. In that case, the corresponding module instances will be validated 
against the updated module description and automatically revised if necessary. This 
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feature enables the developer to test and fine-tune a module programme efficiently, 
without being required to reconstruct or even restart the whole system after each 
modification being applied to the module during the iterative development process. It 
is particularly useful for testing high level modules which rely on the output produced 
by many upstream modules that initialize slowly. In such cases, by allowing all other 
modules in the system to remain active while updating the module class under testing, 
the time spent for the upstream modules to repeatedly undergo their long initialization 
period may be saved. All accesses to the module warehouse are synchronized. 
Hence, there is no danger of data corruption when two or more instances of the 
system construction workbench are running at the same time. 
 
The system construction workbench enables developers to save / load the current 
system structure into / from a system configuration file. This file can be copied to 
another machine for system redistribution. The workbench also enables module class 
exporting. Specifically, a module class can be exported into a file package complete 
with its module description file, portal executable file, and binary dependencies. 
Alternatively, since the module warehouse is arranged in a self-contained folder 
structure, the entire folder may be copied to another machine to migrate all module 
classes altogether in a single operation. 
3) System Redistribution Tools 
To deploy a system on a machine which does not have the HCI^2 Framework installed, 
the following items must be included in the redistribution package. 
 
1. The system configuration file. 
 
2. A repository of module classes used by the system. 
 
3. A system controller for parsing the system configuration file and managing the 
system at runtime. 
 
4. A system configuration utility enabling users to adjust the system’s parameters. 
 
All exported system redistribution packages share a common folder structure, which is 
illustrated by Figure 3.23. The system configuration file and the module class 
repository are produced by the system construction workbench, while the system 
controller and the system configuration utility are provided by the system redistribution 
tools. Since the latter two programmes do not rely on any task-specific knowledge, 
they can be used in all system redistribution packages. 
 
When activated, the system controller first creates a private server to provide runtime 
support to exported system. In the mean time, it also locates and parses the system 
configuration file included in the redistribution package. Temporary module 
configuration files are then created according to the system configuration, one for 
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each module instance. Finally the system controller creates all necessary channels 
and activates the module instances by calling their portal executable file stored in the 
module class repository. The textual outputs generated by the module programmes 
are redirected to the system controller and displayed in its main window. The system 
controller also monitors the system’s runtime status by constantly checking the 
notifications returned by its internal server. In particular, the system controller 
deactivates the system when it detects a module programme is terminated by the 
user. 
 
 
Figure 3.23: The common folder structure of exported system redistribution packages. 
 
The system configuration utility consists of a GUI-enabled tool allowing users to adjust 
the parameters of the module instances included in the exported system. In addition, 
this tool also enables users to adjust the module instances’ registration information, 
including module ID, inbox size and secondary buffer capacity. However, changes to 
other aspects of the system structure, including channel configuration, module 
instantiation, and channel mapping are not allowed. 
 
Both the system controller and the system configuration utility are copied into the 
system redistribution package when the system is exported by the system 
configuration workbench. They are used to provide generic support to all exported 
systems. However, for a given system, developers may choose to build task-specific 
versions of these programmes. For instance, since usually not all parameters should 
be adjustable by end users, a specialized system configuration utility may only display 
a subset of the system’s parameters. The file handling classes and the system 
redistribution helper classes included in the HCI^2 Framework may be used to 
developed these programmes. 
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3.4 Evaluation of HCI^2 Framework 
3.4.1 Middleware Performance 
This subsection provides a quantitative comparison between the HCI^2 Framework, 
Psyclone, and ActiveMQ in terms of maximum data throughput, average message 
latency. 
 
The experiment was conducted using a mock-up system running on a single computer. 
The system contains several data sources and data sinks. A variety of data sources 
were used during the experiment, each outputting at a specific data-rate to simulate a 
typical type of audio or video stream. The data rate we considered include 8 KB/s (8 
kHz / 8-bit / 1 channel audio), 187.50 KB/s (48 kHz / 16 bit / 2 channel audio), 7.25 
MB/s (352x288 / 3 channel / 25 FPS video), 26.37 MB/s (640x480 / 3 channel / 30FPS 
video) and many other values within the range between 8KB/s and 26.37 MB/s. In 
order to simulate the behaviour of real-time audio and / or video sources, the data 
sources were allowed to drop messages. We then added a number of data sinks into 
the systems to simulate data processing modules. By changing the number of these 
modules and the data sources’ output data rate, we were able to adjust the overall 
communication workload in the mock-up system. We then measured the actual data 
rate (which can be lower than the overall source data rate due to message dropping) 
and average message latency in the mock-up system under different levels of 
communication workload. The test was repeated five times, each time for a different 
type of dispatcher (HCI^2 Framework channel, ActiveMQ topic / queue, or Psyclone 
whiteboard / stream) provided by the three tested frameworks.  
 
Results of this experiment (conducted on a Dell Inspiron N5010 laptop with Intel Core 
i5 M430 CPU @ 2.27 GHz and 4 GB of memory) are shown in Figure 3.24 – Fig 3.26. 
 
Figure 3.24 indicates that both ActiveMQ and Psyclone dispatchers caused the data 
sources to drop messages at an increasing rate when the overall source data rate 
was rising. An exception of this trend appeared for Psyclone (Whiteboard) when the 
overall data rate was 25.6 MB/s. Specifically, the message dropping rate for Psyclone 
(Whiteboard) rose to 0.1668 when the overall source data rate was 25.6 MB/s but 
then dropped to 0.0032 when the source data rate increased to 51.2 MB/s. Because 
there is no detailed description of Psyclone’s internal mechanism in the public domain, 
it is very hard to know for certain about why this artifact appeared. However, a likely 
explanation was the temporary interference caused by the test computer’s firewall 
application. A few follow-up tests suggested that the artifact seemed to disappear 
when the test computer’s firewall was turned off. Also note that there is no data for 
Psyclone (Whiteboard) when the overall source data rate was above 204.8 MB/s. This 
is because the Psyclone server actually crashed in these cases. 
 
 93 
Despite these artifacts, it is still safe to conclude that all ActiveMQ and Psyclone 
dispatchers started to cause message dropping at a noticeable rate when the overall 
source data rate is above 102.4 MB/s. This is because these dispatchers were no 
longer capable of delivering all messages produced by the sources at these rates. In 
comparison, the average message dropping rate for the data sources running in the 
HCI^2 Framework was constantly zero during the entire experiment, meaning that the 
maximum data throughput supported by the HCI^2 Framework was at least 819.2 
MB/s on the test machine. 
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Figure 3.24: Message dropping rate of the data sources in HCI^2 Framework, Psyclone, and ActiveMQ at 
different levels of overall source data rate. 
 
The same trend is also visible in Figure 3.25. As shown in the figure, only the HCI^2 
Framework was able to achieve the same actual data rate (up to 819.2 MB/s ) as the 
overall source data rate in the mock-up system during the whole test. All other 
frameworks / dispatchers reached their maximum data throughput when the overall 
source data rate is 204.8 MB/s. Specifically, the maximum data throughput was 138.1 
MB/s for Psyclone (when using streams as dispatchers) and 94.8 MB/s for ActiveMQ 
(when using queues as dispatchers), respectively. Note that the maximum data 
throughput of both Psyclone and ActiveMQ, which are 5.24 and 3.59  times the data 
rate of a 30FPS 640x480 RGB video stream, respectively, may not be high enough to 
meet the requirement of MHCI systems for it is not uncommon for such systems to 
capture several high-resolution video streams simultaneously from multiple views. 
 
Figure 3.26 shows the relationship between message latency and overall source data 
rate. Despite some fluctuations, an upward trend is shared by all dispatchers we 
tested. Specifically, the message latency generally rose alongside the increasing 
overall source data rate. For Psyclone and ActiveMQ dispatchers, a drastic raise in 
message latency can be observed when the dispatcher’s maximum data throughput 
was reached. The figure also shows that the HCI^2 Framework achieved lowest 
message latency on the test machine at every workload level. Specifically, the 
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message latency for HCI^2 Framework was 0.01 ms when the overall source data 
rate was between 1 KB/s and 409.6 MB/s and 0.77 ms when the overall source data 
rate was 819.2 MB/s. 
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Figure 3.25: Actual data rate achieved by HCI^2 Framework, Psyclone, and ActiveMQ at different levels 
of overall source data rate. 
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Figure 3.26: Average message latency in HCI^2 Framework, Psyclone, and ActiveMQ at different levels 
of overall source data rate. 
 
From this experiment, it becomes apparent that the HCI^2 Framework outperforms 
Psyclone and ActiveMQ in terms of maximum data throughput and message latency 
at every level of communication workload. In particular, the maximum data throughput 
supported by HCI^2 Framework on the test machine is at least 819.2 MB/s and the 
maximum message latency was 0.77 ms. 
3.4.2 User Feedbacks 
The most recent update of HCI^2 Framework can be downloaded freely from: 
http://ibug.doc.ic.ac.uk/resources/hci2-framework/. According to the website’s 
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download statistics, 67 copies have been downloaded by 45 individuals from 31 
institutions since 2012.  
 
Based on individual interviews of 6 developers, the HCI^2 Framework has been 
positively received. All interviewed developers agreed that the HCI^2 Framework has 
been helpful to their work by simplifying the module development and system 
integration process, thus allowing them to focus on the implementation and testing of 
the key algorithms. The simplicity of the module development SDK’s public interface, 
the flexible and intuitive GUI design of the system construction workbench, and the 
quality of the implementation (of being BUG-free and stable) have also been praised. 
 
The interviewed developers also provided suggestions about how the HCI^2 
Framework could be further improved. Specifically, 2 developers suggested that an 
indexing and / or searching function should be added to the system construction 
workbench’s module warehouse; 4 developers recommended future support of 
module development in other programming languages than C/C++, such as Python 
and Matlab; and 3 developers asked future porting of the HCI^2 Framework to Linux. 
Although implementing some of the suggestions (such as porting to Linux) will not be 
easy, it should be noted that the work will not require changes to the core design of 
the HCI^2 Framework. 
3.5 Use Cases 
To demonstrate the ease of use of the HCI^2 Framework for integrating 
heterogeneous modules, we developed a number of example modules working with a 
variety of hardware and software. We then integrated some of the modules into a 
readily-applicable system called the CamGame. This open-source demo system is an 
interactive system allowing users to play a computer game using hand-held marker(s) 
and low-cost camera(s) instead of keyboard and mouse. We further describe the 
FROG Human Affective Signal Analysis Component, in which HCI^2 Framework is 
used as the system integration framework and handles communication with other 
subsystems running on the FROG robot using appropriate communication adapters.  
3.5.1 Inclusion of Modules 
The implemented example modules are summarized in Table 3.4. These modules are 
categorized into the following five groups. 
 
Table 3.4: A list of example modules 
Catgory Module Name Purpose Hardware 
Dependencies 
Software 
Dependencies 
Data Capturing 
Modules 
Video Capturer Captures realtime 
video from a USB 
USB webcam Microsoft 
DirectShow and 
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webcam OpenCV 2.3.1 
Video File 
Reader 
Extracts video 
frames from an 
offline video file 
None Microsoft 
DirectShow,  
appropriate 
video decoders, 
and OpenCV 
2.3.1 
MS Kinect 
Adapter 
Captures realtime 
video with 
per-pixel depth 
information 
Microsoft Kinect ‘Kinect for 
Windows’ SDK 
1.0.3.190 [21] 
Tobii Eye Tracker Tracks the user’s 
gaze movement in 
realtime 
Tobii Eye 
Tracker X120 
Tobii SDK 
2.4.12 [20] and 
Tobii Eye 
Tracking Tools 
[20] 
MS Speech 
Recognizer 
Realtime speech 
recognition 
None Microsoft 
Speech API 5.4 
[62] 
Video Renderer Renders realtime 
video 
None None 
AVI File Writer Writes input video 
stream into AVI 
file(s). 
None OpenCV 2.3.1 
and appropriate 
video encoders. 
Data 
Presentation 
Modules 
MS Speech 
Synthesizer 
Realtime speech 
synthesizing 
None Microsoft 
Speech API 5.4 
[62] 
Message Relay Implements a 
variety of flow 
control 
mechanisms 
None None 
Video 
Synchroniser 
Synchronises input 
video stream to a 
trigger signal 
None None 
Flow Control 
Modules 
Message 
Gatewate 
Blocks or unblocks 
a message stream 
according to input 
control messages 
None None 
CMS Receiver / 
Sender 
Exchanges 
messages between 
HCI^2 Framework 
and ActiveMQ 
None Apache 
ActineMQ 5.3.2, 
ActiveMQ / 
CMS SDK 
Communication 
Adapters 
Psyclone Exchanges None Psyclone AIOS 
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Receiver / Sender messages between 
HCI^2 Framework 
and Psyclone 
1.1.7, OpenAIR 
SDK 
Viola Jones Face 
Detector 
Detects faces from 
the input video 
stream 
None OpenCV 2.3.1 
Colour Based 
Object Tracker 
Tracks a 
user-selected 
object in the input 
video stream 
None OpenCV 2.3.1 
Pre-processing 
Modules 
Image Converter Converts input 
frames to a 
different size, 
colour space, 
datatype, and / or 
orientation. 
None OpenCV 2.3.1 
1) Data Capturing Modules 
The data capturing modules are used to capture raw data from various sources, 
including video camera, off-line video files, depth camera, eye tracker, and speech 
recognizer.  
 
The output messages of these modules are time-stamped using the computer clock’s 
reading in Coordinated Universal Time (UTC). By gauging the computer’s multimedia 
timer [63] through our custom-built utility programme, the time-stamps generated in 
this way can obtain a precision of 1 millisecond [63]. We then use Network Time 
Protocol (NTP) [64] clients to synchronize the local computer’s clock to that of the high 
stratum public time servers (which use atomic clock, GPS clock, or radio clock as the 
time source). This is to ensure that the messages output by the modules running on 
different computers would have compatible time-stamps. Although it is possible to 
generate time-stamps with higher resolution (usually at microsecond or 
sub-microsecond level) using the computer’s performance counter [65], we choose 
not use this method because performance counter reading is not monotonic (the 
counter is usually reset to 0 during system restart) and there is no easy way to 
synchronise two or more computers’ performance counter. 
 
We now give a brief introduction to every data capturing module in the following 
paragraphs. 
 
The Video Capturer module and the Video File Reader module are used to acquire 
video streams from cameras and off-line video files, respectively. Both modules are 
built upon Microsoft DirectShow. This decision was made because DirectShow is 
considered the optimal choice for developing Windows applications dealing with video 
and / or audio streams. Note, however, that due to its complex architecture, using 
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DirectShow is not a trivial task. This is often the reason for developers to use simpler 
tools such as OpenCV and / or Windows Platform SDK’s video accessing interfaces, 
which are less powerful than DirectShow and often suffer from compatibility issues. By 
incorporating the DirectShow-based video capturing and decoding into our modules, 
we effectively enable future users of the HCI^2 Framework to utilise DirectShow for 
their system development while freeing them from the workload of getting 
knowledgeable in using DirectShow. 
 
The MS Kinect Adapter module is based on the ‘Kinect for Windows’ SDK. Using 
Kinect and the SDK, the module captures real-time colour video with per-pixel depth 
information. The depth information can be delivered as either greyscale images 
(which are more suitable for subsequent analysis) or colour-coded images (which may 
be preferable for recording). In order to minimize the temporal misalignment between 
the colour video stream the depth field stream caused by frame dropping (which is an 
inherent problem of the Kinect device), the module buffers several raw frames 
captured from both streams and pairs them based on the frames’ time-stamp. This 
solution helps to set up an upper bound, which is 17ms (half of the camera’s frame 
interval), for the temporal disparity between the two image streams. 
 
Built upon Tobii SDK, the Tobii Eye Tracker module tracks the user’s gaze movement 
in real-time using the Tobii Eye Tracker X120 device with a sample rate of either 60 or 
120 Hz. Apart from the gaze tracking algorithm, the module also delivers a GUI-based 
‘initialization wizard’ tool which helps the user to choose, initialize, calibrate, and test 
the eye tracker device in a step-by-step manner before starting the gaze tracking 
process. Similar to DirectShow, the Tobii SDK is a powerful and comprehensive tool, 
yet rather hard to use (especially when it comes to the functions and classes related 
to calibration). With the inclusion of the Tobii Eye Tracker module, future HCI^2 
Framework users may ignore the cumbersome details of the Tobii SDK altogether and 
only focus on their system development and the analysis of the captured gaze data. 
 
The MS Speech Recognizer module facilitates speech recognition using Microsoft 
Speech API [62]. By selecting appropriate audio input device moniker, the module can 
be used to process either real-time audio steam (when the audio line-in is selected) or 
recorded audio data (when stereo-mix is selected). Due to concerns about SAPI’s 
recognition accuracy, the module does not implement audio-to-text dictation. Instead, 
the primary purpose of the module is to recognize structured verbal input with respect 
to predefined dialogue model. For instance, the module can be used to recognize 
words and phrases from a pre-defined command list. Alternatively, in order to achieve 
more natural interaction and to increase recognition accuracy, the module allows 
more complex grammar semantics to be specified by XML files confirming to Speech 
Recognition Grammar Specification Version 1.0 (SRGS v1.0) [66]. 
2) Data Presentation Modules 
The data presentation modules, which include the Video Renderer, AVI File Writer and 
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MS Speech Synthesizer, are used to display and save the end result of the system’s 
data processing pipeline.  
 
The Video Renderer displays the input video stream in a pop-up window using 
Windows Graphics Display Interface (GDI). To reduce the computational overhead 
caused by frequent repainting, the module allows users to specify a minimum time 
gap (usually set to 30 ms, translating to a frame rate of 33.3 FPS) between 
consecutive frames. Frames arriving within the gap can be either buffered for later 
display or dropped to avoid channel blocking.  
 
Using OpenCV and appropriate video encoders, AVI File Writer saves the input video 
stream into AVI files. Video compression is implemented using FFmpeg 
(http://www.ffmpeg.org/). In order to support continuous recording of real-time data, 
the module automatically cuts the recorded video data into smaller segments, each 
saved into a single AVI file not exceeding 4 GB (the largest file size allowed by the file 
format specification) in size. 
 
The MS Speech Synthesizer generates speech output using SAPI’s Text-to-Speech 
(TTS) interface [68]. The module maintains a small input buffer to store incoming 
textual messages. These messages are then converted into speech sequentially 
using a specified voice identify (such as ‘Microsoft Anna’). Unlike video frames, which 
can be displayed instantly, conveying sentences through artificially generated speech 
takes time. To help ensure the speech synthesizing process works at a comfortable 
pace to human listeners, the module employs two additional channels for flow control 
purposes. Specifically, the module receives abort signals from an input channel and 
publishes completion notifications to an output channel. This design enables the 
upstream module to know when the synthesizing of previous message is completed 
(so it can give new message to the synthesizer) and allows the upstream module to 
force the synthesizer to abort converting current sentence in order to get ready for 
(presumably more urgent) upcoming messages. 
3) Flow Control Modules 
HCI^2 Framework has a built-in flow control mechanism based on message blocking 
(see subsection 3.2.2). Because this default method prevents message loss, it is 
preferable to systems used to run experiments using off-line data. However, since a 
real-time data stream cannot really be blocked (blocking the source module’s output 
channel will only result in the driver overwriting its internal buffer), a flow control 
mechanism based on message dropping is a more suitable choice for real-time MHCI 
systems. This mechanism is implemented cooperatively by the Message Relay 
module, the Video Synchroniser module and the Message Gateway module. 
 
The Message Relay module reduces the data rate of real-time data streams through 
message decimation. Specifically, the module periodically drops messages from the 
input data stream with respect to a user-defined decimation ratio and relays remaining 
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messages to its output channel. The Message Relay module also supports a more 
flexible message dropping scheme ensuring a minimum time gap between 
consecutive messages. When this method is used, the module dynamically 
determines which messages to drop based on their arriving time. After a message is 
successfully delivered to the output stream, the module waits for a pre-defined period 
of time before it can relay another message and drops all messages arriving within the 
period. In addition to data rate reduction, the Message Relay module can also be 
used to split one data stream into multiple streams that can be processed in parallel 
by subsequent modules. For instance, with a decimation ratio of 2, two Message 
Relays can be used to split the input message stream into one stream containing 
odd-numbered messages and another stream containing even-numbered messages. 
These new streams can be processed in parallel, hence taking advantage of the 
computer’s multi-core CPU. The results produced from both streams can then be 
combined into a single ordered output stream using the Video Synchroniser module. 
 
The Video Synchroniser module synchronises the input data stream to a trigger signal 
stream containing only frame numbers. The module also doubles as a trigger 
producer when it is not subscribing to an input trigger channel. A typical use of this 
module is to produce a single ordered output stream from multiple processing 
pipelines running in parallel. This scenario is illustrated by Figure 3.27. In this 
example, two Message Relays are used to split the input video streams into two 
streams, which are then processed in parallel. The results produced by both 
processing pipelines are sent to the ‘Unordered Results’ channel. Due to the inherent 
unpredictability of the two pipelines’ execution order, result produced from a later 
frame may arrive earlier than its predecessor. Hence, to correct the reordering, a 
Video Synchroniser is used to synchronise the unordered results to an ordered trigger 
message stream produced from the original video stream by the ‘Trigger Producer’. 
To minimize communication workload, the trigger messages produced by module only 
contain a 4-byte-long frame number and an 8-byte-long time-stamp. However, any 
type of message can be used as the trigger as long as it contains a frame number 
field. 
 
 
Figure 3.27: System with paralleled processing pipelines consists of a typical use of Message Relay and 
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Video Synchroniser. Modules are illustrated by blocks with solid-line border while channels are shown as 
blocks with dotted-line border. Note that ‘Trigger Producer’ is also an instance of Video Synchroniser. 
 
The Message Gateway module works as a switch controlling real-time data streams. 
The module has two states. In the ‘active’ state, it relays all incoming messages to the 
output channel. In the ‘inactive’ state, it drops all message received from the input 
channel. The state of the module can be changed by messages received from two 
command channels. Specifically, a message received from the ‘activate’ channel 
changes the module to the ‘active’ state while a message received from the 
‘deactivate’ changes the module’s state to ‘inactive’. The Message Gateway also 
publishes state-change notifications to its output channels. These notifications can be 
used to trigger cascade state change in down-stream modules. Self-triggering is also 
supported. For instance, by routing the ‘active’ notification back to the module’s 
‘inactivate’ command channel and routing the ‘inactive’ notification to its ‘activate’ 
command channel, the module can be used to generate a series of snapshots or short 
clips from a continuous data stream. Although the effect of Message Gateway can 
also be achieved by activating and / or deactivating the up-stream data source 
module, using Message Gateway often results in better system responsiveness 
because the system no longer needs to wait for the data source to frequently undergo 
time-consuming initialization and / or uninitialization stages. 
4) Communication Adapters 
The ActiveMQ Receiver / Sender and Psyclone Receiver / Sender are the ‘bridging 
modules’ used to facilitate message exchanging between HCI^2 Framework and 
ActiveMQ and Psyclone, respectively. Specifically, the sender module relays 
messages from a HCI^2 Framework channel to an ActiveMQ topic (or a Psyclone 
whiteboard) while the receiver module delivers messages in the opposite direction.  
One application of these modules is to pass (high level) messages between multiple 
subsystems residing on different computers through ActiveMQ or Psyclone, hence to 
compensate for the limitation of our shared-memory-based data transport protocol. In 
addition, these modules also encourage developers to reuse and extend existing 
systems built upon ActiveMQ and / or Psyclone by eliminating the need for rebuilding 
every existing component in the HCI^2 Framework. 
5) Pre-processing Modules 
The pre-processing modules implement some commonly used low-level procedures 
in MHCI systems. In particular, these modules can be used to performance face 
detection (Viola Jones Face Detector), basic object tracking (Colour Based Object 
Tracker), and format conversion for video frames (Image Converter). 
3.5.2 CamGame: A Demo System 
To demonstrate the usage of the HCI^2 Framework IDE and to provide a tutorial 
example for future users, we have developed an open-source demo system called the 
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CamGame (see Figure 3.28). The baseline CamGame system enables one or two 
players to play a computer game using (a) low-cost camera(s) (e.g., USB webcams) 
and (a) hand-held marker(s) (any brightly-coloured rigid object may be used) instead 
of keyboard and mouse. The CamGame system is customizable to exploit other input 
modalities as well, such as face position and eye gaze. In addition, since the overall 
structure of the system is independent from the game being controlled, the CamGame 
system can be reconfigured to control any conventional computer game with few 
modifications to the command mapper module. 
 
The baseline system requires three processing stages: video capturing, marker 
tracking, and command mapping. We have developed a separate module class for 
each of the three tasks. 
 
Video capturing is performed by the Video Capturer module, a console programme 
which captures real-time video stream using DirectShow. The video capturer defines 
three parameters enabling users to specify the source (the camera) and the frame 
size (width and height) of the captured video stream. 
 
There are many object tracking algorithms available today [29] [30]. We intended to 
keep the actual processing as simple as applicable. Thus we used the mean-shift 
based algorithm described in [22], which is relatively easy to implement while yielding 
good tracking results. A brief description of the object tracking algorithm is as follows. 
 
1. Initialization: We model the target object as a Gaussian distribution based on the 
colour histogram extracted from the region of interest. In order to keep the 
algorithm simple, we assume that the target is a uniformly coloured object. Hence, 
the object model is only based on the predominant hue. 
 
2. Tracking: in each new frame, we calculate every pixel’s likelihood of belonging to 
the target object (based on the target object colour model). We then apply the 
CAMSHIFT algorithm [22] to the resulting probability map to obtain an estimate of 
the target object position in the current frame (i.e., its centre, size, and 
orientation). 
 
3. Updating: To be able to handle gradual change in illumination, the object colour 
model is continuously updated (with a small learning rate) using the histogram 
extracted from the image patch within the area of the tracking result obtained in 
the latest frame. 
 
In practice, the marker tracker implementing the CAMSHIFT algorithm has been built 
as a module (the Colour Based Object Tracker module) that takes input from a video 
channel and displays the tracking results indicated by an ellipse. It requires the player 
to initialize the tracking process by selecting the marker in the first input video frame. 
Once initialized, the module will continuously produce tracking results (including the 
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marker’s position, size, and orientation) and output them to an appropriate output 
channel. The module also allows the player to refine the target model by manually 
adjusting the track box on-the-fly. 
 
A command mapper is used to map the input object position into an appropriate 
keyboard message as to control the game (note that we did not develop a game but a 
game controller). Since the assumption is that the game itself is only controlled by two 
keys, which are ‘left’ and ‘right’, the mapping scheme is rather simple, which merely 
maps the marker position to ‘left’ and ‘right’ according to its horizontal orientation. 
 
 
Figure 3.28: The baseline CamGame system in the single-player mode. 
 
The actual structure of the baseline system is illustrated in Figure 3.28. It consists of 3 
module instances, one of each class introduced above, connected by 2 channels. 
This version is used to play the game in the single-player mode. The system can be 
easily upgraded to enable two players to play the game in a cooperative-mode. Figure 
3.29 and Figure 3.30 illustrate two possible versions of such an upgraded system. In 
the first version, a single camera is used to capture both players, while in the second 
version, two cameras are used, one per player. In both versions, there are two 
instances of the marker tracker and marker-position channel as to enable the 
production and delivery of the control messages for both players. 
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Figure 3.29: The basline CamGame system in a cooperative-mode using a single camera. 
 
 
Figure 3.30: The baseline CamGame system in a cooperative-mode using two cameras, one for each 
player. 
 
Since the game controlling mechanism and the input acquisition method are 
decoupled, the CamGame system can be further customized to incorporate other 
input modalities by reconfiguring the front-end multimodal input acquisition subsystem. 
As examples, the system configurations of CamGame variants using face position 
and eye gaze position are shown in Figure 3.31 and Figure 3.32, respectively. In the 
first variant, the object tracker is replaced by the Viola & Jones face detector [16]. This 
is the most commonly used face detector in the field [5] [31] [32]. Here it is used to 
detect the largest face in the scene and output the face position to the command 
mapper's input channel. In the second variant, the entire front-end subsystem is 
substituted by a Tobii eye tracker [33] to track user's eye gaze position in real-time [34] 
[89] 
 
Currently, the CamGame system is bond to a particular game called NS-SHAFT 
(freely available at: http://www.nagi-p.com/eng/nsshaft.html). A more general 
command mapper module can be developed to enable keyboard- and mouse-free 
control for an arbitrary game. This can be achieved by enabling the player to 
customize the mapping relations between input object positions and the underlying 
Windows messages used to control the game of his / her choice. More complex 
schemes may be proposed by taking temporal information into account (i.e., how long 
is the object on a certain location and / or how fast it changes the location). 
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Nonetheless, according to our preliminary tests, the simple method we described here 
tends to produce satisfactory results for many games that do not feature intense 
action (e.g., Super Mario and other classic arcade games of the kind). 
 
 
Figure 3.31: The CamGame variant using face position. 
 
 
Figure 3.32: The CamGame variant using eye gaze position. 
 
Last but not least, the 3rd-party software used in the CamGame system is not limited 
to games. With few modifications, any software accepting standard Windows 
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keyboard and / or mouse messages can be used. Hence, the CamGame system may 
be easily modified for integration into various (existing) human-computer interaction 
systems. 
3.5.3 FROG Human Affective Signal Analysis 
Component 
The Fun Robotic Outdoor Guide (FROG) project (http://www.frogrobot.eu/) is an 
ongoing research project aiming at developing guide robot capable of engaging 
tourists in outdoor environment.  
 
Over the years, there have been a number of previous efforts in building guide robot. 
RHINO [93] and MINERVA [94] are two early examples. These two works mainly 
focused on developing robots that can automatically navigate in crowded indoor 
environments (such as museums). Specifically, both robots spend most of their 
computational resources on localization, path planning, and obstacle avoidance. 
Interaction between the human visitors and these robots are mainly facilitated through 
the robots’ onboard touch screen. Although MINERVA can exhibit its internal 
emotional state through a simulated face and thus is better at actively attracting 
visitors [94], both robots do not track and analyse the visitors’ face, thus have very 
limit capability in maintaining two-way multimodal communications. Recent works, 
such as the ones presented in [95] – [97], tend to put more emphasis on achieving 
more natural human-robot interaction (HRI) through multimodal dialogues. The robot 
presented in [95] tracks multiple faces and uses sound source localization techniques 
to locate the direction of the current speaker. With these pieces of information, the 
robot is able to shift its focus of attention from person to person in a smooth and 
natural way, thus maintain communication with a group of people [95]. The robots 
presented in [96] and [97] both use speech recognition and speech synthesis 
techniques to maintain verbal communication with the visitors. The work presented in 
[96] also investigated the potential use of head gestures in HRI. 
 
Comparing to these previous works, one of the main advantages of FROG is its ability 
to perform facial expression analysis in uncontrolled outdoor environments. In 
particular, in order to enable the robot to interact with tourists in a more natural way, 
we developed the human affective signal analysis component to recognize the 
tourist’s facial expression and emotional state in terms of valence, arousal and level of 
engagement (interest). The robot would then be able to adapt its behaviour based on 
the detection result. 
 
The system structure of the FROG human affective signal analysis component is 
illustrated by Figure 3.33. As shown in the figure, the component is further divided into 
multiple interconnected modules, which are integrated into a single piece of software 
using the HCI^2 Framework. We now give a brief introduction below to all software 
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modules implemented for the FROG human affective signal analysis component. 
 
The human affective signal analysis component uses a single real-time video stream 
as its input. A Dalsa Genie HM1400 / XDR camera is used for video capturing. 
Through GigE interface, the camera is capable of capturing grayscale video frames at 
64.00 FPS, with a spatial resolution of 1400x1024 pixels. Since the camera does not 
support DirectShow, a custom-built video capturer has been developed using the 
camera’s own SDK. To cope with the large variation in illumination condition 
depending on robot’s location in the outdoor environment, the module implements an 
auto-exposure algorithm to maintain a constant brightness level around the 
region-of-interest in all output images. Specifically, the module estimates the 
brightness level using the weighted average intensity around the face regions (or 
centre region if no face is detected in the image). The estimated brightness level is 
then compared to a pre-defined optimal brightness level to determine whether to 
increase or decrease, and to what extent, the camera’s shutter speed. To avoid 
over-compensation, the adjustment is applied gradually, meaning that in each step the 
shutter speed change cannot exceed a predefined limit. 
 
 
Figure 3.33: System structure of the FROG human affective signal analysis component. 
 
We reused the Viola Jones Face Detector module developed for the CamGame demo 
(‘Face Detector’ in Figure 3.33) to detect faces from the input video stream. The 
detected face is then tracked by the face tracking module (‘2D / 3D Face Tracker’ in 
Figure 3.33), which implements the Direct Incremental Kernel-PCA Tracker (DIKT) 
proposed in [69]. The advantage of the algorithm is that the tracker is robust against 
illumination change, partial occlusion (including shadows casted onto the face) and 
large pose variation [69]. Figure 3.34 shows some face tracking results on the dataset 
recorded using the FROG setup. Note that in order to save computational resources, 
the module only tracks the most-dominant face in the scene. 
 
Based on the face tracking result, we then built a facial point tracker (‘CLM-based 
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Facial Point Tracker’ in Figure 3.33) to track the 2D and 3D location of the 66 facial 
landmarks depicted in Figure 3.35. In addition, the facial point tracker also detects the 
face’s 3D pose in terms of pitch, yaw and roll with respect to the camera’s optical axis. 
Note that the face detection result is also sent to the facial point tracker to serve as a 
fall-back option in case the face tracker falls. The facial point tracker implements the 
Constrained Local Model (CLM) [70] [71] -based Discriminative Response Map Fitting 
(DRMF) method proposed in [72]. To accelerate the module’s processing speed, we 
developed a hybrid CPU-GPU implementation of the DRMF method, as described in 
[73]. By exploiting the potential data parallelism in the algorithm’s 
Histogram-of-Gradient (HOG) feature extraction step and response map calculation 
step, this hybrid implementation is 5 times faster than the CPU-only baseline version 
[73]. When running on the FROG robot’s onboard computer (CPU: Intel Core 
i7-2860QM; Graphics card: NVidia Quadro 5010M; RAM: 24GB), the facial point 
tracking module is able to achieve real-time performance at 30 FPS. Figure 3.36 
shows some results produced by the facial point tracker on the FROG dataset. 
 
 
Figure 3.34: Face tracking results on the dataset recorded using the FROG setup. 
 
The facial point tracking result is used by two down-stream modules: a face 
verification module and a valance / arousal / interest analyser. The face verification 
module gives a unique ID to each person being analysed. Since the camera used by 
the human affective signal analysis component has a limited field of view, it is not 
uncommon for a person to move outside of the camera’s view range and move back 
inside again during the same dialogue session. In this case, it is essential for the robot 
to know that it is still interacting with the same person. Since the face tracker and the 
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facial pointer tracker can not keep tracking the face when the person is temporarily 
outside of the camera’s view, we cannot assume every new tracking session 
corresponds to a new person. Instead, the face verification module is used to check 
whether the newly tracked face belongs to a previously unseen person, and if not, 
give the tracking result the person’s old ID. Instead of performing face recognition, we 
derived a verification scheme based on the face alignment algorithm proposed in [74]. 
Specifically, the face verification module captures a picture of the person’s face when 
he / she is detected by the robot for the first time. When a new face tracking session 
starts, the module tries to align the new face to every existing face image stored in the 
module’s memory. To accelerate the verification step, only a small number (currently 
set to 10) of faces are stored in the module’s memory. The alignment error is used to 
determine which person the tracked face belongs to, or if the face belongs to a new 
person (when the error exceeds a pre-defined threshold). The aligned-based 
verification scheme is used because the algorithm is computationally inexpensive (in 
terms of both CPU consumption level and memory usage, especially considering the 
robot only stores a small number of face images captured from most-recent visitors) 
and is robust against partial occlusion and illuminations changes [74].  
 
 
Figure 3.35: The 66 facial landmarks tracked by the facial point tracker module. 
 
The valance / arousal / interest analyser predicts the person’s emotional state using 
the face mesh provided by the facial point tracker. By implementing the algorithms 
proposed in [75] and [76], the analyser outputs continuous prediction results of the 
person’s emotional state in terms of valance, arousal and level of engagement 
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(interest). Note that although the methods presented in [75] and [76] are originally 
aimed at the prediction of valence and arousal, given appropriate training data, they 
can be easily applied to the interest level prediction problem because interest level is 
also a one-dimensional continuous signal correlating to both valence and arousal. 
The actual analyser was trained specifically on the dataset recorded using the FROG 
setup. In particular, the training data consist of 15 video clips of tourists interacting 
with the robot recorded using the robot’s onboard camera. The face tracker and the 
facial point tracker were used to track the facial landmarks on the most dominant face 
in the video clips. The tracking results were used as the feature vector for the analyser. 
The emotional state of the recorded subjects was manually annotated by human 
annotators. For each clip, the algorithm proposed in [77] was then used to fuse the 
annotations given by multiple annotators into a single ground-truth vector. Since the 
analyser works with low-dimensional sparse features, the computational cost of the 
prediction step is relatively low and the Matlab implementation of the algorithm 
already runs fast enough to achieve real-time performance. Therefore, instead of 
developing the module entirely in C/C++, we implemented the module as a Matlab 
programme wrapped within a C/C++ shell using the Matlab Engine API [78] and the 
HCI^2 Framework SDK to handle data communication between the core algorithm 
implementation and other modules within the HCI^2 Framework. 
 
 
Figure 3.36: Facial point (landmark) tracking results on the dataset recorded using the FROG setup. 
 
Finally, a custom-built communication adapter (‘JSON / Websocket Adapter’ in Figure 
3.33) is used to combine the output of the facial point tracker, the face verification 
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module and the valance / arousal / interest analyser into a single message stream and 
make these messages available to other components of the FROG robot. This 
module firstly synchronises the three result streams using a stream multiplexer 
(implemented by a module developer helper class included in the HCI^2 Framework 
SDK, see subsection 3.3.1). The combined analysis results are then encoded into text 
strings confirming to the Java Script Object Notation (JSON) format defined in [79]. 
Finally, these text strings are published as binary messages to a predefined 
Websocket [80] topic managed by the robot’s onboard server, which handles the 
further delivery of these messages to the robot’s components subscribing to the topic. 
 
Admittedly, it is not immediately apparent that how using HCI^2 Framework helped 
the development of the FROG human affective signal analysis component. This is 
because the HCI^2 Framework is not an enabling factor of the resulted software. 
Albeit extremely time-consuming, it would not impossible to implement the same 
software with all its functions without using the HCI^2 Framework. However, using the 
HCI^2 Framework has significantly streamlined the development cycle of the FROG 
human affective signal analysis component and, in the same time, made the software 
easier to maintain and more robust. For example, the P/S architecture and the module 
development SDK enabled us to write simple wrapper object around the existing 
algorithm implementations to turn them into modules. Furthermore, the centralized 
system management scheme and the flexible system construction workbench allowed 
us to easily adjust system structure (the system structure had actually undergone 
several iterations of revision before it took its final shape shown in Figure 3.33) 
without code modification. Similarly, it will also be quite easy to add and / or remove 
modules in the future. Last but the least, using HCI^2 Framework enabled us to 
produce a more robust system. Realistically speaking, ensuring BUG-free algorithm 
implementation is hard. For instance, the CLM tracker can crash under rare 
circumstances when the face being tracked is at an extremely non-frontal pose. Due 
to the sheer size of its code base, it would take significant amount of efforts to pinpoint 
the BUG. A more practical approach would be to accept the existence of this BUG and 
try to recover the system when it happens. This has been made easy by the HCI^2 
Framework because the framework, by design, eliminates the possibility of cascade 
failure triggered by module crash. In particular, all other modules would continue to 
function normally when the CLM tracker crashes. Thus, the only recovery step needs 
to performed is to restart the CLM tracker, which can be done by utilising a daemon 
process, as described in subsection 3.2.4. 
 
It should also be noted that using the HCI^2 Framework has allowed us to package 
the algorithm implementations used in the FROG human affective signal analysis 
component into standalone reusable modules. These modules may continue to 
benefit the community beyond the scope of the FROG project. 
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3.5.4 Discussion 
In this section, we have presented three use cases of the HCI^2 Framework. The 
main purpose of this section is to demonstrate how HCI^2 Framework can be used to 
benefit the developers by shortening the development cycle of MHCI systems. It 
should be noted that most algorithms described in this sections were proposed by 
other researchers, thus cannot be considered contributions of this work. Nevertheless, 
the systems and modules developed in the process may benefit the community by 
serving as off-the-shelf components supporting further development. Some of the 
modules may also be used to provide easy means for researchers to test their newly 
conceived high level algorithms under real world conditions (instead of using manually 
annotated input data from pre-recorded databases). 
3.6 Conclusion 
In this chapter, we have proposed a software framework to facilitate the development 
of multimodal human-computer interaction systems. This software framework, which 
is called the HCI^2 Framework, consists of a combination of SDK and GUI-enabled 
utilities to provide complete support for the system development procedure, including 
module programme development, system construction, testing, and redistribution. 
 
Internally, the HCI^2 Framework adopts a P/S architecture to support flexible system 
structures while uses a shared-memory based data transport to guarantee reliable 
delivery of high data-rate message stream with low latency. The protocol is robust 
against crash-prone faulty modules and ensures the execution of other modules will 
not be affected by crashed ones. In addition, with the introduction of ‘bridging 
modules’, the HCI^2 Framework is interoperable with some existing message passing 
middleware including ActiveMQ and Psyclone. 
 
To facilitate module reusing, we have refined the concept of module into two related 
terms, which are the module class and the module instance. Based on the design of 
module warehouse and the XML semantics for system configuration files, we have 
proposed a centralized system management scheme, which greatly simplifies system 
construction, testing, and redistribution. 
 
Admittedly, the design of the HCI^2 Framework is not without limitations. Specifically, 
the HCI^2 Framework can not be used to support some MAS-based systems and 
cannot be used alone to build distributed systems running on multiple computers. 
Nonetheless, we reason that these limitations are acceptable and can be overcome 
by interoperating with other existing message passing middleware. 
 
The HCI^2 Framework is implemented as a self-contained open-source software 
development tool. It consists of the HCI^2 Framework SDK, which implements the 
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aforementioned protocols, and the HCI^2 Framework IDE, which provides a complete 
GUI-enabled environment facilitating module development and system integration.  
 
The quantitative comparison shows that our framework outperforms the other similar 
tools including Psyclone and ActiveMQ in terms of maximum data throughput and 
message latency under a typical single PC scenario. The HCI^2 Framework, which 
has been freely downloadable from http://ibug.doc.ic.ac.uk/resources/hci2-framework/ 
since 2012, has attracted 67 downloads and was positively received by all 6 
interviewed developers. 
 
To demonstrate the HCI^2 Framework’s ease of use in integrating heterogonous 
modules, we have developed a number of example modules interacting with a variety 
of hardware and software, including Microsoft DirectShow, OpenCV, Tobii Eye Tracker, 
and Microsoft Kinect. Using these modules, we further built a readily-applicable demo 
system called the CamGame, which enables players to play a computer game using 
hand-held marker(s) and ordinary low-cost camera(s) instead of keyboard and mouse. 
The HCI^2 Framework has also been used in the development of human affective 
signal analysis component developed for the Fun Robotic Outdoor Guide (FROG) 
project (http://www.frogrobot.eu/). This component is used to recognize the tourist’s 
facial expression and emotional state in terms of valence, arousal and level of 
engagement (interest), thus enable the robot to interact with tourists in a more natural 
way by adapting its behaviour based on the real-time recognition results. Using HCI^2 
Framework has significantly eased the development of this component and made the 
resulted software more robust. This work has also resulted in a number of reusable 
modules that may benefit the community beyond the scope of the FROG projects. 
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4. Mimic-Me: Affect-Sensitive Game 
with Humanoid Robot 
4.1 Introduction 
Emotion plays an important role in human-Robot Interaction (HRI) [98]. Over the 
years, there have been a number of works trying to incorporate emotion into HRI 
systems. These works can be roughly classified into three categories. The first 
category, as exemplified by [99] – [101], focuses on the use of artificial emotion in the 
robot’s control mechanism, thus enabling the robot to display complex life-like 
behaviours. The second category, which has attracted most attention over the years, 
tries to create robots capable of displaying believable artificial / simulated facial 
expressions that can be used as an output modality in HRI. Typical examples of this 
category include Sparky [102], Feelix [103], and Kismet [104]. The third category 
involves using facial expression recognition results and / or lower level facial analysis 
results (such face detection results [95], gaze tracking results [105] and so on) as 
additional input modality for the robot, thus achieving more natural human-robot 
interaction [98]. 
 
Nevertheless, facial expression recognition has yet to become a widely used 
technique in HRI systems. This could be attributed to two factors. Firstly, spontaneous 
facial expression recognition methods that work reasonably well (in terms of accuracy 
and processing speed) in unconstrained environment have only become a reality very 
recently. Secondly, building robotic applications is usually much harder then pure 
software development because of the added requirement of knowledge in electronics 
and mechanics. Although there are some robotic development platforms (such as 
LEGO Mindstorm, NAO [82], and to some extend, AIBO [100]) specifically targeted at 
software developers with little expertise in robotics, the limited onboard computational 
resources of these platforms, combined with the difficulty of developing remote 
modules, often hinders the utilisation of facial expression recognition methods. In fact, 
despite the popularity of these platforms among developers, to our knowledge, there 
has been no published work implementing facial expression recognition methods in 
systems involving LEGO Mindstorm, NAO, or AIBO. 
 
Therefore, in this work, we tried to demonstrate that the HCI^2 Framework can be 
used together with the NAO robot [82] to develop a HRI system utilising facial 
expression as an input modality. 
 
Specifically, in this chapter, we present the Mimic-Me game. This game, which was 
developed using the HCI^2 Framework, involves a NAO humanoid robot ‘mimicking’ 
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the player’s facial expression using a combination of body gestures and audio cues. 
 
All dialogues between the robot and the human player are conveyed through 
naturalistic modalities in the same ways as in human-human communication. 
Specifically, the robot only interacts with the human player through audio and visual 
cues captured by its onboard camera and microphone. The system does not utilise 
the robot’s tactile sensors and the robot’s host computer is hidden from the player. 
 
Each game-play session is divided into two stages. In the first stage, the robot initiates 
dialogue with the potential player and tries to engage him / her. If the person agrees to 
play, the actual game-play session (i.e., facial expression recognition and ‘mimicking’) 
is conducted in the second stage. The game is played repeatedly until the player 
decides to quit. In particular, the robot always asks the player whether to play another 
round after each game-play session. We also developed a variant of the system 
including an additional feedback stage. In this version, the robot continues to 
recognize the player’s facial expression after the game-play session ends and, based 
on the recognition result, provides a feedback to the player commenting on its own 
performance (i.e., whether the robot has mimicked the player’s expression correctly). 
 
The Mimic-Me game is implemented using the NAO robot [82]. Due to the limitation of 
the robot’s onboard computational resources, most processing steps, including 
high-level dialogue management and facial expression recognition are performed on 
a host computer using HCI^2 Framework as the system integration tool. 
4.2 Dialogue Model 
For baseline version of the game, each game-play session is divided into two stages: 
the game-play initiation stage and the actual expression imitation stage. A third, 
performance evaluation stage (based on self assessment) was added after the 
second stage in the modified version of the game. Each stage is managed using a 
separate dialogue manager. 
4.2.1 Game-play Initiation Stage 
The dialogue model used for the game-play initiation stage is illustrated in Figure 4.1. 
As shown in the figure, the dialogue consists of 4 states. During initialization (‘Init’ in 
the figure), the robot adopts a sitting position on the table opposite to the human 
player’s chair and initializes its joint motors. A sitting position is used for three reasons. 
Firstly, the robot appears to be less intimidating and more approachable in this 
position. Secondly, in this position, the robot’s onboard camera is at about the same 
height as the player’s face, hence captures the face in a more or less frontal position, 
which is easier for our facial expression recognition algorithms to analyze. Thirdly, 
since the sitting position is self-stabilizing, we could freely programme the robot’s 
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upper-body movement without concerning too much about its balance. 
 
Initialization
Awaiting Player
/ Sleep, Initialize, Start FT
Face Detected / S1, Start Q1
Expecting Answer
Expecting <Start1>
Expecting U1
“No” or “” / S2, Start VR1
<Start2> / Start FT, Reset FD, Start Q2
Face Lost / Reset All
“Yes” / Stop FT, Reset Eyes, <Start2>
Face Lost / Reset All
U1 / Stop VR1, S3, Start Q1
 
Figure 4.1: The dialogue model of the Mimic-Me game’s game-play initiation stage. Within the figure: ‘FT’ 
stands for ‘Face Tracking’, ‘FD’ stands for ‘Face Detection’, ‘S1’ stands for the statement ‘Hello! My name 
is NAO. Nice to meet you!’, ‘S2’ stands for the statement ‘OK, please just call me when you are 
interested.’, ‘S3’ stands for the statement ‘Hello again! I am still here.’, ‘Q1’ stands for the question ‘Do 
you want to play a game with me?’, ‘VR1’ stands for the voice recognition session used to recognize ‘U1’, 
and ‘U1’ stands for player utterance of ‘Hello’, ‘Hi’, or ‘NAO’. 
 
Once the initialization is finished, the dialogue enters the ‘Awaiting Player’ state, in 
which the robot starts the face tracking module. A Viola-Jones face detector [16] is 
used to continuously detect face(s) in the scene. Once a face is detected, the face 
tracker module tries to change the yaw and pitch of the robot’s neck joint so that the 
face appears to be in the centre of the camera’s view. Hence, gives the appearance of 
the robot tracking the player’s face with its eye-gaze. Since we assume there can be 
at most one player in the scene, the module only tracks the most dominant face 
detected in the scene and regards other detected faces (if there are any) as false 
positives. We further use a timer to eliminate the impact of false positives. Specifically, 
we consider a stable detection only after the face is detected in a consecutive series 
of 25 frames (equivalent to 2 second at a frame rate of 12.5 FPS).  
 
After a stable detection of the player’s face is obtained, the robot first introduces itself 
(‘S1’ in Figure 4.1), then asks the player whether he / she want to play the game (‘Q1’ 
in the figure), and the dialogue enters the ‘Expecting Answer’ state. The robot’s 
onboard voice recognition engine is used to recognize ‘yes’ or ‘no’ uttered by the 
player. A positive answer (‘yes’) from the player marks the completion of the 
game-play initiation stage. Specifically, in this case, a ‘<Start2>’ signal is output to a 
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status channel to trigger the start of the expression imitation stage and the dialogue of 
the game-play initiation stages enters and idle (‘Expecting <Start1>’) state waiting to 
be triggered by a ‘<Start1>’ signal sent by the other two dialogue managers. In 
contrast, upon receiving a negative answer (‘no’), the robot prompts the player to call 
it when he / she is interested in playing (‘S2’ in the figure) and the dialogue enters the 
‘Expecting U1’ state. If the player doesn’t provide an answer within a fixed period of 
time (6 seconds), a negative answer (‘no’) is assumed. 
 
In the ‘Expecting U1’ state, the voice recognition engine is configured to recognize ‘Hi’, 
‘Hello’ or ‘NAO’ with an indefinite timeout. Once one of the words is recognized, the 
robot asks again whether the player wants to play the ‘Mimic-Me’ game and the 
dialogue re-enters the ‘Expecting Answer’ state. Note that the face tracker continuous 
to run in both this state and the ‘Expecting Answer’ state to determine if the player is 
still sitting in front of the robot. In particular, if the face can no longer be detected in a 
series of 50 consecutive frames (equivalent to 4 second at a frame rate of 12.5 FPS), 
the dialogue manager assumes the player has left the scene and triggers the dialogue 
to re-enter the ‘Awaiting Player’ state. 
4.2.2 Expression Imitation Stage 
The dialogue model used during the expression imitation stage is shown in Figure 4.2. 
The dialogue only consists of two states, namely, ‘Expecting <Start2>’ and ‘Awaiting 
Expression’. 
 
After initialization, the dialogue manager for the expression imitation stage enters the 
‘Expecting <Start2>’ state to wait for the completion of the game-play initiation stage. 
Once the signal is received, the dialogue manager instructs the player to display a 
(supposedly posed) facial expression (‘S4’ in the figure), activates the facial 
expression recognition (FER) component, and starts waiting for the recognition result. 
The FER component output the recognition result as one of seven possible values, 
corresponding to ‘neutral’ plus the 6 universal facial expressions (anger, disgust, 
sadness, fear, happiness, and surprise), respectively. If no expression is detected 
within a predefined period of time (30 seconds), ‘neutral’ is given as the default output. 
More details about the facial expression recognition method will be given in section 
4.3. The face tracker is also used in this state to ensure the player’s face is fully 
captured by the robot’s onboard camera. Nonetheless, we assume the player will not 
leave the scene during the game-play session. Thus in order to reduce system 
complexity the checking for face lost is not implemented here. 
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Figure 4.2: The dialogue model of the Mimic-Me game’s expression imitation stage. Within the figure: ‘FT’ 
stands for ‘Face Tracking’, ‘FER’ stands for ‘Facial Expression Recognition’, ‘S4’ stands for the statement 
‘OK, Please make a face, I will try to mimic your expression.’, ‘S5’ stands for the statement ‘Now it’s my 
turn, watch me!’, ‘S6’ stands for the statement ‘Sorry, I can’t do a poker face like you.’, and ‘A*’ stands for 
the body animation corresponding to anger, disgust, fear, happiness, sadness, or surprise. 
 
Upon receiving a non-neutral FER result, the dialogue manager instructs the robot to 
invoke the manually composed animation sequence (‘A*’ in Figure 4.2) conveying the 
same emotional state. Since the NAO robot does not support physical facial 
articulation, the emotional state is expressed through a combination of (rather 
exaggerated) body movement [81], non-verbal audio cues (such as laughter in case 
of ‘happiness’, the weeping sound in case of ‘sadness’, the vomiting sound in case of 
‘disgust’, and so on), and colour change / flashings of the robot’s eye LED (such as 
flashing red in case of ‘anger’, dimming white in case of ‘sadness’ and so on). An 
example of the body gestures we used to express different emotional states is shown 
in Figure 4.3.  
 
After the animation is displayed, depending on the version of the system, the dialogue 
manager either outputs the ‘<Start1>’ signal (in the baseline version) to trigger a new 
session of the game-play initiation dialogue or the ‘<Start3>’ signal (in the modified 
version) to activate the performance evaluation stage. If a ‘neutral’ recognition result is 
received for if the FER session times-out, the dialogue manager always outputs the 
‘<Start1>’ signal. Once the game-play session is completed, the dialogue reverts to 
the ‘Expecting <Start2>’ state. 
4.2.3 Performance Evaluation Stage 
In the performance evaluation stage, the robot continues to recognize the player’s 
facial expression, and based on the result, tries to deduce whether it has correctly 
mimicked the player’s expression in the game-play session. This information is 
potentially useful for the iterative optimization of the FER algorithm using reinforced 
learning methods. Nonetheless, in our current implementation, the evaluation result is 
only utilised by the robot to provide a feedback message to a player commenting on 
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its own performance. 
 
 
Figure 4.3: The robot’s body animation used to express different types of emotions. Note that due 
to the limitation of the simulation software used to produce this figure, the colour of the robot’s 
eye LED is not visible. 
 
As shown in Figure 4.4, the dialogue model of the performance evaluation stage is 
very similar to that of the previous stage. The same FER algorithm is used here. 
Nonetheless, note that we start to run the FER component before giving statement 
‘S7’ and hence is able observe the player’s facial expression when the statement is 
uttered. Furthermore, since we are now focusing on spontaneous expression, a 
shorter timeout period and a lower recognition threshold are used. 
 
The correctness of mimicking is deduced using very simple heuristics. Namely, the 
robot concludes that it has performed well (i.e., correctly mimicked the player’s 
expression) if a smile or laughter is recognized during or after the robot’s utterance of 
statement ‘S7’ (see Figure 4.4). Since it is much harder to deduce the meaning and / 
or intention of other types of expressions, especially negative ones, these 
expressions are ignored and the robot will avoid further comments under these 
circumstances. 
 
 120 
 
Figure 4.4: The dialogue model of the Mimic-Me game’s performance evaluation stage. Within the figure: 
‘FT’ stands for ‘Face Tracking’, ‘FER’ stands for ‘Facial Expression Recognition’, ‘S7’ stands for the 
statement ‘I hope I did well in mimicking your expression.’, and ‘S8’ stands for the statement ‘And I think I 
did, thank you!’. 
4.3 Facial Expression Recognition 
The Mimic-Me game’s facial expression recognition (FER) component reuses the 
FROG Human Affective Signal Analysis Component (see subsection 3.5.3), with two 
major modifications. Firstly, instead of the DALSA camera, the NAO robot’s onboard 
head-mounted camera is used to provide the real-time video input for analysis. 
Secondly, instead of analysing the player’s emotional state in terms of valence, 
arousal, and level of engagement, we developed a new module to recognize the 
player’s facial expression as one of the universal facial expressions. 
 
Using the location of the tracked facial landmarks as input features, we have trained a 
multi-class support vector machine (SVM) classifier [83] to perform facial expression 
recognition. A one-against-one approach has been used because it is one of the most 
commonly used methods for expression classification [84]. In particular, the k-class 
SVM classifier consists of k(k-1)/2 binary SVM classifiers, each trained using 
examples from only two classes to find a hyper-plain maximizing the margin between 
them. To classify unseen data, all binary classifiers are used and the overall decision 
is derived using majority vote. We use Radial Basis Function (RBF) as the kernel of 
SVM classifiers:  
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An empirical grid search was performed over the parameter space (cost parameters 
andσ ) to find the best parameter configuration for the SVM. 
 
In our current implementation, the classifier has been trained on the Multi-PIE 
database [85]. Specifically, around 3500 images from subjects 1-170 have been used 
as training examples. The feature vector consists of the 3D location of the 66 facial 
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landmarks tracked by the FROG facial point tracker. Nonetheless, to eliminate 
unwanted influence of rigid motion and scaling, the faces are first registered to frontal 
pose before the feature vectors are calculated. Due to the content limitation of the 
Multi-PIE database, we have only trained a 5-class SVM capable of distinguishing 
between neutral, smile (happiness), scream (fear), surprise, and disgust. This is 
because the Multi-PIE database does not contain examples corresponding to 
sadness and anger. Nonetheless, both the method and the FER component we 
developed can be easily extended to recognize these expressions by retraining the 
SVM when appropriate examples are available. 
4.4 Software Implementation 
The Mimic-Me game has been implemented using the HCI^2 Framework and NAO’s 
own graphical programming environment called Choregraphe [86]. Specifically, the 
high-level dialogue management and the FER component were implemented and 
integrated using the HCI^2 Framework while the fine-grained / tightly-coupled action 
sequences were programmed using Choregraphe. 
 
The NAO robot can be controlled by both local procedures (i.e., code running on the 
robot’s internal processor) and remote programmes (i.e., code running on a host 
computer connected to the NAO robot via TCP/IP connection). Both approaches have 
their own advantages and disadvantages.  
 
Since local procedures run directly on the NAO robot, invoking sub-routines from a 
local procedure incurs very little overhead. Moreover, local procedures can be easily 
developed using Choregraphe and Python. In particular, a local procedure can be 
graphically constructed as a behaviour pipeline using Choregraphe with only a few 
lines of custom Python code. Then the procedure can be packaged into a behaviour 
file and uploaded onto the NAO robot to be executed. However, due to NAO’s 
limitation in computational resources and Python code’s slow execution speed 
(comparing to compiled code), it is very hard, if not impossible, to implement 
computational intensive and / or logically complicated tasks in local procedures.  
 
In comparison, remote programmes are more flexible and usually run faster. Because 
remote programmes run on a host computer, not only more computational resources 
can be made available, but also an abundance of third party libraries may be utilised 
as well. Nonetheless, since these programmes rely on remote procedure calls (RPC) 
provided by the NAOqi framework to invoke routines running on the NAO robot, 
according to our test, accessing NAO resources from remote programmes are usually 
accompanied by a noticeable delay. When the programme frequently uses such 
RPCs, the remote programme may actually run slower because of the accumulated 
communication latencies. This can also result in lowered responsiveness when user 
interactions are involved.  
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In consideration of the pros and cons of both options, we implemented most of the 
fine-grained interactive behaviours in Choregraphe and used HCI^2 Framework to 
build the high-level dialogue managers and the facial expression recognition 
component. In the process, we have developed a number of modules to allow the 
behaviours pipelines and other local NAO resources to be controlled effectively from 
within the HCI^2 Framework. In particular, the following modules have been built: 
 
1. NAO Camera: This module streams the real-time video captured by the NAO 
robot’s onboard camera to the host computer for other modules within the HCI^2 
Framework to process. The video data is transferred via a TCP connection 
managed by the NAOqi framework. Since the images are uncompressed, the 
quality of the video (in terms of special resolution and frame rate) largely depends 
on the maximum bandwidth of the network connection. With cabled Ethernet 
connection, a single stream of 640x480 greyscale video at a frame rate of 15 FPS 
can be reliably acquired. The module estimates frame transmission latency on 
the fly and operates in ‘pull mode’ to ensure timely retrieval of the video frames 
with respect to the desired frame rate. The module also uses two command 
channels enabling the video capturing process to be controlled at runtime by 
other modules.  
 
2. NAO Speech Synthesizer: This module serves as a remote wrapper object of 
NAO’s internal text-to-speech (TTS) engine. The module takes the text messages 
from an input channel and echoes these messages to an output channel after the 
utterance is completed. In this way, the client module may simulate blocking calls 
to the TTS engine by firstly sending the text content to the NAO Speech 
Synthesizer module and then waiting to receive the echoed messages, which 
also double as completion notifications. 
 
3. NAO Behaviour Performer: This module is used to instruct the NAO robot to 
execute behaviour pipelines pre-configured and uploaded using Choregraphe. It 
works in a similar way to the NAO Speech Synthesizer module. Specifically, all 
input commands are also echoed to an output channel to enable blocking in client 
modules. 
 
The overall structure of the Mimic-Me game is illustrated in Figure 4.5. As shown in 
the figure, this system is constructed from the modules developed for high-level 
dialogue management (3 modules are developed, each corresponding to one stage 
described in section 4.2), all modules used by the facial expression recognition 
component (including the NAO Camera module, the face detector, the facial point 
tracker, the SVM-based expression recognizer and related flow control modules), and 
instances of NAO Speech Synthesizer and NAO Behaviour Performer to invoke the 
fine-grained behaviour pipelines programmed using Choregraphe. 
 
 123 
 
Figure 4.5: The overall system structure of the Mimic-Me game. Shown in the figure is the three-stage 
modified version of the system 
 
The behaviour pipelines we built for the Mimic-Me game are illustrated in Figure 4.6 
and Figure 4.7. Figure 4.6 shows the pipeline used to handle the verbal 
communication in the game-play initiation stage. Note that a number of auxiliary 
modules have also been included in the pipeline to handle other low-level tasks 
including eye LED control (‘BlinkRandom’ in the figure), audio feedback control (‘Set 
AE’ in the figure), and deadlock avoidance (‘Stopper’ in the figure). 
 
Figure 4.7 shows the behaviour pipeline executed when the robot is ‘mimicking’ the 
player’s expression. Although the figure only shows the branch corresponding to 
‘happiness’, the branches corresponding to other expressions are the same excepted 
of the actual body animation module (‘Happy_1’ in the figure) being used. Note that 
the motor control modules (‘Motor On/Off’ in the figure) are used in the pipeline to 
make sure the robot will activate its motor only in short periods when the body 
animation happens. This helps to avoid both fast draining of the robot’s battery and 
motor overheating. 
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Figure 4.6: The behaviour pipeline used for handling the verbal communication in the Mimic-Me game’s 
game-play initiation stage, implemented in Choregraphe.  
 
 
Figure 4.7: The behaviour pipeline used to convey the emotion of ‘happiness’, implemented in 
Choregraphe. 
4.5 Discussion 
This section gives some technical remarks about the performance of the Mimic-Me 
system, followed by a brief summary of user feedbacks collected from 8 testers. 
 
With an input resolution of 640x480 pixels, the Mimic-Me system was able to achieve 
a processing speed of 13 FPS when performing facial expression recognition. Further 
investigations showed that this rather low frame rate was caused by the bottleneck in 
the NAO’s robot’s network card bandwidth. Because the video frames were 
transferred from the robot to the host computer without compression, 13 FPS is the 
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maximum frame rate supported by the robot’s network card. Nonetheless, this frame 
rate is already sufficiently high for the Mimic-Me system. For future applications 
requiring higher frame rate, a pair of modules (one local module and one remote 
module) maybe developed to perform video compression and decompression and 
only transfer compressed video stream through the network connection.  
 
Our tests also showed that the facial expression recognition method we used in the 
Mimic-Me system is not very accurate under certain conditions. Firstly, the 
CLM-based facial point tracker can produce noticeably erroneous tracking result 
when the player is sitting quite far from the robot. Secondly, the facial expression 
recognition module only works well for posed expressions. It cannot accurately detect 
spontaneous expressions unless in the case of laughter. This is due to the limitation of 
both the classification method and the training dataset (the Multi-PIE databases only 
contains images of posed expressions) we used. Nevertheless, both issues did not 
have significant impact to players’ user experience in the game. Since the player’s 
chair and the robot were placed at fixed locations which were not very far from each 
other, the first problem was not experienced frequently by the players. The second 
problem was also unimportant because the game context promotes the display of 
posed expressions. Future applications requiring higher recognition accuracy may 
choose to implement more advanced algorithms such as the Chehra face tracker [106] 
and the valence / arousal prediction method presented in [75] and [76]. 
 
Another limitation of the system is that it does not perform well when there are multiple 
people sitting in front of the robot. Because the robot’s built-in face tracker always 
tries to track the largest face detected in the current frame, the robot may keep turning 
its head back and forth when there are multiple faces of similar size being detected. 
Again, this problem was avoided in practice by placing the player’s chair at a specific 
position preventing other people from standing or sitting close to the robot. A more 
general solution to this problem would be to avoid using the robot’s built-in face 
tracker altogether and control the robot’s neck joints directly based on the output of 
the face tracker running on the host computer. 
 
The Mimic-Me system has been individually tested by 8 testers. Recording of a test 
sessions can be viewed at: https://www.youtube.com/watch?v=FTg_QWCJ1ak. 
During the test, the testers were explicitly asked to play with the robot during the first 
round. After the first round, when the robot asked whether the tester wanted to play 
another round, all 8 testers agreed to continue playing. This indicates that the game 
has been positively received by the testers. This statement was also confirmed by the 
testers during the follow-up interview sessions. During the interviews, 6 out of 8 
testers praised the fluid execution of the robot’s behaviour and 4 our 8 testers 
commented that they were ‘impressed’ by the robot’s ability to accurately recognise 
their displayed facial expressions. 
 
Nonetheless, the robot’s behaviour during the performance evaluation stage was not 
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well received. Only 1 out of 8 testers understood without hints that the robot was 
trying to perform a self-assessment about whether it has correctly recognised the 
player’s facial expression displayed during the game-play session. All other testers 
believed that the robot’s follow up comments was given at random. This shows that 
both the state machine and the simple self-assessment method used at this stage 
may need to be improved in future versions of the Mimic-Me game. From a game-play 
point of view, the game’s repetitiveness over time was also a point being criticised by 
the testers. 
4.6 Conclusion 
This chapter presented the Mimic-Me system, which consists of an interactive game 
played with the NAO humanoid robot. Developed using the HCI^2 Framework, the 
game-play of the Mimic-Me system involves the robot ‘mimicking’ the player’s facial 
expression using a combination of body gestures and non-verbal audio cues. To our 
knowledge, this system has been the first system involving the NAO robot to 
implement facial expression recognition methods. In this way, we showed that it is 
possible to build affect-sensitive HRI systems using the NAO robot and the HCI^2 
Framework. 
 
Within the Mimic-Me system, we have designed a multimodal dialogue model to 
enable the robot to interact with the human player in a naturalistic way using only 
natural language, head movement and facial expressions. The system has been 
implemented using both the HCI^2 Framework and NAO’s own graphical 
development environment called Choregraphe. We have developed a number to 
modules bridging the software component running on both the robot and the host 
computer. Both the system and the modules may be easily reused in future projects 
involving NAO robot and other HRI studies in general. 
 
Although the Mimic-Me system has some technical limitations in processing frame 
rate and recognition accuracy and some game-play issues, the game has been 
generally positively received by all 8 testers. 
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5. Conclusion and Future Works 
The work presented in this thesis aimed at answering three important practical 
questions in the field of multimodal human-computer interaction. Firstly, how can we 
efficiently produce readily-accessible databases of annotated, multimodal display of 
human expressive behaviours recorded under various environmental conditions? 
Secondly, how can we integrate various interdependent algorithmic units, each 
targeting a specific problem in the field into a single system? And thirdly, how can we 
actually build a readily-applicable interactive system? 
 
As an answer to the first question, we have built a complete hardware platform for 
multi-camera and multi-sensor data capture, with accurate synchronisation between 
modalities and systems, using only commercial off-the-shelf (COTS) hardware 
components. This platform, which does not require complicated or expensive 
synchronisation hardware, has been described in detail in chapter 2. 
 
According to our test, the proposed data capturing platform was able to capture 7.6 
hours of video simultaneously from 12 cameras with resolutions of 780x580 pixels 
each, at 61.7 fps, together with 8 channels of 24-bit audio at 96kHz sampling rate. 
Using a motherboard with more high-bandwidth PCI-E slots connected to the 
north-bridge chip, together with a PCI-E×4 HDD controller for 8 extra HDDs, we were 
able to expand the platform to record 8 channels of audio together 14 video streams 
of 1024x1024 pixels at 59.1fps from GigE Vision cameras, for a duration of 6.7 hours. 
 
In order to produce synchronised audio and video recordings, thus to support the 
development of human behaviour understanding methods based on feature level 
fusion of multimodal inputs, we have further proposed an accurate synchronisation 
strategy. This method uses multi-channel audio interface to record audio alongside 
the trigger signals of externally triggered sensors. For sensors without an external 
trigger signal, we have presented a method to generate timestamp signals with a 
serial port, allowing us to synchronise a PC that captures sensor data. Experiments 
showed that our synchronisation method can achieve a synchronisation error less 
than 20 µs in all cases. 
 
To answer the second question, in chapter 3, we have proposed the HCI^ Framework 
as a software framework facilitating the development of multimodal human-computer 
interaction systems. The HCI^2 Framework consists of a combination of SDK and 
GUI-enabled utilities to provide complete support for the system development 
procedure, including module programme development, system construction, testing, 
and redistribution. 
 
The HCI^2 Framework has been specifically designed to fulfil all requirements in 
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structural flexibility, middleware performance (in terms of message latency and data 
throughput), communication reliability, error tolerance, module reusability and 
software usability. However, the design of the HCI^2 Framework is not without 
limitations. Specifically, the HCI^2 Framework does not support some MAS-based 
systems and cannot be used alone to build distributed systems running on multiple 
computers. Nonetheless, these limitations are considered acceptable and can be 
overcome by interoperating with other existing message passing middleware. 
 
The HCI^2 Framework has been implemented as a self-contained open-source 
software development tool. It consists of the HCI^2 Framework SDK, which is mainly 
used to support module development, and the HCI^2 Framework IDE, which provides 
a complete GUI-enabled environment facilitating module packaging and system 
integration.  
 
The quantitative comparison shows that our framework outperforms the other similar 
tools including Psyclone and ActiveMQ in terms of maximum data throughput and 
message latency under a typical single PC scenario. Based on interviews of 6 
developers, the HCI^2 Framework has been positively received. 
 
We also described three use cases of the HCI^2 Framework to demonstrate its ability 
in integrating heterogonous modules and how it can be used to streamline the 
development cycle of MHCI systems. The first use case consists of a number of 
example modules we developed to interact with a variety of hardware and software. 
The second use case, which is call the CamGame, consists of a simple system 
enabling players to play a computer game using hand-held marker(s) and ordinary 
low-cost camera(s) instead of keyboard and mouse. Finally, the third use case, which 
is the human affective signal analysis component developed for the Fun Robotic 
Outdoor Guide (FROG) project (http://www.frogrobot.eu/), demonstrates the use of 
HCI^2 Framework in a large scale research project. A large number of reusable 
modules have been derived during the development of these use cases. These 
modules may further benefit the community by serving as readily applicable 
components in future MHCI systems. 
 
The third question was answered in chapter 4 by showcasing the development 
process of the Mimic-Me system as the first system enabling NAO to use facial 
expression as an input modality. Developed using the HCI^2 Framework, the 
Mimic-Me system consists of an interactive game involving a NAO humanoid robot 
‘mimicking’ the player’s facial expression using a combination of body gestures and 
non-verbal audio cues. 
 
The Mimic-Me system has been implemented using both the HCI^2 Framework and 
NAO’s own graphical development environment called Choregraphe. We have 
developed a number to modules bridging the software component running on both the 
robot and the host computer. Both the system and the modules may be easily reused 
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in future projects involving NAO robot and other HRI studies in general. 
 
Albeit some known technical limitations, the Mimic-Me game has been generally 
positively received by all 8 testers. 
 
Admittedly, the work presented in this thesis did not propose new algorithms for 
multimodal human-computer interaction. Nonetheless, the main contribution of this 
work is that we tried to provide necessary hardware and software infrastructure to 
support further development in the field. On the hardware side, the data capturing 
platform described in chapter 2 can be used to produce multimodal databases 
supporting the development new algorithms for human behaviour understanding 
under various conditions. In fact, the platform (and its variations) has already been 
used to produce a number of databases such as the MHI-Mimicry database and the 
HCI-Tagging database. On the software side, the HCI^2 Framework described in 
chapter 3 can be used to significantly ease the development of reusable modules and 
readily applicable MHCI systems. Throughout this study, we have also developed a 
large number of reusable modules implementing various algorithms in human 
behaviour understanding and working with a variety of hardware sensors. These 
modules may also benefit the community by serving as useful components in future 
systems. 
 
Despite the efforts invested into this work, there are still problems remain to be solved. 
For the data capturing platform, it should be noted that it has been designed for uses 
inside laboratories. However, with increasing attention being paid to the problem of 
human behaviour understanding ‘in the wild’, portable data capturing platform that can 
be used in outdoor environment will become a necessity. This change of environment 
will create new challenges to existing design. To name just a few, how should the 
platform cope with the uncontrollable illumination condition in outdoor environments? 
How to make high quality video recordings when the whole data capturing platform is 
mounted on a moving surface? Moreover, the system’s weight and power 
consumption will also become important factors that need to be carefully considered. 
All these problems are not dealt with in the work presented in this thesis. 
 
Regarding the software integration framework, one noticeable limitation is that our 
approach does not provide intrinsic support to distributed systems. How to seamlessly 
integrate HCI^2 Framework into large-scale cloud-based systems remains an open 
question. In order to provide an elegant solution, changes and / or additions to the 
core design of the HCI^2 Framework may be required. 
 
Although the Mimic-Me system and the modules developed alongside the system 
have established a basis to support further investigation into affect-sensitive HRI, the 
system’s function is still quite rudimentary. Many aspects of the system can be further 
improved, including the dialogue model, the facial expression recognition algorithm, 
the performance evaluation method, and so on. 
 130 
Bibliography 
[1] M. Pantic, and L. J. M. Rothkrantz, “Towards an affect-sensitive multimodal 
human-computer interaction”, Proceedings of the IEEE, vol. 91, no. 9, pp. 1370-1390, 
2003. 
 
[2] A. Jaimes, and N. Sebe, "Multimodal human–computer interaction: a survey", 
Computer Vision and Image Understanding, vol. 108, no.1-2, pp. 116-134, 2007. 
 
[3] M. Pantic, A. Pentland, A. Nijholt, and T.S. Huang, “Human computing and machine 
understanding of human behavior: a survey”, Artificial Intelligence For Human Computing, 
T.S. Huang, A. Nijholt, M. Pantic and A. Pentland, Eds. Springer, Lecture Notes in Artificial 
Intelligence, vol. 4451, pp. 47-71, 2007. 
 
[4] M. Pantic, A. Nijholt, A. Pentland, and T. Huang, “Human-centred intelligent 
human-computer interaction (HCI2): how far are we from attaining it?”, International 
Journal of Autonomous and Adaptive Communications Systems, vol. 1, no. 2, pp. 168-187, 
2008. 
 
[5] Z. Zeng, M. Pantic, G.I. Roisman, and T.S. Huang, “A survey of affect recognition 
methods: audio, visual, and spontaneous expressions”, IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 31, no. 1, pp. 39-58, 2009. 
 
[6] A. Pentland, “Looking at People: Sensing for Ubiquitous and Wearable Computing”, 
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 22, no. 1, pp. 
107-119, 2000. 
 
[7] L. Maat, and M. Pantic, “Gaze-X: adaptive affective multimodal interface for single-user 
office scenarios”, Artificial Intelligence for Human Computing, T. S. Huang, A. Nijholt, M. 
Pantic, and A. Pentland, Eds. Springer, Lecture Notes in Artificial Intelligence, vol. 4451, 
pp. 251-271, 2007. 
 
[8] “MSDN: DirectShow (Windows)”, Dec. 4, 2008. [Online]. Available: 
http://msdn.microsoft.com/en-us/library/dd375454(VS.85).aspx. 
 
[9] “Communicative Machines: Pscylone”, 2007. [Online]. Available: 
http://www.cmlabs.com/psyclone/. 
 
[10] “Apache ActiveMQ”, 2009. [Online], Available: http://activemq.apache.org/. 
 
[11] J-Y. Lawson, J. Vanderdonckt, and B. Macq, “Rapid prototyping of multimodal 
interactive applications based on off-the-shelf heterogeneous components”, Adjunct 
 131 
Proceedings of the 21st Annual ACM Symposium on User Interface Software and 
Technology, pp. 41-42, 2008. 
 
[12] J. Shen, and M. Pantic, “A Software Framework for Multimodal Human-Computer 
Interaction Systems”, Proceedings of IEEE International Conference on Systems, Man 
and Cybernetics, pp. 2038-2045, 2009. 
 
[13] M. Pantic, R.J. Grootjans, and R. Zwitserloot, “Fleeble agent framework for teaching 
an introductory course in AI”, Proceedings of IADIS International Conference on Cognition 
and Exploratory Learning in Digital Age, pp. 525-530, 2004. 
 
[14] K. R. Thorisson, H. Benko, D. Abramov, A. Arnold, S. Maskey, and A. Vaseekaran, 
“Constructionist design methodology for interactive intelligences”, AI Magazine, vol. 25, no. 
4, pp. 77-90, 2004. 
 
[15] S. Meyers, “Minimize compilation dependencies between files”. Efective C++: 50 
Specific Ways to Improve Your Programs and Designs 2nd Edition, pp. 140-148, Addison 
Wesley, October, 1997. 
 
[16] P. Viola, and M. J. Jones, “Robust real-time face detection”, International Journal of 
Computer Vision, vol. 57, no. 2, pp. 137-154, 2004. 
 
[17] D. Comaniciu, V. Ramesh, P. Meer, “Real-time tracking of non-rigid objects using 
mean-shift”, IEEE Conference on Computer Vision and Pattern Recognition, vol. 2, pp. 
438-445, 2000. 
 
[18] “MSDN: Inter-process communications”, Feb. 12, 2009. [Online].  
Available: http://msdn.microsoft.com/en-us/library/aa365574(VS.85).aspx. 
 
[19] P. Dabak, S. Phadke, and M. Borate, “Local procedure call”, Undocumented Windows 
NT, pp. 143-189, Foster City: M&T Books, 1999. 
 
[20] “Tobii SDK”, 2010. [Online]. Available: 
http://www.tobii.com/en/assistive-technology/global/products/partner-software/third-party-
program/sdk/. 
 
[21] “Microsoft Kinect for Windows SDK”, Feb. 01, 2012. [Online]. Available: 
http://www.microsoft.com/en-us/kinectforwindows/develop/overview.aspx. 
 
[22] G. R. Bradski, "Computer vision face tracking for use in a perceptual user interface", 
Intel Technology Journal, No. Q2, 1998. [Online]. Available: 
ftp://download.intel.com/technology/itj/q21998/pdf/camshift.pdf 
 
[23] “MSDN: Mutex objects”, Mar. 07, 2012. [Online]. Available: 
 132 
http://msdn.microsoft.com/en-us/library/windows/desktop/ms684266(v=vs.85).aspx. 
 
[24] “MSDN: Interlocked variable access”, Mar. 07, 2012. [Online]. Available: 
http://msdn.microsoft.com/en-us/library/windows/desktop/ms684122(v=vs.85).aspx. 
 
[25] A. Camurri, S. Hashimoto, M. Ricchetti, A. Ricci, K. Suzuki, R. Trocca, and G. Volpe, 
“Eyesweb: Toward gesture and affect recognition in interactive dance and music systems”, 
Computer Music Journal vol. 24, no. 1, pp. 57-69, 2000. 
 
[26] M. Schröder, “The SEMAINE API: Towards a standards-based framework for building 
emotion-oriented systems”, Advances in Human-Computer Interaction, vol. 2010, article 
no. 2, 2010. 
 
[27] M. Schroder, E. Bevacqua, R. Cowie, F. Eyben, H. Gunes, D. Heylen, M. Maat, G. 
Mckeown, S. Pammi, M. Pantic, C. Pelachaud, B. Schuller, E. Sevin, M. F. Valstar and M. 
Woellmer, “Building autonomous sensitive artificial listeners”, IEEE Transactions on 
Affective Computing, vol. 3, no. 2, pp. 165-183, 2011 
 
[28] W. Richard Stevens, “Chapter 12. Shared Memory Introduction”. Unix Network 
Programming: Interprocess Communicattion, pp. 303-323, Prentice Hall PTR, 1999. 
 
[29] A. Yilmaz, O. Jamed and M. Shah, “Object tracking: A survey”, ACM Computing 
Surveys, vol. 38, no. 4, article 13, 45 p., 2006. 
 
[30] H. Yang, L. Shao, F. Zhen and L. Wang and Z. Song, “Recent advances and trends in 
visual tracking: A review”, Neurocomputing, vol. 74, no. 18, pp. 3823-3831, 2011. 
 
[31] M. Pantic, “Machine analysis of facial behaviour: naturalistic and dynamic behaviour”, 
Philosophical Transactions of the Royal Society B: Biological Sciences, vol. 364 no. 1535, 
pp. 3505-3513, 2009. 
 
[32] MF Valstar, M Mehu, B Jiang, M Pantic and K Scherer, “Meta-analysis of the first 
facial expression recognition challenge”, IEEE Transaction on Systems, Man, and 
Cybernetics, Part B: Cybernetics, vol. 42, no. 4, pp. 966-979, 2012. 
 
[33] “Tobii T60 & T120 Eye Tracker”. [Online]. Available: 
http://www.tobii.com/en/eye-tracking-research/global/products/hardware/tobii-t60t120-eye
-tracker/. 
 
[34] J. Lichtenauer, J. Shen, M. F. Valstar and M. Pantic, "Cost-effective solution to 
synchronised audio-visual data capture using multiple sensors", Image and Vision 
Computing, vol. 29, no. 9, pp. 666-680, 2011. 
 
[35] A. Vinciarelli, M. Pantic, and H. Bourlard, “Social signal processing: Survey of an 
 133 
emerging domain”, Image and Vision Computing, vol. 27, no. 12, pp. 1743-1759, 2009. 
 
[36] H. Gunes, and M. Pantic, “Automatic, dimensional and continuous emotion 
recognition”, International Journal of Synthetic Emotions, vol. 1 no. 1, pp. 68-99, 2010. 
 
[37] K. W. Grant, V. van Wassenhove, and D. Poeppel, “Discrimination of auditory-visual 
synchrony”, Proceedings of International Conference on Audio-Visual Speech Processing, 
pp. 31–35, 2003. 
 
[38] M. Sargin, Y. Yemez, E. Erzin, and A. Tekalp, “Audio-visual synchronization and 
fusion using canonical correlation analysis”, IEEE Transactions on Multimedia, vol. 9 (7), 
1396–1403, 2007. 
 
[39] R. Lienhart, I. Kozintsev, and S.Wehr, “Universal synchronization scheme for 
distributed audio-video capture on heterogeneous computing platforms”, Proceedings of 
ACM International Conference on Multimedia, pp. 263–266, 2003. 
 
[40] C. Zitnick, S. Kang, M. Uyttendaele, S. Winder, and R. Szeliski, “High-quality video 
view interpolation using a layered representation”, Proceedings of ACM SIGGRAPH, pp. 
600-608, 2004. 
 
[41] B. Wilburn, N. Joshi, V. Vaish, E. Talvala, E. Antunez, A. Barth, A. Adams, M. Horowitz, 
and M. Levoy, “High performance imaging using large camera arrays”, ACM Transactions 
on Graphics, vol. 24, no. 3, pp. 765-776, 2005. 
 
[42] S. Tan, M. Zhang, W. Wang, and W. Xu, “AHA: An easily extendible high-resolution 
camera array”, Second Workshop on Digital Media and its Application in Museum & 
Heritages, pp. 319-323, 2007. 
 
[43] T. Svoboda, H. Hug, and L. Van Gool, “Viroom - low cost synchronized multicamera 
system and its self-calibration”, Pattern Recognition, pp. 515-522, Springer Berlin 
Heidelberg, 2002. 
 
[44] X. Cao, Y. Liu, and Q. Dai, “A flexible client-driven 3DTV system for real-time 
acquisition, transmission, and display of dynamic scenes”, EURASIP Journal on Applied 
Signal Processing, vol. 2009 (5), 2009. 
 
[45] T. Hutchinson, F. Kuester, K.-U. Doerr, and D. Lim, “Optimal hardware and software 
design of an image-based system for capturing dynamic 37 movements”, IEEE 
Transactions on Instrumentation and Measurement, vol. 55, no. 1, pp. 164-175, 2006. 
 
[46] T. Fujii, K. Mori, K. Takeda, K. Mase, M. Tanimoto, and Y. Suenaga, “Multipoint 
measuring system for video and sound - 100-camera and micro-phone system”, IEEE 
International Conference on Multimedia and Expo, pp. 437-440, 2006. 
 134 
 
[47] P. Ekman, and W. V. Friesen, “Facial action coding system: A technique for the 
measurement of facial movement”, Consulting Psychologist Press, Palo Alto, CA, 1978. 
 
[48] P. Ekman, W. V. Friesen, and J. C. Hager, “Facial action coding system”, Research 
Nexus eBook, Salt Lake City, UT, 2002. 
 
[49] H.-J. Freund, and H. Bdingen, “The relationship between speed and amplitude of the 
fastest voluntary contractions of human arm muscles”, Journal of Experimental Brain 
Research , vol. 31, no. 1, pp. 1-12, 1978. 
 
[50] A. El Gamal, “Trends in CMOS image sensor technology and design”, International 
Electron Devices Meeting, pp. 805-808, 2002. 
 
[51] Allied Vision Technologies GmbH, Taschenweg 2a, D-07646 Stadtroda, Germany, 
“AVT Stingray Technical Manual V4.4.4”, May 31, 2012. [Online]. Available:  
http://www.alliedvisiontec.com/fileadmin/content/PDF/Products/Technical_Manual/Stingra
y/Stingray_TechMan_V4.4.4_en.pdf 
 
[52] S. Sookman, “Choosing a camera interface: qualify and quantify”, Advanced Imaging. 
[Online]. Available:  
http://www.advancedimagingpro.com/print/Advanced-Imaging-Magazine/Choosing-a-Ca
mera-Interface--Qualify-and-Quantify/1$4050. 
 
[53] A. N. Bashkatov, E. A. Genina, V. I. Kochubey, and V. V. Tuchin, “Optical properties of 
human skin, subcutaneous and mucous tissues in the wavelength range from 400 to 2000 
nm”, Journal of Physics D: Applied Physics, vol. 38, no. 15, pp. 2543-2555, 2005. 
 
[54] T. Tajbakhsh, and R. Grigat, “Illumination flicker correction and frequency 
classification methods”, Electronic Imaging, pp. 650210-650210, 2007 
 
[55] O. Hoshuyama, A. Sugiyama, and A. Hirano, “A robust adaptive microphone array 
with improved spatial selectivity and its evaluation in a real environment”, IEEE 
International Conference on Acoustics, Speech, and Signal Processing (ICASSP’97), vol. 
1, pp. 367-370, 1997. 
 
[56] “Gigabyte Boards and DPC Latency”, Anandtech Forum. [Online].  
Available: http://forums.anandtech.com/messageview.aspx?catid=29&threadid=2182171. 
 
[57] “Norpix Streampix 4 product description”, 2007. [Online].  
Available: http://norpix.com/products/multicamera.php. 
 
[58] “MOTU 8pre product description”, 2008. [Online].  
Available: http://www.motu.com/products/motuaudio/8pre. 
 135 
 
[59] N. Freed, and N. Borenstein, “RFC 2045 - Multipurpose internet mail extensions 
(MIME) part one: Format of internet message bodies”, Internet Engineering Task Force 
(IETF), November, 1996. [Online]. Available: http://tools.ietf.org/html/rfc2045. 
 
[60] P. J. Courtois, F. Heymans, and D. L. Parnas, “Concurrent control with ‘readers’ and 
‘writers’”, Communications of the ACM, vol. 14, no. 10, pp. 667-668, 1971. 
 
[61] “MSDN: MSXML SDK overview”. [Online].  
Available: http://msdn.microsoft.com/en-us/library/ms760399(VS.85).aspx. 
 
[62] “MSDN: Microsoft speech API (SAPI) 5.4”. [Online].  
Available: http://msdn.microsoft.com/en-us/library/ee125663(v=vs.85).aspx. 
 
[63] “MSDN: Multimedia timers (Windows)”. [Online].  
Available: 
http://msdn.microsoft.com/en-us/library/windows/desktop/dd743609(v=vs.85).aspx. 
 
[64] D. Mills, J. Martin, J. Burbank, and W. Kasch, “RFC 5905 - Network time protocol 
version 4: Protocol and algorithms specification”, Internet Engineering Task Force (IETF), 
June, 2010. [Online]. Available: http://tools.ietf.org/html/rfc5905. 
 
[65] “MSDN: Acquiring high-resolution time stamps”. [Online].  
Available: 
http://msdn.microsoft.com/en-us/library/windows/desktop/dn553408(v=vs.85).aspx. 
 
[66] A Hunt, and S McGlashan, “Speech recognition grammar specification version 1.0”, 
W3C Recommendation, March, 2004. [Online]. Available:  
http://www.w3.org/TR/speech-grammar/. 
 
[67] “MSDN: Windows graphics device interface (GDI)”. [Online].  
Available: 
http://msdn.microsoft.com/en-us/library/windows/desktop/dd145203(v=vs.85).aspx. 
 
[68] “MSDN: SAPI text-to-speech overview”. [Online].  
Available: http://msdn.microsoft.com/en-us/library/ms720570(v=vs.85).aspx. 
 
[69] S. Liwicki, S. Zafeiriou, G. Tzimiropoulos and M. Pantic, “Efficient online subspace 
learning with an indefinite kernel for visual tracking and recognition”, IEEE Transactions 
on Neural Networks and Learning Systems, vol. 23, no. 10, pp. 1624-1636, 2012. 
 
[70] D. Cristinacce, David, and T. F. Cootes, “Feature detection and tracking with 
constrained local models”, Proceedings of British Machine Vision Conference, vol. 17, pp. 
929-938. 2006. 
 136 
 
[71] J. M. Saragih, S. Lucey, and J. F. Cohn, “Deformable model fitting by regularized 
landmark mean-shift”, International Journal of Computer Vision, vol. 91, no. 2, pp. 
200-215, 2011. 
 
[72] A. Asthana, S. Zafeiriou, S. Cheng, and M. Pantic, “Robust discriminative response 
map fitting with constrained local models”, IEEE Conference on Computer Vision and 
Pattern Recognition, pp. 3444-3451, 2013. 
 
[73] S. Cheng, A. Asthana, S. Zafeiriou, J. Shen, and M. Pantic, “Real-time generic Facial 
tracking in the wild with CUDA”, Proceedings of the 5th ACM Multimedia Systems 
Conference, pp. 148-151, 2014. 
 
[74] G. Tzimiropoulos, S. Zafeiriou, and M. Pantic, “Robust and efficient parametric face 
alignment”, Proceedings of IEEE International Conference on Computer Vision, pp. 
1847-1854, 2011. 
 
[75] M. A. Nicolaou, H. Gunes, and M. Pantic, “Continuous prediction of spontaneous 
affect from multiple cues and modalities in valence-arousal space”, IEEE Transactions on 
Affective Computing, vol. 2, no. 2, pp. 92-105, 2011. 
 
[76] M. A. Nicolaou, H. Gunes, and M. Pantic, “Output-associative RVM regression for 
dimensional and continuous emotion prediction”, Image and Vision Computing, vol. 30, no. 
3, pp. 186-196, 2012. 
 
[77] M. A. Nicolaou, S. Zafeiriou, and M. Pantic, “Correlated-spaces regression for 
learning continuous emotion dimensions”, Proceedings of The 21st ACM International 
Conference on Multimedia, pp. 773-776, 2013. 
 
[78] “Introducing MATLAB engine”. [Online]. Available:  
http://www.mathworks.co.uk/help/matlab/matlab_external/introducing-matlab-engine.html. 
 
[79] “Java script object notation (JSON)”. [Online]. Available: http://json.org/. 
 
[80] I. Fette, and A. Melnikov, “RFC 6455 - The WebSocket protocol”, Internet Engineering 
Task Force (IETF), December 2011. [Online]. Available: http://tools.ietf.org/html/rfc6455. 
 
[81] H. Gunes, C. Shan, S. Chen, and YingLi Tian, “Bodily expression for automatic affect 
recognition”, Advances in Emotion Recognition, A. Konar, A. Chakraborty (Eds.), 
Wiley-Blackwell, 2012. 
 
[82] D. Gouaillier, V. Hugel, P. Blazevic, C. Kilner, J. Monceaux, P. Lafourcade, B. Marnier, 
J. Serre, and B. Maisonnier. “Mechatronic design of NAO humanoid”, IEEE International 
Conference on Robotics and Automation, pp. 769-774. 2009. 
 137 
 
[83] CC Chang, and CJ Lin, "LIBSVM: a library for support vector machines", in ACM 
Transactions on Intelligent Systems and Technology, vol. 2, no. 3, article no. 27, 2007. 
 
[84] S. Moore, and R. Bowden, "Local binary patterns for multi-view facial expression 
recognition", Computer Vision and Image Understanding, vol. 115, no. 4, pp. 541-558, 
2011. 
 
[85] R. Gross, I. Matthews, J. Cohn, T. Kanade, and S. Baker, "Multi-PIE", Image and 
Vision Computing, vol. 28, no. 5, pp. 807-813, 2010. 
 
[86] “Choregraphe overview”. [Online]. Available:  
https://community.aldebaran-robotics.com/doc/1-14/software/choregraphe/choregraphe_
overview.html. 
 
[87] J. Shen, and M. Pantic, “HCI^2 Framework: A Software Framework for Multimodal  
Human-Computer Interaction Systems”, IEEE Transactions on Cybernetics,  
vol.43, no.6, pp.1593-1606, 2013. 
 
[88] J. Shen, W. Shi, and M. Pantic, “HCI^2 Workbench: A development tool for 
multimodal human-computer interaction systems”, Proceedings of IEEE International 
Conference on Automatic Face & Gesture Recognition and Workshops, pp. 766-773, 
2011. 
 
[89] J. Lichtenauer, M. Valstar, J. Shen, and M. Pantic, “Cost-effective solution to 
synchronized audio-visual capture using multiple sensors”, Proceedings of IEEE 
International Conference on Advanced Video and Signal Based Surveillance, pp. 
324-329, 2009. 
 
[90] X. Sun, J. Lichtenauer, M. Valstar, A. Nijholt, and M. Pantic, “A multimodal database 
for mimicry analysis”, Affective Computing and Intelligent Interaction, pp. 367-376, 2011. 
 
[91] M. Soleymani, J. Lichtenauer, T. Pun, and M. Pantic, “A multimodal database for 
affect recognition and implicit tagging”, IEEE Transactions on Affective Computing, vol. 3, 
no. 1, pp. 42-55, 2012. 
 
[92] H. Schulzrinne, S. Casner, R. Frederick and V. Jacobson, “RFC 3550 - RTP: A 
Transport Protocol for Real-Time Applications”, Internet Engineering Task Force (IETF), 
July, 2003. [Online]. Available: http://tools.ietf.org/html/rfc3550. 
 
[93] W. Burgard, A. B. Cremers, D. Fox, D. Hähnel, G. Lakemeyer, D. Schulz, W. Steiner, 
and S. Thrun, “The interactive museum tour-guide robot”, AAAI/IAAI, pp. 11-18, 1998. 
 
[94] S. Thrun, M. Bennewitz, W. Burgard, A. B. Cremers, F. Dellaert, D. Fox, D. Hahnel, C. 
 138 
Rosenberg, N. Roy, J. Schule, and D. Schulz, “MINERVA: A second-generation museum 
tour-guide robot”, Proceedings of IEEE International Conference on Robotics and 
Automation, vol. 3, pp. 1999-2005, 1999. 
 
[95] M. Bennewitz, F. Faber, D. Joho, M. Schreiber, and S. Behnke. “Towards a humanoid 
museum guide robot that interacts with multiple persons”, IEEE-RAS International 
Conference Humanoid Robots, pp. 418-423, 2005. 
 
[96] Y. Kuno, K. Sadazuka, M. Kawashima, K. Yamazaki, A. Yamazaki, and H. Kuzuoka. 
“Museum guide robot based on sociological interaction analysis”, Proceedings of SIGCHI 
Conference on Human Factors in Computing Systems, pp. 1191-1194, 2007. 
 
[97] T. Kanda, M. Shiomi, Z. Miyashita, H. Ishiguro, and N. Hagita. “An affective guide 
robot in a shopping mall”, Proceedings of ACM/IEEE International Conference on Human 
Robot Interaction, pp. 173-180, 2009. 
 
[98] T. Fong, I. Nourbakhsh, and K. Dautenhahn, “A survey of socially interactive robots”, 
Robotics and Autonomous Systems, vol. 42, no. 3, pp. 143-166, 2003. 
 
[99] R. C. Arkin, M. Fujita, T. Takagi, and R. Hasegawa, “An ethological and emotional 
basis for human–robot interaction”, Robotics and Autonomous Systems, vol. 42, no. 3, pp. 
191-201, 2003. 
 
[100] M. Fujita, “AIBO: Toward the era of digital creatures”, The International Journal of 
Robotics Research, vol. 20, no. 10, pp. 781-794, 2001 
 
[101] D. Cañamero, “Modeling motivations and emotions as a basis for intelligent 
behaviour”, Proceedings of International Conference on Autonomous Agents, pp. 148-155. 
1997. 
 
[102] M. Scheeff, J. Pinto, K. Rahardja, S. Snibbe, and R. Tow, “Experiences with Sparky, 
a social robot”, Socially Intelligent Agents, pp. 173-180, 2002. 
 
[103] L. Cañamero, and J. Fredslund, “I show you how I like you-can you read it in my 
face?”, IEEE Transactions on Systems, Man and Cybernetics, Part A: Systems and 
Humans, vol. 31, no. 5, pp. 454-459, 2001 
 
[104] C. Breazeal, and B. Scassellati, “How to build robots that make friends and influence 
people” Proceedings of IEEE/RSJ International Conference on Intelligent Robots and 
Systems, vol. 2, pp. 858-863, 1999. 
 
[105] Y. Kuno, H. Sekiguchi, T. Tsubota, S. Moriyama, K. Yamazaki, and A. Yamazaki, 
“Museum guide robot with communicative head motion”, IEEE International Symposium 
on Robot and Human Interactive Communication, pp. 33-38, 2006. 
 139 
 
[106] A. Asthana, S. Zafeiriou, S. Cheng, and M. Pantic, “Incremental Face Alignment in 
the Wild”, Proceedings of the IEEE Conference on Computer Vision and Pattern 
Recognition, pp. 1859-1866, 2014. 
 
