This paper presents an analytical framework that enables characterizing analytically the spectral efficiency achievable by D2D (device-to-device) communication links integrated within a cellular network. This framework is based on a stochastic geometry formulation with a novel approach to the modeling and spatial averaging of interference, which facilitates obtaining compact expressions, and with the added possibility of incorporating exclusion regions to protect cellular users from excessive interference from active D2D transmitters. To illustrate the potential of the framework, a number of examples are provided. These examples confirm the hefty potential of D2D communication in situations of strong traffic locality as well as the effectiveness of properly sized exclusion regions.
benefits: reduced power consumption, lower end-to-end latency, reduced backhaul loads, higher bit rates, and especially a much higher system spectral efficiency thanks to the denser spectral reuse. While the ad-hoc nature of D2D communication results in more complex and irregular topologies, unlike in traditional ad-hoc networks a D2D integrated cellular system can benefit from infrastructure assistance to perform efficient user discovery and smart scheduling.
The 3rd Generation Partnership Project (3GPP) is in the process of studying and standardizing D2D communication for cellular networks [6] [7] [8] . Several problems associated with D2D have been identified and are being explored by academia [9] , [10] . While specific problems such as mode selection [11] , [12] , resource optimization [13] [14] [15] , power allocation [16] , [17] , and advanced interference management techniques [18] , [19] are being tackled, it is necessary to understand the fundamental performance limits of a D2D integrated cellular network.
Most previous works on D2D relied on simulations to explore system-level aspects [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . Recognizing that stochastic geometry tools allow for models that are more amenable to analytical treatment, and arguably more representative of the heterogeneous structure of emerging wireless networks [21] , some recent works [22] [23] [24] modeled the user locations via PPP (Poisson point process) distributions and analytically tackled the system-level performance of D2D communication.
In this paper, we continue down the path of [22] , but with a different approach to model interference and with a controllable degree of spatial averaging, altogether completing a powerful and flexible framework that allows characterizing in simpler form-sometimes even in closed form-the spectral efficiencies achievable with D2D communication. The framework accommodates both underlay or overlay options, where respectively the D2D communication reuses the existing uplink or utilizes dedicated spectrum. We present several examples of how this framework can be leveraged to gauge the benefits of D2D, hoping that it can serve other researchers as they further explore the possibilities offered by D2D. Specifically, the examples demonstrate how the tools developed can be put to use, to answer the following questions:
• How often is direct D2D better than two hops (uplink-downlink) via the BS?
• How many D2D links can be packed per channel, without compromising their link spectral efficiency (bits/s/Hz)?
• How much better is the system spectral efficiency (bits/s/Hz/cell) given the denser spectral reuse?
II. SYSTEM MODEL
We consider an interference-limited cellular network where the BSs are regularly placed on a hexagonal grid. At each BS, cellular transmissions are orthogonalized while multiple D2D links share each time-frequency signaling resource. Transmitters and receivers have a single antenna and each receiver knows the fading of only its own link, be it cellular or D2D. Our focus is on a given time-frequency resource, where one cellular uplink and/or (underlay/overlay) multiple D2D links are active in each cell.
To facilitate the readability of the equations, we utilize distinct fonts for the cellular and D2D variables.
A. User Locations
The locations of the transmitters, both cellular and D2D, are modeled relative to the location of a given receiver under consideration. For the cellular uplink, the receiver under consideration is a BS whereas, for the D2D link, it is a D2D receiver. In either case, and without loss of generality, we place such receiver at the origin and index the intended transmitter with zero.
All other transmitters (interferers) are indexed in order of increasing distance within each class (cellular and D2D). For the receiving BS, the intended transmitter is always the closest cellular transmitter while, for the D2D receiver, the intended transmitter need not be the closest D2D transmitter.
1) Cellular Uplink:
To study this link, we place a receiving BS at the origin and locate an intended cellular transmitter uniformly within the cell associated with that BS (cf. Fig. 1 ), which is circular with radius R and denoted by B(0, R). There is thus one and only one cellular transmitter within B(0, R), and its distance to the BS at the origin is denoted by r 0 .
The cellular interferers from other cells are all outside B(0, R), modeled via a PPP Φ with density λ = 1 πR 2 . With this density made to coincide with the number of BSs per unit area, this has been shown to be a fine model for a network with one cellular transmitter per cell [22] , [25] .
The D2D interferer locations form another independent PPP Φ with density λ = Kλ, reflecting the fact that there are, on average, K active D2D links per cell.
2) D2D Link: To study this link, we place a D2D receiver at the origin and locate its intended D2D transmitter at a distance r 0 . The cellular and D2D interferers conform to Φ and Φ, respectively. Note that the cellular interferers can be arbitrarily close to the D2D receiver, a point whose implications are discussed later.
B. Received Signal
We denote by P and P the (fixed) powers transmitted by cellular and D2D users, respectively, with ratio µ = P/P . And, in order to present the results in a more general fashion, we define a binary parameter α ∈ {0, 1} that distinguishes between underlay (α = 1) and overlay (α = 0).
1) Cellular Uplink:
The BS at the origin observes
where the first term is the signal from the intended cellular user while the second term represents the interference
whose first summation spans the other-cell cellular users in Φ\B(0, R) and whose second summation spans all the D2D transmitters in Φ. In turn, η > 2 is the pathloss exponent for cellular links, r k represents the distance between the kth cellular transmitter and the BS at the origin, H k denotes the corresponding fading, and b k is the symbol transmitted by the kth cellular transmitter. Similarly, r j represents the distance between the jth D2D transmitter and the BS at the origin, H j denotes the corresponding fading and b j is the symbol transmitted by the jth D2D transmitter. The fading coefficients H k and H j are independent identically distributed (IID)
complex Gaussian random variables with zero mean and unit variance, i.e., drawn from N C (0, 1).
Likewise, b k ∼ N C (0, 1) and b j ∼ N C (0, 1).
2) D2D Link: To analyze this link, we shift the origin to the D2D receiver of interest, which observes
where the first term is the signal from the intended D2D transmitter while the second term is the interference
received from the D2D transmitters in Φ and the cellular transmitters in Φ. For these user-to-user signals, we consider a different pathloss exponent η > 2.
III. INTERFERENCE MODELING
A key differentiating feature of our framework is the interference modeling, expounded in this section and validated later in the paper. We depart from the approach in [22] where z and z are distributed as per (2) and (4), with all the products of signal and fading Gaussian variates therein, and also from the approach in [26] where a Gamma distribution with matched moments is fitted.
Rather, recognizing that both z and z consist of a large number of independent terms whose fading is unknown by the receiver of interest, we model their short-term distributions as zeromean complex Gaussian with matched conditional covariances σ 2 = E [|z| 2 |{r k , r j }] and σ 2 = E [|z| 2 |{r k , r j }], respectively, where the expectations are over the data and fading distributions.
The conditional covariance σ 2 , which represents the power of z for given interferer locations, is easily found to equal
Besides the central limit theorem, there are information-theoretic arguments in favor of modeling the aggregate interference as complex Gaussian with a power dictated by the locations of the interferers: if the exact distribution of the interference is either unknown or ignored by the receiver, with a decoder designed to handle Gaussian noise, then the achievable spectral efficiency is precisely as if the interference were indeed Gaussian [27] .
Returning to our modeling approach, both (5) and (6) contain an infinite number of terms, of which a handful largely dominate the total interference power. In recognition of this, we condition on the interferer locations within a circle surrounding the receiver of interest and replace the aggregate interference emanating from outside that circle with its expected (over the interference locations) value. As we shall see, this expected value can be representative of most instances of the interference outside the circle-by virtue of the law of large numbers-and, thanks to the potency of stochastic geometry, this expected value can be computed explicitly.
The introduction of the averaging circle allows reducing the number of variables retained in the formulation without the significant loss of information brought about by a complete averaging (a frequent recourse in stochastic geometry analyses). This allows establishing the performance for specific locations of the users within the circle, which are the dominant ones, and not only the average performance over all such locations. The radius of the averaging circle then becomes a modeling parameter that should be chosen to balance simplicity (the smaller the circle, the few interferers that are explicitly retained) and accuracy (the smaller the circle, the less fidelity in representing interference instances with their average). As a rather natural choice, we make the size of the circle coincide with that of a cell, B(0, R), and later validate this choice.
With that choice for the averaging circle, the interference power in (5) can be rewritten as
where σ 2 in corresponds to the K D2D transmitters in Φ ∩ B(0, R) for the given geometry realization whereas σ 2 out corresponds to the transmitters in Φ\B(0, R) and Φ\B(0, R). Recalling that E[K ] = K, the expectation of σ 2 out over the PPPs equals
where (9) follows from Campbell's theorem [28] and (10) is obtained by evaluating the integrals and substituting λ = 1 πR 2 . Similarly, for the D2D link, considering B(0, R) around the D2D receiver at the origin, the interference power in (6) can be rewritten as
where σ 2 in corresponds to the K D2D transmitters in Φ ∩ B(0, R) and the K uplink cellular transmitters in Φ ∩ B(0, R), whereas σ 2 out corresponds to the transmitters in Φ\B(0, R) and Φ\B(0, R). Noting that E[K ] = K and E[K ] = 1, the expectation of σ 2 out over the PPPs gives
A. SIR of the Cellular Uplink
Under the foregoing model for the interference, with power σ 2 in + σ 2 out , and recalling the intended signal term from (1), the instantaneous SIR of the uplink is
where the expectation in (13) is over b 0 , conditioned on the fading H 0 , while
is the local-average SIR at the BS. Further normalizing all the terms by R,
where a 0 = r 0 R , a 0 = r 0 R , a k = r k R and a j = r j R are normalized distances. Indeed, our formulation is interference limited and therefore invariant to the absolute scale of the network.
B. SIR of the D2D Link
Similarly, for the D2D link, the instantaneous SIR is
where the expectation is over b 0 , conditioned on the fading, and
is the local-average SIR at the D2D receiver of interest.
IV. SIR DISTRIBUTION
For a specific network geometry, i.e., given the normalized distances a 0 and {a j } K j=1 , the value of ρ becomes determined. Since |H 0 | 2 is exponentially distributed with unit mean, it follows from (14) that the SIR exhibits an exponential distribution with local-average ρ and hence its conditional CDF (cumulative distribution function) is
Similarly, given the normalized distances a 0 , {a j } K j=1 and {a k } K k=1 , the value of becomes determined and it follows from (18) that
Let us now validate the foregoing distributions, and with that the interference modeling approach that underpins them.
Example 1. Consider an overlay system (α = 0) with an average of K = 10 D2D links per cell and with typical values for the power ratio µ and for the pathloss exponents (cf . Table I) . To render the system as typical as possible, K is set to its expected value and for j = 1, . . . , K , a j is set to the expected value of the normalized distance to the jth nearest neighboring point in a PPP with density λ [29] . The resulting a 1 , . . . , a K are given in Table I , where Γ(·) is the Similarly good agreements are observed for other overlay settings, and also for underlay settings, supporting our interference modeling approach.
V. LINK SPECTRAL EFFICIENCY
We now turn our attention to the ergodic spectral efficiency, arguably the most operationally relevant quantity in contemporary systems where codewords span many fading realizations across frequency (because of the wide bandwidths) and time (because of hybrid-ARQ) [30] .
A. Specific Network Geometry
For a specific network geometry, i.e., for given ρ and , the spectral efficiency of the cellular uplink is
where
is an exponential integral. Similarly, the spectral efficiency of the D2D link is obtained as
Example 2. Shown in Fig. 3 is a comparison of the spectral efficiency in (25) against its numerically computed counterpart with z as in (2). For the system parameters in Table I, the match is excellent, further validating our interference modeling approach.
Arguably in fact, as mentioned earlier, the spectral efficiency obtained with our analytical approach might be more operationally relevant than the one obtained with the interference z as in (2) because it is unlikely that the receiver can learn such distribution, and even if it could a standard decoder for Gaussian noise might be featured.
B. Average Network Geometry
As an alternative to the characterization for specific network geometries presented in the previous section, we can choose to characterize the average spectral efficiency over all possible such geometries. Although, as mentioned earlier, the quantities thus obtained-which are favorite outcomes in stochastic geometry-are less informative, they do allow calibrating system-level benefits. To effect the spatial averaging, slightly different approaches are computationally more convenient in our stochastic geometry framework depending on the type of link (cellular/D2D) and on the case (underlay/overlay). Hence, each one is separately presented next. 
which, for η = 4, simplifies tō
where erf(x) = 2 √ π
x 0 e −t 2 dt is the error function.
Proof. See Appendix A.
With overlay (α = 0), as the cellular link is not subject to D2D interference, the expectation is only over a 0 and a compact result involving only the Meijer-G function
and the cellular pathloss exponent η is obtained.
With overlay, the cellular uplink average spectral efficiency over all network geometries isC
Proof. See Appendix B.
The versatility of our interference modeling approach is in full display here, facilitating a closed-form expression for a quantity that in previous analyses had only been obtained in integral form.
2) D2D link: For the D2D link, the average performance is characterized in two steps. First, we establish the average over all possible interferer locations but for a fixed D2D link distance.
To do so, we directly average the link spectral efficiency over the spatial locations of all cellular and D2D interferers in the network, without any prior replacement of interference by its expected value, i.e., without invoking any averaging circle.
Proposition 3. For a given a 0 , the D2D link spectral efficiency averaged over all network geometries equalsC
which, for η = 4, reduces tō C(a 0 ) = 2 log 2 (e) sin K a 2 0 si K a 2 0 − cos K a 2 0 ci K a 2 0 (32)
where K = √ π(K + α √ µ ) while the trigonometric integrals si(·) and ci(·) are respectively given
Proof. See Appendix C.
The above result, of interest in itself, can be then further averaged over the distribution of a 0 . In the absence of empirical data on actual user behavior, [22] and [23] propound a Rayleigh distribution, which we next apply to our formulation.
The normalized interferer distances {a j } ∞ j=1 to the points in the PPP Φ satisfy E[a j ] ∝ 1 √ K [29] . Recognizing this, we have a 0 conform to a Rayleigh distribution with mean δ √ π 2 √ K where δ > 0. Then, as K increases, the average length of both the intended D2D link and the interfering D2D links shrink with 1 √ K . This is a desirable behavior, attempting to model a natural reduction in transmission range as the user density intensifies.
The underlay and overlay cases are presented separately beginning with the former. 
Proof. See Appendix D.
Proposition 5. Let a 0 be Rayleigh-distributed with mean δ √ π 2 √ K . With overlay, the D2D link spectral efficiency averaged over all network geometries is
which, for η = 4, reduces toC
Note that the above result is independent of K, as a consequence of the aforediscussed choice for the distribution of a 0 . (2) and z as in (4) . The match is excellent, once again evincing the goodness of our interference modeling approach. For the D2D link, the distance is Rayleigh-distributed with δ = 0.3.
VI. BENEFITS OF D2D
In order to gauge the benefits of D2D integrated cellular network and to demonstrate the usefulness of the framework developed in earlier sections, we provide some examples comparing the uplink and D2D spectral efficiencies. Unless otherwise specified, the system parameters in Table I are applied. Comparisons are done separately for overlay and underlay.
A. Overlay D2D
Example 4. For an overlay system, equating the link spectral efficiencies C(ρ) and C( ) for the parameters in Table I we a contour plot of which is presented in Fig. 5 . Within the unshaded region, the D2D link has a better spectral efficiency than a corresponding uplink transmission from the same user would have, and thus D2D becomes advantageous. The share of geometries for which C( ) > C(ρ) for a given value of a 0 is easily obtained as P[a 0 > x] = 1 − x 2 where x is the corresponding x-axis value of the contour. Some such shares are displayed, e.g., for a 0 = 0.15 D2D is preferable in 80% of situations.
The above example shows how, for a rather typical network geometry, from a link vantage D2D is very often a better alternative than cellular communication via the BS even if only the uplink is considered, with the downlink taken for granted. With the resource costs of both uplink and downlink considered, the appeal of D2D would increase even further.
Example 5. Considering overlay and a fixed link distance a 0 = 0.08 for all D2D pairs, CDFs of C(ρ) and C( ) over the values of a 0 and {a j } K j=1 are plotted in Fig. 6 . Even for very high density K, with the system brimming with D2D interference, thanks to their short range many D2D links enjoy higher spectral efficiencies than the corresponding cellular uplink.
The foregoing example indicates that the number of D2D links that can coexist on a given signaling resource is large, and to better appreciate the benefits of such dense spectral reuse we next turn our attention to the system spectral efficiency (bits/s/Hz/cell), which reflects the benefits of this reuse. Example 6. Since there are K active D2D links per cell on average, the average system spectral efficiency of the D2D traffic is KC(a 0 ) whereas, for the cellular uplink, the average system spectral efficiency isC as there is only one active cellular user per cell. Shown in Fig. 7 is the comparison of these quantities as function of K, for various a 0 .
Example 6 prompts the following observations:
• For each value of a 0 , there is an optimum "load" K.
• For a very wide range of K, and especially around its optimum value, the D2D system spectral efficiency is much higher than its cellular counterpart.
• The D2D advantage grows with a shrinking a 0 , approaching two orders of magnitude for a reasonable value of a 0 = 0.09.
B. Underlay D2D
Next, we turn our attention to underlay systems. Example 7 makes it evident that, in an underlay system, the cellular uplink spectral efficiency is severely affected by the additional interference caused by cochannel D2D transmissions. In the next example, we look at the average system spectral efficiency achieved by underlaid D2D communication. Example 8. In Fig. 9 , the average system spectral efficiency (bits/s/Hz/cell) achieved by underlaid D2D links with a 0 = 0.12 is plotted until its peak value by varying K, for different values of µ. Suppose that we want the average uplink spectral efficiency to satisfyC ≥ βC| K=0 wherē C| K=0 denotes the average uplink spectral efficiency without D2D and β > 0 parametrizes its degradation. For instance, β = 0.8 corresponds to less than 20% degradation. The maximum average system spectral efficiency of D2D for different values of β are indicated in the figure.
Again, we see that the interference caused by D2D transmissions onto cochannel cellular users is a limiting factor. This encourages us to look into ways by which the cellular uplink can be protected from the D2D interferers, which is the focus of the next section.
VII. UNDERLAID D2D WITH EXCLUSION REGIONS
One way to reduce the interference seen in the uplink of an underlay system is to have exclusion regions around the BSs wherein the D2D transmitters are not scheduled on the underlay resource. Specifically, let us consider circular exclusion regions of radius d ex (cf. Fig. 10 ) and normalized radius a ex = dex R . With the introduction of such exclusion regions, the D2D interferer locations no longer conform to a homogeneous PPP, which makes the analysis difficult. To proceed, we model the D2D interferer locations outside the averaging circle B(0, R) as belonging to a different homogeneous PPPΦ with a scaled-down densityλ = pλ, where p = 1 − a 2 ex such thatλ coincides with the average number of active D2D transmitters per unit area. The goodness of this model is validated in a later example. Under the foregoing model, the interference power emanating from outside the averaging circle B(0, R) is averaged over the random locations. In the case of the cellular uplink, this gives
whereas, for the D2D link,
For the cellular uplink, the interference power from the transmitters inside the averaging circle B(0, R) is given by
where the K D2D transmitters are located within an annulus with inner radius d ex and outer radius R denoted by A(d ex , R) . The locations of the D2D transmitters within A(d ex , R) conform to the points of the PPP Φ with density λ.
As of the D2D link, recall that to study it we shift the origin to the D2D receiver under consideration. The interference power from the transmitters inside the averaging circle B(0, R)
is given by
where the K cellular interferer locations conform to the points of the PPP Φ in B(0, R) while the K D2D interferer locations are difficult to model in general due to the asymmetry of the voids in the averaging circle B(0, R) that result from the exclusion regions. We shall turn to this issue later in the section.
A. SIR Distributions
The local-average SIRs of the cellular uplink and the D2D links are given by
Given the values of ρ and , i.e., conditioning on the link distances inside B(0, R), the instantaneous SIRs become exponentially distributed as in Section IV. In the following example, we validate the interference modeling with exclusion regions. 
B. Link Spectral Efficiency
For specific network geometries, i.e., given the values of the ρ and , the link spectral efficiencies C(ρ) and C( ) are defined as in Section V and not be repeated here for the sake of brevity. Then, those expressions can be further expected over the locations of the interferers inside the averaging circle, leading to the results that follow. Proposition 6. In an underlay system with normalized exclusion regions of radius a ex , the uplink spectral efficiency averaged over all geometries is
where E n (x) = ∞ 1 e −xt t n dt is the generalized exponential integral and p = 1 − a 2 ex .
Proof. See Appendix E.
Next, we turn our attention to the D2D links. Since the asymmetry of the voids present inside the circle B(0, R) makes it difficult to model the D2D interferer locations corresponding to σ 2 in , we upper-bound the interference power in order to obtain a lower bound on the average spectral efficiency. Specifically, we fill the voids inside B(0, R) and regard the D2D interferers as conforming to a PPP with density λ within B(0, R), which can only increase the amount of interference.
Proposition 7. In an underlay system with normalized exclusion regions of radius a ex and with a given a 0 ,C
Proof. See Appendix F.
Example 10. With exclusion regions around the BS, the average system spectral efficiency (bits/s/Hz/cell) of the underlaid D2D links with fixed D2D pair distance a 0 becomes pKC(a 0 ).
In Fig. 12 , the analytical lower-bound on such average system spectral efficiency is contrasted against the exact results obtained numerically for a 0 = 0.12, µ = 0.1 and η = 4.5. 
VIII. SUMMARY
By means of a novel model for the interference, the framework introduced in this paper enables analytical characterizations of the spectral efficiency of both underlay and overlay D2D communication. Advantageously, this framework allows characterizing the performance of specific network geometries in addition to the average thereof, and it yields compact expressions that, in some cases, amount even to closed forms.
The framework has been developed for single-antenna transmitters and receivers, and hence a generalization to multiantenna setups would be a logical follow-up. With multiple antennas per transceiver, even denser spectrum reuse and/or higher-rate links would be possible.
Altogether, D2D communication seems to offers a prime opportunity for network densification in the face of local traffic. The increase in system efficiency that it could bring about is very high, even if no attempt is made to optimize the scheduling of D2D transmissions. Strong interference does arise as a problem for a share of the users, and smart scheduling could alleviate this issue.
We have seen a glimpse of that by simply introducing fixed-size exclusions regions around the BSs, something that was attempted by means of simulations in a single-cell model [31] and that we have incorporated into our multicell analytical framework. More sophisticated schemes where the exclusion regions are dynamically modified could be even better and apply also to D2D links, where without smart scheduling arbitrary proximity is possible. In that sense, the extension of the analytical framework to include schemes such as FlashLinQ [32] or ITLinQ [33] , [34] would be another natural extension.
APPENDIX A PROOF OF PROPOSITION 1
The uplink spectral efficiency averaged over all geometries is computed as
where the expectation is over ρ. Expanding the above equation,
where the outer and inner expectations in (47) are over ρ and over the fading, respectively. We next compute F SIR (γ) and then use it to evaluate (50).
Recall, from (15) , that the local-average SIR in the presence of an averaging circle is
where σ 2 out is the spatial average of σ 2 out . For this computation though, it is more convenient to retain the averaging circle equal to a cell size only for the cellular interferers, while not applying it to D2D interferers (or, equivalently, taking its size to infinity). This relaxation can only make the model, whose goodness was already validated, even tighter. With it, the local average SIR becomes
(52) and the conditional CDF of the SIR becomes
Conditioning on r 0 and averaging F SIR|ρ (γ) over the interference
where the expectation in (54) is over the PPP Φ, (55) follows from the definition of the probability generating functional (PGFL) of the PPP [28] , and (56) follows from the variable change γ r η 0 x −η = u and the relation πλ = K/R 2 . Employing integration by parts in (56) and invoking a 0 = r 0 R , we obtain
The density of a 0 for a user uniformly located in the cell is
We further average F SIR|a 0 (γ) over the above distribution of a 0 to get F SIR (γ), which plugged into (50) yields the average spectral efficiency in (27) .
APPENDIX B PROOF OF PROPOSITION 2
With overlay (α = 0), the local-average SIR of the cellular uplink is
Averaging C(ρ) over a 0 via the density in (58) yields
When x is positive and real,
Utilizing this relation in (60) and then evaluating the integral by virtue of the identity given in [35] , we obtain the final expression in (30) .
APPENDIX C PROOF OF PROPOSITION 3
Following the same approach as in Appendix A, we replace the average interference σ 2 out with its exact value σ 2 out in the definition of , i.e., we do not apply the averaging circle to the D2D interference. Then,
The conditional CDF of SIR, given r 0 , {r j } ∞ j=1 and {r k } ∞ k=1 , is
Maintaining the conditioning on the desired link distance r 0 , we average (63) over the PPPs Φ and Φ to get The distribution of a 0 is given by f a 0 (a) = 2Ka δ 2 e −Ka 2 /δ 2 a > 0.
Averaging out the conditional CDF in (65) over a 0 , we obtain the CDF of unconditional SIR 
Setting α = 1 and α = 0, we obtain Propositions 4 and 5, respectively. 28 
APPENDIX E PROOF OF PROPOSITION 6
The conditional CDF of SIR is
Conditioning on r 0 and averagingF SIR|ρ (γ) over the distances {r j } K j=1 to the D2D interferers in the annulus A(d ex , R), we obtain 
where (75) follows from the definition of the PGFL of PPP, the integral is solved following the approach in Appendix A, and we substitute r 0 R = a 0 to obtain (76). The expression in (76) is further averaged over a 0 via (58) to get F SIR (γ), which plugged into (50) yields the claimed result in (44).
APPENDIX F PROOF OF PROPOSITION 7
The conditional CDF of SIR is 
Under the assumption that the D2D interferers within the circle B(0, R) belong to a PPP of density λ, and conditioning on r 0 , we average out F SIR| (γ) over the distances {r j } K j=1 to get 
where (79) follows from the definition of the PGFL of PPP, the integrals are solved following the approach in Appendix A and we substitute r 0 R = a 0 to get (80). Then, (45) is obtained by substituting (80) into (66).
