In this study, we investigated the electroencephalogram (EEG) dynamics in normal and epileptic subjects using three newly defined quantifiers adapted from nonlinear dynamics and Hilbert transform scatter plots (HTSPs): dispersion entropy (DispEntropy), dispersion complexity (Disp Comp), and forbidden count (FC), hypothesizing that analysis of electroencephalogram (EEG) signals using nonlinear and deterministic chaos theory may provide clinicians with information for medical diagnosis and assessment of the applied therapy. DispEntropy evaluates irregularity of the EEG time series. DispComp and FC quantify degree of variability of the time series. Receiver operating characteristic (ROC) analysis reveals that all the three quantifiers can discriminate between seizure and non-seizure states with very high accuracy. The application of such a technique is justified by ascertaining the presence of nonlinearity in the EEG time series through the use of surrogate test. The false positive rejection of the null hypothesis is eliminated by employing Welch window before the computation of the Fourier transform and randomizing the phases, in the generation of the surrogate data. Paired t-test revealed significant differences between the measures of the original time series and those of their respective surrogated time series, indicating the presence of deterministic chaos in the original EEG time series.
and is categorized into five sets (designated A-E), each containing 100 single channel EEG segments of 23.6 s duration, sampled at 173.6 samples per sec with 12 bit resolution. Each data segment has 4096 samples. The bandpass filter setting was at 0.53 -40 Hz (12 dB/octave). Each set was recorded under different conditions. These segments have been picked from continuous multi-channel EEG recordings after removal of any artifacts, like, muscle activity, or eye movements, making sure that they fulfilled stationarity requirements. Each segment is treated as a separate EEG signal so that in all there are 500 EEGs. All the EEG signals were recorded using the same 128-channel amplifier system using an average common reference. This large data set improves statistical significance during comparison of results. Sets A and B contain segments taken from surface EEG recordings acquired from five healthy volunteers using a standard 10 -20 electrode placement scheme. The subjects were awake and relaxed with their eyes open for set A and eyes closed for set B, respectively. The segments for sets C, D, and E were acquired from five epileptic patients undergoing presurgical diagnosis. The diagnosis was temporal lobe epilepsy (epileptogenic focus: hippocampal formation). Sets C and D contained only activity measured during seizure free intervals (interictal epileptiform activity), with segments in set C recorded from hippocampal formation of the opposite hemisphere of the brain and those in set D recorded within epileptogenic zone. On the other hand, set E contained only seizure activity (ictal intervals), with all segments recorded from sites exhibiting ictal activity. The CHB-MIT scalp database includes recordings from 22 pediatric epileptic patients with intractable seizures (males: 5 n = and age = 3 -22 years; females : 17 n = and age = 1.5 -19 years). The surface recordings were of approximately 6 hours duration per patient, each with 182 seizures and sampled at 256 Hz.
The robustness of DispEntropy, DispComp, and FCin discriminating different EEG states was first investigated on Bonn Database, which included all the five sets A-E, each with 100 single channel EEG segments of 23.6 s duration. We also explored the diagnostic ability of these three quantifiers on a randomly selected EEG signal from CHB-MIT database and compared the performance with other two popular quantifiers used in nonlinear analysis. To our knowledge, there is no study in the literature related to DispEntropy, DispComp, and FCHTSP analysis for epilepsy seizure detection. The obtained results indicate high accuracy.
Hilbert Transform (HT)
Hilbert transform (HT) has been extensively used in the analysis of nonlinear signals. The HT is a time-domain to time-domain transformation which shifts the phase of a signal by 90 degrees. In the process the positive frequency components in the signal are shifted by +90 degrees, and negative frequency components are shifted by −90 degrees. Though the Hilbert transform like the fast Fourier transform (FFT) is a linear operator, it is useful for analyzing nonstationary signals by expressing frequency as a rate of change in phase, so that the frequency can vary with time. The HT and FFT give the same results when both transforms are applied to signals having the relatively long durations needed for the FFT and wavelets [28] ( ) ( )
where the integral is to be interpreted as a Cauchy principal value. This convolution can be thought of as a filtering operation with a quadrature filter which shifts all sinusoidal components by a phase shift of π 2 − . Using Fourier identities, the Fourier transform of
In the frequency domain, the result is then obtained by multiplying the spectrum of ( ) 
Hilbert Transform Scatter Plot (HTSP)
A Poincare plot is a nonlinear method with an ability to capture the nonlinear pattern of the system dynamics [30] 
scatter plot of first differences of the data, which is called a second-order difference (SOD) plot of ( ) s n [31] . In this work, we develop a scatter plot by plotting the EEG time series under investigation against its Hilbert transform, which we call Hilbert transform scatter plot (HTSP). Since the Hilbert transformed signal is a phase shifted version of the original signal, it is obvious that HTSP is a lagged Poincare plot. Unlike a Poincare plot which is usually confined to first quadrant of the coordinating system, a HTSP which is centered about the origin like SOD plot, can be useful tool to physicians, who can make a preliminary diagnosis by the visual inspection of these scatter diagrams. SOD has been found to be useful in the study of chaotic systems, like hemodynamic systems and in classification problems, like separating congestive heart failure patients from normal subjects [31] - [34] . The most commonly used measure in conjunction with SOD plot is the central tendency measure (CTM), which quantifies the degree of variability in a scatter plot. In this study, however, we define dispersion entropy, dispersion complexity, and forbidden count, all derived from HTSP, to estimate the irregularity, complexity or degree of variability in the HTSP.
Dispersion Entropy (DispEntropy), Dispersion Complexity (DispComp), and Forbidden Count (FC) in the Context of HTSP
In this study, we divide the HTSP spatial coordinate system into a matrix of elements using an M × M grid ordered from top to bottom and left to right, so as to accommodate the most extreme point in the scatter plot, as shown in . The HTSP in the figure has 1200 × 1200 = 1,440,000 cells which constitutes total count of the matrix. We first mark all the points in the HTSP scatter space and count the number of points in each cell. Next, we convert this matrix figure into an image, treating the cells as if they were pixels and with the point counts in the cells corresponding to the intensity of the pixels in the image. Then we find the entropy of this gray scale image. To accomplish this we adopt the following steps: 1) We compute the histogram of the distribution of the counts in the matrix, with the dynamic range of the data being transformed to fit into gray scale range; 2) From the histogram we find the probability distribution of the bins in the histogram; 3) We then apply Shannon's entropy to the probability distribution. The resulting entropy constitutes dispersion entropy (DispEntropy) of the HTSP. It is to be noted that if a time series is random then, it is likely that most of the cells in the matrix are visited/covered one time or other. In this case, the DispEntropy of the signal is high. A larger value of DispEntropy indicates an increased irregularity and randomness, and vice versa.
Next, we identify and count only those cells in the matrix which do not contain any points. These empty cells correspond to forbidden cells which are not visited by the HTSP of a particular time series and their total count yields what we call forbidden count (FC). In other words, the remaining count (total count-forbidden count) yields the number of cells in the matrix which do contain one or more points. These cells in the matrix correspond to filled cells which are visited by the HTSP of a particular time series and their total count yields a measure proportional to dispersion/variability, which we call it as dispersion complexity (DispComp). It is interesting to note that if a time series is random then, it is likely that most of the cells in the matrix are visited/covered one time or other. In this case, the dispersion complexity of the signal is higher and the FC is smaller. Thus, Disp- 
Statistical Analysis and Receiver Operating Characteristic (ROC) Analysis
Statistical significance for the differences between the different non-seizure and seizure classes was assessed using independent-samples significance tests (Student's t-tests). A p < 0.0001 was considered significantly different. In case, if significant differences between classes are found, then the ability of the nonlinear analysis method to discriminate non-seizure and seizure states is evaluated using receiver operating characteristic (ROC) plots in terms of area under ROC (AUC) and the following performance parameters: sensitivity, specificity, precision, and accuracy. ROC plots are used to gauge the predictive ability of a classifier over a wide range of values [35] . A threshold value is applied such that a feature value below this threshold will be assigned one category while a feature value above the threshold will be assigned other category. ROC curves are obtained by 
Surrogate Data Testing
If the dynamics that generated the time series is not known or if the time series is noisy, in that case it is essential to investigate whether the amount of nonlinear deterministic dependencies is worth analyzing further or to treat the time series as stochastic. Hence, one of the first steps before applying the nonlinear technique to the data is to investigate if the application of such technique is justified and useful. If an experimental time series of limited length and finite precision is given, which is true in practice, it may be impossible to distinguish between nonlinear and linear dynamics due to stochastic components. The main reason behind this rationale is that linear stochastic processes can generate very complicated looking signals and that not all the structures that we observe in the data are likely to be due to nonlinear dynamics of the system. The method of surrogate data testing, introduced by Theiler et al. [36] , has been a popular validating test to address this issue. This test facilitates to find out if the irregularity of the data is most likely due to nonlinear deterministic structure or due to variations in system parameters or due to random inputs to the system. This section presents a brief sketch of the idea in that connection. The starting point is to create an ensemble of random nondeterministic surrogate data sets that have the same mean, variance, and power spectrum as the original time series, but has no further determinism built in. The measured topological properties of the surrogate data sets are compared with those of the original time series. If, in case, the surrogate data sets and original data yield the same values for the topological properties (within the standard deviation of the surrogate data sets) then the null hypothesis that the original data is random noise cannot be ruled out. On the other hand, if the data under test is generated by a nonlinear process, the value for the topological property would be different from that of the surrogate data, and the null hypothesis that a linear method characterizes the data can be rejected.
Surrogate data completely destroy the sequential order of the original time series, while preserving the first and second order moments of the original series [36] . The method of computing surrogate data sets with the same mean, variance, and power spectrum as the original time series, but otherwise random is as follows: First find the Fourier transform of the original time series, then randomize the phases, and find the inverse Fourier transform. The resulting time series is that of the surrogate data. More details can be found in [36] . However, Rapp et al. have shown that inappropriately constructed random phase surrogates can lead to false-positive rejections of the surrogate null hypothesis [37] . They found that numerical errors in the computation of Fourier transform was the cause for this problem and that Welch windowing the data can eliminate false-positive rejections of the surrogate null hypothesis. Hence, in this study, we made sure that Welch window was introduced before the computation of the Fourier transform of the EEG segment whose surrogate needs to be found.
Results and Discussion
First, we evaluated the ability of the DispEntropy, DispComp, and FC, in discriminating EEGs from Bonn Database, into non-seizure (normal or nonictal) and seizure (ictal) classes. This encompasses the important discriminations in the medical field related to epilepsy, such as seizure warning systems or closed-loop seizure control systems [38] . We averaged the respective values of DispEntropy, DispComp, and FC, for the five individual EEG states from the five sets in the Bonn database and the distribution of DispEntropy, DispComp, and FC values were plotted in a box and whisker diagram. Independent-samples t-tests were used to evaluate statis- tical differences between different non-seizure and seizure classes. If significant differences between classes were found, then the ROC analysis was performed to assess the diagnostic ability of these nonlinear methods. When analyzing an EEG signal, it is customary to segment a long signal into short windows of length W and compute the measure of interest for each window. A thumb rule to select window length is that W must be long enough to reliably estimate the measure of interest (for example, DispEntropy, in this context), while W must be short enough to accurately capture local activities, like seizures. In this study, the EEG signal is segmented using a moving window analysis technique. The length of each segment is about 5 sec (870 samples) with no overlap between adjacent windows along the whole EEG recording.
Representative HTSPs for the different EEG states, one from each of the five sets, are shown in Figure 1 and Figure 2 . Figure 1(a) and Figure 1(b) show, respectively, HTSPs for EO and EC EEG signals from normal subjects (sets A and B). The plots clearly show differences between the two states. The points corresponding to EO state tend to be located close around the origin, while those corresponding to EC state are comparatively spread in the diagram. This implies that the EEG variability in brain activity is increased when the eyes are closed compared to that when eyes are open in the same subject. This can be attributed to changes in frequency content and degrees of freedom in the corresponding EEG signals as the mental state is switched from one to another. Figures 2(a)-(c) show, respectively, HTSPs for inter-ictal states (from hippocampal formation of the opposite hemisphere of the brain), inter-ictal states (within epileptogenic zone), and ictal states (sites exhibiting seizure activity) of epileptic subjects (sets C, D, and E). The plots clearly show differences between the two states, non-seizure and seizure. The points corresponding to inter-ictal state, in Figure 2 (a) and Figure 2(b) , tend to be located close around the origin, while those corresponding to ictal state, in Figure 2(c) , are widely spread in the diagram. This implies that the EEG variability in brain activity is increased drastically when in the ictal state compared to that when in the inter-ictal state. This can be attributed to changes in frequency content and degrees of freedom in the corresponding EEG signals as the mental state is switched from chaos to order. Comparing HTSPs in Figure 1(a), Figure 1(b), Figures 2(a)-(c) the following conclusions can be drawn: 1) Least degree of variability is found in the inter-ictal states, while highest degree of variability can be found in ictal states.
2) The degree of variability in normal EEG states is higher than that of inter-ictal states, while considerably lower than that of ictal state. Now we quantify these conclusions for the entire Bonn database using DispEntropy, DispComp, and FC. Figures 3(a)-(c) depict respectively, the distribution of DispEntropy, DispComp, and FC values for the five individual EEG states belonging to the different sets in the Bonn database through the box and whisker plots. The results of statistical analysis of independent-samples t-tests for each pair of non-seizure and seizure classes are shown in the second column of Tables 1-3 . Since very significant statistical differences between classes were found (p < 0.0001), the ROC analyses were performed to assess the diagnostic ability of this nonlinear method. The descriptive results for AUC, average sensitivity, average specificity, average precision, and average accuracy are summarized in the columns three through seven of the same Tables 1-3 . From the tables it is very clear that all three measures, DispEntropy, DispComp, and FC, can readily discriminate between seizure and non-seizure states with very high accuracy.
Before proceeding further, we assess the appropriateness of applying the above nonlinear techniques through surrogate data analysis. We generated an ensemble of 20 surrogates for each EEG signal, as mentioned in Section 2.5. DispEntropy, DispComp, and FC were computed for each surrogate and averaged to obtain the corresponding mean Disp Entropy, mean DispComp, and mean FC of the respective surrogate data set. We compared the DispEntropy, DispComp, and FC results from the original data with the corresponding mean DispEntropy, DispComp, and FC results from the ensemble surrogate data using paired t-tests. The statistical results are shown in Tables 4-6 , which reveal significant differences between original data and their surrogate in each dataset. This implies that variation inherent in the EEG data was not due to random fluctuations, but instead is more likely due to the consequences of some deterministic process. These findings confirm the appropriateness of applying the above DispEntropy, DispComp, and FC nonlinear analysis to the EEG data.
In this study, to explore the robustness of DispEntropy and DispComp further, in discriminating non-seizure and seizure we went one step ahead to apply this nonlinear method on EEG data from CHB-MIT scalp EEG database and compare the evolution of these quantifiers with time, and evaluate the performance with those of two popularly employed features in epilepsy detection: sample entropy (SampEn) and approximate entropy (ApEn). Details about ApEn and SampEn are beyond the scope of this paper and can be found in Ref [39] - [42] . Since DispComp and FC are related, evolution of FC is not discussed in this section. value. This implies that during seizure the complexity and degree of variability associated with EEG increases to a higher level from that of the background value. Slightly after seizure offset, complexity as well as variability return to the background level. Obviously, when away from the seizure the EEG shows lower complexity and less degree of variability. The dynamic range of DispComp being large, it becomes easy to separate properly non-seizure and seizure states. Unlike DispEntropy and DispComp, at the onset of seizure, as seen from Figure 4(d) , the sample entropy SampEn, drops slightly first on seizure onset, followed by an increase, then an almost constant level during midseizure. This is followed by a decrease to the background value by the end of the seizure. This is attributed to the fact that entropy is a measure of irregularity of the time series and during epilepsy the irregularity of EEG increases and then decreases considerably [20] [39] [40] . The dynamic range being small in the case of Disp Entropy or SampEn, it becomes difficult to discriminate properly non-seizure and seizure states. Electrographic changes are visible in all the three features in Figure 4 . But among the three quantifiers, DispComp shows a better manifestation of the onset and offset of seizure epoch. As a second representative demonstration, Figure 5 compares the performance and evolution of DispEntropy and DispComp with that of ApEn, for a patient labeled chb05_16_edf randomly chosen from CHB-MIT scalp EEG database. The interpretation for the different plots in Figure 4 can very well be extended to respective plots in Figure 5 (with SampEn replaced by ApEn) and similar conclusions can be drawn, as the behavior of the features is identical in either case. Again, it is found that among the three quantifiers, DispComp shows a better manifestation of the onset and offset of seizure epoch. Further, it is to be emphasized that DispComp has the advantage of easy implementation and fast computation. All these considerations show that this nonlinear method is a suitable approach for automatic seizure detection. Although January 2015 | Volume 2 | e745 these results suggest that DispEntropy and DispComp (or FC) can detect epileptic seizures from scalp EEG recordings too, further work must be carried out to prove the possible usefulness of this technique in seizure prediction.
The principal findings of this study are: 1) DispEntropy/DispComp is increased when eyes are closed in normal subjects compared to that when eyes are open. This means variability in EEG is enhanced when eyes are closed compared to that when eyes are open. 2) DispEntropy/DispComp, in epileptic patients, during ictal state is considerably increased compared to that in inter-ictal state. This implies that variability in EEG significantly increases during ictal state. 3) DispEntropy/DispComp can readily discriminate among different physiological and pathological states in intracranial as well as scalp EEGs. 4) A comparison of time evolution among DispEntropy/DispComp, ApEn, and SampEn, shows that DispEntropy/DispComp outperforms others in the detection of onset and offset of seizures. 5) The suitability of employing the above nonlinear technique is justified through surrogate data analysis. We think that DispEntropy/DispCompis most promising in providing new insight into the evolution of chaos or variability of underlying brain activity. Of course, between DispComp and DispEntropy, DispComp overrides DispEntropy because the former has the advantage of easy implementation and fast computation.
Conclusion
There is strong evidence that the mechanisms generating EEG obey nonlinear deterministic laws and that these processes are chaotic. This study on chaotic analysis of EEG time series from healthy and epileptic subjects using newly defined DispEntropy, DispComp, and FC, show promise not only in the discrimination of different physiological and pathological brain states, but also in providing new insight into the evolution of chaos or variability of underlying brain activity. The appropriateness of applying the above nonlinear technique is justified through surrogate data analysis. Of course, future work must be carried out to prove the possible usefulness of this technique in seizure prediction.
