INTRODUCTION
Cattell (1944) 2, November 1980 2, November 218-238 @ 1980 Sage Pubhcations, Inc cases (e.g., Cunningham et al., 1977) . Although, in the classical statement of the ipsative transformation, the constant is zero (because the individual's ipsative scores are deviations from his mean on the set of variables) it is now common to use the term &dquo;ipsative&dquo; to refer to any set of variables that sum to a constant for individual cases, regardless of the value of the constant (Horst, 1965: 290-291 Numerous warnings exist in the psychometric literature against the application of factor analysis to sets of variables with the ipsative property (e.g. Cattell, 1952;  Guilford, 1954; Tucker, 1956; , but these warnings are not always heeded. In this paper we will underscore the basis for such warnings by showing that the assumptions of the common factor model, as usually stated, are inappropriate for sets of variables with ipsative properties. This is demonstrated within the framework of the development of a common factor model that can be applied to any set of variables with the ipsative property. We Horst,1965: 288-289; Harris, 1953: 54) .
Let the ipsative transformation be represented by A = (Ip-'U), so that x = Ay. The covariance matrix for x may be expressed using this notation as Ix = A YA [3] where iy is the covariance matrix of the preipsative variables. As noted, A has a rank of p -1, so this constitutes a singular transformation of 2y. Consequently, X. is singular and cannot be analyzed in the same manner that is possible for Sy. The ipsative covariance matrix, X., has a number of interesting properties (see Clemans, 1956 ):
(1) The rows (or columns) of X. sum to zero. (2) where Ax = (Ay -1 A') and A = (I -p-1 U). In addition to the ipsative property of x, the properties of this model are as follows:
The covariance structure for x may then be written as:
The above factor model for x follows from the assumptions posed from the beginning, that (a) x = Ay and (b) y = Ay~ + e.
Note that by the transformation of y into x, the disturbances on the factor model for x become correlated. As indicated above, the covariance structure of the disturbances in the model for x is x 2 = A,¥2 y A.
The diagonal elements of this matrix are X = (1 - The x2 goodness-of-fit statistic for this model can be used in the computation of a Tucker-Lewis coefficient of relative fit as a baseline model against which the fit of other models may be judged (Tucker and Lewis, 1973 
AN ANALYSIS OF KOHN'S MEASURES OF PARENTAL VALUES
In this section of the article we apply the ipsative common factor model to Kohn's measures of parental desires for children's behavior (Kohn, 1969: 257) . Kohn This measurement strategy represents a reduced-ranking procedure. Instead of ranking the 13 characteristics from most to least important, respondents are essentially asked to sort the characteristics into 5 ranked categories with a requisite number in each category. In either case, such a ranking procedure produces a set of scores with the ipsative property.
In order to use these data to relate parental values to social class, Kohn (1969: 56-58 ) employed the methods of exploratory factor analysis to form a weighted composite from these items. Some weighting of the item scores was obviously necessary, as the unweighted sum of the items has no variability over individuals. He reported some difficulty in inverting the correlation matrix among his measures for the purpose of computing factor scores, which would be predicted given knowledge of the ipsative property of the measures. In any event, according to Kohn (1969: 57) , the exploratory factor analysis of these measures &dquo;yields one factor easily identified as self-direction versus conformity to external standards&dquo; and two additional factors. He focused his primary attention, however, on the self-direction/ conformity factor.
For our purposes, we will use sample data on Kohn's measures from the General Social Surveys (GSS) of 1973, 1975, 1976 and 1978 (see Alwin and Jackson, 1980 , for a complete description of the population of interest and the precise nature of the measures used in the GSS). Table 1 presents the sample covariance matrices for the subpopulations of mothers (N = 1,069) and fathers (N = 721) from the NORC-GSS surveys. The sample data from the subpopulations of mothers and fathers are analyzed separately because of the expectation of substantive differences in the coefficients of the factor model. As noted above, the rows (or columns) of the full symmetric covariance matrices for these variables sum to zero, a property of ipsative covariance matrices.
In this analysis we obtain maximum-likelihood estimates of the unconstrained parameters of the ipsative common factor model developed above (see equations 6 and 7) using confirmatory factor analysis (S6tbom and Joreskog, 1976 Tables 2 and 3 conform to our substantive expec- tations, and these results show considerable similarity for mothers and fathers. The measures indicating a preference for self-directed behavior in children (items 12, 5, 10, 11, 6) covary in one direction with the factor, while the measures indicating conformity to external authority (items 9, 1, 4, 3, 7) covary in the opposite direction with the factor. Because the coefficients in A x are identified up to a change in sign, the direction of the latent factor is dependent on the starting values. The pattern of coefficients reported in Tables 2 and 3 are similar, although not identical, to the results reported by Kohn for his original data and his reanalysis of the 1973 GSS data (Kohn, 1976: 540) . In terms of the pattern of coefficients ob- Joreskog, 1978: 447 (Joreskog, 1978: 447) .
In addition, statistical measures of fit generally have meaning only within a comparative framework, and it is useful therefore propose meaningful alternatives to the present model (Joreskog, 1978: 448). Therefore, as suggested above, we compare the results of the model presented in Tables 2 and 3 with The evaluation of the applicability of the ipsative common factor model in these cases requires (1) an examination of the differences in the response processes involved in producing data with ipsative and nonipsative properties, e.g. rankings vs. ratings, and (2) 
