A series of related new models for the local dynamics of cardiac tissue is introduced. The models are based on a simple memory-like quantity that is used to determine the relationship among the durations and amplitudes of the stimulated action potentials. The first of these models produces period-doubling and chaos, consistent with constant pacing experiments, when standard restitution dynamics would predict stability of the primary 1:1 pattern. Analysis of the associated one-dimensional map suggests how various physiological parameters affect the period-doubling sequence. Many of these relationships have been observed in experiments. The remaining models extend the formalism of the first to account for the Hopf bifurcation of 2:2 patterns observed in experiments. One of these models reproduces the bifurcation sequence, 1:1, 2:2, Hopf bifurcation of 2:2, 2:2 and 2:1 seen in experiments as the pacing interval is decreased. The models clarify the dynamics involved in determining the amplitudes and durations of successive action potentials. Results from these models together with comparison with the experiment strongly suggest that quantities with time constants of the order of 50 and 400 ms exist and affect action potential formation in heart tissue.
Introduction
An understanding of the dynamics involved in irregular cardiac rhythm is indispensable to a complete picture of what happens prior to ventricular fibrillation and sudden cardiac death. The description of cardiac rhythm is ultimately a global problem, but depends fundamentally on the local properties of the various tissues involved (FitzHugh, 1961; Nagumo et al., 1962; Winfree, 1989; Courtemanche et al., 1993; Glass et al., 1991; Otani & Hwa, 1994; Zipes & Jalife, 1995) . Local properties that are most relevant for wave propagation, such as upstroke velocity and refractoriness, previously have been described in terms of unidimensional, monotonic electrical restitution functions (Boyett & Jewell, 1978) . These models can account for some local properties of cardiac tissue, but by themselves cannot explain more complex phenomena, including period doubling and chaotic dynamics. Explanations for many of these phenomena have been provided early on by Guevara et al. (1984) and more recently by Watanabe et al. (1995) and Chialvo et al. (1990a) in their studies of non-monotonic restitution functions, by Chialvo et al. (1990b) and Vinet et al. (1990) from non-monotonicities in the threshold function, and by Lewis & Guevara (1990) through their consideration of the effects of sub-threshold responses. Other experimentally observed complex patterns, however, remain to be explained (Gilmour et al., 1997) .
This situation has a prompted us to seek a satisfactory local model before proceeding further in our attempts to construct global numerical models of abnormal cardiac electrical activity. We wanted to find a model involving a small set of equations that explained the experimental behavior, thereby proving it to be a low-dimensional system. Such a model would be able to handle variations in both the inter-stimulus interval and the amplitude and duration of the action potentials and thus would be appropriate as the local model underlying a global propagation model. A global model, so constructed, would be both more computationally efficient and conceptually simpler than one based on the large number of equations typically involved in ionic models of cardiac cells (Beeler & Reuter, 1977; DiFrancesco & Noble, 1985; Luo & Rudy, 1994) .
Analysis of the data from experiments described in Gilmour et al. (1997) , suggests that the characteristics of a given action potential cannot be determined simply through examination of those of its predecessor; instead it seems that events which took place two or more action potentials earlier also play an important role. These observations led us to the hypothesis that a ''memory'' quantity exists, whose value depends on both present and past electrical activity. The notion of memory in the modeling of cardiac electro-physiological behavior is not new. It was invoked, for example, in the work of Boyett & Jewell (1978) to explain modifications in the restitution curve following constant pacing at different pacing intervals. Elharrar & Surawicz (1983) then developed the notion of a ''normalized'' restitution curve, a single restitution function applicable once the memory associated with different constant pacing intervals was accounted for. Later, Gulrajani (1987) incorporated memory as a formal quantity in a mathematical model which could account for non-constant pacing situations. Our model differs considerably from Gulrajani's however, both in the way memory is used in the model, and in the memory's characteristic time-scales, ours being much shorter (50-400 ms vs. 10 s).
In the work described in this paper, we use the idea of memory to construct low-dimensional models that explain all the important patterns observed in constant pacing experiments. We show that a model based on a single memory quantity is capable of producing the same period-doubling sequences that sometimes arise when the restitution function is non-monotonic. We then demonstrate how a model that is based on the sampling of the memory at two different times can explain a modulated 2:2 pattern often observed in experiments. The success of this model suggests that the dynamics is two-dimensional. Accordingly, we next constructed a model involving two memories having different characteristic timescales. This model also reproduces the modulated 2:2 pattern. Finally, we extended the model to allow simulation of a range of pacing intervals. The extended model reproduced the succession of patterns observed in the experiment as the pacing interval was decreased.
Memory as a Dynamic Variable
The basis for this work is a series of experiments that examined the electrical behavior of a small preparation of heart tissue under the influence of an external electrical stimulus delivered at regular intervals. The methods for the experiments have been described in detail previously (Chialvo et al., 1990a; Watanabe et al., 1995) . Briefly, adult dogs of either sex were anesthetized with Fatal-Plus (390 mg ml −1 pentobarbital sodium; Vortex Pharmaceuticals; 86 mg kg −1 i.v.) and their hearts were excised rapidly and placed in cool Tyrode solution. Free-running cardiac Purkinje fibers (n = 12) obtained from either ventricle were mounted in a Plexiglass chamber and were superfused with normal Tyrode solution at a rate of 15 ml min −1 . The PO 2 was 400-600 mmHg and the temperature was 37.0 2 0.5°C. The preparations were stimulated initially at a basic cycle length of 500 ms using rectangular pulses of 2 ms duration and an intensity of 2-3 times the late diastolic threshold delivered via bipolar platinum wire electrodes insulated with Teflon except at their tips (interelectrode distance = 1 mm). Transmembrane recordings were obtained from sites located within 1-3 mm of the stimulating electrode using standard microelectrode techniques. The recording sites typically were located between the poles of the stimulating electrode to minimize the stimulus artifact and the potential effects of stimulus polarity. Figure 1 illustrates typical membrane potential behavior in schematic form. Each external stimulus typically produces a rise in the potential to some peak voltage above the baseline or resting voltage. The peak voltage will be referred to as the action potential amplitude (APA). The action potential lasts for some period of time referred to as the action potential duration (APD). The preparation then resumes its resting membrane voltage during the diastolic interval (DI) until the occurrence of the next stimulus. We will not discuss the effects of non-zero latency in any detail in this paper. This topic is discussed in the experimental context in Gilmour et al. (1997) , and is currently under study theoretically.
It is well-established that there exists a rough relationship between the APD of a given action often large when the previous APD is large. Our ''memory'' quantity also depends on earlier action potentials, however, and therefore affords the possibility of a better explanation of behavior such as is illustrated in Fig. 2 . For example, the relative shortness of APD 11 may be explained by the memory built up from the length of APD 9 .
Since we have no persuasive data to characterize detailed features of a memory quantity, we employ the simplest possible model for its definition. The memory, M(t), is chosen to be a simple linear, time-stationary quantity based on the membrane potential history. Specifically, during each infinitesimal time interval dt, an amount V(t)dt is added to M(t), while simultaneously, the previously existing memory is decreased by an amount consistent with an exponential decay with characteristic time constant t M . The memory thus obeys the differential equation,
which has solution,
Memory is thus defined at any time t and is a function of the entire past record of the membrane potential V(t). This simple form allows the memory to be calculated easily from digitized records of the membrane potential, making memory an experimentally measurable quantity. The parameter t M defines the characteristic memory time-scale, and may be freely chosen. The memory M(t) is ''forgetful'' over this time-scale-it has only an exponentially small recollection of the membrane potential more than a few times t M into the past. Memory may thus be thought of as a quantity that tracks the percentage of the time, and the extent to which, the preparation is in the depolarized state, with recent action potentials, particularly those within a few times t M of the present, contributing most heavily. Waveforms most recently containing action potentials with large APDs and/or large APAs consequently result in more positive memories.
The mathematical form of our memory quantities is not new. It is, in fact, a simplified version of the ionic current gating equation that appears, for example, in the Hodgkin-Huxley equations, and also in the more recent, cardiac-specific models referred to above. Such a similarity exists because memory, as employed in the models we describe here, is closely tied to the ionic currents. Philosophically, however, we do not consider the memory quantities used in our potential and the preceding DI (Boyett & Jewell, 1980, and references therein) . This function, APD(DI ), is often monotonically increasing. It is referred to as the ''electrical restitution function'' and is widely used in the analysis of the patterns of successive action potentials. When studied in more detail, however, one finds that the APD-DI relationship is not always so simple.
The trace from one of a series of constant pacing experiments, shown in Fig. 2 , illustrates the problem. The short action potential duration (APD 2 ), and, therefore, the long diastolic interval (DI 2 ), following stimulus no. 2, is followed by the longer APD 3 triggered by stimulus no. 3. Noting that APD 5 is shorter than APD 3 , and that DI 4 (which precedes APD 5 ) is shorter than DI 2 , we might conclude that a monotonically increasing relationship exists between each APD and the preceding DI, consistent with usual restitution curve dynamics. However, examining APD 9 and APD 11 , and their preceding DI's, DI 8 and DI 10 , we find the opposite relationship exists. Further study (Gilmour et al., 1997) , shows that nonmonotonicity of the restitution curve is not enough to explain the behavior; in fact, a clear functional relationship does not exist between the APD and previous DI.
In this paper, we propose a model for the electrical properties of a local Purkinje fiber or ventricular muscle system, which is consistent with the standard restitution model when applicable, but which also reproduces the period-doubling behavior and the erratic dependence of APD on DI observed in the constant-pacing experiments of Gilmour et al. (1997) . The model assumes the presence of a dynamic quantity, which we refer to as the ''memory'', which is related to the past activity of the system. In some respects, the memory plays the role of DI, since it is . .   . .  . 412 model as necessarily related to any one ionic channel; rather we regard these quantities as characteristic of the overall refractory state of the cells, much as the corresponding quantity is treated in the FitzHughNagumo equations. We also use the memory variables differently in determining future action potentials. Rather than solving a time-evolution equation for the membrane voltage, as is typical of all these cited earlier models, we use memory to determine the characteristics of subsequent action potentials, such as their amplitude and duration. Our model also differs from other models that explicitly employ action potential characteristics, such as Vinet & Roberge (1994) and Karma et al. (1994) . These models are derived from time-evolution models such as the modified Beeler-Reuter model (Beeler & Reuter, 1977) or the Noble model (Noble, 1962) . Our model mapping functions are derived directly from experimental data, as in Guevara et al. (1984) and Chialvo et al. (1990b) and thus are not constrained by whatever inaccuracies the time-evolution models might possess in their representation of the experiment. The Beeler-Reuter model, for example, cannot explain the lack of clear standard restitution dynamics we have observed in our experiments. On the other hand, lacking such models as a guide, it might be that we are not constructing our model in the most physiologically sensible manner, a possible disadvantage. Our model thus serves as a contrasting approach, and provides an interesting comparison to these other models, in our attempts to develop a simplified view of the essence of cardiac electrical behavior.
A ''Single-memory'' Memory Model
We first sought to investigate whether a model based on memory could explain the period-doubling behavior (1:1, 2:2, 4:4, etc.) commonly observed in constant pacing experiments (Chialvo et al., 1990b; Gilmour et al., 1997) . In the model, each waveform is taken to be a single period of a sawtooth wave, as illustrated in Fig. 1 . The characteristics of each waveform, defined in this model to be the waveform's amplitude (APA) and duration (APD), are determined as functions of the value of the memory M(t) at the stimulus time. In this ''single-memory'' memory model, these functions are each modeled by monotonic segments of exponential curves:
for M E M max where APD max , APA max , M APD , M APA , and M max are constants. We do allow M to exceed M max ; in this case, an action potential is not generated, or equivalently, APD(M) = 0 and APA(M) = 0. Typical functional forms for these quantities are shown in Fig. 3 . A computer simulation was constructed to model these equations. The representation of the action potential waveforms as non-overlapping sawtooth waves allowed exact evaluation of all memory integrals involved, providing exact solutions to computer roundoff and obviating the need for a time-stepping algorithm. The simulation was typically initialized with zero memory.
From the form of eqn (2), the memory present at time t n + 1 , the time of the (n + 1)-st stimulus, may in general be written as,
M n + 1 therefore consists of two parts corresponding to the two terms on the r.h.s. of eqn (4): the memory M n at t n which has decayed with characteristic time-scale t M since the last stimulus at time t n , and the new memory generated by membrane potential activity between times t n and t n + 1 . Since V(t) depends parametrically on M n through the values of APA and APD [from eqn (3)] eqn (4) may be written as,
in the constant pacing situation, where BCL 0 t n + 1 − t n is the ''basic cycle length'' (cf. Fig. 1 ) and
The model is thus a one-dimensional dynamical system in the M n 's during constant pacing. Another implication of the form of the memory map eqn (5) is that the standard restitution curve relation (APD as a function of the previous DI) no longer holds. Instead, APD n + 1 depends on both the preceding DI and a quantity such as APD n , since,
The dependence in the last relation derives from the monotonic relation between APD n and M n [cf. eqn 3(a)], implying that M n is a valid function of APD n .
This modification to the restitution dynamics has several consequences, many of which are observed in experiment. These effects are perhaps best described in terms of specific characteristics of the a(APD n , DI) function shown in Fig. 4 . (Animated, rotating views of the three-dimensional figures in this paper are available on the World Wide Web at address, http:// plasma2.physics.uiowa.edu:8080/ 0otani/memory/.)
We note first that the function a is often non-monotonic when regarded as a function of APD n for fixed DI, reaching a minimum for some intermediate value of APD n . The reason for this is illustrated in Fig. 5 . We assume that both APD and APA are at first quite insensitive to the build-up of memory, until a critical memory regime is reached, during which both drop rapidly to zero (cf. Fig. 3 ). The APD and APA functions would then resemble the function shown in Fig. 5(a) . We now consider what happens to APD n + 1 as APD n is decreased, or equivalently, as M n is increased, for constant DI. As mentioned earlier, the memory at stimulus time t n + 1 is composed of two parts, as shown in Fig. 5(b) . The function f 1 (t) in the diagram depicts the exponential decay in the pre-existing memory M n . (Note that the first term on the right-hand side of eqn (6) comes from evaluating f 1 (t) at t = t n + 1 .) As such, the amplitude of this function always increases linearly with increasing M n , as indicated by the arrows. The remaining portion of the memory function, call it f 2 (t), represented by the space between f 1 (t) and M(t), is the portion of the memory due to the action potential produced by the n-th stimulus (corresponding to the second term in eqn (6) when t = t n + 1 ). When M n lies below the sensitive range [shaded in Fig. 5(b) ], the n-th action potential, and therefore f 2 (t), changes very little, which in turn allow M n + 1 and f 1 (t n + 1 ) to increase at essentially the same rate with increasing M n . For short DI's, there is net building of memory between times t n and t n + 1 , so M n+ 1 will enter the sensitive region first, as depicted in Fig. 5(b) . Increasing M n (and therefore decreasing APD n ) in this regime results in a decreasing APD n + 1 , accounting for the positive slope of a for constant DI, as seen in Fig. 4(b) , for the larger APD n 's. As M n is increased further, it also enters the sensitive region, resulting in a markedly smaller APA n and APD n . These in turn produce a smaller memory component, reducing the space between f 1 (t) and M(t). For sufficiently steep APD and APA functions, it is quite possible to have M n + 1 decreasing even though f 1 (t n + 1 ) is increasing. We would then have an increasing APD n + 1 with decreasing APD n , as is the case at the low APD n end of Fig. 4(b) .
The dependence of APD n + 1 on APD n in general, and the type of dependence just described in particular, play roles in the constant pacing case, which we examine next. The constant BCL condition associated with constant pacing implies the relation APD n + DI = BCL (for zero latency) holds between the independent variables in Fig. 4 . Thus, for the constant pacing case, only the diagonal cross-section of a defined by APD n + DI = BCL, as shown in the top view in Fig. 4 , is relevant. This restriction allows APD n + 1 to be defined as a function of DI only, for a given cycle length, as in classical restitution dynamics. However, to the extent that a is also a function APD n , this functional relationship between APD n + 1 and DI is not in general the one that would be obtained from a standard determination of the restitution curve. The latter would yield one of the constant APD n curves shown in Fig. 4 , if determined, as is typical, by taking measurements based on a premature stimulus applied following a run of pacing at a constant cycle length.
Of particular interest are the facts that (i) it is possible for the principal fixed point of this constant-BCL restitution curve to be unstable when standard restitution dynamics would predict stability; (ii) it is possible for the constant-BCL restitution curve to be non-monotonic even though all the standard (i.e. constant-APD n ) restitution curves are monotonically increasing; and therefore (iii) it is possible to generate a period-doubling route to chaos through a variation in the BCL, regarded as a parameter, when such behavior would not be expected based on standard restitution dynamics without missed beats.
These characteristics all arise from a simple relationship among the derivatives of the various functions involved. Since APD n + DI = BCL for constant pacing, the relationship between APD n + 1 and DI for this case is,
and therefore, the slope of this constant-BCL APD, APA region of rapid APD and APA change
. (8) The first term on the r.h.s. is the slope of the standard restitution function for the given values of DI and APD n . The derivative in the second term represents the changes in a with APD n just discussed-negative for small APD n and positive for larger APD n . The primary fixed point is generally found in the low APD n region. Since, in this region, the negative 1a/1(APD n ) is being subtracted from the typicallypositive first term, it is possible for the magnitude of the standard restitution slope to be less than unity while the constant-BCL slope exceeds one. Period doubling to 2:2 is then expected, when standard restitution would predict stability. This situation was in fact the case in the experiments of Gilmour et al. (1997) , in which period doubling was actually observed.
In the high APD n region, the change in the sign of the second term permits the constant-BCL restitution slope to be negative. It is therefore possible for the effective restitution curve to be non-monotonic, even though all the standard restitution curves are monotonically increasing. The restitution curve shown in Fig. 4(d) is an example obtained from our computer model.
The non-monotonicity of this restitution curve opens the possibility of a period doubling sequence, as discussed below, and in fact, such sequences are observed in our computer model. For example, as the BCL is varied for the function shown in Fig. 4 , the bifurcation diagrams for the APDs in Fig. 6 result. We observe standard logistic curve period-doubling and chaos behavior, in reverse order, when the BCL is slowly increased from 100 ms [Fig. 6(a) ]. If, instead, the BCL is slowly decreased from 115 ms, period doubling again occurs, but with some tendency of the system to follow the unstable branch for a while beyond the theoretical point of bifurcation before jumping to the next stable double-period pattern [Fig. 6(b) ]. This asymmetry between decreasing and increasing the BCL should be experimentally observable, but was not systematically studied here. The full range of possible APDs is filled when the BCL 1 97. If the BCL is reduced below this value, not every stimulus produces an action potential (i.e. block occurs).
The conditions that tend to promote period doubling and chaos are best identified by returning to the one-dimensional map defined by eqn (5). The one-dimensional memory map f at constant BCL and the sawtooth waveforms shown in Fig. (1) may be written in normalized units as
where The non-monotonicity of the memory map function is, of course, related to the non-monotonicity of the effective restitution curve shown in Fig. 4(d) . The relationship is straightforward-since APD n + 1 and APD n are monotonically decreasing functions of M n + 1 and M n , respectively, Fig. 4(d) is essentially a distorted version of the memory function f reflected across both the horizontal and vertical axes.
The essential bifurcation properties of f may be obtained by representing it by the simplified function shown in Fig. 7(b) . The function is composed of two line segments on either side of a maximum value which we will call f max . Since the maximum value of the original f occurs at a value of m n of order m APA or m APD shy of m max , we will assume that f max occurs at m n = m max − m APD , allowing m APD to represent the characteristic memory scale associated with the falloff of both the APA and APD functions.
The first step in producing a period-doubling system is to destabilize the primary fixed point. This requires that (i) the identity line hit the mapping function on the high-m n side of the maximum; and (ii) the slope there be less than −1. To satisfy the first criterion, we must have f max close to, but not exceeding, m max , again assuming m APD , m APA m max , as should be clear geometrically from Fig. 7(b) . (If f max q m max , no action potential is generated as a result of the (n + 1)-st stimulus for certain values of m n , changing the dynamics.) From Fig. 7(b) ,
so we require,
or,
This relation gives an approximate value for the BCL around which period doubling should begin, provided the second criterion above is satisfied. The latter may be written as,
where, since the original function f has a slope at the primary fixed point somewhat less in magnitude than that of its representative function, a constant C 1 q 1 is used instead of 1. Substituting eqn (10) and (12), we 
Since the r.h.s. of eqn (14) is an increasing function of the increasing function k(d max ), eqn (14) becomes easier to satisfy, and thus the 1:1 : 2:2 bifurcation can occur for larger values of m APD , as d max is increased.
To continue the period/doubling sequence beyond 2:2 behavior, the function must also have a significant slope on the other side of the maximum. Specifically, we must have the product of the slopes at all points visited by a given pattern, which are generally distributed on both sides of the maximum, greater than l in magnitude. A rough equivalent to this criterion, in the context of our simplified map, is that the product of the slopes of the two line segments be greater than some constant C 2 q 1. From Fig. 7(b) , the criterion takes the form,
This now leads to the condition,
The r.h.s. now has a maximum when k(d max ) = m max , suggesting that period doubling is most likely for that value of d max satisfying k(d max ) = m max . Equations (14) and (16) both indicate that the system is capable of period doubling when m APD is small enough. This is not surprising in view of Fig. 7(a) or (b) . Clearly, as m APD (or m APA ) is made smaller, the slope on the high m n side of the maximum becomes steeper, making period-doubling possible. We verified our period doubling criteria [(eqns (12) , (14), and (16) (14), the boundary between 1:1 and 2:2 behavior increases with increasing d max , quickly leaving the region we explored most carefully. Of the remaining boundaries, between 2:2 and 4:4, between 4:4 and 8:8, and between periodic and chaotic behavior, each has a maximum value of m APD as a function of d max , as expected from eqn (16). Our simplified mapping theory predicts the maxima should occur when k(d max ) = m max , which occurs when d max = 0.59. The actual values are closer to d max = 1. We also find that the expression for the threshold value of m APD given by eqn (16) agrees quite well with the chaos boundary for d max q 1 when C 2 is chosen to be 3.0 [the dashed curve in Fig. 8(a) ], and also fits well with the 2:2-4:4 boundary when C 2 is chosen to be 2.2 (not shown). Additionally, the expression given by eqn (12) for the BCLs around which bifurcation occurs agree quite well with the data from the model [ Fig. 8(b) ], both falling just below the identity line, b = d max .
Summarizing, period doubling is possible in our system provided the APD and/or APA functions fall off steeply enough when m is near m max . How steeply the functions must fall off depends on the ratio d max = APD max /t M . For period doubling from a 1:1 to a 2:2 pattern, more steeply falling functions are required when APD max is small compared with t M . For period doubling to higher-period patterns, the steepness condition on m APD is most easily satisfied . .   . .  . 420 when k(d max ) = m max . For typical parameters, this occurs when d max is of the order one; that is, when APD max is of order t M . When period doubling is possible, it occurs as the BCL falls below a value roughly given by eqn (12), typically slightly below APD max . With continuing decrease in the cycle length, occasional block soon occurs, with some of the stimuli failing to generate an action potential because m n + 1 q m max . This is just the behavior observed as discussed earlier with Fig. 6 .
Physiologically, then, three factors tend to increase the possibility of period-doubling behavior. First, both the APD and APA should be steep functions of memory. This tends to occur when the APA and APD are nearly constant for all but the shortest diastolic intervals (i.e. those that are just longer than the DIs which produce block) where they both fall off steeply. Second, maximum possible APDs of order the memory time constant t M tend to produce period doubling. Finally, when an effective logistic curve dynamics is established by these first two adjustments, it is the reduction of the BCL that becomes the parameter variation process that produces the classic period-doubling route to chaos. Bifurcation typically begins as the BCL is reduced below a value slightly smaller than the maximum APD.
Since these criteria were used informally in defining the parameters used in producing Fig. 4 , it is not surprising a very deep hook in the restitution curve [ Fig. 4(d F. 12. Plot of the modulus of the amplication factor l of the fastest growing mode vs. f and u for the stability of period-1 behavior. In the speckled area, l is complex, implying that the fastest growing modes here are oscillatory.
support no more than a fairly shallow hook, which perhaps explains why period doubling beyond 4:4 is not frequently observed. The cause of the shallow hook in the experiments might perhaps stem from the length of the maximum APDs observed. While the other parameters in the model shown in Fig. 4 are realistic to the extent that they can be observed, the model ratio APD max /t M is too short. As explained above, increasing the value of APD max /t M above 1 tends to inhibit period doubling.
The Two-sample Memory Model
While the memory model just described can successfully produce the period-doubling behavior seen in constant pacing experiments, it cannot explain behavior such as is shown in Fig. 9(a) , which often occurs when the action potentials overlap during regular, rapid pacing. The APAs display the large-small-large-small pattern characteristic of the standard 2:2 pattern, but the large and small APAs, taken as separate sets, now each display sinusoidallike behavior.
To understand this behavior, we considered in detail a record of digitized membrane potential data from constant pacing experiments with an average BCL of 113.7 ms. The record exhibits the modulated 2:2 pattern shown in Fig. 9 (a) over a total 302 stimuli.
When the memory (with t M = 50 ms) is calculated from the data, it is found to exhibit a pattern similar to that observed for the APAs. As shown in Fig. 9(b) , the set of memory data points taken at the beginning of each action potential upstroke may again be separated into two nearly out-of-phase waves.
The similarity of the memory and APA patterns suggests a relationship between the two. It is noteworthy that the relationship exists and is in fact functional in the mathematical sense, as shown in Fig. 10 . We find that the relationship remains representable as a function for values of t M in the (17) is a reasonable fit.
While a functional relationship exists between the APAs and memory, such is not the case for the APDs. That is to say, the memory present at the beginning of an upstroke does not uniquely determine the APD of the resulting action potential as it does the APA; additional information is required. Several values for t M between 1 and 1000 ms were explored in making this determination-none exhibited a functional relationship between APD and memory.
It is perhaps not surprising that a functional relationship exists between the APAs and memory defined with a time constant of 50 ms, since the APAs are determined by fast sodium channel dynamics responding on approximately this time-scale. Similarly, we should not expect the APDs, whose determination involves additional longer time-scale dynamics, to exhibit an analogous relationship. Adequate treatment of the APDs requires that we include these longer time-scales, which we now consider.
Since the definition of memory depends on both the amplitudes and durations of preceding action potentials, the lack of a functional relationship between the memory at upstroke and the following APD leaves incomplete any dynamical model we might construct based on these relationships. To construct a complete model, we have taken a different approach, with the intent of working back to this point later to fill in the needed relationships. The new approach simply seeks to construct a dynamical system that is based on the memories-at-upstroke only, temporarily setting aside the involvement of the APAs and APDs. As shown in Fig. 11(a) , when M n + 1 F. 13. Plot of the modulus of the amplication factor l of the fastest growing mode vs. f and u for the stability of period-2 behavior. Data only appear in the plot where period-2 behavior exists, designated in the plot as the region bounded by a heavy line. Modes are oscillatory in the shaded areas. is plotted vs. M n , the data naturally arrange themselves into two groups: the upper group, which represents the occurrence of large M n + 1 's following smaller M n 's, and the group in the lower-right, which represents the reverse. Clearly, a functional relationship does not exist between these two quantities, although a case might be made that at least the data points in the lower-right group of the plot do fall on a curve. We find that the data points for successive values of n alternate between the two groups, as would be expected from the long-short-long-short behavior observed of the memories [cf. Fig. 9(b) ]. We also observed that, if the points making up the upper group are connected in order of occurrence, a clear trajectory is traced out counterclockwise around the oval structure evident within the group. A similar, clockwise-directed trajectory is found for the data points making up the other group. The oval traced out for this group is, of course, much narrower, but unmistakable.
The presence of these two oval-shaped trajectories suggests that a Hopf bifurcation of the standard 2:2 pattern is occurring, which in turn, along with the absence of a functional relationship between M n + 1 and M n , points to the involvement of a second independent variable besides M n -that is, a two-dimensional system. We can represent this additional variable by adding a third dimension to the plot in Fig. 11(a) . When the new independent variable was chosen as M n − 2 , visual inspection of computer-generated animations of the data rotated about various axes led to the conclusion that the data were confined to a two-dimensional manifold, i.e. they were not space-filling, suggesting that M n + 1 might be a ''good function'' of M n and M n − 2 . We found M n − 2 to be the best in this regard, superior to M n − 1 , M n − 3 , and M n − 6 which were also tried. Remarkably, one particular view of the data in (M n − 2 , M n , M n + 1 )-space overtly displays this functional relationship. As illustrated in Fig. 11 , by first rotating the data through angle f = −20°about the M n + 1 axis and then rotating the data by an angle u = −30°about an axis perpendicular to the M n + 1 axis, the data appeared as shown in Fig. 11(f) . Specifically, when we applied the two rotational transforms:
and
and then plotted z' vs. y', we found that the data collapsed onto a simple curve, as shown in Fig. 11(f) . It was then a routine matter to find an analytic function z' = F(y'), The existence of this functional relationship immediately suggests a dynamical model given simply by the equation:
This equation lies at the heart of our ''two-sample'' memory model, the first of our two-dimensional models.
Linear stability analysis of this model predicts that the model should possess many of the characteristics seen in local pacing experiments. The evolution of a small perturbation dM n to a fixed point M of eqn (22) may be analyzed by assuming dM n + 1 = ldM n for some amplification factor l and all n and then linearizing eqn (22) about M . This results in the following dispersion relation for l:
The relation is naturally cubic in l, since eqn (22) represents a linearization of a mapping from (M n , M n − 1 , M n − 2 ) space to (M n + 1 , M n , M n − 1 ) space, whose secular equation is a three-by-three determinant. The largest =l = obtained from this equation vs. various values of f and u are plotted in Fig. 12 . The decision to plot =l = vs. f and u was largely arbitrary, since f and u have no clear physiological interpretations. The idea here is just to get some feel for the types of behavior systems that are in some sense ''close'' to our system, might exhibit. The fixed point is unstable for all values of (f, u) for which =l = q 1. Period-1 (i.e. 1:1) behavior is thus unstable for these values of (f, u). We note that for most of these values the growing mode is non-oscillatory; therefore, when period-1 behavior is unstable in this model, it tends to degenerate into period-2 (2:2) behavior. There is a small region in the vicinity of f = 5°, u = −28°which allows period-1 behavior to evolve directly into oscillatory behavior.
We can also investigate the existence of period-2 solutions directly by looking for solution pairs (M 1 , M 2 ) to the equations,
Solutions exist in the region bordered by the heavy line in Fig. 13 , which coincides, as it should, with the non-oscillatory, =l = q 1 region of Fig. 12 . The stability of these period-2 modes may be investigated in a manner analogous to that used with the period-1 behavior described above. The dispersion relation for period-2 stability is found to be:
where
and l is now defined as the ratio dM n + 2 /dM n . Figure 13 depicts the solution to this equation within the region in which period-2 solutions exist. Most of the region has =l = Q 1 implying the period-2 behavior is stable. We note, however, that a narrow region at the bottom of the region is both unstable and oscillatory. Systems living in this region should therefore exhibit Hopf bifurcation of period-2 behavior. Figure 14 summarizes the behavior expected for the various values of (f, u) we have been considering. To check these predictions, we have constructed a model that implements eqn (22) Figure 15 shows the behavior obtained, following an initial transient, for various values of (f, u). The locations of these values in (f, u) parameter space are marked in Fig. 14. Runs (a) and (e) yield 2:2 and 1:1 behavior, respectively, as predicted by the linear theory (cf. Fig. 14) . Runs (b) and (c) use values of f and u very close to those suggested by the data (f = −20°, u = −30°). Run (b) looks very much like the data [cf. Fig. 9(b) ], although the phase shift between the ''odd'' and ''even'' waveforms is smaller than that observed in the experiment. In Run (c), the two sinusoidal waves formed from the even and odd n memories actually go through each other. This behavior is more rare experimentally, but has been observed. We note that it is also possible to produce a period-1 Hopf bifurcation with this model [Run (d) ]. This behavior, however, has not been observed experimentally.
In summary, we have developed a two-sample memory model that predicts the memory at the (n + 1)-st stimulus using the memory at the n-th and (n − 2)-nd stimuli. The model exhibits 1:1, 2:2, and two types of period-2 Hopf behavior, all of which have been observed in experiment.
A Two-memory Model
The next logical step is to connect the foregoing model to rules that make some physiological sense. Since it is probably not the case that M n + 1 depends directly on something that occurred three stimuli earlier, we suspect that another memory-like quantity must be constructed which conveys the effect of M n − 2 or other related effects to the time of the (n + 1)-st stimulus.
We have found that a model of this type does successfully produce period-2 Hopf behavior. The model, which we call a ''two-memory'' model, has as its dynamic variables the original memory quantity M with t M = 50 ms and a second memory quantity we shall call L (for ''long'' memory), defined according to eqn (2) with t M = 400 ms. We will refer to this longer memory time constant as t L . The model then relates the values of M and L at stimulus (n + 1) to those at stimulus n through equations analogous to those used in the (M n , M n − 2 ) model [cf. eqn (22)], where m n 0 M n /M , l n 0 L n /L with M and L being ''normalizing'' factors chosen to give the variables m and l a range of values of order 1. We chose to define M and L as the rms spread of the experimentally observed values of M and L, yielding M = 0.005845 and L = 0.02140 respectively. The parameters f m , u m , f l , and u l , and the analytic functions M and L were then chosen so as to best fit the experimental data. We found reasonable values to be u m = −33°, f m = −10°, u l = −45°, and f l = 0°with analytic functions:
where,
and 
The fit of these functions with the data are shown in Fig. 16 . Again, we must note that the very existence of these functions is quite remarkable, and probably deserves further study. The displayed data have been rotated using eqns (18) and (19) with u :u m , f :f m , M n − 2 :L n and M n + 1 :M n + 1 for Fig. 16 (a), and u :u l , f :f l , M n − 2 :L n and M n + 1 :L n + 1 for Fig. 16(b) . When eqn (26) is implemented as an algorithm with initial conditions somewhat arbitrarily chosen as M 0 = −0.0325 and L 0 = −0.1873, the result is the behavior shown in Fig. 17 . After an initial transient, the memory quantity M exhibits the same ''periodtwo Hopf'' behavior seen in the experimental data shown in Fig. 9(b) . Figure 18 , showing M and L as functions of stimulus number obtained from the experiment, allows further comparison. We observe that, following the transient, the ranges of both the even and odd points in the M data in Fig. 17 (−0.030 to −0.026 and −0.046 to −0.035) are slightly smaller than those seen in the experimental data in Fig. 18 . The periods of the sinusoids also differ somewhat, being about 14 stimuli in the model and 16 in the experiment. The similarity of the overall pattern is nonetheless quite striking. It seems clear that the dynamics of the experiment is well-represented by our two-memory model. We also note that the transient values M 14 through M 17 together exhibit the same pattern as the four marked memory data points located roughly between times 25.4 and 25.9 in Fig. 9(b) . This ''high, low, not-so-high, evenlower'' pattern is characteristic of a phase shift between the upper and lower sinusoids away from 180°. Although this pattern was not observed in this particular model trial beyond the transient phase, its early presence suggests that the model is probably capable of producing the pattern for slightly modified model parameters.
Comparison of the return maps from the experiment and the model provide further evidence of the validity of the model dynamics. Figure 19 shows the APA return maps (the dots) from the experiment and from the two-memory model using the function APA(M) [eqn (17) ] to compute the model APAs (the ellipses). The two maps compare very favorably.
To demonstrate the reliability of the two-memory model, we also tried applying it to three other episodes of modulated period-two behavior observed in our constant pacing experiments. One of these instances came from the same preparation later in the same experiment, when the BCL was being ramped up slowly through the range of 122-132 ms. The remaining two episodes came from a different preparation at two slightly different BCLs (102 and 99 ms) . Thus, of the 12 preparations employed in this series of experiments (cf. Gilmour et al., 1997) , two exhibited modulated period-two behavior, suggesting that such behavior does occur with some frequency. To each of the episodes, we applied the procedure described above: (i) the data were rotated through various angles (u m , f m ) in (m n , l n , m n+ 1 ) space, and (u l , f l ) in (m n , l n , l n+ 1 ) space until the data in each space arranged themselves onto curves with minimal spread. In all cases, we found such angles existed. (ii) Analytic functions were fit to these curves; and then (iii) these analytic functions, M and L, were used in the model eqn (26). In all cases, the memory time constant values of t M = 50 ms and t L = 400 ms were found to be adequate. Each of the three cases produced models that exhibited modulated period-two behavior qualitatively similar to that obtained directly from the experiments. There was, again, some departure in the modulational period caused by its sensitivity to the details of the analytic functions, but we found the range of the M n 's and L n 's matched those from the experiments, as did the phase shifts between records composed of the even and odd points. The model was successful, in particular, for the case shown in Fig. 20(a) , which exhibited APA sequences quite different from the case shown in Fig. 9 . Both the model and the experiment, in this case, exhibited phase-locked period-10 behavior, as shown in Figs 20(b) -(e).
An APD-based Two-memory Model
The last logical step in bringing physiological reality to our model is to describe how the long and short memories present at the time of the stimulus determine the shape and amplitude of the resulting action potential. This is how one might naturally expect memory quantities such as we have been considering here to enter into the description of the electrophysiology of a cardiac system. Once this relationship has been established, the set of governing equations may be completed by describing how the action potential determines the memories at the time of the next stimulus. Such a system would also allow us to extrapolate to other pacing intervals, permitting comparison with experiments in which the BCL was allowed to vary.
Both relationships may be found by revisiting the original definition of the memories given by eqn (2). Again, it is easily verified that [cf. eqns (5) and (6)],
We next idealize the shape of each action potential to be that of a sawtooth wave. Each action potential is then parameterized by its APA and APD as shown in Fig. 21 . The computed values of the APDs depend on the assumed value of the repolarization voltage V 0 , which is a free parameter. The value of V 0 only affects the dynamics of the system, however, when full repolarization (to the value V 0 ) occurs. Full repolarization typically does not occur during period-2 Hopf behavior, however, since the action potentials generally overlap, so the effect of V 0 is only of interest to us when the pacing interval is lengthened.
With this assumed sawtooth waveform for the action potential, eqn (29) may now be evaluated to yield, 
where y 0 min(APD n , BCL). We can easily solve eqn (30b) for APD when full repolarization does not occur, obtaining:
with APA(M n ) defined as in eqn (17), the function L n + 1 (M n , L n ) defined through eqn (26b), and BCL = 113.7 ms, the value used in the experimental data. We now assume this function (with fixed BCL = 113.7 ms) is valid at other BCLs. It would obviously be preferable to have this APD function defined accurately also for the case when full repolarization does occur. This requires eqn (30) be solved numerically, which is certainly possible. It is perhaps not too important to perform this calculation at this time, however, since the main goal here is simply to get some idea about what happens when the BCL is varied away from the value used in our experimental data. This calculation is an extrapolation in any case, and thus must be viewed in that light, irrespective of whether this improvement to the APD function is made. The function APD(M n , L n ) defined in eqn (31) along with the function APA(M n ) [eqn (17)] together specify the action potential that results from stimulus n when the two memories at the time of stimulus are M n and L n . We can then use eqn (30a) and (30b) to determine M n + 1 and L n + 1 , completing the loop.
The functions APA(M n ) and APD(M n , L n ) are shown in Fig. 22 . Qualitative features of these functions will be important in determining the rules APD that govern when the various types of behavior (Hopf bifurcation, period doubling, etc.) should occur. We will be considering these issues in future work. For now, we just note the salient features: APA is a monotonically decreasing function of M n , and APD is a mildly increasing function of L n for fixed M n . Perhaps the most interesting feature is that, while the APD is generally a decreasing function of M n for fixed L n , there is a bump in the function that includes an interval over which the function is increasing. It is not clear, however, whether the bump is important, mainly because the corresponding memory mapping (26)] have no such feature. We note that APD(M n , L n ) could also have been defined by solving eqn (30a) for APD and substituting M n + 1 (M n , L n ) defined from eqn (26a) for M n + 1 . Indeed, any number of different definitions for the function APD(M n , L n ) could have been used. These functions will in general all give slightly different values for the APD when evaluated using M n , M n + 1 , and APA obtained from the experimental data. The disparity arises from the inaccuracy in approximating the action potentials as sawtooth waves. Figure 23 shows the repolarization times predicted from the APD obtained from the two functions derived from eqn (30a) and (30b). Visual examination of Figure 23 shows that both functions do a good job of extrapolating the point at which the action potential would cross the defined repolarization voltage V 0 (here set as −1.2) if the next action potential were not present. The calculated point is not perfect, however, nor do the two functions give exactly the same point. The difference is small, but, as we see later, significant.
Equations (17), (31), (30a), and (30b), together with the fitted analytic functions on which they depend, comprise our APD-based two-memory model. We wrote a computer model implementing these equations with the initial conditions M 0 = −0.0325; L 0 = −0.1873. When the code was run with a BCL = 113.7 ms (the average BCL in the segment of the experimental data we have been using), we obtained straight period-two behavior with no indication of a Hopf bifurcation. When the BCL was changed slightly to 113.0 ms, the results shown in Fig. 24 were obtained. The potential vs. time during the development of Hopf-bifurcated period-2 behavior, constructed assuming sawtooth action potential waveforms, is shown together with the onset of similar behavior in the experiment in Fig. 25 . Comparison of the model results reveal modulation amplitudes that are somewhat smaller, and modulation periods that are somewhat longer than those found in the experiment. There is, however, very good qualitative agreement between the model and experiment. The transitions into the modulated period-2 behavior look similar in the two panels of F. 21. Sketch of the idealized, sawtooth-shaped action potential waveform used in the APD-based two-memory model. The action potential amplitude (APA) is measured from V = 0 to the maximum of the waveform, while the action potential duration (APD) is measured from the time the upstroke occurs to the time that the action potential would have dropped back to the repolarization voltage V0, had the next action potential not occurred. Fig. 25 , the phase shift between the sinusoids associated with short and long APAs is in the same direction, as are corresponding takeoff potentials (i.e. the voltages just before each action potential upstroke). We can conclude that the model provides a consistent, qualitative explanation of the observed modulated period-two data. Since the only approximations made between the earlier two-memory model, which mimics the experiment fairly well, and the current model have to do with the sawtooth waveform shape, we can further conclude that the slight quantitative discrepancies are due to this factor, and that an improvement in the representation of the waveform should eliminate them. This improvement would necessarily involve the defining of another action potential shape parameter besides the APA and APD. The extra parameter would render harmless the ambiguity in the definition of the APD described earlier. It is not clear, however, what this extra parameter should be.
We next investigated the characteristics of the model away from the BCL used in the experimental data. The bifurcation diagram shown in Fig. 26 displays the results. Starting with large BCLs on the right side of the diagram, we see a progression from 1:1 behavior to 2:2 starting at a BCL of 133 ms, to period-2 Hopf between 112 and 113.5 ms, followed by a wider 2:2 below BCLs of 112 ms, and finally for much smaller BCLs, we see 2:1 behavior. The 2:2 behavior for BCLs below about 85 ms is effectively 2:1, because the smaller of the two action potentials only barely rises above the profile of the preceding larger action potential. Despite the flaws in the model mentioned earlier, and the fact that this calculation involves extrapolation with respect to the BCL parameter, it is very encouraging that these results are very much like what is observed in experiments employing a slowly decreasing pacing interval, as displayed in Fig. 27 . APA return maps during period-2 Hopf behavior again resemble the ellipse-like patterns of Fig. 19 (not shown) . Furthermore, some of the 2:2 behavior exhibited in Fig. 26 in the vicinity of the period-2 Hopf behavior is the long-time limit of a very slow decay of period-2 Hopf behavior, which was excited from a narrower 2:2 pattern earlier in the simulations. Thus, period-2 Hopf behavior would likely be observed for these additional BCLs in a less controlled environment, even though 
Summary and Conclusions
We have found that standard restitution dynamics could not explain many of the features observed in our constant pacing experiments. The difficulty seemed to be related to the apparent dependence of certain action potential amplitudes and durations on occurrences more than one action potential earlier. This led us to formulate a mathematical quantity we have called memory which could account for these dependencies. This concept of memory has proven very effective, explaining much of the behavior seen in these experiments.
We first investigated a model whose memory at a given stimulus depended only on the memory at the previous stimulus; i.e. M n + 1 = M n + 1 (M n ). The model successfully reproduced the period-doubling sequence observed in experiments as the pacing interval was decreased. Additionally, the model offered an explanation for period-doubling when standard restitution dynamics would predict stability of the 1:1 pattern. Further period-doubling was also possible within the model, due to marked non-monotonicity in the ''effective'' restitution relationship, even though all the standard restitution curves were monotonically increasing.
We next tried to extend this model to account for modulated 2:2 patterns found in digitized data taken from our constant pacing experiments. When the memory time/constant t M was set to 50 ms, we found that the action potential amplitude (APA) was a remarkably good function of the memory M n present at the upstroke. The action potential durations (APDs), however, did not obey a similar relation. To complete the model, we first investigated how the memories present at successive upstrokes were related to one another. We found that the memory present at the (n + 1)st upstroke, M n + 1 , was a good function of the memory one and three stimuli previous; that is, M n + 1 = M n + 1 (M n , M n − 2 ). When this relation was implemented as a computer algorithm, we found that the memories exhibited many of the same patterns as have been observed in the experiment, including 1:1, 2:2, and Hopf-bifurcation of 2:2. Furthermore, the behavior obtained was consistent with that predicted by linear stability analyses of the system.
The existence of this relationship among the memories at different stimuli suggested that a more physiologically-realistic model might exist that involved two memory variables having two different memory time constants. We were able to construct such a model, with time constants t M = 50 ms and t L = 400 ms, which fit the experimental data, and which reproduced the experimentally-observed Hopfbifurcated period-two behavior quite well.
Finally, based on this ''two-memory'' model, we constructed a model that calculated the APA and APD of each action potential from the two memories existing at the action potential upstroke. This ''APD-based'' two-memory model again produced Hopf-bifurcated period-two behavior; however, the amplitudes of the Hopf oscillations were significantly smaller. These discrepancies are likely due to approximating the action potential shape as a sawtooth waveform. The inclusion of the APDs in the model allowed us to consider what behavior such models would predict for BCLs other than the one used in our experimental data. We found that, as the BCL is decreased, 1:1 behavior bifurcates into a 2:2 pattern. At still shorter BCLs, the 2:2 pattern experiences a Hopf bifurcation, then goes back into a larger-amplitude 2:2. Finally, at very short pacing intervals, block occurs, resulting in a 2:1 pattern. This entire sequence was typical of the experiments as the pacing interval was decreased.
Study of this memory model remains incomplete.
We would like to investigate how our earlier one-memory memory model, which assumes no action potential overlap, fits together with our two-dimensional models in which some overlap typically occurs. We would like to improve the APD-based two-memory model to more realistically F. 27. (a) Bifurcation diagram relative to the BCL as determined from experimental data. The plot was produced by gradually reducing the cycle length from 300 to 85 ms. Note that sequence obtained, 1:1, 2:2, period-2 Hopf, 2:2, 2:1, is the same as that produced by the APD-based two-memory model (cf. Fig. 26 ). (b) Detail of the Hopf bifurcation of the 2:2 pattern. model action potential waveforms. Finally we would like to compare both our single-memory model and our APD-based two-memory model at different pacing intervals with digitized data.
Although these details have yet to be resolved, much of the behavior of our constant pacing experiments seem to be explainable in terms of memory-like quantities with approximate timescales of 50 and 400 ms. A precise formulation and physiological basis for these quantities might best be determined through comparison with ionic channel models. In the meantime, models of this type seem capable of providing adequate local dynamics on which to build conceptually simple, computationally efficient, and reasonably realistic global models. These are areas we look to pursuing in future research.
