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Abstract
The density of states of Yang-Mills integrals in the supersymmetric case is characterized by power-law tails whose decay is
independent of N , the rank of the gauge group. It is believed that this has no counterpart in matrix models, but we construct
a matrix model that exactly exhibits this property. In addition, we show that the eigenfunctions employed to construct the
matrix model are invariant under the collinear subgroup of conformal transformations, SL(2,R). We also show that the matrix
model itself is invariant under a fractional linear transformation. The wave functions of the model appear in the trigonometric
Rosen-Morse potential and in free relativistic motion on AdS space.
I. INTRODUCTION
The dimensional reduction of ten-dimensional Yang-
Mills theory to p+ 1 dimensions has drawn interest over
a considerable period of time, due to its relevance to the
description of p-dimensional D-branes in string theory.
The functional integral of Yang-Mills theory becomes an
ordinary multi-dimensional integral, which is well-defined
and finite if supersymmetry is present [1, 2, 3]. Explicitly,
the integral reads, for gauge group SU(N),
ZD,N :=
∫ N2−1∏
A=1
(
D∏
µ=1
dXAµ√
2pi
)(
N∏
α=1
dΨAα
)
× (1)
exp
[
1
2
Tr [Xµ, Xν ][Xµ, Xν ] + TrΨα[Γ
µ
αβXµ,Ψβ]
]
.
The matrices in the exponent in eq.(1) are in the fun-
damental representation of SU(N), i.e. Xµ = X
A
µ TA,
Ψα = Ψ
A
αTA, where the SU(N) generators TA are Her-
mitian and normalized such that TrTATB = 12δ
AB.
The symmetric N × N matrices Γµ are related to the
standard SO(1, D − 1) gamma matrices by Γµ = Cγµ,
where C is the charge conjugation matrix. The model
is supersymmetric in dimensions D = 3, 4, 6, 10, where
the degree N of (real) supersymmetry is, respectively,
N = 2(D−2) = 2, 4, 8, 16, with the supersymmetry vari-
ations
δXµ = iε¯γ
µΨ δΨ = − i
2
[Xµ, Xν ]γ
µγνε. (2)
Recall that the case D = 10 is essentially the IKKT
model of the IIB superstring [4]. Besides, since the reduc-
tion is to zero dimensions (p = −1), we are thus describ-
ing the configuration space of N D-instantons [5]. For a
general introduction to Yang-Mills integrals see the thesis
[6], for example.
In this letter, we shall mainly focus on the behavior
of the density of states of Yang-Mills integrals in the su-
persymmetric case, that shows a sharp contrast with the
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more standard behavior of the bosonic case. The distri-
bution of eigenvalues for the eigenvalues λi of just one
matrix, say, X1, in the background of the other matrices
X2, . . . , XD :
ρ(λ) =
1
N
〈 N∑
i=1
δ(λ− λi)
〉
, (3)
Here, the average <> is with respect to eq.(1). In par-
ticular, note the following result/remark in [3]:
”Most strikingly, the decay of the densities in the susy
cases D = 4, 6, 10 ( ρ(λ) ∼ λ−3, λ−7, λ−15) is indepen-
dent of N . It means that the eigenvalue distribution are
wide even in the N → ∞ limit! This is a most unusual
effect for a random matrix model. Evidently, supersym-
metry is responsible for this behavior.”
In the following, we shall show that one can naturally
construct an ordinary random matrix model with this
very same property. We shall construct it using orthogo-
nal polynomials. Then, we shall address the significance
and uniqueness of the particular choice of matrix model.
Let us consider a generic Hermitian matrix model:
Z = CN
∫ N∏
i=1
e−V (x)
∏
i<j
(xi − xj)2 dxi, (4)
This model has a density states that can be exactly com-
puted with the polynomials orthogonal w.r.t. e−V (x):
ρ (x) =
N−1∑
n=0
φ2 (x) , φ (x) = e−V (x)Pn (x) (5)
∫
e−V (x)Pn (x)Pm (x) dx = hnδn,m.
Now, we can construct a matrix model using the wave-
functions:
φ (x) =
(
1 + λx2
)−N−α
Pn (x) , (6)
The Cauchy case, α = 0 is easy to compute exactly and
gives:
ρ (x) =
1
1 + λx2
, ∀N (7)
1
The reason to have exactly the same expression for any
N is due to the fact that the weight function (potential)
changes with N as well.
Note that to match the Yang-Mills density of states,
the full computation of (5) with (6) is not necessary. It
is easy to directly see that one obtains power-law tails
whose decay is independent of N . The weight function
part is multiplied by a polynomial whose highest order is
x2N−2, hence:
ρ (x) =
1
(1 + x2)N+α
N−1∑
n=1
P 2n (x)⇒ ρ (x) ∼
x2N−2
x2(N+α)
(8)
=
1
x2(α+1)
for x→∞.
The power-law behavior of susy Yang-Mills integrals and
the corresponding α parameter:
D = 4 ρ (x) ∼ x−3 α = 12
D = 6 ρ (x) ∼ x−7 α = 52
D = 10 ρ (x) ∼ x−15 α = 132
(9)
Before proceeding to discuss properties of this random
matrix model and its relationship with more standard
ones, let us note that the correspondence with the Yang-
Mills susy behavior holds not only for large N , but also
for all N . Besides, the independence with the dimen-
sion N , which is the truly unusual feature for a matrix
model density of states, is due to the fact that one ac-
tually has a different weight function with each N . The
increased eigenvalue repulsion is exactly compensated by
an increase in the confining properties of the potential.
In addition, notice the following property satisfied by the
weight ω (x) :
x→ x′ = ax+ b
cx+ d
, (10)
ω (x)→ ω′ (x) = (cx+ d)−2j ω
(
ax+ b
cx + d
)
which is the defining property of a function being in-
variant under SL(2,R), the ”collinear” subgroup of the
conformal group SO(2, 4) [7]. Thus, the weight function
is invariant under SL(2,R). In our models j = −α.
According to [8], the weight in (6) should be consid-
ered ”classical”, on equal footing with the Gaussian (Her-
mite), Laguerre and Jacobi cases. However, the definition
of a classical random matrix [9] is actually satisfied by a
much larger set of models, that can be characterized by
a generic weight function:
ω (x) = exp
(∫
(d− 2a)x+ (e− b)
ax2 + bx+ c
dx,
)
(11)
with σ (x) = ax2 + bx+ c and τ (x) = dx+ e the polyno-
mials in the differential equation:
σ (x)P ′′n (x) + τ (x)P
′
n (x) + Pn (x) = 0 (12)
satisfied by the polynomials Pn (x) orthogonal to the
weight (11) [10]. If we consider a = 1, b = 0, c = 1, d =
2 (1− η) , e = 0 in (11) we have then:
ω (x) =
1
(1 + x2)
η , (13)
(
1 + x2
)
P ′′n (x) + 2 (1− η) xP ′n (x) + Pn (x) = 0 (14)
We have specified as few parameters as possible. The
model can be considered in a much more general form
with the choice [11]:
a = A2 + C2, b = 2(AB + CD), c = B2 +D2 (15)
d = 2(1− η) (A2 + C2)
e = q (AD −BC) + 2(1− η) (AB + CD) ,
that leads to a weight function:
ω (x) =
exp
(
q arctan
(
Ax+B
Cx+D
))
(
(Ax+B)
2
+ (Cx +D)2
)η . (16)
and makes manifest the invariance under projective
transformations. Let us consider the matrix model:
P (x1, ..., xN ) = CN
∫ N∏
i=1
1
(1 + x2i )
N+α
∏
i<j
(xi − xj)2 dxi,
(17)
and consider the projective transformation of the eigen-
values: yi =
axi+b
cxi+d
, we arrive at:
P (y1, ..., yN ) = CN
∫ N∏
i=1
(Cyi +D)
2α(
(Ayi +B)
2 + (Cyi +D)
2
)N+α×
(18)∏
i<j
(yi − yj)2 dxi.
Note how remarkably simple is the Cauchy case (α = 0).
In particular, (18) generalizes [12], that shows that the
inverse (that corresponds to a = d = 0 and b = c = 1
above) of the Cauchy ensemble is a Cauchy ensemble.
Thus, the Hermitian matrix model with the susy Yang-
Mills behavior is characterized by:
P (M) = exp
(− (N + α)Tr (1 +M2)) (19)
M →M ′ = aM + b
cM + d
, (20)
P (M)→ P ′ (M) = (cM + d)2α P
(
aM + b
cM + d
)
,
2
and hence the name SL(2,R) matrix model.
Systematic exploration of the possibilities in (11),
shows that the conformal symmetry together with the N -
independent power-law tail density of states behavior are
a particular feature of this model. The weight function
ω (x) = xρ/(1+x)µ+ρ , contained in (11), leads to power-
law tails that are dimension independent but notice that,
in contrast to supersymmetric Yang-Mills integrals [3],
the support is only positive definite. Let us point out
that the matrix model (19) is also very meaningful from
the point of view of free probability theory [13], espe-
cially the Cauchy case (α = 0) , that appears in the non-
commutative generalization of stable probability distri-
butions [14]. But we have seen that the correct match
with the Yang-Mills behavior is obtained for α 6= 0, so
the SL(2,R) matrix model should be rather considered a
random matrix generalization of the t-Student distribu-
tion, which is not a stable but an infinitely-divisible dis-
tribution [15]. These mathematical features of the model
will be discussed elsewhere. It is also noteworthy that
the orthogonal polynomials associated to the weight:
ω (x) =
(
1 + x2
)−η
exp (p arctanx) , (21)
were actually discussed as early as 1929 [16] and, interest-
ingly enough, they are the solution of a central quantum
mechanical problem. Namely, the Rosen-Morse poten-
tial:
V (y) = −2p coty + a(a− 1) csc2 y, (22)
which is a well-known model in supersymmetric quantum
mechanics and leads to the same differential equation and
orthogonal polynomials employed here. The case p = 0
is the Po¨schl-Teller potential and corresponds exactly to
the actual set of polynomials of our matrix model (14).
The more general matrix model (p 6= 0) is obviously not
necessary to match the asymptotic behavior of the den-
sity of states of susy Yang-Mills integrals. Note that free
relativistic particle motion in AdS space leads again to
the same polynomials [17]. One can then use AdS/CFT
ideas to further establish the conformal symmetries of the
model. Indeed, the Klein-Gordon operator in AdS is the
quantum realization of the Casimir operator of the Lie al-
gebra of SL(2,R) [18]. Thus, the matrix model turns out
to be constructed from the wavefunctions in the discrete
series of the SL(2,R) unitary irreducible representations.
An important property of a random matrix model with
the distribution (19) is that while it has very different
global properties (density of states), in comparison with
strongly confining matrix models like Gaussian or poly-
nomial models, it turns out to have the same local proper-
ties (correlation functions). Indeed, the correlation func-
tions are in the Gaussian universality class [19]. This can
be intuitively understood from the particular form of the
confining potential, which is V (x) = (N + α) log
(
1 + x2
)
in the Hermitian case. In ordinary matrix models, it is
well-known that one needs a potential with at least linear
confinement [19]. In the present case, although we have
a very weak potential (only a finite number of moments
of the weight function exists for finite N), we do have
a linear growth, but given by the N−dependent part of
the potential, that makes the potential strongly confin-
ing in the limit N →∞. Thus, the same mechanism that
leads to the N -independent power-law tail of the density
of eigenvalues is responsible for the Gaussian universality
of the correlation functions. To summarize, the weight
function changes with the dimension N of the matrix
model and then the following two properties go hand in
hand:
1. The tails of the density of states are power-law tails
whose decay is independent of the dimension N of
the matrix model.
2. The correlation functions of the model are in the
Gaussian universality class in the N →∞ limit, in
spite of the very different behavior of the density
of states.
This last result is formally proved for the Cauchy case
(α = 0) by mapping the model -with a one-dimensional
inverse stereographic projection- into the circular random
matrix ensemble [20] (see also [12]), which is known to
possess correlation functions in the Gaussian universality
class when N → ∞ [19]. The cases α = 1/2, 5/2, 13/2
discussed here follow from this result, as the potential
has the same confining properties for large N (and it is
more confining for finite N).
Therefore, if it is possible to qualitatively describe
the behavior of the YM integrals with the correspond-
ing one matrix models (e.g. the susy case with the
SL(2,R) model discussed here and the bosonic case with
the Wigner-Dyson paradigm [19]), then one would ex-
pect that the correlation functions of Yang-Mills matrix
models exhibit the same behavior in the large N limit,
regardless of the presence of supersymmetry, in spite of
their very different behavior for the density of states.
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