Abstract. Until now, the only known maximal surfaces in Minkowski 3-space of finite topology with compact singular set and without branch points were either genus zero or genus one, or came from a correspondence with minimal surfaces in Euclidean 3-space given by the third and fourth authors in a previous paper. In this paper, we discuss singularities and several global properties of maximal surfaces, and give explicit examples of such surfaces of arbitrary genus. When the genus is one, our examples are embedded outside a compact set. Moreover, we deform such examples to CMC-1 faces (mean curvature one surfaces with admissible singularities in de Sitter 3-space) and obtain "cousins" of those maximal surfaces.
Introduction
Maximal surfaces in the Minkowski 3-space R 3 1 arise as solutions of the variational problem of locally maximizing the area among spacelike surfaces. By definition, they have everywhere vanishing mean curvature. Like the case of minimal surfaces in Euclidean 3-space, maximal surfaces possess a Weierstrass-type representation formula [18] .
The most significant difference between minimal and maximal surfaces is the fact that the only complete spacelike maximal surfaces are planes [2, 3] , which is probably the main reason why people have not paid much attention to maximal surfaces. If we allow some sorts of singular points for maximal surfaces, however, the situation changes. Osamu Kobayshi [19] investigated cone-like singular points on maximal surfaces. After that, many interesting examples with cone-like singular points have been found and studied by F. J. López, R. López, and Souam [24] , Fernández and F. J. López [6] , and Fernández, F. J. López and Souam [7] , Fernández [5] and others.
the Lorentzian catenoid, the Lorentzian helicoid, (G, η) = (z, dz/z 2 ) on C \ {0} (G, η) = (z, i dz/z 2 ) on the universal cover of C \ {0} On the other hand, for the study of more general singularities, Estudillo and Romero [4] initially defined a class of maximal surfaces with singular points of more general type, and investigated criteria for such surfaces to be planes. Recently, Imaizumi [15] studied the asymptotic behavior of maximal surfaces, and ImaizumiKato [16] gave a classification of maximal surfaces of genus zero with at most three embedded ends. In [32] , the third and forth authors showed that if admissible singular points are included, then there is an interesting class of objects called maxfaces. In fact, the three surface classes
• non-branched generalized maximal surfaces in the sense of [4] , • non-branched generalized maximal maps in the sense of [16] , and • maxfaces in the sense of [32] are all the same class of maximal surfaces. So in this paper, we shall call such a class of surfaces maxfaces.
Maxfaces are spacelike at their regular points, but the limiting tangent plane (that is, the Lorentzian orthogonal complement of the normal vector) at each singular point contains a lightlike direction. For the global study of maximal surfaces, the following terminology given in [32] is useful: Figure 3 . A weakly complete triply-periodic maxface with conelike singular points corresponding to the Schwarz-P surface; see [13] for details. Figure 4 . A weakly complete triply-periodic maxfaces with fold singular points corresponding to the Schwarz-D surface; see [13] for details.
Definition I. A maxface (or more generally, a generalized maximal surface) f : M → R 3 1 is called complete if there exists a symmetric 2-tensor T which vanishes outside a compact set in M , such that ds 2 + T is a complete Riemannian metric on M , where ds 2 is the induced metric by f . If f is complete, the set of singular points is compact in M . On the other hand, a maxface is called weakly complete (in the sense of [32] ), if its null holomorphic lift into C 3 (see Section 1) has complete induced metric with respect to the canonical Hermitian metric on C 3 .
As shown in [32, Lemma 4.3] , completeness implies weak completeness. Conversely, a weakly complete maxface is complete if and only if the singular set is compact and each end is conformally equivalent to a punctured disc (see [33] ). A typical well-known complete maxface is the Lorentzian catenoid (see [18] , see also [1] in which it is called the Lorentzian elliptic catenoid ; Figure 1 , left), which has a cone-like singular point (see Section 2 for the definition). Like minimal surfaces in Euclidean 3-space R 3 , maxfaces have conjugate surfaces. A cone-like singular point on a maxface corresponds to a fold singular point on its conjugate maxface, in general. For the proof of this and the definition of fold singular points, see [23] . The Lorentzian helicoid (see [18] , see also [1] ; Figure 1 , right) is weakly complete (but not complete) and is the conjugate maxface of the Lorentzian catenoid, whose image consists of two surfaces with 'boundary' in R 3 1 . The boundary (that is, the singular set) is a helix, and each interior image point on the surface has two inverse images. Namely, the Lorentzian helicoid can be regarded as a fold along a helix.
As shown in [14] , generic singular points of maxfaces are cuspidal edges, swallowtails and cuspidal cross caps. Thus, cone-like singular points and folds are non-generic. For example, one can consider an isometric deformation of Lorentzian helicoid corresponding to the family of Weierstrass data (z, e it dz/z 2 ) (t ∈ [0, π/2]). Figure 2 gives the maxface corresponding t = π/4, whose singular points consist only of cuspidal edges.
However, they (i.e., cone-like singular points and folds) are important singular points in the theory of maxfaces. For example, fold singular points (i.e., the double surfaces in [16] ) appear under a certain situation, see [16, Proposition 7.7 and Page 581].
It should be remarked that a complete maxface automatically has finite total curvature outside of a compact set, and finite topology as well (see [32, Theorem 4.6 and Corollary 4.8] ). This is a property that is crucially different from the case of minimal surfaces in R 3 . So, interestingly, there are no complete periodic maxfaces although there exist compact maxfaces in a Lorentzian torus R In [32, Theorem 4.11] , it was shown that an Osserman-type inequality
holds for the degree of the Gauss map of complete maxfaces f : M → R 3 1 , and equality holds if and only if all ends are properly embedded. Here
is the Lorentzian Gauss map and deg G is its degree as a map to the hyperbolic sphere S 2 considered as a compactification of the hyperboloid in R 3 1 , see [32] and [20, Section 5] . Since G is meromorphic at each end of a complete maxface, the left-hand side of (1) is finite (see Fact 1.2).
In [12] , the authors showed that a similar Osserman-type inequality (1) also holds for the hyperbolic Gauss maps G of complete CMC-1 faces in de Sitter 3-space (for the definition of CMC-1 faces, see Section 4). In contrast to the case of maxfaces, the hyperbolic Gauss map of a CMC-1 face may have an essential singularity at an end.
The Lorentzian catenoid satisfies equality in (1). In [32] , several examples which attain equality in (1) were given. Recently, complete maxfaces with three embedded ends were classified by Imaizumi and Kato [16] . We mention here two new interesting phenomena on the shape of singular points on maximal surfaces: Example 1. (Trinoids whose graphics seem to show cone-like singular points, although no cone-like singularities exist). We set
Trinoid in (2) for a = 3.67 Trinoid in (3) for c = 0.1 and consider two Weierstrass data (see Section 1)
Substituting these into (1.4), we get a trinoid with three embedded ends at z = ±a, ∞, each of which is asymptotic to a Lorentzian catenoid. The left-hand figure in Figure 5 shows the image with a = 3.67.
On the other hand, set
, and η = dz c (c > 0, c = 1).
Then we have another trinoid as in Figure 5 , right. The ends 1, −1 are asymptotic to the Lorentzian catenoid, and the end ∞ to the plane. The figure shows the image for c = 0.1. Since a maxface is symmetric with respect to a given cone-like singular point (cf. [16] and [23] ), neither of these two maxfaces admits any cone-like singular points.
However, in Figure 5 , we can see two singular sets in each surface which look very much like cone-like singularities. The singular sets do, however, consist of cuspidal edges and swallowtails (see Figure 5) .
Similarly, there are four cuspidal cross caps on the Enneper maxface (see [32, Example 5.2] ). However, it is difficult to recognize the crossing of two sheets on surfaces near these four singular points from computer graphics, since these two sheets are so close to each other. If a maxface admits a cone-like singular point (resp. a swallowtail), its conjugate surface admits fold singular points (resp. a cuspidal cross cap) and vice versa ( [23] and [14, Corollary 2.5] ; for the definition of conelike singular points, see Definition 2.1). Thus, in computer graphics, the fact that a union of swallowtails sometimes look like cone-like singular points and the fact that cuspidal cross caps look like fold singular points seems to be a mutually dual phenomena. The authors hope that one could establish a new theory for explaining this. In recent private conversations, Shin Kato [17] said that this phenomenon for trinoids as in Figure 5 seems to occur as a family of trinoids "collapses" to Lorentzian catenoids (which have a cone-like singularity).
It is interesting to ask if there exist maxfaces having a cone-like singular point and also having singular points which are not cone-like. We give such an example: Theorem A. There exists a maxface f : M → R 3 1 of genus 0 with two complete ends whose singular set in M consists of cone-like singular points, cuspidal edges, swallowtails, and cuspidal cross caps. Here, the image of the cone-like singular points is a single point.
The proof of the first part of this theorem is given in Section 2. In R 3 , examples of complete embedded minimal surfaces of finite total curvature of course are known -for example, the plane, the catenoid, the Costa surface, the Costa-Hoffman-Meeks surface, etc. As a related class of maxfaces, the authors give here the following:
Definition II. A complete maxface is called embedded (in the wider sense) if it is embedded outside of some compact set of R From here on out, when we use the word "embedded" for a maxface, we always mean "embedded in the wider sense" as in the above definition. By definition, an embedded maxface attains equality in (1) . In a joint work [22] with Kim, the fifth author constructed maximal surfaces of genus k = 1, 2, 3, . . . , which are complete generalized maximal surfaces in the sense of [4] (i.e., they admit branch points when k ≥ 2), and when k = 1 it is a complete embedded maxface, see Figure 6 . We shall call this example the Kim-Yang toroidal maxface. We remark that there exist no embedded minimal surface in R 3 with two ends except the catenoid (cf. [29] ). Until now, the only known examples of embedded complete maxfaces were
• the spacelike plane (which is the only example of a complete maximal surface without singular points), • the Lorentzian catenoid, • the Kim-Yang toroidal maxface.
Also, until now the only known complete positive-genus maxfaces were the Lorentzian Chen-Gackstatter surface (given in [32, Example 5.5] ) and the Kim-Yang toroidal maxface. In this article, we construct complete maxfaces with two ends and arbitrary genus, which are embedded if the genus is equal to 1. (Theorem B).
On the other hand, surfaces of constant mean curvature one (CMC-1 surfaces) in de Sitter 3-space S [8] and [12] ). Analogous to maxfaces, a notion of CMC-1 faces in S 3 1 , which is CMC-1 surfaces with certain kinds of singular points, was introduced in [8] . Related to this, the second, the third and forth authors introduced in [27] a method to deform minimal surfaces in R 3 to CMC-1 surfaces in hyperbolic 3-space. In this paper, we demonstrate that this method works for maxfaces in R In this article, we shall prove:
There exists an family of complete maxfaces f k for k = 1, 2, 3, . . . with two ends, and of genus k if k is odd and genus k/2 if k is even. Moreover, f 1 and f 2 are embedded (in the wider sense). Furthermore, the number of swallowtails and the number of cuspidal cross caps are both equal to 4(k + 1) if k is odd and 2(k + 1) if k is even. In particular, f 1 and f 2 are both of genus one, but are not congruent. (Compare Figures 6 and 9. ) Moreover, such maxfaces f k can be deformed to complete CMC-1 faces in S We note that f 1 is the Kim-Yang toroidal maxface, but the f k are new examples for all k ≥ 2. The proof of this theorem is given in Sections 3 and 4. The method of construction is somewhat similar to that of [22] , but one salient feature of our new family is that it is free of branch points for all k = 1, 2, 3, . . . , whereas the surfaces in the corresponding family of [22] have two branch points whenever k ≥ 2. However, there is still a scarcity of examples of complete maxfaces, especially embedded examples.
In light of the relationships between maxfaces and CMC-1 faces, we give a pair of open problems about finding new surfaces: Problem 1. Are there complete maxfaces (resp. complete CMC-1 faces) with embedded ends of genus greater than one in R The first and second authors [11] provided numerical evidence for the existence of CMC-1 faces in S 3 1 of higher genus with two embedded ends. Problem 2. Are there complete maxfaces (resp. complete CMC-1 faces) with more than two ends of positive genus in R The present state of this field is such that it would be very beneficial to have a larger collection of examples, as described in these open problems, for example. A number of types of maximal surfaces can be produced from a canonical correspondence with minimal surfaces in Euclidean 3-space given in Section 5 of [32] (for example, this method applies to the minimal surfaces of arbitrary genus found in [28] ), although this construction needs to solve a period problem. (Correspondence of minimal surfaces and maximal surfaces was first introduced in [2] for graphs.)
Non-orientable complete maxfaces were recently found in a joint work [10] of the first author with López. (Unfortunately, the ends of these examples are not embedded.) On the other hand, CMC-1 faces in S 3 1 are all orientable (this fact is not trivial, since the surface admits singular points, see [20] ). Weakly complete (but not complete) bounded maxfaces (resp. CMC-1 faces) with arbitrary genus were constructed in [25] and [26] .
Preliminaries
In this section, we review the Weierstrass-type representation formula for maxfaces (see [18, 32] ), and criteria for singular points (see [32, 14] ).
Throughout this paper, we denote by R (
gives a (positive definite) Riemannian metric on M , and |G| is not identically 1. Let
and assume
such that the set {[γ j ]} of homotopy classes generates the fundamental group π 1 (M ) of M . Then
is well-defined on M and gives a maxface in R We call the pair (G, η) the Weierstrass data of the maxface f in (1.4), G the Lorentzian Gauss map, and the holomorphic 2-differential Q in (1.5) the Hopf differential, respectively. . . , p n ∈ M such that M is conformally equivalent to M \ {p 1 , . . . , p n }, and the set of singular points
is compact. In this case, the Weierstrass data (G, η) is well-defined as a pair of a meromorphic function and a meromorphic one form on M , and the compactness of the singular set Σ is equivalent to the condition |G(p j )| = 1 for j = 1, . . . , n.
As shown in [14] , generic singular points of maxfaces (resp. CMC-1 faces) are cuspidal edges, swallowtails and cuspidal cross caps. We recall criteria for generic singular points of maxfaces. For terminology on CMC-1 faces, see Section 4. Here, two
are right-left equivalent at the points p ∈ U 1 and q ∈ U 2 if there exists a local diffeomorphism ϕ of R 2 with ϕ(p) = q and a local diffeomorphism Φ of
Maxfaces with cone-like singular points
In this section, we give the proof of Theorem A in the introduction. To do this, we recall a definition and a criterion for cone-like singular points.
2.1. Cone-like singular points. Remark 2.2. In [19] and [7] , the image f (Σ 0 ) as a single point of the cone-like singular points is called a cone-like singular point. However, we do not use this terminology here, since we treat the singular set not in R The singular set in the z-plane. The imaginary axis corresponds to the set of cone-like singular points, and the other connected components each consist of cuspidal edges, four swallowtails (the intersection points of the singular set with the curve Im α = 0, the curves shown in thin lines), and four cuspidal cross caps (the intersection points of the singular set with the curve Re α = 0, the dotted curves). 
Then the data (G, η) gives no real period in the representation formula (1.4), i.e., it satisfies (1.3). Thus it defines a maxface of genus zero with 2-ends:
. Since a ∈ R, it holds that |G| = 1 on the imaginary axis. When 1 < a < 4 and a = 2, the singular set Σ = {|G| = 1} consists of three disjoint (topological) circles on the Riemann sphere, including the imaginary axis of the z-plane (Figure 7 , bottom).
Set α := dG/(G 2 η) as in Section 1. Then the set {Im α = 0} looks like as in Figure 7 , bottom. In particular, Im α = 0 on the imaginary axis, and hence Lemma 2.3 implies that the imaginary axis consists of generalized cone-like singular points. Here, since G is of degree 3 and the singular set consists of three connected components, G is injective on each connected component of the singular set. Since η = 0 on the imaginary axis, Lemma 2.4 implies that the imaginary axis consists of cone-like singular points.
On the other hand, other connected components of the singular set contain cuspidal edges, because Im α is not identically zero on the singular set.
Since the order of the Hopf differential Q at z = ±1 is −4, both ends are Enneper ends (cf. Example 5.2 in [32] ), as shown in Figure 7 , top.
Proof of The first part of Theorem B
In this section, we construct maxfaces f k (k = 1, 2, 3, . . . ) as in the statement of Theorem B. To do it, we proceed as follows for each k:
• Take a Riemann surface M k of genus k, which is a compact Riemann surface excluding 2 points (which correspond to the ends), see Section 3.1.
• When k = 2m is an even number, show that M k is the double cover of a Riemann surface M ′ k of genus m, andf k induces a complete maxface
where k is a positive integer. As a submanifold of (C ∪ {∞}) 2 , M k has singular points at (z, w) = (±1, 0) and (∞, ∞). However, one can define on M k the structure of a Riemann surface using complex coordinates ζ 0 , ζ ∞ , ζ 1 and ζ −1 around (z, w) = (0, 0), (∞, ∞), (1, 0), and (−1, 0), respectively, as follows:
Hence the holomorphic map z : M k → C ∪ {∞} is of degree k + 1 with total branching number 4k. Then by the Riemann-Hurwitz relation, the genus of M k is k.
The projection of the loops γ and κ 2 •γ to the z-plane are shown. The left-hand (resp. right-hand) figure shows the z-plane such that arg w = 0 (arg w = 2kλ) when z > 1. We shall construct maxfacesf k :
. . ) with two ends corresponding to (0, 0) and (∞, ∞), where
Let M k be the universal cover of M k .
3.2.
Symmetries and the fundamental group of M k . For simplicity, we set
Define reflections (orientation-reversing conformal diffeomorphisms)
Using these, we define the following automorphisms of M k :
and take a loop γ on M k starting at o as in Figure 8 . Then we have the following:
3.3. The Weierstrass data. We now take the Weierstrass data
on M k , where c is a positive real constant to be determined in (3.12) . Define a holomorphic 2-differential Q (3.9) Table 1 . Orders of G, η, Gη, G 2 η and Q = η dG.
We call Q the Hopf differential because it will be the Hopf differential of the maxface when the construction is completed. The orders of G, η, Gη, G 2 η and Q are listed as in Table 1 , where Ord ω = m (resp. −m) for a positive integer m if ω has a zero (resp. a pole) of order m. Then one can conclude that deg G = 2k for any k ≥ 1. Let
where Φ is the
Lemma 3.2. Supposef k,c as in (3.10) is well-defined on M k . Then it is a complete maxface of genus k with 2 ends. Moreover, each end is asymptotic to the k-fold cover of the Lorentzian catenoid.
Proof. Observe that η and G 2 η are holomorphic on M k and have no common zeros, and G 2 η has poles of order k+1 at (z, w) = (0, 0) and (∞, ∞). Thus the metric as in (1.1) gives a complete Riemannian metric on M k . Hencef k,c is a weakly complete maxface. Moreover, since G has poles at (z, w) = (0, 0) and (∞, ∞), |G| = 1 at the ends. Thenf k,c is complete because of Fact 1.2. At each end, Q has a pole of order 2 and the ramification order of G is k. Then the Weierstrass representation (1.4) yields that the end is asymptotic to the k-fold cover of an end of the Lorentzian catenoid.
is pure imaginary if |z| = 1. Then the image of the real and imaginary axes on the z-plane are planar geodesics with respect to the first fundamental form of the surface, and the image of the unit circle consists of line segments joining singular points.
3.4. The period problem. In this section, we shall solve the period problem (1.3). The following lemma can be obtained by straightforward calculations: Lemma 3.4. Let Φ be as in (1.2) for the data (3.8). Then for automorphisms κ j in (3.6) (j = 1, 2), it holds that
where T stands for transposition.
Because of the matrices in Lemma 3.4, Lemma 3.1 implies that Lemma 3.5. The mapf k,c defined in (3.10) is single-valued on M k if and only if the period condition (1.3) holds for the single loop γ in Figure 8 .
Now, we determine the value of c ∈ R + in (3.8) such that the condition in Lemma 3.5 holds.
Since Gη = (c/z)dz, it holds that
So the condition (1.3) for γ is equivalent to
To calculate the integrals of the left-hand side, we take two paths on M k as
where we consider k+1 t(1 − t 2 ) k as a positive real number. Roughly speaking, a closed loop γ 1 * γ 2 (the definition of γ 1 * γ 2 is given in the appendix) is homotopic to γ on M k . Here, γ 1 and γ 2 are parametrized regular curves on M k from t = 1 to t = 0 and t = 0 to t = 1, respectively. Adding an exact form to G 2 η, we have
Since the right-hand side does not have poles at (z, w) = (0, 0) and (1, 0), we have
On the other hand, since η does not have poles at (z, w) = (0, 0) and (1, 0), we have
Therefore, if we set
then (3.11) holds for γ and hence Now, we prove thatf 1 is embedded (in the wider sense, as in Definition II). When k = 1, each end is asymptotic to a Lorentzian catenoid, that is, each end has no self-intersection. Moreover, the x 0 -component off 1 is calculated as
where p = (z, w) ∈ M 1 . Hence x 0 → +∞ (resp. −∞) when (z, w) → (0, 0) (resp. (∞, ∞) ). This means that the two ends have no self-intersection outside a compact set in M 1 . Hencef 1 is embedded in the wider sense.
3.5. Reduction for the even genus case. When k is even, the Riemann surface M k of genus k = 2m is reduced to the Riemann surface
of genus m, where m is a positive integer. As a submanifold of (C ∪ {∞})
has singular points at z = 0, 1 and z = ∞. However, in a similar way to the case of M k (see (3.2)), the structure of a Riemann surface can be introduced to M 
In particular, for each k = 1, 2, 3, . . . , it holds that
Proof. First, we consider the case k ≥ 2. Set
for s ∈ R and t ∈ [0, 1]. Then for each fixed value s, V (s, t) attains a minimum at t = 1/ √ k, and
Hence if we set (3.17)
holds on t ∈ [0, 1], and then, we have
. This implies
Next, consider the case k = 1:
where we put u = 1 − 2t and v = −u. Hence c 1 = A 1 /(2B 1 ) > 1, and then
Lemma 3.7 (The singular curve). The set of singular points off k consists of 2 simple closed curves on M k . The projection of the singular set onto the z-plane is shown in Figure 11 .
Proof. The set of singular points is represented as Σ := {p ∈ M k ; |G(p)| = 1} (cf. Fact 1.1). Here, by (3.8), the condition |G| = 1 is equivalent to |c k w/z| = 1, and then, by (3.1), it is equivalent to
where z = re iθ . Since ρ k ∈ (0, 2) by Lemma 3.6, one can set
Thus, the projection of the singular set onto the z-plane consists of two simple closed curves in the z-plane, contained in two angular domains:
We denote two subsets of the singular set Σ as Σ + := {p ∈ Σ ; z(p) ∈ ∆ + }, and Σ − := {p ∈ Σ ; z(p) ∈ ∆ − }, see Figure 11 , where z : M k ∋ (z, w) → z ∈ C is the projection. The loop z(Σ + ) on the z-plane is surrounding the branch point z = 1 of the projection z. Then, the inverse image Σ + of this loop consists of k + 1 copies of z(Σ + ) which forms a single loop in M k , that is, Σ + is a loop in M k . Similarly so is Σ − . Proof. Let α and β be as in (1.6): Finally, since Im β = r 2 + r −2 sin 2θ, Im β = 0 if and only if z ∈ R ∪ iR. Then by Fact 1.3, there are two swallowtails and two cuspidal cross caps on Σ + , on the z-plane. Since M k is a (k + 1)-fold branched cover of the z-plane, we have the conclusion.
When k = 2m is even, bothf m and f k give maxfaces of genus m with 2 ends. Moreover, each end is asymptotic to the m-fold cover of the Lorentzian (elliptic) catenoid. Proof. The number of swallowtails on the image off m is 4m + 4. On the other hand, the number of swallowtails on the image of f k (k = 2m) is 4m + 2, which proves the assertion.
Proof of the second part of Theorem B
In this section, we shall deform the maxfaces given in the previous section to CMC-1 faces in de Sitter space. The technique we use here is similar to that in [27] . However, we need much more technical arguments because the maxfaces f k in the previous section do not have non-degenerate period problem as in [27, Section 5] . So, we accomplish the deformation by computing the derivative of the period matrices. 4.1. Preliminaries. First, we recall some fundamental facts about CMC-1 faces in de Sitter space. For detailed expressions, see [8, 9] , or [12] . Let R (2) by
Then de Sitter 3-space is represented as
The first author [8] introduced the notion of CMC-1 faces in S 
Then F is a null holomorphic immersion, that is, F is a holomorphic immersion such that det(dF/dz) vanishes identically for each local complex coordinate z on M . And is a CMC-1 face if |g| is not identically 1, where g is a meromorphic function on M defined by
The induced metric ds 2 and the second fundamental form II are expressed as
respectively. Conversely, any CMC-1 face is obtained in this manner. The meromorphic function G, the holomorphic 2-differential Q and the (multivalued) meromorphic function g in Proposition 4.2 are called the hyperbolic Gauss map, the Hopf differential, and the secondary Gauss map, respectively. We call F the holomorphic null lift of the CMC-1 face f . These holomorphic data are related by
where z is a local complex coordinate on M and S(·) is the Schwarzian derivative.
For an admissible pair (G, Q) on M , there exists a representation ρ F : π 1 (M ) → SL 2 C associated with the solution F of (4.3) as in Proposition A.4 in the appendix:
where τ ∈ π 1 (M ) is considered as a covering transformation of the universal cover M , as in (A.2).
To deform maxfaces to CMC-1 faces, the following facts, which are proved in [27] for CMC-1 surfaces in H 3 , play important roles: . Take an admissible pair (G, Q) on a Riemann surface M . Then (G, Q t = tQ) is also an admissible pair for all t ∈ R \ {0}. Let F := F t : M → SL 2 C be a solution of
with the initial condition F t (o) = ι(t), where ι(t) is a smooth SL 2 C-valued function in t with ι(0) = e 0 , where is the identity matrix and o ∈ M is a base point. Let ρ t = ρ Ft (τ ) for τ ∈ π 1 (M ), where ρ Ft is a representation as in (4.8). Then it holds that
and γ is a loop in M which represents τ .
Proof. By (4.9), F 0 is a constant map. Differentiating (4.9), we have dḞ = Ψ 0 ι(0), whereḞ = (∂/∂t)| t=0 F t . Hence we have
Here, the left-hand side is computed as
because ι(0) = e 0 . Hence we have the conclusion.
Similar to Definition I in the introduction, we define completeness and weak completeness of CMC-1 faces: 
4.2.
The holomorphic data. Let k be a positive integer, and take the Riemann surface M k as in (3.3) . Take a meromorphic function G, a holomorphic 1-form η and a holomorphic 2-differential Q t (t ∈ R) on M k as (4.12)
where (G, η) are the Weierstrass data as in (3.8) , Q = ηdG is as in (3.9), and c = c k is as in (3.12). We set (4.13) Ψ := tΨ 0 ,
Then one can easily show that (G, Q) (and then (G, Q t ) for t = 0) is an admissible pair on M k , and the metric (4.2) is complete. Then the second part of Theorem B is a conclusion of the following Proposition 4.7. For each positive integer k = 1, 2, 3 . . . , there exists a positive number ε = ε(k) such that for each real number t with 0 < |t| < ε, there exists a complete CMC-1 facef k,t : Figure 12 . Paths P µ1 , P µ2 and P µ3 (P µ1 is the constant path at o). 
where S 3 1 (t 2 ) is de Sitter 3-space of constant sectional curvature t 2 . Thenf k,t is a surface of mean curvature t in S 3 1 (t 2 ). Then taking the limit as t → 0 in a similar way as in [30] ,f k,t converges to the maxfacef k as in the previous section. In this sense, the method provided here is considered as a "deformation".
Representation of reflections.
The proof is done by a (refined version of) the reflection method, which was introduced in [27] for CMC-1 surfaces in the hyperbolic space. To do this, we first take the reflections on the universal cover M k of M k .
Let µ j (j = 1, 2, 3) be the reflections on M k as in (3.5) . For a matrix a = (a ij ) i,j=1,2 ∈ SL 2 C and a holomorphic function h on a Riemann surface M , we set (4.14)
a ⋆ h := a 11 h + a 12 a 21 h + a 22 .
The following lemma is a direct conclusion of (3.5):
Lemma 4.9. The pair (G, Q t ) as in (4.12) satisfies
where (4.15)
Namely, (G, Q t ) is µ j -invariant (j = 1, 2, 3) in the sense of (A.9) in the appendix.
We remark that we do not use µ 4 here, because (G, Q) is not µ 4 -invariant in the sense of (A.9) as in the appendix. In fact, Q • µ 4 = −Q holds.
We fix the base point o ∈ M k as in (3.7) and take paths P µj on M k associated to µ j as in the appendix which join o and µ j (o) as in Figure 12 for each j = 1, 2, 3. (In Figure 12 , the left-hand z-plane is the sheet containing o and the right-hand z-plane is the sheet containing µ 2 (o). These two sheets are connected along two intervals (0, 1) and (−∞, −1) on each real axis.)
Here P µ1 is the constant path at o. Then one can take the liftμ j (j = 1, 2, 3) (as orientation-reversing involutions on M k ) of µ j : M k → M k with respect to the path P µj , see (A.4) in the appendix.
Then by Proposition A.2, we have Lemma 4.10. Let γ be the loop as in Figure 8 , and let κ j (j = 1, 2) be the automorphisms of M k as in (3.6). Then
where [ ] denotes the homotopy class and the meaning of the above equalities is explained in Remark A.3. On the other hand, let τ 0 and τ ∞ be covering transformations corresponding to counterclockwise simple closed loops γ 0 and γ ∞ in M k around (z, w) = (0, 0) and (∞, ∞), respectively. (The projections of γ 0 and γ ∞ to the z-plane are both (k + 1)-fold coverings of simple closed loops in C.)
hold. Namely, {μ 1 ,μ 2 ,μ 3 } is a generator of the fundamental group of M k in the sense of Definition A.7 in the appendix.
For each t ∈ R and b ∈ SL 2 C, denote by
the unique solution of the differential equation
where Ψ 0 is as in (4.13). Then by Lemma 4.9 and Theorem A.6 in the appendix, there existsρ j,t,b ∈ SL 2 C such that
where σ j (j = 1, 2, 3) are the matrices given in (4.15). By Proposition A.9, the group generated by {ρ j,t,b } j=1,2,3 contains the subgroup ρ F (π 1 (M k )) given in (4.8).
Then we have the following by Lemma 4.10 and Theorem A.10, which is the key to our construction: Proposition 4.11. Ifρ j,t,b ∈ SU 1,1 for j = 1, 2, 3, then the CMC-1 facê
Here, we summarize properties of the matricesρ j,t,b : Proposition 4.12. Suppose a, b ∈ SL 2 C. Then the following hold:
(1)ρ j,t,ba =ā
where ρ j =ρ j,0,b , which implies (2).
4.4.
Existence off k . The existence part of Proposition 4.7 is a straightforward conclusion of the following proposition, because of Proposition 4.11:
Proposition 4.13. For a sufficiently small positive number ε, there exists a real analytic family ι(t) of matrices in SL 2 C such thatρ j,t,ι(t) ∈ SU 1,1 (j = 1, 2, 3) holds if 0 < |t| < ε.
The proof is divided into three steps (Claims 1-3):
Claim 1. For t ∈ R and for any real matrix b ∈ SL 2 R, it holds thatρ 1,t,b = e 0 .
In fact, substituting o into (4.18) for j = 1, we have Claim 1.
Claim 2. For sufficiently small ε > 0, there exists a real analytic family {ι(t) ; |t| < ε} of matrices in SL 2 R such that ι(0) = e 0 andρ 2,t,ι(t) = σ 2 .
Proof.
k+1 is a covering transformation on M k . In fact, such a covering transformation corresponds to the counterclockwise simple closed loop on M k surrounding (z, w) = (1, 0), i.e., (
where ρ j =ρ j,t,e0 . Hence we have
Sinceρ 2,t,e0 tends toρ 2,0,e0 = σ 2 as t → 0 (see (2) of Proposition 4.12), the equality (4.19) implies that the eigenvalues ofρ 2,t,e0 are {ψ ±2 }, where ψ is given in (4.16). Hence
Then by (A.12), one can writẽ
where u = u(t), s j = s j (t) (j = 1, 2) are real analytic functions in t. Sincẽ ρ 2,0,e0 = σ 2 , we have that
By (4.20), (sin kλ) 2 + u(t) sin(kλ) > 0 for sufficient small t, and hence ι(t) is a real matrix. It can be easily checked that ι(t) −1ρ 2,t,e0 ι(t) = σ 2 . Then (1) of Proposition 4.12 yields the assertion. 
where q(t) is a complex-valued real-analytic function and r j (t) (j = 1, 2) are realvalued real-analytic functions in t such that
Moreover, for t = 0 with sufficiently small absolute value,
holds.
The inequality (4.23) corresponds to the argument in [27, Lemma 6.10]. If (4.23) holds, we can prove the existence of the desired deformation F t,ι1(t) by modifying ι(t) by ι 1 (t), as we shall see later. If r 1 (0)r 2 (0) had been negative, Claim 3 would be obvious. However, in our case, (4.22) implies r 1 (0)r 2 (0) = 0, although all of the examples in [27] satisfy r 1 (0)r 2 (0) = 0. We show (4.23) by examining the derivative of the monodromy matrix. Set (4.24)
Then by Claims 1 and 2, we have
Moreover, by Theorem A.6, ρ 3 is written as in (4.21), and by (2) in Proposition 4.12 and the fact that ι(0) = e 0 , we have ρ 3 → σ 3 as t → 0. Hence q, r 1 and r 2 in (4.21) satisfy (4.22). Let τ 0 and τ ∞ be the covering transformations on M k given in Lemma 4.10. Since the initial value ι(t) = F t (o) is real analytic in t, so are ρ Ft (τ 0 ) and ρ Ft (τ ∞ ).
Lemma 4.14.
Proof. Let g be the secondary Gauss map of F t . Setting z = ζ k+1 , we can take a complex coordinate ζ around (0, 0). Since G is a meromorphic function and Q t has a pole of order 2 at (0, 0), (4.7) implies that the Schwarzian derivative S(g) has a pole of order 2 at (0, 0). Hence there exist a ∈ SL 2 C and a constant ν 0 such that
where o(·) denotes a higher order term. Here, since G has a pole of order k at (0, 0), and
Similarly, (4.30) implies that
Thus, ν 0 coincides with (4.28) . Note that ν 0 is a real number for t with sufficiently small absolute value.
Comparing the relation g • τ 0 = ρ Ft (τ 0 ) ⋆ g with (4.30), we can conclude that the eigenvalues of ρ Ft (τ 0 ) are equal to those of the monodromy matrix of the function ζ → ζ ν0 up to sign. Then the eigenvalues of ρ Ft (τ 0 ) are
or −e iπν0 , −e −iπν0 .
Similarly, setting 1/z = ζ k+1 , we take a complex coordinate ζ around (∞, ∞). Then we have (4.29) , and the eigenvalues of ρ Ft (τ ∞ ) are
On the other hand, by Lemma 4.10 and Proposition A.9 in the appendix, we have
Here, by (2) in Proposition 4.12 and Claim 2, ρ j → σ j (t → 0) holds for j = 1, 2, 3. Since σ j (j = 1, 2, 3) are given explicitly in (4.15), we have that, as t → 0,
Then the eigenvalues of ρ Ft (τ 0 ) and ρ Ft (τ ∞ ) tend to 1 as t → 0. Hence by real analyticity, the right-hand possibilities for eigenvalues in (4.31) and (4.32) never occur, which implies the conclusion.
Lemma 4.15.
Proof. As in the proof of the previous lemma, we can take the complex coordinate ζ around (0, 0) such that z = ζ k+1 . Then G and Q are expressed in terms of ζ, and by (4.11) and (4.13), we have
where γ 0 is the loop surrounding (0, 0) given in Lemma 4.10. Hence we have the conclusion for ρ Ft (τ 0 ). The derivative of ρ Ft (τ ∞ ) is obtained in a similar way. Now, we shall prove Claim 3:
Proof of Claim 3. We have already shown (4.21) and (4.22) . Then it is sufficient to show that |q(t)| > 1 for t = 0 with sufficiently small |t|. We set a 0 (t) = ρ 3 ρ 2 , then (4.33) can be rewritten as
By Claim 2 and (4.21), we have that
Letting t → 0, we have A 0 (0) = cos{kπ/(2(k + 1))} by (4.22) . Then there exists a real analytic function θ 0 = θ 0 (t) such that
.
Then the Cayley-Hamilton identity yields that a 0 (t) 2 = 2a 0 (t) cos θ 0 (t) − e 0 . Then by induction, one can prove the identity (purely algebraically)
By (4.36), we have
Taking the trace of this, Lemma 4.14 yields cos πν 0 = sin(2k + 2)θ 0 sin θ 0 cos θ 0 − sin(2k + 1)θ 0 sin θ 0 = cos(2k + 2)θ 0 .
Hence πν 0 (t) ≡ ±2(k + 1)θ 0 (t) (mod 2π). Comparing both sides of this equation at t = 0, (4.38) implies
by real analyticity. On the other hand, by Lemma 4.15, it holds that
where we used the fact that ρ F0 (τ 0 ) = e 0 . Since
, sin((2k + 2)θ 0 (0)) = 0, cos((2k + 2)θ 0 (0)) = (−1) k , by settingθ 0 (0) = dθ 0 /dt| t=0 , we have that
sin(2k + 2)θ0 sin θ0 a0 − sin`(2k + 2)θ0 − θ0ś in θ0 e0
Thus, we have (4.40)θ 0 (0) = e 0 .
Then by (4.39), we have
Similarly, if we set a ∞ = ρ 1 ρ 3 , then (4.34) can be rewritten as
Letting t → 0, we have A ∞ (0) = cos{kπ/(2k + 2)} by (4.22) . Then there exists a real analytic function θ ∞ = θ ∞ (t) such that
Like as in the computation of θ 0 (t), we have
By (4.37), (4.38), (4.43) and (4.44), we have that
Differentiating this twice using (4.40), (4.41) and (4.45), we have
Thus, (|q| 2 =)qq > 1 for t with sufficiently small absolute value, and by (4.21), r 1 r 2 < 0 holds.
Proof of Proposition 4.13. Take ι(t) as in Claim 2. We set
Then by (1) of Proposition 4.12 and Claims 1 and 2, we haveρ 1,t,ι1(t) = e 0 ∈ SU 1,1 , ρ 2,t,ι1(t) = σ 2 ∈ SU 1,1 and
where ε = 1 (resp. −1) if r 1 (t) > 0 (resp. r 1 (t) < 0). By replacing ι(t) by ι 1 (t), we have the conclusion.
Thus, we obtain a one parameter family of CMC-1 faces Completeness and embeddedness. Now, we have weakly complete CMC-1 faces f k,t for positive integers k > 0 and for t = 0 with sufficiently small absolute value. In this subsection, we shall prove completeness of f k,t and embeddedness of f 1,t and f 2,t for sufficiently small t, which shows the second part of Theorem B. Proof. By Table 1 in Section 3, G has poles of order k at (0, 0) and (∞, ∞) in M k . Then there exists a complex coordinate ζ of M k around (0, 0) such that G = ζ −k . On the other hand, by (4.30), g is represented as
where ν 0 > 0 is as in (4.28), since we can replace the secondary Gauss map g by 1/g. Then by Small's formula [12, Equation (1.10)] (see also [21] ), the holomorphic lift F is expressed as
where o(·) denotes a higher order term. Hence the coordinate functions off k,t = F e 3 F * as in (4.1) are expressed as
where α 0 , α 1 are positive real numbers and ζ = re iθ . Hence x 0 → −∞ as r → 0 and
, where C 1 is a non-zero constant. Similarly, the end (∞, ∞) is expressed as
where ν ∞ is as in (4.29) and C 2 is a non-zero constant. Since ν 0 = ν ∞ , these two ends do not intersect each other in sufficiently small neighborhood of the ends. Moreover, each end has no self intersection if and only if k = 1, or k = 2 (notice that M 2 is a double cover of M ′ 2 ).
Appendix A. Reflections and fundamental groups
In this appendix, we review the properties of the fundamental group and reflections on Riemann surfaces, which were used in Section 4.
A.1. Properties of reflections. Let M be a connected Riemann surface and fix a base point o ∈ M . We denote the set of continuous paths starting at o by
We denote by [γ] the homotopy class containing γ ∈ C o (M ). Then the universal covering space M can be canonically identified with the quotient space {[γ] ; γ ∈ C o (M )}, and the covering projection is given by
When two paths γ j : [0, 1] → M (j = 1, 2) satisfy γ 1 (1) = γ 2 (0), we denote by γ 1 * γ 2 the path obtained by joining γ 1 and γ 2 as follows:
We denote the set of loops at o by L o (M ) := {γ ∈ C o (M ) ; γ(1) = o}. The fundamental group π 1 (M ) is the set of homotopy classes of L o (M ) with group multiplication induced from (A.1), which acts on M as covering transformations, as follows:
where
An orientation-reversing conformal involution µ : M → M is called a reflection of M . In this section, we want to define a reflection of M as a lift of µ. Let P µ : [0, 1] → M be a path starting from o and ending at µ(o). We suppose that P µ is µ-invariant, that is,
Now we define a mapμ :
which is called the lift of µ with respect to P µ . Then the following assertion holds:
We now prove the following: Proposition A.2. Let µ 1 ,. . . , µ 2r be a sequence of reflections on M , and take the liftμ j of µ j with respect to the curve P µj for each j = 1, . . . , 2r. Suppose that µ 1 • · · · • µ 2r is the identity map id M on M . Theñ
gives a covering transformation on the universal covering M of M which corresponds to the loop
We callμ 1 • · · · •μ 2r the covering transformation associated with µ 1 ,. . . , µ 2r .
Proof of Proposition A.2. For the sake of simplicity, we write P j := P µj . Then for each γ ∈ C o (M ), it holds that
Since µ 1 • · · · • µ 2r = id M , we have the conclusion.
Remark A.3. Proposition A.2 gives a method to explicitly write down the isomorphism between the covering transformation group and the fundamental group π 1 (M ). Proposition A.4. For each a ∈ SL 2 C, there exists a unique holomorphic null immersion F : M → SL 2 C satisfying (A.6) and (A.7). For such an immersion F , there exists a representation ρ F : π 1 (M ) → SL 2 C such that
where τ is considered as a covering transformation. Moreover, we set a holomorphic function g on M as g = −dF 12 /dF 11 = −dF 22 /dF 21 (that is, g is the secondary Gauss map) where F = (F ij ). Then it satisfies g • τ = ρ F (τ ) ⋆ g, where ⋆ denotes the Möbius transformation:
(A.8) a ⋆ g := a 11 g + a 12 a 21 g + a 22 a = (a ij ) ∈ SL 2 C .
We call ρ F the representation associated to F .
Proof of Proposition A.4. By admissibility, Ψ is an sl 2 C-valued holomorphic oneform. Then the existence and uniqueness of F follows. Since Ψ is τ -invariant, F • τ is also a solution of (A.6). Hence the existence of ρ F follows. The final assertion can be shown directly.
Let µ be a reflection on M . Then an admissible pair (G, Q) is said to be µ-invariant if is unique up to ±-ambiguity, and is written in the following form:
σ(µ) = q µ is µ is µ q µ , q µ ∈ C, s µ ∈ R, |q µ | 2 + (s µ ) 2 = 1 .
In particular σ(µ)σ(µ) = e 0 holds, where e 0 is the identity matrix.
Proof. By (A.9), the pull-back ds because σ ∈ SU 2 . In this case, for a fixed point z of µ,
, that is, |G(z)| 2 = −1 holds, which is impossible. Then σσ = e 0 , and by a direct calculation we have the conclusion. which implies that σ −1 F and F •μ satisfy the same equation. Thus, there exists ρ = ρ(μ) ∈ SL 2 C such that F •μ = σF ρ −1 . Sinceμ is an involution and σσ = e 0 , ρρ = e 0 holds. Noticing ρ ∈ SL 2 C, we have (A.12).
Finally, we write a representation ρ F as in Proposition A.4 of the fundamental group in terms of reflections. We now fix a generator {μ 1 , . . . ,μ N } and take an admissible pair (G, Q) on M which is µ j -invariant for each j = 1, . . . , N . Choose σ(µ j ) as in Lemma A.5 for each j = 1, . . . , N . Note that the ±-ambiguity of σ(µ j ) does not affect this expression, because if one were to choose −σ(µ j ) instead of σ(µ j ), ρ(μ j ) changes to −ρ(μ j ).
Hence we have Theorem A.10. Let M be a Riemann surface with reflections {µ 1 , . . . , µ N }, and assume its lift {μ 1 , . . . ,μ N } is a generator of π 1 (M ). Take an admissible pair (G, Q) on M which is µ j -invariant for each j = 1, . . . , N , and let F be a solution of (A.6), ρ F a representation as in Proposition A.4, and ρ(μ j ) (j = 1, . . . , N ) as in (A.11). Then, if ρ(μ j ) ∈ SU 1,1 holds for all j = 1, . . . , N , the image ρ F (π 1 (M )) lies in SU 1,1 .
