In this paper, we propose a new method to compute lower bounds on the optimal objective value of a stochastic program and show how this method can be used to construct separable approximations to the recourse functions. We show that our method yields tighter lower bounds than Jensen's lower bound and it requires a reasonable amount of computational effort even for large problems. The fundamental idea behind our method is to relax certain constraints by associating dual multipliers with them. This yields a smaller stochastic program that is easier to solve. We particularly focus on the special case where we relax all but one of the constraints. In this case, the recourse functions of the smaller stochastic program are one dimensional functions. We use these one dimensional recourse functions to construct separable approximations to the original recourse functions. Computational experiments indicate that our lower bounds can significantly improve Jensen's lower bound and our recourse function approximations can provide good solutions.
Stochastic programs form a powerful tool to model a variety of situations in which the decisions are made over time without completely knowing the realizations of the future random quantities; see Birge and Louveaux (1997) and Ruszczynski and Shapiro (2003) . Despite their wide applicability, however, stochastic programs often pose significant optimization challenges. If the problem involves continuous random variables, then it is quite difficult to come up with tractable solution methods. If the random variables take on finitely many possible realizations, then the problem can be formulated as an equivalent deterministic linear program, but the size of this linear program grows exponentially with the number of time periods and the number of possible realizations. Very often, one has to be content with a small number of possible realizations for the random variables, use Monte Carlo techniques or resort to approximation strategies.
In this paper, we propose a new method to compute lower bounds on the optimal objective value of a stochastic program and demonstrate how this method can be used to construct separable piecewise linear approximations to the recourse functions. We consider stochastic programs that include random variables only on the right side of their constraints. The fundamental idea behind our method is to relax some of these constraints by associating dual multipliers with them. This yields smaller stochastic programs that are hopefully easier to solve. We particularly focus on the special case where we relax all but one of the constraints. In this case, the recourse functions of the smaller stochastic programs are one dimensional functions, roughly capturing the "curvature" of the original recourse functions along different directions. We use these one dimensional recourse functions to construct separable piecewise linear approximations to the original recourse functions.
A traditional method to compute lower bounds on the optimal objective value of a stochastic program is to formulate a deterministic problem by replacing all of the random variables with their expected values and to use Jensen's inequality. We show that the lower bounds obtained by our method improve the ones that are obtained by using Jensen's inequality. Also, our method is quite fast and requires a reasonable amount of computational effort even for large problems. In addition, it allows the user to specify for which random variables to use the full distribution information and for which random variables to use only the first moment information. Finally, it turns out that the decisions made under the guidance of the separable piecewise linear recourse function approximations that are obtained by our method can provide significantly better performance when compared with the common engineering practice of ignoring the uncertainty in the problem and assuming that the random variables take on their expected values.
There has been a long line of research for computing bounds on the optimal objective values of stochastic programs. Jensen's lower bound mentioned above is a common approach and one way to visualize this lower bound is to assume that the probability distributions in the problem are replaced with degenerate distributions that put mass only on the expected values of the random variables; see Kall and Wallace (1994) . On the other hand, Edmundson Madansky upper bound is obtained by replacing the probability distributions in the problem with two point distributions that put mass only on the extreme points of the supports of the random variables; see Madansky (1959) . An important shortcoming of Edmundson Madansky upper bound is that the computational effort for it grows exponentially as the number of random variables in the problem increases. Wallace (1987) uses restrictions of stochastic programs with network structure to develop separable piecewise linear upper bounds on the recourse functions, and Birge and Wallace (1988) extend this approach to general stochastic programs. Following very similar ideas, Birge and Wets (1989) use the sublinearity of the recourse functions to develop separable piecewise linear upper bounds on the recourse functions. The computational effort for the last three methods grows linearly as the number of random variables in the problem increases, but the numerical experiments in Birge and Wallace (1988) and Birge and Wets (1989) demonstrate that the upper bounds that are obtained by these methods can be less tight than Edmundson Madansky upper bound. Morton and Wood (1999) construct upper and lower bounds on the recourse functions by relaxing some of the constraints in the problem and penalizing the violations of the relaxed constraints. Their approach has similarities with ours, but if we work with stochastic programs that include random variables only on the right side of their constraints, then the lower bounds obtained by Morton and Wood (1999) collapse to Jensen's lower bound, whereas our lower bounds have the potential to improve Jensen's lower bound. Cheung and Powell (1996) and Godfrey and Powell (2001) exclusively focus on stochastic programs with network structure. Cheung and Powell (1996) use relaxations to develop separable piecewise linear lower bounds on the recourse functions. Godfrey and Powell (2001) propose a Monte Carlo simulation method to construct approximations to the recourse functions, which are neither lower nor upper bounds.
In this paper, we make the following research contributions. 1) We propose a tractable method to compute lower bounds on the optimal objective value of a stochastic program that includes random variables only on the right side of its constraints. 2) We show that the lower bounds that are obtained by our method are tighter than Jensen's lower bound.
3) The fundamental idea behind our method is to relax certain constraints by associating dual multipliers with them. We show the intuitive property that we can obtain progressively tighter lower bounds by relaxing fewer constraints. This shows how we can trade off computational tractability with accuracy. 4) By focusing on the special case where we relax all but one of the constraints, we demonstrate how we can use our method to construct separable piecewise linear approximations to the recourse functions. 5) Computational experiments indicate that the lower bounds that are obtained by our method can significantly improve Jensen's lower bound. We also compare the quality of the solutions that are obtained by our separable piecewise linear recourse function approximations with the quality of the solutions that are obtained under the assumption that the random variables take on their expected values. This is an important comparison that tests the viability of our approach to obtain good solutions. Majority of the literature tests the tightness of the lower bounds but not the quality of the solutions that are obtained by using the lower bounds as recourse function approximations.
The rest of the paper is organized as follows. Section 1 describes a method to compute lower bounds on the optimal objective value of a stochastic program. Section 2 shows that the lower bounds obtained by this method are at least as tight as Jensen's lower bound and our method can obtain progressively tighter lower bounds by relaxing fewer constraints. Section 3 illustrates how our method can be used to construct separable piecewise linear approximations to the recourse functions. Section 4 presents computational experiments.
Bounding Method
In this section, we describe a method to compute lower bounds on the optimal objective value of a stochastic program. All of the results in this section hold for multi-stage stochastic programs, but we illustrate them on two-stage stochastic programs to minimize the notational clutter. Nevertheless, we emphasize that when presenting our computational experiments in Section 4, we go back to working with multi-stage stochastic programs.
We are interested in computing lower bounds on the optimal objective value of the stochastic program given by
where c, x and T i are vectors of compatible dimensions, z = {z i : i = 1, . . . , n} is an n dimensional vector, ω = {ω i : i = 1, . . . , n} is an n dimensional random variable, and A and b are respectively a matrix and a vector of compatible dimensions. For notational brevity, we do not distinguish between column and row vectors in the paper and the distinction will always be clear from the context. The recourse function is defined by
where h, y and W i are vectors of compatible dimensions. It is well-known that Q(z, ω) is a convex function of ω and Jensen's inequality implies that Q(z, E{ω}) ≤ E Q(z, ω) . Therefore, the optimal objective value of the problem
subject to (2)- (4) provides a lower bound on ζ SP . Using the definition of the recourse function in problem (5)- (7), we can write the last problem above as
x, y ≥ 0.
Therefore, the optimal objective value of problem (8)- (11) is a lower bound on ζ SP and this lower bound is known as Jensen's lower bound in the stochastic programming literature.
The method that we propose in this paper is based on using the optimal values of the dual variables associated with constraints (10) to construct a partial linear approximation to the recourse function and completing this partial linear approximation by solving a smaller stochastic program. Specifically, we let {μ i : i = 1, . . . , n} be the optimal values of the dual variables associated with constraints (10) in problem (8)-(11). For given I ⊂ {1, . . . , n}, we letĪ = {1, . . . , n} \ I for notational brevity and relax some of constraints (6) in problem (5)- (7) to define the |I| dimensional recourse function
where z I = {z i : i ∈ I} denotes the vector composed of the components of z corresponding to I and ω I = {ω i : i ∈ I} denotes the random variable composed of the components of ω corresponding to I.
Comparing problems (5)- (7) and (12)- (14), we note that solving the latter problem can be much easier than solving the former one.
The next proposition shows that Q I (z I , ω I ) + i∈Īμ i z i + i∈Īμ i ω i provides a lower bound on Q(z, ω). Consequently, i∈Īμ i z i + i∈Īμ i ω i can be visualized as a partial linear approximation to the recourse function. We complete this approximation by using Q I (z I , ω I ), which is obtained by solving a smaller stochastic program that involves an |I| dimensional recourse function and an |I| dimensional random variable.
Proposition 1 We have
Proof Since {μ i : i = 1, . . . , n} are the optimal values of the dual variables associated with constraints (10), we haveμ i ≤ 0 for all i = 1, . . . , n. If we letŷ be an optimal solution to problem (5)- (7), then we have
where the first inequality follows from the fact thatμ i ≤ 0 and W iŷ ≤ z i + ω i for all i = 1, . . . , n and the second inequality follows from the fact thatŷ is a feasible but not necessarily an optimal solution to problem (12)- (14). 2 We propose solving the problem
to compute a lower bound on ζ SP . Using Proposition 1, it is easy to see that the optimal objective value of the last problem above indeed provides a lower bound on ζ SP . In particular, if we let (x,ẑ) be an optimal solution to problem (1)- (4) andẑ I = {ẑ i : i ∈ I}, then we have
where the first inequality follows from Proposition 1, the second equality follows from the fact that T ix −ẑ i = 0 for all i = 1, . . . , n and the second inequality follows from the fact that (x,ẑ I ) is a feasible but not necessarily an optimal solution to problem (15)- (18).
Comparison of the Bounds
Since I is an arbitrary subset of {1, . . . , n}, we have some freedom when computing the lower bound provided by problem (15)- (18). If we choose I = {1, . . . , n}, then problem (15)- (18) LB is always between ζ JB and ζ SP for any choice of I. Therefore, the lower bound provided by problem (15)- (18) is always at least as tight as Jensen's lower bound.
Proof The second inequality is already shown in (19) and we only show the first inequality here. If we letŷ(z I , ω I ) be an optimal solution to problem (12)- (14) as a function of z I and ω I , then we have
where the inequality follows from the fact thatμ i ≤ 0 for all i = 1, . . . , n and
Similarly, if we let (x,ẑ I ) be an optimal solution to problem (15)- (18), then we have
where the second equality follows from the fact that T ix −ẑ i = 0 for all i ∈ I and the inequality follows from (20). On the other hand, by linear programming duality, since {μ i : i = 1, . . . , n} are the optimal values of the dual variables associated with constraints (10) in problem (8)- (11), the optimal objective value of the problem
is equal to ζ JB . The result follows from the inequality in (21) and the fact that x, E ŷ(ẑ I , ω I ) is a feasible solution to the last problem above. 2
If I includes many elements, then solving problem (15)- (18) becomes computationally more difficult, since this requires dealing with an |I| dimensional recourse function and an |I| dimensional random variable. The next proposition illustrates the tradeoff between the computational effort and the tightness of the lower bounds. In particular, it shows that we can tighten the lower bound ζ I LB by adding more elements into I.
Proposition 3 If the sets K and I satisfy K ⊂ I, then we have
Proof If we letŷ(z I , ω I ) be an optimal solution to problem (12)- (14) as a function of z I and ω I , then we have
where the first inequality follows from the fact thatμ i ≤ 0 for all i = 1, . . . , n and W iŷ (z I , ω I ) ≤ z i + ω i for all i ∈ I, the second equality follows from the fact that K ⊂ I and the second inequality follows from the fact thatŷ(z I , ω I ) is a feasible but not necessarily an optimal solution when we solve problem (12)- (14) after replacing I with K. On the other hand, if we let (x,ẑ I ) be an optimal solution to problem (15)- (18), then we have
where the second equality follows from the fact that T ix −ẑ i = 0 for all i ∈ I, the first inequality follows from (22) and the fact that K ⊂ I and the last inequality follows from the fact that (x,ẑ K ) is a feasible but not necessarily an optimal solution when we solve problem (15)- (18) after replacing I with K. 2
A Separable Recourse Function Approximation
In this section, we focus on the lower bound ζ I LB under the assumption that I is a singleton and show how we can use problem (15)- (18) to construct a separable approximation to the recourse function.
If I is a singleton, then we only need to deal with a one dimensional recourse function and a one dimensional random variable in problem (15)- (18), and this makes problem (15)- (18) relatively easy to solve. Indeed, in many practical settings, it may be possible to solve problem (15)- (18) The method that we use to construct a separable approximation to the recourse function is based on the observation that we can use Proposition 1 to visualize the lower bound Q {i} (z {i} , ω {i} ) + j∈{ i}μ j z j + j∈{ i}μ j ω j as an approximation to Q(z, ω). Roughly speaking, the piecewise linear component Q {i} (z {i} , ω {i} ) in this approximation captures the "curvature" of Q(z, ω) in the direction of the i-th component of z and ω. On the other hand, the linear componentμ j z j +μ j ω j captures the slope of Q(z, ω) in the direction of the j-th component of z and ω for j ∈{ i}. Since the latter component is linear in z and ω, it does not capture "curvature" information.
To be able to capture "curvature" information in all directions, we propose computing the lower bound Q {i} (z {i} , ω {i} ) + j∈{ i}μ j z j + j∈{ i}μ j ω j for all i ∈ {1, . . . , n}. In this case, we can average over all i ∈ {1, . . . , n} and use
as a separable piecewise linear approximation to Q(z, ω). Noting that Q {i} (z {i} , ω {i} ) + j∈{ i}μ j z j + j∈{ i}μ j ω j is a lower bound on Q(z, ω) for all i = 1, . . . , n, it is clear that the approximation in (23) is also a lower bound on Q (z, ω) . In this case, we can replace Q(z, ω) in problem (1)-(4) with the approximation in (23) and solve the problem
to obtain an approximate solution to problem (1)-(4). We do not have a performance guarantee for the solution that is obtained by solving problem (24)- (25), but since the approximation in (23) is a lower bound on the recourse function, the optimal objective value of problem (24)- (25) is also a lower bound on the optimal objective value of problem (1)-(4). We also note that the solution obtained by solving problem (24)- (25) is feasible to the original problem, since we impose constraints (2)-(4) in problem (24)-(25). Finally, we observe that the term
j∈{ i}μ j E ω j in the objective function is a constant and it can be dropped without changing the optimal solution to problem (24)-(25).
Computational Experiments
In this section, we numerically compare the lower bounds obtained by our method with Jensen's lower bounds and test the quality of the solutions obtained by solving problem (24)-(25). We work with four problem classes. The first problem class is a multi-stage stochastic program that takes place over a time-staged network with random node supplies. The second problem class is a multi-stage stochastic program that models the airline network revenue management problem. The third problem class is a two-stage stochastic program that arises in capacity expansion planning. The fourth problem class is a two-stage stochastic program that models an assemble to order production line.
For the four problem classes, our computational results indicate that the lower bounds obtained by our method can noticeably improve Jensen's lower bounds and the solutions obtained by solving problem (24)- (25) can perform quite well. This is especially the case when the underlying random variables have high variability. Nevertheless, we emphasize that it is possible to construct small pathological problem instances where the gaps among ζ SP , ζ I LP and ζ JB are arbitrarily large. Therefore, the reader should be cautious about deriving broad generalizations from our computational results and realize that it is important to test our method for the particular problem class that he or she is interested in.
Time-Staged Network with Random Node Supplies
In this problem, we are interested in generating profits by relocating boxcars along the arcs of the directed graph (N , A) . The problem takes place over the planning horizon {1, . . . , τ }. A random number of boxcars become available at each node at the beginning of each time period. We use ω it to denote the random boxcar supply at node i at time period t. We assume that the supply random variables at different time periods are independent and the boxcars available at a particular node remain at this node until they are shipped elsewhere. We use r ijt and u ijt to respectively denote the profit and upper bound associated with arc (i, j) at time period t. The objective is to maximize the total expected profit over the planning horizon, but for consistency with the earlier development, we formulate the problem to minimize the total expected cost. Letting z it be the number of boxcars available at node i at time period t due to the earlier decisions and x ijt be the number of cars that move from node i to node j at time period t, the problem can be formulated as a multi-stage stochastic program as
subject to j:(i,j)∈A
with Q τ +1 (·, ·) = 0. We assume that z i1 = 0 for all i ∈ N and let ζ SP = E Q 1 (z 1 , ω 1 ) , which is the optimal total expected cost over the planning horizon. We can compute Jensen's lower bound by replacing Q t (z t , ω t ) and E Q t+1 (z t+1 , ω t+1 ) in the objective function and ω it in constraints (27) in the problem above respectively with Q t (z t , E{ω t }), Q t+1 (z t+1 , E{ω t+1 }) and E{ω it }. This simply corresponds to replacing all random variables with their expected values and solving a deterministic problem. We let {μ it : i ∈ N , t = 1, . . . , τ } be the optimal values of the dual variables associated with constraints (27) when we compute Jensen's lower bound.
Problem (26)- (30) is a multi-stage stochastic program, but as mentioned at the beginning of Section 1, it is possible to follow the same ideas in the paper to compute a lower bound on ζ SP by relaxing some of constraints (27). We denote this lower bound by ζ I LB , where I is the subset of constraints (27) that we choose to leave in problem (26)-(30). For computational tractability, when computing ζ I LB in this and the next three sections, we only concentrate on the case where I is a singleton. To have a feel for the quality of the solutions that are obtained by the separable approximation strategy described in Section 3, we replace Q t+1 (z t+1 , ω t+1 ) in the objective function of problem (26)- (30) with
and solve this problem to make the decisions at time period t. Table 1 shows the computational results. Our test problems take place over 10 time periods and we label them by (|N |, v) , where |N | is the number of nodes and v is the average coefficient of variation for the supply random variables. The second and third columns in Table 1 show ζ JB and max i∈N ζ {i} LB , which are respectively Jensen's lower bound and the tightest lower bound that can be obtained by our method by using singletons. The fourth column shows the percent gap between the second and third columns. The fifth column shows the CPU seconds required to compute the lower bound max i∈N ζ {i} LB on a Pentium IV desktop PC with 2.6 GHz CPU and 1 GB RAM. The sixth column shows the total expected cost incurred by the strategy that replaces E Q t+1 (z t+1 , ω t+1 ) in the objective function of problem (26)- (30) with Q t+1 (z t+1 , E{ω t+1 }) and solves this problem to make the decisions at time period t. This strategy corresponds to the common engineering practice of ignoring the uncertainty in the problem and assuming that the random variables take on their expected values. We note that the total expected cost in the sixth column is different from Jensen's lower bound. To see this, we emphasize that ignoring the uncertainty in the problem and assuming that the random variables take on their expected values yields a suboptimal policy and the total expected cost incurred by doing so is naturally greater than or equal to the optimal total expected cost. On the other hand, Jensen's lower bound is less than or equal to the optimal total expected cost. The seventh column shows the total expected cost incurred by the strategy that replaces Q t+1 (z t+1 , ω t+1 ) in the objective function of problem (26)- (30) with
. This is the separable approximation strategy described in Section 3 and in the paragraph above. Since it is impossible to compute the total expected costs in the sixth and seventh columns explicitly, we estimate them through simulation. The last column shows the percent gap between the sixth and seventh columns. We emphasize that even the smallest test problem in Table 1 is too large to be solved as a multi-stage stochastic program through an equivalent deterministic linear programming formulation.
The profit parameters, upper bounds and expected values of the supply random variables in the first and last five consecutive test problems in Table 1 for these test problems are also the same. As the average coefficient of variation for the supply random variables increases, the gap between Jensen's lower bound and the lower bound obtained by our method gets larger. The lower bound obtained by our method can be up to 10.0% tighter than Jensen's lower bound. Similarly, if the variability in the supply random variables is small, then the performances of the deterministic and separable approximation strategies are close to each other. We use common random numbers when simulating the performances of the two strategies and the performance gap between the two strategies is statistically significant at 95% level for all of the test problems. As expected, as the average coefficient of variation for the supply random variables increases, the performance of the deterministic approximation strategy deteriorates and the performance gap between the deterministic and separable approximation strategies gets larger.
Airline Network Revenue Management
This problem is the traditional airline network revenue management problem; see Talluri and van Ryzin (2004) . We have a set of flight legs that can be used to satisfy the itinerary requests that arrive randomly over time. Accepted itinerary requests generate revenues and consume capacities on the relevant flight legs, whereas rejected itinerary requests simply leave the system. The problem takes place over the planning horizon {1, . . . , τ }. The set of flight legs is L and the set of itineraries is J . If we accept a request for itinerary j, then we generate a revenue of r j and consume a ij units of capacity on flight leg i. We use ω jt to denote the random amount of demand for itinerary j at time period t, and assume that the demand random variables at different time periods are independent. We are interested in maximizing the total expected revenue over the planning horizon. Letting z it be the remaining capacity on flight leg i at time period t and x jt be the amount of demand for itinerary j that we satisfy at time period t, the problem can be formulated as a multi-stage stochastic program as with Q τ +1 (·, ·) = 0. The initial capacities on the flight legs are given by {z i1 : i ∈ L} and they are known quantities. Table 2 shows the computational results in the same format as Table 1 . All of our test problems take place over 200 time periods. We label our test problems by (|L|, |J |, α, κ) , where |L| is the number of flight legs, |J | is the number of itineraries, α is the ratio of the total expected demand to the total initial capacity and κ is the ratio of the revenues associated with the most and least expensive itineraries.
For a majority of the test problems, the lower bound obtained by our method is more than 1% tighter than Jensen's lower bound. This is a significant gap for the network revenue management setting. More importantly, especially for the test problems with tight leg capacities and large revenue differences between the most and least expensive itineraries, the performance gap between the deterministic and separable approximation strategies can be as high as 7.9%. We note that the regret associated with making an "incorrect" decision increases when the leg capacities are tight and there is a large revenue difference between the most and least expensive itineraries. In particular, if the leg capacities are tight and we accept an itinerary request that we should not have accepted, then this "incorrect" decision limits our ability to accept a more desirable itinerary request in the future. Similarly, if the revenue difference between the most and least expensive itineraries is large, then if we accept a request for a cheap itinerary that we should not have accepted, then this "incorrect" decision limits our ability to accept a future request that may bring substantially higher revenue. Thus, it is fundamental to observe the tradeoff between when to accept the requests for cheap itineraries so that the flight legs do not take off empty and when to reserve the seats for the future requests for expensive itineraries so that we make the most revenue from the seats. These tradeoffs become more obvious when the leg capacities are tight and there is a large revenue difference between the most and least expensive itineraries. It is encouraging that separable approximation strategy performs significantly better in these cases.
Capacity Expansion Planning
We take this problem from Higle and Sen (1994) . We are interested in purchasing production capacity on several machines to satisfy the demand for parts. The set of machines is M and the set of parts is P. The current capacity on machine j is h j hours and it costs c j to purchase one hour of capacity. Machine j cannot be used for more than u j hours and it requires t j hours of maintenance for every hour of usage. The total maintenance time for all of the machines cannot exceed T hours. Part i can be produced on machine j with a production rate of a ij units per hour and at a cost of q ij per hour. The random demand for part i is ω i . All demand has to be satisfied and it is possible to purchase part i from a subcontractor at a premium price of p i per unit. Letting x j and z j respectively be the hours of production capacity purchased and used on machine j, y ij be the hours of production capacity used on machine j to produce part i and s i be the units of part i purchased from the subcontractor, the problem can be formulated as a two-stage stochastic program as
where the recourse function is given by Table 3 shows the computational results in the same format as Table 1 . We label our test problems by v, where v is the average coefficient of variation for the demand random variables. The first test problem in Table 3 corresponds to the original problem parameters used by Higle and Sen (1994) . Since the test problems are not too large, the last column in Table 3 shows the optimal total expected cost, which we obtain by solving the stochastic program above through an equivalent deterministic linear programming formulation.
The cost parameters, maintenance and production times and expected values of the demand random variables in all of our test problems are the same. Therefore, Jensen's lower bounds for all of our test problems are also the same. The capacity expansion problem is well-known in the literature for its loose Jensen's lower bounds and the lower bounds obtained by our method substantially improve Jensen's lower bounds. When the average coefficient of variation for the demand random variables is small, the performance of the deterministic approximation strategy is better than that of the separable approximation strategy. As expected, as the variability in the demand random variables increases, the separable approximation strategy tends to perform better. We note that the performance of the separable approximation strategy is very close to optimal for the last test problem.
Assemble to Order Production Line
In this problem, we are interested in serving the demand for different products by assembling the products from different components. The set of components is C and the set of products is P. The cost of purchasing one unit of component i is c i and the revenue from one unit of product j is r j . Product j is assembled from a ij units of component i. The random demand for product j is ω j . Letting z i be the units of component i purchased and y j be the units of product j assembled, the problem can be formulated as a two-stage stochastic program as
where the recourse function is given by Table 4 shows the computational results in the same format as Table 1 . All of our test problems involve three components and seven products. We label our test problems by v, where v is the average coefficient of variation for the demand random variables. Similar to Table 3 , since the test problems are not too large, the last column in Table 4 shows the optimal total expected cost and we obtain the optimal total expected cost by solving the stochastic program above through an equivalent deterministic linear programming formulation.
The cost and revenue parameters and the expected values of the demand random variables in all of our test problems are the same. Therefore, Jensen's lower bounds for all of our test problems are also the same. The results indicate that Jensen's lower bound can be quite loose when the average coefficient of variation is high. As the average coefficient of variation increases, the solutions that are obtained by the separable approximation strategy can perform substantially better than the solutions that are obtained under the assumption that the demand random variables take on their expected values. For example, the performance gap between the two solutions can be as high as 128.2% when the average coefficient of variation is 0.71. For many of the test problems, the performance of the solutions that are obtained by the separable approximation strategy is quite close to the optimal total expected cost, but the performance of the solutions that are obtained under the assumption that the demand random variables take on their expected values can be quite poor.
Conclusions
In this paper, we proposed a tractable method to compute lower bounds on the optimal objective value of a stochastic program. We showed that the lower bounds obtained by our method improve Jensen's lower bounds. We also showed how a special case of our method can be used to construct separable piecewise linear approximations to the recourse functions. A unifying observation from all of our computational experiments is that when the underlying random variables have high coefficient of variation, the performance of the solutions that are obtained by our separable approximation strategy is significantly better than the performance of the solutions that are obtained under the assumption that the random variables take on their expected values. This can be observed by noting the gaps in the eight column in Tables 1, 3 and 4. Therefore, our separable approximation strategy can provide significant advantages when the randomness in the problem plays a substantial role. Similarly, for the airline network revenue management test problems, our separable approximation strategy performs better than the deterministic approximation strategy when the leg capacities are tight and the revenue difference between the most and least expensive itineraries is large. As discussed at the end of Section 4.2, these test problems capture the case where the regret associated with making an "incorrect" decision is high and one has to address the stochastic and dynamic elements of the problem more carefully. As a result, our separable approximation strategy appears to provide noticeable improvements when dealing with problems where uncertain and dynamic elements play a crucial role.
There are two possible directions for future research. First, the quality of the solutions obtained by the separable approximation strategy should be investigated within the context of different problem classes. The results for the time-staged network with random node supplies and airline network revenue management settings are quite encouraging. Our separable approximation strategy has the potential to make an impact in finding good solutions for practical stochastic programs. Second, our computational experiments focus on the case where I is a singleton, but as Proposition 3 shows, it is possible to tighten the lower bounds by adding more elements into I. If I is to include k elements, then there are n k possible choices. In this case, a complete enumeration of n k possible choices to obtain the tightest lower bound can be prohibitive and a method to predict which subset of {1, . . . , n} yields the tightest lower bound can be useful.
