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КРИПТОГРАФИЧЕСКИХ ГЕНЕРАТОРОВ НА ОСНОВЕ  
ЦЕПЕЙ МАРКОВА УСЛОВНОГО ПОРЯДКА 
Рассматривается цепь Маркова условного порядка, используемая для статистического те-
стирования криптографических генераторов. Приводятся статистические оценки параметров, до-
казывается состоятельность оценки порядка цепи Маркова. Показываются результаты компью-
терных экспериментов для модельных и реальных данных. 
Введение 
Методы теории вероятностей и математической статистики широко применяются в за-
дачах защиты информации для тестирования криптографических генераторов [1, 2]. Генера-
тор, используемый в системах криптографической защиты информации, должен порождать 
выходную последовательность, неотличимую от равномерно распределенной случайной по-
следовательности (РРСП) [1], часто называемой также «чисто случайной» последовательно-
стью, элементы которой независимы в совокупности и имеют равномерное распределение 
вероятностей. Известным примером отклонения от РРСП является используемый в протоко-
лах SSL и WEP генератор RC4 [3], в котором несколько «смещено» распределение вероятно-
стей второго байта: вероятность получить нуль в этом байте равна 1/128, а не 1/256. Для об-
наружения отклонения от модели «чистой случайности» применяется статистическое тести-
рование, задача которого – установить, обладает ли выходная последовательность исследуе-
мого генератора теми или иными свойствами РРСП; к примеру, является ли распределение 
вероятностей байтов равномерным. Статистические тесты объединяются в так называемые 
батареи тестов, и для признания генератора криптостойким он должен получить положитель-
ные заключения по итогам каждого теста из батареи. Наиболее известными батареями тестов 
являются NIST, разработанная лабораторией информационных технологий Национального 
института стандартов и технологий США [4]; батарея DIEHARD [5], разработанная Джор-
джем Марсальей; батарея Дональда Кнута [6]. 
Как уже отмечалось, элементы РРСП должны быть независимыми в совокупности, одна-
ко упомянутые выше батареи тестов не позволяют определять зависимости большой глубины s, 
поэтому для их выявления требуются дополнительные исследования. Математической моде-
лью, в которой распределение вероятностей будущего состояния зависит от s прошлых состоя-
ний, является цепь Маркова s-го порядка [7]. К сожалению, число независимых параметров D 
полносвязной цепи Маркова s-го порядка с N состояниями возрастает экспоненциально с уве-
личением порядка: D = (N – 1)Ns, поэтому использовать ее напрямую для обнаружения зависи-
мостей большой глубины в выходных последовательностях криптографических генераторов 
практически невозможно. Для решения этой проблемы разрабатываются так называемые «ма-
лопараметрические» модели цепи Маркова s-го порядка, которые, по существу, представляют 
собой частные случаи полносвязной цепи Маркова, матрица вероятностей одношаговых пере-
ходов которых может быть описана значительно меньшим числом параметров, чем D. Приме-
рами таких моделей являются цепь Маркова с частичными связями [8] и модель Рафтери [9]. 
В настоящей статье для статистического тестирования применяется «малопараметрическая» 
модель, предложенная в [10, 11], – цепь Маркова условного порядка. 
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1. Цепь Маркова условного порядка 
Приведем математическое описание цепи Маркова условного порядка. Примем обозна-
чения: N – множество натуральных чисел; A = {0, 1, ..., N – 1} – пространство состояний мощ-
ности NN, 2 ≤ N < ∞; m
n
J = ( jn, jn+1, ..., jm)A
m–n+1
, m, nN, m ≥ n, – мультииндекс (цепочка  
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J ; I{B} – индикаторная функция 
события B; {xtA : tN} – однородная цепь Маркова s-го порядка (2 ≤ s < ∞) с (s + 1)-мерной 
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 – семейство M (1 ≤ M ≤ K+1) различных квадратных стохастических матриц поряд-
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ком в y символов между j1 и 
lJ 2 . 
Цепь Маркова s-го порядка (2 ≤ s < ∞) {xtA : tN} называется цепью Маркова условно-
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min = 1; при этом в последовательности 





, определяющая условие в формуле (1), называется базовым фрагментом памяти (БФП),  
L – длина БФП; величина sk = s – bk + 1 называется условным порядком. Таким образом, рас-
пределение вероятностей состояния процесса в момент времени t  зависит не от всех s  преды-







). Число параметров модели (1) d = 2(NL + 1) + MN(N – 1). Отметим, что при 
L = s – 1, s0 = … = sK = s, получаем полносвязную цепь Маркова порядка s. 
Если последовательность, порождаемая криптографическим генератором, представляет 
собой эргодическую цепь Маркова, то с течением времени текущее распределение вероятно-
стей стремится к стационарному распределению вероятностей. Поэтому для исследования 
надежности таких генераторов важно определить условия, при которых стационарное распре-
деление вероятностей является равномерным. Следующая теорема устанавливает эти условия 
для цепи Маркова условного порядка. 
Теорема 1 [11]. Если цепь Маркова условного порядка (1) эргодическая, то ее стационар-
ное распределение вероятностей является равномерным тогда и только тогда, когда 
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NN1  – (N×N)-матрица, все элементы которой равны 1, k = 0, 1, …, K. 
В дальнейшем будем рассматривать случай, когда каждому значению БФП соответствует 
своя матрица вероятностей переходов, т. е. mk = k + 1, k = 0, 1, …, K. 
106                                                      М.В. МАЛЬЦЕВ, Ю.С. ХАРИН 
 
 
Оценки максимального правдоподобия вероятностей переходов и условных порядков [10] 
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На основе асимптотических свойств оценок (2) в [10] построен статистический тест для 
проверки гипотез о значении матриц вероятностей одношаговых переходов Q(k), 









KQ }, H1= 0H , где 
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Q , ..., )1(
0
KQ  – некоторые 
фиксированные матрицы вероятностей переходов. Если N = 2, A = {0, 1} и все элементы матриц 
)1(
0
Q , ..., )1(
0
KQ  равны 1/2, тест позволяет обнаруживать отклонения от РРСП и имеет следую-
щий вид (порядок цепи Маркова, длина БФП и условные порядки предполагаются фиксиро-
ванными): 
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L qJkJI , Δ = 1zG (1 – α) – квантиль уровня 1 – α 
(α(0, 1)) стандартного χ2-распределения с z = 2L+1 степенями свободы. 
Для оценивания длины БФП L и порядка s используется байесовский информационный 
критерий [12], который для цепи Маркова условного порядка принимает вид 
 






,     (4) 



























где S+ ≥ 2, 1 ≤ L+ ≤ S+–1 – максимально допустимые значения параметров s и L; оценки 
)(ˆ kQ  и 
k
sˆ  вычисляются по формуле (2). 
Доказана состоятельность оценок (4): 
 
LLss  PP ˆ,ˆ  при n→∞.                 (5) 
 
Теорема 2. Если цепь Маркова условного порядка (3) стационарна, то при n→∞ оцен-
ки (4) состоятельны. 
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ln)(π  – условная энтропия }|{ 01,1
xxH
LyJ L 
  1Lx  относительно x0. 
Из асимптотических свойств оценок (2), установленных в [10, 11], следует, что выполняется 





























































LL xxHkJIkJI , L + 1 ≤ yk ≤ s . 
Используя свойства энтропии и методы, описанные в статье (12), приходим к требуемому 
результату (5), показав, что 0}),(\)]1,[]([2,)ˆ,ˆP{( P  LsLsLs  при n→∞. ■ 
2. Обобщения модели цепи Маркова условного порядка 
Обобщения модели (1) возможны по двум направлениям: 
– использование обобщенного базового фрагмента памяти; 
– использование многомерных матриц Q(1),..., Q(M). 
Дадим краткое описание этих обобщений. Обозначим: W = {1, …, s}; WL = {v1, …, vL}, 
v1, …, vLW, vi ≠ vj при i ≠ j; W  = W \ WL. 
Цепь Маркова s-го порядка {xtA : tN} назовем цепью Маркова условного порядка с 
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где S – функция-селектор, S( sJ
1
, WL) = (
1v
j , …, 
Lv
j ). Если WL = {s – L + 1, …, s}, то (6) преобра-
зуется в (1) и в этом частном случае приходим к введенной ранее модели. 
В рамках второго направления обобщения модели цепи Маркова условного порядка со-
отношение (1) имеет следующий вид: 
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) – (r + 1)-мерная матрица вероятностей одношаговых переходов,  
1 ≤ r ≤ s–L; { )1(
k
b , …, )(rkb } {1, …, s – L} – множество r различных элементов. Если r = 1, то (7) 
преобразуется в исходную модель (1). 
3. Численные результаты 
3.1. Модельные данные 
Генерировались U = 1000 реализаций цепи Маркова условного порядка длительности 
n = 100 000 с параметрами N = 2, A = {0, 1}, s = 16, L = 4, (s0, …, sK) = (6, 16, 8, 14, 15, 10, 5, 12, 
11, 7, 16, 13, 7, 16, 9, 8). В ходе экспериментов вычислялась доля решений в пользу H1: 
 












где ρu – значение статистики ρ, вычисленной по u-й реализации. При вычислении ρu все значе-
ния параметров модели (за исключением матриц вероятностей одношаговых переходов) пола-
гались априорно известными. На рис. 1 по горизонтальной оси откладывался номер реализации, 
по вертикальной – значение тестовой статистики ρ; точками отмечались величины ρu, сплош-
ной линией изображен порог теста Δ = 1
32
G (0,95) ≈ 46,2. 
В левой части рис. 1 представлены результаты экспериментов при верной гипотезе H0, 
когда все элементы матриц вероятностей одношаговых переходов равны 1/N = 1/2. Значение αˆ
 = 0,045, вычисленное в ходе эксперимента, согласуется с теоретическими результатами.  
В правой части рис. 1 представлены результаты экспериментов для истинной альтернативы H1. 
В этом случае матрицы вероятностей одношаговых переходов генерировались случайным об-
разом так, чтобы | )(k
ij
q  – 0,5| ≤ 0,01, k = 1,…, K+1, i, jA. 




Рис. 1. Результаты для модельных данных 
3.2. Реальные данные 
Исследовались выходные последовательности самосжимающего генератора [13] и регистра 
сдвига с переменной обратной связью [14]. Характеристический многочлен самосжимающего 
генератора имеет вид f(x) = x36 + x11 + 1 (период выходной последовательности T1 = 2
18), характе-









 + 1, управляющий многочлен – g(x) = x17 + x16 + x12 + x4 + 1 (период выходной по-
следовательности T2 ≥ 2
17
 – 1). Все вышеперечисленные многочлены являются примитивными. 
Генерировалось по U = 1000 реализаций выходной последовательности каждого генератора дли-
тельности n = 100 000 со случайно выбранным начальным заполнением регистров сдвига с ли-
нейной обратной связью, входящих в исследуемые генераторы. При фиксированной длине БФП 
L изменялся порядок цепи Маркова s от L+1 до 100. При этом первая половина последовательно-
сти длины n0,5 = 50 000 использовалась для построения оценок условных порядков по форму-
ле (2), вторая половина – для вычисления тестовой статистики ρ. Отметим, что распределение 
вероятностей тестовой статистики, для вычисления которой использовались оценки (
0
bˆ , …, Kbˆ ), 
построенные по всей реализации длительности n, отличается от χ2-распределения с z степенями 
свободы (рис. 2). Сплошной линией изображен график функции χ2-распределения вероятностей с 
z = 32 степенями свободы, точками изображена выборочная функция распределения. В левой ча-
сти рис. 2 представлены результаты для случая, когда оценивание производится по первой поло-
вине реализации, в правой – для случая, когда оценивание производится по всей реализации. Та-
ким образом, целесообразно оценивание {bk} проводить по первой половине наблюдаемой реали-
зации выходной последовательности. Такой подход и использовался далее при тестировании 
двух указанных выше криптографических генераторов. 
  
Рис. 2. Функции распределения и их оценки 
Для каждой пары (s, L) вычислялась величина αˆ , которая отмечалась на рис. 3 и 4 точкой 
(по горизонтальной оси откладывался порядок s). Сплошная линия на рисунках – уровень зна-
чимости α (рис. 3 и 4). 



















Рис 3. Результаты для самосжимающего генератора при L{1,…,8} 




Рис. 4. Результаты для регистра сдвига с переменной обратной связью при L = 8 
Для регистра сдвига с переменной обратной связью (см. рис. 4) доля отклонений гипоте-
зы H0 заметно выше, чем для самосжимающего генератора (см. рис. 3); при s ≤ 36 значение αˆ  
не превышает 0,057, но затем при s = 37 резко возрастает до 0,988, уменьшаясь далее с ростом s 
(еще один небольшой «скачок» наблюдается при s = 55). 
Таким образом, результаты компьютерных экспериментов демонстрируют применимость 
теста (3) при увеличении параметра L. Отметим нелинейный характер зависимости αˆ  как от 
порядка s, так и от длины БФП L. К примеру, для самосжимающего генератора при s = 3 число 
решений в пользу H1 больше, чем при s = 4, а при L = 6 число решений в пользу H1 наибольшее 
при L < 50. 
Заключение 
В статье предложен подход к статистическому обнаружению отклонений выходных по-
следовательностей криптографических генераторов от модели «чисто случайной» последова-
тельности. Для обнаружения отклонений использовалась цепь Маркова условного порядка – 
математическая модель, учитывающая зависимости высоких порядков при относительно не-
большом числе независимых параметров. Доказана состоятельность статистических оценок 
порядка и длины базового фрагмента памяти. Теоретические результаты проиллюстрированы 
на модельных данных и на выходных последовательностях самосжимающего генератора и ре-
гистра сдвига с переменной обратной связью. 
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M.V. Maltsev, Yu.S. Kharin 
ON TESTING OF CRYPTOGRAPHYC GENERATORS OUTPUT SEQUENCES 
USING MARKOV CHAINS OF CONDITIONAL ORDER 
The paper deals with the Markov chain of conditional order, which is used for statistical 
testing of cryptographic generators. Statistical estimations of model parameters are given. Consistency 
of the order estimator is proved. Results of computer experiments are presented. 
 
