Generating high fidelity identity-preserving faces has a wide range of applications. Although a number of generative models have been developed to tackle this problem, it is still far from satisfying. Recently, Generative adversarial network (GAN) has shown great potential for generating or transforming images of exceptional visual fidelity. In this paper, we propose to train GAN iteratively via regularizing the minmax process with an integrated loss, which includes not only the per-pixel loss but also the perceptual loss. We argue that the perceptual information benefits the output of a high-quality image, while preserving the identity information. In contrast to the existing methods only deal with either image generation or transformation, our proposed iterative architecture can achieve both of them. Experiments on the multi-label facial dataset CelebA demonstrate that the proposed model has excellent performance on recognizing multiple attributes, generating a high-quality image, and transforming image with controllable attributes.
Introduction
Learning controllable attributes from images is fundamental to a number of real-world applications in computer vision, such as image generation [7, 24, 21, 17] and image transformation [8, 27, 25, 28] . Specifically, image generation aims to learn a complex mapping from a latent vector to the generated realistic image, and image transformation is to translate an input image into the output image with desired attributes changing. They have wide applications in practice. For example, facial composite, which is a graphical reconstruction of an eyewitness's memory of a face [15] , can assists police to identify a suspect. In most situations, police need to search a suspect with only one picture of the front view. To improve the success rate, it is very necessary to generate more pictures of the target person with different poses or expressions. Therefore, face generation and transformation have been extensively studied.
Benefiting from the flourishing of deep learning method, face generation and transformation have made significant advances in recent years [3, 1] . With the deep architecture, image generation or transformation could be modeled in more flexible ways. For example, the conditional Pixel-CNN [1] was developed to generate an image based on the PixelCNN. The generation process of the proposed model can be conditioned on visible tags or latent code from other networks. However, the quality of images generated and convergence speed are unsatisfactory. In [7] and [24] , Variational Auto-encoders (VAE) [11] was proposed to generate natural images. Another famous generative deep model, the Generative Adversarial Networks (GAN) [6] was also adopted to generate a natural image within a Laplacian pyramid framework [2] . The most popular way of generating or transforming image is conditional GAN [16] based models, which allow researchers to manipulate images in controllable settings. This benefit lots of work on image transformation [8, 25, 27] and generation with visual attributes [28, 17] .
Although these existing models can deal with face generation or transformation with conditional settings, they fail to pay enough attention to face attribute learning, which is crucial to the output of high-quality facial images. Specifically, there are several drawbacks in current approaches. First, most of the existing conditional deep models cannot preserve the facial identity when transforming the input face image to output [8] or generating new faces [24] ; second, most of the current models cannot well deal with multiple attributes, which might deteriorate the quality of facial images.
To this end, we propose a iterative GAN with auxiliary classifier in this paper, which not only can generate high fidelity face images with controlled input attributes, more importantly, it also can cope with both image generation and transformation with desired attributes changing. Furthermore, it is capable of dealing with both single and multiple labels (attributes). To achieve this goal, we train the model with two steps as shown in Figure 1 .
Step one, we train the Discriminator D, Generator G, and Classifier C with adversarial losses [6] , the data source losses, and the label losses as in [17] .
Step two, G and D/C are iteratively trained with an integrated loss, which includes perceptual loss [9] between D's hidden layers in steps 1 and step 2, latent code loss between input noise z and output noise z , and pixel loss between input real face image and its corresponding translated version.
With the proposed model, on one hand, the Generator G can not only generate a high-quality natural image according to the input attribute (single or multiple), but also translate an input face image with desired attributes substituted. The fidelity of the output images can be highly preserved since the iterative training with integrated losses. On the other hand, the auxiliary classifier C can recognize the attributes of an input human image with high accuracy due to the integrate losses.
We evaluate our model on the celebA dataset [14] with two groups of experiments. First, we calculate the accuracy of human face attributes recognition and compare it with the state-of-the-art methods [16, 5, 17] . Second, we evaluate the quality of generating natural human face images with specified attributes. In summary, the contribution of this paper are three-folds:
• We propose a variant GAN that trained with not only the minmax loss but also an integrated reconstruction loss including both the per-pixel loss and the perceptual loss. Regularizing the traditional minmax process with the integrated loss results in both facial identity and high face quality preserving.
• Experiments demonstrate that the proposed model can not only generate a high-quality face image, but also transform a given face with facial identity-preserving. Multiple face attributes can be manipulated during the two processes.
• Our proposed method also show superiorperformance on facial image attribute recognition.
Related Work

Conditioned Image Generation
Image generation is a very popular topic in computer vision. The vision community has already taken significant steps in this direction with the flourishing of deep learning. In [1] , the authors presented an image generation model based on PixelCNN under conditional control. However, it faces the challenges of generating a high-quality image and the efficiency of convergence.
The conditional models [16, 10] provide us an opportunity to make sample generation process controllable. In the last three years, generating image with Variational Autoencoders (VAE) [11] and GAN [6] have been investigated. A recurrent VAE [7] has been proposed to model every stage of picture generation. Yan et al. [24] used two attributes conditioned VAEs to capture foreground and background of a facial image, respectively. In addition, sequential model [7, 2] has attracted lots of attention recently. The recurrent VAE in [7] was proposed to mimic the process of human drawing but this model can only be applied to low-resolution images; in [2] , a cascade Laplacian pyramid model was proposed to generate image from low resolution to a final full resolution gradually.
There are also a lot of work apply GAN [6] to image generation with conditional setting since Mirza and Osindero [16] and Gauthier [5] . In [2] , a Laplacian pyramid framework was adopted to generate a natural image with each level of the pyramid trained with GAN. In [23] , the S 2 GAN was proposed to divide the image generation process into structure and style generation steps corresponding to two dependent GAN. The Auxiliary Classifier GAN (ACGAN) in [17] tries to regularize traditional conditional GAN with label consistency. To be more easy to control the conditional tag, the ACGAN extended the original conditional GAN with an auxiliary classifier C.
Image Transformation with GAN
Image transformation is a well-established area in computer vision. In this subsection, we summarize prior work of image transformation with GAN. The existing models fall into two groups. Manipulating images over the natural image manifold with conditional GAN belongs to the first category. In [27] , the authors defined user-controlled visual image editing operations based on a low dimensional image attribute manifold, such as the color or shape. In a similar way, Zhang et al. [26] assume that the age attribute of face images lie on a high-dimensional manifold. By stepping along the manifold, this model can obtain face images with different age attributes.
Other work consists of the second group. In [8] , the transformation model was built on the conditional setting by regularizing the traditional conditional GAN [16] model with an image mapping loss. Two GANs for both the input and output domains are also used [25, 28] . In [25] , a set of aligned image pairs are required to transfer the source image of a dressed person to product photo model. In contrast, the cycle GAN [28] can learn to translate an image from a source domain to a target domain in the absence of paired samples.
Proposed Model
We first describe the proposed model with the integrated loss, then explain each component of the integrated loss. Figure 1 illustrates the pipeline of our model. It is a variant of GAN that regularized by several losses. This framework can deal with both face generation and transformation. By sampling a random vector z and a desired facial attribute description, a new face can be generated by G. For face transformation, we feed the Discriminator D a real image x real together with its attribute labels c, then we get a noise representation z and label vector c . The original image can be reconstructed with z and c by feeding them back to the generator G. The new image generated by G is named x rebuild . Alternatively, we can modify the content of c before inputting G. According to the modification of labels, the corresponding attributes of the reconstructed image will be transformed.
Problem Overview
In the proposed model, the Discriminator D and Generator G can be re-tuned along with three kinds of specialized losses. In particular, the perceptual losses captured by the hidden layers of Discriminator will be back propagated to feed the network with the semantic information. In addition, the difference between the noise code detached by the classifier C and the original noise will further tune the networks. Last but not least, we let the generator G to rebuild the image x rebuild , then the error between x rebuild and the original image x real will also fed back. Experiments demonstrate that aforementioned three loss functions play indispensable roles in generating natural images.
The goal of our model is to obtain the optimal G, D, and C by solving the following optimization problem,
where L ACGAN is the ACGAN [17] loss term, L inte is the integrated loss term. Here, there is no balance parameter for these two losses because L inte is conic combination of another three losses (we will introduce them later). Now we will introduce in detail how these terms are defined in this paper.
ACGAN Loss
The ACGAN losses [17] can be separated into adversarial loss [6] and label consistency loss as following,
the L adv is the minmax loss defined in the original GAN [6, 16] . L label is the loss [17] of classifer C.
Adversarial Loss
The generator G takes a random noise variable z as input and outputs a fake image x f ake =G(z). In opposite, the discirminator D takes both the synthesized and geniue images as input and outputs the data sources. During the training process, the discriminator D is forced to maximize the likelihood it assigns the correct data source label [16, 17] ,
The Consistency of Data Labels
In our model, real samples and generated samples have multiple class labels, c. We train the classifier with real images x real and as well as fake images x f ake = G(z, c) with their labels c. To train the classifier, we back propagate the loss between c and predicted c outputed by the classifier [17] , which refers to the label loss as follows,
Integrated Loss
In this paper, we combine the per-pixel loss, perceptual loss and latent code loss with parameter λ = (λ 1 , λ 2 , λ 3 )to enhance the training process.
The conic coefficients λ i also suggests that we not need to set a trade-off parameter in Equation (1).
Per-pixel Loss
Per-pixel loss [11, 20, 3] is a straightforward way to pixelwisely measure the difference between two images. Though it may fail to capture the semantic information of an image, we still think it is a very important measure for image reconstruction that should not be ignored. We also feed backward the per-pixel loss to balance the training errors. Then our per-pixel loss is,
where D(x real ) is a 1024 dimension vector that extracted from the input image x real by D, then the Classifier network C output a low dimension noise vector z = C(D(x real )) by receiving an input vector D(x real ). Therefore, the pre-pixel loss captures the pixel-wisely difference between the rebuilt image x rebuild = G(C(D(x real )) and the real image x real . 
Perceptual Loss
Traditionally, per-pixel loss [11, 20, 3] has been extensively adopted in measuring the difference between two images. It is very efficient and popular in reconstructing images from ground-truth images. However, the pixel-based loss is not a robust measure since it cannot capture the semantic difference between two images [9] . For example, some unignorable defects, such as blurred results (lack of high-frequency information), artifacts (lack of perceptual information) [22] , often exist in the output images reconstructed via the perpixel loss.
To balance per-pixel loss, we feedback the training process with the perceptual loss [9, 12, 4, 22 ] between x real and x rebuild . The proposed perceptual loss is defined over the hidden layers of the Discriminator networks. Let h i and h i rebuild be the activations of the i-th layer of the Discriminator networks and the rebuild network, respectively, then the perceptual loss L per is as following,
We minimize the L per to make the perceptual information in h i rebuild consistent with h i .
Latent Code Loss
During the training process, not only the input image x real has been rebuild as x rebuild , for the randomly sampled noise variable z, we also let the Discriminator D detach a rebuild noise vector z . The loss between the random noise z and z is also used to regularize the process of image generation, i.e.,
Experiment
Dataset
We run the iterative GAN model on celebA dataset [14] . This dataset is based on celebFace+ [19] . celebA is a largescale face image dateset contains more than 200k samples of celebrities. Each face contains 40 familiar attributes, such as Bags Under Eyes, Bald, Bangs, Blond Hair, etc. Owing to the rich annotations per image, celebA has been widely applied to face visual work like face attribute recognition, face detection, and landmark (or facial part) localization. We take advantage of the rich attribute annotations and train each label in a supervised learning approach.
We split the whole dataset into 2 subsets: 185000 images of them are randomly selected as training data, the remaining 15000 samples are used to evaluate the results of the experiment as the test set.
Model Architecture
Iterative-GAN includes three convolutional or deconvolutional neural networks. The generator consists a fully-connected layer with 8584 neurons, four deconvolutional layers and each has 256, 128, 64 and 3 channels with filer size 5*5. All filter strides of the Generator G are set to 2*2. After processed by the first fullyconnected layer, the input noise z with 100 dimensions is projected and reshaped to [Batch size, 5, 5, 512], the following 4 de-convolutional layers then transpose the tensor to [Batch size, 10, 10, 256], [Batch size, 20, 20, 128], [Batch size, 40, 40, 64], [Batch size, 80, 80, 3], respectively. The tensor output from the last layer is activated by the tanh function to normalize the data to the range of (-1, 1).
The discriminator is organized almost in the reverse way of the Generator. It includes 4 convolutional layers with filter size 5*5 and stride size 2*2. The training images with shape [Batch size, 80, 80, 3] then transpose through the following 4 convolutional layers and receive a tensor with shape [Batch size, 5, 5, 512]. Since the discriminator needs to output both a shared layer for the classifier and probability to check the reality of the input image, we flat the tensor for the former purpose and reshape it to size [Batch size, 1] (with sigmoid active function) for the latter one. The classifier receives the shared layer from the discriminator which contains enough feature information. We build two full-connected layers in the classifier, one for the noise z output and the other for the output predicted labels. Each one uses the sigmoid function to squeeze the value to (0, 1). The detailed parameters of the model are shown in Table 1 .
Results
Recognition of facial attributes (multi-labels)
Learning face attributes is fundamental to face generation and transformation. Previous work can learn to control single attribute [13] or multi-category attributes [17] that output by a softmax function for a given input image. However, the natural face images are always associated with multiple labels. To the best of our knowledge, there is no good solution to recognize and control the multi-label attributes for a given facial image. In our framework, Classifier C accepts 1024 dimensions shared vector that outputted by Discriminator D, then C squash it into 128 dimensions by a full connection. To output the multiple labels, we just need to let the Classifier C to compress the 128 dimension median vector into d dimensions. By linking the d dimensions vector to d sigmoid mappings, the Classifier C can finally output the attribute labels. We feed the images of the test set to the Classifier C and calculate the hamming loss for the multilabel prediction. The statistic of hamming loss is over all the 40 labels associated with each test images. The native DC-GAN with L2-SVM classifier is selected as baseline [18] . The DCGAN extracts the feature and feeds it to the linear SVM with Euclidean distance. Figure 2 illustrates the hamming loss of the two algorithms for predicting the 40 labels of the test data. Our model significantly outperforms DC-GAN. Row 2, 3 and 4 in Table 2 illustrate three examples in the test set Row 2 and 3 are the successful cases, while row 4 shows the fail on predicting HeavyMakeUp and Sex.
Reconstruction
By feeding the noise vector z and c , the Generator G can reconstruct the original input image by preserving attributes (x rebuild in Figure 1 ). In this part, we will evaluate the contributions of integrated loss in face reconstruction. In detail, we run three experiments by regularizing the ACGAN Loss with: only noise loss, noise loss + per-pixel loss, and noise + per-pixel + perceptual loss.
The comparisons among the results of the three experiments are shown in Figure 3 . The First column displays the original images to be rebuilt. The remains are corresponding to the three groups of experiments. From column 2 to column 4, we have three observations: i) noise loss prefers to preserve image quality (images reconstructed with noise + per-pixel loss in column 3 are blurrier than images reconstructed only with noise loss in column 2); ii) per-pixel loss try to hold the facial identity (images reconstructed with noise + per-pixel loss in column 3 are closer to the original images than column 2); iii) the integrated loss balance the effects of them to reconstruct the original faces with both high quality and identity preserving.
Face Transformation with Controllable Attributes
Based on our framework, we feed the Discriminator D a real image without its attribute labels c, then we get a noise representation z and label vector c from D as output. We can reconstruct the original image with z and c as we did in Section 4.3.2. Alternatively, we can also control the process of reconstruction. By modifying part or even all labels of c , the corresponding attributes of the reconstructed image will be transformed. We first control a single attribute. Then we extend it to multi-label scenario. We try to modify one of the attributes of the images on the test set. Figure 4 shows the part of the results of the transformation on the test set. The four rows of Figure 4 illustrate four different attributes Male, Eye Glasses, Bangs ,Bald have been changed. The odd columns display the original images, and even columns illustrate the transformed images. We observe that the transformed images preserve high fidelity and their old attributes.
By modifying more than one label in c , we can translate target images to a transformed version with the corresponding facial attributes changed. Figure 5 exhibit the results manipulating multiple attributes. 
Face Generation with Controllable Attributes
Different from above, we can also generate a new face with a random z sampling from a given distribution and an artificial attribute description c (labels). The Generator G accepts z and c as the input and fabricates a fictitious facial image x f ake as the output. Of course, we can customize an image by modifying the corresponding attribute descriptions in c. For example, the police would like to get a suspect's portrait by the witness's description "He is around 40 years old bald man with arched eyebrows and big nose". Figure 6 illustrates the results of generating ficti-Sex Glasses Bangs Bald Figure 4 . Four examples (sex, glasses, bangs, and bald as shown in the four rows) of face transformation with a single attribute changing. For each example (row), we display five illustrations. For instance, the first row shows the results of controlling the label of sex. The odd columns of row 1 are the given faces, the corresponding even columns display the faces with sex reversed. From the 1st and 5th instances (columns 1,2 and 9,10), we clearly see that the moustache disappeared from male to female. Figure 5 . Demonstration of rebuilding the target image and reversing (also mean modify) some attributes of the original face simultaneously.The first column shows the target face. The rebuild faces are shown in the 2nd column with all attributes unchanged. Then we reverse the 5 single labels successively from 3rd column to 7th column. For example, the target face has the attribute 'Bangs', we reverse this value to 0 to eliminate this attribute with other attributes unchanged. The last 3 columns show the combination of attributes modification.
tious facial images with random noise and descriptions. We sample z from the Uniform distribution z ∼ U (0, 1). The first column displays the images generated with z and initial descriptions. The remaining columns demonstrate the facial images generated with a modified attributes (including single or multiple modifications).
Compare with Existing Method of Face Generation
To examine whether the proposed model has advantages of generating realistic facial images, we compare the results of face generation of the proposed model with CGAN [16] and ACGAN [17] . These three models can all generate images from a conditioned attributes description. For all three of them, we begin to generate 4 random facial images as illustrated in the 1st, 3rd, and 5th column of Figure 7 , respectively. The column 2, 4, and 6 display the regenerated images with four attributes (Eye Glasses, Smiling, Bangs, and Wave Hairs) modified for CGAN, ACGAN, and our model.
It is clear to see that the face quality of ACGAN and our model is much better than CGAN. And most importantly, in contrast with the failure of preserving face identity (see Random Figure 6 . Demonstration of building faces from random noise z which is sampled from the Uniform distribution together with label c. The first column shows the standard faces created with the noise vector z. The following columns display fake images based on standard faces in the first column. The 2nd, 3rd and 5th column exhibit faces with single attribute (bangs, bushy eyebrows, eye glasses) modified. Other columns are the examples of manipulating multiple attributes. For example, from column 1 to the last column, we have modified 5 attributes (bangs, bushy eyebrows, eye glasses, smiling, and wave hair).
CGAN
AC-GAN Our Model
Glasses Smiling Bangs Wave Hair Figure 7 . Comparing with CGAN and AC-GAN on face generation. The result shows that our model can produce desired image with comparable or even better quality than AC-GAN, and far better than native CGAN. More importantly, the proposed iterative architecture has an advantage of preserving facial identity.
the intersections between column 3, 4 and row 1, 2 of AC-GAN), our model can always make a good face identitypreserving.
In summary, extensive experimental results indicate that our method is capable of: 1)recognizing facial at-tribute; 2)generating high quality face images with multiple controllable attributes; 3)transforming an input face into an output one with desired attributes changing; 4)preserving the facial identity during face generation and transformation. For more results and code, see https://github.com/punkcure/Iterative-GAN.
Conclusion
We propose an iterative GAN trained with not only the traditional adversarial loss but also regularized with an integrated loss including both the per-pixel loss and the perceptual loss. The perceptual loss defined over semantic difference between the original and reconstructed images can help to preserve the facial identity. More importantly, in contrast with the existing methods that can deal with only image generation or transformation, the proposed iterative architecture can achieve both of them. Experiments on a real-world face set demonstrate the advantages of the proposed model on face generation and face transformation. We can extend our model to other kinds of rich labeled image sets. The excellent performance of attribute recognition of the proposed model makes it very appealing on image caption. We leave it as future work.
