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résumé et mots clés
Ce papier introduit brièvement le formalisme mathématique de la transformée en ondelettes. Nous abordons
ensuite les notions d’ondelettes orthogonales et bi-orthogonales, ainsi que le traitement par bancs de filtres. Nous
présentons plus particulièrement la technique du lifting scheme que nous comparons ensuite avec la technique
des bancs de filtres, et soulignons les avantages en termes d’implantation matérielle qu’apporte le lifting scheme
par rapport à des architectures classiques reposant sur les bancs de filtres. Nous rappelons ensuite les différents
types d’architectures proposées dans la littérature pour la transformée en ondelettes, puis présentons une archi-
tecture efficace pour la transformée en ondelettes 2D exploitant la technique du lifting scheme. L’extension de
l’architecture proposée pour la décomposition multirésolution est ensuite décrite, puis nous concluons sur les
résultats obtenus et les perspectives de ce travail. L’architecture proposée autorise le traitement temps-réel des
images, tout en nécessitant une surface silicium minime.
Transformée en ondelette, lifting scheme, cœur d’ondelettes.
abstract and key words
This paper introduces the mathematical formalism of the wavelet transform. We present the orthogonal and bior-
thogonal wavelets, and the filter banks based signal processing. We point out the lifting scheme technique and
compare it to the filter banks method, and show the advantages in terms of hardware implementation offered by
the lifting scheme, compared to classical filter banks based architectures. We then review the different types of
architectures for the wavelet transform found in the literature, and present an efficient architecture for the 2D
wavelet transform using lifting scheme techniques. The extension of this architecture for the multiresolution
decomposition is then described. The proposed architecture allows the real-time processing of images, and only
needs a minimal silicon area. This architecture is suitable for embedded image processing system on chip, for video
coding and compression.
Wavelet transform, lifting scheme, wavelet core.
1. introduction
Ces dix dernières années, une technique d’analyse du signal a
acquis une reconnaissance grandissante dans la communauté
scientifique internationale, de par ses qualités intrinsèques : la
transformée en ondelettes, que l’on peut considérer comme une
évolution de la transformée de Fourier, présente des caractéris-
tiques intéressantes dans de nombreux domaines du traitement
du signal et de l’image. Associée à l’analyse multirésolution,
elle permet l’observation des images d’une manière jusqu’alors
très peu employée : l’analyse ne se limite plus à l’image telle
qu’elle nous apparaît, mais permet l’étude des objets présents
dans l’image à différentes échelles.
Les qualités de la transformée en ondelettes lui ont valu une
attention particulière de la part des scientifiques de tous les
domaines : mathématiques, informatique, physique, géologie,
micro-électronique, et d’une manière générale, toutes les
sciences qui doivent faire appel à l’analyse de signaux. La trans-
formée en ondelettes est donc au carrefour des sciences et trouve
ses applications dans de nombreux domaines. Selon le domaine,
on voudra effectuer la transformée en ondelettes de différentes
manières : l’analyse statistique par exemple reposera sur les
mathématiques ; les applications informatiques pour le traite-
ment d’image (compression en vue de la transmission sur un
réseau, par exemple) utiliseront bien évidemment une représen-
tation de la transformée en ondelettes adaptée au traitement
numérique. Enfin si l’on veut encore plus de performance, ou
permettre la transformée en ondelettes sur des systèmes embar-
qués, on préférera alors une implantation totalement matérielle
voire mixte (matérielle/logicielle).
Ces raisons font que nous orientons notre architecture de telle
manière qu’elle puisse être réemployée dans un système de trai-
tement d’images complet ; ainsi, dans un circuit intégré pour la
compression d’image par exemple, on pourra insérer notre sys-
tème de transformée en ondelettes entre la source et les modules
de quantification/codage, ce de manière totalement transparente
pour le système complet.
On voit ici que la transformée en ondelette est au cœur d’un
domaine que l’on nommera AAAS (Adéquation Algorithme
Architecture Silicium) qui représente bien une des probléma-
tiques du traitement du signal et des images aujourd’hui.
Nous présentons dans cet article, une nouvelle architecture per-
mettant la transformée en ondelettes récursive en deux dimen-
sions pour le traitement des images. Nous nous appuyons pour
cela sur une nouvelle technique de transformée en ondelette,
connue sous le nom de lifting scheme, qui présente des avan-
tages importants en terme d’implantation. Nous verrons com-
ment passer chaque étape de la conception grâce à une technique
de conception incrémentale basée sur le prototypage (virtuel ou
matériel) et la simulation-validation. Nous passerons ainsi de la
représentation algorithmique de la transformée en ondelettes à
une architecture fonctionnelle puis à un système sur puce. Avec
un flot de données de l’ordre de 200 Moctets par seconde, pour
une surface de silicium de 2 mm2 (en technologie CMOS
0,25 µm) l’architecture proposée correspond typiquement aux
performances des supports multimédia et télécommunications
de troisième génération.
Dans la section 2 nous traiterons en premier lieu des aspects
théoriques de la transformée en ondelettes et des différentes
approches classiques existantes. La section 3 sera consacrée à
une technique particulière de décomposition de la transformée
en ondelettes, appelé lifting scheme ; nous montrerons notam-
ment comment n’importe quelle ondelette peut être adaptée à la
méthode du lifting scheme. Les sections 4 et 5 seront consacrées
plus à la comparaison des différents types d’architectures (bancs
de filtre et lifting scheme). Nous montrerons en terme de puis-
sance de calcul et d’implantation l’intérêt d’un architecture
basée sur la méthode du lifting scheme.
Enfin les sections 6 et 7 présenteront l’architecture 2D dévelop-
pée, la méthodologie de conception et les résultats obtenus que
nous comparerons avec les principales implémentations sur sili-
cium de la transformée en ondelettes 2D. 
2. de Fourier aux ondelettes
L’analyse de Fourier est une des bases majeures de la physique
et des mathématiques. L’universalité du concept de fréquences
sur lequel elle repose en fait un outil privilégié pour le traitement
du signal. Cependant, la nature même de la transformée de
Fourier occulte l’information sur le temps dans les phases du
signal : en pratique, on en est donc réduit à étudier un signal soit
en fonction du temps, soit en fonction des fréquences qu’il
contient, sans possibilité de conjuguer les deux analyses. 
Afin de pallier ce manque d’information sur le temps, une nou-
velle méthode d’analyse reposant sur l’emploi d’une « fenêtre
glissante » est introduite : cette fenêtre, dans laquelle on consi-
dère que le signal est localement stationnaire, est utilisée comme
masque sur le signal à analyser. Cependant, la fenêtre étant défi-
nie pour tout le signal, la résolution d’analyse est fixe : la trans-
formée ne pourra être efficace à la fois sur des signaux à faibles
fréquences et sur des signaux à fréquences élevées.
La transformée en ondelettes et l’analyse multi-résolution
apportent une réponse à ce problème en permettant l’analyse
spatio-temporelle de signaux à différents niveaux de résolution.
La transformée en ondelettes utilise des translations et des dila-
tations d’une fonction fixe, l’ondelette mère, pour pouvoir ana-
lyser le signal sur toute la gamme de fréquences (dilatations) et






signal est alors transformé en une fonction de deux variables
W (a, b) = 〈f, ψa,b〉 = 1√|a|
∫
f(x)ψa,b(x)dx .
Dans le domaine du traitement numérique du signal, on travaille
sur des signaux discrets : il convient alors d’employer la trans-
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formée en ondelettes discrète, qui translate et dilate l’ondelette
selon des valeurs discrètes. Ces coefficients a et b sont discréti-
sés de la manière suivante : a = am0 et b = n.b0.am0 , avec
a0 > 1 et b0 > 0 fixés et appartenant à N , et m et n appartenant










2.1. analyse multirésolution et transformée
en ondelettes
En tant que telle, la transformée en ondelettes permet donc
l’analyse spatio-temporelle des signaux avec une précision sur
la fréquence ou le temps adaptée à la nature du signal.
Cependant, l’analyse multi-résolution permet de parfaire cette
étude en analysant les signaux à différents niveaux de résolution.
Cette étude est à rapprocher du codage en sous-bandes qui
consiste à décomposer un signal en différentes bandes de fré-
quences : composantes hautes fréquences d’une part, et basses
fréquences d’autre part, par exemple. Afin de combiner la trans-
formée en ondelettes et l’analyse multi-résolution, une nouvelle
fonction est introduite : la fonction d’échelle, que l’on peut
considérer comme la fonction complémentaire de l’ondelette,
nous permettra d’extraire les composantes basses fréquences du
signal, alors que l’ondelette extraira les composantes hautes fré-
quences.
L’analyse multirésolution permet de rapprocher l’analyse en
variable d’espace avec l’analyse en variable de fréquence. Elle
formalise l’idée intuitive selon laquelle tout signal peut être
construit par raffinements successifs, c’est-à-dire par l’ajout de
détails lorsque l’on passe d’une résolution à la suivante. D’une
manière plus précise, une analyse multirésolution de L2(R) est
définie comme une suite de sous-espaces fermés Vj de l’en-
semble des fonctions d’énergie finie L2(R) , j ∈ Z, ayant les
propriétés suivantes [1] :
1. Vj ⊂ Vj+A ⇒ l’approximation à la résolution aj+1 contient
toutes les informations nécessaires pour calculer le même
signal à la résolution inférieure aj.
2. v(x) ∈ Vj ⇔ v(2x) ∈ Vj+1 ⇒ si v(x) appartient à Vj , la
même fonction dilatée d’un facteur 2 appartient à Vj+1. 
3. v(x) ∈ V0 ⇔ v(x− k) ∈ V0 ⇒ si v(x) appartient à Vj , la
même fonction translatée d’un facteur quelconque appartient
aussi à Vj . 
4. 
⋃+∞
j=−∞Vj est dense dans L2(R) et 
⋂+∞
j=−∞Vj = {0} ⇒
chaque fonction f(x) d’énergie finie (∈ L2) peut être
approximée avec une précision arbitraire par une fonction de
Vj . 
5. Il existe une « fonction d’échelle » ϕ ∈ V0, ayant une inté-
grale non nulle, telle que l’ensemble {ϕ(x− k)|k ∈ Z} est
une base de Riesz de V0 ⇒ il existe une fonction ϕ telle que
{ϕ(x− k)} soit une base orthonormée de V0. La fonction ϕ
et toutes ses translatées d’un facteur entier forment une base
orthonormée.
Nous pouvons faire quelques observations à propos de la défini-
tion précédente. Comme ϕ ∈ V0 ⊂ V1 , il existe une suite







On constate que la définition des fonctions d’échelles est simi-
laire à celle des ondelettes. Elles sont construites par dilatation
et translation d’une fonction unique, appelée parfois « père des
ondelettes ». Chaque fonction de V0 peut être écrite comme une
combinaison linéaire des fonctions de base ϕ(x) =√
2
∑
k hkϕ(2x− k) de V1. Cette équation fonctionnelle porte
différents noms dont les plus utilisés sont « équation de dilata-
tion » ou « équation de raffinement ».
Si on pose Wj le complément orthogonal de Vj dans Vj+1 :
Vj+1 = Vj ⊕Wj (2)
Chaque élément de Vj+1 peut être écrit de manière unique
comme la somme d’un élément de Wj et d’un élément de Vj .
L’espace Wj contient l’information de détail nécessaire pour
passer d’une approximation à la résolution j à la résolution
j + 1. La base orthonormale d’ondelettes associée à cette ana-







La fonction ψ est une « ondelette » si l’ensemble des fonctions
{ψ(x− l)|l, j ∈ Z} est une base de Riesz de L2(R) . La défini-
tion de ψj,l est similaire à celle de ϕj,l de la section précédente.
Ainsi, de la même manière que précédemment, comme une
ondelette est également un élément de V0, il existe une suite



























Les coefficients hk et gk correspondent aux coefficients d’un
filtre passe-bas et d’nu filtre passe-haut respectivement, et
gk = (−1)kh−n+1.
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2.2. bancs de filtres et ondelettes 
orthogonales
Mallat a montré que les coefficients d’ondelettes définis par la
relation W (a, b) = 〈f, ψa,b〉 peuvent être calculés à partir d’une
transformée pyramidale mise en œuvre à l’aide de filtres numé-
riques, récursifs ou non [1]. Le principe de la transformée pyra-
midale consiste à décomposer le signal à analyser à l’aide d’une
paire de filtres conjugués en quadrature (FCQ). L’un de ces
filtres fournira les coefficients d’ondelettes (ou détails), le sec-
ond les coefficients d’approximation. L’approximation est elle-
même à son tour décomposée par une seconde paire de filtres,
l’ensemble constituant une pyramide de filtres.
pour deux raisons principales : d’une part leurs coefficients ne
sont pas simples numériquement, et d’autre part ces filtres ne
peuvent avoir de propriétés de symétrie, et donc ne peuvent être
de phase linéaire, propriété utile en traitement d’image notam-
ment pour éviter certains artefacts [2]. On leur préférera donc
l’utilisation de filtres bi-orthogonaux explicités ci-dessous.
Dans le cas bi-orthogonal, l’analyse est effectué de la même
manière que dans le cas orthogonal [3] (cf. équations 7 et 8),









La relation imposée entre les filtres étant :
g˜(n) = −1nh(1− n) et g(n) = −1nh˜(1− n) (11)
Dans le cas bi-orthogonal, la conception des filtres est plus aisée
puisqu’on permet aux filtres d’analyse de ne pas être orthogo-
naux entre eux. 
3. le lifting scheme
Le lifting scheme a été introduit en 1994 par Wim Sweldens.
Cette méthode d’implantation de la transformée en ondelettes
s’affranchit totalement des notions de dilatation et de transla-
tion, et ne repose plus sur la transformée de Fourier. 
3.1. principe
L’idée de base du lifting scheme est très simple [4, 5, 6]. La
fonction de départ est une ondelette basique, nommée lazy
wavelet, qui possède les caractéristiques d’une ondelette, mais
dont le principal rôle consiste uniquement à séparer le signal
d’entrée en deux sous-signaux ; on peut donc la considérer
comme un sous-échantillonnage du signal d’entrée. Ensuite, le
lifting scheme construit progressivement une nouvelle ondelette
possédant de meilleures caractéristiques en rajoutant de nou-
velles fonctions de bases. C’est ce principe d’ajout progressif
des fonctions qui vaut son nom au lifting scheme, décrit plus
précisément dans [7, 8, 9]. 
3.2. lifting scheme et matrices polyphases 
La manière de procéder décrite succinctement ci-dessus n’est
pas adaptée à la plupart des applications de traitement du signal
ou de l’image, puisque dans la majorité des cas, on souhaiterait
utiliser une ondelette déjà connue dont les propriétés sont adap-
tées à l’application envisagée.
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Figure 1. – Décomposition 1D à l’aide de bancs de filtres.
Soit s0(n) un signal échantillonné correspondant au signal
d’origine à la résolution 0 . Ce signal est décomposé sur plu-
sieurs niveaux de résolutions en deux bandes de fréquences
(passe-haut et passe-bas) de la manière suivante, où s représente










Ces filtres sont les filtres passe-bas et passe-haut définis par les
équations 5 et 6, et sont donc liés par la même relation g(n) =
(−1)nh(1− n).
sm(n) est une approximation de sm−1(n) à la résolution 2−m.
Les coefficients dm(n) représentent l’information perdue
lorsque l’on passe de s à la résolution 2−m+1 à une approxima-
tion à la résolution plus grossière 2−m. Les coefficients en sor-
tie de chacun des filtres sont sous-échantillonnés avec un facteur
2 afin de respecter le théorème de Shannon. Le reconstruction









La construction des FCQ doit donc répondre à un certain
nombre de critères, et leur mise en œuvre est donc restreinte
Ainsi, pour utiliser n’importe quelle ondelette avec la méthode
du lifting scheme, la solution décrite dans [7] consistera à facto-
riser l’ondelette en étapes élémentaires de lifting. Nous présen-
tons ci-dessous un exemple concret de transformation d’un banc
de filtres à l’aide des matrices polyphases ([3], et [10]). 



















z−2 + z−1 − 1
2
(13)
Dans un premier temps, nous déduisons de ces filtres la matrice
polyphase, donnée par l’équation 14 suivante :
x(z) = xe(z2) + z−1xo(z2) (14)







































La décomposition polyphase et l’extraction des étapes de lifting
(dont on trouvera un développement complet dans [10]) nous




















L’équation 17 présente une version factorisée des filtres donnés
en début de cette présentation. La figure 2 montre l’implantation
de cette transformée en ondelettes dont l’algorithme de calcul
est le suivant :
– séparation : xk → x2k;x2k+1








De cette manière, tout banc de filtres peut être converti en étapes
élémentaires du lifting scheme. La transformée en ondelettes
étant souvent réalisée à l’aide des bancs de filtres, l’obtention
des étapes élémentaires à partir des filtres se fera alors avec un
minimum d’efforts. 
4. comparaison lifting scheme
/ bancs de filtres
Si le passage d’une représentation de type « banc de filtres » à
une représentation de type « lifting scheme » est relativement
aisé, il n’est cependant pas automatique. Nous développons dans
cette section les avantages intrinsèques du lifting scheme par
rapport aux bancs de filtres, et montrons comment ceux-ci peu-
vent se traduire au niveau de l’architecture.
Le lifting scheme possède de nombreux avantages algorith-
miques :
– les calculs sont effectués à la volée, ce qui permet d’économi-
ser la mémoire nécessaire à la transformée ;
– le nombre d’opérations nécessaires au calcul de la transformée
sont réduits ;
– l’algorithme présente un parallélisme SIMD ;
– la transformée inverse peut être obtenue en inversant l’ordre et
le signe des opérations : la même architecture pourra donc être
utilisée pour la transformée et la transformée inverse.
– le fait que la transformée soit effectuée sans aucune référence
aux techniques de Fourier permet d’étendre l’application du
lifting scheme aux signaux dont les échantillons ne sont pas
placés de manière régulière, ou lorsque des contraintes telles
que les effets de bord doivent être prises en compte, par
exemple.
Nous détaillons ci-dessous les avantages qui se traduisent le
mieux en termes d’implantation. Nous verrons ainsi pourquoi le
calcul à la volée permet d’économiser de la mémoire, et com-
ment réaliser la transformée inverse à l’aide de la même archi-
tecture.
4.1. calculs à la volée
Comparons la transformée en ondelettes discrète effectuée à
l’aide des bancs de filtres et du lifting scheme pour l’ondelette
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Division Dual lifting Primal lifting
Figure 2. – Les différentes étapes du lifting scheme pour une prédiction
linéaire.
de Cohen-Daubechies-Feauveau (2,2) correspondant à la paire
de filtres (5,3) [11].
Cette ondelette s’exprime de la manière suivante avec les bancs
de filtres :














Pour calculer sk, nous avons besoin de connaître [x2k−2 . . .
x2k+2] . Ainsi, pour calculer sk + 1 nous devrons donc
connaître [x2k...x2k+4] . La même remarque s’applique pour les
dk. Cela signifie que pour le calculs d’un échantillon, nous
devons connaître tous les échantillons originaux sur la largeur
du filtre : l’échantillon calculé ne peut donc pas remplacer
l’échantillon original.
Dans le cas du lifting scheme, les calculs sont effectués de la
manière suivante :




Passe-bas : sk =
1
4




Le filtre passe-haut se comporte de manière similaire à la tech-
nique des bancs de filtre, à la différence près que le signal d’ori-
gine est préalablement séparé en un sous-signal dont les échan-
tillons sont d’indice impair (x2k+1), et un second dont les
échantillons sont d’indice pair (x2k) : on a donc deux flots de
données distincts, dont l’un sera utilisé pour modifier l’autre. Le
calcul des dk utilise les échantillons d’indice pair pour modifier
les échantillons d’indice impair : seul un échantillon d’indice
impair est nécessaire pour ce calcul, et ne sera pas réutilisé pour
le calcul de l’échantillon suivant, contrairement aux bancs de
filtres. On pourra donc avantageusement remplacer x2k+1 par la
valeur calculée dk, afin d’économiser de la mémoire.
De la même manière, le calcul des sk nécessite un seul échan-
tillon d’indice pair qui sera modifié à l’aide des dk pré-calculés,
et cet échantillon ne sera pas ré-utilisé pour le calcul de sk+1 :
on pourra donc remplacer x2k par sk.
Cette caractéristique du lifting scheme lui confère un avantage
très intéressant en terme d’implantation , avantage qui peut se
traduire de 2 manières différentes :
– si les échantillons sont stockés en mémoire, on n’aura pas
besoin d’une mémoire contenant les échantillons d’origine, et
d’une seconde mémoire pour les échantillons transformés :
tous les échantillons seront stockés dans la même mémoire ;
– les échantillons étant transformés à la volée, il devient aisé de
concevoir une architecture qui effectue la décomposition en
ondelettes sur le flot de données.
En d’autres termes, une architecture basée sur le lifting scheme
est naturellement moins coûteuse qu’une architecture à base de
bancs de filtres, et est plus adaptée au traitement temps-réel.
4.2. nombre d’opérations
Le fait de décomposer un filtre en étapes permet de réduire le
nombre total d’opérations nécessaires à la transformée. Dans
l’exemple précédent, l’emploi des bancs de filtres nécessite 6
additions/soustractions et 7 multiplications. La même ondelette
calculée à l’aide du lifting scheme réduit le nombre d’opérations
à 4 additions/soustractions et 4 multiplications.
Les implications sont les suivantes :
– La surface totale nécessaire à l’implantation se trouve forte-
ment réduite, d’autant plus si le système comporte plusieurs
« filtres » ;
– Le délai moyen du système est également fortement diminué,
ce qui permet d’augmenter la fréquence de fonctionnement.
– La quantité de mémoire nécessaire au calcul de la transformée
est également fortement réduite du fait du calcul « sur-place »
des échantillons : un échantillon calculé vient remplacer
l’échantillon d’origine.
4.3. calcul de la transformée inverse
Reprenons les différentes étapes du lifting scheme :
– séparation : xk → x2k;x2k+1








Effectuons les étapes inverses :




– annulation de la prédiction : x2k+1 =
1
2




– annulation de la séparation : x2k;x2k+1 → xk
Ainsi, le calcul de la transformée inverse consiste à inverser
l’ordre des opérations ainsi que le signe des opérateurs. En
termes d’implantation, le même système pourra donc être réem-
ployé pour inverser la transformée en ondelettes, pour un sur-
coût en surface minimal (programmation des signes des opéra-
teurs, et inversion du flot de données). 
5. architectures pour la trans-
formée en ondelettes 2D
Depuis les travaux de Mallat sur les bancs de filtres et l’algo-
rithme en pyramide [1], de nombreuses architectures pour la
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transformée en ondelettes sont apparues. Dans une très grande
proportion, ces architectures reposent sur la technique des bancs
de filtres.
La transformée en ondelettes 2D séparable consiste à effectuer
deux transformées 1D selon deux directions différentes. La plu-
part des architectures existantes commencent par effectuer une
décomposition 1D horizontalement (la transformée est effectuée
selon l’ordre de lecture naturel des échantillons). L’image trans-
formée 1D est alors mémorisée partiellement ou totalement
selon le type d’architecture utilisée, puis la transformée verticale
est effectuée (cf. figure 3). 
– le premier type d’architectures directes consiste à effectuer
une première transformée en ondelettes sur l’image, puis à
stocker l’image transformée en mémoire avant d’effectuer les
transformées des résolutions suivantes ;
– le second type d’architectures consiste à cascader autant de
blocs de transformée en ondelettes que de résolutions désirées. 
Ainsi, dans le premier cas, outre l’importante quantité de
mémoire nécessaire, les temps d’accès à la mémoire – souvent
externe – pénalisent considérablement les temps de calcul. Dans
le second cas, les ressources matérielles sont multipliées et leur
utilisation n’est pas optimisée.
Tous ces défauts des architectures directes font que d’autres
types d’architectures leur sont souvent préférées. Beaucoup de
systèmes proposés dans la littérature optimisent l’utilisation des
filtres numériques afin de minimiser les ressources nécessaires à
leur implantation. Dans [18], un seul filtre paramétrable est
implanté, et ses coefficients sont changés alternativement entre
les coefficients passe-bas et passe-haut à chaque période d’hor-
loge, le sous-échantillonnage est alors effectué de manière
implicite.
Dans [13], une méthode de partage des filtres similaire est utili-
sée : un même filtre peut être utilisé aussi bien pour effectuer le
filtrage passe-bas que passe-haut, mais également pour effectuer
les convolutions horizontales ou verticales, ce sur un ou plu-
sieurs niveaux de résolution. Ces méthodes d’optimisation des
filtres sont indépendantes du type d’architecture utilisé. Alors
que dans [18] le système repose sur une architecture directe,
celle employée dans [13] est à réseau systolique.
D’autres techniques que le partage de ressources peuvent être
envisagées pour minimiser la taille des circuits et leur efficacité.
Plutôt que de modifier l’architecture, certains auteurs proposent
de modifier l’ordre de lecture des échantillons de manière à
réduire la complexité du traitement et la mémoire nécessaire.
Dans [19], les échantillons sont lus selon l’ordre défini par le
scan de Morton. L’ordonnancement ainsi obtenu facilite grande-
ment la décomposition 2D ainsi que la décomposition multiré-
solution dans le cas de l’ondelette de Haar. Cependant, l’emploi
de toute autre ondelette implique une modification de l’algo-
rithme qui complexifie grandement le contrôle du système, la
taille du filtre d’ondelette n’étant alors plus forcément adaptée
aux blocs définis lors de la lecture des échantillons. Un autre
inconvénient de cette technique est la nécessité de stocker
l’image complète en mémoire afin de pouvoir y lire les échan-
tillons dans l’ordre désiré.
En plus des optimisations visant à minimiser les ressources
nécessaires à l’implantation de la transformée en ondelettes,
d’autres types d’optimisations visent naturellement à augmenter
l’efficacité du traitement par bancs de filtres.
La méthode la plus évidente d’optimisation des performances
consiste à maximiser la localité de l’algorithme de transformée
en ondelettes. La localité étant définie par le rapport des opéra-
tions MAC sur le nombre d’accès à la mémoire externe, la solu-
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Figure 3. – Étapes de la transformée 2D.
Il existe différentes manières d’implanter la transformée en
ondelettes à l’aide des bancs de filtres. On trouvera dans la litté-
rature des architectures directes, série-parallèle, parallèle-paral-
lèle ou à réseau systolique. Le tableau 1 résume les avantages et
inconvénients de ces différentes méthodes [12, 13, 14].
Tableau 1. – Comparaison des ressources nécessaires de différents types
d’architectures pour la transformée en ondelettes 2D. K représente la taille
du filtre, J le nombre d’octaves, les images étant de taille N ×N [12, 13, 14].
Archi. Mult. Mémoire Routage Contrôle 
Directe  2K N ×N Aisé  Aisé 
Série-  4K ≈ 2K.N +N Régulier  Modéré
Parallèle 
Parallèle  4K ≈ 2K.N +N Régulier  Modéré 
Réseau   -  -  Complexe  Complexe
systolique 
Si les architectures directes sont les plus aisées à mettre en
œuvre, leurs performances sont directement dépendantes de la
technologie employée. Ainsi, si l’architecture proposée dans
[15] est caractéristique des architectures directes à structure cas-
cadée, elle ne présente pas les performances nécessaires au trai-
tement temps-réel des images du fait de son implantation sur des
FPGA. Le circuit intégré proposé par Analog Device [16, 17],
bien que reposant sur une architecture directe similaire à la pré-
cédente, est par contre plus adapté au traitement temps-réel
grâce à l’emploi d’une technologie plus adéquate.
Ce manque de performances des architectures directes est dû à
deux raisons principales, correspondant à deux types d’architec-
tures :
tion la plus simple consiste à utiliser un ou plusieurs buffers pour
stocker les résultats intermédiaires [20, 21]. De plus, afin de
minimiser le nombre d’opérations à effectuer, il est également
possible de ne pas effectuer les calculs sur les échantillons qui
seront supprimés lors du sous-échantillonnage. Ceci peut être
réalisé de manière implicite comme dans [18] ou commandé
comme dans [20].
6. implantation du lifting
scheme
Dans les sections précédentes, nous avons vu que le lifting
scheme présente des avantages importants d’un point de vue
algorithmique par rapport à la technique des bancs de filtres. La
plupart des avantages du lifting scheme se traduit directement en
amélioration de l’implantation de la transformée en ondelettes.
On peut classer les architectures pour le traitement d’images en
deux catégories distinctes :
– celles travaillant sur la mémoire image (frame buffer) : dans ce
type d’architecture, les images à traiter sont préalablement
stockées en mémoire, et les opérations sont effectuées sur les
données présentes en mémoire ;
– celles travaillant sur le flot de données : les données sont trai-
tées à l’issue de la source (capteur ou canal de transmission)
au rythme de leur apparition ; ces systèmes doi\-vent donc
pouvoir effectuer les traitements en temps réel pour ne pas
ralentir le débit des données.
Dans les deux cas de figure, le lifting scheme présente des avan-
tages par rapport aux bancs de filtres. Nous avons vu dans la sec-
tion 5 que le calcul des échantillons « à la volée » permet d’éco-
nomiser de la mémoire : la structure du lifting scheme fait que
les échantillons calculés remplacent les échantillons d’origine
devenus inutiles ; ainsi, dans le cas du traitement sur une
mémoire image, le calcul pourra donc être effectué directement
sur les échantillons en mémoire. A contrario, l’utilisation des
bancs de filtre impliquerait trois phases lors des calculs : lecture
de l’échantillon, calcul de la transformée, puis écriture du résul-
tat dans une nouvelle mémoire, l’échantillon original restant
nécessaire pour le calcul de l’échantillon suivant.
Nous insisterons plus particulièrement sur le deuxième type
d’architecture pour différentes raisons. Afin de faciliter la réuti-
lisation du cœur de transformée en ondelette dans un système
intégré (design reuse), celui-ci doit pouvoir être inséré dans une
chaîne complète de traitement du signal de manière totalement
transparente pour le reste de la chaîne. Ceci est facilité si la
chaîne est constituée de blocs IPs travaillant sur flot de données.
L’utilisation de mémoires images externes complexifie le
contrôle des différentes unités ainsi que le protocole de commu-
nication entre les différents blocs, et le surcoût en surface généré
par l’utilisation de mémoires internes reste un frein au dévelop-
pement des systèmes intégrés (SoC, System on Chip).
Nous présentons dans les sections suivantes la méthodologie de
conception d’un cœur de transformée en ondelettes basé sur la
technique du lifting scheme. Nous présentons rapidement l’ar-
chitecture proposée pour la transformée 1D, puis développons la
technique utilisée pour effectuer la décomposition 2D de
manière à minimiser la mémoire nécessaire à la transformée
ainsi que le contrôle des différentes unités de traitement/mémo-
risation.
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Tableau 2. – Caractéristiques des circuits présentés.
Circuit Ondel. Techno. Surface Fréquence Mémoire
Performance
[21] – 0,7µm 48,4 mm2 50 MHz ≈ 1,6 kO
1 éch./cycle  
[15] SP 5 3 2 FPGA 250 ns/éch. 196 kO ext
X4005 1 éch./cycle 
[22] Prog. 1,2µm 70 mm2 20 MHz 31 O 
1 éch./cycle 
[19] SP 9 3 0,7µm 66,5\,mm2 1 éch./cycle 13 kO 
[18] Prog. 2 FPGA ≈ 80 % 13,3 MHz 6× 512 kO
X4013 1 éch./cycle
Cette section nous a permis de mettre en évidence les inconvé-
nients des architectures à base de bancs de filtres. Si leur
implantation reste relativement aisée, les modifications néces-
saires pour en améliorer l’efficacité et/ou la surface, notamment
la quantité de mémoire nécessaire, rendent leur contrôle com-
plexe. On peut classer ces travaux selon l’approche suivie par
leurs auteurs :
– partage des ressources : les unités arithmétiques (ou les
filtres) sont exploitées au maximum de leurs possibilités, afin
de ne pas gaspiller les ressources présentes dans le système ;
– modification de l’algorithme : l’algorithme est modifié de
manière à rendre une architecture existante plus efficace ;
– modification de l’architecture : l’architecture est adaptée pour
répondre au mieux aux besoins de l’algorithme.
Le point commun entre ces trois approches différentes est que
les modifications présentées conduisent à une augmentation de
la complexité du contrôle : contrôle des unités arithmétiques
(modification du chemin de données), ou contrôle des données
(modification des accès mémoire). Ainsi, une partie non négli-
geable du temps CPU est consacrée à la gestion du système plu-
tôt qu’au calcul effectif des échantillons.
Le tableau 2 montre les surfaces et les performances de quelques
circuits proposés dans la littérature. On peut constater que la sur-
face nécessaire à leur implantation reste relativement élevée,
compte tenu du fait que les mémoires nécessaires sont souvent
externes.
6.1. méthodologie de conception du cœur
Dans cette section, nous présentons la méthodologie de concep-
tion de l’architecture proposée. 
6.2. Architecture 1D  
La figure 2 page 4 montre la simplicité d’un bloc de transformée
en ondelettes. Bien évidemment, nous n’avons ici que la trans-
formée en ondelettes 1-D sur 1 niveau de résolution. Cette
implantation présente un inconvénient majeur : il comporte une
avance z qui ne peut bien évidemment pas être implantée de
manière matérielle. Il faut alors modifier la structure du bloc de
faÁon à éliminer cette avance.
Reprenons les équations obtenues par lifting scheme pour le cal-
cul de la prédiction et de la mise à jour :
γ−1,k = λ0,2k+1 − 12 (λ−1,k + λ−1,k+1) (18a)
λ−1,k = λ−1,k +
1
4
(γ−1,k−1 + γ−1,k) (18b)
On voit que l’équation 18b fait intervenir le terme γ−1,k−1 qui
contient cette avance (k − 1). Réécrivons cette deuxième équa-
tion en fonction de λk+1 :
λ−1,k+1 = λ−1,k+1 +
1
4
(γ−1,k + γ−1,k+1) (19)
Ceci consiste uniquement à rajouter un retard à chaque entrée du
bloc de mise à jour (cf. figure 5).
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Figure 4. – Méthodologie de conception.
Dans un premier temps, nous effectuons une implantation tota-
lement logicielle du lifting scheme qui ne prend en compte
aucune contrainte matérielle. Le programme réalisé a pour but
de valider l’architecture globale du système, en particulier le
transfert des données entre les blocs de transformée 1-D hori-
zontale et verticale, et la mémoire. 
Après validation du lifting scheme, nous définissons plus préci-
sément l’architecture pour la transformée en ondelettes 2D.
Nous étudions notamment comment passer d’une transformée
1D à la transformée 2D en minimisant les ressources nécessaires
en termes de quantité de mémoire. 
Nous effectuons alors le prototypage virtuel du système à l’aide
du logiciel SPW de Cadence. Cet outil nous permet de simuler
le fonctionnement du système et permet sa validation fonction-
nelle. Nous pouvons ensuite générer du code VHDL (comporte-
mental ou structurel au niveau RTL) afin de passer du prototy-
page virtuel et de la simulation fonctionnelle à une implantation
plus proche du matériel, et de permettre une caractérisation plus
poussée du système.  
Nous passons ensuite à la phase de synthèse logique à l’aide de
Synopsys – Design Analyzer. 
Le placement-routage est effectué en cellules pré-caractérisées
(standard cells) à l’aide des outils Cadence Cell Ensemble pour
la technologie CMOS 0,7 µm d’ATMEL (ECPD07, 2 niveaux
de métal), et Silicon Ensemble pour la technologie CMOS






















Figure 5. – Les différentes étapes du lifting scheme modifiées.
Cependant comme on peut le constater, le système n’est pas du
tout optimisé :
– on constate dans la partie inférieure du système que les deux
retards sont redondants ; 
– dans la partie supérieure, il reste encore à fusionner le retard
et l’avance pour faire disparaître cette dernière.
Le système final optimisé est présenté par la figure 6. On
constate donc qu’avec seulement deux retards on a pu éliminer
l’avance présente dans le système original. Le seul inconvénient
apporté par cette modification étant l’apparition d’un délai uni-
taire dans le système : les échantillons en sortie sont retardés
d’un coup d’horloge par rapport au système initial. 
6.3. architecture 2D
Dans le cas d’architectures travaillant sur une mémoire image, la
transformée 2D ne pose pas de problème majeur : il suffit de
modifier l’adressage de la mémoire pour lire les échantillons
dans l’ordre désiré et effectuer la transformée en ondelettes hori-
zontalement ou verticalement.
Dans l’architecture que nous proposons, la lecture des échan-
tillons ne peut pas être commandée, les données devant être trai-
tées lorsqu’elles arrivent. Les échantillons arrivant ligne par
ligne, la décomposition horizontale peut-être effectuée sans pro-
blème sur le flot de données. Par contre la seconde transformée
1D étant effectuée selon l’axe des colonnes, il est nécessaire de
stocker en mémoire un nombre de lignes correspondant à la
taille des « filtres » utilisés.
Les différentes étapes du lifting scheme, présentées dans la sec-
tion 3, mettent en œuvre les échantillons suivants pour effectuer
la transformée : γk, γk+1, λk et λk+1. Reportés au flot de don-
nées s en entrée du système, ces 4 échantillons correspondent
aux échantillons originaux s2k, s2k−1 , s2k−2 et s2k−3 . Ainsi,
pour pouvoir effectuer la décomposition verticale, il est néces-
saire de mémoriser 4 lignes en sortie de la décomposition hori-
zontale.
Nous présentons ci-dessous la méthode proposée pour effectuer
la décomposition 2D de l’image sur le flot vidéo, en minimisant
à la fois la quantité de mémoire nécessaire à la décomposition,
ainsi que la logique de contrôle de cette mémoire.
6.3.1. architecture globale du système
Après l’étude de l’algorithme permettant la décomposition 2D
d’une image par lifting scheme, nous pouvons définir l’architec-
ture correspondante.
L’image A est divisée en deux sous-images B et C qui après
décomposition horizontale nous donnent les sous-images d’ap-
proximation (D) et de détails (E). Afin d’effectuer la décompo-
sition verticale sur la globalité de l’image, on réunit les deux
sous-images colonne par colonne (F) puis on les lit ligne par
ligne pour former les sous-images G et H. Décomposées à leur
tour verticalement ces images fournissent I et J (cf. figure 7).
La figure 8 détaille la transposition ligne/colonne permettant la
décomposition verticale. Le bloc de transposition ligne/colonne
est composé de 4 mémoires ligne dont la nature sera précisée par
la suite. Le flot de données en entrée des mémoires a et b cor-
respond aux lignes de l’image F de la figure 7. Ces deux
mémoires sont chargées alternativement ligne par ligne puis lues
alternativement pixel par pixel (donc colonne par colonne). On
considère que les mémoires c et d contiennent respectivement
les approximations et les détails des lignes précédentes. On cal-
cule alors le détail du pixel courant (1) puis on met à jour le
pixel précédent dans l’ordre des colonnes (2). On peut alors
extraire lors de l’étape (3) les détails précédemment calculés d
ainsi que l’approximation c devenus inutiles pour la suite des
calculs. On recopie les approximations a et détails b vers les
mémoires c et d (4), puis on incrémente le compteur colonne
afin d’effectuer les opérations sur la colonne suivante (5).
Lorsque toute la ligne a été traitée, les mémoires c et d contien-
nent les données inititalement chargées dans a et b ; on recharge
alors les mémoires a et b avec les nouvelles données (6).
On peut faire quelques observation sur le fonctionnement du
système. Les échantillons recopiés de a et b vers c et d seront
utilisés après un délai d’une ligne d’image. Les mémoires a et b
servent de mémoires tampons entre le bloc de décomposition
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Figure 6. – Les différentes étapes du lifting scheme modifiées et améliorées.
Figure 7. – Les différentes images et sous-images obtenues durant le pro-
cessus de décomposition 2D.





























Figure 8. – Les différentes étapes de la décomposition verticale. a et b sont
des mémoires tampon de type FIFOs et c et d des lignes à retard. Les ronds
gris pointés par des flèches représentent le pixel dont la valeur est modifiée
par les calculs.
horizontale et le bloc de décomposition verticale. La solution
technologique la plus appropriée est donc d’utiliser pour les
mémoires a et b des mémoires tampons de type FIFO, mais
d’utiliser des lignes à retard pour les mémoires c et d . De cette
manière, les échantillons copiés aux entrées de c et d seront uti-
lisables après un délai d’une ligne, correspondant au délai entre
deux pixels successifs d’une même colonne : la décomposition
verticale est alors effectuée ligne par ligne également, ce qui
permet le traitement des échantillons sur le flot de données à la
volée.
Afin d’adapter la structure du LS-1D présentée dans la section
précédente pour une décomposition selon l’axe des colonnes, il
suffit donc remplacer le retard unitaire par un retard dont la pro-
fondeur correspond au nombre de pixels dans une ligne de
l’image (k = N). Ainsi, les échantillons présents en entrée d’un
des additionneurs sont distants de N coups d’horloge si N est la
largeur de l’image, c’est-à-dire distants d’une ligne : on a donc
un échantillon et son prédécesseur selon l’axe vertical. …tant
donné que les flots de données des deux sous-images sont sépa-
rés, la distance réelle entre les deux échantillons par rapport à
l’image entière est de deux lignes. Les échantillons présents sont
donc bien xk−1, xk, xk+1 où k représente le numéro de la ligne.
En dissociant les retards nécessaires à la transformée et les blocs
combinatoires, il est facile d’adapter le système complet pour
différentes ondelettes et/ou tailles d’images. En modifiant la
profondeur des lignes à retard, on modifie la taille des images
traitées sans avoir à modifier les blocs de transformée en onde-
lettes, et si l’on veut modifier les fonctions de prédiction/mise à
jour afin de changer d’ondelette, il n’est pas nécessaire de re-
concevoir tout le système.
La figure 10 ci-dessous illustre le fonctionnement global du sys-
tème. 
7. architectures pour 
l’analyse multirésolution
La transformée en ondelettes présente tous ses avantages lors de
l’analyse multirésolution. Dans cette section, nous présentons
différentes techniques pour effectuer l’analyse multirésolution,
puis présenterons plus en détails la méthode retenue. 
7.1. techniques d’implantation pour 
l’analyse multirésolution
Nous avons vu que l’analyse multirésolution consiste à analyser
récursivement la sortie passe-bas du système. Ainsi, afin de
rendre l’architecture décrite apte à effectuer l’analyse multiréso-
lution, plusieurs cas de figure s’offrent à nous :
– il est possible de cascader plusieurs blocs de transformée 2D.
Ce principe est connu sous le nom d’algorithme en pyramide.
Cette méthode ne présente aucune difficulté d’implantation,
mais présente le désavantage d’être relativement coûteuse en
surface, puisque le système complet est dupliqué autant de fois
qu’il y a de résolutions à analyser. En appliquant cette tech-
nique à notre architecture, la taille de l’image à analyser étant
divisée par 4 à chaque itération, les FIFOs et la profondeur des
lignes à retard doivent donc être divisées par 2. Par contre, le
fait de cascader les différents blocs produit un flot de données
en sortie irrégulier, et n’exploite pas au mieux les architec-
tures. La quantité de mémoire nécessaire à l’implantation de












où le terme de
gauche correspond à la mémoire implantée sous forme de
FIFO, et le terme de droite à la mémoire implantée sous forme




2j−1 , c’est-à-dire une
quantité de mémoire inférieure à 7N échantillons, quelle que
soit le nombre de résolutions J.
– afin d’économiser le nombre de blocs combinatoires, il est
envisageable de stocker la sous-image approximée en RAM
et, dès que l’analyse de l’image originale est achevée, de pour-
suivre le traitement sur l’image stockée en mémoire. Il faudra
bien entendu prévoir le fait que cette RAM devra être accédée
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Figure 10. – Architecture pour la transformée en ondelettes 2D par lifting
scheme.
en lecture par l’entrée du bloc de décomposition 2D, mais éga-
lement en écriture par la sortie. L’inconvénient majeur de cette
méthode est qu’elle nécessite une quantité de RAM consé-
quente. D’autre part, le système doit attendre que la décompo-
sition à la résolution r soit achevée avant d’entamer la décom-
position à la résolution r + 1 , ce qui diminue de façon notable
l’efficacité du système. La quantité de mémoire totale néces-
saire est ici de N2 échantillons.
– une troisième possibilité consiste à tirer parti des caractéris-
tiques des flots de données. En effet, les données en entrée du
système sont cadencées à la fréquence f. Or le flot de données
est ensuite séparé en deux : les blocs de transformée en onde-
lettes fonctionnent donc à la fréquence f2, pour finalement
fournir en sortie une image décomposée dont la fréquence
pixel est de nouveau f. Il serait donc judicieux d’entrelacer les
échantillons des résolutions inférieures avec ceux de l’image
d’origine. Ainsi l’ensemble du système pourra fonctionner à
une fréquence optimale.
7.2. méthode proposée
La troisième méthode de conception présentée ci-dessus pré-
sente tous les avantages nécessaires pour la conception de sys-
tèmes sur puce. Nous allons voir comment nous pouvons, en
exploitant cette technique, permettre la transformée multirésolu-
tion en minimisant la quantité de mémoire nécessaire, tout en
autorisant une fréquence de fonctionnement optimale.
7.2.1. présentation de l’algorithme en pyramide
récursif
Nous avons vu précédemment que la mise en cascade de diffé-
rents blocs identiques pour effectuer l’analyse multirésolution
produit un flot de données en sortie irrégulier. La figure 11
illustre ce principe : si les échantillons en entrée du système sont
distants de 1 à la résolution 0 (résolution initiale), la distance
entre les échantillons pour chacune des résolutions suivantes est
de 2n, où n est le niveau de résolution. Ainsi, le système pro-
duira d’abord un flot dont les échantillons sont distant de 2
(résolution 1), puis de 4 (résolution 2), et ainsi de suite jusqu’à
la décomposition complète du signal. La figure 11 illustre ces
différents flots pour 6 niveaux de résolution. Le plus gros incon-
vénient de cette méthode est qu’à chaque résolution, le système
concerné produit un flot de données de fréquence deux fois plus
faible que le précédent, ce qui implique une sous-utilisation des
unités de traitement, et donc une perte considérable de temps de
calcul. Le principe de l’algorithme en pyramide récursif est donc
d’effectuer les opérations sur les échantillons dès que ceux-ci
sont disponibles : ainsi, dès qu’un échantillon d’une résolution
inférieur est disponible, il est réinjecté en entrée du bloc de
décomposition et aussitôt traité. La figure 11 illustre le flot de
données produit par cette méthode : on constate que le système
produit un seul flot de données dont les échantillons sont dis-
tants de 1 (à la même fréquence donc que le flot d’entrée). 
7.2.2. présentation des architectures
Les flots de données de la figure 11 nous fournissent des indi-
cations quant à la gestion des différentes résolutions. La
méthode la plus évidente consiste à utiliser un bloc de décom-
position 2D entièrement consacré au premier niveau de résolu-
tion, et un second qui effectuera le traitement sur toutes les réso-
lutions suivantes selon le principe de l’algorithme en pyramide
récursif. De cette manière, les deux blocs de transformée en
ondelettes 2D fonctionneront à la cadence optimale, produisant
deux flots de données à la même fréquence (cf. figure 12). Le
système composé des deux blocs de décomposition 2D est pré-
senté par la figure 13.
Cependant, il est possible, si la fréquence de fonctionnement le
permet, d’effectuer la décomposition multirésolution avec un
seul système. En effet, la figure 14 illustre les différentes étapes
de la décomposition 2D d’une image, et la fréquence des flots de
données générés.
La figure 14 montre qu’à l’exception des différents switches, le
système fonctionne à une cadence deux fois plus faible que la
fréquence du signal d’entrée du système. En d’autres termes, il
est donc possible en fonctionnant à cadence identique à la fré-
quence d’entrée d’effectuer deux fois plus d’opérations, et donc
d’effectuer la multirésolution avec le même système.
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Figure 11. – Organisation des échantillons obtenue par l’algorithme en
pyramide récursif : dès qu’un échantillon d’une résolution inférieure est










Signal d’entrée du système
Flot de données issu du premier bloc
Flot de données issu du second bloc
( Détails)
( Détails et/ou approximations )
Figure 12. – Cascade de deux blocs de transformée en ondelettes 2D : le
deuxième fonctionne selon le principe de l’algorithme en pyramide récursif.
Afin de minimiser la quantité de mémoire nécessaire tout en
conservant une fréquence de fonctionnement optimale, on pré-
voira plusieurs contextes de fonctionnement du système à raison
d’un contexte par résolution. En terme d’implantation, tous les
blocs combinatoires seront communs à tous les contextes, mais
les blocs de mémorisation seront dédiés à un contexte particu-
lier. Le principe consiste donc à dupliquer les blocs mémoires,
en adaptant leurs tailles aux données à traiter. La figure 15
illustre ce principe.
La quantité de mémoire nécessaire ici est d’environ 4Nb implan-
tée sous forme de lignes à retards (décomposition vertical), et
3Nb sous forme de FIFO, avec N = nombre de pixels par ligne
d’image, et b = nombre de bits par pixel. Les retards nécessaires
pour la décomposition horizontale sont négligés. À cette quantité
de mémoire, il faudra ajouter des mémoires FIFOs utilisées
comme buffers d’entrée du système, mémoires qu’il nous faudra
caractériser. On considère dans un premier temps qu’on bufferise
une ligne complète de chaque contexte en entrée du système : la
mémoire totale nécessaire en entrée est donc de 2Nb. 
Ce système est donc en mesure d’effectuer la transformée en
ondelettes 2D et ne nécessite qu’une quantité de mémoire limi-
tée (< 9Nb) qui pourra être facilement implantée sur puce afin
d’économiser les temps de communication entre le système et sa
mémoire, et constitue un bon compromis entre quantité de
mémoire et quantité de blocs combinatoires pour une minimisa-
tion de la surface totale du système, mémoire comprise.
7.2.3. comparaison des deux architectures
proposées
Le tableau 3 montre la différence entre les deux systèmes pro-
posés pour la transformée en ondelettes multirésolution, compa-
rativement au système proposé pour la transformée 2D.
La mise en cascade de deux blocs 2D double la logique néces-
saire à la transformée (duplication des unités de traitement),
mais permet de minimiser la taille de la mémoire tampon en
entrée du second bloc, et facilite le contrôle du système, la mul-
tirésolution n’étant effectuée que par le second bloc. Cependant,
on voit sur la figure 16 que la fréquence de fonctionnement des
unités de traitement n’est pas optimale, puisque les échantillons
sont décomposés à une fréquence deux fois plus faible que la
fréquence du signal d’entrée. 
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Figure 16. – Fréquences des différents flots de données dans le système pour
la transformée multirésolution par mise en cascade de deux blocs.
L’utilisation d’un seul bloc pour effectuer la transformée multi-
résolution implique une gestion plus lourde des données,
puisque les échantillons d’approximation en sortie du système
doivent être réinjectés en entrée, et insérés dans le flot de don-
nées primaire. Cependant, comme le montre la figure 17, cette
structure possède l’avantage de fonctionner à une fréquence
deux fois plus élevée, doublant les performances globales du
système.
d’être stockés en mémoire. Enfin, contrairement à la technique
des bancs de filtres qui nécessite un sous-échantillonnage après
le filtrage, tous les échantillons calculés par la méthode du lif-
ting scheme sont conservés. Il n’y a donc pas de perte du temps
de calcul.
8.2. une nouvelle architecture
Les avantages résumés ci-avant ne concernent que la transfor-
mée 1-D. Or la transformée 2D nécessite beaucoup plus de res-
sources, et complexifie grandement les architectures pour la
transformée en ondelettes. Nous avons présenté dans la section
5 différentes architectures pour la transformée en ondelettes, et
nous avons vu que leur mise en œuvre n’est pas aisée.
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Figure 17. – Fréquences des différents flots de données dans le système pour
la transformée multirésolution par système monobloc.
8. synthèse et résultats
Nous avons présenté en préambule de ce papier le caractère
multi-domaines de ce travail, au cœur même de l’AAAS
(Adéquation-Algorithme-Architecture-Silicium). L’intérêt de la
transformée en ondelettes n’est plus à démontrer, et son intégra-
tion sur silicium est la cible d’un grand nombre de travaux,
notamment dans le domaine des bancs de filtres.
8.1. une nouvelle technique de transformée
en ondelettes
Ainsi, si la transformée en ondelettes par dilatation et translation
de l’ondelette mère s’avère être une technique efficace et relati-
vement aisée à mettre en œuvre par l’emploi de bancs de filtres,
elle présente l’inconvénient d’être gourmande en ressources,
aussi bien en mémoire qu’en surface.
Nous avons présenté les avantages que procure le lifting scheme,
aussi bien du point de vue algorithmique que de son implanta-
tion. En effet, le principe même du lifting scheme permet de
réduire le nombre d’opérations à effectuer pour une transformée
par rapport à un traitement identique par bancs de filtres. De
plus, la structure de l’algorithme permet d’effectuer les calculs
sur le flot de donnée : les échantillons n’ont donc pas besoin
Tableau 3. – Comparaison des ressources nécessaires aux deux systèmes
pour l’analyse multirésolution présentés par rapport au système pour la
décomposition en ondelettes 2D.
Système. Logique. Mémoire Tampon Contrôle 
Cascade  2 : 1  7Nb Nb Modéré 













Figure 18. – Architecture proposée.
La structure du système que nous proposons et dont nous rap-
pelons le chemin de données simplifié sur la figure 18, permet
d’améliorer l’efficacité de la transformée 2D pour les raisons
suivantes :
– l’algorithme du lifting scheme autorise le calcul des coeffi-
cients sur le flot de donnée : il n’y a donc pas de latence entre
la lecture des échantillons et leur calcul effectif ;
– la structure de l’architecture globale a été conçue également
pour permettre la transformée sur le flot de données : l’emploi
de FIFOs comme mémoire tampon entre les blocs de décom-
position horizontale et verticale permet d’effectuer la décom-
position verticale parallèlement à la décomposition horizon-
tale. Une latence de quelques lignes de l’image est alors intro-
duite, mais peut être négligée comparativement à la taille de
l’image et le nombre d’images composant la vidéo traitée ;
– le bloc de décomposition verticale utilise des lignes à retard
pour synchroniser les échantillons successifs selon l’axe ver-
tical : aucun contrôle sur ceux-ci n’est nécessaire, et le sys-
tème peut donc fonctionner à flot constant.
D’autre part, la faible quantité de mémoire nécessaire à la trans-
formée autorise son implantation directe sur la puce. La
mémoire fonctionnera donc à la fréquence du système, contrai-
rement à l’utilisation d’une mémoire externe qui impliquerait un
temps d’accès très largement supérieur, et une fréquence de
fonctionnement amoindrie.
Toutes ces caractéristiques font que l’architecture que nous pro-
posons est beaucoup plus adaptée à une implantation sous forme
de cœur qu’une architecture à base de bancs de filtres. Ceci per-
met d’intégrer beaucoup facilement le système complet au sein
même du système d’acquisition des données (capteur d’image
CMOS, ou encore capteur CCD qui contrairement au précédent
ne permet pas l’accès aléatoire aux pixels), ce qui a pour effet
d’améliorer la rapidité du système global (capteur et traitement).
8.3. des performances adaptées 
au temps-réel
Nous rappelons le tableau 2 afin de situer le système proposé par
rapport aux circuits existants dans la littérature. Bien sûr, loin
d’être exhaustif, ce tableau permet de se faire une idée des res-
sources nécessaires à l’intégration de la transformée en onde-
lettes sur silicium. Nous ne rappelons ici que les systèmes inté-
grés sur silicium.
face inférieure de moitié à technologie égale, et quantité de
mémoire largement plus faible), s’avère plus intéressant dans le
cadre de l’implantation de la transformée en ondelettes dans des
systèmes sur puce, et de son intégration aux systèmes de prise
de vue par exemple. Ces résultats sont notamment dus à l’em-
ploi d’ondelettes adaptées à l’implantation matérielle (CDF), au
type de transformée en ondelettes réalisée (lifting scheme), et à
une technique de traitement des données à la volée originale.
La topologie du circuit dans une technologie CMOS 0,25 µm
est représentée figure 19. Une évaluation de la surface dans une
technologie 0,18 µm donne une surface de l’ordre de 1 mm2. A
titre de comparaison, une extrapolation sur cette même techno-
logie actuelle des surfaces des architectures à base de bancs de
filtres nous donne une surface moyenne d’environ 4 mm2.
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Tableau 4. – Récapitulatif des circuits présentés.
Circuit. Ondel. Techno Surface Fréquence Mémoire
Performance 
[21] – 0,7 µm 48,4 mm2 50 Mhz faible
[22] Prog 1,2 µm 70 mm2 20 Mhz faible
1 éch./cycle
[19] SP 9 3 0,7 µm 66,5 mm2 1 éch./cycle moyenne
Extrapol. – 0,18 µm 4 mm2 1 éch./cycle moyenne 
Système. SP 5 3 0,7 µm 23,8 mm2 1 éch./cycle faible
proposé 
Système. SP 5 3 0,25 µm 2,2 mm2 200 Mhz faible
proposé 1 éch./cycle1
Système. SP 5 3 0,18 µm 1 mm2 2 1 éch./cycle faible
proposé
Le tableau 4 montre les gains en termes de surface ainsi qu’en
quantité de mémoire du système que nous proposons pour effec-
tuer la transformée en ondelettes 2D. Les transformées effec-
tuées par ces différentes architectures ne sont bien évidemment
pas identiques, et bien qu’elles reposent toutes sur l’utilisation
de bancs de filtres, diffèrent par le type d’ondelettes employées,
ou par l’aspect configurable du système.
Cependant, les valeurs données expriment bien la tendance
générale de ces architectures pour la transformée en ondelettes
utilisant des bancs de filtres, à savoir qu’elle reste lourde à
implanter. C’est pourquoi le système que nous proposons (sur-
1 Valeur minimale estimée à partir de l’analyse du chemin critique des blocs de
transformée en ondelettes après optimisation.
Figure 19. – Architecture synthétisée sur technologie CMOS 0,25 µm.
9. conclusion et perspectives
Nous avons présenté dans cet article une technique d’implanta-
tion de la transformée en ondelettes qui présente de nombreux
avantages, tant en rapidité de traitement qu’en surface silicium
nécessaire.
Nous avons ainsi proposé une architecture pour la transformée
en ondelettes présentant de nombreux avantages d’intégration.
Ce système nous a permis de valider une nouvelle méthode de
transformée en ondelettes qu’est le lifting scheme. Une des uti-
lisations les plus immédiates de cette approche est sans conteste
la compression d’images. Dans [23], nous avons démontré que
le taux de compression que l’on pouvait obtenir à l’aide de la
transformée de l’ondelettes 2D permet d’avoir des facteurs de
compression de l’ordre de 100 pour un rapport signal sur bruit
de 30dB (sans dégradation visuelle importante de l’image). La
transformée en ondelettes et en particulier le lifting scheme
ayant été choisi comme outil de transformation d’image dans la
nouvelle norme de compression d’images JPEG 2000 [24], les
architectures pour la transformée en ondelettes devraient
connaître un essor important.
2 Valeur extrapolée à partir des résultats obtenus en technologie 0,25 µm.
Le système proposé s’inscrit bien dans la tendance actuelle qui
privilégie la réutilisation (design reuse) afin de réduire les coûts
de développement. L’architecture présentée peut facilement être
modifiée de manière à autoriser son intégration comme cœur de
transformée en ondelette dans une architecture intégrée plus
complexe (Soc : System on Chip), notamment dans le domaine
du traitement d’images (capteur d’image intelligent, intégrant
détection et reconnaissance de forme, par exemple). De plus,
l’emploi du lifting scheme, de par sa nature très « modulaire »,
facilite également la généralisation de cette architecture à une
architecture totalement reconfigurable, dynamiquement ou non.
Ce type de développement des systèmes basé sur l’emploi et
l’intégration de cœurs de propriétés intellectuelles (IP) se géné-
ralise dans le domaine du traitement du signal, parallèlement et
de manière complémentaire à la technique privilégiant l’emploi
d’architectures reconfigurables dynamiquement comme des pro-
cesseurs orientés flot de données [25].
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