Abstract. We study the removability of compact sets for continuous Sobolev functions. In particular, we focus on sets with infinitely many complementary components, called "detour sets", which resemble the Sierpiński gasket. The main theorem is that if K ⊂ R n is a detour set and its complementary components are sufficiently regular, then K is W 1,p -removable for p > n. Several examples and constructions of sets where the theorem applies are given, including the Sierpiński gasket, Apollonian gaskets, and Julia sets.
1. Introduction 1.1. Background. In this paper we study the removability of sets for Sobolev functions in R n . The problem originally arises from the problem of removabilty of sets for (quasi)conformal maps. Definition 1.1. We say that a compact set K ⊂ U ⊂ R 2 is (quasi)conformally removable inside the domain U if any homeomorphism of U , which is (quasi)conformal on U \ K, is (quasi)conformal on U .
(Quasi)conformal removability of sets is of particular interest in Complex Dynamics, since it provides a tool for upgrading a topological conjugacy between two dynamical systems to a (quasi)conformal conjugacy. Another application of removability results is in the problem conformal welding. The relevant result is that if a Jordan curve ∂Ω is (quasi)conformally removable, then the welding map that arises from ∂Ω is unique, up to Möbius transformations. However, the converse is not known, in case ∂Ω has zero area. We direct the reader to [Yo15] , and the references therein, for a comprehensive survey on the topic.
A stronger notion of removability is the notion of Sobolev W 1,2 -removability. Recall that for an open set U ⊂ R n and p ≥ 1 we say that a function f lies in the Sobolev space W 1,p (U ) if f ∈ L p (U ) and there exist functions ∂ i f ∈ L p (U ), i = 1, . . . , n, such that for every smooth function φ : R n → R with compact support in U , we have
for all i = 1, . . . , n, where ∂ i φ = ∂φ ∂xi denote the partial derivatives of φ in the coordinate directions of R n . We give a preliminary definition of W 1,p -removability in R n :
We say that a compact set K ⊂ U ⊂ R n is W 1,p -removable inside a domain U , if any function that is continuous in U and lies in W 1,p (U \ K), also lies in W 1,p (U ). In other words, W 1,p (U \ K) ∩ C 0 (U ) = W 1,p (U ) ∩ C 0 (U ) as sets.
Here, C 0 (U ) denotes the space of continuous functions on U . It is immediate to check from the definition that removability is a local property, namely K is W 1,p -removable inside U if and only if for each x ∈ K there exists r > 0 such that W 1,p (B(x, r) \ K) ∩ C 0 (B(x, r)) = W 1,p (B(x, r)) ∩ C 0 (B(x, r)). Hence, our definition of removability can be simplified to the following: Definition 1.2. Let p ≥ 1. We say that a compact set K ⊂ R n is W 1,p -removable if any function that is continuous in R n and lies in W 1,p (R n \ K), also lies in W 1,p (R n ). In other words,
We remark that a similar simplification is also possible for the problem of (quasi)conformal removability in the plane. In the definition we are looking at continuous functions on all of R n . It is not known whether W 1,2 -removability in the plane and (quasi)conformal removability are equivalent. However, so far, the techniques for proving removability of a set in the two distinct settings do not differ.
A similar problem has been studied by Koskela [Ko99] , but the definition a removable set is slightly different, since no continuity is assumed for the functions; thus, it is a stronger notion of removability. In fact, in our case, the continuity will be crucially used in the proofs.
It is almost immediate from the definition that W 1,p -removability of a set K implies W 1,q -removability for q > p. Indeed, this follows immediately from Hölder's inequality, and the locality of the definition of a Sobolev function.
It can be shown that a set K ⊂ R n having σ-finite Hausdorff (n − 1)-measure is W 1,p -removable for all p ≥ 1. The proof is rather a modification of the classical proof that such sets are removable for quasiconformal maps in R n ; see [Vä71, Section 35] .
If a compact set K ⊂ R 2 has zero area and is non-removable for (quasi)conformal maps, then (by definition) there exists a homeomorphism f : R 2 → R 2 that is (quasi)conformal in R 2 \ K, but it is not (quasi)conformal on R 2 . In particular, f ∈ W 1,2 (B(0, R) \ K), but f / ∈ W 1,2 (B(0, R)) for some large ball B(0, R) ⊃ K. This implies that K is non-removable for W 1,2 , and, thus, non-removable for W 1,p , 1 ≤ p ≤ 2 by our earlier remarks. Hence, there is a pool of examples of non-removable sets for Sobolev functions, including all sets of zero area that are non-removable for (quasi)conformal maps. We cite the flexible curves of Bishop [Bi94] , and the non-removable graphs of Kaufman [Kau84] . Question 1. Are there sets K ⊂ R n which are W 1,p -removable for some exponents p, and non-removable for others?
The answer to this question is yes. In [KRZ17] it is given an example of a Cantor set E ⊂ R 2 that is W 1,q -removable for some exponents 1 < q < ∞, and nonremovable for other exponents. The particular statement is the following [KRZ17, Lemma 4.4]: For each p > 2 there exists a Cantor set E ⊂ R 2 of zero area that is W 1,q -removable for q > p, but it is non-removable for 1 ≤ q ≤ p. We remark that in the proof of the second part, the authors construct a function u ∈ W 1,q (R 2 \E) that does not lie in W 1,q (R 2 ). In fact, the function that they construct is continuous on Another natural question is the following:
Question 2. If K ⊂ R n has positive Lebesgue measure, then is it true that it is non-removable for all spaces W 1,p , 1 ≤ p < ∞ ?
The answer is trivially yes if K has non-empty interior, since we can consider a continuous function with no partial derivatives, compactly supported in an open ball in int(K). However, we have not been able to locate an answer to this question in the literature.
Some fairly general classes of sets were proved to be removable in [Jo91] and [JS00] , and the results of the latter were generalized in [KN05] in the planar case. In [Jo91] it is proved boundaries of planar John domains are W 1,2 -removable. In the subsequent paper [JS00] this result was improved, and certain quasihyperbolic boundary conditions on an open set Ω ⊂ R n were found to imply W 1,n -removability for the boundary ∂Ω; see [JS00, Theorem 1]. Their precise condition is the condition in the conclusion of our Lemma 4.6. Also, one obtains the W 1,n -removability conclusion for the boundary of the union of finitely many open sets Ω ⊂ R n if they satisfy the quasihyperbolic boundary condition; see [JS00, p. 265] .
However, so far, no general removability result was known for sets K ⊂ R n whose complement has infinitely many components. One classical example of a non-removable such set is the standard Sierpiński carpet S; see Figure 2 . This is constructed as follows. We subdivide the unit square of R 2 into 9 squares of sidelength 1/3, and then remove the middle open square. In the next step, we subdivide each of the remaining 8 squares into 9 squares of sidelength 1/9, and remove the middle squares. Then one proceeds inductively, and the remaining compact set S is the standard Sierpinśki carpet. Note that S contains a copy of 
, where U is a bounded open set containing S. In fact, the Sierpiński carpet is not either quasiconformally removable since the map (x, y) → (x + h(x)ψ(y), y) is a homeomorphism of R 2 that is quasiconformal in R 2 \ S, but not in R 2 . On the other hand, prior to this work, there has been no conclusion regarding the removability of the Sierpiński gasket; Figure 1 . To construct the latter, we subdivide an equilateral triangle of sidelength 1 into 4 equilateral triangles of sidelength 1/2, and then remove the middle open triangle. In the next step we subdivide each of the remaining 3 triangles into 4 equilateral triangles of sidelength 1/4, and then remove the middle triangles. After proceeding inductively, the remaining compact set K is the Sierpiński gasket. The differnce to the Sierpínski carpet, which gives some "hope" towards proving removability, is that the closures of some complementary components of the gasket meet each other, in contrast to the complementary components of the carpet, which are all disjoint squares.
The (quasi)conformal removability of sets that resemble the Sierpiński gasket would be of great interest, not only in Complex Dynamics, but also in the theory of the Schramm-Loewner Evolution, since it would answer a question raised by Scott Sheffield regarding the removability of the trace of SLE κ for κ ∈ [4, 8); see [Sh16] . 
Main result.
In this work we focus on proving a removability result for sets resembling the Sierpiński gasket. The property of the gasket K that we are interested in is the following:
For "almost every" line L intersecting K, and for every ε > 0 there exists a "detour path" γ that ε-follows the line L, but intersects only finitely many complementary components of K. In other words, we can "travel" in the direction of the line L using only finitely many components in the complement of K, but still staying arbitrarily close to the line L; see Figure 1 . We call such sets detour sets, and their precise definition is given in Section 3, where an extra technical condition is added.
In order to formulate the theorem, we also need to impose some regularity on the boundaries of the complementary components of K. A fairly general condition that is easy to check in applications is the requirement that the complementary components of K are uniform Hölder domains.
A simply connected planar domain Ω is a Hölder domain if the conformal map from the unit disk D onto Ω is Hölder continuous on all of D. Note that there are some implicit constants contained in the statement. The general definition of a Hölder domain in R n is given in Section 4. The complementary components of a compact set K ⊂ R n are uniform Hölder domains if they are Hölder domains and the implicit constants are the same for all of them; cf. Definition 6.1. We now state the Main Theorem:
n be a detour set whose complementary components are uniform Hölder domains. Then K is W 1,p -removable for p > n.
The method used in the proof relies partly on the result of Jones and Smirnov in [JS00] , and partly on the detour property. The first result tells us that the boundaries of the complementary components of K can be essentially ignored, since they are already W 1,p -removable for p ≥ n. The detour property is used to deal with the "hidden" parts of K that do not lie on the boundary of any complementary component. Our proof in this part is what "imposes" the assumption p > n.
Unfortunately there seems to be no immediate generalization of the proof which would yield W 1,n -removability, and thus (quasi)conformal removability. However, if K is the Sierpiński gasket, this theorem implies the following: in case there exists an example of a globally continuous function f ∈ W 1,2 (R 2 \ K) which does not lie in W 1,2 (R 2 ), then one necessarily has |∇f | p = ∞ for all p > 2. This is another difference between the gasket and the carpet S. Indeed, by modifying the function f S that we gave earlier, one may obtain a globally continuous function
. It is remarkable that the detour property, as well as the uniform Hölder domain property, are easy to check in several circumstances, thus yielding: Definitions of the latter two classes of sets are given in Section 7. We also include there a general construction of detour sets in the plane.
1.3. Organization of the paper. In Section 2 we introduce our notation and terminology.
In Section 3 the detailed definition of detour sets in given and several properties are established for these sets. In particular, in the planar case, the topology allows us to determine the geometry of detour sets very well; see Proposition 3.3. We also introduce conditions in Proposition 3.6, which ensure that a detour set has measure zero in R n .
Section 4 includes the definition and several properties of Hölder domains in R n . We reprove some of these properties, since we are interested in the dependence of some inequalities in the constants related to a Hölder domain.
In Section 5 we prove some classical inequalities for Sobolev functions, whose domain is a Hölder domain. Again, we are interested in the dependence on the implicit constants, especially in Proposition 5.2. We also state here a variant, or rather a special case, of [JS00, Theorem 1], including a proof for the sake of completeness; see Proposition 5.3. Section 6 is occupied by the proof of Theorem 1.3. Section 7 is divided in two parts. In the first part we give two general constructions of detour sets, and in the second part we prove Corollary 1.4, including also the definition of Apollonian gaskets and generalized Sierpiński gasket Julia sets.
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Notation and Terminology
A curve or path γ is a continuous function γ : I → R n , where I ⊂ R is an interval. We will also denote by γ ⊂ R n the trace of the curve γ, i.e., the set γ(I). An open path γ is a continuous function γ : (0, 1) → R n that is the restriction of a path γ : [0, 1] → R n . In other words, an open path has endpoints. A simple path is an injective path.
A Jordan region Ω ⊂ R 2 is an open set whose boundary ∂Ω is a Jordan curve. Making abuse of terminology, we call Ω ⊂ R 2 an unbounded Jordan region, if ∂Ω is a Jordan curve but Ω is the unbounded component of R 2 \ ∂Ω. All distances will be with respect to the Euclidean distance of R n . We use the standard open ball notation B(x, r) = {y ∈ R n : |x − y| < r}, and we use the notation B(x, r) for the closed ball.
We denote by C the Riemann sphere with the standard topology. The n-dimensional Lebesgue and Hausdorff measures are denoted by m n and H n , respectively. If f is an intebrable function on R n we will write f for its integral. Only in certain situations, to avoid confusion, we will write instead f (x)dm n (x).
We use the notation a b if there exists an implicit constant C > 0 such that a ≤ Cb, and a b if there exists a constant C > 0 such that 1 C b ≤ a ≤ Cb. We will be mentioning the parameters on which the implicit constant C depends, if they are not universal constants.
Detour sets
Definition 3.1. Let K ⊂ R n be a compact set and assume that it has infinitely many complementary components, denoted by
The set K is a detour set if the following holds: There exist n linearly independent directions such that almost every line L, parallel to one of these directions, has the property that for all ε > 0 there exists a path γ lying ε-close to the line L in the Hausdorff sense, such that:
We say that a line L satisfying the above has the detour property, and a path γ as above is called a detour path.
In other words, we require that a "detour" path γ ε-follows the line L and meets only finitely many components Ω k , all of which are intersected by L.
In what follows Ω 0 will always denote the unbounded component of R n \ K, and Ω k , k ≥ 1 will be the bounded components.
We record an easy observation in the next lemma.
Proof. If there exists a ball B ⊂ K, then we can find a non-exceptional line L with the detour property, passing through B. A sufficiently small neighborhood U of L is separated by B. Then any path γ ⊂ U that ε-follows the line L has to intersect B. This contradicts the detour property of L, since a detour path γ has to lie entirely in ∞ k=0 Ω k . In dimension 2 we obtain some interesting consequences. A point x in a metric space X is a local cut point if there exists a connected open neighborhood U of x such that U \ {x} is disconnected.
2 be a detour set, whose complementary components
K is locally connected, and (iv) K has a dense set of local cut points.
Proof. For (i) we do not need to use the detour property. We work with the topology of the Riemann sphere C. Assume that K is disconnected and consider two of its components K 1 , K 2 , which are necessarily compact. Then we can find a set
This contradicts the assumption that Ω k is simply connected. For (ii) we argue by contradiction, assuming that there exists δ > 0 such that the set Z := {k : diam(Ω k ) ≥ δ} is infinite. We first show that there exists a set of lines with positive measure, parallel to one of the two directions given by the definition of a detour set, that intersect Ω k for infinitely many k ∈ Z.
Denote by v 0 , w 0 ∈ R 2 the two linearly independent directions as in the definition of a detour set, and the corresponding lines by L v0 and L w0 . Also, for v ∈ {v 0 } ⊥ and
and L w := L w0 + w, which are parallel translations of L v0 and L w0 , respectively. If Ω k is a bounded component and diam(Ω k ) ≥ δ, there exists a line segment I k with endpoints on ∂Ω k that has diameter at least δ. We partition this segment in three segments of equal length and denote the middle
one by J k . By projecting J k to {v 0 } ⊥ and {w 0 } ⊥ we see that there exists a constant c > 0 depending only on the angle between v 0 and w 0 such that
Without loss of generality, we may assume that for infinitely many k ∈ Z we have
We also shrink Z so that this is the case for all k ∈ Z. Hence, if L v ∩ J k = ∅ for some k ∈ Z, then the projection of J k to {v 0 } ⊥ has length at least cδ/2. This is also the case for the other two subsegments of
Since K is compact, it follows that {v ∈ {v 0 } ⊥ : L v ∩ K = ∅} is contained in a compact interval. Hence, by the Borel-Cantelli lemma we obtain that the set {v ∈ {v 0 } ⊥ : v ∈ A k for infinitely many k ∈ Z} has positive measure. In particular, we can find a non-exceptional line L := L v with the detour property as in Definition 3.1 such that v ∈ A k for infinitely many k ∈ Z. By shrinking Z we assume that this holds for all k ∈ Z, and that Ω k is bounded for all k ∈ Z. Now, observe that, by construction, both boundary lines of the
This implies that U \ Ω k has two unbounded components, and any curve γ ⊂ U connecting them must intersect Ω k . Thus, if γ is a detour path very close to the line L, it has to intersect Ω k for all k ∈ Z, and in particular it has to intersect infinitely many sets Ω k . This contradicts the detour property of L. The proof of (ii) is completed.
In our setting, local connectedness follows immediately from (ii); see [Mil06, Lemma 19 .5].
Next, we prove (iv). We fix a complementary Jordan region Ω k0 , and we claim that there exists a component Ω l , l = k 0 such that Ω k0 ∩Ω l = ∅. We assume that for the moment, and fix a point z ∈ Ω k0 ∩Ω l . We now show that this is a local cut point of K. Consider a small connected neighborhood W of z in K, contained in B(z, ρ), where ρ < min{diam(Ω k0 ), diam(Ω l )}. This exists by the local connectedness of K, from (ii). Let β 1 ⊂ Ω k0 be a simple open path from a point x 1 ∈ Ω k0 \ B(z, ρ) to z. Also, let β 2 ⊂ Ω l be a simple open path from a point x 2 ∈ Ω l \ B(z, ρ) to z. We concatenate the paths β 1 and β 2 with a simple path β 3 ⊂ R 2 \ (β 1 ∪ β 2 ∪ B(z, ρ)) that connects x 1 and x 2 , to obtain a loop β. Note that β ∩ W = {z}, and W \ β is disconnected, so z is a local cut point. Indeed, arbitrarily close to z there are points of ∂Ω k0 ∩ W lying in the "interior", and points lying in the "exterior" of the loop β.
Since int(K) = ∅ by Lemma 3.2, it follows that the complementary components Ω k are dense in K. Thus, a point x ∈ K either has arbitrarily small neighborhoods intersecting infinitely many components Ω k , or every small neighborhood of x intersects finitely many sets Ω k . In the first case, by (ii) we can find arbitrarily small sets Ω k near x, and thus we can find local cut points near x, by the previous paragraph. In the latter case, again because int(K) = ∅, we must have x ∈ Ω k1 ∩ Ω k2 for some k 1 = k 2 . The argument in the previous paragraph shows that x is a local cut point. Hence, indeed there exists a dense set of local cut points.
Finally, we show our initial claim. We fix a set Ω k0 , and we shall show that there exists l = k 0 such that Ω k0 ∩ Ω l = ∅. As in the proof of (ii), we consider the directions v 0 , w 0 ∈ R 2 along which the lines with the detour property exist. By projecting ∂Ω k0 to {v 0 } ⊥ and {w 0 } ⊥ , we see that one of the two projections, say the one on {v 0 } ⊥ , is a non-trivial interval A. Consider two lines L v1 , L v2 , for v 1 , v 2 ∈ A, using the notation from (ii). Then the strip U defined by the two lines is separated by ∂Ω k0 , i.e., U \ ∂Ω k0 is disconnected. We fix a non-exceptional line L v , parallel to v 0 , between L v1 and L v2 that has the detour property. We also consider a detour path γ, as in the Definition 3.1 that lies in U . Then γ has to intersect ∂Ω k0 . Note that, by definition, γ is contained in a finite union Ω k1 ∪ · · · ∪ Ω km , with k 0 ∈ {k 1 , . . . , k m }. By the connectedness of γ, the set Ω k0 cannot have positive distance from the other sets in the union, provided these are more than one, thus there exists l ∈ {k 1 , .
It remains to prove that {k 1 , . . . , k m } {k 0 }. For this, it suffices to have that γ intersects both complementary components of ∂Ω k0 . If Ω k0 is a bounded component, then the statement is trivial, since γ already meets the unbounded component of K. If Ω k0 is the unbounded component, and V is the (bounded) Jordan region enclosed by ∂Ω k0 , then γ has to intersect V as one can see by a connectedness argument.
Remark 3.4. The proof of (iv) shows the stronger conclusion that for every complementary Jordan region Ω k there exists l = k such that Ω k ∩ Ω l = ∅. In fact, by refining the argument, one can show that for every arc J ⊂ ∂Ω k there exists l = k such that J ∩ Ω l = ∅. In particular, the set of local cut points of K which lie on ∂Ω k are dense in ∂Ω k . Proposition 3.6. Let K ⊂ R n be a detour set. If m n (∂Ω k ) = 0 for all k ∈ N∪{0}, and
Recall that Ω 0 is the unbounded complementary component of K, and {Ω k } k≥1 is the family of the bounded components.
Remark 3.7. This proposition already shows the special feature of a detour set. To illustrate that, we note that each square Sierpińki carpet in the plane trivially satisfies the assumptions that the boundaries of complementary components, which are squares, have measure zero, and that the sum of the areas of the squares is finite. However, by modifying the construction of the standard Sierpiński carpet, it is very easy to construct carpets having positive area. The reason is, of course, that carpets fail to be detour sets, because the closures of their complementary components are disjoint.
Proof. We fix one of the directions v 0 as in Definition 3.1, along which the lines with the detour property exist. We write
n−1 to denote the lines parallel to v 0 . The assumption that m n (∂Ω k ) = 0 and Fubini's theorem imply that
hence, we need to obtain an estimate for
We fix a line L = L v , and a finite set Z ⊂ N ∪ {0} that contains 0. The set L \ k∈Z Ω k is an open subset of the line L, so it is the union of at most countably many open intervals. We enumerate the intervals that intersect K by {I j } j∈N . In case these are finitely many, we set I j = ∅ for large j. Note that all the intervals I j are bounded (since 0 ∈ Z) and have their endpoints on sets ∂Ω k , k ∈ Z, but otherwise they are disjoint from k∈Z Ω k .
We now fix one interval I = I j =: (x, y) and estimate diam(I). Let δ > 0, and consider a compact subinterval [a, b] ⊂ (x, y) such that |x − a| < δ and |y − b| < δ. Let γ be a detour path as in Definition 3.1 that lies η-close to the line L, where 0 < η < δ is so small that the η-neighborhood of [a, b] does not intersect the closed set k∈Z Ω k . Then we can choose a subpath γ I ⊂ γ that is entirely contained in the η-neighborhood of [a, b] , and whose endpoints c, d satisfy |a − c| < η < δ and |b − d| < η < δ; see Figure 4 . In particular, γ I does not intersect k∈Z Ω k and stays entirely in k /
∈Z Ω k , and in fact, it intersects only finitely many sets Ω k . Hence,
We now fix finitely many intervals I 1 , . . . , I N and perform the same procedure for each interval I j = [x j , y j ] to obtain paths γ j as above, that do not intersect k∈Z Ω k and are contained in the union of finitely many sets Ω k . We note that δ is still fixed. By running a greedy algorithm we group the indices j into finite sets A i , i = 1, . . . , M such that:
(i) indices j lying in distinct sets A i intersect disjoint sets of regions Ω k , and (ii) j∈Ai k:Ω k ∩γj =∅ Ω k is connected for all i = 1, . . . , M .
We fix i, and points z, w ∈ j∈Ai I j . Assume that z ∈ I j1 and w ∈ I j2 . We have
We bound the first and the last term using (3.2). For the middle term follow the procedure used in the proof of (3.2). Namely, we have
where in the last step we used the connectedness of j∈Ai k:Ω k ∩γj =∅ Ω k , by the property (ii) of the set A i . Hence, we obtain the estimate
This yields the bound diam(
Hence,
Recall that the detour paths γ j do not intersect Ω k , k ∈ Z and
by definition. Using the property (i) of the sets A i we can combine the two sums in one sum:
Letting δ → 0 we obtain
Since there is no dependence on N in the RHS, we can let N → ∞, so we have
n−1 and using Fubini's theorem we have
The latter series is convergent, by assumption. Hence, if we let Z → N ∪ {0} we obtain m n (K) = 0 by (3.1), as desired.
Hölder domains
In this section we discuss Hölder domains and we prove some lemmas that will be need in the proof of the Main Theorem. We pay particular attention to the implicit constants in the various inequalities proved, and their dependence on the data.
Let D ⊂ R n be an open set. For a point x ∈ D let δ D (x) := dist(x, ∂D). We define the quasihyperbolic distance of two points x 1 , x 2 ∈ D to be
where the infimum is taken over all recrifiable paths γ ⊂ D connecting x 1 and x 2 . 
We often drop the notation (α, c) and we say that D is a Hölder domain if the constants are irrelevant.
A
(i) the cubes of W (D) have disjoint interiors, and
and D 0 := ∅. Each Whitney cube Q is contained in D j \ D j−1 for some j ∈ N. Also, we denote by x Q and (Q) the center and sidelength of the cube Q, respectively. 
The implicit constants depend only on α, c, n, β and not on γ.
Proof. By (4.1) we have
with implicit constant depending on α, c, n. Since γ is a quasihyperbolic geodesic starting at x 0 , there exists a uniform constant N ∈ N such that for each j ∈ N there exist at most N Whitney cubes Q ∈ D j \ D j−1 intersecting γ. This follows from the observation that the quasihyperbolic distance of two points is comparable to the number of Whitney cubes that the geodesic intersects, between the two points.
We now have
β By the properties of the Whitney cubes we have δ D (x Q ) (Q), so the conclusion follows.
In particular,
, and
with implicit constants depending only on α, c, n.
Proof. We fix a quasihyperbolic geodesic γ as in the statement. For any Whitney cube Q ∈ W (D) and points x 1 , x 2 ∈ Q we have k D (x 1 , x 2 ) 1. Thus,
Applying Lemma 4.2 for β = 1 we obtain the desired bound δ D (x 0 ). The other parts follow trivially since
Lemma 4.4. Let D ⊂ R n be a Hölder domain with basepoint x 0 . Then each point x ∈ ∂D is the landing point of a quasihyperbolic geodesic γ passing through x 0 .
Proof. Let x ∈ ∂D and consider a sequence x k ∈ D with x k → x. Let γ k be a quasihyperbolic geodesic from x k to x 0 . By Lemma 4.3 we have that H 1 (γ k ) is uniformly bounded, independent of k. By the Arzelà-Ascoli theorem there exists a subsequence, still denoted by γ k , that converges uniformly to a rectifiable path γ, connecting x to x 0 , with H 1 (γ) ≤ lim inf k→∞ H 1 (γ k ) < ∞. If y, z ∈ γ ∩ D are arbitrary points, and y k , z k ∈ γ k are points converging to y and z, respectively, then by Fatou's lemma
since γ k is a geodesic for each k. On the other hand, by the definition of the quasihyperbolic metric we have
ds.
This shows that γ is a quasihyperbolic geodesic, as desired.
Definition 4.5. Let D ⊂ R n be a Hölder domain with basepoint x 0 . For a Whitney cube Q ∈ W (D) we define the shadow of Q to be the set SH(Q) of points in x ∈ ∂D, such that there exists a quasihyperbolic geodesic, intersecting Q, from x to the basepoint x 0 . We also define
s(Q) := diam(SH(Q)).
Lemma 4.6. Let D ⊂ R n be a (α, c)-Hölder domain with basepoint x 0 . We have
The first inequality is proved in [JS00, Section 3, p. 275] and, in fact, the implicit constant depends only on n. The integrability of the quasihyperbolic distance in Hölder domains is the conclusion of [SS90, Theorem 2].
We also include a technical lemma.
Lemma 4.7. Let D ⊂ R n be a Hölder domain with basepoint x 0 . For every ε > 0 and every x ∈ ∂D there exists r > 0 such that for all points y ∈ B(x, r) ∩ ∂D there exist adjacent Whitney cubes Q x , Q y ∈ W (D) with x ∈ SH(Q x ), y ∈ SH(Q y ), and (Q x ) ≤ ε, (Q y ) ≤ ε. Furthermore, the quasihyperbolic geodesic from x to x 0 , restricted to a subpath from x to Q x , does not intersect any Whitney cube Q with (Q) > ε. The same holds for the corresponding subpath of the geodesic from y to x 0 .
Proof. Assume there exist ε > 0, x ∈ ∂D and a sequence x n → x such that the conclusion fails. Then the quasihyperbolic geodesics γ n from x n to x 0 subconverge uniformly to a quasihyperbolic geodesic γ from x to x 0 , as in the proof of Lemma 4.4. Let Q x be the last Whitney cube of sidelength smaller than ε/4 that γ intersects, as it travels from x to x 0 . For a fixed sufficiently large n, γ n intersects an adjacent cube Q y of Q x , by the uniform convergence. By the properties of Whitney cubes we have that (Q y ) ≤ 4 (Q x ) < ε. Again by uniform convergence we see that if γ n intersects a cube Q y with (Q y ) ≥ ε before hitting Q y , then γ intersects an adjacent cube Q x with (Q x ) ≥ ε/4, before hitting Q x , which is a contradiction. The whole argument leads to a contradiction, so the statement of the lemma is true.
Finally, we need the following lemma:
Lemma 4.8 (Corollary 4, [SS90]). If D ⊂ R
n is a Hölder domain, then m n (∂D) = 0.
In fact the Hausdorff dimension of ∂D is strictly less than n, but we will not need this result.
Sobolev function estimates
We say that two Whitney cubes Q 1 and Q 2 of a domain D ⊂ R n with, say, (Q 1 ) ≥ (Q 2 ) are adjacent, if a face of Q 2 is contained in a face of Q 1 . In other words, the intersection Q 1 ∩Q 2 contains an open subset of a hyperplane R n−1 ⊂ R n .
Lemma 5.1. Let D ⊂ R n be an open set, and
where the implicit constant depends only on n.
The proof follows easily from the fundamental theorem of calculus and Fubini's theorem in case the cubes have equal sidelength. We include the proof for the sake of completeness.
Proof. By density, it suffices to assume that f ∈ C 1 (D). If Q 1 and Q 2 are cubes of equal sidelength, we assume that Q 1 = [0, h] n and Q 2 = [h, 2h] × [0, h] n−1 . Then for z ∈ Q 1 and e 1 := (1, 0, . . . , 0) ∈ R n we have
Note that z + he 1 ∈ Q 2 . We write z = (x, y) ∈ R × R n−1 , and we have
Now, if (Q 1 ) < (Q 2 ) we either have (Q 2 ) = 2 (Q 1 ) or (Q 2 ) = 4 (Q 1 ). We treat only the first case, since the second is similar. We subdivide Q 2 into 2 n dyadic cubes
of sidelength equal to (Q 1 ). Note that for each Q i there exists a chain of distinct cubes ∆ 0 , . . . , ∆ m , such that for each j ≥ 1 the cube ∆ j is equal to some Q k , ∆ 0 = Q 1 , ∆ m = Q i , and ∆ j is adjacent to ∆ j+1 . Hence, applying the estimate for adjacent cubes of equal size m times we obtain
Thus, 
The implicit constant depends only on α, c, p, n.
Proof. Consider the concatenation γ of two quasihyperbolic geodesics: one from x 0 to x, and one from x 0 to y. These exist by Lemma 4.4. The Whitney cubes intersecting γ contain a bi-infinite chain of adjacent cubes {Q i } i∈Z ⊂ W (D), such that Q i → x as i → −∞ and Q i → y as i → ∞. By continuity, Lemma 5.1, and Hölder's inequality, we have
By Hölder's inequality, the latter is bounded above by
We bound the last sum trivially by D |∇f | p 1/p . For the first sum we observe that β := (1−n/p)p > 0 and then using Lemma 4.2 we obtain the bound diam(D) 1−n/p . These two terms, combined, yield the result.
The next proposition is proved exactly as [JS00, Proposition 1]. The statement is different, though, so we include the proof here.
Proposition 5.3. Assume that D ⊂ R
n is a Hölder domain with basepoint x 0 , and
for a.e. line L parallel to a fixed direction.
Proof. We fix a line L parallel to a direction v 0 ∈ R n . We fix ε > 0, and for each x ∈ L ∩ ∂D we consider a ball B(x, r) such that the conclusion of Lemma 4.7 holds. By compactness of L ∩ ∂D we only need finitely many such balls B(x i , r i ), i = 1, . . . , N to cover L ∩ ∂D. We have
which we will bound soon by a diameter bound.
Let i ∈ {1, . . . , N } and y i ∈ L ∩ ∂D ∩ B(x i , r i ). By Lemma 4.7 we can connect y i to x i by a path γ i that that is a concatenation of two quasihyperbolic geodesics with a segment inside two adjacent Whitney cubes, with the property that γ i intersects only Whitney cubes of sidelength at most ε. By continuity and Lemma 5.1, we have the estimate
and thus, by choosing a suitable point y i , we have
In case there exist i, j ∈ {1, . . . , N } with i = j such that γ i and γ j intersect some common Whitney cube, we concatenate them inside the cube to obtain the better
By doing finitely many concatenations (e.g. as in the construction of the sets A i in the proof of Proposition 3.6) we obtain a new family of paths γ i , i = 1, . . . , N that intersect disjoint sets of Whitney cubes, and (5.1) implies
Since no cube is used twice in the above sums, we obtain
n−1 , and we have by Fubini's theorem
where in the last step we applied Hölder's inequality for 1 p + 1 p = 1. In order to let ε → 0 and obtain the conclusion, it suffices to have
Lemma 4.6. Furthermore, p (n − 1) ≤ n for p ≥ n. Hence, the boundedness of D from Lemma 4.3, and Hölder's inequality yield the conclusion.
Main Theorem
In this section we give the proof of the Main Theorem.
Definition 6.1. Let K ⊂ R n be a compact set. We say that K is a Hölder detour set if there exist α, c > 0 such that its bounded complementary components {Ω k } k≥1 are (α, c)-Hölder domains, and for the unbounded component Ω 0 there exists a large ball B(0, R) ⊃ ∂Ω 0 such that Ω 0 ∩ B(0, R) is an (α, c)-Hölder domain.
Lemma 6.2. Let K ⊂ R n be a Hölder detour set. Then m n (K) = 0, and
Proof. By Proposition 3.6, it suffices to have that m n (∂Ω k ) = 0 for all k ∈ N ∪ {0}, and that
The first follows from Lemma 4.8, and the second from Lemma 4.3, which implies that
We now restate the Main Theorem.
Theorem 6.3. Let K ⊂ R n be a Hölder detour set, and let p > n. Then any continuous function f :
By the remarks prior to Definition 1.2, it suffices to prove that f ∈ W 1,p (U ), where U := B(0, R) is some large ball containing K.
Before starting the proof, we note that f ∈ W 1,p (U ) if and only if:
. . , v n that span R n such that for each direction v i the function f is absolutely continuous in almost every line L parallel to v i , and (iii) the partial derivative ∂ vi f of f in the direction of v i lies in L p (U ), for i = 1, . . . , n.
The absolute continuity in (ii) is interpreted in the local sense, namely every point x ∈ L ∩ U has an open neighborhood in L ∩ U on which f is absolutely continuous.
Assume that K is as in the theorem. Note that m n (K) = 0 by Lemma 6.2. Thus, in order to prove the theorem, it suffices to "upgrade" the absolute continuity on lines L ∩ (U \ K) to absolute continuity on lines L ∩ U . For this we will use the following basic lemma:
Lemma 6.4. Let f : (0, 1) → R be a continuous function, and let A ⊂ (0, 1) be a compact set. Assume that f is absolutely continuous in every interval I ⊂ (0, 1)\A, and that (0,1)\A |f | < ∞. If m 1 (f (A)) = 0, then f is absolutely continuous on (0, 1). If (0, 1) is replaced by an open set U ⊂ R but the other assumptions are unchanged, then the conclusion is that f is absolutely continuous on every component of U .
The lemma can be proved easily using the definition of absolute continuity, or it can be derived from the Banach-Zaretsky theorem [BC09, Theorem 4.6.2, p. 196].
If L v0 is a line parallel to a direction
gives the family of lines parallel to v 0 . If ∂ v0 f is the partial derivative of f in the direction v 0 , then
for a.e. v ∈ {v 0 } ⊥ , as one sees from Fubini's theorem and Hölder's inequality. The strategy of the proof of the Main Theorem is to estimate m 1 (f (L v ∩ K)), and show that this is equal to 0 for a.e. v by integrating over all lines L v parallel the direction v 0 . Then by Lemma 6.4 we will conclude that f is absolutely continuous on a.e. line parallel to v 0 . We also need this to be true for a set of directions {v 1 , . . . , v n } that span R n . We are now ready to prove the Main Theorem. We invite the reader to compare the proof with the proof of Proposition 3.6.
Proof of Theorem 6.3. We show that m 1 (f (L ∩ K)) = 0 for a.e. line L that is parallel to one of the directions v 0 , along which the lines with the detour property exist in Definition 3.1. There are n such directions that span R n , so this suffices by the preceding remarks.
Recall here that U is large ball that contains K, such that U ∩ Ω 0 is a Hölder domain. Proposition 5.3 implies that m 1 (f (L ∩ ∂Ω k )) = 0 for all k ∈ N ∪ {0} and for a.e. line L, parallel to v 0 . Thus, it suffices to prove that
Let Z ⊂ N ∪ {0} be a finite set that contains 0. We fix a line L, parallel to v 0 . The set L ∩ U \ k∈Z Ω k is an open subset of L, so it is the union of at most countably many open intervals. Let {I j } j∈N be the family of these intervals that intersect K, where we set I j = ∅ for large indices j if the intervals are finitely many. Note that if I j ∩ K = ∅, then I j does not intersect ∂U , and has its endpoints on sets ∂Ω k , k ∈ Z. This is because the index k = 0 is already contained in Z.
We first fix one interval I = I j and we estimate m 1 (f (I ∩ K)). Since f is uniformly continuous in a neighborhood of I, for a fixed ε > 0 there exists δ > 0 such that |f (z)−f (w)| < ε whenever |z −w| < δ, and z, w lie in the δ-neighborhood of I. Let x, y ∈ I ∩ K be such that |f (x) − f (y)| = diam(f (I ∩ K)). Consider a compact subinterval [a, b] ⊂ (x, y) such that |x−a| < δ/4 and |y−b| < δ/4. Let γ be a detour path as in Definition 3.1 that lies η-close to the line L, where 0 < η < δ/4, and η is so small that the η-neighborhood of [a, b] does not intersect the closed set k∈Z Ω k . Then we can choose a subpath γ I of γ that is entirely contained in the η-neighborhood of [a, b], and whose endpoints c, d satisfy |a − c| < η < δ/4 and |b − d| < η < δ/4; see Figure 4 . In particular, γ I does not intersect k∈Z Ω k . Note that |c − x| < δ/2 and |d − y| < δ/2. Now, using the uniform continuity we have
Recall that γ I is contained in the union of finitely many sets Ω k , k / ∈ Z. If c, d lie on boundaries of sets Ω k , then using the fact that {k : Ω k ∩ γ I = ∅} is a finite set and the triangle inequality we have the estimate Figure 4 . The detour path γ and its subpath γ I .
If c ∈ Ω k , then dist(c, ∂Ω k ) < |c − x| < δ/2, and a similar inequality is true for d in case it lies in some set Ω k . By the uniform continuity we thus have
Summarizing, we have the estimate
We now fix finitely many intervals I 1 , . . . , I N and run the same procedure for each individual interval to obtain points x j , y j ∈ I j such that diam(f (I j ∩ K)) = |f (x j )−f (y j )|, and paths γ j = γ Ij as above, that do not intersect k∈Z Ω k , and are contained in the union of finitely many regions Ω k . We note that ε is still fixed. By running a greedy algorithm we group the indices j into finite sets A i , i = 1, . . . , M such that: (i) indices j lying in distinct sets A i intersect disjoint sets of regions Ω k , and (ii) j∈Ai k:Ω k ∩γj =∅ Ω k is a connected set for all i = 1, . . . , M .
We fix i, and points z, w ∈ j∈Ai I j ∩ K. Assume that z ∈ I j1 and w ∈ I j2 . We have
We bound the first and last term using (6.1). For the middle term we employ the same procedure that we used to derive (6.1); here we need the property (ii) of the set A i to "travel" from x j1 to x j2 using sets Ω k that are intersected by γ j for j ∈ A i . Thus, we get the estimate
Combining the above we obtain
This yields the bound
Hence, we have
Recall here that the detour paths γ j do not intersect Ω k , k ∈ Z, and
by Definition 3.1. Using the property (i) of the sets A i we can write the above estimate as a single sum:
Note that ε was arbitrary, so letting ε → 0 we have
Finally, letting N → ∞ we obtain
To finish the proof we integrate over all lines
and using Fubini's theorem we have
If the last sum is convergent, by letting Z → N ∪ {0} we obtain that
for a.e. v ∈ {v 0 } ⊥ , as desired. To prove our claim we use Proposition 5.2, applied to
n by Lemma 4.3, with uniform constants. Applying Hölder's inequality for the exponents 1 p + 1 p = 1, the latter expression is bounded by
7. Constructions and Examples 7.1. A construction. We give a general construction of detour sets in the plane.
Proposition 7.1. Let K m ⊂ K m−1 ⊂ R 2 , m ∈ N be a sequence of compact sets with the property that int(K m ) the union of finitely many simply connected, locally connected regions {V i,m } i∈Im , and also R 2 \ K m has finitely many connected components {Ω j,m } j∈Jm . Furthermore, assume that the diameters of V i,m shrink to 0 as m → ∞, i.e., Proof. Let L ⊂ R 2 be a line intersecting K and fix ε > 0. We shall show that there exists a detour path γ lying in the ε-neighborhood of L. We fix a large m ∈ N such that diam(V i,m ) < ε for all i ∈ I m . The set L \ int(K m ) is contained in j∈Jm Ω j,m , so it also is contained in the union of finitely many complementary components of K, since K ⊂ K m . In order to construct a detour path γ, we need to create small detours for the parts of L intersecting int(K m ).
More specifically, we claim that we can cover L∩int(K m ) by finitely many closed intervals [x i , y i ], such that each interval has both of its endpoints on some set ∂V i,m . Note that under our assumptions ∂V i,m is path-connected. Replacing each of these intervals with an arc of ∂V i,m , which has diameter at most ε, we obtain the desired detour path that lies ε-close to L. Finally we note that i∈Im ∂V i,m is contained in the closures of finitely many complementary components of K, so L has the detour property as required in Definition 3.1.
The construction of the intervals [x i , y i ] is done as follows. Assume that L = R and in particular it has the standard ordering. Then it meets the components V i,m , i ∈ I m in some order, with respect to the point of first entry. We let x 1 ∈ ∂V i,m be the first entry point of L into some component V i,m of int(K m ), and y 1 ∈ ∂V i,m , y 1 ≥ x 1 be the last exit point of L from V i,m . Then we let x 2 ≥ y 1 , be the first entry point of L into the "next" component V i ,m , and y 2 ≥ x 2 be the last exit point. We proceed inductively.
A construction "dual" to this one is the following. A good example of this construction to have in mind is the Sierpiński gasket.
Proposition 7.2. Let K 0 ⊂ R 2 be a compact set such that int(K 0 ) consists of finitely many disjoint Jordan regions V i,0 , i ∈ I 0 , and R 2 \ K 0 is the union of at least two, but finitely many disjoint Jordan regions Ω j,0 , j ∈ J 0 . Once K m−1 is defined, we define K m by removing from each component V i,m−1 , i ∈ I m−1 of int(K m−1 ) a Jordan region Ω j,m , j ∈ J m , in such a way that (i) ∂Ω j,m intersects ∂V i,m−1 ∩ ∂Ω j ,k , k ∈ {0, . . . , m − 1}, j ∈ J k , whenever the latter is non-empty, and (ii) int(K m ) has finitely many components. Furthermore, assume that
Then the set K := ∞ m=0 K m is a detour set. Proof. First we prove that the inductive construction is valid. For this, we need to check that each component V i,m of int(K m ) is a Jordan region for all m ≥ 0. We do this for K 1 .
Under the assumptions, the boundary of each component V i,0 of int(K 0 ) has to intersect at least two boundaries ∂Ω j,0 , ∂Ω j ,0 . Indeed, otherwise, we would have ∂V i,0 ⊂ ∂Ω j,0 for some j, so Ω j,0 would have to be an unbounded Jordan region. However, by assumption, there exists some Ω j ,0 ⊂ R 2 \ V i,0 with j = j. This contradicts the simple connectedness of Ω j,0 .
Assume now that Ω j,1 is removed from V i,0 in the construction of K 1 . Then, by construction, ∂Ω j,1 has to intersect all boundaries ∂Ω j ,0 that intersect ∂V i,0 .
Hence, the preceding paragraph implies that ∂Ω j,1 intersects ∂V i,0 in at least two points. We now use following general fact:
If Ω ⊂ V are bounded Jordan regions, and ∂Ω ∩ ∂V contains at least two points, then each component of V \ Ω is a Jordan region, whose boundary intersects both ∂Ω and ∂V . If ∂Ω ∩ ∂V contains only one point, then V \ Ω is not a Jordan region.
In our case, this implies that each component V i ,1 of V i,0 \ Ω j,1 is a Jordan region. Furthermore, V i ,1 has to intersect ∂Ω j,1 and ∂V i0 , so in particular it also intersects some ∂Ω j ,0 . Note at this point that ∂V i ,1 cannot intersect more than three sets ∂Ω l,m , m ∈ {0, 1}, l ∈ J m , since the removed region Ω j,1 must intersect all non-empty sets ∂V i,0 ∩ ∂Ω l,0 , l ∈ J 0 by construction. Now, the same argument can be run with V i,0 replaced by V i ,1 , and one proceeds inductively to prove that V i,m is a Jordan region for all i, m.
In order to prove that K is a detour set, by Proposition 7.1, it suffices to prove that the diameters of V i,m converge to 0, under our assumptions. From the preceding paragraph we observe that for m ≥ 1 and i ∈ I m the set ∂V i,m is contained in the union of at most three sets ∂Ω j,k , k ∈ {0, . . . , m}.
We argue by contradiction, assuming that for some ε > 0 there exists a sequence
Since the diameters of Ω j,m converge to 0, and ∂V k is contained in the union of three sets ∂Ω j,m , we conclude that there exists some set Ω j1,m1 =: Ω 1 such that A k := ∂Ω 1 ∩ ∂V k = ∅, and diam(A k ) ≥ ε/3 for infinitely many k ∈ N. By passing to a subsequence, we assume that this holds for all k, and that A k intersects the same non-trivial segment of ∂Ω 1 for all k.
From the construction we see that this is only possible if A k ⊂ A k−1 , and V k ⊂ V k−1 . Thus, the endpoints x k , y k of A k converge to distinct points x, y ∈ ∂Ω 1 . This shows that there exists δ > 0 such that for all large enough k the points x k , y k are at least δ apart. Hence, the complementary arc of A k in ∂V k has diameter at least δ. Using again the fact that there are finitely many "large" sets Ω j,m , we see that there exists Ω j2,m2 =: Ω 2 , distinct from Ω 1 , such that B k := ∂Ω 2 ∩ ∂V k = ∅, and diam(B k ) ≥ δ/3 for infinitely many k ∈ N. Using a subsequence, we may assume that this holds for all k. Note that B k ⊂ B k−1 , and that B k is adjacent to A k , i.e., A k ∩ B k contains at least one point.
Summarizing, we have that the Jordan curve ∂V k contains two adjacent arcs A k ⊂ ∂Ω 1 and B k ⊂ ∂Ω 2 with diameters bounded below by some ε 0 > 0 for all k ∈ N, and such that A k and B k are decreasing in k.
Assume that A k and B k share only one endpoint for infinitely many k, and thus for all k after passing to a subsequence. The set ∂V k is the union of at least two but at most three sets ∂Ω j,m . Thus, there exists a third arc C k connecting the other endpoints of A k and B k , so that ∂V k = A k ∪ B k ∪ C k . For each k the arc C k is contained in some ∂Ω k := ∂Ω j k ,m k . The sets Ω k have to be distinct, since V k is obtained when we remove from the previous level of the construction a "new" Jordan region Ω j,m , which has to intersect ∂V k by the general fact mentioned in the beginning of the proof. If z k ∈ A k , w k ∈ B k are the endpoints of C k , then they converge to distinct points z, w, because the diameters of A k and B k are bounded below. This implies that diam(C k ), and thus diam(Ω k ), does not converge to 0, a contradiction.
If A k and B k share both endpoints for all but finitely many k, using the fact that both sequences of sets are decreasing, we conclude that they are constant eventually. Passing to a subsequence, we assume that A k = A and B k = B are arcs lying in the boundary of V k for all k. If k is fixed, then in the next level of the construction a Jordan region Ω j,m has to be removed from V k , in such a way that ∂Ω j,m intersects both A and B. However, A and B cannot be partitioned, since they are present as boundaries of V l , l ≥ k, so the only possibility is that ∂Ω j,m ∩ ∂V k is equal to one of the two points in A ∩ B. By the general fact, however, V k \ Ω j,m cannot be a Jordan region, which contradicts the construction.
Remark 7.3. If K is constructed inductively as in Proposition 7.1 or Proposition 7.2, then any homeomorphism h : R 2 → R 2 yields a set K = h(K) that can also be constructed inductively, by pushing forward the construction of K, via h. Furthermore, the assumptions on the shrinking diameters remain invariant under homeomorphisms, so if K is a detour set then the set K is also a detour set.
7.2. Examples. By Proposition 7.1 we see that K has the detour property. Furthermore, all bounded components of R 2 \ K are equilateral triangles, which are uniform Hölder domains. The unbounded component is also a Hölder domain. Thus, K is a Hölder detour set. By Theorem 1.3, K is W 1,p -removable for p > 2.
7.2.2. Apollonian gaskets. An Apollonian gasket is constructed inductively as follows. Let C 1 , C 2 , C 3 be three mutually tangent circles in the plane with disjoint interiors, and let Ω 1 , Ω 2 , Ω 3 be the disks that they enclose, respectively. Then by a theorem of Apollonius there exist exactly two circles that are tangent to all three of C 1 , C 2 , C 3 . We denote by C 0 the outer circle that is tangent to C 1 , C 2 , C 3 , and by Ω 0 the unbounded region in the exterior of C 0 . For the inductive step we apply Apollonius's theorem to all triples of mutually tangent circles of the previous step. In this way, we obtain a countable collection of circles {C k } k≥0 , and Jordan regions {Ω k } k≥0 . The set K := R 2 \ ∞ k=0 Ω k is an Apollonian gasket. We will show that K is a detour set using Proposition 7.2. Define K 0 = R 2 \ 3 k=0 Ω k , and
Observe that every three mutually tangent circles split the sphere C in two components which are Jordan regions. The set int(K 0 ) has finitely many components which are Jordan regions, and the interior of its complement consists of 4 disjoint Jordan regions. Inductively, int(K m ) has finitely many components, which are all Jordan regions for m ≥ 0. Furthermore K m+1 is obtained from K m exactly as in the setting of Proposition 7.2. Namely, from each component V of int(K m ), we remove a disk that is tangent to all three circles comprising the boundary of V . Finally, the diameters of the circles that we remove have to converge to zero. Indeed, if r k is the radius of C k , then
Hence, K is indeed a detour set. All bounded components of R 2 \K are disks, so they are uniform Hölder domains. The unbounded component is also a Hölder domain. Thus, K is W 1,p -removable for p > 2, by Theorem 1.3. 7.2.3. Julia sets. Detour sets also appear in the setting of Complex Dynamics as Julia sets of certain types of rational maps. Let f : C → C be a rational map of degree at least 2. We denote by f n the n-fold composition f • · · · • f . The Julia set J (f ) of f is the set of points z ∈ C that have an open neighborhood U ⊂ C on which {f n } n∈N fails to be a normal family. The complement of the Julia set in C is called the Fatou set and is denoted by F(f ). See [Mil06] for background on Complex Dynamics. In [DRS07] the family of rational maps f λ (z) = z 2 + λ/z 2 , λ ∈ C is studied. The point ∞ lies in the Fatou set, and in fact, there exists a Jordan region B ⊂ C containing ∞ that lies in the Fatou set. B is called the basin of attraction of ∞. Furthermore, f λ has four finite critical points of magnitude |λ| 1/4 (0 is also a critical point but it is also a pole). One of their results is the following:
Theorem 7.4 (Theorem 3.1, [DRS07] ). If all four critical points of f λ are strictly preperiodic and they lie in ∂B, then J (f ) is a generalized Sierpiński gasket.
A point z ∈ C is preperiodic if its orbit {f n (z)} n∈N is a finite set. We say that z is strictly preperiodic if z is periodic and f n (z) = z for all n ∈ N. The notion of a generalized Sierpiński gasket is introduced in Section 2 of that paper, and it is special case of our construction in Proposition 7.1, if we drop the assumption on the diameters of the sets V i,m . Assume that f λ is as in the theorem. Translating the setting of [DRS07] to our setting, we have Ω 0 = B, K 0 = R 2 \ Ω 0 , and K m = f −m λ (K 0 ). The components V i,m of int(K m ) are bounded by so-called m-disks, and it is proved in Proposition 3.6 [DRS07] that their diameters converge to 0. Hence, by Proposition 7.1 the Julia set J (f ) is a detour set.
In order to conclude that J (f ) is W 1,p -removable for p > 2 it suffices to have that all the Fatou components are uniform Hölder domains. The fact that the critical points of f have finite orbit, or equivalently f is postcritically finite, implies that f is sub-hyperbolic [Mil06, Section 19] . It is a known fact that the Fatou components of sub-hyperbolic maps are uniform John domains, which is strictly stronger than the notion of a Hölder domain; see [SS90] for background on John domains, and [Mih09, Theorem 1] for the fact that the Fatou components are John domains.
Another example from Complex Dynamics is given in [Kam00] . It is proved there that for self similar sets K with d similarities such as the Sierpiński gasket there exists a postcritically finite rational map f of degree d whose Julia set is homeomorphic to K. In fact there exists a global homeomorphism h : S 2 → S 2 that maps J (f ) to K. After conjugating f with a Möbius transformation that maps h −1 (∞) to ∞ we may obtain a rational mapf and a homeomorphismh : R 2 → R 2 that maps J (f ) to K. Remark 7.3 implies that J (f ) is a detour set. Also,f is subhyperbolic since it is postcritically finite. It follows that the Fatou components are uniform Hölder domains, and thus J (f ) is W 1,p -removable for p > 2.
