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1. Introduction
The nonlinear interaction between particles and force ﬁeld is one of the important subjects in
particle physics and kinetic theory of many-body interacting particle systems. In this paper, we con-
sider an ensemble of many particles interacting through the Yukawa ﬁeld in a planar domain R2. In
this situation, we are mainly interested in the dynamics of particles, and assume that the number
of particles are suﬃciently large so that mesoscopic description for the dynamics of particles makes
sense. Let f = f (t, x, v) be the one-particle distribution function with position x and velocity v at
time t . Then, in this case the dynamics of f in planar domain is governed by the self-consistent
Vlasov–Yukawa system (in short, the V–Y system) [11]:
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−xϕ +m2ϕ = −ρ, ρ :=
∫
R2
f dv, (1.1)
subject to initial datum:
f (0, x, v) = f0(x, v), (1.2)
where m is the mass of the force-carrier particles which is assumed to be a positive constant.
The V–Y system (1.1) was ﬁrst studied by Caprino, Marchioro and Pulvirenti [2] as an approx-
imate system for the Vlasov–Poisson system for two charged particles, and recently this system is
also investigated as a static version of the Vlasov–Klein–Gordon system [11]. In particular, Ha–Lee’s
work [11] addresses the uniform L1-stability estimates which is not known for the corresponding
Vlasov–Poisson system by incorporating the short-range character of the Yukawa potential and the
stability functional. Whether the Vlasov–Poisson system in three dimensions is uniformly L1-stable or
not seems to be an interesting open problem in Vlasov theory (see [3] for the corresponding issues in
higher dimensions). For the three-dimensional V–Y system, the global existence of classical solutions
can be established employing Bardos–Degond’s framework [1] which uses the dispersive character of
the free transport equation. However, this Bardos–Degond’s argument does not work in low dimen-
sions, because it does not give enough time-decay for the Coulomb’s force.
As brieﬂy mentioned in previous paragraph, the V–Y system can be viewed from two different
perspectives. First, it can be regarded as a regular perturbation of the Vlasov–Poisson system ((1.1)
with m = 0). By the massiveness of force carriers (m > 0), the long-range character of the Coulomb
potential is modiﬁed into the Yukawa potential with an exponential tail, hence it effectively produces
better time-decay of the force ﬁeld. Secondly, the V–Y system can be thought of a static version of
the Vlasov–Klein–Gordon system in [12,15,16]:
∂t f + v · ∇x f − ∇xu · ∇v f = 0,
∂2t u −xu +m2u = −ρ, ρ =
∫
f dv.
The purpose of this paper is to present dispersion estimates for small global classical solutions
to (1.1) in two-dimensional setting, more precisely we investigate how the short-range character of
the Yukawa potential affects long-time dynamics of the solutions. The global existence scheme uti-
lizing the dispersion estimates for the Vlasov systems in general works only for higher dimensions
greater than or equal to three (see [1,10,19]). In contrast, for the two-dimensional Vlasov-type kinetic
equations, global-in-time existence of classical solutions is relatively easier than that of higher dimen-
sions (e.g. [7,18,20,22] for two-dimensional cases and [6,8,9,14,17] for three-dimensional cases). But
dispersive properties of solutions are not known for two-dimensional cases. We will discuss this issue
in Section 2.1 again.
We now list main assumptions (H) on initial datum:
• (H1) Nonnegativity and regularity:
f0  0 and f0 ∈ C1,αc
(
R
4), α ∈ (0,1).
• (H2) Compact support in x and v:
∃R0, P0 > 0 such that f0(x, v) = 0 for |x| R0 or |v| P0.
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∑
0|k|1
∥∥∇kx,v f0∥∥L∞ + [∇x,v f0]C0,α < ε,
where [h]C0,α is the standard Hölder seminorm [4]:
[h]C0,α := sup
z1 =z2∈R4
|h(z1)− h(z2)|
|z1 − z2|α .
We next state the main result of the paper, which implies that small initial data launch small global
solutions with time-decaying property. We set the Yukawa force by
F := −∇ϕ.
Theorem 1.1. Let ( f ,ϕ) be the solution to (1.1) with initial data f0 satisfying (H). Then there exist a positive
constant C and a small number η such that the mass density ρ and the force ﬁeld F satisfy:
(i)
∥∥ρ(t)∥∥L∞  Cε(1+ t)−2, ∥∥∇xρ(t)∥∥L∞  Cε(1+ t)−2−β,
(ii)
[∇xρ(t)]C0,α  Cε(1+ t)−2−α−β,
(iii)
∥∥F (t)∥∥L∞  η(1+ t)−1−β, ∥∥∇x F (t)∥∥L∞ + ∥∥∇2x F (t)∥∥L∞  η(1+ t)−2−β,
(iv)
[∇x F (t)]C0,α + [∇2x F (t)]C0,α  η(1+ t)−2−α−β,
where the L∞-norms and the Hölder seminorms were taken with respect to spatial variables, and α and β are
some positive numbers in (0,1).
The paper after this introduction is organized as follows. In Sections 2 and 3, we review the basic
estimates for Yukawa’s potential. In Section 4, we present the explicit dispersion estimates for the
charge density and force ﬁelds using Hwang–Rendall–Velázquez’s idea. Finally Section 5 is devoted to
the proof of Theorem 1.1 and Lemma 4.3. In Appendices A and B, we present the global existence of
classical solutions with arbitrary initial data and stability estimates.
Notations. Throughout the paper, we denote by C to be the generic positive constant independent
of t , and we use the following two notations simultaneously to represent a gradient of a scalar valued
function f :
∇x f = ∂ f
∂x
.
2. Preliminaries
In this section, we study basic estimates for the fundamental solution to the two-dimensional
Yukawa equation with an inhomogeneous source term.
We ﬁrst recall the deﬁnition of classical solutions to (1.1) and several time-phase space norms
employed in this paper.
Deﬁnition 2.1. A pair of functions ( f ,ϕ) is a classical solution of (1.1) if and only if it satisﬁes the
following conditions:
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(2) The induced mass density ρ and potential ϕ exist on [0,∞)×R2.
(3) For each t ,
ρ(t, ·) ∈ C1,α(R2), F (t, ·) := −∇xϕ(t, ·) ∈ C2,α(R2)
such that the following Hölder seminorms exist:
[∇xρ(t)]C0,α , [∇x F (t)]C0,α , [∇2x F (t)]C0,α .
(4) f and ϕ satisfy the Vlasov–Yukawa system (1.1) pointwise.
Following the presentation [13], we introduce temporal–spatial norms for ρ and F .
Deﬁnition 2.2. For T > 0 and 0<α,β < 1, we deﬁne
(i) |||ρ|||α,β,T := sup
0t<T
{
(1+ t)2∥∥ρ(t)∥∥L∞ + (1+ t)2+β∥∥∇xρ(t)∥∥L∞ + (1+ t)2+α+β[∇xρ(t)]C0,α},
(ii)
|||F |||α,β,T := sup
0t<T
{
(1+ t)1+β∥∥F (t)∥∥L∞ + (1+ t)2+β∥∥∇x F (t)∥∥L∞
+ (1+ t)2+β∥∥∇2x F (t)∥∥L∞ + (1+ t)2+α+β[∇x F (t)]C0,α
+ (1+ t)2+α+β[∇2x F (t)]C0,α},
where the L∞-norm and the Hölder seminorm were taken with respect to space variable x ∈R2.
Moreover, when T = ∞, we set
|||F |||α,β := |||F |||α,β,∞ and |||ρ|||α,β := |||ρ|||α,β,∞.
2.1. Brief discussion of the main idea
In this part, we brieﬂy discuss what are the diﬃculties for Bardos–Degond’s scheme [1] to get
the dispersion estimates for the V–Y system in two dimensions and how these diﬃculties can be
overcome using the optimal gradient estimate [13].
To get dispersion estimates for the Vlasov equation using Bardos–Degond’s scheme, it is well
known [1,19] that the following estimates for the force ﬁeld F should be satisﬁed:
∥∥F (t)∥∥L∞  C(1+ t)−1−δ and ∥∥∇x F (t)∥∥L∞  C(1+ t)−2−δ, (2.1)
where δ is any positive number. The essential arguments of the paper is to establish the above time-
decay estimates (2.1), in fact we will obtain stronger time-decay results for some restricted class of
initial data. If we simply follow Bardos–Degond’s scheme, we can get the following estimates:
∥∥ρ(t)∥∥L∞  C(1+ t)−2.
If we do not use the short-range feature of the Yukawa potential, the above time-decay rate of ρ and
standard elliptic estimates give
∥∥F (t)∥∥ ∞  C(1+ t)−1,L
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Yukawa potential, we can obtain a better time-decay estimate for the force ﬁeld:∥∥F (t)∥∥L∞  C(1+ t)−2.
On the other hand, for ∇x F , we need to derive time-decay rates strictly faster than t−2. But this
cannot be expected in the naive application of elliptic estimates in [1,19], because in their approach
ρ and ∇xρ have the same time-decay rates in that framework,∥∥∇kxρ(t)∥∥L∞  C(1+ t)−2, k 0.
In order to overcome this problem, we employ the idea of the optimal gradient estimates by Hwang,
Rendall and Velázquez:
∥∥∇kxρ(t)∥∥L∞  C(1+ t)−2−k, k 0,
and this is enough to obtain a suﬃcient time-decay rate of ∇x F as in (2.1). Because of some technical
problems, we will show that for some 0< β < 1,
∥∥∇xρ(t)∥∥L∞  C(1+ t)−2−β,
which is enough to get the desired results. The reason why we cannot take β = 1 will be explained on
p. 539. Therefore, we can obtain dispersion estimates of the 2D V–Y system only when we use both
the short-range character of the Yukawa potential and the idea of Hwang–Rendall–Velázquez’s work.
How to apply Hwang–Rendall–Velázquez’s idea to obtain an additional time-decay rate t−β will be ex-
plained in detail in Section 4. For the 3-dimensional Vlasov–Yukawa system, dispersion estimates were
studied in [11], where the authors used Bardos–Degond’s argument only. If we apply Hwang–Rendall–
Velázquez’s idea to the 3-dimensional case, then faster time-decay rates will be obtained. However,
we focus on the 2-dimensional case, because dispersion estimate results for low-dimensional cases
are not known for the other Vlasov-type equations.
2.2. The Yukawa equation
Consider the Yukawa equation with a source term g = g(x):
−xϕ +m2ϕ = −g, x ∈R2. (2.2)
This equation was ﬁrst introduced in 1935 by Yukawa [23] to explain the strong interaction binding
neutrons and protons as a short-range correction of Poisson’s equation. The Yukawa potential and the
source term g depend on time t in the present paper, but we consider only the time-independent
case for simplicity. The lemmata in the sequel can be directly extended to the time-dependent case.
The two-dimensional Yukawa equation (2.2) has the fundamental solution Γm:
Γm(x) = 1
4π
∞∫
−∞
e−m
√
|x|2+z2√|x|2 + z2 dz.
Then the Yukawa potential ϕ and the corresponding force F are given by the following formulae:
ϕ = Γm ∗ (−g) and F = −∇xϕ. (2.3)
For the three-dimensional case [1,11,19], explicit form of the fundamental solution to the Yukawa
equation gives useful a priori estimates by direct differentiation, whereas for the two-dimensional
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estimate the fundamental solution Γm .
Lemma 2.1. (See [2].) Let Γm be the fundamental solution of (2.3) with x ∈ R2 . Then there exists a positive
constant C such that
(i)
∣∣Γm(x)∣∣ Ce−m2 |x|(1+ ∣∣log |x|∣∣),
(ii)
∣∣∇xΓm(x)∣∣ C e−
m
2 |x|
|x| ,
(iii)
∣∣∇2xΓm(x)∣∣ C e−
m
2 |x|
|x|2 .
Proof. To prove the above lemma, we use a different representation of Γm:
Γm(x) = K0
(
m|x|), (2.4)
where K0 is the modiﬁed Bessel function of the second kind. We now apply asymptotic properties of
the Bessel functions to our case (see [21] for the reference):
For x 
 1, Kn(x) ∼
√
π
2x
e−x.
For 0< x  1, Kn(x) ∼
{− log(x/2)− γ , n = 0,
(n − 1)!en−1x−n, n > 0,
where γ is Euler’s constant. For large m|x|, we obtain
∣∣Γm(x)∣∣= ∣∣K0(m|x|)∣∣ Ce−m|x|. (2.5)
On the other hand, for small m|x|, we have∣∣Γm(x)∣∣= ∣∣K0(m|x|)∣∣ ∣∣log(m|x|/2)∣∣+ γ  C(1+ ∣∣log(m|x|)∣∣). (2.6)
Therefore, we get the ﬁrst statement of lemma by combining (2.5) and (2.6),∣∣Γm(x)∣∣ Ce−m2 |x|(1+ ∣∣log(m|x|)∣∣) Ce−m2 |x|(1+ ∣∣log |x|∣∣).
For the second and third estimates, we differentiate (2.4) with respect to x and use the properties of
the Bessel functions:
∂xiΓm(x) = ∂xi
[
K0
(
m|x|)]= −mxi|x| K1
(
m|x|)
and
∂2xi x jΓm(x) =
m2xix j
|x|2 K2
(
m|x|)− mδi j|x| K1
(
m|x|).
In both cases, ∇xΓ and ∇2xΓ decay like e−
m
2 |x| for the regime of m|x| 
 1, whereas for small m|x|, we
get
∣∣∂xiΓm(x)∣∣ Cm∣∣K1(m|x|)∣∣ C|x|
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∣∣∂2xi x jΓm(x)∣∣ C
(
m2
∣∣K2(m|x|)∣∣+ m|x|
∣∣K1(m|x|)∣∣
)
 C|x|2 .
Hence, we obtain the second and third estimates. 
3. L∞-estimates for the Yukawa force ﬁeld
In this section, we present uniform L∞-estimates for the force ﬁeld and its spatial derivatives. For
this, we ﬁrst derive explicit representations for the spatial derivatives of the force ﬁeld.
3.1. Explicit representations for ∇x F
Let g ∈ C1,αc (R2) and F be given by (2.3). Note that
ϕ(x1, x2) = − 1
4π
∫
R3
e
−m
√
y21+y22+y23√
y21 + y22 + y23
g(x1 − y1, x2 − y2)dy3 dy1 dy2. (3.1)
We deﬁne a function g˜ deﬁned on R3 as
g˜(x1, x2, x3) := g(x1, x2).
Then ϕ in (3.1) can be rewritten as
ϕ(x1, x2) = − 1
4π
∫
R3
e−m|y|
|y| g˜(x− y)dy for x = (x1, x2, x3) ∈R
3.
We estimate derivatives of F = −∇xϕ as follows:
∂x j F
i(x1, x2) = − 1
4π
∫
R3
∂y j
[
e−m|y|
|y|
]
(∂xi g˜)(x− y)dy
= − 1
4π
∫
|y|δ
· · · dy − 1
4π
∫
|y|δ
· · · dy
:= I1ji + I2ji, (3.2)
where i, j = 1,2, and δ is a small positive number. To get an explicit formula for ∇x F , we estimate
I1ji and I2ji separately. Below, we will use the following inequalities repeatedly:
(
m|y|)ke−m|y|  C, k 0,
where C depends on k but does not on m.
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∣∣I1ji∣∣ C‖∂xi g˜‖L∞
∫
|y|δ
∣∣∣∣e−m|y|
(
my j
|y|2 +
y j
|y|3
)∣∣∣∣dy
 C‖∂xi g˜‖L∞
∫
|y|δ
1
|y|2 dy  C‖∂xi g˜‖L∞δ. (3.3)
Clearly, we have ‖∂xi g˜‖L∞ = ‖∂xi g‖L∞ , which is ﬁnite by the assumption on g , so the above quantity
converges to zero as δ goes to zero, i.e.,
lim
δ→0
∣∣I1ji∣∣= 0. (3.4)
• Case 2 (Estimate of I2ji ): We use integration by parts to ﬁnd
I2ji =
1
4π
∫
|y|δ
∂y j
[
e−m|y|
|y|
]
∂yi
[
g˜(x− y)]dy
= − 1
4π
∫
|y|=δ
∂y j
[
e−m|y|
|y|
]
g˜(x− y) yi|y| dS y −
1
4π
∫
|y|δ
∂yi∂y j
[
e−m|y|
|y|
]
g˜(x− y)dy
= 1
4π
∫
|y|=δ
e−m|y|
(
myi y j
|y|3 +
yi y j
|y|4
)
g˜(x− y)dS y
+ 1
4π
∫
|y|δ
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)
g˜(x− y)dy
= 1
4π
∫
|ω|=1
e−mδ(mδωiω j +ωiω j)g˜(x− δω)dω
+ 1
4π
∫
|y|δ
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)
g˜(x− y)dy, (3.5)
where ω = (ω1,ω2,ω3) ∈ S2.
• We ﬁrst consider the second term in the R.H.S. of (3.5):
∫
|y|δ
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)
dy
=
∞∫
δ
∫
|y|=r
e−mr
(
mδi j
r2
− 3myi y j
r4
+ δi j
r3
− 3yi y j
r5
− m
2 yi y j
r3
)
dS y dr
=
∞∫
δ
e−mr
∫
|ω|=1
(
mδi j − 3mωiω j + δi j
r
− 3ωiω j
r
−m2rωiω j
)
dωdr
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∞∫
δ
e−mr
[
4πδi j
(
m + 1
r
)
−
(
3m+ 3
r
+m2r
)( ∫
|ω|=1
ωiω j dω
)]
dr. (3.6)
We now use (3.6) and the following identity:
∫
|ω|=1
ωiω j dω = 4π3 δi j,
to get
∞∫
δ
e−mr
[
4πδi j
(
m+ 1
r
)
−
(
3m+ 3
r
+m2r
)( ∫
|ω|=1
ωiω j dω
)]
dr
= −4π
3
m2δi j
∞∫
δ
re−mr dr
→ −4π
3
δi j as δ → 0.
Then we combine (3.5) and (3.6) to obtain
I2ji =
1
4π
∫
|ω|=1
e−mδ(mδωiω j +ωiω j)g˜(x− δω)dω − 4π3 m
2δi j
∞∫
δ
re−mr dr. (3.7)
We let δ → 0 to get
lim
δ→0I
2
ji =
1
4π
lim
δ→0
∫
|ω|=1
e−mδ(mδωiω j +ωiω j)g˜(x− δω)dω
+ 1
4π
g˜(x) lim
δ→0
∫
|y|δ
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)
dy
+ 1
4π
lim
δ→0
∫
|y|δ
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)
× (g˜(x− y)− g˜(x))dy
= 1
4π
g˜(x) lim
δ→0
∫
|ω|=1
ωiω j dω + 14π g˜(x)
(
−4π
3
δi j
)
+ 1
4π
∫
R3
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)(
g˜(x− y)− g˜(x))dy
= 1
4π
∫
R3
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)
× (g˜(x− y)− g˜(x))dy. (3.8)
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lemma.
Lemma 3.1. Let g ∈ C1,αc (R2) and F is given by (2.3). Then ∇x F is represented by
∂x j F
i(x) = 1
4π
∫
R3
e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)(
g(x− yˆ)− g(x))dy,
where yˆ = (y1, y2) ∈R2 for y = (y1, y2, y3) ∈R3 .
3.2. L∞-estimates for F and ∇x F
In this part, we present L∞-estimates for F and ∇x F . In next proposition, we use the explicit
representation of F to get L∞-estimates of F and ∇x F .
Proposition 3.1. Let F be the Yukawa force given by (2.3). Then F satisﬁes the following estimates:
(i) ‖F‖L∞  C min
{‖g‖L∞ ,‖g‖1/2L∞ ‖g‖1/2L1 },
(ii) ‖∇x F‖L∞ + [F ]C0,α + [∇x F ]C0,α  C[g]C0,α .
Here C is a positive constant which may depend on m and α.
Proof. (i) For x ∈R2, we have
∣∣F (x)∣∣ ∫
R2
∣∣∇xΓm(y)g(x− y)∣∣dy
 C
∫
R2
e−m2 |y|
|y| g(x− y)dy  C‖g‖L∞ ,
where we used Lemma 2.1. On the other hand, the force ﬁeld F can be estimated using L1 and L∞
norms of g:
∣∣F (x)∣∣ C ∫
R2
e−m2 |y|
|y| g(x− y)dy
 C
∫
|y|A
e−m2 |y|
|y| g(x− y)dy + C
∫
|y|A
e−m2 |y|
|y| g(x− y)dy
 C‖g‖L∞
∫
|y|A
1
|y| dy +
C
A
∫
|y|A
g(x− y)dy
 C A‖g‖L∞ + C
A
‖g‖L1 .
We choose A to minimize the estimate so that
A = ‖g‖−1/2L∞ ‖g‖1/21 .L
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and this proves the ﬁrst estimate.
(ii) We only prove the estimates for ∇x F , because Hölder estimates of F and ∇x F can be easily
obtained by the deﬁnition of Hölder seminorm using the integrability of |∇xΓ 2m| of Lemma 2.1. We
use Lemma 3.1 to get
∣∣∇x F (x)∣∣ C
∫
R3
e−
m
2 |y| 1|y|3−α
|g(x− yˆ)− g(x)|
|y|α dy,
where yˆ = (y1, y2) ∈R2 for y = (y1, y2, y3) ∈R3. Note that e
−m2 |y|
|y|3−α is integrable over R
3 and
|g(x− yˆ)− g(x)|
|y|α 
|g(x− yˆ)− g(x)|
| yˆ|α  [g]C0,α .
The above inequality will be used in the following proof of the estimate for [∇x F ]C0,α . We now obtain∣∣∇x F (x)∣∣ C[g]C0,α ,
and this proves the estimate for ‖∇x F‖L∞ . We next follow the proof of [4] to show the estimate for
[∇x F ]C0,α . For x, z ∈R3, we set
δ = |x− z| and ξ = x+ z
2
,
and
Ji j(y) = −∂i∂ j
[
e−m|y|
|y|
]
= e−m|y|
(
mδi j
|y|2 −
3myi y j
|y|4 +
δi j
|y|3 −
3yi y j
|y|5 −
m2 yi y j
|y|3
)
.
For i, j = 1,2, we rewrite the formula as
∂x j F˜
i
Y (x) =
1
4π
∫
R3
Ji j(x− y)
(
g( yˆ)− g(xˆ))dy,
where ∂x j F˜
i
Y is deﬁned by
∂x j F˜
i
Y (x1, x2, x3) = ∂x j F i(x1, x2),
and xˆ = (x1, x2) for x = (x1, x2, x3). We see that
∂x j F˜
i(x)− ∂x j F˜ i(z) =
1
4π
∫
R3
Ji j(x− y)
(
g( yˆ)− g(xˆ))dy − 1
4π
∫
R3
Ji j(z − y)
(
g( yˆ)− g(zˆ))dy
= 1
4π
(
I1 + I2 +
(
g(zˆ)− g(xˆ))I3 + I4),
where
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∫
|y−ξ |δ
Ji j(x− y)
(
g( yˆ)− g(xˆ))dy,
I2 =
∫
|y−ξ |δ
Ji j(z − y)
(
g(zˆ)− g( yˆ))dy,
I3 =
∫
|y−ξ |δ
Ji j(z − y)dy,
I4 =
∫
|y−ξ |δ
(Ji j(z − y)− Ji j(x− y))(g(xˆ)− g( yˆ))dy.
• Case 1: For I1 and I2, we use
∣∣Ji j(x)∣∣ Ce−m2 |x| 1|x|3  C 1|x|3 .
Then we obtain
|I1| C
∫
|y−ξ |δ
1
|x− y|3
∣∣g( yˆ)− g(xˆ)∣∣dy
 C[g]C0,α
∫
|y−ξ |δ
1
|x− y|3−α dy
 C[g]C0,α
∫
|y−x| 32 δ
1
|x− y|3−α dy  C[g]C0,α δ
α,
and I2 is estimated similarly:
|I2| C[g]C0,α δα.
• Case 2: For I3, we use the divergence theorem:
I3 = −
∫
|y−ξ |δ
∂yi∂y j
[
e−m|z−y|
|z − y|
]
dy
= −
∫
|y−ξ |=δ
∂y j
[
e−m|z−y|
|z − y|
]
νi dS y
= −
∫
|y−ξ |=δ
e−m|z−y|
(
m(z j − y j)
|z − y|2 +
z j − y j
|z − y|3
)
νi dS y,
hence we have
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∫
|y−ξ |=δ
1
|z − y|2 dS y
 C
(
2
δ
)2 ∫
|y−ξ |=δ
dS y  C .
• Case 3: We next use the mean value theorem to estimate I4:
|I4| |z − x|
∫
|y−ξ |δ
∣∣∂Ji j(x¯− y)∣∣∣∣g(xˆ)− g( yˆ)∣∣dy (for some x¯ between z and x)
 Cδ
∫
|y−ξ |δ
|x¯− y|−4∣∣g(xˆ)− g( yˆ)∣∣dy
 Cδ[g]C0,α
∫
|y−ξ |δ
|x¯− y|−4|x− y|α dy.
Note that |x− y| 32 |ξ − y| 3|x¯− y| for |y − ξ | δ, so we have
|x¯− y|−4|x− y|α 
(
1
2
|ξ − y|
)−4(3
2
|ξ − y|
)α
for |y − ξ | δ,
and I4 is estimated by
|I4| Cδ[g]C0,α
∫
|y−ξ |δ
1
|y − ξ |4−α dy  C[g]C0,α δ
α.
We now combine the above estimates to get
∣∣∂x j F˜ i(x) − ∂x j F˜ i(z)∣∣ C ∣∣g(xˆ)− g(zˆ)∣∣+ C[g]C0,α δα.
Since δ = |x− z|, we obtain
sup
x,z∈R3
|∂x j F˜ i(x)− ∂x j F˜ i(z)|
|x− z|α  C[g]C0,α .
If we notice that for x, z ∈R3,
|∂x j F˜ i(x)− ∂x j F˜ i(z)|
|x− z|α =
|∂x j F i(xˆ)− ∂x j F i(zˆ)|
(|xˆ− zˆ|2 + (x3 − z3)2)α/2 ,
which implies
sup
x,z∈R3
|∂x j F˜ i(x)− ∂x j F˜ i(z)|
|x− z|α =
[
∂x j F
i]
C0,α .
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[∂x F ]C0,α  C[g]C0,α .
This completes the proof of the lemma. 
Remark 3.1. In the above proposition, we assumed that g ∈ C1,αc (R2) just for the simplicity of the
proof, but the lemma can be proved for g ∈ C0,αc (R2) by a standard argument (e.g. Chapter 4.2 of [4]).
In other words, we can obtain the following estimates for g ∈ C1,αc (R2):
(i) ‖∇x F‖L∞  C‖∇xg‖L∞ ,
(ii)
∥∥∇2x F∥∥L∞ + [∇x F ]C0,α + [∇2x F ]C0,α  C[∇xg]C0,α ,
where C is a positive constant which may depend on m and α.
4. Particle trajectories
In this section, we study the dynamics of particle trajectories of (1.1), which is generated by the
divergence free vector ﬁeld (v, F ) for F = −∇xϕ . In a usual way, we can consider a particle trajectory
passing through a given point (x, v) ∈R2 ×R2 at time t . Then the trajectory is obtained by solving a
system of ODEs [5]:
dx
dt
= v, dv
dt
= F ,
i.e., we should ﬁnd (x(s), v(s)) at time s for a given initial data (x, v) at time t . This approach has
been widely used to the study of the particle trajectories for the Vlasov equation in most literature.
In the sequel, we take a different formulation of the trajectories to get a better time-decay rate of the
solutions to (1.1) following the idea of [13], where the authors obtained optimal time-decay rates for
the Vlasov–Poisson system in three-dimensional cases.
For given (x0, x) ∈R2 ×R2 and time t , we deﬁne X(s) = X(s; t, x0, x) and V (s) = V (s; t, x0, x) as a
solution of the following ODE system:
dX(s)
ds
= V (s) = x− x0
t
+ εr(s),
dεr(s)
ds
= F (s, X(s)), (4.1)
with a boundary condition:
X(0) = x0 and X(t) = x.
We also denote V (0) and V (t) as follows:
w0(x0, x) := V (0) and w(x0, x) := V (t),
where w0 and w certainly depend on time, but we omit its dependence for the notational simplicity.
We can see that V (t) is not a given initial data but an unknown quantity which we have to ﬁnd by
solving the ODE system (4.1). In the above ODE system, εr(s) = εr(s; t, x0, x) can be regarded as a
perturbation of a free streaming velocity x−x0t . We only present the following lemma, which gives a
representation formula for εr , and refer to [13] for its proof.
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following integral equation:
εr(s) = −
t∫
s
F
(
τ , X(τ )
)
dτ + 1
t
t∫
0
τ F
(
τ , X(τ )
)
dτ ,
where
X(τ ) = x0 + x− x0
t
τ +
τ∫
0
εr(σ )dσ .
We next show that the ODE system (4.1) is well deﬁned and has a unique solution: εr(·) =
εr(·; t, x0, x) ∈ C([0, t]), when force is small enough.
Lemma 4.2. ∃η > 0 such that if F satisﬁes
|||F |||α,β,t  η,
then ∃1 solution εr(·) = εr(·; t, x0, x) ∈ C([0, t]) of (4.1) for any x0, x ∈R2 and t  1.
Proof. We follow the proof of Lemma 6 of [13]. Let S be a function space for εr deﬁned as
S := {g ∈ C([0, t]): ∣∣g(s)∣∣ 1 for 0 s t}.
Then S is a closed subset of a Banach space C([0, t]). We use the representation formula of Lemma 4.1.
We ﬁrst set a mapping J deﬁned on S as
J (εr)(s) := −
t∫
s
F
(
τ , X(τ )
)
dτ + 1
t
t∫
0
τ F
(
τ , X(τ )
)
dτ ,
where
X(τ ) = x0 + x− x0
t
τ +
τ∫
0
εr(σ )dσ .
Then we can show that J : S → S as follows:
∣∣J (εr)(s)∣∣
t∫
s
∣∣F (τ , X(τ ))∣∣dτ + 1
t
t∫
0
τ
∣∣F (τ , X(τ ))∣∣dτ
 |||F |||α,β,t
( t∫
0
1
(1+ τ )1+β dτ +
1
t
t∫
0
τ
(1+ τ )1+β dτ
)
 2 |||F |||α,β,t .
β
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contractive, we take a difference for any two εr and ε¯r :
J (εr)(s) − J (ε¯r)(s) = −
t∫
s
(
F
(
τ , X(τ )
)− F (τ , X¯(τ )))dτ + 1
t
t∫
0
τ
(
F
(
τ , X(τ )
)− F (τ , X¯(τ )))dτ .
This yields
∣∣J (εr)(s) − J (ε¯r)(s)∣∣
t∫
s
∣∣F (τ , X(τ ))− F (τ , X¯(τ ))∣∣dτ + 1
t
t∫
0
τ
∣∣F (τ , X(τ ))− F (τ , X¯(τ ))∣∣dτ

t∫
s
∥∥∇x F (τ )∥∥L∞ ∣∣X(τ )− X¯(τ )∣∣dτ
+ 1
t
t∫
0
τ
∥∥∂x F (τ )∥∥L∞(R2)∣∣X(τ ) − X¯(τ )∣∣dτ
 |||F |||α,β,t
( t∫
s
1
(1+ τ )2+β
τ∫
0
∣∣εr(σ ) − ε¯r(σ )∣∣dσ dτ
+ 1
t
t∫
0
τ
(1+ τ )2+β
τ∫
0
∣∣εr(σ )− ε¯r(σ )∣∣dσ dτ
)
 2
β
|||F |||α,β,t sup
0st
∣∣εr(s) − ε¯r(s)∣∣.
If we take η small enough to satisfy 2η
β
< 1, then J is a strict contraction on S . Therefore, J has a
unique ﬁxed point by Banach ﬁxed point theorem, which implies that (4.1) has a unique solution. 
Since w0 and w are well deﬁned by Lemma 4.2, we can use the characteristic system (4.1) to
estimate ρ in the following way:
ρ(t, x) =
∫
f (t, x, v)dv =
∫
f0(x0,w0)
∣∣∣∣det
(
∂w
∂x0
)∣∣∣∣dx0. (4.2)
Lemma 4.3. ∃η > 0 such that if F satisﬁes
|||F |||α,β,T  η,
then for 0 t < T , we have
(i)
∥∥∥∥∂εr(0; t)∂x
∥∥∥∥
L∞
+
∥∥∥∥∂εr(t; t)∂x0
∥∥∥∥
L∞
 C
t
|||F |||α,β,T ,
(ii)
∥∥∥∥∂2εr(t; t)∂x∂x0
∥∥∥∥
L∞
 C
t1+β
|||F |||α,β,T ,
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x0∈R2
[
∂εr(0; t, x0)
∂x
]
C0,α
+ sup
x0∈R2
[
∂εr(t; t, x0)
∂x0
]
C0,α
 C
t1+α
|||F |||α,β,T ,
(iv) sup
x0∈R2
[
∂2εr(t; t, x0)
∂x∂x0
]
C0,α
 C
t1+α+β
|||F |||α,β,T ,
where the Hölder seminorms were taken with respect to x variables, and C is a positive constant which may
depend on α and β but does not depend on T .
Proof. Since the proof is rather lengthy, we provide it in Section 5. 
The following lemma on Hölder seminorms will be useful, because we have to deal with Hölder
spaces in the paper. We skip the proof, since they can be proved easily and found in many standard
textbooks on PDE.
Lemma 4.4. Let f , g ∈ L∞ ∩C0,α , h ∈ W 1,∞ , F ∈ C0,α and u ∈ W 1,∞ . Then we have the following estimates:
For α ∈ (0,1),
(i) [ f g]C0,α  C
(‖ f ‖L∞[g]C0,α + [ f ]C0,α‖g‖L∞),
(ii) [h]C0,α  C‖h‖1−αL∞ ‖∇h‖αL∞ ,
(iii) [F ◦ u]C0,α  [F ]C0,α‖∇u‖αL∞ ,
where C is a positive constant which does not depend on α.
Proof. The proofs can be found in Gilbarg and Trudinger’s book [4]. 
Proposition 4.1. Let ρ be given by (4.2) with f0 satisfying (H) in Section 1. Then we have the following
estimates of ρ:
(i)
∥∥ρ(t)∥∥L∞  Cε
∥∥∥∥ ∂w∂x0
∥∥∥∥
2
L∞
,
(ii)
∥∥∇xρ(t)∥∥L∞  Cε
(∥∥∥∥∂w0∂x
∥∥∥∥
L∞
∥∥∥∥ ∂w∂x0
∥∥∥∥
2
L∞
+
∥∥∥∥ ∂w∂x0
∥∥∥∥
L∞
∥∥∥∥ ∂2w∂x∂x0
∥∥∥∥
L∞
)
,
(iii)
[∇xρ(t)]C0,α  Cε
(∥∥∥∥∂w0∂x
∥∥∥∥
1+α
L∞
∥∥∥∥ ∂w∂x0
∥∥∥∥
2
L∞
+ sup
x0∈R2
[
∂w0(x0)
∂x
]
C0,α
∥∥∥∥ ∂w∂x0
∥∥∥∥
2
L∞
+
∥∥∥∥∂w0∂x
∥∥∥∥
L∞
∥∥∥∥ ∂w∂x0
∥∥∥∥
L∞
sup
x0∈R2
[
∂w(x0)
∂x0
]
C0,α
+
∥∥∥∥∂w0∂x
∥∥∥∥
α
L∞
∥∥∥∥ ∂w∂x0
∥∥∥∥
L∞
∥∥∥∥ ∂2w∂x∂x0
∥∥∥∥
L∞
+ sup
x0∈R2
[
∂w(x0)
∂x0
]
C0,α
∥∥∥∥ ∂2w∂x∂x0
∥∥∥∥
L∞
+
∥∥∥∥ ∂w∂x0
∥∥∥∥
L∞
sup
x0∈R2
[
∂2w(x0)
∂x∂x0
]
C0,α
)
,
where the Hölder seminorms were taken with respect to x variables, and the positive constant C does not
depend on t.
Proof. The proof is a direct application of Lemma 4.3 to (4.2) together with the assumption on initial
data (H). By (4.2), we have
532 S.-H. Choi et al. / J. Differential Equations 250 (2011) 515–550∣∣ρ(t, x)∣∣ ∫
R2
f0(x0,w0)
∣∣∣∣det
(
∂w
∂x0
)∣∣∣∣dx0
 Cε
∫
R2
χ{|x0|R0}
∣∣∣∣det
(
∂w
∂x0
)∣∣∣∣dx0
 Cε
∥∥∥∥ ∂w∂x0
∥∥∥∥
2
L∞
,
which proves the ﬁrst estimate. The other estimates can be also proved in a similar way, so we omit
them. 
Remark 4.1. We obtain the following formulas from (4.1):
∂w0
∂x
= 1
t
I + ∂εr(0; t)
∂x
,
∂w
∂x0
= −1
t
I + ∂εr(t; t)
∂x0
and
∂2w
∂x∂x0
= ∂
2εr(t; t)
∂x∂x0
.
Let F and ρ satisfy the conditions of Lemmas 4.1, 4.2 and 4.3. Then ρ is estimated as follows:
∥∥ρ(t)∥∥L∞  Cεt−2, ∥∥∇xρ(t)∥∥L∞  Cεt−(2+β) and [∇xρ(t)]C0,α  Cεt−(2+α+β),
where we used boundedness of η, say η 1, which will be chosen small in the following section.
5. Dispersion estimates of ρ and F
In this section, we study the V–Y system (1.1) with small initial data, and provide the proof of
Theorem 1.1 and Lemma 4.3.
5.1. The proof of Theorem 1.1
In this part, we present the proof of Theorem 1.1. The following lemma demonstrates that the
solutions depend continuously on initial data. More precisely, it shows that if initial data is small,
then we can ﬁnd some time T > 0 such that the corresponding solution stays small up to time T .
Since it can be proved by the standard arguments (see [5,19] for details), we omit the proof.
Lemma 5.1. For any η > 0, there exist ε > 0 and time T > 0 such that every solution of (1.1) with initial
datum f0 satisﬁes
|||F |||α,β,T  η, if ‖ f0‖C1,α < ε.
We next return to the proof of Theorem 1.1.
Proof of Theorem 1.1. We now prove the main result thanks to Lemma 5.1 together with the lemmata
in previous sections. Let η > 0 be a constant satisfying the conditions of Lemmas 4.2 and 4.3. We take
ε > 0 and time T > 0 such that Lemma 5.1 holds, i.e.,
|||F |||α,β,T  η, if ‖ f0‖C1,α  ε.
We will show that there exists 0< ε˜  ε such that T can be chosen inﬁnity:
|||F |||α,β  η, if ‖ f0‖C1,α  ε˜.
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depend on time t . We take T chosen above to get
|||F |||α,β,T  C1|||ρ|||α,β,T . (5.1)
On the other hand, by Lemma 4.3, Proposition 4.1 and Remark 4.1, we have the following estimate in
the time strip 0 t < T :
∥∥ρ(t)∥∥L∞  Cεt−2, ∥∥∇xρ(t)∥∥L∞  Cεt−(2+β) and [∇xρ(t)]C0,α  Cεt−(2+α+β),
where C does not depend on time T . Together with the boundedness of ρ for t ∈ [0,1], the above
estimates imply
|||ρ|||α,β,T  C2ε. (5.2)
We combine (5.1) and (5.2) to obtain
|||F |||α,β,T  C1C2ε.
Choosing smaller ε˜  ε, if necessary, we obtain
|||F |||α,β,T  C1C2ε˜  1
2
η.
By continuity, we can choose T ′ > T such that
|||F |||α,β,T ′  η for ‖ f0‖C1,α  ε˜,
and then for η and ε˜, which we have chosen above, deﬁne
T∞ := sup
{
T : |||F |||α,β,T  η, if ‖ f0‖C1,α  ε˜
}
.
Suppose that T∞ < ∞. Then we get the following estimate again by the same argument with (5.1)
and (5.2):
|||F |||α,β,T∞  C1C2ε˜ 
1
2
η.
By the continuity again, we can take T ′′ > T∞ such that
|||F |||α,β,T ′′  η, if ‖ f0‖C1,α  ε˜,
which contradicts to the fact that T∞ < ∞, therefore we conclude T∞ = ∞:
|||F |||α,β  η, if ‖ f0‖C1,α  ε˜.
We apply (5.2) again to get the desired result:
|||ρ|||α,β  C2ε˜ for ‖ f0‖C1,α  ε˜.
This completes the proof of Theorem 1.1. 
534 S.-H. Choi et al. / J. Differential Equations 250 (2011) 515–5505.2. Proof of Lemma 4.3
In this section, we provide the proof of Lemma 4.3. We split the proof into a sequence of steps. In
the sequel, for the simplicity of notation, we set
εr(s) := εr(s; t, x0, x).
Following formulas (5.3)–(5.5), which can be derived from the formulas in Lemma 4.1, will be used
repeatedly in this section. Note that the ﬁrst and second derivatives of εr(s) with respect to x0 and x
are given by the following formulae:
• ∂εr(s)
∂x0
= −
t∫
s
∂
∂x0
F
(
τ , X(τ )
)
dτ + 1
t
t∫
0
τ
∂
∂x0
F
(
τ , X(τ )
)
dτ , (5.3)
where
∂
∂x0
F
(
τ , X(τ )
)= ∂x F (τ , X(τ )) ∂
∂x0
X(τ )
= ∂x F
(
τ , X(τ )
)((
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
)
.
• ∂εr(s)
∂x
= −
t∫
s
∂
∂x
F
(
τ , X(τ )
)
dτ + 1
t
t∫
0
τ
∂
∂x
F
(
τ , X(τ )
)
dτ , (5.4)
where
∂
∂x
F
(
τ , X(τ )
)= ∂x F (τ , X(τ ))
(
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
)
.
• ∂
2εr(s)
∂x∂x0
= −
t∫
s
∂2
∂x∂x0
F
(
τ , X(τ )
)
dτ + 1
t
t∫
0
τ
∂2
∂x∂x0
F
(
τ , X(τ )
)
dτ , (5.5)
where
∂2
∂x∂x0
F
(
τ , X(τ )
)= ∂2x F (τ , X(τ ))
(
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
)((
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
)
+ ∂x F
(
τ , X(τ )
) τ∫
0
∂2εr(σ )
∂x∂x0
dσ .
Step A. There exists η > 0 such that if F satisﬁes
|||F |||α,β,T < η,
then we have for 0 t  T ,
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t∫
0
∥∥∥∥∂εr(s)∂x0
∥∥∥∥
L∞
ds C |||F |||α,β,T ,
(ii)
∥∥∥∥∂εr(t)∂x0
∥∥∥∥
L∞
 C
t
|||F |||α,β,T ,
where the L∞-norms were taken with respect to (x0, x) ∈R4, and C depends on β but does not on T .
Proof of Step A. It follows from (5.3) that
∥∥∥∥∂εr(s)∂x0
∥∥∥∥
L∞
 C
t∫
s
∥∥∥∥ ∂∂x0 F
(
τ , X(τ )
)∥∥∥∥
L∞
dτ + C
t
t∫
0
τ
∥∥∥∥ ∂∂x0 F
(
τ , X(τ )
)∥∥∥∥
L∞
dτ
 C
t∫
s
∥∥∥∥∥∂x F (τ , X(τ ))
((
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
)∥∥∥∥∥
L∞
dτ
+ C
t
t∫
0
τ
∥∥∥∥∥∂x F (τ , X(τ ))
((
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
)∥∥∥∥∥
L∞
dτ
 C |||F |||α,β,T
t∫
s
1
(1+ τ )2+β
(
1+
τ∫
0
∥∥∥∥∂εr(σ )∂x0
∥∥∥∥
L∞
dσ
)
dτ
+ C
t
|||F |||α,β,T
t∫
0
τ
(1+ τ )2+β
(
1+
τ∫
0
∥∥∥∥∂εr(σ )∂x0
∥∥∥∥
L∞
dσ
)
dτ .
We integrate the above relation from 0 to t to obtain
t∫
0
∥∥∥∥∂εr(s)∂x0
∥∥∥∥
L∞
ds C |||F |||α,β,T
t∫
0
t∫
s
1
(1+ τ )2+β
(
1+
τ∫
0
∥∥∥∥∂εr(σ )∂x0
∥∥∥∥
L∞
dσ
)
dτ ds
+ C |||F |||α,β,T
t∫
0
τ
(1+ τ )2+β
(
1+
τ∫
0
∥∥∥∥∂εr(σ )∂x0
∥∥∥∥
L∞
dσ
)
dτ
 C3|||F |||α,β,T + C3|||F |||α,β,T
t∫
0
∥∥∥∥∂εr(s)∂x0
∥∥∥∥
L∞
ds,
where C3 depends on β . If we take η small such as C3η < 12 , then
t∫
0
∥∥∥∥∂εr(s)∂x0
∥∥∥∥
L∞
ds 2C3|||F |||α,β,T .
We now take s = t in (5.3) and apply the above estimate to get
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∥∥∥∥
L∞
 C
t
|||F |||α,β,T
t∫
0
τ
(1+ τ )2+β
(
1+
τ∫
0
∥∥∥∥∂εr(σ )∂x0
∥∥∥∥
L∞
dσ
)
dτ
 C
t
|||F |||α,β,T
(
1+ C3|||F |||α,β,T
)
.
Since |||F |||α,β,T was chosen small, we obtain the second estimate of Step A. 
Step B. There exists η > 0 such that if F satisﬁes
|||F |||α,β,T < η,
then for 0 t  T ,
(i) sup
0st
∥∥∥∥∂εr(s)∂x
∥∥∥∥
L∞
 C
t
|||F |||α,β,T ,
(ii)
t∫
0
∥∥∥∥∂2εr(s)∂x∂x0
∥∥∥∥
L∞
ds C
tβ
|||F |||α,β,T ,
(iii)
∥∥∥∥∂2εr(t)∂x∂x0
∥∥∥∥
L∞
 C
t1+β
|||F |||α,β,T ,
where the L∞-norms were taken with respect to (x0, x) ∈R4, and C depends on β but does not on T .
Proof of Step B. By (5.4), we have
∥∥∥∥∂εr(s)∂x
∥∥∥∥
L∞
 C
t∫
s
∥∥∥∥ ∂∂x F
(
τ , X(τ )
)∥∥∥∥
L∞
dτ + C
t
t∫
0
τ
∥∥∥∥ ∂∂x F
(
τ , X(τ )
)∥∥∥∥
L∞
dτ
 C
t∫
s
∥∥∥∥∥∂x F (τ , X(τ ))
(
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
)∥∥∥∥∥
L∞
dτ
+ C
t
t∫
0
τ
∥∥∥∥∥∂x F (τ , X(τ ))
(
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
)∥∥∥∥∥
L∞
dτ
 C |||F |||α,β,T
t∫
s
1
(1+ τ )2+β
(
τ
t
+
τ∫
0
∥∥∥∥∂εr(σ )∂x
∥∥∥∥
L∞
dσ
)
dτ
+ C
t
|||F |||α,β,T
t∫
0
τ
(1+ τ )2+β
(
τ
t
+
τ∫
0
∥∥∥∥∂εr(σ )∂x
∥∥∥∥
L∞
dσ
)
dτ
 C |||F |||α,β,T
(
1
t
+ sup
0st
∥∥∥∥∂εr(s)∂x
∥∥∥∥ ∞
)
.L
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sup
0st
∥∥∥∥∂εr(s)∂x
∥∥∥∥
L∞
 C4
t
|||F |||α,β,T + C4|||F |||α,β,T sup
0st
∥∥∥∥∂εr(s)∂x
∥∥∥∥
L∞
.
We take η small again such that C4η < 12 to get
sup
0st
∥∥∥∥∂εr(s)∂x
∥∥∥∥
L∞
 2C4
t
|||F |||α,β,T ,
and this proves the ﬁrst estimate. Using (5.5), mixed derivatives of εr are estimated as follows:
∥∥∥∥∂2εr(s)∂x∂x0
∥∥∥∥
L∞
 C
t∫
s
∥∥∥∥ ∂2∂x∂x0 F
(
τ , X(τ )
)∥∥∥∥
L∞
dτ + C
t
t∫
0
τ
∥∥∥∥ ∂2∂x∂x0 F
(
τ , X(τ )
)∥∥∥∥
L∞
dτ
=: E1 + E2.
Estimate for E1:
E1  C
t∫
s
∥∥∥∥∥∂2x F (τ , X(τ ))
(
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
)((
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
)∥∥∥∥∥
L∞
dτ
+ C
t∫
s
∥∥∥∥∥∂x F (τ , X(τ ))
τ∫
0
∂2εr(σ )
∂x∂x0
dσ
∥∥∥∥∥
L∞
dτ
 C
t∫
s
|||F |||α,β,T
(1+ τ )2+β
τ
t
dτ + C
t∫
s
|||F |||α,β,T
(1+ τ )2+β
τ∫
0
∥∥∥∥∂2εr(σ )∂x∂x0
∥∥∥∥dσ dτ ,
where we used Step A and the ﬁrst estimate of this lemma.
Estimate for E2:
E2 
C
t
t∫
0
τ
∥∥∥∥∥∂2F (τ , X(τ ))
(
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
)((
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
)∥∥∥∥∥
L∞
dτ
+ C
t
t∫
0
τ
∥∥∥∥∥∂x F (τ , X(τ ))
τ∫
0
∂2εr(σ )
∂x∂x0
dσ
∥∥∥∥∥
L∞
dτ
 C
t
t∫
0
τ |||F |||α,β,T
(1+ τ )2+β
τ
t
dτ + 1
t
t∫
0
τ |||F |||α,β,T
(1+ τ )2+β
τ∫
0
∥∥∥∥∂2εr(σ )∂x∂x0
∥∥∥∥dσ dτ .
We integrate the above relation from 0 to t to get
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0
∥∥∥∥∂2ε(s)∂x∂x0
∥∥∥∥
L∞
ds C
t∫
0
t∫
s
|||F |||α,β,T
(1+ τ )2+β
τ
t
dτ ds + C
t∫
0
t∫
s
|||F |||α,β,T
(1+ τ )2+β
τ∫
0
∥∥∥∥∂2εr(σ )∂x∂x0
∥∥∥∥dσ dτ ds
+ C
t∫
0
τ |||F |||α,β,T
(1+ τ )2+β
τ
t
dτ +
t∫
0
τ |||F |||α,β,T
(1+ τ )2+β
τ∫
0
∥∥∥∥∂2εr(σ )∂x∂x0
∥∥∥∥dσ dτ
 C
t
|||F |||α,β,T
t∫
0
1
(1+ τ )β dτ + C |||F |||α,β,T
t∫
0
∥∥∥∥∂2εr(s)∂x∂x0
∥∥∥∥ds
 C5
tβ
|||F |||α,β,T + C5|||F |||α,β,T
t∫
0
∥∥∥∥∂2εr(s)∂x∂x0
∥∥∥∥ds.
If we take η small again such as C5η 12 , then we obtain the second estimate:
t∫
0
∥∥∥∥∂2ε(s)∂x∂x0
∥∥∥∥
L∞
ds 2C5
tβ
|||F |||α,β,T .
We now take s = t in (5.5):
∥∥∥∥∂2εr(t)∂x∂x0
∥∥∥∥
L∞
 C
t
t∫
0
τ
∥∥∥∥ ∂2∂x∂x0 F
(
τ , X(τ )
)∥∥∥∥
L∞
dτ
 1
t
t∫
0
τ
∥∥∥∥∥∂2x F (τ , X(τ ))
(
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
)((
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
)∥∥∥∥∥
L∞
dτ
+ C
t
t∫
0
τ
∥∥∥∥∥∂x F (τ , X(τ ))
τ∫
0
∂2εr(σ )
∂x∂x0
dσ
∥∥∥∥∥
L∞
dτ
 C
t
t∫
0
|||F |||α,β,T
(1+ τ )2+β
τ
t
dτ + C
t
( t∫
0
∥∥∥∥∂2εr(s)∂x∂x0
∥∥∥∥
L∞
ds
)( t∫
0
τ |||F |||α,β,T
(1+ τ )2+β dτ
)
 C
t2
|||F |||α,β,T
t∫
0
1
(1+ τ )β dτ +
C
t1+β
|||F |||α,β,T
t∫
0
1
(1+ τ )1+β dτ
 C
t1+β
|||F |||α,β,T ,
and this completes the proof. 
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why the condition β ∈ (0,1) is needed for our result and will continue the proof. If we follow the
proof of Step B(iii) with β = 1, for example consider the term
K(t) :=
t∫
0
1
(1+ τ )β dτ .
For β = 1, we have
K(t) = ln(1+ t).
This leads to the following result: For small |||F |||α,β,T  η  1,
∥∥∥∥∂2εr(t)∂x∂x0
∥∥∥∥
L∞
 C log(1+ t)
t2
|||F |||α,β,T .
Then, Proposition 4.1 gives
∥∥∇xρ(t)∥∥L∞  Cε log(1+ t)t3 ,
and Remark 3.1 gives again
∥∥∇x F (t)∥∥L∞  C∥∥∇xρ(t)∥∥L∞  Cε log(1+ t)t3 .
In other words, when given the assumption on ∇x F , which is ‖∇x F (t)‖L∞  η(1+ t)−3 on some time
interval [0, T ), we estimated ∇x F again and obtained a slower time-decay rate:
∥∥∇x F (t)∥∥L∞  η(1+ t)−3 ⇒ ∥∥∇x F (t)∥∥L∞  Cε log(1+ t)t3 .
In each iteration, the decay rate of spatial derivative of the force becomes slower. Hence we cannot
close the iteration. In contrast, if β ∈ (0,1), we have
K(t) (1+ t)
1−β
1− β .
By the same arguments as above, we will have
∥∥∇x F (t)∥∥L∞  η(1+ t)−2−β ⇒ ∥∥∇x F (t)∥∥L∞  Cεt−2−β.
Therefore, we can close the iteration argument for β ∈ (0,1).
Step C. There exists η > 0 such that if F satisﬁes
|||F |||α,β,T < η,
then for 0 t  T ,
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t∫
0
[
∂εr(s)
∂x0
]
0,α
ds C
tα
|||F |||α,β,T ,
(ii)
[
∂εr(t)
∂x0
]
0,α
 C
t1+α
|||F |||α,β,T ,
where the Hölder seminorms were taken with respect to x variables for εr(s) = εr(s; t, x0, x), and C
depends on α and β but not on T .
Proof of Step C. We ﬁrst take Hölder seminorm on (5.3) with respect to x variable by using
Lemma 4.4:
[
∂
∂x0
F
(
τ , X(τ )
)]
C0,α
 C
[
∂x F
(
τ , X(τ )
)]
C0,α
∥∥∥∥∥
(
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
∥∥∥∥∥
L∞
+ C∥∥∂x F (τ , X(τ ))∥∥L∞
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ
 C
[
∂x F (τ , ·)
]
C0,α
∥∥∥∥∥τt I +
τ∫
0
∂εr(σ )
∂x
dσ
∥∥∥∥∥
α
L∞
∥∥∥∥∥
(
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
∥∥∥∥∥
L∞
+ C |||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ
 C |||F |||α,β,T
(1+ τ )2+α+β
τα
tα
+ C |||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ
 C
tα
|||F |||α,β,T
(1+ τ )2+β + C
|||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ ,
where we used Step A and Step B. We now obtain the following estimate from (5.3):
[
∂εr(s)
∂x0
]
C0,α
 C
t∫
s
[
∂
∂x0
F
(
τ , X(τ )
)]
C0,α
dτ + C
t
t∫
0
τ
[
∂
∂x0
F
(
τ , X(τ )
)]
C0,α
dτ
 C
tα
|||F |||α,β,T
t∫
s
1
(1+ τ )2+β dτ
+ C |||F |||α,β,T
t∫
s
1
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ dτ
+ C
t1+α
|||F |||α,β,T
t∫
τ
(1+ τ )2+β dτ
0
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t
|||F |||α,β,T
t∫
0
τ
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ dτ .
By integrating from 0 to t ,
t∫
0
[
∂εr(s)
∂x0
]
C0,α
ds C
tα
|||F |||α,β,T
t∫
0
1
(1+ τ )1+β dτ
+ C |||F |||α,β,T
t∫
0
1
(1+ τ )1+β
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ dτ
 C6
tα
|||F |||α,β,T + C6|||F |||α,β,T
t∫
0
[
∂εr(s)
∂x0
]
C0,α
dsdτ ,
and we take a small η such that C6η < 12 to prove the ﬁrst estimate:
t∫
0
[
∂εr(s)
∂x0
]
C0,α
ds 2C6
tα
|||F |||α,β,T .
If we take s = t in (5.3), then we have
[
∂εr(t)
∂x0
]
C0,α
 C
t
t∫
0
τ
[
∂
∂x0
F
(
τ , X(τ )
)]
C0,α
dτ
 C
t1+α
|||F |||α,β,T
t∫
0
τ
(1+ τ )2+β dτ
+ C
t
|||F |||α,β,T
t∫
0
τ
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x0
]
C0,α
dσ dτ
 C
t1+α
|||F |||α,β,T + C
t
|||F |||α,β,T 1
tα
|||F |||α,β,T
 C
t1+α
|||F |||α,β,T ,
and this proves the second estimate. 
Step D. There exists η > 0 such that if F satisﬁes
|||F |||α,β,T < η,
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sup
0st
[
∂εr(s)
∂x
]
C0,α
 C
t1+α
|||F |||α,β,T ,
where the Hölder seminorm was taken with respect to x variable for εr(s) = εr(s; t, x0, x), and C
depends on α and β but not on T .
Proof of Step D. We take Hölder seminorm on (5.4) with respect to x variable by using Lemma 4.4:
[
∂
∂x
F
(
τ , X(τ )
)]
C0,α
 C
[
∂x F
(
τ , X(τ )
)]
C0,α
∥∥∥∥∥τt I +
τ∫
0
∂εr(σ )
∂x
dσ
∥∥∥∥∥
L∞
+ C∥∥∂x F (τ , X(τ ))∥∥L∞
τ∫
0
[
∂εr(σ )
∂x
]
C0,α
dσ
 C
[
∂x F (τ , ·)
]
C0,α
∥∥∥∥∥τt I +
τ∫
0
∂εr(σ )
∂x
dσ
∥∥∥∥∥
1+α
L∞
+ C |||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x
]
C0,α
dσ
 C |||F |||α,β,T
(1+ τ )2+α+β
τ 1+α
t1+α
+ C |||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x
]
C0,α
dσ
 C
t1+α
|||F |||α,β,T
(1+ τ )1+β + C
|||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x
]
C0,α
dσ .
From (5.4) we obtain the following estimate:
[
∂εr(s)
∂x
]
C0,α
 C
t∫
s
[
∂
∂x
F
(
τ , X(τ )
)]
C0,α
dτ + C
t
t∫
0
τ
[
∂
∂x
F
(
τ , X(τ )
)]
C0,α
dτ
 C
t1+α
|||F |||α,β,T
t∫
s
1
(1+ τ )1+β dτ
+ C |||F |||α,β,T
t∫
s
1
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x
]
C0,α
dσ dτ
+ C
t2+α
|||F |||α,β,T
t∫
τ
(1+ τ )1+β dτ
0
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t
|||F |||α,β,T
t∫
0
τ
(1+ τ )2+β
τ∫
0
[
∂εr(σ )
∂x
]
C0,α
dσ dτ
 C
t1+α
|||F |||α,β,T + C |||F |||α,β,T sup
0st
[
∂εr(s)
∂x
]
C0,α
.
We take supremum on the left-hand side to get
sup
0st
[
∂εr(s)
∂x
]
C0,α
 C7
t1+α
|||F |||α,β,T + C7|||F |||α,β,T sup
0st
[
∂εr(s)
∂x
]
C0,α
,
and this implies that for small η such as C7η 12 we have the desired estimate:
sup
0st
[
∂εr(s)
∂x
]
C0,α
 2C7
t1+α
|||F |||α,β,T . 
Step E. There exists η > 0 such that if F satisﬁes
|||F |||α,β,T < η,
then for 0 t  T ,
(i)
t∫
0
[
∂2εr(s)
∂x∂x0
]
C0,α
ds C
tα+β
|||F |||α,β,T ,
(ii)
[
∂2εr(t)
∂x∂x0
]
C0,α
 C
t1+α+β
|||F |||α,β,T ,
where the Hölder seminorms were taken with respect to x variable for εr(s) = εr(s; t, x0, x), and C
depends on α and β but not on T .
Proof of Step E. We apply Lemma 4.4 to (5.5):
[
∂2
∂x∂x0
F
(
τ , X(τ )
)]
C0,α
 C
∥∥∂2x F (τ , X(τ ))∥∥L∞
∥∥∥∥∥τt I +
τ∫
0
∂εr(σ )
∂x
dσ
∥∥∥∥∥
L∞
[(
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
]
C0,α
+ C∥∥∂2x F (τ , X(τ ))∥∥L∞
[
τ
t
I +
τ∫
0
∂εr(σ )
∂x
dσ
]
C0,α
∥∥∥∥∥
(
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
∥∥∥∥∥
L∞
+ C[∂2x F (τ , ·)]C0,α
∥∥∥∥∥τt I +
τ∫
0
∂εr(σ )
∂x
dσ
∥∥∥∥∥
1+α
L∞
∥∥∥∥∥
(
1− τ
t
)
I +
τ∫
0
∂εr(σ )
∂x0
dσ
∥∥∥∥∥
L∞
+ C[∂x F (τ , ·)]0,α
∥∥∥∥∥τt I +
τ∫
∂εr(σ )
∂x
dσ
∥∥∥∥∥
α
L∞
τ∫ ∥∥∥∥∂2εr(σ )∂x∂x0
∥∥∥∥
L∞0 0
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τ∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ
 C |||F |||α,β,T
(1+ τ )2+β
τ
t
1
tα
+ C |||F |||α,β,T
(1+ τ )2+β
τ
t1+α
+ C |||F |||α,β,T
(1+ τ )2+α+β
τ 1+α
t1+α
+ C |||F |||α,β,T
(1+ τ )2+α+β
τα
tα
τ
t1+β
+ C |||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ
 C
t1+α
|||F |||α,β,T
(1+ τ )1+β + C
|||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ ,
then we get
[
∂2εr(s)
∂x∂x0
]
C0,α
 C
t1+α
t∫
s
|||F |||α,β,T
(1+ τ )1+β dτ + C
t∫
s
|||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ dτ
+ C
t2+α
t∫
0
τ |||F |||α,β,T
(1+ τ )1+β dτ +
C
t
t∫
0
τ |||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ dτ .
After integrating the above inequality from 0 to t:
t∫
0
[
∂2εr(s)
∂x∂x0
]
C0,α
ds C
t1+α
t∫
0
|||F |||α,β,T
(1+ τ )β dτ + C
t∫
0
|||F |||α,β,T
(1+ τ )1+β
τ∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ dτ
 C8
tα+β
|||F |||α,β,T + C8|||F |||α,β,T
t∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ dτ ,
we obtain the following estimate for small η such as C8η < 12 :
t∫
0
[
∂2εr(s)
∂x∂x0
]
C0,α
ds 2C8
tα+β
|||F |||α,β,T .
If we take s = t in (5.5), this completes the proof:
[
∂2εr(t)
∂x∂x0
]
C0,α
 C
t2+α
t∫
0
τ |||F |||α,β,T
(1+ τ )1+β dτ +
C
t
t∫
0
τ |||F |||α,β,T
(1+ τ )2+β
τ∫
0
[
∂2εr(σ )
∂x∂x0
]
C0,α
dσ dτ
 C
t1+α+β
|||F |||α,β,T . 
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Appendix A. Global existence of classical solutions
In this section, we brieﬂy sketch the global-in-time existence of classical solutions to the Vlasov–
Yukawa system (1.1) in the sense of Deﬁnition 2.1. We will follow the arguments of [18,20,22], where
the two-dimensional Vlasov–Poisson system was studied by using standard arguments in the mathe-
matical theory on the Vlasov equation (see [5,19] for references). Since the argument is well known
and can be directly applied to our case, we only present a sketch of the proof of the existence of
classical solutions.
Deﬁne a sequence of approximate solutions { f n}∞n=0 as follows:
f 0(t, x, v) := f0(x, v),
f n+1(t, x, v) := f0
(
Xn(s; t, x, v), Vn(s; t, x, v)
)
for n 0,
where (Xn(s; t, x, v), Vn(s; t, x, v)) is a unique solution of the following system of ODEs:
d
ds
Xn(s; t, x, v) = Vn(s; t, x, v),
d
ds
Vn(s; t, x, v) = Fn
(
s, Xn(s; t, x, v)
)
, Fn = −∇xϕn, (A.1)
with initial data
Xn(t; t, x, v) = x and Vn(t; t, x, v) = v.
ϕn is the solution of
−xϕn +m2ϕn = −ρn, ρn =
∫
R2
f n dv.
Note that we have taken a standard and usual approach to particle trajectories in this section, i.e.,
taking the ODE system as (A.1) is more usual compared to (4.1). Because we will not take the previous
approach (4.1) in the remaining sections, there will be no confusion for using the same notations on
particle trajectories (X, V ). We write Xn(s) = Xn(s; t, x, v) and Vn(s) = Vn(s; t, x, v) for simplicity.
Then, along the particle trajectories (Xn(s), Vn(s)), we have f n ∈ C1([0,∞)×R4) and∥∥ f n(t)∥∥L∞ = ‖ f0‖L∞ , ∥∥ f n(t)∥∥L1 = ‖ f0‖L1 .
Moreover, we have
f n(t, x, v) = 0 for |v| Pn(t) or |x| R0 +
t∫
Pn(s)ds,0
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Pn+1(t) := sup
{∣∣Vn(s;0, x, v)∣∣: |x| R0, |v| P0, 0 s t}.
We now estimate ρn as follows:
∥∥ρn(t)∥∥L1 = ‖ f0‖L1 , ∥∥ρn(t)∥∥L∞  C‖ f0‖L∞ P2n(t). (A.2)
Then Proposition 3.1 implies that
∥∥Fn(t)∥∥L∞  C‖ f0‖1/2L1 ‖ f0‖1/2L∞ Pn(t). (A.3)
We ﬁx the above constant and write it as C( f0):
C( f0) := C‖ f0‖1/2L1 ‖ f0‖
1/2
L∞ ,
which depends only on initial data. We now deﬁne P (t) as the solution of
P (t) = P0 + C( f0)
t∫
0
P (s)ds.
Then we have Pn(t)  P (t) for all n, moreover P (t) is explicitly given by P (t) = P0eC( f0)t , which is
deﬁned on [0,∞). In other words, for any ﬁnite time T > 0, Pn are uniformly bounded on [0, T ], i.e.,
Pn(t) P (T ) = P0eC( f0)T for n ∈N.
We now obtain the following estimates from (A.2) and (A.3):
∥∥ρn(t)∥∥L∞  C P2(T ), ∥∥Fn(t)∥∥L∞  C P (T ), (A.4)
where C is a positive constant depending on initial data. Furthermore, ∇xρn(t) and ∇x Fn(t) can be
estimated in a similar way:
∥∥∇xρn(t)∥∥L∞ + ∥∥∇x Fn(t)∥∥L∞  CT , (A.5)
where CT is a positive constant depending on initial data and T . With (A.4) and (A.5), we can show
that { f n}∞n=0 is a Cauchy sequence such that f n converges to some f ∈ C1([0, T ] ×R4), which satis-
ﬁes (1.1) with the corresponding force F . Since P (t) is deﬁned on the whole time interval [0,∞), we
can choose T > 0 arbitrarily, which implies that the limiting function f is a global-in-time solution.
Theorem A.1. For any initial datum 0  f0 ∈ C1c (R2 × R2), there exists a unique global-in-time classical
solution f ∈ C1([0,∞)×R2 ×R2) to (1.1) satisfying the following:
(1) f is nonnegative and C1 in all variables.
(2) The induced mass density ρ and potential ϕ are C1 in all variables, and ϕ(t, ·) is C2 for each t.
(3) There exists a continuous function P = P (t) deﬁned on [0,∞) satisfying
f (t, x, v) = 0, if |v| P (t).
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In the previous section, we have taken a different approach to particle trajectories, which were
given by the solutions of the following system of ODEs:
d
ds
X(s; t, x, v) = V (s; t, x, v),
d
ds
V (s; t, x, v) = F (s, X(s; t, x, v)), (B.1)
with initial data
X(t; t, x, v) = x and V (t; t, x, v) = v.
The above framework (B.1) is more appropriate for investigating L1-stability estimate for small solu-
tions. Unfortunately, although we obtained a time-decaying property of the two-dimensional Vlasov
equation by employing the idea of [13] together with the short-range character of the Yukawa po-
tential, the uniform L1-stability estimate is not yet available for the two-dimensional Vlasov–Yukawa
system. However, we can obtain a ﬁnite-time stability estimate in L1-norms. By the main theorem of
this paper, we have |||F |||α,β  η for some small η:
∣∣F (t, x)∣∣ η
(1+ t)1+β and
∣∣∇x F (t, x)∣∣ η
(1+ t)2+β , x ∈R
2, t  0. (B.2)
Since β > 0, the time-decay rates of F and ∇x F are now suﬃcient to apply Bardos–Degond’s argument
for the three-dimensional Vlasov–Poisson system to our case. The proof of the following proposition
is exactly same with [1], so we skip them:
Proposition B.1. For X, V and F satisfying (B.1) and (B.2), we have the following estimates. For given (x, v) ∈
R
4 and 0 s t, ∣∣∣∣∂ X∂v (s; t, x, v) − (s − t)I
∣∣∣∣+
∣∣∣∣∂V∂v (s; t, x, v) − I
∣∣∣∣ Cη(t − s),∣∣∣∣∂ X∂x (s; t, x, v) − I
∣∣∣∣+
∣∣∣∣∂V∂x (s; t, x, v)
∣∣∣∣ Cη,
where I is the 2× 2 identity matrix. Moreover, we have∣∣∣∣det
(
∂ X
∂v
(s; t, x, v)
)∣∣∣∣ (t − s)22 .
The above proposition gives the following useful estimates for small solutions.
Lemma B.1. Let ( f ,ϕ) be a global classical solution of (1.1) constructed in Theorem 1.1 such that (B.2) holds.
Then we have
∥∥∇v f (t)∥∥L∞x (L1v )  Cε1+ t and
∥∥∇v f (t)∥∥L1  Cε(1+ t).
Proof. The proof is a direct application of Proposition B.1. We ﬁrst note that
∇v f (t, x, v) = ∇v
[
f0
(
X(0), V (0)
)]= (∇x,v f0)(X(0), V (0)) · (∂v X(0), ∂v V (0)),
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dv =
∣∣∣∣det
(
∂ X
∂v
(0)
)∣∣∣∣
−1
dX(0).
If we now apply Proposition B.1, then the ﬁrst estimate is proved as follows:
∥∥∇v f (t, x)∥∥L1  C(1+ t)−1
∫
R2
∣∣(∇x,v f0)(X(0), V (0))∣∣dX(0) Cε
1+ t .
The second estimate can be proved in a similar way, and we refer to [1,3] for detailed calculations. 
We now introduce the stability functional as in [11].
Deﬁnition B.1. We deﬁne the stability functional S( f ) as
S( f )(t) = sup
x∈R2
∫
R2
∣∣∇xΓm(x− y)∣∣∥∥∇v f (t, y)∥∥L1 dy.
Lemma B.2. Let ( f ,ϕ) be a global classical solution of (1.1) constructed in Theorem 1.1. Then the stability
functional S( f ) is estimated as
S( f )(t) Cε
1+ t .
Proof. By Lemma 2.1, ∇xΓm is integrable on R2. Therefore, we have
S( f )(t)
∥∥∇v f (t)∥∥L∞x (L1v ) sup
x∈R2
∫
R2
∣∣∇xΓ 2m(x− y)∣∣dy  C∥∥∇v f (t)∥∥L∞x (L1v ).
We apply Lemma B.1 to the last quantity to get the desired result. 
Finally, we obtain a ﬁnite-time stability estimate of (1.1) for small solutions.
Theorem B.1. Suppose that f and f¯ are the solutions to (1.1) satisfying the conditions of Theorem 1.1 with
initial data f0 and f¯0 respectively. Then there exists a positive constant C such that for any T ∈ [0,∞),
sup
0tT
∥∥ f (t)− f¯ (t)∥∥L1  (1+ T )Cε‖ f0 − f¯0‖L1 ,
where C does not depend on time T .
Proof. We ﬁrst note that both f and f¯ satisfy the Vlasov equation:
∂t f + v · ∇x f + F · ∇v f = 0, F =
∫
R2
∇xΓm(x− y)ρ(t, y)dy,
∂t f¯ + v · ∇x f¯ + F¯ · ∇v f¯ = 0, F¯ =
∫
2
∇xΓm(x− y)ρ¯(t, y)dy,
R
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from the ﬁrst one, we obtain the following:
∂t( f − f¯ )+ v · ∇x( f − f¯ )+ F · ∇v( f − f¯ ) = ( F¯ − F ) · ∇v f¯ .
After integrating it along the particle trajectory of f , we obtain
( f − f¯ )(t, x, v) = ( f0 − f¯0)
(
X(0), V (0)
)+
t∫
0
(F − F¯ )(s, X(s)) · ∇v f¯ (s, X(s), V (s))ds.
By the measure preserving property, we obtain the following estimate:
∥∥ f (t)− f¯ (t)∥∥L1  ‖ f0 − f¯0‖L1 +
t∫
0
∫
R4
∣∣(F − F¯ )(s, X(s)) · ∇v f¯ (s, X(s), V (s))∣∣dxdv ds
 ‖ f0 − f¯0‖L1 +
t∫
0
∫
R4
∫
R2
∣∣∇xΓm(x− y)∣∣∣∣(ρ − ρ¯)(s, y)∣∣∣∣∇v f¯ (s, x, v)∣∣dy dxdv ds
 ‖ f0 − f¯0‖L1 +
t∫
0
∫
R2
∣∣(ρ − ρ¯)(s, y)∣∣( ∫
R2
∣∣∇xΓm(x− y)∣∣∥∥∇v f¯ (s, x)∥∥L1 dx
)
dy ds
 ‖ f0 − f¯0‖L1 +
t∫
0
S( f¯ )(s)
∥∥ f (s)− f¯ (s)∥∥L1 ds.
We now apply Gronwall’s lemma and Lemma B.2 to obtain
∥∥ f (t)− f¯ (t)∥∥L1  ‖ f0 − f¯0‖L1 exp
( t∫
0
S( f¯ )(s)ds
)
 (1+ t)Cε‖ f0 − f¯0‖L1 ,
and this completes the proof:
sup
0tT
∥∥ f (t)− f¯ (t)∥∥L1  (1+ T )Cε‖ f0 − f¯0‖L1 . 
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