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Abstract
We study homogenization by Γ -convergence of periodic multiple integrals of the calculus of variations when the integrand can
take infinite values outside a convex set of matrices.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
Nous étudions l’homogénéisation par Γ -convergence d’intégrales multiples périodiques du calcul des variations lorsque
l’intégrande prend des valeurs infinies en dehors d’un ensemble convexe de matrices.
© 2011 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we are concerned with homogenization by Γ -convergence of multiple integrals of type:∫
Ω
W
(
x
ε
,∇u(x)
)
dx, (1.1)
where Ω ⊂ Rd is a bounded open set with Lipschitz boundary, u ∈ W 1,p(Ω;Rm) with p > 1, W :Rd × Mm×d →
[0,∞] is a Borel measurable function which is p-coercive, 1-periodic with respect to its first variable and not nec-
essarily convex with respect to its second variable and ε > 0 is a (small) parameter. This nonconvex homogenization
problem was studied for the first time by Braides in 1985 (see [10] and [9, Theorem 4.5, p. 111]) and then by Müller
in 1987 (see [15, Theorem 1.3]). It is proved that if W is of p-polynomial growth, i.e.,
W(x, ξ) c
(
1 + |ξ |p) for all (x, ξ) ∈ Rd × Mm×d and some c > 0, (1.2)
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168 O. Anza Hafsa, J.-P. Mandallena / J. Math. Pures Appl. 96 (2011) 167–189then (1.1) Γ -converges, as the parameter ε tends to zero, to the homogeneous integral,∫
Ω
Whom
(∇u(x))dx, (1.3)
where u ∈ W 1,p(Ω;Rm) and Whom :Mm×d → [0,∞] is given by the formula,
Whom(ξ) = HW(ξ) := inf
k1
inf
φ∈W 1,p0 (kY ;Rm)
−
∫
kY
W
(
x, ξ + ∇φ(x))dx, (1.4)
with Y := ]0,1[d . As is well known, because of the p-polynomial growth assumption (1.2), this homogenization
theorem is not compatible with the following two basic conditions of hyperelasticity: the non-interpenetration of the
matter, i.e., W(x, ξ) = ∞ if and only if det(I + ξ) 0, and the necessity of an infinite amount of energy to compress
a finite volume into zero volume, i.e., for every x ∈ Rd , W(x, ξ) → ∞ as det(I + ξ) → 0. It is then of interest to
develop techniques for the homogenization of integrals like (1.1) when W is not necessarily of p-polynomial growth:
this is the general purpose of the present paper. For works in the same spirit, we refer the reader to [2,3] (see also
[8,16,4,5,1,17] for the relaxation case). It is worth noting that a wide literature exists on homogenization problems
with constraints on the gradient for the scalar case (see for instance [11]), whose techniques cannot be generalized to
the vector case.
In this paper, our main contribution (see Theorem 2.1 and Corollaries 2.2 and 2.4) is to prove that for p > d , if W
takes infinite values outside a convex set G of matrices and has a nice behavior near to the boundary ∂G of G, then (1.1)
Γ -converges, as the parameter ε tends to zero, to (1.3) with Whom given by the formula (see also Remark 2.3),
Whom(ξ) =
⎧⎨⎩
Z HW(ξ) := infφ∈Aff0(Y ;Rm)
∫
Y
HW(ξ + ∇φ(y)) dy if ξ ∈ int(G),
lim inft→1 Z HW(tξ) if ξ ∈ ∂G,
∞ otherwise,
which, in general, is different from the classical one (1.4), where int(G) denotes the interior of G and Aff0(Y ;Rm) is
the space of continuous piecewise affine functions φ from Y to Rm such that φ = 0 on the boundary ∂Y of Y . We note
the potential relevance of this result with respect to the basic conditions of hyperelasticity (see Section 2.2 for more
details).
The paper is organized as follows. In Section 2 we state the main results of the paper, i.e., Theorem 2.1
and Corollaries 2.2 and 2.4, and indicate how these results could be applied in the framework of hyperelasticity
(see Propositions 2.5 and 2.6). Section 3 is devoted to the statements and proofs of auxiliary results needed in the
proof of Theorem 2.1. In particular, the key concept of ru-usc function, which roughly means that W has a nice
behavior on ∂G, see (2.4) and (2.5), is developed in Section 3.1 following the ideas introduced in [1,3]. Finally,
Theorem 2.1 is proved in Section 4.
2. Main results
2.1. General results
Let d,m 1 be two integers and let p > 1 be a real number. Let W :Rd ×Mm×d → [0,∞] be a Borel measurable
function which is p-coercive, i.e., there exists c > 0 such that
W(x, ξ) c|ξ |p for all (x, ξ) ∈ Rd × Mm×d, (2.1)
and 1-periodic with respect to its first variable, i.e.,
W(x + z, ξ) = W(x, ξ) for all x ∈ Rd , all z ∈ Zd and all ξ ∈ Mm×d . (2.2)
Let G :Mm×d → [0,∞] be a convex function such that 0 ∈ int(G), where G denotes the effective domain of G.
We assume that W is of G-convex growth, i.e., there exist α,β > 0 such that
αG(ξ)W(x, ξ) β
(
1 +G(ξ)) for all (x, ξ) ∈ Rd × Mm×d . (2.3)
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for all x ∈ Rd . For each a ∈ L1loc(Rd; ]0,∞]) we define 
aW : [0,1] → ]−∞,∞] by:

aW(t) := sup
x∈Rd
sup
ξ∈G
W(x, tξ)−W(x, ξ)
a(x)+W(x, ξ) , (2.4)
and we further suppose that W is periodically ru-usc (see Section 3.1 for more details), i.e., there exists
a ∈ L1loc(Rd; ]0,∞]) such that a is 1-periodic, and
lim sup
t→1

aW(t) 0. (2.5)
Let Ω ⊂ Rd be a bounded open set with Lipschitz boundary and let Iε, ĤI , Ẑ HI :W 1,p(Ω;Rm) → [0,∞] be defined
by:
• Iε(u) :=
∫
Ω
W(x
ε
,∇u(x)) dx;
• ĤI (u) := ∫
Ω
ĤW(∇u(x)) dx;
• Ẑ HI (u) := ∫
Ω
Ẑ HW(∇u(x)) dx,
where ε > 0 is a (small) parameter, and HW, ĤW,Z HW, Ẑ HW :Mm×d → [0,∞] are given by:
• HW(ξ) := infk1 inf{−
∫
kY
W(x, ξ + ∇φ(x)) dx: φ ∈ W 1,p0 (kY ;Rm)};
• ĤW(ξ) := lim inft→1 HW(tξ);
• Z HW(ξ) := inf{∫
Y
HW(ξ + ∇φ(y)) dy: φ ∈ Aff0(Y ;Rm)};
• Ẑ HW(ξ) := lim inft→1 Z HW(tξ),
with Y := ]0,1[d and Aff0(Y ;Rm) := {φ ∈ Aff(Y ;Rm): φ = 0 on ∂Y } where Aff(Y ;Rm) denotes the space of
continuous piecewise affine functions from Y to Rm. The main result of the paper is the following:
Theorem 2.1. Let W :Rd × Mm×d → [0,∞] be a Borel measurable function satisfying (2.1), (2.2), (2.3) and (2.5)
and let u ∈ W 1,p(Ω;Rm).
(i) If p > d and if {uε}ε ⊂ W 1,p(Ω;Rm) is such that ‖uε − u‖Lp(Ω;Rm) → 0, then
lim inf
ε→0 Iε(uε) ĤI (u).
(ii) If Ω is strongly star-shaped, see Definition 3.13, then there exists {uε}ε ⊂ W 1,p(Ω;Rm) such that
‖uε − u‖Lp(Ω;Rm) → 0, and
lim sup
ε→0
Iε(uε) Ẑ HI (u).
Let Ihom :W 1,p(Ω;Rm) → [0,∞] be defined by:
Ihom(u) :=
∫
Ω
Whom
(∇u(x))dx,
with Whom :Mm×d → [0,∞] given by,
Whom(ξ) :=
{Z HW(ξ) if ξ ∈ int(G),
lim inft→1 Z HW(tξ) if ξ ∈ ∂G,
∞ otherwise,
where int(G) denotes the interior of G. The following homogenization result is a consequence of Theorem 2.1.
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If p > d and Ω is strongly star-shaped, then
Γ
(
Lp
)
- lim
ε→0 Iε = Ihom.
Proof. As Ẑ HI  ĤI , from Theorem 2.1 we deduce that(
Γ
(
Lp
)
- lim
ε→0 Iε
)
(u) = Ẑ HI (u) =
∫
Ω
Ẑ HW (∇u(x))dx
for all u ∈ W 1,p(Ω;Rm). Denote the effective domain of Z HW by Z HW. As domW(x, ·) = G for all x ∈ Rd it
is easy to see that Z HW = G. On the other hand, as G is convex we have tG ⊂ int(G) for all t ∈ ]0,1[, and so
Ẑ HW = Whom by Corollary 3.8. 
Remark 2.3. Under the assumptions of Corollary 2.2 we have Whom = HW with HW denoting the lsc (lower semi-
continuous) envelope of HW . Indeed, as Ẑ HI  ĤI , from Theorem 2.1 we see that Γ (Lp)- limε→0 Iε = ĤI , and
consequently ĤI = Ihom by Corollary 2.2. Thus Whom = ĤW . Denote the effective domain of HW by HW. As
domW(x, ·) = G for all x ∈ Rd we have HW = G where, because of G is convex, tG ⊂ int(G) for all t ∈ ]0,1[. On
the other hand, as W satisfies (2.5), from Proposition 3.7 we can assert that HW is ru-usc (see Definition 3.1) and so
ĤW = HW by Theorem 3.5(iii).
To be complete, let us give the Dirichlet version of Corollary 2.2. For each ε > 0, let Jε :W 1,p0 (Ω;Rm) → [0,∞]
be defined by:
Jε(u) :=
{
Iε(u) if u ∈ W 1,p0 (Ω;Rm),∞ otherwise.
Using the Dirichlet version of Theorem 2.1 and arguing as in the proof of Corollary 2.2 we can establish the
following result.
Corollary 2.4. Let W :Rd × Mm×d → [0,∞] be a Borel measurable function satisfying (2.1), (2.2), (2.3) and (2.5).
If p > d , then
Γ
(
Lp
)
- lim
ε→0Jε = Jhom
with Jhom :W 1,p(Ω;Rm) → [0,∞] given by,
Jhom(u) :=
{
Ihom(u) if u ∈ W 1,p0 (Ω;Rm),∞ otherwise.
The main difference with Corollary 2.2 is that we do not need to assume that Ω is strongly star-shaped. Roughly,
this comes from the fact that we can use [12, Proposition 2.8, p. 292] instead of Lemma 3.14. To reduce technicalities
and emphasize the essential difficulties, in the present paper we have restricted our attention on Theorem 2.1 and
Corollary 2.2. The details of the proof of Corollary 2.4 are left to the reader.
2.2. Towards applications in hyperelasticity
Let d  1 be an integer and let p > d be a real number. Given a convex function g :Md×d → [0,∞] and a Borel
function h :R → [0,∞] such that h(t) = ∞ if and only if t  0 and h(t) → ∞ as t → 0, we consider D[g;h] ⊂ Md×d
given by:
D[g;h] := {ξ ∈ Md×d : h(det(I + ξ)) g(ξ) < ∞},
and we define the convex function G :Md×d → [0,∞] by,
G(ξ) :=
{ |ξ |p + g(ξ) if ξ ∈ G,
∞ otherwise, (2.6)
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W(x, ξ) :=
{
F(x, ξ)+ g(ξ) if ξ ∈ G,
∞ otherwise, (2.7)
where F :Rd × Md×d → [0,∞] is a quasiconvex function, 1-periodic with respect to its first variable and of
p-polynomial growth, i.e., there exist c,C > 0 such that
c|ξ |p  F(x, ξ) C(1 + |ξ |p) (2.8)
for all (x, ξ) ∈ Rd × Md×d . The following proposition makes clear the fact that such a W is consistent with the
assumptions of Corollaries 2.2 and 2.4 as well as with the two basic conditions of hyperelasticity, i.e., the non-
interpenetration of the matter and the necessity of an infinite amount of energy to compress a finite volume of matter
into zero volume.
Proposition 2.5. Let W :Rd × Md×d → [0,∞] be defined as above. Then:
(i) W is p-coercive;
(ii) W is 1-periodic with respect to the first variable;
(iii) W satisfies (2.3) with G given by (2.6);
(iv) W satisfies (2.5) with a ≡ 2;
(v) for every (x, ξ) ∈ Rd × G, W(x, ξ) < ∞ if and only if det(I + ξ) > 0;
(vi) for every x ∈ Rd , W(x, ξ) → ∞ as det(I + ξ) → 0.
Proof. (i) and (ii) are obvious.
(iii) As F satisfies (2.8) it is clear that for every (x, ξ) ∈ Rd × Md×d ,
c|ξ |p + g(ξ)W(x, ξ) C(1 + |ξ |p)+ g(ξ),
and so
αG(ξ)W(x, ξ) β
(
1 +G(ξ))
for all (x, ξ) ∈ Rd × Md×d , where α := min{c,1}, β := max{C,1} and G is given by (2.6).
(iv) Fix any t ∈ [0,1], any x ∈ Rd and any ξ ∈ G. First of all, as F is quasiconvex and satisfies (2.8), there exists
K > 0 such that ∣∣F(x, ζ )− F (x, ζ ′)∣∣K∣∣ζ − ζ ′∣∣(1 + |ζ |p−1 + ∣∣ζ ′∣∣p−1), (2.9)
for all x ∈ Rd and all ζ, ζ ′ ∈ Md×d . Using (2.9) with ζ = tξ and ζ ′ = ξ and taking the left inequality in (2.8) into
account, we obtain:
F(x, tξ)− F(x, ξ)K ′(1 − t)(1 + F(x, ξ)) (2.10)
with K ′ := 3K max{1, 1
c
}. On the other hand, as g is convex we have:
g(tξ)− g(ξ) tg(ξ)+ (1 − t)g(0)− g(ξ) (1 − t)g(0),
and consequently
g(tξ)− g(ξ) (1 − t)g(0)(1 + g(ξ)) (2.11)
since 1 + g(ξ) 1. From (2.10) and (2.11) we deduce that
W(x, tξ)−W(x, ξ)max{K ′, g(0)}(1 − t)(2 +W(x, ξ)).
Passing to the supremum on x and ξ we obtain:
sup
x∈Rd
sup
ξ∈G
W(x, tξ)−W(x, ξ)
2 +W(x, ξ) max
{
K ′, g(0)
}
(1 − t),
and noticing that 0 ∈ G, i.e., g(0) < ∞, the result follows by letting t → 1.
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result.
(vi) As G ⊂ D[g;h] we have W(x, ξ)  h(det(I + ξ)) for all (x, ξ) ∈ Rd × Md×d , which gives the result since
h(t) → ∞ as t → 0. 
Thus, to apply Corollaries 2.2 and 2.4, the only, but not trivial, point to study is to find “interesting” convex sets
G ⊂ D[g;h], related to suitable g and h, such that 0 ∈ int(G). In the case d = 2, such a (unbounded) convex set can
be constructed (see Proposition 2.6). However, a more detailed study of this problem remains to be done.
Let us illustrate our purpose in the case d = 2. Let h :R → [0,∞] be defined by:
h(t) :=
{
1
2t if t > 0,∞ otherwise,
and let g :M2×2 → [0,∞] be given by:
g(ξ) :=
{
1
(tr(I+ξ)−|I+ξ |)2 if ξ ∈ G,
∞ otherwise,
(2.12)
where tr(ζ ) denotes the trace of the matrix ζ , and
G := {ξ ∈ M2×2: |I + ξ | < tr(I + ξ)}. (2.13)
It is easy to see that G is a convex open set such 0 ∈ G and g is a convex function. On the other hand, for each
ξ ∈ M2×2,
2 det(I + ξ) = 2(1 + ξ11)(1 + ξ22)− 2ξ12ξ21

(
(1 + ξ11)+ (1 + ξ22)
)2 − (1 + ξ11)2 − (1 + ξ22)2 − ξ212 − ξ221
= (tr(I + ξ))2 − |I + ξ |2 = (tr(I + ξ)− |I + ξ |)(tr(I + ξ)+ |I + ξ |)
>
(
tr(I + ξ)− |I + ξ |)(tr(I + ξ)− |I + ξ |)= (tr(I + ξ)− |I + ξ |)2,
and so G ⊂ D[g;h]. Thus, we have:
Proposition 2.6. Let W :R2 × M2×2 → [0,∞] be defined by (2.7) with g and G given by (2.12) and (2.13) respec-
tively. Then, W satisfies (i), (ii), (iii), (iv), (v) and (vi) of Proposition 2.5. In particular, Corollaries 2.2 and 2.4 can
be applied.
3. Auxiliary results
3.1. Ru-usc functions
Let U ⊂ Rd be an open set and let L :U × Mm×d → [0,∞] be a Borel measurable function. For each x ∈ U , we
denote the effective domain of L(x, ·) by Lx and, for each a ∈ L1loc(U ; ]0,∞]), we define 
aL : [0,1] → ]−∞,∞] by

aL(t) := sup
x∈U
sup
ξ∈Lx
L(x, tξ)−L(x, ξ)
a(x)+L(x, ξ) .
Definition 3.1. We say that L is radially uniformly upper semicontinuous (ru-usc) if there exists a ∈ L1loc(U ; ]0,∞])
such that
lim sup
t→1

aL(t) 0.
Remark 3.2. If L is ru-usc, then
lim supL(x, tξ) L(x, ξ) (3.1)
t→1
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L(x, tξ)
aL(t)
(
a(x)+L(x, ξ))+L(x, ξ) for all t ∈ [0,1],
which gives (3.1) since a(x)+L(x, ξ) > 0 and lim supt→1 
aL(t) 0.
Remark 3.3. If there exist x ∈ U and ξ ∈ Lx such that L(x, ·) is lsc at ξ , then
lim inf
t→1 

a
L(t) 0 (3.2)
for all a ∈ L1loc(U ; ]0,∞]). Indeed, given such x ∈ U and ξ ∈ Lx , for any a ∈ L1loc(U ; ]0,∞]) we have:

aL(t)
L(x, tξ)−L(x, ξ)
a(x)+L(x, ξ) for all t ∈ [0,1],
which gives (3.2) since a(x)+L(x, ξ) > 0 and lim inft→1(L(x, tξ)−L(x, ξ)) 0.
The following lemma is essentially due to Wagner (see [18]).
Lemma 3.4. Assume that L is ru-usc and consider x ∈ U such that
tLx ⊂ Lx for all t ∈ ]0,1[, (3.3)
where Lx denotes the closure of Lx . Then
lim inf
t→1 L(x, tξ) = lim supt→1 L(x, tξ)
for all ξ ∈ Lx .
Proof. Fix ξ ∈ Lx . It suffices to prove that
lim sup
t→1
L(x, tξ) lim inf
t→1 L(x, tξ). (3.4)
Without loss of generality we can assume that lim inft→1 L(x, tξ) < ∞ and there exist {tn}n, {sn}n ⊂ ]0,1[ such that
• tn → 1, sn → 1 and tnsn → 1;• lim supt→1 L(x, tξ) = limn→∞ L(x, tnξ);
• lim inft→1 L(x, tξ) = limn→∞ L(x, snξ).
From (3.3) we see that for every n 1, snξ ∈ Lx , and so we can assert that for every n 1,
L(x, tnξ) a(x)
aL
(
tn
sn
)
+
(
1 +
aL
(
tn
sn
))
L(x, snξ). (3.5)
On the other hand, as L is ru-usc we have lim supn→∞(1 + 
aL( tnsn ))  1 and lim supn→∞ a(x)
aL( tnsn )  0 since
a(x) > 0, and (3.4) follows from (3.5) by letting n → ∞. 
Define L̂ :U × Mm×d → [0,∞] by:
L̂(x, ξ) := lim inf
t→1 L(x, tξ).
The interest of Definition 3.1 comes from the following theorem:
Theorem 3.5. If L is ru-usc and if for every x ∈ U ,
tLx ⊂ int(Lx) for all t ∈ ]0,10[, (3.6)
(in particular (3.3) holds) and L(x, ·) is lsc on int(Lx), where int(Lx) denotes the interior of Lx , then:
174 O. Anza Hafsa, J.-P. Mandallena / J. Math. Pures Appl. 96 (2011) 167–189(i) L̂(x, ξ) =
{
L(x, ξ) if ξ ∈ int(Lx),
limt→1 L(x, tξ) if ξ ∈ ∂Lx,
∞ otherwise;
(ii) L̂ is ru-usc;
(iii) for every x ∈ U , L̂(x, ·) is the lsc envelope of L(x, ·).
Proof. (i) Lemma 3.4 shows that, for x ∈ U and ξ ∈ Lx , L̂(x, ξ) = limt→1 L(x, tξ). From Remark 3.2 we see that
if ξ ∈ int(Lx) then lim supt→1 L(x, tξ)  L(x, ξ). On the other hand, from (3.6) it follows that if ξ ∈ int(Lx) then
tξ ∈ int(Lx) for all t ∈ ]0,1[. Thus, lim inft→1 L(x, tξ) L(x, ξ) whenever ξ ∈ int(Lx) since L(x, ·) is lsc on int(Lx),
and (i) follows.
(ii) Fix any t ∈ ]0,1[ any x ∈ U and any ξ ∈ L̂x , where L̂x denotes the effective domain of L̂(x, ·). As L̂x ⊂ Lx
we have ξ ∈ Lx and tξ ∈ Lx since (3.3) holds. From Lemma 3.4 we can assert that
• L̂(x, ξ) = lims→1 L(x, sξ);
• L̂(x, tξ) = lims→1 L(x, s(tξ)),
and consequently
L̂(x, tξ)− L̂(x, ξ)
a(x)+ L̂(x, ξ) = lims→1
L(x, t (sξ)) −L(x, sξ)
a(x)+L(x, sξ) . (3.7)
On the other hand, by (3.3) we have sξ ∈ Lx for all s ∈ ]0,1[, and so
L(x, t (sξ)) −L(x, sξ)
a(x)+L(x, sξ) 

a
L(t) for all s ∈ ]0,1[.
Letting s → 1 and using (3.7) we deduce that 
a
L̂
(t)
aL(t) for all t ∈ ]0,1[, which gives (ii) since L is ru-usc.
(iii) Given x ∈ U , we only need to prove that if |ξn − ξ | → 0, then
lim inf
n→∞ L(x, ξn) L̂(x, ξ). (3.8)
Without loss of generality we can assume that
lim inf
n→∞ L(x, ξn) = limn→∞L(x, ξn) < ∞, and so supn1L(x, ξn) < ∞.
Thus ξn ∈ Lx for all n 1, hence ξ ∈ Lx , and so
L̂(x, ξ) = lim
t→1L(x, tξ),
by Lemma 3.4. Moreover, using (3.3) we see that, for any t ∈ ]0,1[, tξ ∈ Lx and tξn ∈ Lx for all n 1, and conse-
quently
lim inf
n→∞ L(x, tξn) L(x, tξ) for all t ∈ ]0,1[
because L(x, ·) is lsc on Lx and |tξn − tξ | → 0. It follows that
lim sup
t→1
lim inf
n→∞ L(x, tξn) L̂(x, ξ). (3.9)
On the other hand, for every n 1 and every t ∈ [0,1], we have:
L(x, tξn)
(
1 +
aL(t)
)
L(x, ξn)+ a(x)
aL(t).
As L is ru-usc, letting n → ∞ and t → 1 we obtain:
lim sup
t→1
lim inf
n→∞ L(x, tξn) limn→∞L(x, ξn),
which gives (3.8) when combined with (3.9). 
In what follows, given any bounded open set A ⊂ Rd , we denote the space of continuous piecewise affine functions
from A to Rm by Aff(A;Rm), i.e., u ∈ Aff(A;Rm) if and only if u ∈ C(A;Rm) and there exists a finite family {Ai}i∈I
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ξi ∈ Mm×d . Define ZL :U × Mm×d → [0,∞] by:
ZL(x, ξ) := inf
{ ∫
Y
L
(
x, ξ + ∇φ(y))dy: φ ∈ Aff0(Y ;Rm)}
with Y := ]0,1[d and Aff0(Y ;Rm) := {φ ∈ Aff(Y ;Rm): φ = 0 on ∂Y }. Roughly, Proposition 3.6 shows that ru-usc
functions have a nice behavior with respect to relaxation.
Proposition 3.6. If L is ru-usc then ZL is ru-usc.
Proof. Fix any t ∈ [0,1], any x ∈ U and any ξ ∈ ZLx , where ZLx denotes the effective domain of ZL(x, ·). By
definition, there exists {φn}n ⊂ Aff0(Y ;Rm) such that
• ZL(x, ξ) = limn→∞
∫
Y
L(x, ξ + ∇φn(y)) dy;
• ξ + ∇φn(y) ∈ Lx for all n 1 and a.a. y ∈ Y .
Moreover, for every n 1,
ZL(x, tξ)
∫
Y
L
(
x, t
(
ξ + ∇φn(y)
))
dy
since tφn ∈ Aff0(Y ;Rm), and so
ZL(x, tξ)− ZL(x, ξ) lim inf
n→∞
∫
Y
(
L
(
x, t
(
ξ + ∇φn(y)
))−L(x, ξ + ∇φn(y)))dy.
As L is ru-usc it follows that
ZL(x, tξ)− ZL(x, ξ)
aL(t)
(
a(x)+ ZL(x, ξ)),
which implies that 
aZL(t)

a
L(t) for all t ∈ [0,1], and the proof is complete. 
Assume that U = Rd and define HL :Rd × Mm×d → [0,∞] by:
HL(ξ) := inf
k1
inf
{
−
∫
kY
L
(
x, ξ + ∇φ(x))dx: φ ∈ W 1,p0 (kY ;Rm)}.
Roughly, Proposition 3.7 shows that ru-usc functions have a nice behavior with respect to homogenization.
Proposition 3.7. If L is periodically ru-usc, i.e., there exists a ∈ L1loc(Rd ; ]0,∞]) such that a is 1-periodic and
lim supt→1 
aL(t) 0, then HL is ru-usc.
Proof. Fix any t ∈ [0,1] and any ξ ∈ HL, where HL denotes the effective domain of HL. By definition, there exists
{kn;φn}n such that
• φn ∈ W 1,p0 (knY ;Rm) for all n 1;• HL(ξ) = limn→∞ −
∫
knY
L(x, ξ + ∇φn(x)) dx;
• ξ + ∇φn(x) ∈ Lx for all n 1 and a.a. x ∈ knY .
Moreover, for every n 1,
HL(tξ) −
∫
L
(
x, t
(
ξ + ∇φn(x)
))
dxknY
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HL(tξ)− HL(ξ) lim inf
n→∞ −
∫
knY
(
L
(
x, t
(
ξ + ∇φn(x)
))−L(x, ξ + ∇φn(x)))dx.
As L is periodically ru-usc it follows that
HL(tξ)− HL(ξ)
aL(t)
(〈a〉 + HL(ξ))
with 〈a〉 := ∫
Y
a(y) dy, which implies that 
〈a〉HL(t)

a
L(t) for all t ∈ [0,1], and the proof is complete. 
As a consequence of Theorem 3.5 and Propositions 3.6 and 3.7 we have:
Corollary 3.8. Let W :Rd × Mm×d → [0,∞] be a Borel measurable function. If W is periodically ru-usc and if
tZ HW ⊂ int(Z HW) for all t ∈ ]0,1[, where Z HW denotes the effective domain of Z HW , then
Ẑ HW(ξ) =
{Z HW(ξ) if ξ ∈ int(Z HW),
limt→1 Z HW(tξ) if ξ ∈ ∂(Z HW),
∞ otherwise.
Proof. First of all, we can assert that Z HW is continuous on int(Z HW) because of the following lemma due to
Fonseca (see [13]).
Lemma 3.9. ZL is continuous on int(ZL).
On the other hand, from Proposition 3.7 we see that HW is ru-usc, hence Z HW is ru-usc by Proposition 3.6, and
the result follows from Theorem 3.5. 
3.2. A subadditive theorem
Let Ob(Rd) be the class of all bounded open subsets of Rd . We begin with the following definition.
Definition 3.10. Let S : Ob(Rd) → [0,∞] be a set function.
(i) We say that S is subadditive if
S(A) S(B)+ S(C)
for all A,B,C ∈ Ob(Rd) with B,C ⊂ A, B ∩C = ∅ and |A \B ∪C| = 0.
(ii) We say that S is Zd -invariant if
S(A+ z) = S(A)
for all A ∈ Ob(Rd) and all z ∈ Zd .
Let Cub(Rd) be the class of all open cubes in Rd and let Y := ]0,1[d . The following theorem is due to Akcoglu
and Krengel (see [6], see also [14] and [7, §B.1]).
Theorem 3.11. Let S : Ob(Rd) → [0,∞] be a subadditive and Zd -invariant set function for which there exists c > 0
such that
S(A) c|A| (3.10)
for all A ∈ Ob(Rd). Then, for every Q ∈ Cub(Rd),
lim
ε→0
S( 1
ε
Q)
| 1
ε
Q| = infk1
S(kY )
kd
.
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zε ∈ Zd such that limε→0 kε = ∞, and
(kε − 2)kY + k(zε + eˆ) ⊂ 1
ε
Q ⊂ kεkY + kzε (3.11)
with eˆ := (1,1, . . . ,1). Fix any k  1 and any ε > 0. As the set function S is subadditive and Zd -invariant, using the
left inclusion in (3.11) we obtain:
S
(
1
ε
Q
)
 (kε − 2)dS(kY )+ S
(
1
ε
Q \ ((kε − 2)kY + k(zε + eˆ))).
Moreover, it is clear that ∣∣∣∣[1εQ \ ((kε − 2)kY + k(zε + eˆ))
]
\
⋃
i∈I
(Ai + qi)
∣∣∣∣= 0,
where qi ∈ Zd and {Ai}i∈I is a finite family of disjoint open subsets of kY with card(I ) = kdε − (kε − 2)d , and so
S
(
1
ε
Q
)
 (kε − 2)dS(kY )+ c
(
kdε − (kε − 2)d
)
kd
by (3.10). It follows that
S( 1
ε
Q)
| 1
ε
Q| 
S(kY )
kd
+ c k
d
ε − (kε − 2)d
(kε − 2)d
because | 1
ε
Q|  (kε − 2)dkd by the left inequality in (3.11). Letting ε → 0, and passing to the infimum on k, we
obtain:
lim sup
ε→0
S( 1
ε
Q)
| 1
ε
Q|  infk1
S(kY )
kd
.
On the other hand, using the right inequality in (3.11) with k = 1, by subadditivity and Zd -invariance we have:
S(kεY ) S
(
1
ε
Q
)
+ S
(
(kεY + zε) \ 1
ε
Q
)
.
As previously, since, up to a set of zero Lebesgue measure, the set (kεY + zε)\ 1εQ can be written as the disjoint union
of kdε − (kε − 2)d integer translations of open subsets of Y , by using (3.10), we deduce that
S(kεY ) S
(
1
ε
Q
)
+ c(kdε − (kε − 2)d),
and consequently
inf
k1
S(kY )
kd
 S(kεY )
kdε

S( 1
ε
Q)
| 1
ε
Q| + c
kdε − (kε − 2)d
kdε
because | 1
ε
Q| kdε by the right inequality in (3.11) with k = 1. Letting ε → 0, it is easy to check that
inf
k1
S(kY )
kd
 lim inf
ε→0
S( 1
ε
Q)
| 1
ε
Q| ,
and the proof is complete. 
Given a Borel measurable function W :Rd × Mm×d → [0,∞], for each ξ ∈ Mm×d , we define
Sξ : Ob(Rd) → [0,∞] by:
Sξ (A) := inf
{ ∫
W
(
x, ξ + ∇φ(x))dx: φ ∈ W 1,p0 (A;Rm)}. (3.12)A
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then Sξ is Zd -invariant. Moreover, if W is such that there exist a Borel measurable function G :Mm×d → [0,∞] and
β > 0 such that
W(x, ξ) β
(
1 +G(ξ)) (3.13)
for all ξ ∈ Mm×d , then
Sξ (A) β
(
1 +G(ξ))|A|
for all A ∈ Ob(Rd). Denote the effective domain of G by G. From the above, we see that the following result is a
direct consequence of Theorem 3.11.
Corollary 3.12. Assume that W is 1-periodic with respect to the first variable and satisfies (3.13). Then, for every
ξ ∈ G,
lim
ε→0
Sξ ( 1εQ)
| 1
ε
Q| = infk1
Sξ (kY )
kd
.
3.3. Approximation of integrals with convex growth
We begin with the following definition:
Definition 3.13. An open set Ω ⊂ Rd is said to be strongly star-shaped if there exists x0 ∈ Ω such that
−x0 +Ω ⊂ t (−x0 +Ω) for all t > 1.
In what follows, Aff(Ω;Rm) denotes the space of continuous piecewise affine functions from Ω to Rm. The
following lemma can be found in [15, Lemma 3.6(b)] (see also [12, Chapitre X, §2.3, pp. 288–293]).
Lemma 3.14. Let Ω ⊂ Rd be a bounded open set with Lipschitz boundary which is strongly star-shaped, let
Ψ :Mm×d → [0,∞] be a convex function and let u ∈ W 1,p(Ω;Rm) be such that∫
Ω
Ψ
(∇u(x))dx < ∞.
Denote the effective domain of Ψ by D. If D is open then there exists {un}n ⊂ Aff(Ω;Rm) such that
• limn→∞ ‖un − u‖W 1,p(Ω;Rm) = 0;
• limn→∞ ‖Ψ (∇un)−Ψ (∇u)‖L1(Ω) = 0.
In particular, ∇un(x) ∈ D for all n 1 and a.a. x ∈ Ω .
Proof. From the proof of [15, Lemma 3.6(a)] (see also [12, Proof of Proposition 2.6, pp. 289–291]) we can extract
the fact that there exists {vk;Ωk}k such that
for every k  1, vk ∈ C∞
(
Ωk;Rm
)
where Ωk ⊃ Ω is a bounded open set; (3.14)
for every k  1, ∇vk(x) ∈ D for all x ∈ Ω; (3.15)
lim
k→∞‖vk − u‖W 1,p(Ω;Rm) = 0; (3.16)
lim
k→∞
∥∥ψ(∇vk)−ψ(∇u)∥∥L1(Ω) = 0. (3.17)
Fix any k  1. Taking (3.14) into account, from [12, Proposition 2.1, p. 286] we deduce that there exists
{un,k}n ⊂ Aff(Ω;Rm) such that
lim ‖un,k − vk‖W 1,∞(Ω;Rm) = 0. (3.18)
n→∞
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K ⊃ {∇vk(x): x ∈ Ω} is a compact set, and consequently we can assert that for every n  1 large enough,
∇un,k(x) ∈ K for a.a. x ∈ Ω because, from (3.18), ∇un,k converges uniformly to ∇vk . As Ψ is convex and D is
open we see that Ψ is continuous on D, and so Ψ is uniformly continuous on the compact K. It follows that
lim
n→∞
∥∥Ψ (∇un,k)−Ψ (∇vk)∥∥L∞(Ω) = 0. (3.19)
Letting k → ∞ in (3.18) and (3.19) we obtain:
lim
k→∞ limn→∞‖un,k − vk‖W 1,∞(Ω;Rm) = 0; (3.20)
lim
k→∞ limn→∞
∥∥Ψ (∇un,k)−Ψ (∇vk)∥∥L∞(Ω) = 0. (3.21)
Combining (3.16) and (3.17) with (3.20) and (3.21) we conclude that
lim
k→∞ limn→∞‖un,k − u‖W 1,p(Ω;Rm) = 0 and limk→∞ limn→∞
∥∥Ψ (∇un,k)−Ψ (∇u)∥∥L1(Ω) = 0,
and the lemma follows by diagonalization. 
Let L :Mm×d → [0,∞] be a Borel measurable function with G-convex growth, i.e., there exist a convex function
G :Mm×d → [0,∞] and α,β > 0 such that
αG(ξ) L(ξ) β
(
1 +G(ξ)) (3.22)
for all ξ ∈ Mm×d . Then, it is easy to see that the effective domain of L is equal to the effective domain of G denoted
by G and assumed to contain 0, i.e., 0 ∈ int(G). The following proposition is a consequence of Lemma 3.14.
Proposition 3.15. Let Ω ⊂ Rd be a bounded open set with Lipschitz boundary which is strongly star-shaped and let
u ∈ W 1,p(Ω;Rm) be such that ∫
Ω
L
(∇u(x))dx < ∞. (3.23)
If L is ru-usc and continuous on int(G), then there exists {un}n ⊂ Aff(Ω;Rm) such that
• limn→∞ ‖un − u‖W 1,p(Ω;Rm) = 0;
• lim supn→∞
∫
Ω
L(∇un(x)) dx 
∫
Ω
L(∇u(x)) dx.
Proof. From (3.23) we see ∇u(x) ∈ G for a.a. x ∈ Ω , and so∫
Ω
L(t∇u)dx  (1 +
aL(t)) ∫
Ω
L(∇u)dx +
aL(t)‖a‖L1(Ω) for all t ∈ ]0,1[. (3.24)
Fix any t ∈ ]0,1[. From (3.24) it follows that ∫
Ω
L
(
t∇u(x))dx < ∞. (3.25)
Let ˚G :Mm×d → [0,∞] be the convex function defined by:
˚G(ξ) :=
{
G(ξ) if ξ ∈ int(G),
∞ otherwise.
Then, the effective domain of ˚G is equal to int(G). As G is convex and 0 ∈ int(G) we have
t∇u(x) ∈ int(G) for a.a. x ∈ Ω. (3.26)
Using (3.25) and the left inequality in (3.22) we deduce that∫
˚G
(
t∇u(x))dx < ∞. (3.27)Ω
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lim
n→∞‖un,t − tu‖W 1,p(Ω;Rm) = 0; (3.28)
lim
n→∞
∣∣∇un,t (x)− t∇u(x)∣∣= 0 for a.a. x ∈ Ω; (3.29)
lim
n→∞
∥∥ ˚G(∇un,t )− ˚G(t∇u)∥∥L1(Ω) = 0; (3.30)
∇un,t (x) ∈ int(G) for a.a. x ∈ Ω. (3.31)
From (3.31) and the right inequality in (3.22) we see that∫
E
L
(∇un,t (x))dx  β|E| + β ∫
E
˚G
(
t∇u(x))dx + β∥∥ ˚G(∇un,t )− ˚G(t∇u)∥∥L1(Ω)
for all n  1 and all Borel sets E ⊂ Ω , which shows that {L(∇un,t )}n is uniformly absolutely integrable when
combined with (3.27) and (3.30). Moreover, L(∇un,t (x)) → L(t∇u(x)) for a.a. x ∈ Ω because of (3.26), (3.31),
(3.29) and the continuity of L on int(G), and consequently
lim
n→∞
∫
Ω
L
(∇un,t (x))dx = ∫
Ω
L
(
t∇u(x))dx
by Vitali’s theorem. As L is ru-usc, from (3.24) we deduce that
lim sup
t→1
lim
n→∞
∫
Ω
L
(∇un,t (x))dx  ∫
Ω
L
(∇u(x))dx. (3.32)
On the other hand, it is easy to see that
‖un,t − u‖W 1,p(Ω;Rm)  ‖un,t − tu‖W 1,p(Ω;Rm) + ‖tu− u‖W 1,p(Ω;Rm)
for all n 1 and all t ∈ ]0,1[. Hence
lim
t→1 limn→∞‖un,t − u‖W 1,p(Ω;Rm) = 0 (3.33)
by (3.28), and the result follows from (3.32) and (3.33) by diagonalization. 
It is easily seen that, using similar arguments as in the proof of Proposition 3.15, we can prove the following
proposition:
Proposition 3.16. Let Ω ⊂ Rd be a bounded open set with Lipschitz boundary which is strongly star-shaped and let
u ∈ W 1,p(Ω;Rm) be such that∫
Ω
L
(∇u(x))dx < ∞ and ∇u(x) ∈ int(G) for a.a. x ∈ Ω.
If L is continuous on int(G) then there exists {un}n ⊂ Aff(Ω;Rm) such that
• limn→∞ ‖un − u‖W 1,p(Ω;Rm) = 0;
• limn→∞
∫
Ω
L(∇un(x)) dx =
∫
Ω
L(∇u(x)) dx.
3.4. Approximation of the relaxation formula
Given a Borel measurable function L :Mm×d → [0,∞] we consider ZL :Mm×d → [0,∞] defined by:
ZL(ξ) := inf
{ ∫
Y
L
(
ξ + ∇φ(y))dy: φ ∈ Aff0(Y ;Rm)}
with Y := ]0,1[d and Aff0(Y ;Rm) := {φ ∈ Aff(Y ;Rm): φ = 0 on ∂Y }, where Aff(Y ;Rm) is the space of continuous
piecewise affine functions from Y to Rm. The following proposition is adapted from [5, Lemma 3.1] (see also [4]).
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• limk→∞ ‖φk‖L∞(A;Rm) = 0;
• limk→∞ −
∫
A
L(ξ + ∇φk(x)) dx = ZL(ξ).
Proof. Given ξ ∈ Mm×d there exists {φn}n ⊂ Aff0(Y ;Rm) such that
lim
n→∞
∫
Y
L
(
ξ + ∇φn(y)
)
dy = ZL(ξ). (3.34)
Fix any n 1 and k  1. By Vitali’s covering theorem there exists a finite or countable family {ai +αiY }i∈I of disjoint
subsets of A, where ai ∈ Rd and 0 < αi < 1k , such that |A \
⋃
i∈I (ai + αiY )| = 0 (and so
∑
i∈I αdi = |A|). Define
φn,k ∈ Aff0(A;Rm) by:
φn,k(x) := αiφn
(
x − ai
αi
)
if x ∈ ai + αiY.
Clearly ‖φn,k‖L∞(A;Rm)  1k ‖φn‖L∞(Y ;Rm), hence limk→∞ ‖φn,k‖L∞(A;Rm) = 0 for all k  1, and consequently
lim
n→∞ limk→∞‖φn,k‖L∞(A;Rm) = 0. (3.35)
On the other hand, we have:∫
A
L
(
ξ + ∇φn,k(x)
)
dx =
∑
i∈I
αdi
∫
Y
L
(
ξ + ∇φn(y)
)
dy = |A|
∫
Y
L
(
ξ + ∇φn(y)
)
dy
for all n 1 and all k  1. Using (3.34) we deduce that
lim
n→∞ limk→∞ −
∫
A
L
(
ξ + ∇φn,k(x)
)
dx = ZL(ξ), (3.36)
and the result follows from (3.35) and (3.36) by diagonalization. 
3.5. Approximation of the homogenization formula
Given a Borel measurable function L :Rd × Mm×d → [0,∞] which is 1-periodic with respect to its first variable
and for which there exists a Borel measurable function G :Mm×d → [0,∞] and β > 0 such that
L(x, ξ) β
(
1 +G(ξ)) (3.37)
for all ξ ∈ Mm×d , we consider HL :Mm×d → [0,∞] defined by:
HL(ξ) := inf
k1
inf
{
−
∫
kY
L
(
x, ξ + ∇φ(x))dx: φ ∈ W 1,p0 (kY ;Rm)}.
The following proposition is adapted from [15, Lemma 2.1(a)].
Proposition 3.18. Given ξ ∈ G, where G denotes the effective domain of G, and a bounded open set A ⊂ Rd there
exists {φε}ε ⊂ W 1,p0 (A;Rm) such that
• limε→0 ‖φε‖Lp(A;Rm) = 0;
• limε→0 −
∫
A
L(x
ε
, ξ + ∇φε(x)) dx = HL(ξ).
Proof. Given ξ ∈ G there exists {kn; φˆn}n such that
φˆn ∈ W 1,p0
(
knY ;Rm
)
for all n 1;
lim
n→∞ −
∫
L
(
x, ξ + ∇φˆn(x)
)
dx = HL(ξ). (3.38)knY
182 O. Anza Hafsa, J.-P. Mandallena / J. Math. Pures Appl. 96 (2011) 167–189For each n 1 and ε > 0, denote the knY -periodic extension of φˆn by φn, consider An,ε ⊂ A given by:
An,ε :=
⋃
z∈In,ε
ε(z + knY )
with In,ε := {z ∈ Zd : ε(z+ knY ) ⊂ A}, where card(In,ε) < ∞ because A is bounded, and define φn,ε ∈ W 1,p0 (A;Rm)
by,
φn,ε(x) := εφn
(
x
ε
)
if x ∈ An,ε.
Fix any n 1. It is easy to see that
‖φn,ε‖pLp(A;Rm) =
∫
An,ε
∣∣φn,ε(x)∣∣p dx
= εp
∑
z∈In,ε
∫
ε(z+knY )
∣∣∣∣φn(xε
)∣∣∣∣p dx
 εp |A|
kdn
‖φˆn‖pLp(knY ;Rm)
for all ε > 0, and consequently limε→0 ‖φn,ε‖Lp(A;Rm) = 0 for all n 1. It follows that
lim
n→∞ limε→0‖φn,ε‖Lp(A;Rm) = 0. (3.39)
On the other hand, for every n 1 and every ε > 0, we have:∫
A
L
(
x
ε
, ξ + ∇φn,ε(x)
)
dx =
∫
An,ε
L
(
x
ε
, ξ + ∇φn,ε(x)
)
dx +
∫
A\An,ε
L
(
x
ε
, ξ
)
dx.
But ∫
An,ε
L
(
x
ε
, ξ + ∇φn,ε(x)
)
dx =
∑
z∈In,ε
∫
ε(z+knY )
L
(
x
ε
, ξ + ∇φn
(
x
ε
))
dx
= |An,ε| −
∫
knY
L
(
x, ξ + ∇φˆn(x)
)
dx,
and consequently
|An,ε|HL(ξ)
∫
A
L
(
x
ε
, ξ + ∇φn,ε(x)
)
dx  |A| −
∫
knY
L
(
x, ξ + ∇φˆn(x)
)
dx + β|A \An,ε|
(
1 +G(ξ))
by (3.37). As limε→0 |A \An,ε| = 0 for any n 1, G(ξ) < ∞ and using (3.38) we see that
• limε→0 |A \An,ε|HL(ξ) = 0;
• limn→∞ limε→0(−
∫
knY
L(x, ξ + ∇φˆn) dx − HL(ξ)+ β |A\An,ε ||A| (1 +G(ξ))) = 0.
Hence
lim
n→∞ lim supε→0
∣∣∣∣ −∫
A
L
(
x
ε
, ξ + ∇φn,ε(x)
)
dx − HL(ξ)
∣∣∣∣= 0, (3.40)
and the result follows from (3.39) and (3.40) by diagonalization. 
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In this section we prove Theorem 2.1.
4.1. Proof of Theorem 2.1(i)
Let u ∈ W 1,p(Ω;Rm) and let {uε}ε ⊂ W 1,p(Ω;Rm) be such that ‖uε − u‖Lp(Ω;Rm) → 0. We have to prove that
lim inf
ε→0 Iε(uε) ĤI (u). (4.1)
Without loss of generality we can assume that
lim inf
ε→0 Iε(uε) = limε→0 Iε(uε) < ∞, and so supε Iε(uε) < ∞. (4.2)
Then
∇uε(x) ∈ G for all ε > 0 and a.a. x ∈ Ω (4.3)
and, up to a subsequence,
uε ⇀ u in W 1,p
(
Ω;Rm) (4.4)
since W is p-coercive. As G is convex, from (4.3) and (4.4) it follows that
∇u(x) ∈ G for a.a. x ∈ Ω. (4.5)
As p > d , u is differentiable for a.a. x ∈ Ω and (4.4) implies that, up to a subsequence,
‖uε − u‖L∞(Ω;Rm) → 0. (4.6)
Step 1: Localization. For each ε > 0, we define the (positive) Radon measure με on Ω by:
με := W
( ·
ε
,∇uε(·)
)
dx.
From (4.2) we see that supε με(Ω) < ∞, and so there exists a (positive) Radon measure μ on Ω such that (up to a
subsequence) με ∗⇀μ, i.e.,
lim
ε→0
∫
Ω
φ dμε =
∫
Ω
φ dμ for all φ ∈ Cc(Ω),
or, equivalently, the following two equivalent conditions holds:
(a)
{ lim infε→0 με(U) μ(U) for all open sets U ⊂ Ω,
lim supε→0 με(K) μ(K) for all compact sets K ⊂ Ω;
(b) limε→0 με(B) = μ(B) for all bounded Borel sets B ⊂ Ω with μ(∂B) = 0.
By Lebesgue’s decomposition theorem, we have μ = μa + μs where μa and μs are (positive) Radon measures such
that μa  dx and μs ⊥ dx, and from Radon–Nikodym’s theorem we deduce that there exists f ∈ L1(Ω; [0,∞[),
given by:
f (x) = lim
ρ→0
μa(Qρ(x))
ρd
= lim
ρ→0
μ(Qρ(x))
ρd
for a.a. x ∈ Ω (4.7)
with Qρ(x) := x + ρY , such that
μa(A) =
∫
A
f dx for all measurable sets A ⊂ Ω.
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Ω \ supp(μs) is an open set, and so, given any x ∈ Ω \ supp(μs), there exists ρˆ > 0 such that Qρˆ(x) ⊂ Ω \ supp(μs)
with Qρˆ(x) := x + ρˆY . Thus, for a.e. x ∈ Ω , μ(Qρ(x)) = μa(Qρ(x)) for all ρ > 0 sufficiently small.
To prove (4.1) it suffices to show that
f (x) ĤW (∇u(x)) for a.a. x ∈ Ω. (4.8)
Indeed, from (a) we see that
lim inf
ε→0 Iε(uε) = lim infε→0 με(Ω) μ(Ω) = μa(Ω)+μs(Ω) μa(Ω) =
∫
Ω
f (x)dx.
But, by (4.8), we have: ∫
Ω
f (x)dx 
∫
Ω
ĤW (∇u(x))dx,
and (4.1) follows.
Fix x0 ∈ Ω \ N , where N ⊂ Ω is a suitable set such that |N | = 0, and prove that f (x0)  ĤW(∇u(x0)). As
μ(Ω) < ∞ we have μ(∂Qρ(x0)) = 0 for all ρ ∈ ]0,1] \D where D is a countable set. From (b) and (4.7) we deduce
that
f (x0) = lim
ρ→0
μ(Qρ(x0))
ρd
= lim
ρ→0 limε→0
με(Qρ(x0))
ρd
,
and so we are reduced to show that
lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
,∇uε(x)
)
dx  ĤW (∇u(x0)). (4.9)
On the other hand, as G is convex and 0 ∈ int(G), from (4.3) it follows that
t∇uε(x) ∈ G for all ε > 0 and a.a. x ∈ Ω,
and so, given any t ∈ ]0,1[, we can assert that for every ε > 0 and every ρ > 0,
−
∫
Qρ(x0)
W
(
x
ε
, t∇uε(x)
)
dx = (1 +
aW(t)) −∫
Qρ(x0)
W
(
x
ε
,∇uε(x)
)
dx +
aW(t) −
∫
Qρ(x0)
a
(
x
ε
)
dx
with 
aW(t) given by (2.4). Using the periodicity of a we obtain:
lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
, t∇uε
)
dx = (1 +
aW(t)) lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
,∇uε
)
dx +
aW(t)
∫
Y
a(y) dy.
As lim supt→1 
aW(t) 0 and
∫
Y
a(y) dy  0 it follows that
lim sup
t→1
lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
, t∇uε(x)
)
dx  lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
,∇uε(x)
)
dx.
Consequently, to prove (4.9) it is sufficient to show that
lim sup
t→1
lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
, t∇uε(x)
)
dx  ĤW (∇u(x0)). (4.10)
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Qρ(x0) such that ‖∇φ‖L∞(Qρ(x0))  2ρ(1−δ) . Setting
vε := φuε + (1 − φ)l∇u(x0),
where l∇u(x0)(x) := u(x0)+ ∇u(x0)(x − x0), we have:
∇vε :=
⎧⎨⎩
∇uε on Qρδ(x0),
φ∇uε + (1 − φ)∇u(x0)+Ψε,ρ on Sρ,
l∇u(x0) on ∂Qρ(x0),
with Sρ := Qρ(x0) \Qρδ(x0) and Ψε,ρ := ∇φ ⊗ (uε − l∇u(x0)). Hence
t∇vε :=
⎧⎨⎩
t∇uε on Qρδ(x0),
t (φ∇uε + (1 − φ)∇u(x0))+ (1 − t)( t1−t Ψε,ρ) on Sρ,
tl∇u(x0) on ∂Qρ(x0),
(4.11)
which, in particular, means that
tvε − t l∇u(x0) ∈ W 1,p0
(
Qρ(x0);Rm
)
. (4.12)
Using the right inequality in (2.3) it follows that
−
∫
Qρ(x0)
W
(
x
ε
, t∇vε
)
dx  −
∫
Qρ(x0)
W
(
x
ε
, t∇uε
)
dx + 1
ρd
∫
Sρ
W
(
x
ε
, t∇vε
)
dx
 −
∫
Qρ(x0)
W
(
x
ε
, t∇uε
)
dx + β(1 − δd)+ β
ρd
∫
Sρ
G(t∇vε) dx.
On the other hand, taking (4.11) into account and using the convexity of G and the left inequality in (2.3), we have:
G(t∇vε)G(∇uε)+G
(∇u(x0))+ (1 − t)G( t1 − t Ψε,ρ
)
 1
α
W
(
x
ε
,∇uε
)
+G(∇u(x0))+ (1 − t)G( t1 − t Ψε,ρ
)
.
Moreover, it is easy to see that∥∥∥∥ t1 − t Ψε,ρ
∥∥∥∥
L∞(Qρ(x0);Mm×d )
 2t
(1 − t)(1 − δ)
1
ρ
‖u− l∇u(x0)‖L∞(Qρ(x0);Rm) +
2t
ρ(1 − t)(1 − δ)‖uε − u‖L∞(Ω;Rm),
where
lim
ρ→0
2t
(1 − t)(1 − δ)
1
ρ
‖u− l∇u(x0)‖L∞(Qρ(x0);Rm) = 0 (4.13)
by the differentiability of u at x0 which gives limρ→0 1ρ ‖u− l∇u(x0)‖L∞(Qρ(x0);Rm) = 0, and
lim
ε→0
2t
ρ(1 − t)(1 − δ)‖uε − u‖L∞(Ω;Rm) = 0 for all ρ > 0 (4.14)
by (4.6), i.e., limε→0 ‖uε − u‖L∞(Ω;Rm) = 0. Since G is convex and 0 ∈ int(G), G is bounded at the neighborhood
of 0, and so, in particular,
c := sup
ξ∈Bη(0)
G(ξ) < ∞ for some η > 0.
By (4.13) there exists ρ¯ > 0 such that 2t
(1−t)(1−δ)
1
ρ¯
‖u− l∇u(x0)‖L∞(Qρ¯(x0);Rm) < η2 for all 0 < ρ < ρ¯. Fix any 0 < ρ < ρ¯.
Taking (4.14) into account we can assert that there exists ερ > 0 such that
G
(
t
Ψε,ρ
)
 c for all 0 < ε < ερ.1 − t
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−
∫
Qρ(x0)
W
(
x
ε
, t∇vε
)
dx  −
∫
Qρ(x0)
W
(
x
ε
, t∇uε
)
dx + β
α
1
ρd
με(Sρ)+ β
(
1 − δd)(1 +G(∇u(x0)))+ c(1 − t). (4.15)
Step 3: Passing to the limit. Taking (4.12) into account we see that for every 0 < ε < ερ ,
−
∫
Qρ(x0)
W
(
x
ε
, t∇vε
)
dx  1|Qρ(x0)|St∇u(x0)
(
1
ε
Qρ(x0)
)
,
where, for any ξ ∈ Mm×d and any open set A ⊂ Rd , Sξ (A) is defined by (3.12). By (4.5) we have ∇u(x0) ∈ G, and
so t∇u(x0) ∈ G because G is convex and 0 ∈ int(G). From Corollary 3.12 we deduce that
lim sup
ε→0
−
∫
Qρ(x0)
W
(
x
ε
, t∇vε
)
dx HW (t∇u(x0)) for all 0 < ρ < ρ¯. (4.16)
On the other hand, as με(Sρ)  με(Sρ) for all 0 < ε < ερ , Sρ is compact and με
∗
⇀ μ (see (a)), we have
lim supε→0 με(Sρ)  μ(Sρ). But μ(Sρ) = μa(Sρ) since Sρ ⊂ Qρ(x0) ⊂ Ω \ supp(μs) (see Remark 4.1), hence,
for every 0 < ρ < ρ¯,
lim sup
ε→0
1
ρd
με(Sρ)
1
ρd
∫
Sρ
f (x) dx = −
∫
Qρ(x0)
f (x) dx − δd −
∫
Qρδ(x0)
f (x) dx,
and consequently
lim sup
ρ→0
lim sup
ε→0
β
α
1
ρd
με(Sρ)
β
α
(
1 − δd)f (x0). (4.17)
Taking (4.15) into account, from (4.16) and (4.17) we deduce that
lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
, t∇uε
)
dx HW (t∇u(x0))+ c(t − 1)+ c′(δp − 1)
with c′ := β + βG(∇u(x0))+ βα f (x0). Letting t → 1 and δ → 1 we obtain:
lim sup
t→1
lim
ρ→0 limε→0 −
∫
Qρ(x0)
W
(
x
ε
, t∇uε
)
dx  lim inf
t→1 HW
(
t∇u(x0)
)
,
and (4.10) follows. 
4.2. Proof of Theorem 2.1(ii)
Let u ∈ W 1,p(Ω;Rm). We have to prove that there exists {uε}ε ⊂ W 1,p(Ω;Rm) such that ‖uε − u‖Lp(Ω;Rm) → 0,
and
lim sup
ε→0
Iε(uε) Ẑ HI (u).
Without loss of generality we can assume that Ẑ HI (u) < ∞, and so
∇u(x) ∈ Ẑ HW for a.a. x ∈ Ω, (4.18)
where Ẑ HW denotes the effective domain of Ẑ HW .
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L1loc(R
d ; ]0,∞]) such that
lim sup
t→1

aW(t) 0,
from Propositions 3.7 and 3.6 we see that Z HW is ru-usc: precisely, we have:
lim sup
t→1


〈a〉
Z HW(t) 0 with 〈a〉 :=
∫
Y
a(y) dy.
On the other hand, since W is of G-convex growth, i.e., there exist α,β > 0 and a convex function G :Mm×d → [0,∞]
such that
αG(ξ)W(x, ξ) β
(
1 +G(ξ)) for all (x, ξ) ∈ Rd × Mm×d,
also is Z HW and so dom(Z HW) = G. As G is convex and 0 ∈ int(G) we have
tG ⊂ int(G) for all t ∈ ]0,1[. (4.19)
From Theorem 3.5(i) and (ii) we deduce that
Ẑ HW(ξ) =
⎧⎨⎩
Z HW(ξ) if ξ ∈ int(G),
limt→1 Z HW(tξ) if ξ ∈ ∂G,
∞ otherwise;
(4.20)
Ẑ HW is ru-usc, i.e., lim sup
t→1


〈a〉
Ẑ HW(t) 0. (4.21)
Step 2: Approximation of ẐHW . First of all, it is clear that
lim
t→1‖tu− u‖W 1,p(Ω;Rm) = 0. (4.22)
On the other hand, taking (4.18), (4.19) and (4.20) into account we can assert that∫
Ω
Z HW (t∇u(x))dx  (1 +
〈a〉Ẑ HW(t))
∫
Ω
Ẑ HW (∇u(x))dx + 〈a〉
〈a〉Ẑ HW(t)
for all t ∈ ]0,1[, and consequently
lim sup
t→1
∫
Ω
Z HW (t∇u(x))dx  ∫
Ω
Ẑ HW (∇u(x))dx (4.23)
because (4.21) holds.
Step 3: Approximation of ZHW . Fix any t ∈ ]0,1[. From (4.20) we see that Ẑ HW ⊂ G, and so t∇u(x) ∈ int(G)
for a.a. x ∈ Ω because G is convex, 0 ∈ int(G) and (4.18) holds. Moreover, applying Lemma 3.9 with L = HW , we
deduce that Z HW is continuous on int(G). From Proposition 3.16 it follows that there exists {un,t }n ⊂ Aff(Ω;Rm)
such that
lim
n→∞‖un,t − tu‖W 1,p(Ω;Rm) = 0; (4.24)
lim
n→∞
∫
Ω
Z HW (∇un,t (x))dx = ∫
Ω
Z HW (t∇u(x))dx. (4.25)
Fix any n 1. As un,t ∈ Aff(Ω;Rm) we can assert that there exists a finite family {Ui}i∈I of open disjoint subsets of
Ω such that |Ω \⋃i∈I Ui | = 0 and, for each i ∈ I , |∂Ui | = 0 and ∇un,t (x) = ξi in Ui with ξi ∈ Mm×d . Thus∫
Z HW (∇un,t (x))dx =∑
i∈I
|Ui |Z HW(ξi). (4.26)
Ω
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lim
k→∞‖φi,k‖L∞(Ui ;Rm) = 0; (4.27)
lim
k→∞ −
∫
Ui
HW (ξi + ∇φi,k(x))dx = Z HW(ξi). (4.28)
For each k  1, define uk,n,t ∈ Aff(Ω;Rm) by:
uk,n,t (x) := un,t (x)+ φi,k(x) if x ∈ Ui.
Then
‖uk,n,t − un,t‖L∞(Ω;Rm) = max
i∈I ‖φi,k‖L∞(Ui ;Rm),
and so
lim
k→∞‖uk,n,t − un,t‖L∞(Ω;Rm) = 0 (4.29)
by (4.27). On the other hand, for each k  1, we have:∫
Ω
HW (∇uk,n,t (x))dx =∑
i∈I
|Ui | −
∫
Ui
HW (ξi + ∇φi,k(x))dx,
and consequently
lim
k→∞
∫
Ω
HW (∇uk,n,t (x))dx = ∫
Ω
Z HW (∇un,t (x))dx (4.30)
by (4.28) and (4.26).
Step 4: Approximation of HW . Fix any k  1. As uk,n,t ∈ Aff(Ω;Rm) we can assert that there exists a finite family
{Vj }j∈J of open disjoint subsets of Ω such that |Ω \⋃j∈J Vj | = 0 and, for each j ∈ J , |∂Vj | = 0 and ∇uk,n,t (x) = ζj
in Vj with ζj ∈ Mm×d . Thus ∫
Ω
HW (∇uk,n,t (x))dx =∑
j∈J
|Vj |HW(ζj ). (4.31)
As Ẑ HI (u) < ∞, taking (4.23), (4.25), (4.30) and (4.31) into account, we can assert that HW(ζj ) < ∞ for all
j ∈ J . Moreover, it is clear that dom(HW) = G because W is of G-convex growth, hence ζj ∈ G for all j ∈ J . By
Proposition 3.18, for each j ∈ J , there exists {ψj,ε}ε ⊂ W 1,p0 (Vj ;Rm) such that
lim
ε→0‖ψj,ε‖Lp(Vj ;Rm) = 0; (4.32)
lim
ε→0 −
∫
Vj
W
(
x
ε
, ζj + ∇ψj,ε(x)
)
dx = HW(ζj ). (4.33)
For each ε > 0, define uε,k,n,t ∈ W 1,p(Ω;Rm) by:
uε,k,n,t (x) := uk,n,t (x)+ψj,ε(x) if x ∈ Vj .
Then
‖uε,k,n,t − uk,n,t‖Lp(Ω;Rm) =
∑
j∈J
‖ψj,ε‖Lp(Vj ;Rm),
and so
lim ‖uε,k,n,t − uk,n,t‖Lp(Ω;Rm) = 0 (4.34)
ε→0
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Ω
W
(
x
ε
,∇uε,k,n,t (x)
)
dx =
∑
j∈J
|Vj | −
∫
Vj
W
(
x
ε
, ζj + ∇ψj,ε(x)
)
dx,
and consequently
lim
ε→0
∫
Ω
W
(
x
ε
,∇uε,k,n,t (x)
)
dx =
∫
Ω
HW (∇uk,n,t (x))dx (4.35)
by (4.33) and (4.31).
Step 5: Passing to the limit. Combining (4.34), (4.29), (4.24) with (4.22) and (4.35), (4.30), (4.25) with (4.23) we
deduce that
lim
t→1 limn→∞ limk→∞ limε→0‖uε,k,n,t − u‖Lp(Ω;Rm) = 0; (4.36)
lim sup
t→1
lim
n→∞ limk→∞ limε→0
∫
Ω
W
(
x
ε
,∇uε,k,n,t (x)
)
dx 
∫
Ω
Ẑ HW (∇u(x))dx, (4.37)
and the result follows from (4.36) and (4.37) by diagonalization. 
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