The coordinate sequences of the trace sequences over a Galois ring defined by the trace function are used significantly in cryptography, coding and communication applications. In this paper, a p-adic expansion for the coordinate sequences in terms of elementary symmetric functions is provided for the case that the characteristic p of the residue field of the Galois ring is an arbitrary prime, which generalizes the related result of Kumar and Helleseth for the characteristic being p = 2. From the expression, upper and lower bounds on the linear complexity of the coordinate sequences are derived.
Introduction
Let k and m be positive integers and p be any prime number. Let . For the knowledge of Galois rings, please see [6, 8] ( 2 ), . . .). The latter sequence is the analogy of m-sequences over finite fields in the Galois ring case [10, 9] . Since 1 is one-to-one corresponding to F p under the natural homomorphism R 1 → R 1 /pR 1 F p , the coordinate sequences can be naturally regarded as sequences over F p .
Coordinate sequences, in particular the highest order coordinate sequence, (a k (0), a k (1), a k (2) , . . .), are used significantly in cryptography, coding and communication applications [10, 9, 7] . Some results on the linear complexity of coordinate sequences have been achieved [10, 9, 7, 4, 3, 2] ; in [2] an expression for a k (t) in terms of elementary symmetric functions is given by Kumar and Helleseth for the case of p = 2. In this paper, we study the same problem for the general p case. We will derive an expression for a k (t) in Section 2, and present upper and lower bounds on the linear complexity of (a k (0), a k (1), a k (2) , . . .) in Section 3.
Expansion for a k (t)
Let x ∈ m and set X i = x p i−1 , i = 1, 2, . . . , m. Let j and S j denote the j th elementary symmetric function and the j th power sum in the set {X 1 , X 2 , . . . , X m }, respectively, namely,
We also write j and S j in place of j (x) and S j (x) for short. Then it is easy to check that for any x ∈ m and k 1, we have Tr(
Let Z + denote the set of nonnegative integers. For k 1, let E k ⊆ Z m + be a set defined by
For any z ∈ Z\{0}, we define v p (z) to be the index of the largest power of p dividing z, i.e., v p (z) = s if and only if p s |z and p s+1 z. For any e = (e 1 , e 2 , . . . , e m ) ∈ Z m + \{(0, 0, . . . , 0)}, we define v p (e) to be the index of the largest power of p that divides each nonzero component of e.
For any l ∈ Z + , express it as l = l 0 + pl 1 
Proof. Express l as
The number of integers among 1, 2, . . . , l − 1 and l which can be divided by p i equals
Lemma 2. For any
Proof. (1) is obvious and (3) is a direct consequence of (1) and (2) . We only need to check (2 
This proves (2) .
We assume from now on that m p k .
Theorem 4. Let x ∈ m . We have
S p k = e∈E k (−1) e 2 +e 4 +··· p k m i=1 e i − 1 ! m i=1 e i ! m i=1 i e i .(1)
Moreover, in computing S p k (mod p k+1 ) from the expression above, the values of i can be replaced by the values of i (mod p).
Proof. Notice that E k is the set of all partitions of p k when m p k . Using Waring's formula we obtain (1) easily.
Then (1) can be rewritten as
where
By Lemma 1,
It is clear that for any
By Lemma 2 we have
that is,
In order to compute S p k = 
where 
Then
is a naive expansion of W (y).
(ii) Unlike (3), using the p-adic expansion, we obtain another expansion for W (y) as follows:
where a i (y) ∈ 1 , i = 0, 1, . . . , k. We call a i (y) (0 i k) the coordinate functions of W (y). 
Proof. The proof is an iterative procedure. In the (i + 1)th step of the iteration, we have a polynomial W (i) (y) which has two expansions: the p-adic expansion
and a naive expansion
which has a known explicit expression. We derive an expansion of a i (y) from w (i)
(y) and deduce W (i+1) (y) from W (i) (y) and a i (y). The iteration initializes with W (0) (y) = W (y) and two expansions (3) and (4).
Now we go to the first step. From (3) and (4) we have a 0 (y) = w 0 (y) (mod p). By Lemma 3, = w 0 (y) (mod p k+1 ).
For any e ∈ E k , if v p (e) < k, then from (2) v p (c(e)) > 0, p divides c(e), and set c (1) (e) = c(e)
p . If v p (e) = k then set c (1) (e) = 0. Thus, (1) Since c( p k ) = p k , it follows that c (1) ( p k ) = p k−1 . Replacing w 0 and a 0 by w (1) 0 and a 1 , respectively, we can do similarly as in the above procedure. Now we assume that we have done the procedure i times, 1 i k − 1, and we have gotten intermediate quantities which satisfy the following four conditions:
(b) Let W (i) (y) be defined by (5) . It has an expression of the form
can be expanded as (6) , where
From (5) and (6),
since v p (e) k − i whenever c (i) (0, e) = 0. Let E = {e ∈ E k |c (i) (0, e) = 0} and suppose |E| = u. Note that the proof is trivial when u = 0. So we assume that u 1 and E = {e (1) , e (2) , . . . , e (u) }. For any e = (e 1 , e 2 , . . . , e m ) ∈ E, we know that e j = 0 whenever j > p i .
It is clear that (y
By Lemma 3,
Each term in the multinomial expansion on the right-hand side of (7) is of the form
This implies that
∈ E k and its j th component equals 0 for any j > p i . From gcd c (i) (0, e (l) ), p = 1 for any l ∈ {1, 2, . . . , u}, we know that gcd
Since c (i) (0, e) = 0 for any e ∈ E k \E, p|c (i) (e) . And from (9) and (10) it follows that
For any e ∈ E, its j th component equals 0 for any j > p i . Same fact holds for any m-tuple
Then for any e ∈ E k with e j = 0 for some j > p i , 
for any e ∈ E k . Now (11) implies that
with c (i+1) (j, e) ∈ {0, 1, . . . , p − 1}. Then 
The proof is completed.
We take p = 3 and k = 2 to illustrate the above procedure. We have
where Thus a 0 (y) = w 0 (y), and so,
and
Therefore, Note that from the above expansions for a 0 (y) and a 1 (y), we have a 0 (y) = y 1 (mod 3) and a 1 (y) = 2y 1 y 2 + y 3 (mod 3). The coefficients of the terms y 1 , y 3 , and y 9 in the expansions of a 0 (y), a 1 (y), and a 2 (y), respectively, all are equal to 1, as shown by Theorem 5.
Replacing 
