In the setting of nonparametric multivariate regression with unknown error variance σ 2 , we propose a Bayesian method to estimate the regression function f and its mixed partial derivatives. We use a random series of tensor product B-splines with normal basis coefficients as a prior for f , and σ 2 is either estimated using empirical Bayes or endowed with an inverse-gamma prior. We establish pointwise, L2-and L∞-posterior contraction rates for f and its mixed partial derivatives, and show that they coincide with the minimax rates. In addition, we consider the anisotropic situation, i.e., the true regression function has different smoothness in different dimensions. Also, pointwise, L2-and L∞-credible sets for f and its mixed partial derivatives are constructed. Under appropriate conditions, we show that they have guaranteed frequentist coverage with optimal size up to a logarithmic factor. New results on tensor product B-splines are also obtained in the course.
Introduction. Consider the nonparametric regression model
where Y i is the response variable, X i is a d-dimensional covariate, and ε i are independent and identically distributed (i.i.d.) as N(0, σ 2 ) with unknown 0 < σ < ∞. The covariates can be deterministic or are i.i.d samples from some fixed distribution independent of ε i . In both cases, X i take values in some open rectangular region in R d , which is assumed to be (0, 1) d without loss of generality. We follow the Bayesian approach by representing f as a tensor product B-splines series with normal basis coefficients. We consider both the empirical Bayes approach of estimating σ 2 , and the hierarchical Bayes procedure by endowing σ 2 with a conjugate inverse-gamma prior.
We study frequentist behavior of the posterior distributions and the resulting credible sets for f and its mixed partial derivatives, in terms of pointwise, L 2 -and L ∞ (supremum) distances. We assume that the true regression function f 0 belongs to the anisotropic Hölder space (see Definition 2.1 below), and the errors under the true distribution are sub-Gaussian.
Posterior contraction rates for functions in L 2 -norm are well established, but results for stronger L ∞ -norm are limited. Giné and Nickl [8] established contraction rates in L r -metric, 1 ≤ r ≤ ∞, for the Gaussian white noise model and density estimation based on random wavelet series, but obtained sub-optimal rates for the latter when r > 2. In the same context, Castillo [2] introduced techniques based on semiparametric Bernstein-von Misses results to obtain optimal L ∞ -rates. Hoffman et al. [10] derived adaptive optimal L ∞ -contraction rate for white noise model. Scricciolo [18] obtained L ∞ -rates using Gaussian kernel mixtures prior for analytic true densities.
The papers on L ∞ -contraction rates so far address Gaussian white noise model or density estimation, for univariate models only, and typically use random wavelet series as prior. In contrast, we consider multivariate nonparametric regression, and we represent f using tensor product B-splines series. Although both B-splines and wavelets are widely used in this context, B-splines have the added advantage in that mixed partial derivatives of f are expressible also as tensor product B-splines series. Hence this allows posterior analysis for mixed partial derivatives of f , a topic that is largely unaddressed so far, except implicitly as inverse problems in white noise models. Moreover, we allow f 0 to have different smoothness in different directions, which is a useful generalization. In addition, we let σ be unknown, thus making our results more relevant for practical applications.
The issue of constructing nonparametric confidence set has been studied by many authors, see [11, 1, 16] . Bayesian analog of a confidence set is given by a credible region in which has a guaranteed posterior probability. Since optimal smoothing typically makes the order of the bias and variability the same, credible region may lack adequate coverage, see [4, 7] for the Gaussian white noise model. Leahu [14] showed that if the parameter space is extended beyond 2 , and normal priors with large variances are used for each component, then the credible regions do possess adequate frequentist coverage. Castillo and Nickl [3] generalized this assertion for non-conjugate priors. Knapik et al. [12, 13] showed that in the context of inverse problems for the white noise model, zero coverage occurs when the prior oversmoothes the truth, but by undersmoothing the prior, conservative credible sets with coverage tending to one may be obtained. Recent research involves constructing adaptive credible regions, see [22] .
In the literature, study of frequentist coverage for credible regions have so far been restricted to the L 2 -setting of white noise model. However, L ∞ -regions for function and its derivatives are often more intuitive and easier to visualize. The L ∞ -distance also appears naturally in bounding the error in estimating the location and size of function maximum. In this paper, we consider the following reformulation of the Bayesian credibility problem. Let Θ be the parameter space with true value θ 0 . Let Y (n) be data with joint distribution P (n) θ for θ ∈ Θ. For a given m n → ∞, our aim is to find a subset C(Y (n) ) ⊆ Θ with the following properties, uniformly for θ 0 ∈ B where B is a compact ball in Θ:
where n is the minimax convergence rate for θ. The first condition creates a 1 − γ n credible region, where γ n ∈ [0, 1] can be fixed or a sequence tending to 0. The second condition says that the frequentist coverage under the true distribution of the credible region goes to one asymptotically. The last condition limits the size of the constructed credible region by forcing it to have diameter at most m n n .
The paper is organized as follows. The next section introduces notations and assumptions. Section 3 describes the prior and the resulting posterior distribution. Section 4 contains main results on pointwise, L 2 -and L ∞ -contraction rates of f and its mixed partial derivatives. Section 5 presents results on coverage of pointwise, L 2 -and L ∞ -credible sets for f and its mixed partial derivatives. Section 6 contains simulation studies for our proposed method. Proofs are in Section 7. New results on tensor product B-splines are presented in the Appendix.
Assumptions and preliminaries.
We describe notations and assumptions used in this paper. Given two numerical sequences a n and b n , a n = O(b n ) or a n b n means a n /b n is bounded, while a n = o(b n ) or a n b n means a n /b n → 0. Also, a n b n means a n = O(b n ) and b n = O(a n ). For stochastic sequence Z n , Z n = O P (a n ) means P(|Z n | ≤ Ca n ) → 1 for some constant C > 0. Let N = {1, 2, . . . } be positive integers and N 0 = N ∪ {0}.
Define
we suppress the subscript and write x , the Euclidean norm. We write
For a m × m symmetric matrix A, we denote its (i, j)th element by a ij . Let λ min (A) and λ max (A) be the smallest and largest eigenvalues. Define the (r, s) matrix norm of A as A (r,s) = sup{ Ax s : x r ≤ 1}. In particular, A For
if Z has a Jdimensional normal distribution with mean vector ξ and covariance matrix Ω. For a random function {Z(t), t ∈ U }, we say that Z ∼ GP(ξ, Ω) if Z is a Gaussian process with EZ(t) = ξ(t) and Cov(Z(s), Z(t)) = Ω(s, t) for any s, t ∈ U .
where · α,∞ is the anisotropic Hölder norm
, and e k has 1 in the kth position and zero elsewhere.
and f has a unique continuous extension onto [0, 1] d . Define α * to be the harmonic mean of (α 1 , . . . ,
These knots depend on n. We have J k = q k + N k and N k is increasing with n. Furthermore, we assume
to be the one-step knot increment, and let ∆ k = max 1≤l≤N k δ k,l be the mesh size. We assume that the knot sequence for each direction is quasi-uniform (Definition 6.4 of [17] ), that is ∆ k / min 1≤l≤N k δ k,l ≤ C, for some C > 0. This assumption is reasonable in view of Lemma 6.17 from [17] which says that we can always choose a subset of knots from any given knot sequence to form a quasi-uniform sequence with C = 3. In addition, this class of partition is general enough for most applications and includes the uniform and nested uniform partitions as special cases (Examples 6.6 and 6.7 of [17] ).
If the design points X i = (X i1 , . . . , X id ) T for i = 1, . . . , n are fixed, assume that there exists a cumulative distribution function G(x), with positive and continuous density g(
is the empirical distribution of
2) holds with probability tending to one if N k n α * /{α k (2α * +d)} for k = 1, . . . , d and α * > d/2 by Donsker's theorem. In this paper, we shall prove results on posterior contraction rates and credible sets based on fixed design points. The established theorems will then translate directly to the random case by conditioning X i , i = 1, . . . , n in the posterior distribution.
Let
The following generalization of matrix banding property will be useful. 
Since approximation results for anisotropic tensor-product B-splines assume integer smoothness (see Chapter 12, Section 3 of [17] ), we shall incorporate this condition by assuming that α ∈ N d . If we would be restricted to the isotropic case, then the norm in (2.1) can be generalized (see Section 2.7.1 of [23] ), and approximation rate obtained for all smoothness levels (Theorem 22 of Chapter XII in [5] ). This will allow generalization of posterior contraction results for arbitrary smoothness values. By equation (12.37) of [17] We represent the model in (1.1) by Y |X, θ, σ 2 ∼ N n (Bθ, σ 2 I n ). In this paper, we treat J = (J 1 , . . . , J d ) T as deterministic and allow it to depend on n, d and α. On the basis coefficients, we assign θ|σ 2 ∼ N J (η, σ 2 Ω). We assume that η ∞ < ∞. The entries of Ω do not depend on n, and they are indexed using d-dimensional multi-indices in a similar manner as for B T B described above. We further assume that Ω −1 is a m = (m 1 , . . . , m d ) T banded matrix with fixed m. The bandedness of Ω −1 ensures that the posterior precision matrix is also banded, which allows uniform upper bound on the bias of the posterior mean to be established. Note that Ω depends on n only through its dimension, which is J × J. Furthermore, as n → ∞, we assume that there exists constants 0 < c 1 ≤ c 2 < ∞ such that
By normal-normal conjugacy, the conditional posterior of θ is
, where A r and c r are bounded linear operators mapping R n and R J respectively to H α ((0, 1) d ), and Σ r is the covariance function defined on (0, 1)
Note that since the posterior mean of D r f is an affine transformation of Y , Assumption 1 implies A r Y + c r η is a sub-Gaussian process under P 0 . If r = 0 and defining W 0 = I J , we obtain conditional posterior distribution for f .
To deal with σ 2 , observe that Y |σ 2 ∼ N n [Bη, σ 2 (BΩB T + I n )]. Maximizing the corresponding log-likelihood with respect to σ 2 leads to
Empirical Bayes then entails substituting the maximum likelihood estimator σ 2 n for σ 2 in the conditional posterior of D r f , i.e.,
In hierarchical Bayes approach, we further endow σ 2 with a conjugate inversegamma (IG) prior σ 2 ∼ IG(β 1 /2, β 2 /2), for hyperparameters β 1 > 4 and β 2 > 0. Here, β 1 > 4 ensures that the prior mean and variance of σ 2 exist. By direct calculations, the posterior of σ 2 is
Under quasi-uniform knots and (2.2), Lemma 8.9 concludes that there exist constants 0 < C 1 ≤ C 2 < ∞ such that as n → ∞,
In particular,
k . Combining the above with (3.3),
4. Posterior contraction rates. Before establishing posterior contraction rates for f and its mixed partial derivatives, we need the following results. Proposition 4.1 below shows that σ 2 n derived in (3.7) is a √ nconsistent estimator of σ 2 0 , while the posterior of σ 2 in (3.9) concentrates around σ 2 0 at the parametric n −1/2 rate, uniformly over f 0 α,∞ ≤ R.
and for any M n → ∞,
4.1. Posterior contraction rates for f and its mixed partial derivatives. For the rest of the paper, we will treat f and its mixed partial derivatives in a unified framework by viewing f as D 0 f . Then results on posterior contraction and credible sets (Section 5) for f can be recovered by setting r = 0. Since explicit expression for the conditional posterior of D r f is available due to normal-normal conjugacy, we derive contraction rates by directly analyzing the posterior distribution. This is done by decomposing the posterior mean square error into posterior variance, variance and squared bias of the posterior mean. We then bound these three terms separately and use Markov's inequality. Theorem 4.2 below is a crucial en-route step in deriving Theorems 4.3 and 4.4. Contraction rates below are uniform in
Hierarchical Bayes:
Note that we incur an extra logarithmic factor in the L ∞ -rate. Given any mode of posterior contraction, i.e., under pointwise, L 2 -or L ∞ -norms, the same optimal J k for k = 1, . . . , d applies to both f and its mixed partial derivatives. The pointwise, L 2 -and L ∞ -rates established match with the minimax rates (see [20, 21] ).
5. Credible sets for f and its mixed partial derivatives. We begin by constructing pointwise credible set for f (x) at x ∈ (0, 1) d . Let γ n ∈ [0, 1] be a sequence such that γ n → 0 as n → ∞. Define z δ to be the upper
However, as σ 2 is unknown, we use empirical Bayes by substituting σ 2 for σ 2 n derived in (3.7), leading to the following empirical credible set:
where by construction, Π σn ( C n (x)|Y ) = 1 − γ n .
, the asymptotic coverage of C n (x) is 1 and its radius is
, and hence does not depend on Y and σ 2 . This enables us to construct L 2 -credible ball for f , centered at its posterior mean with radius σh r , where h r is chosen such that its posterior mass is exactly 1 − γ n . That is,
where h r → ∞ as γ n → 0 and h r does not depend on Y . The corresponding empirical L 2 -credible set is
, the asymptotic coverage of C 2,n is 1 and its radius is
For L ∞ -credible region of f with size 1 − γ, we may keep γ n fixed at γ < 1/2. We choose a sequence h ∞,r such that
where h ∞,r does not depend on Y . As we shall see in Theorem 5.3 below, in order to ensure frequentist coverage of 1 asymptotically, we need to introduce an inflation factor ρ n in the radius, such that ρ n → ∞ as n → ∞. That is, we will consider the following inflated credible region
Moreover, if the true errors in Assumption 1 are i.i.d. N(0, σ 2 0 ), then the assertion holds with ρ n = ρ for some constant ρ > 0.
Remark To control the size of C ∞,n (ρ n ) and ensure guaranteed frequentist coverage, we can take ρ n to be a factor slowly tending to infinity. A correction factor was also used by [22] in the context of adaptive L 2 -credible region.
6. Simulation. We construct pointwise credible intervals and bands based on results established in the previous section. In addition, we compare finite sample performance of our credible intervals and bands with confidence intervals and bands proposed by [24] . Consider the following true function
where x ∈ [0, 1]. This function is taken from [12] , and they showed that it has smoothness of α = 1. We observed f 0 with i.i.d. N(0, 0.1) errors. The covariates follow a discrete uniform design, i.e., X i = (i − 1)/(n − 1) for i = 1, . . . , n. We use B-splines of order 4 (cubic) and uniform knot sequence where we added 4 duplicate knots in each of the boundary points {0, 1}. For the prior parameters, we set η = 0 and Ω = I J . We construct 1 − γ n empirical credible intervals based on (5.1), where γ n = 5/n with σ 2 n computed using (3.7). For comparison, we use Theorem 4.1 of [24] to construct 1 − 5/n confidence intervals based on the least squares estimator
For both methods, we used leave-one-out cross validation to determine J. We conduct our experiment across sample sizes n = 100, 300, 500, 700, 1000, 2000. For pointwise credible and confidence intervals, we report the empirical coverage based on 1000 Monte Carlo runs for each n. All simulations were carried out in R and B-splines were constructed using the bs function from the splines package. The coverage probabilities of the credible and confidence intervals are shown in Figure 1 . One distinguishing feature is the downward spike at around x = 0.3 (point corresponding to the bump in f 0 , see solid line in Figure 2 ahead), and the plots narrow down to this point as n increases. Moreover, the pointwise coverage is 0 at this point for both Bayesian and frequentist methods in all sample sizes considered. Other than this point, both methods yield almost the same pointwise coverage, especially in large samples sizes. We conclude that for high credibility and confidence levels, credible and confidence regions are equivalent in quantifying uncertainty of estimating f 0 . Consequently, we need a better way to construct credible and confidence intervals, which will ensure adequate coverage for all points under consideration. One way to accomplish this is to construct simultaneous credible and confidence bands. For our proposed method, we construct 1 − γ credible band as
in view of (5.5) with d = 1 (univariate) and r = 0. By the second assertion of Theorem 5.3, we use ρ n = ρ because our true errors are normally distributed. Note that here γ does not depend on n. For 1−γ asymptotic confidence band, we use Theorem 4.2 of [24] . Table 1 shows the coverage of 95% (γ = 0.05) simultaneous credible and confidence bands. We set ρ = 0.5. At n = 100, the apparent higher coverage of the confidence bands is due to the positive bias of σ 2 n at small n, which increases the coverage probability. From n = 300 onward, the coverage of credible and confidence bands increases with n. The corresponding graphical representations of these bands are shown in Figure  2 . The top panel corresponds to our proposed Bayesian method, with the dotted line as the posterior mean and dashed lines as our 95% credible bands.
The bottom panel corresponds to the frequentist method of [24] , with the dotted line as the least squares estimator f and the dashed lines as the 95% confidence bands. In both panels, the solid line is the true function f 0 . Observe that our credible bands have fixed length, while the confidence bands have varying lengths. The frequentist method has larger width at the endpoints due to the fact that there are fewer observations, and this results in larger max radius. We see that our proposed credible bands do indeed have the right coverage, with size that is comparable in magnitude with the confidence bands. 
is bounded by a constant multiple of
where we used (x + y) T D(x + y) ≤ 2x T Dx + 2y T Dy for any D ≥ 0. Let
Suppose A is an m × m matrix, C an m × r matrix, T an r × r matrix, and W an r × m matrix. Assume that A and T are invertible. Then, the binomial inverse theorem (see Theorem 18.2.8 of [9] for a proof) says
Therefore, two applications of (7.2) to U yield
Hence the first term in (7.1) is
Note U ≤ I n since BΩB T ≥ 0, and the second term in (7.1) is bounded by
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, which is bounded above by
where we used (3.3) and (3.10) to bound the maximum eigenvalue of [Ω + (B T B) −1 ] −1 . By (2.4) and assumption on the prior, θ ∞ − η 2 ∞ = O(1). Combining the bounds in (7.4), (7.5) and (7.6) into (7.1), we obtain
is bounded up to a constant multiple by
In view of (2.3) and U ≤ I n , the first term above is bounded by
By idempotency of I n − P B and (I n − P B )B = 0, we have that
Therefore, in view of (7.3), the second term in (7.7) is bounded by
where we used (3.10) to bound B T B (2,2) , while θ ∞ − η 2 ∞ is bounded using (2.4) and the assumption on the prior. By Lemma 8.11, the last term in (7.7) is O(n −1 ). Combining this with the bounds established in (7.8) and (7.9) into (7.7), we obtain Var 0 ( σ 2 n ) n −1 . If J k n α * /{α k (2α * +d)} for k = 1, . . . , n and α * > d/2, the mean square error is
For the result on posterior contraction, observe that by Markov's inequality, it suffices to show E 0 E[(σ 2 − σ 2 0 ) 2 |Y ] = O(n −1 ). The posterior mean and variance of σ 2 are
, and write D r f as the posterior mean of D r f , which is A r Y + c r η. Recall that n = n −α * {1− d k=1 (r k /α k )}/(2α * +d) and n,∞ = (log n/n) α * {1− d k=1 (r k /α k )}/(2α * +d) .
Proof of Theorem 4.2. Recall that at
is a sub-Gaussian random variable with mean A r (x)F 0 + c r (x)η and variance σ 2 0 Ψ r (x, x), where σ 2 0 Ψ r is the covariance function of the sub-Gaussian process D r f under P 0 , such that for x, y ∈ (0, 1) d , Ψ r (x, y) is
Note that the posterior variance σ 2 Σ r (x, x) does not depend on Y and f 0 , while the posterior mean D r f (x) does not depend on σ 2 . Therefore To bound σ 2 Σ r (x, x), first observe that b J,q−r (x) 2 is bounded by
In view of (3.1), each row of W r has d k=1 (r k + 1) nonzero entries and each column has at most d k=1 (r k + 1) nonzero entries. Then by Lemmas 8.2 and 8.1, each of these nonzero entries is of the order
Therefore, Cauchy-Schwarz inequality and the definition of spectral norm then imply that sup σ 2 ∈Un σ 2 Σ r (x, x) is bounded by
where we used (7.13), (7.14) and (3.11) to bound the norms. The variance of the posterior mean, i.e., σ 2 0 Ψ r (x, x) is bounded above by
where we have used (3.11), (3.10), (7.13) and (7.14) to bound the norms. To bound the last squared bias term in (7.12), we appeal to Lemma 8.10 and the fact that b J,q−r (x) 1 = 1. By Hölder's inequality, we have uniformly in D r f 0 α,∞ ≤ R that the pointwise bias of the posterior mean is
By assumption, Ω −1 is m-banded with fixed m and uniformly bounded entries, hence Ω 
Therefore, combining the bounds obtained and squaring the bias of D r f , we have for any x ∈ (0, 1) d and uniformly in D r f 0 α,∞ ≤ R,
, then combining (7.15), (7.16 ) and (7.17) into (7.12),
where the last line follows since d k=1 J k ≤ n by assumption. To balance the orders of the two terms on the right, let J k = J 1/α k for k = 1, . . . , d. Then the right hand side of (7.18) reduces to They will have the same order if J n α * /(2α * +d) , and
For the empirical Bayes version, by Markov's inequality, (7.18 ) and the result above, we have for any M n → ∞,
uniformly in D r f 0 α,∞ ≤ R. For the hierarchical Bayes procedure, we have for any
The first term on the right hand side is o(1) by (7.18), while the second term goes to zero by (4.2).
Proof of Theorem 4.3. By Fubini's theorem, we have uniformly over D r f 0 α,∞ ≤ R,
where the last line follows from (7.18). Setting J k n α * /{α k (2α * +d)} for k = 1, . . . , d, will balance the orders of these two terms in view of (7.19) . The empirical and hierarchical Bayes posterior contraction rates then follow from (7.21) and (7.22) with absolute values replaced by L 2 -norms.
Proof of Theorem 4.4. Recall that Π(D
Let Z n,r ∼ GP(0, Σ r ). Under the true distribution P 0 , D r f is a sub-Gaussian process with mean function A r F 0 + c r η and covariance function σ 2 0 Ψ r . Let Q n,r be a sub-Gaussian process with mean function 0 and covariance function σ 2 0 Ψ r . Note that Z n,r does not depend on Y and f 0 , while the posterior mean D r f does not depend on σ 2 . Then uniformly over D r f 0 α,∞ ≤ R,
Since Q n,r = A r ε, then by Assumption 1, Q n,r is sub-Gaussian with respect to the semi-metric d(t, s) = Var(Q n,r (t) − Q n,r (s)). Note that Z n,r and Q n,r satisfy the condition for Lemma 8.12 by Lemma 8.6. Applying Lemma 8.12 with p = 2, we have for any 0 < δ n < 1,
in view of (7.15) . Similarly,
Since the bound for (7.17) is uniform for x ∈ (0, 1) d and D r f 0 α,∞ ≤ R, the last deterministic squared bias term in (7.23) is
Combining the bounds for (7.24) and (7.25) into (7.23), we obtain uniformly in D r f 0 α,∞ ≤ R,
To balance the orders of the two terms on the right, let
. Then the bound above reduces to
. The empirical and hierarchical Bayes posterior contraction rates then follow from (7.21) and (7.22) respectively with absolute values replaced by sup-norms.
Proof of Theorem 5.1. Define t r (x) = inf σ 2 ∈Un z γn/2 σ Σ r (x, x). By (7.20) , to show C n (x) has asymptotic coverage of 1, it suffices to show that
where the last line follows since quasi-uniformity of the knot sequence implies that
, and we used Lemma 8.1 to obtain the final lower bound. Consequently,
is a sub-Gaussian random variable with mean A r (x)F 0 +c r (x)η and variance σ 2 0 Ψ r (x, x). Define Q n,r (x) to be a sub-Gaussian random variable of mean 0 and variance
where the last line follows from (7.16) and (7.17) respectively. By Markov's inequality, we have uniformly over D r f 0 α,∞ ≤ R that
Hence the right hand side above will go to zero as n → ∞.
by (7.15), we have by (7.20) 
Proof of Theorem 5.2. Define t r = inf σ 2 ∈Un σh r . By (7.20) , to show C 2,n has asymptotic coverage of 1, it suffices to show
Observe that Z n,r (x)dx is normally distributed, and by Fubini's theorem, its mean is 0 and variance is Σ r (x, y)dxdy. Now since Z n,r (x)dx ≤ Z n,r 1 ≤ Z n,r 2 a.s., we have
Hence, h 2 r Σ r (x, y)dxdy. In view of (3.6),
where we used (3.11) to lower bound the minimum eigenvalue of (B T B + Ω −1 ) −1 . To proceed, we need to establish lower bounds for integrals of tensor product B-splines, and this is done by extending the last two equations in the proof of Lemma 6.7 in [24] to higher dimensions. For any x = (x 1 , . . . ,
, we have by repeated applications of the B-spline recursive formula (see (4.22) of [17] ) at each dimension that
where the last inequality follows by quasi-uniformity of the knots and Lemma 8.1. Choose j k = i x k for k = 1, . . . , d, and the squared norm on the right hand side of (7.29) is
in view of (7.30). Thus, t 2
. Under the true distribution P 0 , D r f is a sub-Gaussian process with mean function A r F 0 + c r η and covariance function σ 2 0 Ψ r . Define Q n,r to be a sub-Gaussian process with mean function 0 and covariance function
where the last line follows from (7.16) and (7.17) respectively. By Markov's inequality, we have uniformly over D r f 0 α,∞ ≤ R,
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Since t 2
Hence the right hand side will go to zero as n → ∞. Applying (3.5) from [15] to Z n,r with · as the L 2 -norm,
It then follows that h r (E Z n,r 2 2 ) 1/2 √ − log γ n . By Fubini's theorem and (7.15), we have E Z n,r
. In view of (7.20), we have uniformly over D r f 0 α,∞ ≤ R that the radius of C 2,n is σ n h r = O P 0 ( n √ − log γ n ).
Proof of Theorem 5.3. Define t ∞,r = inf σ 2 ∈Un σh ∞,r . By (7.20) , to show C n,∞ (ρ n ) has asymptotic coverage of 1, it suffices to show
Let Z n,r ∼ GP(0, Σ r ). Define M Z to be the median of Z n,r ∞ , i.e., M Z is a number satisfying both P(
) and note that by (7.15), 
Now, (5.4) implies that P( Z n,r ∞ > h ∞,r ) = γ. Since γ < 1/2 by assumption, this implies that h ∞,r ≥ M Z E Z n,r ∞ . Hence, we need a lower bound for E Z n,r ∞ . Define T k = {t k,1 , . . . , t k,N k } to be the sequence of N k interior knot points of the kth component B-spline for k = 1, . . . , d.
. . , d} and we arrange the elements of I lexicographically. Then, we can enumerate the
Applying the multivariate mean value theorem to u(x 1 , . . . , x d ) at points τ i and τ m , we have for some point τ * = (t * 1 , . . . , t For any
, then only ∂u/∂x 1 will be positive while ∂u/∂x k will be zero for k = 2, . . . , d. Therefore by repeated applications of (7.27), the right hand side of (7.32) is bounded below by
where δ 1,l = t 1,l − t 1,l−1 for 1 ≤ l ≤ N 1 , and the last inequality follows from the quasi-uniformity of knots and Lemma 8.1.
where c > 0 is a universal constant not depending on n, and we used (3.11) to lower bound the minimum eigenvalue of ( 2 and hence by Slepian's Lemma (Corollary 3.14 of [15] ), E max
where the last line follows from (7.24) and (7.25) . By Markov's inequality, we have uniformly over D r f 0 α,∞ ≤ R,
. Hence the fraction above approaches 0 as n → ∞. If the true errors are i.
The first inequality was established above, while the second and third inequalities follow from (7.25) and (7.24) . Then by Proposition A.2.1 of [23] ,
In view of (7.16), we have σ 2 Q = O( 2 n ). Since n n,∞ , this implies that the right hand side above tends to zero as n → ∞. By the triangle inequality, we have
In view of the inequalities established in the previous two displays, the result then follows by choosing ρ ≥ (2C 3 +C 2 )/C 1 .
Applying the last inequality in Proposition A.2.1 of [23] ,
. By (7.20) , the radius of C ∞,n (ρ n ) is ρ n σ n h ∞,r = O P 0 ( n,∞ ρ n ) uniformly over D r f 0 α,∞ ≤ R, where ρ n = ρ for the Gaussian case.
In view of (3.1), each row of W r has only d k=1 (r k + 1) nonzero entries and their arrangement is analogues to a banded matrix, namely the position of nonzero entries in the current row is a shift of one entry to the right of the nonzero entries' position in the previous row. Also, each column of W r has at most i,j denote the (i, j)th element of W r such that i ∈ I and j ∈ J . The expressions for the nonzero entries can be described as follows: for each row i ∈ I, the first and last nonzero entries are given by Proof. We adapt the proof given in Proposition 2.2 of [6] to the case of multi-dimensional banded matrix. We first note that if A is q-banded and B is w-banded as in Definition 2.2, then AB is q + w banded. To see this, observe that (AB) i,j = 
