We consider model reduction of uiicertain behavioural models. Machinery for gap-metric model reduction and n~ultidimensional model reduction using Linear Matrix Inequalities is extended to these behavioural models. The goal is a systematic method for reducing the complexity of uncertain components i n hierarchically developed models which approximates the behavior of the full-order system. This paper focuses on component model reduction that preserves stability under interconnection.
Introduction
In this paper we consider the problem of reducing uncertain behavioural systems of the type proposed by D'Andrea and Paganini [5] . The motivation for this problem comes from the desire to reduce the complexity of separate component models in a system in order to reduce the complexity of tlie full system. Unfortunately, the critical issue of what coiisitutes a good approximation of a component is problem specific and depends in detail on tlie rest of the system to which the component is connected, as well as on the performance requirements on that system. For example, in the standard plant/controller feedback system, approximating either tlie plant or controller may change a stable feedback system to an unstable one if the system is not robust to the approximation error. More generally, any approximation made to a component may result in large subsequent differences in the full system, including instability, depending on the system to which it is connected.
While it is impossible to gnarantee without further assumptions that any properties of the full system will be preserved if a component is approximated, we can add some reasonable and mild assumptions about the properties of the interconnection that will allow us to guarantee, for example, that stability will be maintained. This allows us to develop an order reduction methodology for behavioral models that is general, natural, and does not depeiid on detailed knowledge of tlie rest of the system. While it is conservative when compared to what might be possible if the entire system is considered, it has the advantage of being applied purely at tlie coniponent level. Our methodology provides guaranteed upper error bounds, and maintains robust stability of interconnected systems if the error is less than a certain stability radius. It has the additional appealing interpretation of approximating component behaviors as subspaces of Lz. . Recently, this method has been used to determine necessary and sufficient conditions for obtaining minimal realizations of MD/uncertain systems in the &-norm [2] . Unfortunately, the systems considered in these methods consist of only one component which is modelled as a linear fractional transformation (LFT) on an uncertainty/frequency structure. We exteiid these methods to develop model reduction tccliniques for iirterconriected behavioural system components.
After defining our notation, we give a brief review of the behavioural system framework and the gap metric i n section 2. We then discuss model reduction and robust stability properties for general 1D behavioural systems in section 3. Relevant model reduction results for standard IO systems are reviewed in conjuction with behavioural system model reduction discussions. In section 4, we extend these techniques to behavioural system models which contain uncertainty. We show that if uncertain behavioural system components are reduced such that the resulting error is less than a specified stability radius then the stability of the interconnected reduced system implies stability of the interconnected full system. We present one solution method to this reduction problem, via solution of a set of coupled linear matrix inequalities (LMIs) in section 5. Solutions to these LMIs may be thought of as sufficient conditions, and we discuss the several sources of potential conservativeness and possibilities for reducing them. Throughout this paper, we try to relate the concepts involved with behavioural systems to those of standard 1D feedback systems.
Background
We first define the notation used in this paper, and then present relevant background material in behavioural system representations and the gap metric. For a more extensive treatment of these subjects, see 
Notation
The notation we use is as follows. 1-z1, 'H, denote the Hardy spaces of possibly vector-or matrix-valued functions with analytic continuation on the unit disc, and Lz, L, the corresponding Lebesgue spaces of functions square integrable and essentially bounded, respectively, on the unit circle, each with norms 11 * 112, I(. Itm. RE, and RL, are the subspaces of 1.1, and C , whose elements are rational functions. We represent the integers by 2 , the time shift operator by z-l, and the identity matrix by I, where the dimensions will be assumed to be clear from the context, or will otherwise be stated. The maximum singular value of A is denoted ir(A), and A' denotes the adjoint.
Behavioural System Representations
The most striking feature of the representation of dynamical systems in the behavioural framework, as proposed by Willems [27] , is the fact that there are no explicit inputs and outputs. Instead, the system is viewed as a phenomenon to be modelled, which produces elements that are referred to as outcomes. From a mathematical model for the phenomenon we can determine a set, t?, of possible outcomes, which is called the behaviour of the model. In particular, if dynamical systems are considered in this context, then the phenomenon produces outcomes which are functions of time. A dynamical system is defined in a behavioural framework as follows [27].
Definition 1 A dynamical syslem C is a triple C = (I", W, B), with T E Z the time axis, W ihe signal spccce, and B C W T the behaviour.
Here, W T represents the set of all maps from T to W, and W = RP.
In order to incorporate uncertainty into our models, we adapt the output nulling representation defined by Weiland Typically, we define 61 = z-l and the remaining 6i as uncertainties or perturbations to the system. Uncertainty is then incorporated into our behavioural system model in a linear fractional manner by setting z = Ap. Thus, for a given A E A, we explicitly write the LFT on R and A as:
assuming the inverse of (I -AA) exists. (In (51 this LFT is denoted by S ( A , R)). We define such a system behaviourally as follows. We want to reduce the behavioural representation matrix, R, with guaranteed error bounds such that if the interconnected system is stable with the reduced representation matrix, R,, then the interconnected system is stable with the full representation matrix, R. Additionally, we would like the behaviours described by R and R, to be close to each other.
The Gap Metric
The results in this paper for 1D behavioural systems with no uncertainty (i.e., A = %-'I) are essentially equivalent to existing results using the gap metric. We present a general review of the gap which includes the gap metrics of both [lo] and [24] , and discuss relevant robust stability properties of these metrics. We note that although existing gap metric results are developed for continuous time systems, the identical results for discrete systems also hold.
The gap may be defined between subspaces, behaviours, and IO systems using normalized coprime factors. We begin by considering the gap between two closed subspaces SI and S2 of a IIilbert space N, For the purpose of exploring model reduction methods, we will be required only t o consider problems where the gaps between subspaces are strictly less than 1 (for the general case see [lo] and [24] and references therein). In this case, we can use the directed gap, defined as 
The ?&-gap between two systems, PI and Pz, is defined accordingly For details see [lo] and the references therein.
Of particular relevance to the problem we consider is the u-gap, defined by Vinnicombe [24] . Vinnicombe defines the u-gap in such a way that, provided 6,(Pl,Pz) < 1, it is equal to the Lz-gap and is defined as
6,(Pi,P2) = ~L~( G~T G~)

= IlGzGillm
The last expression follows from the definition of fcz(Q1,Gz) and the fact that [Gi 6;] is unitary. Here we are using Gi to denote L 2 subspaces.
The assumption in this paper that all of the gaps are strictly less than 1 is justited by the fact tha: we obtain approximations to GI by a lower order Ga that satisfies ((GI -G&, < 6 < 1. Since it is easily shown that we may always assume that all gaps are strictly less than 1. This greatly simplifies the discussion without incurring any loss of generality.
Approximation in the Gap
As in [15] , [lo] , and [24] , for a plant P and controller C connected in a standard feedback configuration, we consider the matrix transfer function This property tells us that any plant at a distance less than P from the nominal will be stabilized by any controller stabilizing the nominal plant with a stability margin of p. The v-gap also has the additional property:
Given a nominal plant PI, a perturbed plant Pa, and a number P < bopl(P) then:
IIp2,c is stable for all controllers, C , satisfying P < bp,,C if, and only if, 6,(P1, P2) 5 P, where bopt(P) := supc b , c , the optimal stability radius.
This second property says that any plant at a distance greater than p from the nominal will be destabilized by some controller which stabilizes the nominal with a stability margin of at least P. Additionally, it can be shown that the performance change in replacing plant PO by Pl is bounded by 64Pg,JJ1). These properties make a, ( . , .) definitely most excellent, and ideal for a priori model reduction of the plant, since we need only assume that the controller eventually used will have reasonable generalized stability margin.
Balanced Tkuncation Model Reduction and the Gap Metric
We briefly summarize balanced model reduction methods and state resulting upper error bounds. Consider the standard IO system described by an LFT on the frequency structure A = z-'I and R = {A, B, C, D}.
This system is considered balanced if there exists a diagonal matrix In view of the properties of the 6,(.,.)
we would like to model reduce using this as our metric, but currently no such method with associated bounds exists. It is widely accepted among the cognoscenti that our best option is to use 6v(Po,pi) I IlGo-GiIlm and make the norm on the right sindl using Ilankel norm approximation or balanced truncation 191. See [U] for inore details.
Model Reduction of 1D Behavioural Sysi = k + l tems
In order to more readily connect results in the gap metric and 1D behavioural system representations in anticipatio? of generalizing to include uncertainty, we will henceforth denote G = (A * R), and IC = ( A * F), where R and F are representation matrices for components in an interconnected behavioural system and A is the frequency/uncertainty set for tlie systcni. Note that we abuse the notation here, as (A* R) is not meant to represent tlie system at one specific A, but instead represents the system as an operator and A represents the set A. This notation is used throughout this paper. We assume R and F are regular representations. Given one component, D c L2, of an interconnected behavioural system, where is represented by (A, R), we want to approxiinate G by a simpler representation. One natural approach is to seek approximations to the beliavior itself as a subspace in La, which would be similar to approximations in the Lzgap or v-gap. We cannot approximate these subspaces directly, but we can determine approximation bounds using error bounds on G as suggested by the v-gap properties. As in the gap theory, approximation of behaviours can be related directly to properties of interconnections. Consider the behavioural system described by the interconnection of two behavioural components defiiied as the subspaces G and K of Lz. We adopt much of tlie gap notation but do not assume that 0 and K are the graphs of IO operators. Assume we have normalized transfer functions G and G such that The interconnected system we will consider is
w + v = n where n represents noise injected a t the interconnection. We will assume that a well-formed interconnection involves the maps from n to w and v being bounded. Basically, as we don't know in detail how our component will be connected, it is reasonable to expect that if noise is injected at the interconnection, tlien this noise will not be greatly amplified. In the standard feedback configuration considered in the gap case, this has a clear interpretation as (IIIp,Cllm. The implications of this assumption are less clear in tlie behavioural case. For example, it excludes interconnections that yield singular representations. Nevertheless, we make this assuniption on interconnections as a reasonable starting point.
Reduction of Behavioural Components
The behavioural system representation allows us to perform model reduction and robustness analysis for more general system descriptions than the standard IO setup. Consider the interconnected behavioural system described by (10). We form the input/output relations quite readily by computing
Note that in the standard feedback setting !/llG,F//, -I = bp,c. We assume tlie above inverses exist and are stable, 111 which case we say the interconnected behavioural system is noiiiinally stable. Additionally, this assumption implies that 6, as a matrix, lias more columns than rows and is therefore guaranteed to have a kernel, but & may not.
Directly applying the balanced truncation model reduction method previously described to R = {A, U, C, D} results in a reduced representation matrix R, = {Ar, U,, C, , 0,) and corresponding A, such that Il G -G,llw is guarantced to be bounded by some value, say c. Our first objective is to state conditions under which behavioural systems are robust to such reductioq so we first consider the behavioural system described by (10) with additive uncertainty. That is, suppose 6 is perturbed to G + A, where A, E Al. While we are most interested in the case where A, represents approximation error, it is also possible that A1 represeuts unstructured uncertainty which is possibly time-varying. The following robust stability lemmas for behavioural system representations are trivial extensions of corresponding gap results, but arc stated for the purpose of generalization to uncertain behavioural systems. A sketch of tlie proof for Lemma 1 is given, as the same nwtliod of proof can be used in the uncertain case.
Lemma 1 Suppose the interconnected ~ehoviouval system described by T h e o r e m 1 Suppose(Al*R1) = GI is iiormalizedand IIIIcl,~II, < $.
If the behavioural system give? by (10) with GI is stable, then it is stable when e, is replaced b y any Gz with the property In particular, suppose Gz represents the nc$nal system and G I the reduced system. Then we can normalize Gz and truncate using Meyer's algorithm, giving us a normalized GI. We then want to find the smallest dimension GI satsfying llGl -G211m 5 I~&,,RII, , to satisfy the assumptions of Theorem 1. This theorem follows immediately from Lemma 1 and the following Lemma, the proof of which is very straightforward and therefore not presented here. L e m m a 2 Suppose -1 is normalized and IlIIzll < $, then
The above theorem can be compared to similar theorems using the v-gap. It gives sufficient conditions for safely reducing a component model, but is potentially conservative. A less conservative theorem, which follows immediately from Vinnicombe's results [24] , is T h e o r e m 2 Suppose GI is normulized und IlII~,,nll, < f. If the behaviouml system given by (10) with GI is stuble, then it is stable when GI is replaced by any Gz with the properly IIC, -G:21Im < 1 and 6r2(Gi,Gz) < E The test hLL.(G1,&) < 6 is the least conservative possible if the only information given about the interconnection is that IIII~,,~ 1 1 , < f . Unfortunately we can't use SL,(ql,Gz) directly, so we will have to be content with model reduction based on the bound 6r2(G1,&) 5
llGl -GZllm. This approach appears to be effective in the gap case, and can be extended in the next section to behavioral systems with uncertainty.
Behavioural Systems with Uncertainty
In an attempt to develop a model reduction method for uncertain behavioural systems, we first consider balanced truncation model reduction for uncertain IO systems. We would like to extend this method to behavioural systems described by a representation matrix R = {A, B,C, D} and frequency/uncertainly structure A as given in (2). We present a set of sufficient conditions on the error resulting from reducing uncertain behavioural realizations which, if satisfied, guarantee stability of the resulting interconnected system. To determine the robustness of behavioural system stability to model reduction, we must have some measure of the error incurred by such a reduction, and a precise notion of stability for such a system. We utilize the following definitions of Q-stability, and the Q-norm for this purpose. For behavioural representations, the use of a stable representation matrix R is perhaps less fundanlental but is very convenient for manipulation and computation. Stable R generalizes the use of stable coprime factor representations for input-output systems and then norms can be used to define generalizations of normalized coprime factors. These generalizations allow us to compare robust stability results formulated in the gap metric and provide for a natural representation and measure of error iii the bchsvioural framework.
4.1
A brief review of model reduction results for MD/uncertain IO systems is presented. The reader is referred to 1251 and 121 for full details. We again consider a system represented as an LFT on a A structure. In this case the frequency/uncertainty set A is defined as in (2). Generally, one Si represents the system frequency variable, e.g., z-l, and the remaining 6i are arbitrary operators on .Cz representing uncertainty. If all 6i represent frequency variables, reduction corresponds to state order reduction, as in the 1D case. If 6i represent uncertainty, reduction corresponds to simplification of the uncertainty descriptions. As in the preceeding discussions, we consider only similarity transformations which commute with the A structure, to which we refer M allowable transformations. Thus, an allowable transformation T has block-diagonal structure.
The definition of balanced we use differs slightly from the standard definition. Non-strict inequalities are used rather than equalities in the Lyapunov equations as allowable solutions to the equalities may not exist for uncertain systems. We discuss reduction of a 2D system for notational convenience. The stated results hold for any number of blocks. We assume the system representation, is balanced, Q-stable, and is partitioned, along with C, as follows: Thus, if E t l Ey;k,+l uij is small, then we can reduce the system order and the resulting error in t.he Q-norm of the system is small.
In the 1D case previously discussed, if this error is less than 1111211-1, then the reduced coniponent can be used in the interconnected system without causing instability. This robust stability condition generalizes to the uncertain case.
In addition t o the reduction theory presented, necessary and sufficient conditions for exact reducibility of uncertain systems in the Q-norm have recently been found (21 which are also applicable to behavioural system representations. We summarize these results, without proof, in the following. Proofs are given in 121. . The exact reducibility case, that is, the c = 0 case, is more involved. In proving sufficiency in Theorem 4 for c = 0, we actually construct a reduced system realization, R,, by balancing and truncating R . Alternatively, in proving necessity for E = 0, Rr may be any system matrix as long as it is of smaller dimension. Additionally, &-stability of G is not required for the necessity proof. We can apply Theorem 4 to uncertain behavioural system representations in the same way that we apply the basic model reduction results.
Robust Stability of Interconnections
Obviously, we would like to niaintain as many similarities as possible between the MD/uncertain case and the 1D case. 111 particular, we would like the uncertain behavioural system representations to be normalized. However, in the uncertain case, there is no guarantee that an allowable solution to the required E c a t t i equations exists which yields a normalized realization. In fact, such a solution most likely does not exist. Thus, rather than attempting to find a normalized realization, we utilize the following concepts of expansiveness and contractiveness. Note that in the above definitions, we evaluate expansiveness and contractiveness only for unitary A . While in general this gives only a subset of the behaviors, it will include those that are worst-case for stability and performance of the interconnected system, because for any L2 stability or performance condition, unitary A are always worstcase for operator A. This is not true, of course, for A that include real parametric uncertainty, which is iiot considered in this paper.
We require that the realization we reduce be contractive and aexpansive (for a < l), in order that Lemmas 1 and 2, and Theorem 1 generalize to the uncertain case with as little additional conservativeness in the stability margins as possible. This is discussed in more detail following the statements of Lemma 3 and Theorem 5.
The result and proof of Lemma 1 hold for the uncertain case exactly as stated, using the Q-norm for the system matrices and the appropriate operator norm for A,. As in the 1D case, Theorem 5 follows immediately from Lemmas 1 and 3. The relations between the norms above provide some insight as to why we want our realizations ( A , R ) to be contractive, and ( I < 1 as close to 1 as possible. Given contractiveness we can show That is, we can determine a lower bound which provides information on the conservativeness of the allowed niodel reduction error.
LMI Solutions for Behavioural Model Reduction
Using the robust stability results formulated for behavioural systems in the preceeding section, and the model reduction tecliiiiques discussed in section 4.1, we arrive at a set of coupled LMI conditions which, if satisfied, provide a robustly stable model reduction method for the behavioural system framework. These LMI conditions are derived by determining if either the system representation we are given, or an equivalent system representation, satisfies a set of norm bounds and Qstability requirements. We first discuss equivalence of diflerent system representations for behavioural systems.
Equivalent System Representations
To apply the model reduction tccliniqucs and robust stability analysis previously described, stability and a-espusiveness (with a < 1) of representations, (A, R ) , are required. Additionally, we want this representation to be contractive. If the giveii representation matrix, R is not stable, a-expansive and contractive, we determine if an equivalent representation exists which docs satisfy these constraints, where we use the following notion of equivalence: Recall that using an output nulling representation implies that the output is always 0, thus, adding L * 0 = LCs(k) + LDw to p does not affect the behaviour, resulting in an equivalent representation.
For 1D systems representations, all equivalent representations are obtained by output injection, similarity transformations and truncations. Whether we obtain all equivalent MD/uncertain system representations by these same methods remains a topic of current research.
Thus the class of equivalent systems we consider may be somewhat restricted, introducing another source of conservativeness into our solutions.
LMI P r o b l e m F o r m u l a t i o n
Following the 1D case, we want to fiiid an equivalent representation, A, for R, that is contractive and a-expansive (with a < 1 as close t o 1 as possible), which we then balance and truncate. Note that if R is contractive, we know there exists air allowable transformation such that the Lyapunov inequalities required for balanced truncatiqn are satisfied, allowing us to eliminate the Q-stability constraint on R.
To formulate the coupled LMI conditions required t o find such a R, we first write the above constraints using the definitions in (13) and ( P r o b l e m S t a t e m e n t Ib Find T and the maximum a < 1 satisfying:
T = T ' > O ; T A = A T
For LMI problems such as those given by Problem Statements la and lb, applications of interior point iiietliods for convex optimization problems have given quite proniising results. See We want to find a matrix X satisfying 2a which results in the largest possible a < 1 in 2b, therefore giving the least conservative bounds. However, determining the solution for which a is maximized over both X and T requires an algorithm which iterates over both parts a and b of Problem 1. Unfortunately, this coupled LMI problem is not convex as stated here, thus the LMI solutions discussed in tlie above references are not directly applicable. Alternative algorithms for optimizing this coupled LhlI problem are currently being explored.
To find a reduced representation, Rr, fof R, with which to apply Theorem 5, we first balance and truucate R. Unfortunately, in the MD/uncertain case, balancing and truiicating does not preserve contractiveness or a-expansiveness (with tlie same a). We can, use the error from truncating to bound tlie difference in contractiveness and expansiveness from the original representation to the reduced representation. We can also apply the method presented in Problem 1 t o R, to find an equivalent R, which is contractive and a,-expansive, again with a, < 1 and as close to 1 as possible, in order to get the least conservative bounds for Theorem 5. As in the 1D case, we want t o find the smallest dimension R, satisfying IlA * R -A, * Rr119 < Iln~,,~lli'. This solution method is potentially very conservative as the bounds obtained are sufficient a t each of the above stages for both the full and the reduced system representations. We would eventually like to find a solution method in which equivalent contractive and a-expansive representations are found and the balancing and truncating completed in one step.
