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Abstract. Concepts maps are used to represent knowledge of specific domain
and time. Inconsistencies in concepts maps may turn hard computational inter-
pretation. The concept repetition is one of them, sometimes ocurring in the form
of synonym. This work presents an approach to automatic synonyms detection
applied to maps recognizing it’s importance to formalism and consistency.
Resumo. Mapas conceituais sa˜o utilizados na representac¸a˜o do conhecimento
num dado domı´nio e instante de tempo. Falhas e redundaˆncias ocorridas em
sua concepc¸a˜o podem torna´-los difı´ceis de serem interpretados especialmente
pelo computador. Uma falha comum e´ a repetic¸a˜o de conceitos por meio de
sinoˆnimos. Esse artigo explora uma abordagem para detecc¸a˜o automa´tica de
sinoˆnimos aplicada aos mapas reconhecendo sua importaˆncia para dar mais
formalismo e consisteˆncia.
1. Introduc¸a˜o
Mapas conceituais sa˜o utilizados para organizar e representar graficamente o conheci-
mento de um indivı´duo ou um grupo de indivı´duos em um dado domı´nio e instante de
tempo. Eles sa˜o formados fundamentalmente por conceitos e relac¸o˜es entre conceitos
contendo palavras ou frase de ligac¸a˜o [Novak and Can˜as 2006]. De um modo geral, os
mapas na˜o possuem regras rı´gidas e priorizam a simplicidade e versatilidade, expandindo
seu uso nas mais diversas a´reas do conhecimento e com variados objetivos.
Tendo em vista o seu potencial, va´rias soluc¸o˜es computacionais teˆm sido desen-
volvidas para ampliar suas func¸o˜es e facilitar os processos que envolvem a utilizac¸a˜o
destes, tais como: mecanismo de infereˆncia em mapas [Perin et al. 2013]; comparac¸a˜o
de mapas [Lamas et al. 2005]; mesclagem de mapas [Vassoler et al. 2014]; gerac¸a˜o de
mapas conceituais a partir de textos [Aguiar and Cury 2016]; construc¸a˜o de ontologias a
partir de mapas [Nicchio Pinotte et al. 2015]; e representac¸a˜o automa´tica das classes de
conhecimento definidas por Piaget [Rios et al. 2015].
Ao analisar tais soluc¸o˜es e´ possı´vel perceber, em alguns casos, que o conteu´do
presente no mapa e´ processado a fim de interpretarem o conhecimento e produzirem
resultados inteligentes. E´ fa´cil concluir, portanto, que mapas contendo falhas em suas
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representac¸o˜es, produzira˜o respostas incorretas pelos sistemas automa´ticos que dependem
da consisteˆncia de suas informac¸o˜es. Isso na˜o e´ novidade, ja´ que um estudo realizado em
2014 [Assis et al. 2014] apontou consequeˆncias negativas em sistemas computacionais
quando alimentados por mapas conceituais com erros ou inconsisteˆncia, dentre eles, a
ocorreˆncia de repetic¸a˜o de conceitos, mesmo que na forma de sinoˆnimos.
Este artigo propo˜e uma abordagem para a detecc¸a˜o de conceitos sinoˆnimos no
momento da construc¸a˜o do mapa conceitual a fim de torna´-lo mais consistente e formal,
tendo por objetivo investigar o problema de reconhecimento de sinoˆnimos em mapas con-
ceituais, analisar as principais abordagens neste contexto e, por fim, propor um modelo
conceitual.
2. Mapas Conceituais
O mapa conceitual e´ uma ferramenta que procura refletir a organizac¸a˜o con-
ceitual de uma pessoa (ou grupo de pessoas) sobre um domı´nio especı´fico
[Novak and Can˜as 2006]. Trata-se de uma representac¸a˜o gra´fica bidimensional que indica
relac¸o˜es entre um conjunto de conceitos normalmente organizados de forma hiera´rquica
[Pe´rez and Vieira 2005].
Os conceitos aparecem dentro de caixas [Souza and Boruchovitch 2010] repre-
sentando uma se´rie de objetos, eventos ou situac¸o˜es que possuem atributos comuns
[Pe´rez and Vieira 2005]. Ja´ as relac¸o˜es sa˜o especificadas por meio de frases de ligac¸a˜o so-
bre as setas direcionadas que unem os conceitos [Souza and Boruchovitch 2010]. Quando
dois ou mais conceitos sa˜o conectados por meio de frases de ligac¸a˜o, surge uma unidade
semaˆntica chamada proposic¸a˜o [Souza and Boruchovitch 2010].
O mapa conceitual e´ baseado na teoria da aprendizagem significativa de David
Ausubel [Souza and Boruchovitch 2010]. Segundo essa teoria, uma aprendizagem e´ dita
significativa quando uma nova informac¸a˜o adquire significados para o aprendiz atrave´s de
uma espe´cie de ancoragem com conceitos ja´ existentes em sua estrutura de conhecimento
[Moreira 2010].
Neste sentido, ferramentas computacionais teˆm surgido para facilitar os trabalhos
envolvendo uso de mapas conceituais em todas as suas etapas (construc¸a˜o, manutenc¸a˜o e
avaliac¸a˜o). Algumas destas ferramentas de apoio va˜o ale´m dos servic¸os ba´sicos e utilizam
te´cnicas de Inteligeˆncia Artificial (IA) e Processamento de Linguagem Natural (PLN) para
facilitar atividades complexas, tais como: mesclagem, comparac¸a˜o de mapas e, ainda,
recuperac¸a˜o de informac¸o˜es tendo os mapas como base de conhecimento.
Apesar de na˜o existirem regras rı´gidas para a construc¸a˜o de mapas conceituais
[Novak and Can˜as 2006], inconsisteˆncias podem tornar os mapas na˜o interpreta´veis do
ponto de vista computacional, dificultando a extrac¸a˜o de informac¸o˜es relevantes. De
acordo com [Assis et al. 2014] as inconsisteˆncias mais comuns cometidas pelos estudan-
tes em seus mapas conceituais sa˜o: auseˆncia de frases de ligac¸a˜o, formac¸a˜o de frases ao
inve´s de proposic¸o˜es, dois conceitos em uma caixa, repetic¸a˜o de conceitos, falta de sim-
plicidade e clareza proposicional, auseˆncia de verbos nas frases de ligac¸a˜o e concordaˆncia
verbal.
Ainda segundo os autores [Assis et al. 2014], a existeˆncia de um agente inteli-
gente que acompanhe o processo de construc¸a˜o de mapas conceituais pode minimizar a
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ocorreˆncia dessas inconsisteˆncias. Portanto, entendemos que e´ importante apoiar o pro-
cesso de construc¸a˜o de mapas conceituais a fim de alcanc¸ar um maior formalismo por
meio de uma representac¸a˜o mais consistente do conhecimento presente no mapa e, con-
sequentemente, tornar sua interpretac¸a˜o mais coerente do ponto de vista computacional, a
fim de produzir resultados mais consistentes nos sistemas inteligentes que trabalham com
sua interpretac¸a˜o e extrac¸a˜o de informac¸o˜es.
3. O Problema de Detectar Sinoˆnimos
Segundo [Yıldız et al. 2014], duas ou mais palavras sa˜o sinoˆnimas quando transmitem
significados ideˆnticos ou similares. No contexto dos mapas conceituais, cada par de con-
ceitos unidos por uma frase de ligac¸a˜o forma uma “unidade de conhecimento” e estabe-
lece uma relac¸a˜o semaˆntica entre os conceitos [Perin and Cury 2016]. Dessa forma, um
conceito sinoˆnimo pode ser qualquer outro conceito que preserva essa relac¸a˜o semaˆntica.
Na literatura, podemos identificar duas abordagens distintas direcionadas a tra-
tar o problema de detecc¸a˜o de sinoˆnimos: baseada em diciona´rios e em estatı´sticas de
coocorreˆncia de palavras.
3.1. Diciona´rio
A forma mais tradicional de identificar se duas palavras possuem o mesmo significado
e´ realizar uma consulta a um diciona´rio de sinoˆnimos. Na computac¸a˜o, isso e´ feito uti-
lizando bancos de dados le´xicos, que sa˜o construı´dos manualmente. Consequentemente
isso agrega alto nı´vel de qualidade, mas envolve um custo elevado de esforc¸o humano.
Ale´m disso, esse custo e´ repetido para cada novo idioma que se deseja construir um banco
de dados le´xico.
A maior limitac¸a˜o dessa abordagem e´ em relac¸a˜o a termos te´cnicos e cientı´ficos.
Segundo [Turney 2001], em uma colec¸a˜o de trabalhos cientı´ficos, apenas 70% das
palavras-chave esta˜o no WordNet (banco de dados le´xico da lı´ngua inglesa).
3.2. Estatı´stica de Coocorreˆncia de Palavras
Outra forma de reconhecer se duas palavras sa˜o sinoˆnimas e´ analisar quais palavras as
acompanham, isto e´, com quais palavras elas coocorrem.
A forma mais simples e direta de calcular uma coocorreˆncia n e´ contar o nu´mero
de vezes que uma palavra de contexto c aparece a uma certa distaˆncia da palavra alvo
w [Bullinaria and Levy 2007]. Esse ca´lculo pode ser normalizado dividindo essa coo-
correˆncia por sua negac¸a˜o ¬n, ou seja, o nu´mero de vezes que a palavra de contexto
c na˜o aparece a uma certa distaˆncia da palavra alvo w. O que resulta na probabilidade
condicional P de c em relac¸a˜o a w ocorrer, como pode ser visto na Equac¸a˜o 1.
n(c, w)
¬n(c, w) = P (c|w) =
P (c ∩ w)
P (w)
(1)
Quanto mais pro´ximo de 1 for o resultado desse ca´lculo, mais forte e´ a ligac¸a˜o
semaˆntica entre as palavras c e w. De forma ana´loga, quanto mais pro´ximo de 0 for o re-
sultado, mais independentes sa˜o as palavras analisadas. Torna-se importante destacar que
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um resultado pro´ximo de 1 na˜o significa necessariamente que duas palavras sa˜o sinoˆnimas
[Bullinaria and Levy 2007].
Na literatura, abordagens estatı´sticas teˆm sido avaliadas, principalmente, em: da-
taset de questo˜es do TOEFL (Test of English as a Foreign Language) constituı´do de 80 pa-
lavras contendo, para cada uma dessas palavras, quatro possı´veis candidatos a sinoˆnimo;
e dataset ESL (English as a Second Language) constituı´do de 50 questo˜es. Por fim, a
abordagem deve identificar qual dos candidatos e´ o sinoˆnimo correto para a palavra.
Entretanto abordagens estatı´sticas podem sofrer com a esparsidade dos dados, isto
e´, o corpus utilizado pode ter palavras que aparecem raramente ou ate´ mesmo que na˜o
aparecem. Assim, quanto maior o corpus utilizado, mais confia´veis sera˜o as estatı´sticas
para termos com baixa frequeˆncia [Bullinaria and Levy 2007].
Em raza˜o disso, alguns algoritmos passaram a utilizar a Web como corpus para
calcular as medidas de coocorreˆncia, uma vez que a Web acompanha mais rapidamente
a`s mudanc¸as do idioma, tal como o surgimento de novas palavras, dialetos e significados.
A ana´lise e´ feita por meio de sites de busca como o Google, Yahoo e Bing que fornecem
uma interface simples do conteu´do disponı´vel na Web [Bollegala et al. 2007]. Assim, a
quantidade de pa´ginas encontradas para a busca “W1 AND W2” pode ser considerada
uma medida global da coocorreˆncia das palavras W1 e W2.
4. Trabalhos Relacionados
A seguir explanamos abordagens encontradas na literatura direcionadas para a detecc¸a˜o
de sinoˆnimos, na˜o limitado ao contexto de mapas conceituais.
O sistema SynFinder tem como objetivo encontrar sinoˆnimos de uma palavra base-
ado no domı´nio informado [Lombardi and Marani 2015]. Trata-se de uma soluc¸a˜o hı´brida
que usa: (i) a WordNet para recuperar o conjunto de sinoˆnimos referentes a um termo em
diferentes contextos e (ii) os resultados de pesquisas na Web para filtrar os sinoˆnimos de
acordo com o domı´nio especificado. A perfomance do sistema foi em me´dia 0.94 para a
medida precision e o tempo me´dio de execuc¸a˜o foi menos de um segundo. Mas o sistema
na˜o e´ testado no dataset TOEFL ou ESL.
Em [Bullinaria and Levy 2007] os autores apresentam o me´todo PPMIC (Positive
Pointwise Mutual Information with Cosine) que utiliza a medida de similaridade PMI
(Pointwise Mutual Information) e o corpus BNC (British National Corpus) para extrair
as informac¸o˜es das palavras analisadas. Para calcular a similaridade de duas palavras W1
e W2, o me´todo calcula o valor de coocorreˆncia entre a palavra W1 e as palavras que
aparecem com ela (contexto). Os valores gerados sa˜o utilizados como coordenadas de
um vetor. O mesmo processo e´ feito para a palavra W2. Por fim, e´ medido a distaˆncia
entre esses dois vetores calculando o aˆngulo do cosseno para detectar se as palavras sa˜o
sinoˆnimas. Esse me´todo foi aplicado ao dataset TOEFL e obteve 85% de acertos.
Em [Islam and Inkpen 2006] os autores apresentam o me´todo SOC-PMI (Second
Order Co-occurrence PMI) que usa o PMI para detectar se duas palavras sa˜o sinoˆnimas
com base nas informac¸o˜es extraı´das do corpus BNC. Primeiro, e´ realizado um pre´-
processamento do corpus eliminando stop words (palavras consideradas irrelevantes) e
aplicando lematizac¸a˜o (reduzir uma palavra flexionada a sua parte essencial). Depois
disso, cada termo e´ inserido numa lista com sua respectiva frequeˆncia no corpus. Para
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calcular a similaridade de duas palavras W1 e W2, o algoritmo faz duas listas selecio-
nando as palavras que coocorrem com W1 e W2 e calcula um valor de PMI para cada
palavra. Em sequeˆncia, as listas sa˜o ordenadas de forma decrescente de acordo com o
valor do PMI. As palavras que esta˜o no topo e que aparecem em ambas as listas teˆm o seu
valor de PMI somados para gerar um valor u´nico que represente a similaridade semaˆntica
entre as palavras W1 e W2. Esse me´todo foi aplicado ao dataset TOEFL e obteve 76.25%
de acerto e ao dataset ESL com 68% de acerto.
Em [Turney 2001] o autor apresenta o algoritmo PMI-IR para identificar
sinoˆnimos e assume que palavras similares tendem a ocorrer pro´ximas umas das outras.
Nesse caso a distaˆncia ma´xima e´ de dez palavras. A abordagem usa o PMI para calcular
a coocorreˆncia de palavras utilizando o nu´mero de pa´ginas retornadas no site de busca. O
PMI-IR obteve 73.75% e 74% de acerto no dataset TOEFL e ESL, respectivamente.
Em [Higgins 2004] o autor apresenta o algoritmo LC-IR (Local Context - Infor-
mation Retrieval) que e´ inspirado no PMI-IR e usa o nu´mero de pa´ginas retornadas por
um site de busca para identificar sinoˆnimos. O LC-IR assume que sinoˆnimos tendem a
ocorrer em formas gramaticalmente similares ao inve´s de proximidade (como o PMI-IR).
O LC-IR obteve 81.3% e 78% de acerto no dataset do TOEFL e do ESL, respectivamente.
4.1. Ana´lise
Para fins de ana´lise e avaliac¸a˜o, foram implementados alguns algoritmos para detectar
sinoˆnimos em questo˜es dos datasets TOEFL e ESL utilizando as duas abordagens: di-
ciona´rio e estatı´sticas de coocorreˆncia.
Para a abordagem de Diciona´rio, implementamos um algoritmo usando o Word-
Net. Este e´ um dos mais utilizados banco de dados le´xico da lı´ngua inglesa, contendo
aproximadamente 117.000 conjuntos de sinoˆnimos (synsets) [Miller 1995]. Apesar da
grande quantidade de synsets, este algoritmo acertou apenas 6 (7,5%) e 8 (16%) das
questo˜es do TOEFL e ESL, respectivamente. Entretanto a execuc¸a˜o do algoritmo foi
ra´pida, demorando, em me´dia, 2,8 (TOEFL) e 2,7 (ESL) segundos.
O algoritmo PPMIC [Bullinaria and Levy 2007], que calcula as estatı´sticas de co-
ocorreˆncia utilizando o corpus BNC, acertou 59 (73,75%) e 22 (44%) das questo˜es do
TOEFL e ESL. O tempo me´dio de execuc¸a˜o do algoritmo foi de 1,8 (TOEFL) e 1,6 (ESL)
segundos. Cabe destacar que e´ preciso indexar o corpus BNC antes de executar o algo-
ritmo. Antes da indexac¸a˜o, foi feito um pre´-processamento do corpus eliminando stop
words.
Por u´ltimo, foi implementado o algoritmo LC-IR [Higgins 2004], que calcula as
estatı´sticas de coocorreˆncia utilizando a Web como corpus. Esse algoritmo acertou 52
(65%) e 20 (40%) das questo˜es do TOEFL e ESL. Entretanto o tempo gasto para resolver
cada questa˜o e´ em me´dia de 9,6 segundos. O algoritmo utilizou o site de busca Bing1.
Em [Higgins 2004] foi utilizado o site de busca AltaVista que na˜o esta´ mais disponı´vel.
Isso provavelmente explica a diferenc¸a entre o resulado encontrado em [Higgins 2004] e
no algoritmo implementado nesse artigo.
Portanto, segundo os experimentos apresentados, podemos concluir que o algo-
ritmo baseado em Diciona´rio obteve o menor nu´mero de acertos, dado sua limitac¸a˜o
1www.bing.com.br
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de palavras. O algoritmo LC-IR que trabalha fazendo consultas em um site de busca,
alcanc¸ou um nu´mero razoa´vel de acertos, entretanto, o tempo de execuc¸a˜o foi extrema-
mente demorado devido as requisic¸o˜es que sa˜o feitas para o site de busca. Por fim, o
algoritmo PPMIC [Bullinaria and Levy 2007] obteve o maior nu´mero de acertos e menor
tempo de execuc¸a˜o. Entretanto mesmo trabalhando com um corpus de aproximadamente
100 milho˜es de palavras, algumas palavras na˜o foram encontradas como por exemplo “bi-
partisanly” e “unequaled”. A Tabela 1 apresenta a sı´ntese dos resultados obtidos pelos
treˆs algoritmos.
Tabela 1. Resultados dos algoritmos aplicados aos dataset TOEFL e ESL
5. Uma Abordagem Aplicada aos Mapas Conceituais
Em [Assis et al. 2014] os autores apresentam a proposta conceitual de um agente inteli-
gente chamado VMap que atua de forma proativa sobre a estrutura e conteu´do do mapa
conceitual, sugerindo aos autores adaptac¸o˜es e melhorias a fim de tornar os mapas mais
formais e interessantes do ponto de vista do processamento computacional. Dessa forma,
ao inve´s de trabalhar o mapa depois de construı´do para que seja consumido por ferra-
mentas de IA, utiliza-se a IA para apoiar o autor no processo de construc¸a˜o do mapa, se-
guindo algumas diretrizes [Can˜as and Carvalho 2005], mas sem limitar a expressividade
caracterı´stica dos mapas [Assis et al. 2014].
Uma das funcionalidades do VMap e´ que seja verificado se um novo conceito
inserido no mapa ja´ esta´ presente, mesmo que na forma de um conceito sinoˆnimo. Ao
contra´rio dos datasets do TOEFL e ESL que possuem quatro opc¸o˜es e espera-se que ape-
nas duas palavras tenham uma forte relac¸a˜o semaˆntica, em um mapa conceitual todos os
conceitos possivelmente va˜o ter uma forte relac¸a˜o semaˆntica, fazendo com que a detecc¸a˜o
automa´tica de sinoˆnimos seja uma tarefa ainda mais difı´cil.
Analisando as abordagens encontradas na literatura, as caracterı´sticas do VMap
e as particularidades dos mapas conceituais, propomos uma abordagem para detecc¸a˜o de
conceitos sinoˆnimos em um mapa conceitual seguindo duas principais tarefas: (i) ca´lculo
do valor me´dio da similaridade de um conjunto de pares de sinoˆnimos; e (ii) detector
de conceitos sinoˆnimos. A Figura 1 apresenta uma sı´ntese do processo proposto para
detecc¸a˜o de sinoˆnimos em mapas conceituais explanadas a seguir.
Na primeira tarefa, “calcular valor me´dio de similaridade”, dado um conjunto S
de pares de palavras sinoˆnimas, para cada par e´ calculada a similaridade para se obter
uma me´dia. A similaridade e´ calculada por meio de um corpus como o BNC, por exem-
plo. Caso a palavra na˜o esteja presente, o ca´lculo e´ feito utilizando a Web como corpus.
Espera-se que ao calcular a similaridade de novas palavras, que ocorre na segunda tarefa,
o valor seja maior ou igual a essa me´dia caso as palavras sejam sinoˆnimas.
Na segunda tarefa, a cada novo conceito inserido no mapa sera´ verificado se esse
conceito ja´ na˜o esta´ presente no mapa na forma de um conceito sinoˆnimo. Essa segunda
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Figura 1. Modelo Conceitual da Proposta
tarefa e´ subdividida em dois passos: (a) o par de conceitos passa por um filtro; e, se passar
pelo filtro, (b) e´ calculado a` similaridade entre as palavras.
O filtro e´ utilizado para identificar as relac¸o˜es semaˆnticas de hierarquia (hipe-
ronı´mia e hiponı´mia) e inclusa˜o (holonı´mia e meronı´mia). Dado que um mapa conceitual
possui como caracterı´stica ter uma estrutura onde os conceitos mais gerais ficam posi-
cionados no alto dos mapas e ao mais especı´ficos na parte inferior [Assis et al. 2014],
essas relac¸o˜es (hierarquia e inclusa˜o) sa˜o encontradas entre os conceitos e indicam que
na˜o se tratam de conceitos sinoˆnimos. A identificac¸a˜o dessas relac¸o˜es e´ feita por meio de
consultas ao WordNet.
Se o par de conceitos passar pelo filtro, enta˜o e´ calculado a similaridade entre
os conceitos. O valor gerado e´ comparado com a me´dia de similaridade calculada na
primeira tarefa (i). Se esse valor for maior ou igual a me´dia, sera´ informado ao autor que
o novo conceito inserido e´ um possı´vel sinoˆnimo de um conceito que ja´ esta´ no mapa.
5.1. Ana´lise e Resultados
Para fins de ana´lise e avaliac¸a˜o, foi feito um mapa conceitual, em ingleˆs, que procura
responder a questa˜o focal “o que sa˜o passa´ros?”. O mapa e´ apresentado na Figura 2.
Figura 2. Mapa conceitual sobre pa´ssaros
O mapa gerado possui conceitos formados por apenas uma palavra, frases de
ligac¸a˜o curtas e proposic¸o˜es autoˆnomas. Na Tabela 2, sa˜o apresentadas as proposic¸o˜es
do mapa.
Primeiro precisamos calcular o valor me´dio de um conjunto de palavras
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Tabela 2. Proposic¸o˜es do mapa sobre pa´ssaros
sinoˆnimas. Para formar esse conjunto foram utilizados 127 pares de palavras sinoˆnimas
extraı´dos do dataset TOEFL e ESL. Resultando em uma me´dia de 0.57.
Na segunda parte do algoritmo, os conceitos do mapa conceitual sa˜o colocados
em pares e formam um conjunto de 78 pares. Desses 78, apenas um par de conceitos
sa˜o possı´veis sinoˆnimos: “skeleton” e “bones” (conceitos em azul no mapa). Depois
esses pares passam pelo filtro para eliminar os casos de relac¸a˜o semaˆntica de hierarquia
e inclusa˜o. Por exemplo, o conceito “animals” esta´ numa relac¸a˜o de hiperonı´mia com
“birds”, ou seja, parte-se de um conceito mais gene´rico para um mais especı´fico. O filtro
e´ responsa´vel por reconhecer esse tipo de relac¸a˜o entre dois conceitos e indicar que na˜o
se trata de um caso de sinonı´mia.
Ao calcular a similaridade dos pares de conceitos e verificar se sa˜o maiores que a
me´dia, o algoritmo mostrou como resultado que 4 pares sa˜o possı´veis sinoˆnimos, como e´
possı´vel ver na Tabela 3.
Tabela 3. Resultado do algoritmo aplicado a um mapa conceitual
O algoritmo trouxe 75% de falsos positivos. Essa baixa precisa˜o mostra como e´
difı´cil reconhecer sinoˆnimos em mapas conceituais. O par de conceitos que teve a maior
similaridade, por exemplo, “Feather” e “Beak” na˜o sa˜o sinoˆnimos e o filtro, que utiliza o
WordNet, na˜o conseguiu identificar o tipo de relac¸a˜o entre essas duas palavras.
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6. Conclusa˜o e Trabalhos Futuros
Este artigo apresentou um estudo sobre te´cnicas computacionais para a detecc¸a˜o de
sinoˆnimos do qual resultou em um modelo conceitual aplicado aos mapas conceituais.
A maioria das te´cnicas computacionais para a detecc¸a˜o de sinoˆnimos sa˜o testadas
em datasets de questo˜es de mu´ltipla escolha. Nesse cena´rio a utilizac¸a˜o de estatı´sticas de
coocorreˆncia consegue identificar a maioria dos sinoˆnimos, ja´ que se espera que apenas
duas palavras tenham uma forte relac¸a˜o semaˆntica.
No contexto dos mapas conceituais, a utilizac¸a˜o apenas de estatı´sticas de coo-
correˆncia entre os conceitos presentes no mapa na˜o e´ suficiente para identificar quais sa˜o
sinoˆnimos. O mapa representa o conhecimento de um dado domı´nio e, por isso, os concei-
tos va˜o ter uma forte relac¸a˜o semaˆntica e isso torna o reconhecimento da sinonı´mia ainda
mais difı´cil. Assim, a utilizac¸a˜o de estatı´sticas de coocorreˆncia precisam estar acompa-
nhadas de outras te´cnicas para reconhecer sinoˆnimos e, tambe´m, para eliminar os casos
onde os conceitos possuem outras relac¸o˜es semaˆnticas.
O algoritmo implementado com base no modelo conceitual proposto mostrou que
e´ possı´vel identificar conceitos sinoˆnimos durante a construc¸a˜o de um mapa conceitual,
mas apresentou o valor 0.25 para a medida precision.
Em trabalhos futuros, espera-se avaliar o algoritmo proposto de detecc¸a˜o de
sinoˆnimos em mapas conceituais na lı´ngua portuguesa, verificar se os mapas conceituais
gerados se tornaram mais consistentes com a utilizac¸a˜o do servic¸o e investigar os outros
servic¸os que compo˜em o VMap.
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