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We propose a realization of mesonic and baryonic quasiparticle excitations in Rydberg atom ar-
rays with programmable interactions. Recent experiments have shown that such systems possess
a Z3-ordered crystalline phase whose low-energy quasiparticles are defects in the crystalline order.
By engineering a Z3-translational-symmetry breaking field on top of the Rydberg-blockaded Hamil-
tonian, we show that different types of defects experience confinement, and as a consequence form
mesonic or baryonic quasiparticle excitations. We illustrate the formation of these quasiparticles by
studying a quantum chiral clock model related to the Rydberg Hamiltonian. We then propose an
experimental protocol involving out-of-equilibrium dynamics to directly probe the spectrum of the
confined excitations. We show that the confined quasiparticle spectrum can limit quantum informa-
tion spreading in this system. This proposal is readily applicable to current Rydberg experiments,
and the method can be easily generalized to more complex confined excitations (e.g. ‘tetraquarks’,
‘pentaquarks’) in phases with Zq order for q > 3.
The development of controllable and coherent quan-
tum simulators has the potential to provide new insights
into a variety of many-body systems [1]. Such simulators
are ideal for studying phenomena such as non-equilibrium
physics or scattering in quantum field theories which are
difficult to simulate classically [2–6]. One class of quan-
tum many-body systems that has been of interest re-
cently is those exhibiting confinement. Confinement is
the phenomenon whereby the fundamental excitations of
a system experience a potential which increases indefi-
nitely with their separation, resulting in the formation
of bound states in the low-energy spectrum [7–9]. This
mechanism plays an important role in quantum chromo-
dynamics (QCD), where confinement due to gauge fluctu-
ations explains the formation of mesons and baryons from
quarks. Although confinement between quarks is well-
established, there are a number of difficulties in obtaining
quantitative estimates for physical observables [10].
Recently, there have been theoretical [11–16] and ex-
perimental [17] works on quantum simulators realizing
confinement. Such quantum simulators realize exper-
imental control over isolated quantum systems at the
single-atom level, which allows a great deal of sensitiv-
ity in both manipulation and detection [18–20]. To
date, these systems only exhibit pairwise confinement
of particle-antiparticle pairs into mesonic two-particle
bound states [21]. To make closer contact with the phe-
nomenology of QCD, it would be advantageous to real-
ize a model Hamiltonian whose spectrum contains more
complex bound states.
In this work, we propose a quantum simulator scheme
to implement confined baryonic and mesonic excitations
in Rydberg atom arrays. The basis for our proposal in-
volves the recent realization of crystalline states which
exhibit spontaneously broken Zq symmetry, where the
chain is populated by a Rydberg excitation every q sites
[18, 22]. The low-energy excitations above these ground
states are defects which lie between the degenerate or-
dered ground states, and these defects may be separated
from each other to arbitrary distances. We show that
by adding a non-uniform on-site detuning which breaks
the Zq symmetry, the different types of domain-wall de-
fects observed in Ref. [22] are bound together so that the
low-energy excitations are instead composite objects such
as mesons or baryons. We demonstrate that the masses
of these confined quasiparticles have a clear signature in
the out-of-equilibrium dynamics of the Hamiltonian, and
that the correlation spreading of the system is dramat-
ically reduced in the confined phase. We also discuss
in detail the initial state preparation and measurement
scheme for observing these confined quasiparticles.
The model.— We study a one-dimensional array of Ry-
dberg atoms described by the following Hamiltonian [18]:
HRyd =
∑
i
Ωi
2
Xi −
∑
i
∆ini +
∑
i<j
V|i−j|ninj . (1)
Here, |ri〉 (|gi〉) denotes the Rydberg (ground) state for
atom at site i (Fig. 1), Xi = |gi〉〈ri| + |ri〉〈gi|, ni =
|ri〉 〈ri|, Ωi and ∆i are the Rabi frequencies and detun-
ings respectively, and V|i−j| describes the interaction be-
tween atoms in the Rydberg state at sites i and j. The in-
teractions decay strongly with distance, with the scaling
Vr ∝ 1/r6. When both the Rabi frequencies and detun-
ings are homogeneous in space, this Hamiltonian features
ordered ground states where every qth site of the lattice
is in the Rydberg state (q ≥ 2) [23–26]. Recent exper-
iments have studied the quantum many-body dynamics
governed by this Hamiltonian with homogeneous param-
eters [18], giving insight into phenomena such as quan-
tum many-body scars [27, 28], exotic quantum criticality
[23, 25, 29], and the quantum Kibble-Zurek mechanism
[22].
Relation to the Z3 chiral clock model.— We focus on
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FIG. 1. (a) Implementation of symmetry breaking fields in
the Rydberg array. The beams applied on every third atom
create an additional detuning δi that is a nonzero constant
only on these atoms. (b)-(e) Schematics of mesonic and bary-
onic excitations formed in the Rydberg array. The red and
green dots denote Rydberg and ground states, respectively.
With the symmetry breaking fields, different types of low-
energy excitations can exist on top of (b) the true vacuum
state, including (c) a Z6 quark excitation, (d) a mesonic exci-
tation formed by Z2+Z4 defects, and (e) a baryonic excitation
formed by Z2 + Z2 + Z2 defects.
the Z3 phase of the Rydberg Hamiltonian by specializ-
ing to the case where both Ωi and ∆i are much smaller
than V1. The low-energy quasiparticles above the or-
dered ground state [which is shown in Fig. 1(b)] are Z2
and Z4 domain walls between regions with Z3 order [see
Fig. 1(d-e)] [22]. We mention that these different types
of domain walls (for the homogeneous case) have been
directly observed in recent experiments [22]. At higher
energies, one expects to furthermore get Zq domain walls
for q > 4 [see, for example, Fig. 1(c)].
The system which displays similar physics with the or-
dered Rydberg system is the three-state quantum chiral
clock model [30, 31]
HCCM0 = −f
∑
j
τ †j − J
∑
j
σ†j σj+1 e
−i θ + h.c., (2)
where θ is a phase factor, and the operators τ and σ com-
mute on different sites, with the matrix representation
σ =
(
1 0 0
0 ω 0
0 0 ω2
)
, τ =
(
0 0 1
1 0 0
0 1 0
)
, (3)
where ω = e2pii/3. The clock model obeys a Z3 symme-
try generated by the operator G = ∏i τi, and the ground
states (‘vacua’) are three-fold degenerate in the ordered
phase. Consequently, the elementary excitations are the
clockwise or anti-clockwise domain walls between any two
different types of the three vacua [see Fig. 2]. Because
of the degeneracy, the domain walls may be separated to
infinity, since moving a domain wall costs no energy. For
θ = 0, the two lowest defects have the same excitation
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FIG. 2. Schematics of mesonic and baryonic excitations
formed by the three different vacua in the confined chiral
clock model, Eq. (4). The different vacua are labelled by
straight lines with different colors, and the clockwise (anti-
clockwise) domain walls between two vacua are labelled by
magenta (cyan) circles. The energy cost for creating domain
walls scales linearly with their distances, as illustrated by the
wavy line. For (c), we additionally give a schematic of the
baryonic excitation in the clock basis.
energy, and Eq. (2) is the ordinary three-state quantum
Potts model, while when θ 6= 0, the two domain walls will
have differing energies. Because the lowest-energy exci-
tations have the same structure, the phase transitions in
the clock and Rydberg models lie in the same universal-
ity class [24, 25, 29]. Such clock models have been used
to study low-energy confinement in a number of previ-
ous works [8, 32–36], so we shall use intuition obtained
from these works to understand how confinement can be
engineered in the Rydberg arrays.
Confinement via spatially periodic detunings.— We
now consider an additional spatially periodic detuning
δi on top of the homogeneous ∆0 in the Rydberg Hamil-
tonian. Specifically, we analyze the case where there is
an energy decrease of the Rydberg state for every third
atom [see Fig. 1(a)]. The periodic field can be realized in
experiments by using locally addressed lasers [37]. With
this field, the three-fold degeneracy of the vacua and the
Z3 symmetry of Eq. (2) [and Eq. (1)] are explicitly broken
[see Fig. 2]. We use I to label the ‘true vacuum’ which has
lower energy than the other two degenerate ‘false vacua’
II and III . The corresponding quantum clock Hamilto-
nian now includes an additional longitudinal field
HCCM1 = −f
∑
j
τ †j − J
∑
j
σ†j σj+1 e
−i θ −h
∑
j
σj + h.c.
(4)
In contrast to the homogeneous case, with the longitudi-
nal field, the domain-walls between true and false vacua
cannot be separated to long distances due to a confin-
ing potential (an energy penalty) which scales linearly
with the separation between defects. Consequently, the
low-energy excitations of the Hamiltonian for large sys-
tem sizes must be entirely made up of bound states of
3domain walls. This is in close analogy to confinement
in particle physics, where quarks cannot be directly ob-
served in nature as two (three) of them are bound into
mesons (baryons), due to similar confining potential scal-
ing [7–9].
Fig. 2 schematically shows the low-energy bound quasi-
particle excitations formed by different vacua, which in-
clude both mesonic and baryonic bound states. The
mesonic states are formed by two domain walls, includ-
ing one clockwise (connecting I→ II, II→III, or III→I)
and one counterclockwise (connecting III→ II, II→I, or
I→III) defect [Fig. 2(a-b)]. On the other hand, the bary-
onic excitations are composed of either three clockwise
domain walls or three anti-clockwise domain walls [see
Fig. 2(c-d)].
A schematic plot of the low energy excitations on top
of the true ground state for the Rydberg array is shown
in Fig. 1, where the picture is exact when Ω = 0. The
ordered ground state is mapped to the Z3-ordered crys-
talline state for the Rydberg chain [Fig. 1(b)]. Further,
the clockwise and anti-clockwise defects map to the Z2
and Z4 defects, respectively [Fig. 1(d)]. Due to the same
mechanism, the additional real-space periodic potential
leads to a confining potential between the domain walls,
which thus leads to bound states of the Z2 and Z4 defects.
It is clear that both the mesonic and baryonic excitations
shown in Fig. 2 can be mapped to corresponding Ryd-
berg configurations. We note that the Rydberg model of
Eq. (1) will additionally allow higher-energy defect states
such as “Z6 quarks” [Fig. 1(c)], which have no analogue
in the chiral clock model.
Although we have focused on the Z3 case, the above
can be formulated for any of the Zq ordered states. For
q = 2, this corresponds to the well-studied confinement
in the Ising model with a longitudinal field [9, 16]. For
q > 3, one can additionally obtain more complicated
‘tetraquark’ or ‘pentaquark’ states, in which 4 or 5 do-
main walls, respectively, bind together. We note that the
spectrum of confined excitations for the Potts [θ = 0 in
Eq. (4)] model has been explored in a number of theoreti-
cal works [33–36], but the general θ 6= 0 case has not been
explored yet. While our proposal to realize confinement
does not come from a lattice gauge theory, the relation
between confinement in spin models and gauge theories
has a long history in the nonperturbative study of lattice
gauge theories [7, 8, 38, 39]. This is particularly clear
in one dimension, where the mechanism of confinement
in gauge theories can be similarly described as binding
together defects between degenerate vacua, although re-
sulting from matter coupling to gauge field [40, 41]. In
fact, the Z2 case for our present system is dual to the
bosonized massive Schwinger model [42, 43].
Detecting quasiparticle masses.—We consider using
quench dynamics to probe ‘mesonic’ and ‘baryonic’
masses in Rydberg experiments. One can in principle
prepare the product state of Fig. 1(b), and the subse-
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FIG. 3. (a-b) The initial state is chosen to max-
imize the total probability of |Ψv〉 and |Ψm〉 under
the preparation protocol discussed in the text. (c-f)
The initial state is chosen to maximize total probabil-
ity |Ψv〉 and |Ψb〉. Shown are the time-dependent expec-
tation values and the associated Fourier spectra of (a-b)
〈Ψ(t)|X9X10 |Ψ(t)〉, (c-d) 〈Ψ(t)|X9X10X11 |Ψ(t)〉, and (e-f)
〈Ψ(t)|U†Z9Z10Z11U |Ψ(t)〉, where U is a pi/2-pulse applied to
the middle three atoms. The dotted lines denote the energy
of the meson (Mm), baryon (Mb), quark (Mq) and their
energy differences (Mbm, Mqb, Mqm) obtained from exact
diagonalization. Parameters: L = 18, Ωi is chosen to be ho-
mogeneous Ω = 1; ∆i = ∆0 + δi, where ∆0 = 4 and δi = 2 for
(i mod 3) = 1 and 0 otherwise; V1 = 164.17, corresponding
to Rydberg radius being 2.34 [22].
quent quench dynamics under Eq. (1) would be set by the
excitation energies of the bound quasiparticles [9]. How-
ever, since we work in the regime where Ω is much smaller
than ∆ and V2, the excitation probability of bound quasi-
particles can be low as it intrinsically involves high-order
processes [44].
We instead choose the initial states to have sizable
overlap with both the ground state and localized ex-
cited states. Since the lowest-order mesonic and bary-
onic excitations involve flipping the states of only three
atoms (in the Ωi = 0 limit), we consider the set of initial
states involving a large superposition of the true vacuum
state |Ψv〉 = |...rggrggrggrgg...〉 and the target mesonic
|Ψm〉 = |...rggrgrgggrgg...〉, or involving the true vac-
uum state and baryonic state |Ψb〉 = |...rggrgrgrgrgg...〉
(see Fig. 1)[45]. The intuition for choosing such ini-
tial states comes from the Ωi = 0 limit, where the dy-
4namics with such initial states involves oscillations be-
tween the ‘true vacuum’ state and the localized mesonic
and/or baryonic states displayed in Fig. 1. We will show
that the real-time dynamics involving these states can
indeed resolve the many-body bound excitations for gen-
eral Ωi 6= 0 [Fig. 3].
We first choose the time-dependent observables to be
X9X10X11 and X9X10 (chain length L = 18), as they
have non-vanishing matrix elements between the vacuum
state and the baryonic and mesonic state, respectively.
Fig. 3 shows the numerical results for the time-dependent
expectation value of observables and their Fourier trans-
form. Note that the initial state is chosen to maximize
the total probability of |Ψv〉 and |Ψm〉 [for Fig. 3(a-
b)], or the total probability of |Ψv〉 and |Ψb〉 [for Fig.
3(c-d)], under a specific preparation protocol (discussed
later). These states are evolved under the fully long-
range Hamiltonian Eq. (1) with non-zero δi, and other
parameters are chosen such that the ground state is in the
Z3-ordered phase for δi = 0. As Figs. 3(a) and (c) show,
the observables exhibit clear periodic oscillations. Their
Fourier spectra [Fig. 3(b) and (d)] agree perfectly with
the masses of the ‘Z2+Z4 meson’ (Mm), the ‘Z2+Z2+Z2
baryon’ (Mb), the ‘Z6 quark’ (Mq), and their energy dif-
ferences (Mbm, Mqb and Mqm). We mention that the
highest Fourier peaks of Fig. 3 (b) and (d) agree with the
mesonic and baryonic masses respectively, as the partic-
ular initial states have large components of the target
excited states.
We note that in the current experiments only mea-
surement in the Z-basis is possible. In order to access
the masses given by X-observables, one can use a pi/2
pulse (which we denote as U) rotating the states of the
middle three atoms before the measurement (subject to
Rydberg constraint as discussed in detail later). The
observable 〈Ψ(t)|U†Z9Z10Z11U |Ψ(t)〉 after the rotation
also oscillates with a large contrast [see Figs. 3(e)], and
its Fourier spectrum accurately determines the masses of
the baryonic, mesonic and the higher-energy quark exci-
tations [Figs. 3(f)]
Quantum information spreading.—The confined quasi-
particles at low energy can have a dramatic effect on
the correlation spreading in the system. For instance,
confinement can strongly suppress the spreading of cor-
relations and lead to slow thermalization [9, 46]. Here
we focus on the time-dependent connected correlation
function | 〈njnk〉c | = | 〈njnk〉 − 〈nj〉 〈nk〉 | to study the
quantum information spreading after a quantum quench
from an initial Z3-ordered product state. Fig. 4(a) shows
the case of a homogeneous post-quench Hamiltonian with
δi = 0. As one can clearly see, correlations spread out
fast across the 1D chain, leading to a light-cone structure
[47]. In contrast, with a periodic detuning field added to
the Hamiltonian, the low-energy excitations are bound
quasiparticles (mesons and baryons). In this case, the
correlation spreads much slower than in the deconfined
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FIG. 4. Correlation spreading after a quantum quench from
the Z3-ordered state |Ψv〉. (a) shows the time-dependent
| 〈njn10〉c | without the additional periodic spatially detun-
ing, i.e. δi = 0. (b) shows the same quantity with δi = 2 for
(i mod 3) = 1 and 0 otherwise. All other parameters are the
same for (a) and (b): Ω = 1,∆0 = 4, V1 = 164.17, L = 19.
case [see Fig. 4(b)]. We emphasize that such observables
can also be directly measured in experiments [18, 22].
Experimental preparation and detection.— To ex-
perimentally prepare the above sets of initial states,
one can first prepare the ordered product state
|Ψv〉 = |rggrggrggrggrggrgg〉 [18, 22], and rotate
the 10th atom from the Rydberg to the ground state
(via single-atom addressability), which yields |Ψq〉 =
|rggrggrgggggrggrgg〉 [48]. After this, a Rabi laser is
shined only on the middle three atoms, with a Rabi fre-
quency Ω0 satisfying V2  Ω0  V1. To prepare the ini-
tial state for Fig. 3(a-b), we apply the Rabi pulse for time
1.4pi/Ω0. On the other hand, for the initial states in Fig.
3(c)-(f), we choose time 3.6pi/Ω0. During the prepara-
tion, the parameters ∆ and interactions Vr are the same
as in the post-quenched Hamiltonian [see Fig. 3], while
Ω0 = 25 for the three atoms, and all other atoms seeing
vanishing Rabi frequencies. We have checked that the
probabilities for the blockaded states (grr, rrg, rrr) for
the three middle atoms are on the order of 10−3.
To measure the dynamics shown in Fig. 3(e-f), after
state preparation, we evolve the system under Hamilto-
nian (1), rotate the middle three atoms back using a pi/2
pulse [i.e. apply Ω0 for time pi/(2Ω0)], and finally mea-
sure Z9Z10Z11. During the pi/2 pulse, all the parameters
(except for the pulse time) are the same as for the prepa-
ration step.
Conclusions and outlook.—Our proposal shows that
Rydberg arrays are a natural platform to study exotic
confined excitations not only for the mesonic case, but
also for baryonic quasiparticles. These confined excita-
tions are analogous to the more complicated bound states
seen in high energy physics. Although we focus on the
regime where the Rydberg system is described by an ef-
fective clock model, we expect Eq. (1) to exhibit con-
finement wherever the homogeneous Rydberg model is
in the Z3 ordered phase. Away from the clock limit, one
needs to consider more general Zq defect states where
q > 4, and this will lead to more complicated ‘hadronic’
5excitations. Correspondingly, this analysis can be gen-
eralised to the other Zq-ordered phases of the Rydberg
system, which will generally lead to a host of more com-
plicated confined quasiparticles (e.g. ‘tetraquarks’ and
‘pentaquarks’). These more complex states would re-
quire much larger system sizes which would no longer
be amenable to the numerical methods used here, but
can be achieved in quantum simulators. Quantum simu-
lators can additionally access dynamical phenomena such
as string breaking and inelastic scattering which are in-
tractable using classical methods [4]. It would also be
interesting to consider confinement scenarios in higher
dimensions, where Rydberg systems feature more com-
plicated phases of crystalline order [49]. In particular,
the symmetry-breaking patterns in two dimensions allow
for both one-dimensional domain wall excitations as well
as point-like “monopole” excitations, which is similar to
the distinct excitations in higher-dimensional gauge the-
ories [39].
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