A theory of approximation to measurable sets and measurable functions based on the concepts of recursion theory and discrete complexity theory is developed. The approximation method uses a model of oracle Turing machines, and so the computational complexity may be defined in a natural way. This complexity measure may be viewed as a formulation of the average-case complexity of real functions-in contrast to the more restrictive worst-case complexity.
Introduction
Recursive analysis, the study of the computability problems in real analysis, has been pursued by many researchers, for example, Grzegorczyk [6, 7] Lacombe [ 14, 151, Mostowski [ 18, 193, Shepherdson [29] and Pour-El and Richards [20,21,22, 231. The main issues in this study include the formulation of recursive continuous functions, the computability of basic operations in real analysis, such as differentiation and integration, and the relationship between computational properties and analytical properties of computable real functions (see [22] for an overview). Recently, as the research direction in the area of computational complexity has drifted from effective computability to efficient computability, more work on subrecursive analysis, in particular, at the polynomial level, has been produced. Miller [ 171 investigated the primitive recursiveness of recursive ordinary differential equations. Kreitz and Weihrauch [13] extended Blum's axiomatic complexity theory [2] to recursive real numbers and functions. Ko and Friedman developed a computational complexity theory of real functions, and used the relatively new concept of nondeterministic computation to characterize the complexity of some basic operations in real analysis [3, 9, 10, 111. This paper continues the study of computational complexity of real functions along the line of Ko and Friedman [ 111. The main theme here is the computa- is shown to be equivalent to Kreisel-Lacombe and Sanin's recursively measurable sets. Other characterizations, which are natural from the analytical point of view, of these complexity-bounded classes are also given to demonstrate their naturalness. We then restrict our attention to the class of polynomial-time approximable functions, and consider two basic questions on this class of functions. The first question deals with the relationship between the notions of polynomial-time computability and polynomial-time approximability. Since the oracle TM which approximates a real function may make a bounded size of errors, our approximation scheme may be viewed as an average-case complexity measure -in contrast to the worst-case complexity measure of the theory of Ko and Friedman [ 111. Thus, our first question is actually a special case of the more general question of worst-case versus average-case analysis of algorithms. Here, we use the relatively new concept of probabilistic computation to attack this question. In discrete complexity theory, probabilistic algorithms which make stochastic moves in the computation have found interesting applications [5, 24, 301. Particularly interest-ing is that the error size in such an algorithm is controlled by the algorithm itself and is independent of the probability distribution of the inputs. A major open question in discrete complexity theory, in connection with probabilistic algorithms, is whether polynomial-time probabilistic TMs are more powerful than polynomial-time deterministic TMs. This question is usually formulated as P = BPP. (See [5] for a detailed discussion on the question P A BPP.) We show that our question of whether polynomial-time approximation of real functions is more powerful than polynomial-time computation of real functions (formulated as P ' PA,) can be reduced to the question P A BPP and one of its variation, P R", m + BPPRF. (The subscript RF denotes the class of real functions. See Section 5 for formal definitions.) We remark that the general relationship between the distribution-dependent average-case complexity and the distribution-independent probabilistic complexity is an important question in discrete complexity theory.
Very few results are known about the two complexity measures (cf.
[34]). We feel our result is interesting because it ties up the two complexity measures in the context of polynomial-time computation of real functions. We review the definitions and notations of [ll] in Section 2. In particular, we define the class of polynomial-time computable real functions and give its characterizations.
Computational complexity of measurable sets and measurable functions is defined in Sections 3 and 4. Sections 5 and 6 discuss the above mentioned two questions. Some final remarks are given in Section 7.
Preliminaries
We assume that the reader is familiar with the basic notions in recursive function theory and discrete complexity theory, such as Turing machines (TM), 
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Let s be a string in r. We write lth(s) to denote the length of s and prec(s) to denote the number of bits of s to the right of its binary point. (prec(s) means the 'precision' of s.) Unless it is necessary, we shall not try to distinguish a dyadic rational d from its representations.
We sometimes say the length or the precision of a dyadic rational to mean the length or the precision, respectively, of its shortest representation.
Let S be a set, we let xs denote its characteristic function. If S is a set of real numbers, let m*(S) be the outer measure of S. If S is measurable, then let m(S) be the Lebesgue measure of S. Let 5% be the class of all sets of finite unions of open intervals with dyadic rational endpoints in [0, 11. Let POLY be the set of all polynomials with nonnegative coefficients. A real number x is recursive if there is a recursive function 4 : N + D such that, for all II 2 0, I+(n) -x] < 2-". In this case, we say C$ binary converges to x and write 4 E BIN(x). If the precision of 4(n) is n and +(n)sx <4(n)+2-" for all n 2 0, then we say that 4 is the standard binary function for x and denote it by 4,.
We let 93 denote UxaR BIN(x). The computational complexity of a real number x is defined by the functions which binary converge to x. In particular, we say that x is polynomial-time computable if there is a function C$ EBIN(x) such that 4 is polynomial-time computable when the input is written in unary notation [ 10, 111.
Our definition of recursive real functions is the one given by Grzegorczyk [6] and Lacombe [14] , except that we take a computational approach and use the oracle TM as a model. An oracle TM A4 uses a function oracle 4, takes an integer input n E N and outputs a dyadic rational d = M&(n). (If 4 is the standard binary function for some x, then we may write the output as M"(n).) We say that such an oracle TM M computes a real function f :[O, 11-R if, for every x E [0, 11, every 4 E BIN(x) and for every n 2 0, /M+(n) -f(x)1 ,i 2-". A real function f: [ (
The discrete function where ai<biGai+,for all i=l,...,k,-1, and S,,=U,%l(ai,bi). (ii) (Vn) m(S A S,) G 2-".
Remark. Condition
(ii) may be replaced by a seemingly weaker but equivalent condition:
(ii') There exists a recursive function I+/J such that, for all II and n', n'~~(n)jm(SaS,,)~2-".
We show that Definitions 3.1 and 3.2 are equivalent. it has a finite subcove>ing for [0, 11. By enumerating dyadic rationals and simulating Md(n), we may find such a finite covering, say, C1, . . , ck, where
. Now define S, to be U {Ci : Md(n) = 1; i = 1, . . . , k}. It is clear that S, is a finite union of open intervals with dyadic rational endpoints.
Also, the Heine-Bore1 Theorem guaran-tees that the above algorithm always halts, and so {S,} satisfies condition (i) of Definition 3.2. We claim that m*(S a S,,) G 2-". First note that x E S, implies that there is a dyadic rational d such that Ix -d ( s 2pt(d,n) and Md(n) = 1. Therefore, there exists a 4 E BIN(x) such that M*(n) = 1. So, x E S, -S j x is in the set E(n). Similarly, S -S, E E(n). So, m*(S A S,) < m*(E(n)) s 27. Since each S, is a finite union of open intervals, the fact m*(S a S,)< 2" implies that S is measurable and m (S a S,) < 2". This completes the proof. .
and this is a contradiction.
(End of proof of the claim). Thus, for all n such that 2? <b -a, we may find a dyadic rational d such that
Id -~(62~".
Hence a is recursive. We may show that b is recursive similarly. Assume that after stage n, we have a collection {II, . . . , I,,} such that Uycl Ii is a union of 2" -1 many open intervals such that its complement consists of 2" disjoint closed intervals, each having the same length 2~("+1)+2~(2"+1). Define I nil to be the union of 2" open intervals, each having a center of the above closed intervals as the center and having a length 2p(2n+2).
It is not hard to verify that the above inductive definition for {I,} is welldefined. Let C = UT=1 Ii. Then
i=l n=l To see that C is recursively approximable, we observe that the endpoints of 1"'s are computable and, for all II, m(l,,) = 2-(n+l) Therefore, letting S,, = U yZ1 Ii, we . have m (S, a C) G 27. Thus, C is recursively measurable.
Since our definition of recursively approximable sets uses the oracle Turing machines, the time complexity of recursively approximable sets can naturally be defined using the notion of the time complexity of oracle TMs. (See Section 2 for the time measure function TM of an oracle TM.) Definition 3.3. We say that a recursively approximable set S c [0, l] has time complexity St(n), if there is an oracle TM M which recursively approximates S such that, for any oracle function 4 and input n, T,(+, n) < t(n) (i.e. M*(O") halts in <t(n) steps).
Remark. In the theory of discrete complexity, the time complexity of a TM A4 is usually defined to be =~t(n) if M(s) halts in t(n) steps for all strings s of length n. That is, the complexity function is defined on the length of the input, instead of the input itself. To make our definition agree with this convention, we assume that our input is written in unary notation, and write 0" to represent n.
We now define the class of polynomial time approximable sets. Similar to the class of recursively approximable sets, the class of polynomialtime approximable sets has a natural characterization as limits of sequences of sets in B which converge in a polynomial speed. (ii) There is a polynomial p EPOLY such that the endpoints of S, are of precision <p(n).
(iii) {S,} is polynomial-time computable.
Proof. Assume that S is polynomial-time approximable.
Then it is recursively measureable and hence measurable. Let M be an oracle TM which approximates S in time p(n) for some polynomial p. Note that M*(n) halts in p(n) steps for all oracle functions 4. Therefore, for every x E [0, 11, there is a dyadic rational d of length p(n) such that M+=(n) = Md(n), where 4, is the standard binary function for x. This fact suggests that we define
We check conditions (i) and (iii) in the following. Conversely, assume that {SJ is a sequence of sets in 9 which satisfies conditions (i)-(iii). Let q E POLY be a polynomial such that all endpoints of S,, are of precision Gq(n), and there is a TM M which determines whether a dyadic rational number is an interior point, a boundary point, or an exterior point of S, in time q(n).
Consider the following oracle TM M, :For oracle 4 and input n, let d = +(q(n) + n + 1). Output 1 if d is an interior point of S,,+,; 0 otherwise. Note that errors occur only when x E S a Sn+l, or when x is close to an endpoint of S,,, with distance <2-("+'). Thus the total error probability is ~2-". Also, the runtime is ==q(q(n) + n + l)+ c for some constant c. q
It is easy to see that the sets in Examples 2 and 3 are polynomial-time approximable. Immediately, the characteristic functions of recursively approximable sets are recursively approximable. Also, all recursive (continuous) functions are recursively approximable.
We give two characterizations of recursively approximable functions, first using simple step functions and then using simple piecewise linear functions. 2-t(d.n), d +2-t(d.n) ), Md(n) is close to f(x) for all x in the subinterval with a probability >l -2~". Thus, a simple step function f,, can be defined such that, with a probability In classical analysis, a measurable function may be defined as a function f such that for all x, the set {y :f(y)> x} is a measureable set. Is there a similar characterization for recursively approximable functions? For example, if f is recursively approximable, and a is a recursive real number, is the set {x :f(x)> a} always recursively approximable?
We give a negative answer in the following. Then let f = I:=1 fk. That is, for all $(k), at a small neighbourhood of 2-'L'k', f is a small A-shaped function; and f is equal to zero otherwise. Note that these neighbourhoods are so small that they are pairwise disjoint. That is, let Tk = the support of fk = {x :fk(x)> 0). Then the Tk's are pairwise disjoint, because each Tk is an open interval of half-length 2-2GL'k'. Also note that, for all nal, \C;=1fk(x)-f(x)(==2-n for all xE[O, 11, because xLZ1fk(x)#f(x)+ x E Ti for some j > n, and x E 'I; 3 If(x)\ < 2-j. Therefore, f is a recursive function by Proposition 2.1. We claim that S = {x :f(x)> 0} is not recursively approximable. By way of contradiction, assume that S is recursively approximable. Then there is an r.e. sequence {Sk} which binary converges to S (Theorem 3.1). We consider the Proof. The definition of g is similar to that of f in the proof of Theorem 4.3. Let K and (lr be defined as in the proof of Theorem 4.3. Let M be a TM enumerator for the partial recursive function 4. That is, the machine &f, when operating on empty string (as input), prints the set K = {4(n) : $(n) is defined}. Let t(k) be the number of steps used by M to enumerate 9(k). (We assume that all k and q(k) are written in unary notation so that 4(k)< t(k) for all k.) Now define
Tk = (2-
and gk to be a A-shaped function with support Tk and gk(2p+'k') = 2-('(k)+t(k)).
Define g = Cr=i gk. Since the support S = {x E [0, l] : g(x) > 0} of g is exactly the support of f in proof of Theorem 4.3, S is not recursively approximable.
We need only to check that g is polynomial-time computable. We consider the following algorithm for g. Algorithm for g. Assume that we want to compute g(x) correct to within 2?.
First we get a dED such that \d-x1<2-("+l) Then we simulate TM M for n + 1 . Since lim,, g(n) = y, it is obvious that f is a continuous function. Also, f is not recursive, because f(0) = y is not recursive. It is left to show that f is recursively approximable. We define f,, as follows.
Approximation and probabilistic computation
Since g is a recursive function, cf,} is an r.e. sequence of simple piecewise linear functions. Also, it is clear that f,,(x) #f(x>+x <2 Remark. The converse is obviously true [ 111.
Proof. Let cf,} be an r.e. sequence of simple step functions which binary converges to f in measure. Also let 6 be a recursive modulus function for f.
Assume, without loss of generality, that 6(n + 1) > s(n) 2 n for all n 2 0. For a given oracle function C$ E BIN(x), and input n, we describe how to find a dyadic rational e such that ]e -f(x)] c 2~". &f(s, cu) = the output of M on input s with the nth coin-toss determined by the nth bit of CY.
With this notation, we may define the following complexity-bounded class of integer sets. In the rest of this section, we let #A denote the cardinality of a finite set A.
Definition 5.2. Let B c (0, l}*. We say that B E BPP if there is a polynomial-time PTM M with a time complexity function p E POLY, and a constant e < 4, such that for any s E (0, l}* of length n, #{a E (0, 1)" : lth(a) = p(n) and &cz, s) # xs (s)} < e . 2p(n).
Let P be the class of integer sets which are computable in polynomial time. It is obvious that P G BPP. Whether or not P = BPP is one of the major open questions in discrete complexity theory. (See, for example, [5] for a detailed discussion on the relations among the complexity-bounded classes P, NP and BPP.) We now extend the concept of probabilistic computation to real functions. First, we extend the PTM to the oracle PTM, which, in addition to the regular states and the random state, has a query state and a query tape to perform queries. The formal definition of the oracle PTM and the definition of the time complexity of an oracle PTM are straightforward and we omit them here. for all k 20. Furthermore, we assume that q EPOLY is a modulus function for f. Without loss of generality, we assume that q(n)2 n and r(n) 2 n for all n 2 0. We now construct an oracle PTM M for f. For any oracle 4 E 93 and input 0", it first gets a dyadic rational d = $(q(n + 2)). Finally we observe that in the above probabilistic algorithm, there are 2r(k)-k+2 many possible choices of the random string s. Among them, at most 2r(k)pk many may cause 'wrong' outputs. Thus, the error probability is <$. (b) We will show that for each set B E BPP, there is a function f E PA= such that fEPRF if and only if B E P. It follows that P, = PARFj P = BPP. We first state a lemma about the error probability of a set B E BPP. The proof of the lemma is elementary and is included in the Appendix. and on the right half of the sth interval of C (i.e., on (h(s), h(s)+2p(2"t3))).
if s E B, otherwise.
That is, f(x) is /\-shaped on the sth interval of C if s E B, and is identical to zero on the sth interval of C if s $ B.
It is obvious that f has a polynomial modulus function. We claim that f is polynomial-time computable if and only if B E P.
Proof of the Claim. If f is polynomial-time computable, then for each s E{O, l}* of length n we may find a dyadic rational d such that Id -f(h(s))l S 2p(2n-rs) in time p(n) for some polynomial p. (Note that h has been proved to be polynomialtime computable.)
Since f(h(s)) = 2--(2"t3) if SEB, and =0 if s$ B, we have s E Bed > 2p(2nt4). So, we have proved B EP.
Conversely, if B E P, then we may compute f(x) as follows. First, for given precision II, we find a dyadic rational d such that Id -x 1 c 2-(2n+2). Then, compute  g(d, 0") output d -(h(s) -2-'2k+3') or h(s) + 2--(2k-c3)-d depending  upon d s h(s) or d > h(s) (2) Using the function g, we may find out whether a given dyadic rational d is in lJ y=r Ii or not, and, if d E U yzl Ii, we can find s such that d is in the sth interval.
Thus, f,,(d) may be found by finding this s and simulating M(n, s, v) where v is the substring of d consisting of the (2k +4)th to (2k + 3 + q(k + n))th bits to the right of the binary point of d (where k = lth(s)). We leave the details to the reader to verify. This completes the proof of the theorem. Cl
Rema&.
(1) In the above, we have proved that PRF = BPPm+ P, = PA,+ P = BPP. However, the question of whether P = BPP+ P, = BPP, is left open.
The main difference between the two statements is that the computation of an oracle PTM for a function in BPP, may produce more than one 'good' outputs, whereas the computation of a PTM for a function in BPP can produce at most one 'good' output. To be more precise, we consider the following question about the relationship between probabilistic algorithms and deterministic algorithms. Let FBPPm be the class of multi-valued functions g for which there is a polynomialtime PTMM such that for any input s, Pr{M(s) outputs one of the values of g(s)} > c for some fixed c > i. Also let FP,, be the class of multivalued functions g for which there is a polynomial-time PTM M such that for any input s, every output of M(s) is a value of g(s). It seems that the question FP-L FBPP,, is more closely related to the question P, L BPP,. Also, it is not known whether P = BPP implies FP,, = FBPPm.
(Note that this is a purely discrete question.) (2) (ii) If S is a polynomial-time approximable set, then m(S) is polynomial time computable.
(iii) If B s {0, 1)" is polynomial-time computable, then the function gB(On) = cardinality of (I3 n (0, 1)") is polynomial-time computable. (i) j (ii). Immediate.
(ii)+ (iii). Let B E P. We will construct a set S such that the first (n + 2)* bits of for all i = 0, 1, . . . , n. We shall construct a sequence of pairwise disjoint sets {S,,} such that (a) S = lJ z-1 S, is polynomial-time computable and (b) m(S,,) = b, . 2~(n+2)*+2+ 2p("f2)2. Note that 0 6 b, < 2" for all n 2 0, and so b, * 2~~"~2~2f2~2~~n2-t3n~2~< 2-("+l)*. Thus (a) and (b) together imply that the substring of the binary representation of m(S), from the ((n + l)"+ 1)st bit to ((n + 2)'-2)nd bit (to the right of the binary point), is the binary representation of b,. Also, by adding 2-(nt2)2 to m(S,,), we make sure that we may extract the above bits exactly from an approximation d to m(S) with an error ~2-((~+*)~+'). Therefore, if (a) and (b) are satisfied by {S,,}, then (ii)+ (iii).
For each string t E (0, l)", let d, = O.O"lOlt. Define
First note that prec(d,) = 2n + 3 < (n + 2)* -2, and so, all the above intervals are disjoint. Thus m(S,,) = b, * 2-((n+2)2-2)+ 2--("+')'. Also, S, G (2-("+l), 2?), and so the S,,'s are pairwise disjoint.
It is left to show that S is polynomial-time approximable. Let T,, = U Fzl S,. It suffices to show that {7"} is polynomial-time computable (by Theorem 3.2). This fact is easy to verify from our construction of S,,, because B is polynomial-time computable. so the proof of (ii)+ (iii) is completed. (iv) + (i). Let f be polynomial-time approximable, and cfk} be a sequence of simple step functions which converges to f in the sense of Theorem 4.2. Since m*{X:If,(X)-ff(X)I>2-n}g2-n, we need only to show that the discrete function 0(0") = 5; f,, is polynomial-time computable.
Assume that p is a polynomial such that all endpoints of f,, and all values of f,,(x) are dyadic rationals of precision <p(n). Then (iv) FP = #P.
Proof. (iii)@(iv)
is well known from the definition of #P. (i) 3 (ii) is immediate.
(ii) + (iii). Let B and p be given as specified in (iii). We will construct a set Tc_ For each s ~(0, l}*, lth(s) = n, Pr{M1 accepts s) . 2p(n) = cardinality {t E (0, 1)p'"' : Mz accepts (s, t)}.
Now we observe the following two facts. 
