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Abstract
We show which Hop-cleft extensions k#σH
op of k for a dual qua-
sitriangular Hopf algebra (H, r) are H-Azumaya. The result is given
in terms of bijectivity of a map θσ:H → H
∗ defined in terms of r and
the 2-cocycle σ, generalizing a well-known result for the commutative
and cocommutative case. We illustrate the Theorem with an explicit
computation for the Hopf algebras of type E(n).
Key words: Cleft extension, dual quasitriangular Hopf algebra,H-Azumaya
algebra
MSC:16W30, 16H05, 16K50
Introduction
In the last fifty years several generalizations of the classical Brauer group
of a field k were introduced. A key role in algebraic geometry is played by
the Brauer group of suitable sheaves of algebras over a scheme X ([11]). In
representation theory and in ring theory generalizations are obtained either
relaxing the requirements on k and/or on the algebras, or by adding extra
structures. In the first case one can, for instance, allow k to be a commu-
tative ring ([1]) or allow algebras without unit ([20]). In the second case
one can work in categories whose objects carry more structure, such as a
grading by an abelian group ([24], [13]), a commutative and cocommutative
Hopf algebra action ([14]), etcetera. Most of the known generalizations are
examples of the Brauer group of a symmetric monoidal category ([17]). The
Brauer group of a general Hopf algebra ([5]) and later, the Brauer group
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of a braided monoidal category ([21]) seem to be the highest level of gener-
ality for a Brauer group in this setting that has been reached so far. The
most popular examples of a braided monoidal category are the category of
left modules over a quasitriangular Hopf algebra and, dually, the category
of right comodules of a dual quasitriangular Hopf algebra. In these cases
the elements of the corresponding Brauer group are equivalence classes of
particular module and comodule algebras, respectively. The explicit compu-
tation of the corresponding Brauer group is in general far from being trivial.
When studying these groups it is quite natural to wonder whether well-known
modules and comodules algebras can be seen as representatives of elements
of these Brauer groups, that is, whether they are Azumaya algebras in the
corresponding category. A very well-known family of comodule algebras is
provided by cleft extensions of the base field ([10]).
Cleft extensions are a natural generalization of Galois extensions. In the
finite-dimensional case the notion of cleft extension coincides with the notion
of a Hopf-Galois extension of a Hopf algebra. In the general case the notion
of cleft extension is stronger than the notion of a Hopf-Galois extension
because the existence of a normal basis is required. The theory of cleft
extensions has reached a satisfactory description in terms of crossed systems
(see [10], [3]). Cleft extensions of the base field correspond to equivalence
classes of 2-cocycles and they are isomorphic, as algebras, to twists of H
by the corresponding cocycle. A Theorem in [4, §12.4] expresses explicitely
when the twist of a commutative, cocommutative Hopf algebra by a Sweedler
cocycle is H-Azumaya. The aim of the present paper is the generalization of
this theorem to the dual quasitriangular case and this is reached in Theorem
2.1. In analogy to the cocommutative case the result states that such a twist
is Azumaya in the category if and only if the linear map θσ:H −→ H
∗ defined
by h 7→ (στ ∗ r ∗σ−1)(−⊗h) is invertible. After the proof of Theorem 2.1 we
discuss a dual version of the result obtaining Corollary 2.6. The main result is
illustrated with an example: for every universal r-form r of the Hopf algebas
of type E(n) introduced in [2] we characterize in Proposition 3.1 which twists
of E(n) are Azumaya with respect to r. Finally, in Proposition 3.3, we relate
this description to the computation of the Brauer group BM(k, E(n), R0) of
the category of modules of E(n) with respect to the R-matrix R0 obtained
in [9].
2
1 Cleft extensions and H-Azumaya algebras
Unless otherwise stated H will denote a finite-dimensional Hopf algebra over
a field k, with coproduct ∆ and antipode S. All modules, comodules and
algebras will be assumed to be over k, as well as unadorned tensor products.
The standard flip map V ⊗W → W ⊗V will be denoted by τ . For coproduct
and right comodule structures we shall use the notations
∑
n(1) ⊗ n(2) and∑
n(0) ⊗ n(1), respectively.
The Brauer group of a braided monoidal category was defined in [21]. It
is well-known that if H is a dual quasitriangular Hopf algebra with universal
r-form r the categoryMH of finite-dimensional right H-comodules is braided
monoidal with H-comodule structure on the tensor product given by
ρ(m⊗ n) =
∑
m(0) ⊗ n(0) ⊗ n(1)m(1)
and braiding ψ given by ψ(m ⊗ n) =
∑
n(0) ⊗ m(0)r(n(1) ⊗ m(1)) for every
pair of comodules M and N and every m ∈M and n ∈ N . In this particular
setting, an algebra in the category MH is an Hop-comodule algebra A. In
particular, if P is a H-comodule then End(P ) with the usual composition of
endomorphisms and with comodule structure given by
ρ(f)(a) =
∑
f(a(0))(0) ⊗ S
−1(a(1))f(a(0))(1) (1.1)
for every f ∈ End(P ) and every a ∈ P is an algebra in MH. Similarly,
End(P )op is an Hop-comodule algebra with respect to the structure:
ρ(f)(a) =
∑
f(a(0))(0) ⊗ f(a(0))(1)S(a(1)). (1.2)
The opposite algebra A of an algebra A in the category is equal to A as a
H-comodule but its product is given by a ◦ b =
∑
b(0)a(0)r(b(1) ⊗ a(1)). It is
again an Hop-comodule algebra. Given two algebras A and B in the category
we endow the comodule A⊗B with the product
(a#b)(c#d) =
∑
(ac(0)#b(0)d) r(c(1) ⊗ b(1))
for every a, c ∈ A and every b, d ∈ B. The resulting algebra is a Hop-
comodule algebra, denoted by A#B. An algebra A inMH is called Azumaya,
or (H, r)-Azumaya if the Hop-comodule algebra maps
F :A#A −→ End(A)
F (a#b¯)(c) =
∑
ac(0)b(0) r(c(1) ⊗ b(1))
3
and
G:A#A −→ End(A)op
G(a¯#b)(c) =
∑
r(a(1) ⊗ c(1))a(0)c(0)b
are isomorphisms. The opposite algebra of an (H, r)-Azumaya algebra and
the product # of two (H, r)-Azumaya algebras are again (H, r)-Azumaya
algebras. The elements of the Brauer group BC(k, H, r) of the category
MH are the equivalence classes of (H, r)-Azumaya algebras with respect
to the equivalence relation: A ∼ B if A#End(P ) ∼= B#End(Q) for some
H-comodules P and Q. The product # induces on BC(k, H, r) a group
structure and the inverse of a class represented by an algebra A is the class
represented by the opposite algebra A.
Dually, ifH is a quasitriangular Hopf algebra with R-matrixR =
∑
R(1)⊗
R(2), the category HM of finite-dimensional leftH-modules is monoidal, with
usual H-module structure on the tensor product of two modules. An alge-
bra in the category HM is just an H-module algebra. If P is a H-module
then End(P ) with the usual composition of endomorphisms and with module
structure given by
(h · f)(m) =
∑
h(1) · f(S(h(2)) ·m) (1.3)
for every h ∈ H , every f ∈ End(P ) and every m ∈ P is an algebra in HM.
Similarly, End(P )op is also an algebra in HM if we endow it with the module
structure:
(h · f)(m) =
∑
h(2) · f(S
−1(h(1)) ·m). (1.4)
The opposite algebra A of an algebra A in HM is equal to A as an H-module
and its product is given by a◦b =
∑
(R(2).b)(R(1).a). It is again an H-module
algebra. The tensor product of two algebras A and B in the category HM
is A#B ∼= A⊗B as modules with the multiplication:
(a#b)(c#d) =
∑
a(R(2).c)#(R(1)).bd
for every a, c ∈ A and every b, d ∈ B. An algebra A in HM is called
Azumaya, or (H,R)-Azumaya if the H-module algebra maps
F ′:A#A −→ End(A)
F ′(a#b¯)(c) =
∑
a(R(2).c)(R(1).b)
and
G′:A#A −→ End(A)op
G′(a¯#b)(c) =
∑
(R(2).a)(R(1).c)b
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are isomorphisms. The elements of the Brauer group BM(k, H,R) of the
category HM are the equivalence classes of (H,R)-Azumaya algebras with
respect to the equivalence relation: A ∼ B if A#End(P ) ∼= B#End(Q) for
some H-modules P and Q. The product in BM(k, H,R) is induced by the
product #, with inverse represented by the opposite algebra.
Computations of BM(k, H,R) have been carried out only in a few cases,
namely: for Sweedler’s Hopf algebra H4 with respect to the R-matrix R0 in
[22] and for the remaining R-matrices in [6]; for the Hopf algebras of type
Hν and all R-matrices in [7], for the group algebra of the dihedral group in
[8] and for the Hopf algebras of type E(n) and all triangular R-matrices in
[9]. A key role in these computations was played by H-cleft extensions of the
base field k.
An H-cleft extension B of k is a right H-comodule algebra such that
Bco(H) = k and such that there exists a convolution invertible map γ:H → B
(cfr. [10]). It is well-known that cleft extensions of k are parametrized by
2-cocycles, i.e., convolution invertible elements σ of (H ⊗H)∗ satisfying the
relations:
σ(h⊗ 1) = σ(1⊗ h) = ε(h)∑
σ(k(1) ⊗m(1))σ(h⊗ k(2)m(2)) =
∑
σ(h(1) ⊗ k(1))σ(h(2)k(2) ⊗m)
for every h, k, m ∈ H . The cleft extension corresponding to σ is iso-
morphic to the crossed product σH = k#σH that is: the comodule alge-
bra coinciding with H as a comodule and with product given by h · k =∑
σ(h(1) ⊗ k(1))h(2)k(2).
Two cocycles σ and ω are called cohomologous if there exists a convolution
invertible element θ in H∗ for which
σ(h⊗ k) = ωθ(h⊗ k) =
∑
θ(h(1))θ(k(1))ω(h(2) ⊗ k(2))θ
−1(h(3)k(3)).
Two cleft extensions are equivalent if and only if they correspond to coho-
mologous cocycles.
The cleft extension σH is also a left comodule algebra for Doi’s twisted
Hopf algebra σHσ−1 . The latter is obtained with the procedure dual to Drin-
feld’s twist and it is equal to H as a coalgebra but with product:
h ·σ k =
∑
σ(h(1) ⊗ k(1))h(2)k(2)σ
−1(h(3) ⊗ k(3)).
It is well-known that if H is dual quasitriangular with universal r-form r
then (στ) ∗ r ∗ σ−1 is a universal r-form for σHσ−1 . By the dual version
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of [15, Proposition 2.3.5], cohomologous cocycles yield isomorphic twisted
Hopf algebras and if H is dual quasitriangular, they yield isomorphic dual
quasitriangular Hopf algebras.
2 The Main result
Given a Hopf algebra H , its opposite algebra Hop with its coproduct ∆ is a
left and right Hop-comodule algebra. If σ is a left 2-cocycle for H then στ
is a left 2-cocycle for Hop and Aσ := στH
op is again a right Hop-comodule
algebra, with product:
h · k =
∑
σ(k(1) ⊗ h(1))k(2)h(2)
for every h and k ∈ Aσ, so that
hk =
∑
σ−1(h(1) ⊗ k(1))k(2) · h(2).
If H is dual quasitriangular with universal r-form r, the product • in Aσ,
the opposite algebra with respect to r, is given by
a • b =
∑
b(1) · a(1)r(b(2) ⊗ a(2))
=
∑
((στ) ∗ r)(b(1) ⊗ a(1))b(2)a(2).
One may wonder when Aσ is an (H, r)-Azumaya algebra. In this particular
case, the maps F and G in Section 1 are:
F (h#k)(l) =
∑
h · (l(1) · k(1))r(l(2) ⊗ k(2))
=
∑
h · σ(k(1) ⊗ l(1))k(2)l(2)r(l(3) ⊗ k(3))
=
∑
h · σ(k(1) ⊗ l(1))r(l(2) ⊗ k(2))l(3)k(3)
=
∑
h · (στ ∗ r)(l(1) ⊗ k(1))σ
−1(l(2) ⊗ k(2))k(3) · l(3)
=
∑
(στ ∗ r ∗ σ−1)(l(1) ⊗ k(1))h · k(2) · l(2)
and
G(h#k)(l) =
∑
r(h(2) ⊗ l(2))h(1) · l(1) · k
=
∑
σ(l(1) ⊗ h(1))(l(2)h(2))r(h(3) ⊗ l(3)) · k
=
∑
σ(l(1) ⊗ h(1))r(h(2) ⊗ l(2))(h(3)l(3)) · k
=
∑
(στ ∗ r ∗ σ−1)(h(1) ⊗ l(1))l(2) · h(2) · k.
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The bijectivity of these maps is strictly related to the behaviour of the uni-
versal r-form rσ = (στ) ∗ r ∗ σ
−1 in the twisted Hopf algebra σHσ−1 . It is
well-known that if r is a universal r-form for H , the map
θr:H
op −→ H∗
h 7→ r(−⊗ h)
is a Hopf algebra homomorphism. In particular we will relate the bijectivity
of the map
θσ = θrσ : ( σHσ−1)
op −→ ( σHσ−1)
∗
h 7→ rσ(−⊗ h)
to the bijectivity of F and G. We shall follow the lines of the proof of [4,
Theorem 12.4.5]. In terms of θσ we have:
F (h#k)(l) = h ·
(∑
〈θσ(k(1)), l(1)〉k(2) · l(2)
)
G(h#k)(l) =
(∑
〈θσ(l(1)), h(1)〉l(2) · h(2)
)
· k.
We recall that for a finite-dimensional Hopf algebra H the space of left
integrals
∫ l
H∗
for H∗ is one-dimensional kζ , say. As a consequence of the
Fundamental Theorem for Hopf modules there is a k-linear isomorphism
V :
∫ l
H∗
⊗H −→ H∗
V (ξ ⊗ h)(k) = ξ(kS(h)).
It is well-known that if we put v(h) := V (ζ ⊗ h) the following formula
holds:
∑
〈v(h), k(2)〉k(1) =
∑
〈v(h(1)), k〉h(2) (2.1)
for every h, k ∈ H .
Let us denote by w(h) := (S−1)∗(v(h)) ∈ H∗ for every h ∈ H . Then one
has:
∑
〈w(h), k(1)〉S
−1(k(2)) =
∑
〈w(h(1)), k〉h(2). (2.2)
Applying the antipode S on both sides we get:
∑
〈w(h), k(1)〉 k(2) =
∑
〈w(h(1)), k〉S(h(2)) (2.3)
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which is the counterpart of (2.1) for Hop,cop.
We introduce the following maps Si:Aσ −→ Aσ for i = 1, 2:
S1(h) =
∑
σ−1(S(h(2))⊗ h(3))S(h(1));
S2(h) =
∑
σ−1(h(3) ⊗ S
−1(h(2)))S
−1(h(1)).
A straightforward computation yields:
∑
h(2) · S1(h(1)) = ε(h) =
∑
S2(h(1)) · h(2) (2.4)
for every h ∈ Aσ. Besides, by the left cocycle condition we have:
σ(k ⊗ lm) =
∑
σ−1(l(1) ⊗m(1))σ(k(1) ⊗ l(2))σ(k(2)l(3) ⊗m(2)) (2.5)
and
σ(kl ⊗m) =
∑
σ−1(k(1) ⊗ l(1))σ(l(2) ⊗m(1))σ(k(2) ⊗ l(3)m(2)). (2.6)
Applying (2.5) to k = h(1), l = S(h(2)) and m = h(3) and adding all terms we
get:
ε(h) =
∑
σ−1(S(h(3))⊗ h(4))σ(h(1) ⊗ S(h(2))).
This formula was already observed, in greater generality, by Blattner and
Montgomery, see [16, Proposition 7.2.7]. It implies that
∑
S1(h(2)) · h(1) = ε(h) (2.7)
for every h ∈ Aσ. Applying (2.6) to k = h(3), l = S
−1(h(2)) and m = h(1) and
adding all terms we have:
ε(h) =
∑
σ−1(h(4) ⊗ S
−1(h(3)))σ(S
−1(h(2))⊗ h(1))
and this implies that ∑
h(1) · S2(h(2)) = ε(h). (2.8)
Noe we are ready to state the main result of this section.
Theorem 2.1 Let H be finite-dimensional dual quasitriangular Hopf algebra
H with universal r-form r. Let σ be a left 2-cocycle for H. Then, the algebra
Aσ is (H, r)-Azumaya if and only if θσ is invertible.
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Proof: Let θσ be invertible. We shall see that, for every η ∈ A
∗
σ and every
m ∈ Aσ the endomorphism of Aσ given by h 7→ 〈η, h〉m belongs to the image
of F . Let h ∈ H be such that η = w(h) and let us consider the following
element of Aσ#Aσ:
Γ =
∑
m · S2(S(h(2))) · S1(θ
−1
σ ((w(h(1)))(2)))#θ
−1
σ ((w(h(1)))(1)).
Then for every l ∈ Aσ
F (Γ)(l) =
∑
〈θσ(θ
−1
σ ((w(h(1))(1)), l(1)〉m · S2(S(h(2)))·
S1(θ
−1
σ ((w(h(1)))(3))) · θ
−1
σ ((w(h(1)))(2)) · l(2)
=
∑
〈(w(h(1)))(1), l(1)〉m · S2(S(h(2))) · ε((w(h(1)))(2))l(2)
=
∑
〈w(h(1)), l(1)〉m · S1(S(h(2))) · l(2)
Applying (2.3) we have
F (Γ)(l) =
∑
〈w(h(1)), l〉m · S2(S(h(3))) · S(h(2))
=
∑
〈w(h(1)), l〉m · S2((S(h(2)))(1)) · (S(h(2)))(2)
=
∑
〈w(h(1)), l〉ε(S(h(2)))m = 〈w(h), l〉m
where we used (2.4). Hence F is surjective. Similarly, let (θ−1σ )
∗ be the dual
map of θ−1σ with respect to the non-degenerate pairing 〈 , 〉. The map
(θ−1σ )
∗ is a well-defined Hopf algebra map (σHσ−1)
∗,cop −→ σHσ−1 and it is
bijective if θσ is so. Let h and m be as before and let Γ
′ be the following
element of Aσ#Aσ:
Γ′ =
∑
(θ−1σ )
∗((w(h(1)))(2))#S2((θ
−1
σ )
∗((w(h(1)))(1))) · S1(S(h(2))) ·m.
Then we have:
G(Γ′)(l) =
∑
〈θσ(l(1)), ((θ
−1
σ )
∗((w(h(1)))(2)))(1)〉 l(2)·
((θ−1σ )
∗((w(h(1)))(2)))(2) · S2((θ
−1
σ )
∗((w(h(1)))(1))) · S1(S(h(2))) ·m
=
∑
〈θσ(l(1)), (θ
−1
σ )
∗(((w(h(1)))(2))(2)))〉 l(2)·
(θ−1σ )
∗(((w(h(1)))(2))(1)) · S2((θ
−1
σ )
∗((w(h(1)))(1)) · S1(S(h(2))) ·m
=
∑
〈θσ(l(1)), (θ
−1
σ )
∗((w(h(1)))(3)))〉 l(2)·
(θ−1σ )
∗((w(h(1)))(2)) · S2((θ
−1
σ )
∗((w(h(1)))(1)) · S1(S(h(2))) ·m
=
∑
〈θσ(l(1)), (θ
−1
σ )
∗((w(h(1)))(2))〉 l(2) · ((θ
−1
σ )
∗((w(h(1)))(1))(2)·
· S2((θ
−1
σ )
∗(((w(h(1)))(1))(1)) · S1(S(h(2))) ·m
=
∑
〈θσ(l(1)), (θ
−1
σ )
∗((w(h(1)))(2)))〉 l(2) · ((θ
−1
σ )
∗((w(h(1)))(1)))(1)·
S2((θ
−1
σ )
∗(((w(h(1)))(1)))(2)) · S1(S(h(2))) ·m
=
∑
〈w(h(1)), l(1)〉 l(2) · S1(S(h(2))) ·m
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where for the last equality we used (2.8) applied to (θ−1σ )
∗((w(h(1)))(1)). By
(2.3) we get:
G(Γ′)(l) =
∑
〈w(h(1)), l〉S(h(2)) · S1(S(h(3))) ·m
=
∑
〈w(h(1)), l〉 (S(h(2)))(2) · S1((S(h(2)))(1)) ·m
=
∑
〈w(h), l〉m
where the last equality follows from (2.4). Therefore, if θσ is bijective then
F and G are surjective, hence bijective.
Let us now assume that F is bijective. We will show that θσ is surjective.
We recall that if A is a right H-comodule, End(A) with comodule structure
given by (1.1) is isomorphic, as right comodule, to A ⊗ A∗ with comodule
structure on A∗ given by
ρ(ξ)(a) =
∑
〈ξ, a(1)〉S
−1(a(2))
for every ξ ∈ A∗ and every a ∈ A. An isomorphism Φ is given by Φ(a⊗ξ)(b) =
〈ξ, b〉 a for every a, b ∈ A and every ξ ∈ A∗.
Let us consider η ∈ H∗. We shall show that η belongs to the image of θσ.
We know that η = w(h) for some h. For A = Aσ ∼= H as comodule, Φ(1⊗ η)
belongs to the image of F , hence, there exists a Γ =
∑
ai#bi ∈ Aσ#Aσ for
which F (Γ) = 1⊗ η = 1⊗ w(h). Since F is a comodule map, there holds:
F (
∑
ai1#bi1)⊗ bi2ai2 =
∑
1⊗ η(1) ⊗ η(2)
that is, for every k ∈ H
∑
〈θσ(bi(1)), k(1)〉 ai(1) · bi(2) · k(2) ⊗ bi(3)ai(2) =
∑
〈η, k(1)〉S
−1(k(2)) =∑
〈w(h), k(1)〉S
−1(k(2)) =
∑
〈w(h(1)), k〉 h(2)
where the last equality follows from (2.2). Applying the linear operator
(S ⊗ id)τ to the last and the first term of the above chain of equalities we
obtain:
∑
〈w(h(1)), k〉S(h(2))⊗ 1
=
∑
S(ai(2))S(bi(3))⊗ 〈θσ(bi(1)), k(1)〉 ai(1) · bi(2) · k(2)
=
∑
σ−1((S(ai(2)))(1) ⊗ (S(bi(3)))(1))(S(bi(3)))(2) · (S(ai(2)))(2)⊗
〈θσ(bi(1)), k(1)〉 ai(1) · bi(2) · k(2)
=
∑
σ−1(S(ai(3))⊗ S(bi(4)))S(bi(3)) · S(ai(2))⊗
〈θσ(bi(1)), k(1)〉 ai(1) · bi(2) · k(2).
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Applying the product in Aσ on the first and the last term of the above chain
of equalities we obtain:
∑
〈w(h(1)), k〉S(h(2)) =
∑
σ−1(S(ai(3))⊗ S(bi(4)))S(bi(3)) · S(ai(2))·
〈θσ(bi(1)), k(1)〉 ai(1) · bi(2) · k(2).
A direct computation yields, for every l ∈ H :
∑
S(l(2)) · l(1) =
∑
σ(l(1) ⊗ S(l(4)))l(2) S(l(3)) =
∑
σ(l(1) ⊗ S(l(2))).
Using this formula in the previous equality we have:
∑
〈w(h(1)), k〉S(h(2)) =
∑
σ−1(S(ai(3))⊗ S(bi(4)))σ(bi(2)⊗
S(bi(3)))σ(ai(1) ⊗ S(ai(2)))〈θσ(bi(1)), k(1)〉 k(2).
Applying ε on both sides and observing that the equality holds for every k
yields:
η = θσ
(∑
σ−1(S(ai(3))⊗ S(bi(4)))σ(bi(2) ⊗ S(bi(3)))σ(ai(1) ⊗ S(ai(2)))(bi(1))
)
.
Hence, η ∈ Im(θσ) for every η ∈ H
∗.
Let us now suppose that G is surjective. In a similar fashion we shall
prove that θ∗σ is surjective. The right H-comodule End(A)
op with comodule
structure given by (1.2) is isomorphic to the right H-comodule A∗ ⊗A with
comodule structure on A∗ given by
ρ(ξ)(a) =
∑
〈ξ, a(1)〉S(a(2))
for every ξ ∈ A∗ and every a ∈ A. An isomorphism is given by Ψ(ξ⊗a)(b) =
〈ξ, b〉 a for every a, b ∈ A and every ξ ∈ A∗.
Let u(m) = S∗(v(m)) for every m ∈ H , let η ∈ H∗ and let h be such that
η = u(h). As before Ψ(η ⊗ 1) = G(Γ′) for some Γ′ =
∑
ci#di ∈ Aσ#Aσ.
Since G is a comodule map, there holds:
G(
∑
ci(1)#di(1))⊗ di(2)ci(2) =
∑
η(1) ⊗ 1⊗ η(2)
that is, for every k ∈ H :
∑
〈θσ(k(1)), ci(1)〉 k(2) · ci(2) · di(1) ⊗ di(2)ci(3) =
∑
〈η, k(1)〉 1⊗ S(k(2))
=
∑
〈u(h), k(1)〉 1⊗ S(k(2)) =
∑
〈v(h), (S(k))(2)〉1⊗ (S(k))(1)
=
∑
〈u(h(1)), k〉 1⊗ h(2).
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Applying the linear operator (id⊗ S−1) to the first and the last term of the
above chain of equalities we obtain:
∑
〈u(h(1)), k〉 1 ⊗S
−1(h(2))
=
∑
〈θσ(k(1)), ci(1)〉 k(2) · ci(2) · di(1) ⊗ S
−1(ci(3))S
−1(di(2))
=
∑
〈θσ(k(1)), ci(1)〉 k(2) · ci(2) · di(1)⊗
S−1(di(2)) · S
−1(ci(3))σ
−1(S−1(ci(4))⊗ S
−1(di(3))).
Applying the product in Aσ on the first and the last term of the above chain
of equalities and using the formula:
∑
l(1) · S
−1(l(2)) =
∑
σ(S−1(l(4))⊗ l(1))S
−1(l(3))l(2) =
∑
σ(S−1(l(2))⊗ l(1))
for every l ∈ H we obtain:
∑
〈u(h(1)), k〉 S
−1(h(2)) =
∑
〈θσ(k(1)), ci(1)〉 σ(S
−1(di(2))⊗ di(1))
σ(S−1(ci(3))⊗ ci(2))σ
−1(S−1(ci(4))⊗ S
−1(di(3)))k(2).
Applying ε on both sides and observing that equality holds for every k yields
η = θ∗σ(z) with
z =
∑
σ(S−1(di(2))⊗di(1))σ(S
−1(ci(3))⊗ci(2))σ
−1(S−1(ci(4))⊗S
−1(di(3)))ci(1)
whence the proof. 
Corollary 2.2 Let H be a finite-dimensional dual quasitriangular Hopf al-
gebra with universal r-form r. Then the Hopf algebra Hop is (H, r)-Azumaya
if and only if θr is bijective. 
Remark 2.3 Let us observe that, as a consequence of the proof of Theorem
2.1, F is bijective if and only if G is so.
Remark 2.4 The condition in Theorem 2.1 that the Hopf algebra is over a
field could be relaxed. Indeed the proof would work by localization, just as in
[4, Theorem 12.4.5], for any faithfully projective Hopf algebra with bijective
antipode over a commutative ring.
Remark 2.5 Let (H, r) be dual quasitriangular. Then (Hop, rτ) is again
dual quasitriangular. Theorem 2.1 for Hop states that if σ is a 2-cocycle for
Hop then στH is (H
op, rτ)-Azumaya if and only if the map:
θσ:H −→ (H
op)∗
12
h 7→ rσ(h⊗ −)
is an isomorphism. If H is commutative and cocommutative, we recover [4,
Theorem 12.4.5] with f = στ and θ:H −→ H∗ given by θ(h) = rτ(h ⊗ −).
Indeed, the action of H determined by the pairing rτ is
h ⇀ k =
∑
k(1) r(k(2) ⊗ h) =
∑
k(1) 〈θ(k(2)), h〉.
Let us observe that our θσ is Caenepeel’s (θ ∗ d)
∗.
2.1 The dual picture
We would like to outline briefly the dual picture, i.e., the analysis of (H, R)-
Azumaya algebras for a quasitriangular Hopf algebra H with R-matrix R. In
order to fix notation we recall well-known facts about isomorphisms of Brauer
groups and the standard equivalence D between the category HM and the
categoryMH
∗
(see for instance [16, Lemma 1.6.4]). Let ⊗op denote the func-
tor obtained from ⊗ by reversing the order of the tensorands. The functor D,
together with the natural transformations τUV :D(U)⊗
opD(V )→ D(U ⊗V )
for every pair of objects U, V in HM, and with idU :k→ D(k) = k, define an
equivalence of monoidal categories between (HM,⊗,k) and (M
H∗ ,⊗op,k). If
H is quasitriangular with R-matrix R =
∑
R(1) ⊗R(2) then H∗ is dual qua-
sitriangular with universal r-form R, viewed as an element of (H ⊗ H)∗∗.
The functor D together with τ and id define an equivalence of braided
monoidal categories between (MH
∗
,⊗,k) and (HM,⊗
op,k). Here the braid-
ing in (MH
∗
,⊗,k) is given by (u⊗ v) 7→
∑
R(2).v ⊗ R(1).u, the braiding in
(MH
∗
,⊗,k) is given by m⊗n 7→
∑
n(0)⊗m(0)〈n(1), R
(1)〉 〈m(1), R
(2)〉 and the
braiding in (MH
∗
,⊗op,k) is induced by the braiding in (MH
∗
,⊗,k). The
reversed equivalence induces an isomorphism
BM(k, H,R) 7→ BC(k, H∗, R)op ∼= BC(k, H∗, R)
where the class of A with given H-module structure is mapped to the class
of Aop with right H∗,op-comodule structure determined by the functor D.
The dual version of Theorem 2.1 reads:
Corollary 2.6 Let H be a finite-dimensional quasitriangular Hopf algebra
with R-matrix R. Let C =
∑
C(1) ⊗ C(2) ∈ H ⊗ H be a cocycle for H∗
and let RC = (τC)RC
−1. Then k#CH
∗ = CH
∗ with H-action: h ⇀ f =∑
f(1)〈f(2), h〉 is (H,R)-Azumaya if and only if the map: θ:H
∗,op −→ H
given by θ(f) =
∑
R
(1)
C 〈f, R
(2)
C 〉 is an isomorphism. 
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In particular
Corollary 2.7 Let H be a finite-dimensional quasitriangular Hopf algebra
with R-matrix R. Then H∗ with H-action: h ⇀ f =
∑
f(1)〈f(2), h〉 is
(H,R)-Azumaya if and only if the map: θ:H∗,op −→ H given by θ(f) =∑
R(1)〈f, R(2)〉 is an isomorphism. 
3 An Example: E(n)
Let char(k) 6= 2, let n ≥ 1 and let E(n) denote the Hopf algebra generated
by c and xi for 1 ≤ i ≤ n with relations:
c2 = 1, cxi + xic = 0; xixj + xjxi = 0, x
2
i = 0
coproduct:
∆(c) = c⊗ c; ∆(xi) = 1⊗ xi + xi ⊗ c
and antipode S(c) = c and S(xj) = cxj . The Hopf algebra E(n) is quasitrian-
gular, isomorphic to its opposite and self-dual. Its R-matrices were classified
in [18] and they are parametrized by matrices in Mn(k). By self-duality, the
universal r-forms are parametrized by elements of Mn(k) and they are given
as follows: for a matrix A = (aij) ∈Mn(k) and for s-tuples P, F of increasing
elements in {1, . . . , n} we define |P | = |F | = s and xP as the product of the
xj ’s whose index belongs to P , taken in increasing order. Any bijective map
η : F → F may be identified with an element of the symmetric group Ss.
Let sign(η) denote the signature of η. If P = ∅ then we take F = ∅ and
sign(η) = 1. Finally, by aP,η(F ) we denote the product ap1,fη(1) · · · aps,fη(s).
For P = ∅ we define aP,η(F ) := 1. Then the universal r-form corresponding
to the matrix A is:
rA =
∑
P (−1)
|P |(|P |−1)
2
∑
F,|F |=|P |,η∈S|P |
sign(η)aP,η(F )((xP )
∗ ⊗ (xF )
∗
+(cxP )
∗ ⊗ (xF )
∗ + (−1)|P |(xP )
∗ ⊗ (cxF )
∗ − (−1)|P |(cxP )
∗ ⊗ (cxF )
∗).
In particular, rA(xi ⊗ xj) = aij .
The E(n)-cleft extensions of k up to equivalence were classified in [19].
They are parametrized by an invertible scalar α, a vector γ ∈ kn and a lower
triangular n × n matrix Λ = (λij). On the generators the corresponding
cocycle σ = σ(α, γ,Λ) has values:
σ(c⊗ c) = α; σ(xi ⊗ c) = γi; σ(c⊗ xi) = 0; σ(xi ⊗ xj) = λij .
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The cleft extension corresponding to the cocycle σ is the generalized Clifford
algebra Cl(α, γ, λ) with generators u and vi, for i = 1, . . . n, relations
u2 = 1, uvi + viu = γi, v
2
j = λjj, vivj + vjvi = λij for i 6= j (3.1)
and with comodule algebra structure given by:
ρ(u) = u⊗ c, ρ(vj) = 1⊗ xj + vj ⊗ c. (3.2)
It is clear that στE(n)
op = Cl(α, γ,Λ)op ∼= Cl(α, γ,Λ). We shall apply
Theorem 2.1 to Cl(α, γ, λ) and reduce the question on when this comod-
ule algebra is (E(n), rA)-Azumaya to a simple linear algebra problem. Since
E(n) = (σE(n)σ−1)
op as coalgebras, by [12, Proposition 2.4.2] the coalgebra
map θσ: (σE(n)σ−1)
op → (σE(n)σ−1)
∗ is injective if and only if its restriction
to the spanW of 1, c the x′js and the cxj ’s is injective. For every h ∈ E(n) let
us denote the corresponding element in the twisted Hopf algebra σE(n)σ−1
by h. If for every h ∈ W the restriction of the functional θσ(h) to W is not
identically zero, then θσ is injective. Let us now assume that there exists an
element h ∈ W such that θσ(h)(k) = 0 for every k ∈ W . Let
h = e+ fc+
∑
sixi +
∑
ticxi.
By the description of the cocycles in [19] we have:
σ(cxi ⊗ c) = γi; σ(cxi ⊗ xj) = λij;
σ(c⊗ cxi) = 0; σ(xi ⊗ cxj) = −λij; σ(cxi ⊗ cxj) = −αλij
and
σ−1(c⊗ c) = α−1; σ−1(c⊗ xj) = 0; σ
−1(xj ⊗ c) = −α
−1γj;
σ−1(c⊗ cxj) = 0; σ
−1(cxj ⊗ c) = −α
−1γj ; σ
−1(xi ⊗ xj) = −α
−1λij;
σ−1(cxi ⊗ xj) = −λij ; σ
−1(xi ⊗ cxj) = λij; σ
−1(cxi ⊗ cxj) = λij .
A direct computation shows that, for the universal r-form rA and the above
cocycle σ one has:
rA,σ(xj ⊗ c) = −α
−1γj, rA,σ(c⊗ xj) = −α
−1γj, rA,σ(c⊗ cxj) = γj,
rA,σ(cxi ⊗ cxj) = αbij, rA,σ(xi ⊗ xj) = α
−1bij , rA,σ(cxj ⊗ c) = γj,
rA,σ(cxi ⊗ xj) = bij + α
−1γiγj, rA,σ(xi ⊗ cxj) = −bij , rA,σ(c⊗ c) = −1
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where B is the n× n matrix whose (i, j)-entry is bij = aij − λij − λji.
We have:
θσ(h)(1) = e + f = 0
θA,σ(h)(c) = e + frA,σ(c⊗ c) +
∑
j sjrA,σ(c⊗ xj) +
∑
j tjrA,σ(c⊗ cxj)
= e− f +
∑
(tj − α
−1
∑
sj)γj = 0
θA,σ(h)(xi) = −α
−1fγi +
∑
bij(α
−1sj − tj) = 0
θA,σ(h)(cxi) = fγi +
∑
bij(sj + αtj) + α
−1γi
∑
γjsj = 0.
This is possibe if and only if there exists a non-trivial solution (y, x, z) with
y ∈ k and x, z ∈ kn to the system:


(z − α−1x) • γ = 2y;
B(αz − x) = −yγ;
B(αz + x) = −(y + α−1x • γ)γ
where • denotes the usual dot product in kn. This system is equivalent to:


z • γ = 2y + α−1x • γ;
2αBz = −(2y + α−1x • γ)γ;
2Bx = −(α−1x • γ)γ
which is equivalent to:


z • γ = 2y + α−1x • γ;
2αBz = −(z • γ)γ;
2αBx = −(x • γ)γ.
If the third equation admits a non-trivial solution s, we may take z = 0 and
2f = 2y = −α−1s • γ and the system admits a non-trivial solution. If the
third equation does not admit a non-trivial solution then the same holds for
the second equation forcing x = 0 = z and y = 0. Hence, if such an h exists,
we may assume that it is (1, c)-skew-primitive.
Let us observe that, due to the particular coalgebra structure of E(n),
the elements c and xj for j = 1, . . . , n are algebra generators in σE(n)σ−1 .
Indeed, the elements caxP with a = 0, 1 and P ⊂ {1, . . . , n} span σE(n)σ−1 .
One can prove by induction on |P | = m that cxP lies in the span of c ·σ xP
and of terms of the form cb ·σ xj1 ·σ · · · ·σ xjk with J strictly contained in P
and b = 0, 1. Similarly, it can be proved bu induction on |P | = m that xP
lies in the span of xp1 ·σ · · · ·σ xpm and c
b ·σ xj1 ·σ · · · ·σ xjk with J strictly
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contained in P and b = 0, 1. Then every element l of σE(n)σ−1 is spanned
by a product l = k1 ·σ · · · ·σ km with kj ∈ W . Thus
(θσ(h))(l) = θσ(h)(k1 ·σ · · · ·σ km)
=
∑∏
θσ(h(i))(ki) = 0
because in each summand we have h(i) = h for some i, since we have assumed
h to be skew-primitive. Hence if θσ(h) is identically zero on W , it is zero and
θσ is not injective. If we denote by Γ is the n × n matrix whose (i, j)-entry
is Γij = γiγj, the previous discussion shows that θσ is injective if and only
if2αBx = −(x • γ)γ, and therefore
(2αB + Γ)z = 0
admits no non-trivial solutions. We have reached the following result:
Proposition 3.1 The cleft extension Cl(α, γ,Λ)op is (E(n), rA)-Azumaya if
and only if det(2α(A− Λ− Λt) + Γ) 6= 0. 
It was proved in [9, Lemma 2.3] that when γ = 0 and α = 1 the correspond-
ing cocycle σ is lazy, i.e., the product in the twisted Hopf algebra σE(n)
−1
σ
coincides with the product in E(n). In this case the map θσ is again a Hopf
algebra map E(n)op → E(n)∗ and Proposition 3.1 states that Cl(1, 0,Λ)op is
(E(n), rA)-Azumaya if and only if det(A− Λ− Λ
t) 6= 0. In particular, when
σ is trivial we have:
Corollary 3.2 The comodule algebra E(n)op is (E(n), rA)-Azumaya if and
only if det(A) 6= 0.
In the computation of the Brauer groups of H4, E(n) and Hν a special role is
played by those universal r-forms that are non-zero only on the group algebra
of the grouplike elements. For E(n) this is r0. In this case we have:
Corollary 3.3 The comodule algebra Cl(1, 0,Λ) is (E(n), r0)-Azumaya if
and only if det(Λ + Λt) 6= 0.
It was shown in [9] that BM(k, E(n), R0) is isomorphic to the direct prod-
uct of the Brauer-Wall group BW (k) of the field k and the group Symn(k)
of n × n symmetric matrices with coefficients in k, (represented by spe-
cial cocycles cohomologous to those in [19]). On the other hand, the map
φ:E(n)→ E(n)∗ with φ(c) = 1∗− c∗ and φ(xj) = x
∗
j +(cxj)
∗ for j = 1, . . . , n
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defines a Hopf algebra isomorphism. Therefore the pull-back along φ yields
an isomorphism
BM(k, E(n)∗, r0) = BM(k, E(n)
∗, (φ⊗ φ)(R0)) ∼= BM(k, E(n), R0).
Since BC(k, E(n), r0) ∼= BM(k, E(n)
∗, r0), we may identify BC(k, E(n), r0)
with BM(k, E(n), R0). The class of Cl(α, γ,Λ)
op in BC(k, E(n), r0) de-
scribed above corresponds to the class of the algebra Cl(α, γ,Λ) with action:
c ⇀ u = u〈φ(c), c〉 = −u; c ⇀ vi = vi〈φ(c), c〉+ 1〈φ(c), xi〉 = −vi;
xi ⇀ u = u〈φ(xi), c〉 = 0; xj ⇀ vi = vi〈φ(xj), c〉+ 1〈φ(xj), xi〉 = δij .
We end this section describing the decomposition of the class represented by
C(α, γ,Λ) as a product of an element in BW (k) and an element in Symn(k).
We recall that the product # corresponding to R0 and r0 is just the Z2-graded
tensor product, where the grading is induced by the eigenspace decomposition
with respect to the action of c.
Let us observe that, taking zi = vi −
γi
2α
u, the algebra Cl(α, γ,Λ) is
isomorphic, as an E(n)-module algebra, to the algebra with generators u
and z1, . . . , zn, relations:
uzi + ziu = 0; zizj + zjzi = 2
(
1
4α
)
(2α(Λij + Λji)− Γij) ;
u2 = α; z2i =
(
1
4α
)
(4αΛii − Γij)
and with action:
c ⇀ u = −u; c ⇀ zi = −zi;
xi ⇀ u = 0; xj ⇀ zi = δij .
Hence, we may always reduce to the case that the cleft extension is associ-
ated to a cocycle ω with ω(xi ⊗ xj) = lij with L a symmetric matrix, and
ω(c⊗ xj) = ω(xj ⊗ c) = 0 (see also [9, §2]). We shall denote such a module
algebra by C(α, L). We observe that the map u 7→ tu gives an isomorphism
C(α, L) ∼= C(t2α, L). The algebra C(α, L) is isomorphic, as a Z2-graded al-
gebra, to the Clifford algebra generated by the basis vectors u, z1, . . . , zn and
with associated bilinear form corresponding to the matrix L = − 1
4α
(2αB+Γ).
Since α is invertible, Proposition 3.1 in this case yields the well-known fact
that a generalized Clifford algebra is Z2-graded central simple if and only if
the associated bilinear form is non-degenerate.
Let us recall the decomposition of BM(k, E(n), R0) and the embedding of
the subgroup Symn(k) described in [9]. The pull-back along the injection j of
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kZ2 into E(n) yields a surjective map j
∗:BM(k, E(n), R0)→ BW (k). The
map j∗ is split, the splitting map being induced by the pull-back p∗ along the
projection p:E(n) → kZ2. The Kernel of j
∗ is isomorphic to Symn(k) and
representatives of its elements can be constructed as follows. To a symmetric
matrix L one may associate a special 2-cocycle ω such that
ω(c⊗ c) = 1; ω(xi ⊗ xj) = −lij ;
ω(c⊗ xi) = 0; ω(xi ⊗ c) = 0.
The left regular action of ωE(n) given by fh(k) =
∑
ω(h(1) ⊗ k(1))h(2)k(2)
induces an inner action of E(n) on Aω = End(ωE(n)) by: h · f =
∑
fh(1) ◦
f ◦f−1h(2). The module algebra A
ω is (E(n), R0)-Azumaya and it represents an
element in the kernel of j∗. The subalgebra Ind(Aω) generated by U = fc
andWi = −f
−1
xi
for i = 1, . . . , n is a submodule algebra, and its relations are:
U2 = 1, WiWj +WjWi = 2lij , UWj +WjU = 0.
The action on Aω is given by:
c · f = UfU−1; xj · f =Wj(c · f)− fWj
for every f ∈ Aω. One shows that E(n) acts innerly on any representative
A′ of the class of Aω. If the action is realized by the map g:E(n) → A′
with g(c) and g−1(xj) skew-commuting, then the matrix L describing the
relations among the g−1(xj)’s is an invariant of the class represented by A
ω
and it uniquely determines the class in the kernel of j∗.
For every quasitriangular Hopf algebra H and (H,R)-Azumaya algebra A
let us denote by [A] the class in BM(k, H,R) represented by A. Let us define,
for any nonzero t ∈ k, the algebra C(t) generated by x with relation x2 = t,
c-action c · x = −x and trivial action of the xj ’s. Being the representative of
an element of BW (k), the E(n)-module algebra C(t) is (E(n), R0)-Azumaya.
It is well-known that C(t) = C(−t). For evey symmetric n× n matrix L we
denote by A(1, L) the E(n)-module algebra, representing p∗ ◦ j∗([C(1, L)]),
isomorphic to C(1, L) as a kZ2-module algebra and with trivial action of the
xj ’s.
Proposition 3.4 Let α be a nonzero element in k and let L be an n × n
invertible, symmetric matrix with entries in k. With notation as above
[C(α, L)] = [C(−1)#C(α)#A(1, L)][Aω]
with ω(xi ⊗ xj) = ((4L)
−1)ij.
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Proof: Let us first assume that α is a square, so that [C(α, L)] = [C(1, L)].
The class [C(1, L)]
[
A(1, L)
]
=
[
C(1, L)#A(1, L)
]
belongs to the Kernel of
j∗. We compute its matrix invariant.
Let us denote the generators of A(1, L) by U and Z1, . . . , Zn. The rela-
tions in A(1, L) are:
UZi + ZiU = 0; ZiZj + ZjZi = −2lij ;
U2 = −1; Z2i = −lii
and the action is determined by
c ⇀ U = −U ; c ⇀ Zi = −Zi;
xi ⇀ U = 0; xj ⇀ Zi = 0.
In the product C(1, L)#A(1, L) the elements U,Zj for j = 1, . . . , n skew-
commute with u and zj for j = 1, . . . n. Let us introduce the elements:
wj =
∑
((−2L)−1)jkzk ∈ C(1, L).
It is not hard to see that xj ⇀ b = wj(c ⇀ b) − bwj for b = u, wj for
j = 1, . . . , n. Since this equality extends to products, it holds for every
b ∈ C(1, L). Besides, for every a#b ∈ C(1, L)#A(1, L) we have:
xj ⇀ (a#b) = (xj ⇀ a)#(c ⇀ b) + a#(xj ⇀ b)
= (xj ⇀ a)#(c ⇀ b)
= wj(c ⇀ a)#(c ⇀ b)− awj#c ⇀ b
= (wj#1)(c ⇀ (a#b))− (a#b)(wj#1).
Since [C(1, L)#A(1, L)] ∈ Ker(j∗) the action of c on this product is strongly
inner, i.e., there exists an element Y ∈ C(1, L)#A(1, L) with Y 2 = 1 and
such that c ⇀ (a#b) = Y (a#b)Y −1. In particular, Y (wj#1)+(wj#1)Y = 0.
Therefore, the relations among the (wj#1)’s for j = 1, . . . , n will give the
saught invariant matrix. This is easily computed and we have:
(wi#1)(wj#1) + (wj#1)(wi#1) = 2((4L)
−1)ij.
Hence,
[C(t2, L)] = [A(1, L)][Aω] (3.3)
with ω(xi ⊗ xj) = ((4L)
−1)ij.
Let us assume now that α is not a square. As E(n)-module algebras
C(1)#C(α, L) ∼= C(α)#C(1, L). By formula (3.3) we have the statement.
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The Hopf algebra corresponding to n = 1 is just Sweedler’s Hopf algebra
H4. Proposition 3.1, together with self-duality of H4, states that the module
algebras A〈α, β, γ
k
〉 in [22] are (H4, Rt)-Azumaya if and only if 2α(t−2β)+γ
2 6=
0. If γ = 0, we recover [23, Proposition 3.1]. When t = 0, we recover the
result in [22] that the algebra A〈α, β, γ
k
〉 is (H4, R0)-Azumaya if and only if
−4αβ + γ2 6= 0. Up to a slight change in notation, Proposition 3.3 provides
a bridge between the construction of the map (k,+) → BM(k, H4, R0) in
[22] and the construction of the map Symn(k)→ BM(k, E(n), R0) in [9] for
n = 1.
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