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Abstract
I present a determination of the photon PDF from a fit to the recent ATLAS
measurements of high-mass Drell-Yan lepton-pair production at
√
s = 8 TeV.
This analysis is based on the xFitter framework interfaced to the APFEL pro-
gram, that accounts for NLO QED effects, and to the aMCfast code to ac-
count for the photon-initiated contributions within MadGraph5_aMC@NLO. The
result is compared with other recent determinations of the photon PDF finding
a general good agreement. This contribution is based on the results presented
in Ref. [1].
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1 Introduction and motivation
In order to achieve accurate predictions for the LHC phenomenology, QCD corrections, where NNLO
is becoming the standard, have to be supplemented with electroweak (EW) effects. One of the direct
consequences of these corrections is the introduction of the photon PDF.
An number of determinations of the photon PDF based on a variety of different approaches has
been achieved in the past [3–8, 19]. The aim of this particular work is to obtain a model-independent
determination of the photon PDF exploiting the recent high-mass Drell-Yan measurements at
√
s = 8
TeV from ATLAS [9], that have proven to provide a significant constraint on this distribution.
The constraining power of the Drell-Yan process on the photon PDF can be easily understood in
terms of Feynman diagrams. Indeed, in the presence of EW corrections, the partonic channel γγ → `+`−
contributes to the leading order (LO) cross section for lepton-pair production in pp scattering. This is
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Fig. 1: LO diagrams that contribute to lepton-pair production at hadron colliders.
illustrated in Fig. 1 where the LO diagrams contributing to this process are shown.
The high invariant-mass distribution of the lepton pair is particularly relevant because this ob-
servable is such that the γγ contribution, despite the relatively small size of the photon PDF, becomes
comparable to that induced by the qq channel.
*On behalf of the xFitter developer’s team.
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Fig. 2: Predictions at LO for the lepton-pair invariant mass
distribution in e+e production at the LHC at 13 TeV [14].
As an illustration, the LO prediction for the
lepton-pair invariant mass distribution in e+e pro-
duction at the 13 TeV LHC is shown in Fig. 2 [14].
This plot indicates that the γγ channel becomes
increasingly important at large values of the in-
variant mass and eventually dominates the dis-
tribution. Based on simple kinematic considera-
tions, one can show that the high invariant-mass
distribution in lepton-pair production probes the
photon PDF at relatively large values of Bjorken-
x, indicatively x & 0.02.
This observation constitutes a compelling
motivation to exploit the precise experimental
data produced by the LHC, such as the recent
ATLAS data at 8 TeV published in Ref. [9], to
constrain the photon PDF in this region.
A crucial aspect of this analysis is the con-
sistent inclusion of the relevant EW corrections.
As it was shown in Ref. [15], the Drell-Yan pro-
cess receives sizeable pure weak corrections that
almost balance the corrections induced by the
photon-initiated channels. Therefore, the inclu-
sion of the NLO EW corrections to the computa-
tion of the Drell-Yan cross sections is extremely
important to achieve a reliable determination of the photon PDF.
This study was carried out within the open-source xFitter framework [10] that provides a unique
environment to extract PDFs from experimental data.
2 The dataset
As mentioned above, our determination of the photon PDF relies on the recent ATLAS 8 TeV high-mass
Drell-Yan data [9]. Measurements are delivered in three different formats:
1. as single-differential cross-section distributions in the lepton-pair invariant mass mll,
2. as double-differential cross-section distributions in mll and the rapidity of the lepton pair |yll|,
3. and as double-differential cross-section distributions in mll and the difference in pseudo-rapidity
between the two leptons ∆ηll.
In our analysis we have chosen to use the second format that counts 48 data points distributed in 5 mll
bins: [116-150], [150-200], [200-300], [300-500], [500-1500] GeV. The first three (last two)mll bins are
divided into 12 (6) bins in |yll| extending up to 2.4. The relevant analysis cuts on the data are: mll ≥ 116
GeV, |ηll| ≤ 2.5, and plT ≥ 40 GeV (30) GeV for the leading (sub-leading) lepton.
The ATLAS data alone would clearly be insufficient to carry out an analysis aimed at the extraction
of a reliable set of PDFs. Therefore, this data is supplemented by the combined inclusive deep-inelastic
scattering (DIS) cross-section data from HERA [16], on which we imposed the cut Q2 ≥ Q2min = 7.5
GeV2. While the ATLAS data is directly sensitive to the photon PDF, the HERA data carries detailed
information on the quark and gluon content of the proton. The union of these two datasets allows us to
perform a solid determination of a the proton PDFs.
2
3 Electroweak corrections
A central aspect of this analysis is the inclusion of the EW effects. More in particular, we employed
predictions accurate to NNLO in QCD and consistently included NLO EW/QED corrections. In the
present analysis, this concerns three main sectors which I discuss in turn: the QED corrections to the
evolution of PDFs, the QED corrections to the DIS structure functions, and the full EW corrections to
the Drell-Yan cross sections.
3.1 Evolution
The evolution of PDFs is governed by the DGLAP equations. The DGLAP splitting functions are known
up toO(α3s), i.e.NNLO in QCD, since long [17,18]. The QED corrections are instead much more recent.
The O(α) corrections, where α is the QED coupling, were derived in Ref. [19], while the O(ααs) and
O(α2), which represent the NLO QED corrections, where computed in Refs. [20, 21].
The implementation of the full NLO QED corrections to the DGLAP evolution was achieved very
recently in the APFEL program [11] following the approach of Ref. [14] and documented in Ref. [1]. A
cross-check of the implementation was performed using the independent QEDEVOL code [12] based on
the QCDNUM evolution program [13].
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Fig. 3: The γγ luminosity at √s = 13 TeV as a function
of the final state invariant mass MX . The curves, taking into
account the O(α), the O(α + αsα), and the complete O(α +
αsα + α
2
) effects in the DGLAP evolution, are presented as
ratios to the O(α) result. The calculation was performed using
NNPDF3.0QED NNLO set.
The effect of the NLO QED corrections
on the γγ luminosity, relevant to the computa-
tion of the Drell-Yan invariant mass distribution,
is shown in Fig. 3 as a function of the final state
invariant mass MX . The photon PDF taken from
the NNPDF3.0QED set is evolved including in the
DGLAP equation theO(α), theO(α+αsα), and
the complete O(α + αsα + α2) corrections. Re-
sults are shown as ratios to theO(α) curve. While
the effect of theO(α2) is very mild, the impact of
the O(αsα) at relatively small values of MX can
be as big as 10%. This reduces to around 3-5% at
large invariant masses: this is the region of rele-
vance in our study. This is still a significant effect
due to the experimental uncertainty of the ATLAS
data and thus it is important to take it into account.
In principle, the NLO QED corrections in-
fluence also the running of the QCD coupling αs
and the QED coupling α. In fact, they introduce
additional mixing terms in the respective β-functions that couple the evolution of the two couplings.
However, it turns out that the impact of the mixing terms is tiny on both couplings and thus we decided
not to included them as this would uselessly complicated the implementation.
3.2 DIS structure functions
When considering NLO QED corrections to the DIS structure functions, it is necessary to include into the
hard cross sections all the O(α) diagrams. The coefficient functions of these diagrams, being of purely
QED origin, can be easily derived from the QCD expressions by properly adjusting the colour factors.
This correspondence holds irrespective of whether mass effects are included. This allowed for an easy
implementation of the QED corrections to the FONLL general-mass scheme [22]. Specifically, in this
work we have used the variant C of the FONLL scheme, accurate to NNLO in QCD, supplemented by
the NLO QED corrections.
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Fig. 4: The effects of the NLO QED corrections on the neutral-
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as functions of x, normalised to the pure QCD results. The
calculation has been performed in the FONLL-C scheme using
NNPDF3.0QED NNLO evolved including the QED corrections
to the evolution discussed above.
An intereresting feature of the NLO QED
corrections to the DIS structure function is that
they introduce photon-initiated diagrams provid-
ing a direct handle on the photon PDF.
Fig. 4 displays the effect of the NLO QED
corrections on the neutral-current structure func-
tions F2, FL, and xF3. The predictions have
been obtained including the NLO QED correc-
tions also to the DGLAP evolution and are shown
normalised to the pure QCD results. The impact
of the NLO QED corrections is very moderate es-
pecially at low x but becomes more significant at
large x, where it is of the order of 2%. The same
behaviour is observed also for the charged-current
structure functions
Although the net effect of the NLO QED
corrections on the DIS structure functions is
small, it is significant when compared to the ty-
pical size of the uncertainties of the HERA com-
bined data. This implies that the DIS data, despite very moderately, contributes to constrain the photon
PDF in the large-x region.
3.3 Drell-Yan cross sections
For the calculation of the Drell-Yan cross sections at NLO in QCD, we have used the MadGraph5_aMC@-
NLO [23] program interfaced to APPLgrid [24] through aMCfast [25]. The computation also includes
the contribution from the photon-initiated diagrams shown in Fig. 1. Finite mass effects of charm and
bottom quarks in the matrix elements are neglected, as appropriate for a high-scale process.
The NLO calculations are supplemented byK-factors obtained with the FEWZ code [26] to account
for the NNLO QCD and the NLO EW corrections. The K-factors are defined as:
K(mll, |yll|) ≡
NNLO QCD + NLO EW
NLO QCD + LO EW
, (1)
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Fig. 5: The K-factors, defined in Eq. (1), as a function of the
lepton-pair rapidity |yll| for each mll bin.
and computed using the MMHT2014 NNLO [27]
PDF set both in the numerator and in the denomi-
nator.
Fig. 5 shows the K-factors of Eq. (1) as a
function of the lepton-pair rapidity |yll| for each
mll bin. The points correspond to the kinematics
of double-differential distributions in (mll, |yll|)
of the ATLAS high-mass Drell-Yan data included
in our analysis.
The K-factors vary between 0.98 and 1.04,
indicating that higher-order corrections are gene-
rally moderate. The trend follows the expectation:
the K-factors are particularly small at low invari-
ant masses and in the central region, and tend to
grow at larger values of mll and in the forward
region where they can be as large ar 4%.
4
4 Fit settings
Our determination of the photon PDF, along with quark and gluon PDFs, was carried out in the xFitter
framework interfaced to the APFEL code. The dataset included in our fit was discussed in Sect. 2 and the
theory setup presented in Sect. 3. In this section we discuss the fit settings.
We parametrise the following six independent distributions at the initial scale Q0:
xu(x,Q0)− xu(x,Q0) ≡ xuv(x,Q0) = Auvx
Buv (1− x)Cuv (1 + Euvx
2) ,
xd(x,Q0)− xd(x,Q0) ≡ xdv(x,Q0) = Advx
Bdv (1− x)Cdv ,
xu(x,Q0) ≡ xU¯(x,Q0) = AU¯xBU¯ (1− x)CU¯ ,
xd(x,Q0) + xs(x,Q0) ≡ xD¯(x,Q0) = AD¯xBD¯(1− x)CD¯ ,
xg(x,Q0) = Agx
Bg(1− x)Cg(1 + Egx2) ,
xγ(x,Q0) = Aγx
Bγ (1− x)Cγ (1 +Dγx+ Eγx2) .
(2)
The parameters BU¯ and BD¯ are set equal so that the quark sea distributions have the same small-x
behaviour. Moreover, we assume xs¯ = rsxd¯, with rs = 1 [28], and AU¯ = AD¯/2, such that xu¯ → xd¯
for x→ 0.
The numerical values of the heavy-quark masses are taken to be mc = 1.47 GeV and mb =
4.5 GeV. The reference values of the QCD and QED couplings are chosen to be αs(MZ) = 0.118 and
α(mτ = 1.777 GeV) = 1/133.4. As for the initial scale, we choose Q0 > mc =
√
7.5 GeV such that
it is below the scale of all data points included in our fit. This particular value of the initial scale Q0 is
peculiar as compared to the typical choice Q0 < mc ' 1 GeV. The reason for choosing a somewhat
larger scale is that it helps stabilise the photon PDF. However, in order to still be able to generate the
charm PDFs perturbatively without the need to parameterise them, we exploited one of the functionalities
of APFEL to set charm threshold µc = Q0 > mc [29].
5 Results
Dataset χ2 /Ndat
HERA combined DIS data 1236/1056
ATLAS DY data [116 GeV ≤ mll ≤ 150 GeV] 9/12
ATLAS DY data [150 GeV ≤ mll ≤ 200 GeV] 15/12
ATLAS DY data [200 GeV ≤ mll ≤ 300 GeV] 14/12
ATLAS DY data [300 GeV ≤ mll ≤ 500 GeV] 5/6
ATLAS DY data [500 GeV ≤ mll ≤ 1500 GeV] 4/6
Total ATLAS DY data χ2/Ndat 48/48
Combined HERA I+II and high-mass DY χ2/Ndof 1284/1083
Table 1: The χ2/Ndat of fit to the combined HERA data and to the
five mll bins of the ATLAS Drell-Yan data. The global χ
2
/Ndof is
also reported, where Ndof is the number of degrees of freedom in the
fit.
I finally turn to discuss the results of our fit.
The partial χ2’s normalised to the number
of data points for the HERA combined data
and for the ATLAS high-mass Drell-yan data
(bin by bin in mll and total), as well as the
total χ2 normalised to the number of degrees
of freedom, are reported in Tab. 1.
The overall fit quality is acceptably
good. On the one hand, the description of the
HERA data is comparable to that achieved
in the HERAPDF2.0 analysis [16]. On the
other hand, despite the small experimen-
tal uncertainties, the ATLAS Drell-Yan data
is perfectly fitted with a χ2/Ndat equal to
48/48. Remarkably, the single mll bins of this dataset have all a good χ
2.
The photon PDF atQ2 = 104 GeV2 obtained from our analysis, that we dubbed xFitter_epHMDY,
is shown in Fig. 6 and compared to the LUXqed [7], the HKR16 [8], and the NNPDF3.0QED [5] results.
The absolute distributions are shown in the lef plot, while they are displayed as ratios to the central value
of xFitter_epHMDY in the right plot. The uncertainty bands represent the 68% confidence level for
all distributions but for HKR16 for which only the central value is made available by the authors. The
x-range shown Fig. 6 is limited to the region 0.02 ≤ x ≤ 0.9 where the ATLAS Drell-Yan data are
expected to constrain the photon PDF.
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Fig. 6: Left plot: comparison between the photon PDF at Q2 = 104 GeV2 from the present analysis (xFitter_epHMDY) and
the results from LUXqed, HKR16, and NNPDF3.0QED. Right plot: same as the left plot but with the distributions normalised
to the central value of xFitter_epHMDY. The uncertainty bands represent the 68% confidence level. For HKR16 only the
central value is available.
Fig. 6 shows that for x ≥ 0.1 the four determinations are consistent within PDF uncertainties.
For smaller values of x, the photon PDFs from LUXqed and HKR16 are lower than xFitter_epHMDY
but the agreement remains at the 2-σ level. A better agreement with the NNPDF3.0QED photon PDF
is observed all over the considered range also due to the larger uncertainties. Interestingly, Fig. 6 also
shows that for 0.04 ≤ x ≤ 0.2 the present analysis exhibits smaller PDF uncertainties as compared to
those of NNPDF3.0QED. We conclude that this is the effect of the constraining power of the ATLAS
Drell-Yan data used in this analysis but not in NNPDF3.0QED. We also observe that this dataset has very
little impact of the other PDFs.
Finally, in order to assess the robustness of our fit, we have performed a number of variations
with respect to the default settings. Specifically, we considered variations of: the values of the input
physical parameters, such as αs, the heavy-quark masses mc and mb, and the strangeness fraction rr;
the PDF parametrisation and the input scale Q0; the cut Q
2
min on the scale of the data included in the fit.
In all cases, the resulting distributions of a given variation were in agreement, typically well within one
standard deviation, with the result obtained with the default settings.
The xFitter_epHMDY presented in this work is available in the LHAPDF6 format [30] upon request
from the authors.
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