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CAPITOLO 4
Teorema di rappresentazione spettrale per
operatori illimitati
Nel seguito, (H, ‖ · ‖) indichera` sempre uno spazio di Hilbert su C con
prodotto scalare 〈·, ·〉.
4.1. Operatori simmetrici, autoaggiunti, dissipativi
Definizione 4.1. Dato T : D(T ) ⊆ H → H un operatore lineare densa-
mente definito su H, si pone
D(T ∗) := { y ∈ H | ∃y∗ ∈ H tale che ∀x ∈ D(T ) 〈Tx, y〉 = 〈x, y∗〉 }.
(4.31)
Osserviamo che, fissato y ∈ D(T ∗), l’elemento y∗ che compare in (4.31) e`
unico. Infatti, se esistessero y∗1 ∈ H e y∗2 ∈ H tali che
∀x ∈ D(T ) 〈x, y∗1〉 = 〈Tx, y〉 = 〈x, y∗2〉 ,
allora, per la densita` di D(T ) in H, seguirebbe che
∀x ∈ H 〈x, y∗1〉 = 〈x, y∗2〉 ,
da cui y∗1 = y
∗
2 . Pertanto, e` ben posta la seguente definizione.
Definizione 4.2. Dato T : D(T ) ⊆ H → H un operatore lineare densamen-
te definito su H, si definisce l’operatore aggiunto (T ∗,D(T ∗)) di (T,D(T ))
ponendo, per ogni y ∈ D(T ∗), T ∗y := y∗ dove y∗ e` l’unico elemento di H
tale che 〈Tx, y〉 = 〈x, y∗〉 per ogni x ∈ D(T ).
Si verifica facilmente che T ∗ : D(T ∗)→ H e` ancora un operatore lineare.
Proposizione 4.3. Se T : D(T ) ⊆ H → H e` un operatore lineare densa-
mente definito su H, allora
y ∈ D(T ∗) ⇔ ∃c > 0 ∀x ∈ D(T ) |〈Tx, y〉| ≤ c||x|| .
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Dim. ⇒: Se y ∈ D(T ∗), allora per la definizione (4.31) esiste y∗ ∈ H tale
che
∀x ∈ D(T ) |〈Tx, y〉| = |〈x, y∗〉| ≤ ||y∗|| ||x||.
⇐: Per densita` di D(T ) in H, si ha che
∀x ∈ H |〈Tx, y〉| ≤ c||x||,
il che assicura che il funzionale lineare x ∈ H → 〈Tx, y〉 e` continuo.
Pertanto, per il teorema di Riesz-Fre´chet, esiste y∗ ∈ H tale che
∀x ∈ H 〈Tx, y〉 = 〈x, y∗〉. 
Esempio 4.4. Siano (Ω,Σ, µ) uno spazio misurabile con misura µ σ-finita
e H = L2(Ω, µ). Consideriamo l’operatore di moltiplicazione Mm associato
ad una funzione misurabile m : Ω→ C, il cui dominio e` dato da D(Mm) =
{ f ∈ L2(Ω, µ) | mf ∈ L2(Ω, µ)}. Allora M∗m =Mm.
Infatti, se f ∈ D(Mm), allora
∀h ∈ D(Mm) 〈mh, f〉 =
∫
Ω
mhfdµ =
∫
Ω
h(mf)dµ = 〈h,mf〉 .
Abbiamo cos`ı provato che D(Mm) ⊆ D(M∗m) e che M∗mf = Mmf per ogni
f ∈ D(Mm).
Viceversa, se f ∈ D(M∗m), allora esiste g ∈ H tale che
∀h ∈ D(Mm) 〈mh, f〉 = 〈h, g〉 ,
da cui
∀h ∈ D(Mm) 〈h,mf〉 = 〈h, g〉 .
Questo significa che f ∈ D(Mm).
In generale, T ∗ non e` densamente definito, come dimostra il prossimo esem-
pio.
Esempio 4.5. Sia H = L2(R). Siano f0 ∈ L2(R) con f0 6= 0 ed f ∈ L∞(R)
tale che f /∈ L2(R). Consideriamo l’operatore lineare (T,D(T )) su L2(R)
cos`ı definito
D(T ) := { g ∈ L2(R) | fg ∈ L1(R) }, T g := 〈g, f〉 · f0 .
D(T ) e` un sottospazio denso di L2(R), perche´ contiene lo spazio Cc(R) delle
funzioni continue a supporto compatto. Invece D(T ∗) non e` un sottospazio
denso di H. Infatti, se h ∈ D(T ∗), allora per ogni g ∈ L2(R)
〈g, T ∗h〉 = 〈Tg, h〉 = 〈〈g, f〉 · f0, h〉 = 〈g, f〉 · 〈f0, h〉
= 〈g, 〈f0, h〉 · f〉 = 〈g, 〈h, f0〉 · f〉 ,
da cui T ∗h = 〈f0, h〉 · f . Ora, dato che f /∈ L2(R), 〈f0, h〉 deve essere
necessariamente uguale a 0 per ogni h ∈ D(T ∗). Pertanto, D(T ∗) non puo`
essere denso, perche´ cio` implicherebbe f0 = 0, contro l’ipotesi.
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Proposizione 4.6. Siano S : D(S) ⊆ H → H e T : D(T ) ⊆ H → H
due operatori lineari densamente definiti su H. Allora valgono le seguenti
proprieta`.
(1) Se S ⊂ T , allora T ∗ ⊂ S∗.
(2) Se T ∗ e` densamente definito, allora T ⊂ T ∗∗ = (T ∗)∗.
Dim. (1) Sia y ∈ D(T ∗). Allora per ogni x ∈ D(S) ⊆ D(T )
〈Sx, y〉 = 〈Tx, y〉 = 〈x, T ∗y〉 .
Ne segue che y ∈ D(S∗) e S∗y = T ∗y.
(2) Sia x ∈ D(T ). Allora, per ogni y ∈ D(T ∗),
〈T ∗y, x〉 = 〈x, T ∗y〉 = 〈Tx, y〉 = 〈y, Tx〉 .
Ne segue che x ∈ D(T ∗∗) e T ∗∗x = Tx. 
Proposizione 4.7. Sia T : D(T ) ⊆ H → H un operatore lineare su H
densamente definito, iniettivo e con Rg(T ) = H. Allora valgono le seguenti
proprieta`.
(1) T ∗ e` iniettivo.
(2) (T ∗)−1 = (T−1)∗.
Dim. (1) Sia y ∈ D(T ∗) tale che T ∗y = 0. Allora per ogni x ∈ D(T )
〈Tx, y〉 = 〈x, T ∗y〉 = 0 ,
Questo implica che per ogni z ∈ Rg(T )
〈z, y〉 = 0 .
Per la densita` di Rg(T ) in H, segue che y = 0. Dunque, T ∗ e` iniettivo.
(2) Poiche` D(T−1) = Rg(T ), D(T−1) e` un sottospazio denso di H, dunque
l’operatore aggiunto ((T−1)∗,D((T−1)∗)) e` ben definito. Proviamo ora che
(T ∗)−1 ⊂ (T−1)∗ e che (T−1)∗ ⊂ (T ∗)−1.
Sia y∗ ∈ D((T ∗)−1) = Rg(T ∗). Allora esiste y ∈ D(T ∗) tale che T ∗y = y∗.
Se z ∈ D(T−1), allora T−1z ∈ D(T ) e, quindi
〈T−1z, y∗〉 = 〈T−1z, T ∗y〉 = 〈TT−1z, y〉 = 〈z, y〉 = 〈z, (T ∗)−1y∗〉 .
Pertanto, y∗ ∈ D((T−1)∗) e (T−1)∗y∗ = (T ∗)−1y∗.
Sia ora y∗ ∈ D((T−1)∗). Allora per ogni x ∈ D(T−1) = Rg(T )
〈T−1x, y∗〉 = 〈x, (T−1)∗y∗〉 .
Da questo segue che, per ogni z ∈ D(T )
〈z, y∗〉 = 〈T−1Tz, y∗〉 = 〈Tz, (T−1)∗y∗〉 .
Dunque, (T−1)∗y∗ ∈ D(T ∗) e T ∗((T−1)∗y∗) = y∗. Di conseguenza, y∗ ∈
Rg(T ∗) = D((T ∗)−1) e (T ∗)−1y∗ = (T−1)∗y∗. 
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Definizione 4.8. Dato T : D(T ) ⊆ H → H operatore lineare densamente
definito su H, si dice che T e` simmetrico se T ⊂ T ∗, cioe` se
∀x, y ∈ D(T ) 〈Tx, y〉 = 〈x, Ty〉 .
Inoltre, si dice che T e` autoaggiunto se T = T ∗.
Esempio 4.9. Consideriamo l’operatore di moltiplicazione Mm (cfr. Esem-
pio 4.4). Si verifica facilmente cheMm e` simmetrico se e solo se Imm = 0. In
tal caso, D(Mm) = D(M
∗
m) cos`ı che l’operatore Mm e` anche autoaggiunto.
Osservazione 4.10. Ogni operatore autoaggiunto e` chiaramente simmetri-
co. Il viceversa non e` vero in generale. Infatti, e` sufficiente considerare il
seguente esempio. Per le definizioni e le proprieta` degli spazi di Sobolev
W 1,2([0, 1]) e W 1,20 ([0, 1]), faremo riferimento al capitolo VIII del libro [4].
Siano H = L2([0, 1]) e T :W 1,20 ([0, 1]) ⊆ H → H l’operatore cos`ı definito
∀f ∈W 1,20 ([0, 1]) Tf = if ′ .
Allora D(T ) =W 1,20 ([0, 1]) e` un sottospazio denso di L
2([0, 1]). Inoltre, per
ogni f ∈W 1,20 ([0, 1]) e g ∈W 1,2([0, 1]), si ha
〈Tf, g〉 =
∫ 1
0
if ′gdx = −
∫ 1
0
ifg′dx =
∫ 1
0
f(ig′)dx.
Ne segue che T e` simmetrico (considerando g anche in W 1,20 ([0, 1])), che
W 1,2([0, 1]) ⊆ D(T ∗) e che T ∗g = ig′ per ogni g ∈W 1,2([0, 1]).
D’altro canto, se g ∈ D(T ∗), allora per ogni f ∈ D(T ) =W 1,20 ([0, 1]) si ha
〈Tf, g〉 = 〈f, T ∗g〉 ,
cioe` ∫ 1
0
if ′gdx =
∫ 1
0
fT ∗gdx .
Pertanto, per ogni f ∈ C∞c ([0, 1]), si ha∫ 1
0
f ′(ig)dx =
∫ 1
0
fT ∗gdx .
Ricordando la definizione diW 1,2([0, 1]), ne deduciamo che ig ∈W 1,2([0, 1]).
Dunque D(T ∗) ⊆W 1,2([0, 1]). Avendo provato che D(T ∗) =W 1,2([0, 1]), T
non puo` essere autoaggiunto. Osserviamo anche che T ∗ non e` simmetrico.
Teorema 4.11 (Teorema di Hellinger-Toeplitz). Se T : H → H e`
un operatore lineare simmetrico, allora T ∈ L(H). In particolare, T e` anche
autoaggiunto.
Dim. Per il Teorema 1.4, e` sufficiente provare che il grafico di T e` chiuso. Sia
allora (xn)n ⊆ H una successione tale che esistono limn xn = x e limn Txn =
y. Adesso, osserviamo che, per ogni z ∈ H, si ha
〈z, y〉 = lim
n
〈z, Txn〉 = lim
n
〈Tz, xn〉 = 〈Tz, x〉 = 〈z, Tx〉 .
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Di conseguenza, Tx = y. 
Proposizione 4.12. Sia T : D(T ) ⊆ H → H un operatore lineare densa-
mente definito su H. Allora valgono le seguenti proprieta`.
(1) T ∗ e` chiuso.
(2) T e` chiudibile se e solo se D(T ∗) e` denso in H. In tal caso, T = T ∗∗.
(3) Se T e` chiudibile, allora (T )∗ = T ∗.
Dim. Prima di procedere nella dimostrazione delle suddette proprieta`, os-
serviamo che sullo spazio prodotto H ×H si definisce in maniera naturale
un prodotto scalare ponendo, per ogni (x1, y1), (x2, y2) ∈ H ×H,
〈(x1, y1), (x2, y2)〉H×H := 〈x1, x2〉H + 〈y1, y2〉H .
Ora, e` facile verificare che lo spazio H×H, dotato del prodotto scalare sopra
definito, e` uno spazio di Hilbert. Inoltre, l’operatore lineare V : H ×H →
H ×H cos`ı definito
∀(x, y) ∈ H ×H V (x, y) := (−y, x) ,
preserva il prodotto scalare (i.e., e` unitario), e` suriettivo e V 2 = −I. In
particolare, per ogni sottospazio E ⊆ H ×H vale la seguente identita`
V (E⊥) = V (E)⊥ . (4.32)
Se S : D(S) ⊆ H → H e` un operatore lineare densamente definito su H,
allora per ogni x, y ∈ H si ha
(x, y) ∈ [V (G(S))]⊥ ⇔ ∀(x1, y1) ∈ G(S) 〈(x, y), V (x1, y1)〉H×H = 0
⇔ ∀z ∈ D(S) 〈(x, y), (−Sz, z)〉H×H = 0
⇔ ∀z ∈ D(S) − 〈x, Sz〉+ 〈y, z〉 = 0
⇔ ∀z ∈ D(S) 〈x, Sz〉 = 〈y, z〉
⇔ x ∈ D(S∗) e S∗x = y
⇔ (x, y) ∈ G(S∗).
Abbiamo cos`ı provato che
G(S∗) = [V (G(S))]⊥. (4.33)
(1) Poiche´ l’ortogonale di un sottospazio di uno spazio di Hilbert e` sempre
un sottospazio chiuso, l’identita` (4.33) implica che G(T ∗) e` un sottospazio
chiuso di H ×H e, quindi (T ∗,D(T ∗)) e` un operatore lineare chiuso.
(2) Per le ben note proprieta` della operazione di ortogonalizzazione in spazi
di Hilbert, si ha
G(T ) = [G(T )⊥]⊥.
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Ricordando che l’operatore V sopra definito soddisfa le proprieta` (4.32) e
(4.33) e che V 2 = −I, ne segue
G(T ) = V 2 [[G(T )⊥]⊥] = [V [V (G(T ))]⊥]⊥ = [V (G(T ∗))]⊥ . (4.34)
Possiamo ora dimostrare la proprieta` (2). Supponiamo che D(T ∗) = H.
Allora, applicando prima l’uguaglianza (4.34) e poi l’uguaglianza (4.33),
otteniamo che
G(T ) = [V (G(T ∗))]⊥ = G(T ∗∗) .
Questo assicura che (T ∗∗,D(T ∗∗)) e` un operatore lineare chiuso e dunque
(T,D(T )) e` un operatore lineare chiudibile tale che T = T ∗∗.
Viceversa, supponiamo che (T,D(T )) sia un operatore lineare chiudibile,
ma che il dominio D(T ∗) di T ∗ non sia un sottospazio denso di H. Allora
D(T ∗)⊥ e` un sottospazio proprio di H e, quindi esiste x ∈ D(T ∗)⊥ tale che
x 6= 0. Di conseguenza, per ogni y ∈ D(T ∗) si ha
〈(x, 0), (y, T ∗y)〉H×H = 〈x, y〉+ 〈0, T ∗y〉 = 0 ,
cioe` (x, 0) ∈ [G(T ∗)]⊥. Pertanto, (0, x) ∈ V [G(T ∗)⊥] = [V (G(T ∗))]⊥ =
G(T ). Ora, dato che x 6= 0 e (0, x) ∈ G(T ), lo spazio G(T ) non puo` essere il
grafico di un operatore lineare e quindi T non e` chiudibile.
(3) Per la proprieta` (1) l’operatore lineare (T ∗,D(T ∗)) e` chiuso. Questo ci
consente di applicare la proprieta` (2) a T ∗ per concludere che
T ∗ = T ∗ = (T ∗)∗∗ = (T ∗∗)∗ = (T )∗. 
Corollario 4.13. Se T : D(T ) ⊆ H → H e` un operatore lineare densa-
mente definito simmetrico, allora T e` chiudibile.
Dim. Basta osservare che T ⊂ T ∗.
Osservazione 4.14. Se T e` un operatore simmetrico densamente definito
su H, allora T ⊂ T ∗ e dunque T ∗∗ = T ⊂ T ∗. Se T e` anche chiuso, allora
T = T = T ∗∗ ⊂ T ∗. (4.35)
Di conseguenza, se T e` un operatore chiuso e simmetrico, allora T e` autoag-
giunto se e solo se T ∗ e` simmetrico.
Proposizione 4.15. Sia T : D(T ) ⊆ H → H un operatore lineare densa-
mente definito su H. Allora T e` simmetrico se e solo se 〈Tx, x〉 ∈ R per
ogni x ∈ D(T ).
Dim. Supponiamo che T sia simmetrico. Allora per ogni x ∈ D(T )
〈Tx, x〉 = 〈x, T ∗x〉 = 〈x, Tx〉 = 〈Tx, x〉 ,
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da cui segue che 〈Tx, x〉 ∈ R.
Viceversa, supponiamo che 〈Tz, z〉 ∈ R per ogni z ∈ D(T ). Allora, per ogni
x, y ∈ D(T ),
〈Ty, x〉+ 〈Tx, y〉 = −〈T (x− y), x− y)〉+ 〈Tx, x〉+ 〈Ty, y〉 ∈ R .
Di conseguenza, Im〈Tx, y〉 = −Im〈Ty, x〉 = Im〈x, Ty〉. Analogamente, per
ogni x, y ∈ D(T ), risulta
i〈Ty, x〉 − i〈Tx, y〉 = −〈T (x− iy), x− iy)〉+ 〈Tx, x〉+ 〈Ty, y〉 ∈ R .
Pertanto, Re〈Tx, y〉 = Im i〈Tx, y〉 = Im i〈Ty, x〉 = Re〈Ty, x〉 = Re〈x, Ty〉.
Abbiamo cos`ı dimostrato che 〈Tx, y〉 = 〈x, Ty〉 per ogni x, y ∈ D(T ), cioe`
che T e` simmetrico. 
Teorema 4.16. Sia T : D(T ) ⊆ H → H un operatore lineare densa-
mente definito su H. Se T e` simmetrico, allora le seguenti proprieta` sono
equivalenti.
(i) T e` autoaggiunto.
(ii) T e` chiuso e ker(T ∗ ± i) = {0}.
(iii) Rg(T ± i) = H.
Dim. (i) ⇒ (ii): Poiche´ T = T ∗, per la Proposizione 4.12(i) possiamo
concludere che T e` chiuso. Ora, sia x ∈ D(T ∗) = D(T ) tale che T ∗x =
Tx = ix. Allora, ricordando che T e` simmetrico, risulta
i〈x, x〉 = 〈ix, x〉 = 〈Tx, x〉 = 〈x, Tx〉 = 〈x, ix〉 = −i〈x, x〉,
da cui x = 0. In modo analogo si dimostra che ker(T ∗ + i) = {0}.
(ii) ⇒ (iii): Proviamo prima che Rg(T − i) e` un sottospazio denso di H.
Sia y ∈ H tale che 〈Tz − iz, y〉 = 0 per ogni z ∈ D(T ). Allora, per ogni
z ∈ D(T ),
〈Tz, y〉 = 〈z,−iy〉 .
Quindi, y ∈ D(T ∗) e T ∗y = −iy. Per ipotesi, si ha che y = 0. Abbiamo cos`ı
provato che [Rg(T−i)]⊥ = {0}, il che implica che Rg(T−i) e` un sottospazio
denso di H.
Proviamo ora che Rg(T − i) e` un sottospazio chiuso di H. Per questo
osserviamo che, grazie alla Proposizione 4.15, per ogni x ∈ D(T ),
||(T − i)x||2 = ||Tx||2 + ||x||2 + 2Re〈Tx,−ix〉
= ||Tx||2 + ||x||2 + 2Re[i〈Tx, x〉]
= ||Tx||2 + ||x||2. (4.36)
Se (xn)n ⊆ D(T ) e` una successione tale che limn(Txn − ixn) = y0 ∈ H,
allora (Txn − ixn)n e` una successione di Cauchy in H. D’altro canto, per
l’uguaglianza (4.36) appena dimostrata, si ha per ogni n,m ∈ N
||xn − xm||2 + ||Txn − Txm||2 = ||Txn − ixn − Txm + ixm||2 .
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Di conseguenza, anche (xn)n e (Txn)n sono successioni di Cauchy in H, e
pertanto successioni convergenti di H. Siano x0 = limn xn e z0 = limn Txn.
T e` chiuso, quindi x0 ∈ D(T ) e z0 = Tx0, cioe` y0 = (T − i)x0 ∈ Rg(T − i).
La dimostrazione e` analoga per Rg(T + i).
(iii) ⇒ (i): Osserviamo che ker(T ∗ − i) = {0}. Infatti, se T ∗z = iz per
qualche z ∈ D(T ∗), allora
∀x ∈ D(T ) 〈Tx+ ix, z〉 = 〈x, T ∗z − iz〉 = 0 .
Dato che Rg(T + i) = H per ipotesi, ne segue che z = 0.
Sia ora y ∈ D(T ∗). Per ipotesi, esiste x ∈ D(T ) tale che (T−i)x = (T ∗−i)y.
Poiche´ D(T ) ⊂ D(T ∗) essendo T simmetrico, ne segue che y − x ∈ D(T ∗)
e che (T ∗ − i)(y − x) = 0. Quindi, y − x = 0 cos`ı che y ∈ D(T ). Abbiamo
cos`ı provato che D(T ) = D(T ∗), cioe` che T e` autoaggiunto. 
Osservazione 4.17. L’ipotesi che ker(T ± i) = {0} non puo` essere rimossa
in (ii). Infatti, se consideriamo l’operatore lineare
T :W 1,20 ([0, 1]) ⊆ L2([0, 1])→ L2([0, 1]), T f = if ′ ,
allora T e` simmetrico e D(T ∗) =W 1,2([0, 1]) (cfr. Osservazione 4.10). Inol-
tre, (T,D(T )) e` anche un operatore chiuso. Infatti, sia (ψn)n ∈W 1,20 ([0, 1])
tale che limn ψn = ψ e limn Tψn = φ in L
2([0, 1]). Allora, per ogni
ξ ∈ C∞c ([0, 1]) risulta∫ 1
0
ψξ′dx = lim
n
∫ 1
0
ψnξ
′dx = − lim
n
∫ 1
0
ψ′nξdx = i
∫ 1
0
φξdx.
Cio` assicura che esiste ψ′ ∈ L2([0, 1]) tale che ψ′ = iφ. Quindi, possia-
mo concludere che ψn → ψ in W 1,2([0, 1]). Poiche´ (ψn)n ⊂ W 1,20 ([0, 1])
e W 1,20 ([0, 1]) e` un sottospazio chiuso di W
1,2([0, 1]), deduciamo anche che
ψ ∈W 1,20 ([0, 1]). Questo completa la dimostrazione del fatto che T e` chiuso.
D’altro canto, le funzioni f± ∈ D(T ∗) cos`ı definite f±(x) := e±x sono tali
che T ∗f± = ±if±. Dunque, ker(T ∗ ± i) 6= {0}.
Definizione 4.18. Un operatore lineare T : D(T ) ⊆ H → H si dice
dissipativo se
∀x ∈ D(T ) Re〈Tx, x〉 ≤ 0.
Esempio 4.19. Consideriamo l’operatore lineare T su L2([0, 1],C) definito
ponendo
D(T ) := {f ∈ C1([0, 1],C) | f(0) = f(1) = 0}, T f := f ′ .
Se f ∈ D(T ), allora
〈Tf, f〉 =
∫ 1
0
f ′fdx = −
∫ 1
0
ff ′dx .
Cio` implica che
Re〈Tf, f〉 = −
∫ 1
0
[(Ref)(Ref)′+(Imf)(Imf)′]dx = −1
2
[|f(1)|2−|f(0)|2] = 0 .
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Per l’arbitrarieta` di f ∈ D(T ), possiamo concludere che T e` dissipativo.
Teorema 4.20. Sia T : D(T ) ⊆ H → H un operatore lineare densamente
definito su H. Allora le seguenti proprieta` sono equivalenti.
(i) T e` simmetrico.
(ii) ±iT e` dissipativo.
Dim. (i) ⇒ (ii): Per ogni x ∈ D(T ) si ha
Re〈±iTx, x〉 = ±Re(i〈Tx, x〉 = 0 .
Cio` implica che T e` dissipativo.
(ii) ⇒ (i): Per ogni x ∈ D(T ) si ha
Im〈Tx, x〉 = −Re〈iTx, x〉 = Re〈−iTx, x〉 .
Per la dissipativita` di ±iT , ne segue che Im〈Tx, x〉 = 0 per ogni x ∈ D(T ).
Quindi, 〈Tx, x〉 = Re〈Tx, x〉 ∈ R per ogni x ∈ D(T ). 
Osservazione 4.21. Dal teorema precedente segue che se T e` dissipativo,
allora iT e` simmetrico e dunque chiudibile per il Corollario 4.13. Pertanto
anche T e` chiudibile.
Proposizione 4.22. Un operatore densamente definito T : D(T ) ⊆ H → H
e` dissipativo se e solo se ||x− sTx|| ≥ ||x|| per ogni x ∈ D(T ) e s > 0.
Dim. Se T e` dissipativo, allora per ogni x ∈ D(T ) e s > 0 si ha
||x− sTx|| · ||x|| ≥ |(x− sTx, x)|
≥ Re〈x− sTx, x〉
= ||x||2 − sRe〈Tx, x〉
≥ ||x||2 .
Viceversa, se x ∈ D(T ), allora per ogni s > 0,
||x||2 ≤ ||x− sTx||2 = ||x||2 + s2||Tx||2 − 2Re〈Tx, x〉 .
Cio` implica che s||Tx||2−2Re〈Tx, x〉 ≥ 0 per ogni s > 0 cos`ı che Re(Tx, x) ≤
0. 
Corollario 4.23. Se T : D(T ) ⊆ H → H e` un operatore dissipativo,
allora λ− T e` iniettivo per ogni λ > 0. Inoltre, se T e` anche chiuso, allora
Rg(λ− T ) e` un sottospazio chiuso di H per ogni λ > 0.
Dim. Fissato λ > 0, l’iniettivita` di λ − T segue immediatamente dalla
Proposizione 4.22.
Assumiamo ora che T sia chiuso e che (xn)n ⊂ D(T ) sia una successione
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tale che esiste limn(λxn−Txn) = y ∈ H. Dato che per la Proposizione 4.22
si ha
∀n, m ∈ N ||xn − xm|| ≤ ||xn − 1
λ
Txn − xm + 1
λ
Txm|| .
ne segue che (xn)n e` una successione di Cauchy in H e pertanto converge
a qualche x ∈ H. Di conseguenza, limn Txn = λx − y. Poiche´ T e` chiuso,
possiamo cos`ı concludere che x ∈ D(T ) e y = λx − Tx. Questo dimostra
che Rg(λ− T ) e` un sottospazio chiuso di H. 
Teorema 4.24. Sia T : D(T ) ⊆ H → H un operatore dissipativo su H. Se
esiste λ ∈ C con Re(λ) > 0 tale che (λ−T )(D(T )) = H, allora λ ∈ ρ(T ). In
particolare, C+ = {µ ∈ C | Re(µ) > 0} ⊆ ρ(T ) e la seguente diseguaglianza
e` soddisfatta
∀µ ∈ C+ ||R(µ, T )|| ≤ 1
Re(µ)
. (4.37)
Dim. Occorre provare solo che l’operatore λ − T e` iniettivo dato che (λ −
T )(D(T )) = H per ipotesi. Per questo osserviamo che per ogni x ∈ D(T ) e
y := λx− Tx si ha
Reλ ||x||2 = Reλ 〈x, x〉 = Re〈λx, x〉
= Re〈y + Tx, x〉 = Re〈y, x〉+Re〈Tx, x〉
≤ Re〈y, x〉 ≤ ||x|| · ||y|| . (4.38)
Se y = 0, allora da (4.38) segue che anche x = 0. Quindi, l’operatore λ− T
e` iniettivo. Inoltre, la diseguaglianza (4.38) implica anche che
||(λ− T )−1y|| = ||x|| ≤ 1
Reλ
||y||.
Abbiamo cos`ı provato che λ ∈ ρ(T ) e che ||R(λ, T )|| ≤ 1Reλ .
Se µ ∈ C+∩ρ(T ) con µ 6= λ, allora ||R(µ, T )|| ≤ 1Re(µ) come segue ripetendo
l’argomentazione precedente.
Per completare la dimostrazione, e` sufficiente quindi provare che C+∩ρ(T ) =
C+. Per fare questo usiamo un argomento di connessione. Osserviamo che
C+ ∩ ρ(T ) e` un sottoinsieme aperto e non vuoto di C+. Dimostriamo che e`
anche un sottoinsieme chiuso di C+. Sia (µn)n ⊂ ρ(T )∩C+ una successione
convergente a qualche µ ∈ C+. Possiamo allora supporre che per ogni
n ∈ N, Reµn ≥ c > 0 e quindi ||R(µn, T )|| ≤ 1c , in virtu` di (4.37). Per la
convergenza di (µn)n a µ, esiste n tale che
|µ− µn| ≤ c ≤ 1||R(µn, T )|| .
Pertanto µ ∈ ρ(T ) per la Proposizione 1.12(1). Dunque C+ ∩ ρ(T ) e` anche
un sottoinsieme chiuso in C+. Poiche´ C+ ∩ ρ(T ) e` un sottoinsieme non
vuoto sia aperto sia chiuso di C+ e C+ e` un insieme connesso, possiamo
concludere che C+ ∩ ρ(T ) = C+. 
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Proposizione 4.25. Sia T : D(T ) ⊆ H → H un operatore lineare den-
samente definito su H. Se T e` simmetrico, allora valgono le seguenti
proprieta`.
(1) Se esiste λ ∈ C con Imλ > 0 tale che (λ − T )(D(T )) = H, allora
{µ ∈ C | Imµ > 0} ⊆ ρ(T ).
(2) Se esiste λ ∈ C con Imλ < 0 tale che (λ − T )(D(T )) = H, allora
{µ ∈ C | Imµ < 0} ⊆ ρ(T ).
Dim. Osserviamo prima che, in virtu` del Teorema 4.20, l’operatore ±iT e`
dissipativo poiche´ T e` simmetrico.
(1) Posto µ := −iλ, osserviamo ora che Reµ =Imλ > 0 e che l’operatore
µ+iT e` suriettivo per ipotesi. Possiamo cos`ı applicare il teorema precedente
a −iT per concludere che C+ ⊆ ρ(−iT ), o equivalentemente che iC+ ⊆
ρ(T ). Tenuto conto che iC+ = {z ∈ C | Imz > 0}, la tesi segue.
(2) Si argomenta analogamente al caso (1) considerando pero` l’operatore
iT . 
Osservazione 4.26. Dalla Proposizione 4.25 si puo` dedurre che se T e` un
operatore simmetrico, allora per lo spettro σ(T ) si puo` presentare solo una
delle seguenti possibilita`.
• σ(T ) ⊆ {µ ∈ C | Imµ ≥ 0}.
• σ(T ) ⊆ {µ ∈ C | Imµ ≤ 0}.
• σ(T ) = C.
• σ(T ) ⊆ R (se esistono λ1, λ2 ∈ ρ(T ) con Imλ1 > 0 e Imλ2 < 0).
Corollario 4.27. Sia T : D(T ) ⊆ H → H un operatore lineare densa-
mente definito. Se T e` autoaggiunto, allora σ(T ) ⊆ R.
Dim. Poiche´ T e` autoaggiunto, si ha che Rg(T±i) = H in virtu` del Teorema
4.16. Quindi, per la Proposizione 4.25, {z ∈ C | Imz 6= 0} ⊆ ρ(T ) cos`ı che
σ(T ) ⊆ R. 
Proposizione 4.28. Sia T : D(T ) ⊆ H → H un operatore lineare den-
samente definito simmetrico e dissipativo. Le sequenti affermazioni sono
equivalenti.
(i) T e` autoaggiunto
(ii) σ(T ) ⊆]−∞, 0].
(iii) (I-T)(D(T))=H.
Dim. (i)⇒ (ii): Per il Corollario 4.27 e` sufficiente provare che se λ > 0,
allora λ ∈ ρ(T ).
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Se λ > 0, allora l’operatore λ−T e` iniettivo ed ha rango chiuso in virtu` del
Corollario 4.23 e del Teorema 4.16. D’altro canto, poiche´ T e` autoaggiunto,
{0} = ker(λ− T ) = [Rg(λ− T )]⊥ ,
cos`ı che (λ−T )(D(T )) e` un sottospazio denso diH. Pertanto (λ−T )(D(T )) =
H, cioe` λ − T e` anche un operatore suriettivo. Abbiamo cos`ı provato che
λ ∈ ρ(T ).
(ii) ⇒ (i): Per (ii), ±i ∈ ρ(T ) e dunque T e` autoaggiunto per il Teorema
4.16.
(ii) ⇒ (iii): Per (ii), 1 ∈ ρ(T ).
(iii) ⇒ (ii): Per il Teorema 4.24, si ha che C+ ⊆ ρ(T ), dunque esistono
λ1, λ2 ∈ ρ(T ) con Imλ1 > 0 e Imλ2 < 0. Pertanto, per la Proposizione 4.25,
±i ∈ ρ(T ) e dunque T e` autoaggiunto per il Teorema 4.16. 
Esempio 4.29. Consideriamo l’operatore (A,D(A)) su L2([0, 1]) definito da
D(A) =W 1,20 ([0, 1]) ∩W 2,2([0, 1]), Af = f ′′.
L’operatore (A,D(A)) e` noto come Laplaciano con condizioni al bordo di
Dirichlet. Proviamo che A e` un operatore dissipativo autoaggiunto.
Siano f, g ∈ D(A). Ricordando che f(0) = f(1) = g(0) = g(1), si ha
〈Af, g〉L2([0,1]) =
∫ 1
0
f ′′gdx = f ′g|10 −
∫ 1
0
f ′g′dx = −
∫ 1
0
f ′g′dx
= −fg′|10 +
∫ 1
0
fg′′dx = 〈f,Ag〉L2([0,1]).
Dunque A e` simmetrico e poiche`
〈Af, f〉 = −
∫ 1
0
|f ′|2dx ≤ 0
possiamo concludere che A e` dissipativo. Dimostriamo ora che A e` au-
toaggiunto provando che (I − A)(D(A)) = L2([0, 1]). Data f ∈ L2([0, 1]),
consideriamo la forma lineare continua su W 1,20 ([0, 1])
Φ(g) =
∫ b
a
gfdx, g ∈W 1,20 ([0, 1]).
Per il teorema di rappresentazione di Riesz-Fre´chet esiste ed e` unica h ∈
W 1,20 ([0, 1]) tale che Φ(g) = 〈h, g〉W 1,2([0,1]) per ogni g ∈W 1,20 ([0, 1]), cioe`∫ 1
0
ghdx+
∫ 1
0
g′h
′
dx =
∫ 1
0
gfdx.
Considerando g invece di g, si ottiene∫ 1
0
ghdx+
∫ 1
0
g′h
′
dx =
∫ 1
0
gfdx,
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e passando ai coniugati∫ 1
0
ghdx+
∫ 1
0
g′h′dx =
∫ 1
0
gfdx,
cioe`
−
∫ 1
0
g′h′dx =
∫ 1
0
g(h− f)dx,
per ogni g ∈W 1,20 ([0, 1]). Cio` significa che h− f e` la derivata debole di h′.
Dunque h ∈W 2,2([0, 1]) e h′′ = h− f . Pertanto h ∈ D(A) e h−Ah = f .
4.2. Teorema di rappresentazione spettrale per operatori
illimitati
Teorema 4.30. Sia T : D(T ) ⊆ H → H un operatore autoaggiunto su uno
spazio di Hilbert separabile H. Allora esistono uno spazio dotato di misura
finita (Y, µ), un operatore unitario U : H → L2(Y, µ) ed una funzione
q : Y → R µ–misurabile tale che
(1) x ∈ D(T ) ⇔ Ux ∈ D(Mq),
(2) Tx = U−1MqUx per ogni x ∈ D(T ).
Dim. In virtu` del Teorema 4.16, gli operatori (T + i) e (T − i) con dominio
D(T ) sono iniettivi e chiusi. Inoltre, Rg(T ± i) = H. Pertanto esistono
gli operatori (T + i)−1 e (T − i)−1 e, in particolare, questi sono definiti e
limitati su H e commutano per l’identita` del risolvente.
Ora osserviamo che, per ogni x, y ∈ D(T ), si ha
〈(T − i)x, (T + i)−1(T + i)y〉 = 〈(T − i)x, y〉
= 〈x, (T + i)y〉
= 〈(T − i)−1(T − i)x, (T + i)y〉 .
Poiche´ Rg(T ± i) = H, per ogni z1, z2 ∈ H, si ha
〈z1, (T + i)−1z2〉 = 〈(T − i)−1z1, z2〉 .
Questo assicura che ((T + i)−1)∗ = (T − i)−1, ovvero che T + i e` un opera-
tore normale. Allora per il Teorema 3.21 esiste un spazio dotato di misura
finita (Y, µ), un operatore unitario U : H → L2(Y, µ) ed una funzione µ–
misurabile limitata m : Y → C tale che U(T + i)−1U−1 = Mm. Poiche`
ker(T + i)−1 = {0}, necessariamente m 6= 0 µ-q.o. cos`ı che possiamo defini-
re la funzione q := m−1 − i. Chiaramente, q e` una funzione µ–misurabile.
Proviamo ora che le proprieta` (1) e (2) sono soddisfatte.
Fissato x ∈ D(T ) e posto y := (T + i)x, si ha che x = (T + i)−1y =
U−1MmUy. Ne segue che Ux = MmUy cos`ı che (U
−1M 1
m
U)x = y =
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Tx+ ix. Di conseguenza, Tx = (U−1M 1
m
U)x− iU−1Ux = U−1MqUx. Cio`
implica che Ux ∈ D(Mq) e che la proprieta` (2) e` soddisfatta.
Viceversa, se x ∈ U−1(D(Mq)), allora Ux ∈ D(Mq) e
U−1MqUx = (U
−1M 1
m
U)x− ix .
Posto z := U−1M 1
m
, si dimostra facilmente che x = (T + i)−1z cos`ı che
x ∈ D(T ) e U−1MqUx = Tx+ ix− ix = Tx.
Infine, ricordando che T e` autoaggiunto, possiamo applicare il Corollario
4.27 per affermare σ(T ) ⊆ R. Ora, tenuto conto che σ(T ) = qess(Y ), ne
segue che q deve essere a valori reali. 
Definizione 4.31. Si dice che un operatore T : D(T ) ⊆ H → H ha risol-
vente compatto se ρ(T ) 6= ∅ e R(λ, T ) e` un operatore compatto per ogni
λ ∈ ρ(T ).
La seguente proposizione fornisce un’utile caratterizzazione degli operatori
con risolvente compatto.
Proposizione 4.32. Sia T : D(T ) ⊆ H → H un operatore lineare con
ρ(T ) 6= ∅. Allora T ha risolvente compatto se e solo se l’immersione cano-
nica ι : (D(T ), || · ||T ) →֒ H e` compatta, dove || · ||T indica la norma del
grafico.
Dim. Poniamo H1 = (D(T ), || · ||T ). Se T ha risolvente compatto, allora
ι = (λ − A)R(λ,A) e` un operatore compatto, poiche` λ − A : H1 → H
e` un operatore continuo e R(λ,A) : H → H1 e` un operatore compatto.
Viceversa, sia ι un operatore compatto. Osserviamo che R(λ,A) : H → H1
e` un operatore continuo. Dunque R(λ,A), come operatore da H in D(A),
e` compatto perche` composizione di un operatore continuo con l’immersione
compatta ι. 
Proposizione 4.33 (Teorema dell’applicazione spettrale per i ri-
solventi). Sia T : D(T ) ⊆ X → X un operatore lineare su X e sia
λ ∈ ρ(T ). Allora valgono le seguenti proprieta`.
(1) σ(R(λ, T )) \ {0} = { 1λ−µ | µ ∈ σ(T )}.
(2) σp(R(λ, T )) \ {0} = { 1λ−µ | µ ∈ σp(T )}.
Dim. Fissato µ ∈ ρ(T ) \ {λ}, osserviamo che l’operatore S cos`ı definito
S := (λ− µ)(λ− T )R(µ, T )
soddisfa
S = (λ− µ)(λ− µ)R(µ, T ) + (λ− µ)I ∈ L(X).
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Inoltre(
1
λ− µ −R(λ, T )
)
S = (λ− T )R(µ, T )− (λ− µ)R(µ, T )
= (µ− T )R(µ, T ) = I,
S
(
1
λ− µ −R(λ, T )
)
= (λ− T )R(µ, T )− (λ− µ)R(µ, T )
= (µ− T )R(µ, T ) = I.
Abbiamo cos`ı dimostrato che esiste(
1
λ− µ −R(λ, T )
)−1
= S = (λ− µ)(λ− T )R(µ, T ) ∈ L(X), (4.39)
dunque 1λ−µ ∈ ρ(R(λ, T )).
Possiamo ora dimostrare la proprieta` (1). Sia ν ∈ σ(R(λ, T )) \ {0}. Nel
caso in cui ν 6= 1λ−µ per ogni µ ∈ σ(T ), il numero complesso λ− 1ν non puo`
appartenere allo σ(T ). Pertanto λ − 1ν ∈ ρ(T ). Dato che λ − 1ν 6= λ, per
quanto dimostrato sopra possiamo concludere che ν ∈ ρ(R(λ, T )) e che, per
l’identita` (4.39),
(ν −R(λ, T ))−1 = 1
ν
(λ− T )R
(
λ− 1
ν
, T
)
.
Questo e` un assurdo.
Viceversa, sia ν = 1λ−µ con µ ∈ σ(T ). Supponiamo che ν ∈ ρ(R(λ, T )) e
consideriamo l’operatore S1 cos`ı definito S1 := νR(λ, T )(ν − R(λ, T ))−1.
Allora
(µ− T )S1 = (µ− T )νR(λ, T )(ν −R(λ, T ))−1
= (µ− λ+ λ− T )νR(λ, T )(ν −R(λ, T ))−1
= (−R(λ, T ) + ν)(ν −R(λ, T ))−1 = I
S1(µ− T ) = νR(λ, T )(ν −R(λ, T ))−1(µ− T ) = I,
dove nell’ultima uguaglianza si e` utilizzato il fatto che R(λ, T ) e (ν −
R(λ, T ))−1 commutano. Questo significa che µ ∈ ρ(T ), ottenendo cos`ı un
assurdo.
Per la dimostrazione della proprieta` (2) si procede in modo analogo utiliz-
zando la definizione di spettro puntuale. 
Osservazione 4.34. Se D(T ) e` denso in X, ma D(T ) 6= X, allora
σ(R(λ, T )) = {0} ∪ { 1
λ− µ | µ ∈ σ(T )}.
Infatti, poiche´ Rg(R(λ, T )) = D(T ) e D(T ) 6= X, R(λ, T ) non puo` essere
invertibile e dunque 0 ∈ σ(R(λ, T )).
Teorema 4.35. Sia T : D(T ) ⊆ H → H un operatore lineare su H con
risolvente compatto. Allora valgono le seguenti proprieta`.
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(1) σ(T ) = σp(T ).
(2) σ(T ) e` finito oppure σ(T ) = {λn | n ∈ N} ⊆ C con |λn| → +∞.
(3) dimker(λ− T ) =∞ per ogni λ ∈ σ(T ).
Dim. Basta applicare la Proposizione 4.33. 
Teorema 4.36. Sia T : D(T ) ⊆ H → H un operatore autoaggiunto con
risolvente compatto su uno spazio di Hilbert separabile H. Allora esistono
una successsione (λn) ⊆ R ed un sistema ortonormale completo {en}n di
H, con en ∈ D(T ) per ogni n ∈ N, tali che
(1) Ten = λnen per ogni n ∈ N,
(2) D(T ) = {x ∈ H | (λn〈x, en〉) ∈ l2},
(3) Tx =
∑∞
n=1 λn〈x, en〉en per ogni x ∈ D(T ).
Dim. Per il Teorema 4.35 esiste certamente µ ∈ R con µ > 0 tale che
µ ∈ ρ(T ). L’operatore R(µ, T ) e` compatto, in quanto T e` un operatore con
risolvente compatto. Inoltre, R(µ, T ) e` un operatore autoaggiunto perche´ lo
e` T . Infatti, per ogni y1, y2 ∈ H, dato che per ogni i = 1, 2 esiste xi ∈ D(T )
tale che yi = (µ− T )xi, si ha
〈R(µ, T )y1, y2〉 = 〈x1, (µ− T )x2〉 = 〈(µ− T )x1, x2〉 = 〈y1, R(µ, T )y2〉 .
Allora per il Teorema 2.28 esistono un sistema ortonormale completo {en}n
di H ed una successione (αn)n di numeri reali tali che R(µ, T )en = αnen
per ogni n ∈ N, per cui
∀x ∈ H R(µ, T )x =
∞∑
n=1
αn〈x, en〉en .
Siccome R(µ, T ) e` iniettivo, ogni autovalore αn e` diverso da 0. Di conse-
guenza, en ∈ D(T ) e Ten = (µ − α−1n )en con λn := µ − α−1n ∈ R, per ogni
n ∈ N. Abbiamo cos`ı provato la proprieta` (1).
Ora, se x ∈ D(T ), per l’ortonormalita` di {en}n,
(λn〈x, en〉)n = (〈x, Ten〉)n = (〈Tx, en〉)n ∈ l2
e
Tx =
∞∑
n=1
λn〈x, en〉en .
Da questo seguono la proprieta` (3) e un’inclusione della proprieta` (2). Per
dimostrare l’inclusione inversa procediamo come segue.
Preso x ∈ H tale che (λn〈x, en〉)n ∈ l2, per ogni k ∈ N poniamo
xk :=
k∑
n=1
〈x, en〉en e yk :=
k∑
n=1
λn〈x, en〉en .
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Chiaramente, xk ∈ D(T ) e Txk = yk per ogni k ∈ N. Inoltre, xk →
x e Txk →
∑∞
n=1 λn〈x, en〉en in H. Poiche´ T e` chiuso, deduciamo che
necessariamente x ∈ D(T ) e Tx = ∑∞n=1 λn〈x, en〉en. Questo conclude la
dimostrazione. 
Esempio 4.37. L’operatore di Laplace con condizioni di Dirichlet conside-
rato nell’Esempio 4.29 ha risolvente compatto. Per dimostrarlo, osserviamo
innanzitutto che l’immersione (D(A), || · ||A) →֒W 1,2([0, 1]) e` continua. In-
fatti, se (fn)n ⊆ D(A) converge a f rispetto a || · ||A e limn fn = g in
W 1,2([0, 1]), allora limn fn = f e limn fn = g in L
2([0, 1]). Pertanto f = g.
Ricordando che (D(A), ||·||A) e` uno spazio di Banach, poiche` A e` chiuso, per
il teorema del grafico chiuso si ottiene che l’immersione e` continua. Inoltre
l’immersione du W 1,2([0, 1]) →֒ L2([0, 1]) e` compatta, pertanto anche l’im-
mersione (D(A), || · ||A) →֒ L2([0, 1]) e` compatta. Per la Proposizione 4.32,
(A,D(A)) ha risolvente compatto. Si dimostra poi facilmente che, per ogni
f ∈ L2([0, 1]),
Af =
∞∑
n=1
n2π2
(∫ 1
0
f(x)en(x)dx
)
en
dove en(x) =
√
2 sin(nπx).
4.3. Operatori positivi e teoremi di minimax per autovalori
Definizione 4.38. Sia T : D(T ) ⊂ H → H un operatore simmetrico. T si
dice positivo se
∀x ∈ D(T ) 〈Tx, x〉 ≥ 0.
Se S e T sono operatori simmetrici su H e D(S) = D(T ), allora si dice che
S ≤ T se T − S ≥ 0.
Osservazione 4.39. Se c ∈ R, allora
T ≥ cI ⇔ ∀x ∈ D(T ) 〈Tx, x〉 ≥ c||x||2 .
In particolare, se T e` un operatore simmetrico e positivo, allora −T e` un
operatore dissipativo.
Grazie al Teorema di rappresentazione spettrale 4.30 possiamo dimostrare
la seguente caratterizzazione.
Teorema 4.40. Siano T : D(T ) ⊂ H → H un operatore autoaggiunto
su uno spazio di Hilbert separabile H e c ∈ R. Allora sono equivalenti le
seguenti proprieta`.
(i) 〈Tx, x〉 ≥ c||x||2 per ogni x ∈ D(T ).
(ii) σ(T ) ⊆ [c,+∞[.
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In particolare, T ≥ 0 se e solo se σ(T ) ⊆ [0,+∞[.
Dim. Per il Teorema 4.30 esistono uno spazio di misura finita (Y, µ), una
funzione limitata µ–misurabile q : Y → R e un operatore unitario U : H →
L2(Y, µ) tali che T = U−1MqU . Allora possiamo scrivere che
∀x ∈ D(T ) 〈Tx, x〉 ≥ c||x||2 ⇔ ∀x ∈ D(T ) 〈U−1MqUx, x〉 ≥ c||x||2
⇔ ∀f ∈ D(Mq) 〈U−1Mqf, U−1f〉 ≥
≥ c||U−1f ||2
⇔ ∀f ∈ D(Mq) 〈Mqf, f〉 ≥ c||f ||2
⇔ ∀f ∈ D(Mq)
∫
Y
q|f |2dµ ≥ c
∫
Y
|f |2dµ
⇔ q ≥ c µ− q.o.⇔ qess(Ω) ⊆ [c,+∞[
⇔ σ(T ) ⊆ [c,+∞[. 
.
Teorema 4.41 (Formula variazionale di Rayleigh-Ritz). Sia T :
D(T ) ⊂ H → H un operatore autoaggiunto, positivo con risolvente compatto
su uno spazio di Hilbert separabile H. Sia {λn}n la successione degli auto-
valori di T ordinati in modo crescente e ripetuti secondo la loro molteplicita`.
Allora, per ogni n ∈ N,
λn = inf{λ(L) | L ⊂ D(T ), dimL = n} (4.40)
dove
λ(L) := sup{〈Tx, x〉 | x ∈ L e ||x|| = 1} . (4.41)
Dim. Osserviamo prima che se L e` un sottospazio finito dimensionale di
H con L ⊂ D(T ), allora T|L e` chiaramente un operatore limitato cos`ı che
esiste c > 0 tale che 0 ≤ 〈Tx, x〉 ≤ c||x||2 per ogni x ∈ L. Di conseguenza,
0 ≤ λ(L) < +∞.
Per ogni n ∈ N poniamo µn := inf{λ(L) | L ⊂ D(T ), dimL = n} e
dimostriamo che µn = λn.
Per il Teorema 4.36 esiste un sistema ortonormale completo {ϕn}n ⊂ D(T )
di H tale che Tϕn = λnϕn per ogni n ∈ N, e Tx =
∑∞
n=1 λn〈x, ϕn〉ϕn per
ogni x ∈ D(T ). Posto L := span{ϕ1, . . . , ϕn}, se f ∈ L con ||f || = 1, allora
f =
n∑
i=1
〈f, ϕi〉ϕi, T f =
n∑
i=1
λi〈f, ϕi〉ϕi ,
cos`ı che
〈Tf, f〉 =
n∑
i=1
λi|〈f, ϕi〉|2 ≤ λn
n∑
i=1
|〈f, ϕi〉|2 = λn .
Ne segue che λ(L) ≤ λn. Cio` implica che µn ≤ λn, ricordando la definizione
di µn.
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Viceversa, fissiamo un sottospazio L di D(T ) con dimensione n e consi-
deriamo la proiezione ortogonale P su G = span{ϕ1, . . . , ϕn−1} definita
da
∀f ∈ H Pf =
n−1∑
i=1
〈f, ϕi〉ϕi .
Allora esiste f ∈ L con ||f || = 1 tale che Pf = 0 poiche´ dimG = n −
1 < dimL. Di conseguenza,
f =
∞∑
i=n
〈f, ϕi〉ϕi, T f =
∞∑
i=n
λi〈f, ϕi〉ϕi .
Da cio` segue che
〈Tf, f〉 =
∞∑
i=n
λi|〈f, ϕi〉|2 ≥ λn
∞∑
i=n
|〈f, ϕi〉|2 = λn.
Pertanto λ(L) ≥ λn. Per l’arbitrarieta` di L, concludiamo che µn ≥ λn. 
Corollario 4.42. Siano T1 : D(T1) : H → H e T2 : D(T2) : H → H due
operatori positivi e autoaggiunti su uno spazio di Hilbert separabile H tali
che T1 ≤ T2. Siano {λ(1)n }n e {λ(2)n }n le successioni degli autovalori di T1
e T2 rispettivamente, ordinati in modo crescente e ripetuti secondo la loro
molteplicita`. Allora, per ogni n ∈ N,
λ(1)n ≤ λ(2)n . (4.42)
Dim. Poiche´ T1 ≤ T2, D := D(T1) = D(T2) e 〈T1f, f〉 ≤ 〈T2f, f〉 per ogni
f ∈ D. Allora
λ(1)(L) = sup{〈T1x, x〉 | x ∈ L e ||x|| = 1}
≤ λ(2)(L) = sup{〈T2x, x〉 | x ∈ L e ||x|| = 1}
per ogni sottospazio L ⊂ D con dimL = n e per ogni n ∈ N. Passando agli
estremi inferiori la tesi segue in virtu` dell’uguaglianza (4.40). 
