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We study the analytic structure for the eigenvalues of the one-dimensional Dirac oscillator, by
analytically continuing its frequency on the complex plane. A twofold Riemann surface is found,
connecting the two states of a pair of particle and antiparticle. One can, at least in principle, ac-
complish the transition from a positive energy state to its antiparticle state by moving the frequency
continuously on the complex plane, without changing the Hamiltonian after transition. This result
provides a visual explanation for the absence of a negative energy state with the quantum number
n = 0.
PACS numbers: 03.65.Pm; 03.65.Ge; 03.65.-w
Experimental studies of exceptional points in several
systems [1–5] has resulted in the functions of a complex
variable no longer being limited to the role of abstract
tool in the study of physics. On the other hand, very re-
cently, theoretical research regarding the structure of the
Riemann surface has been extended to a coupled quan-
tum system, and unexpected behaviors have been found.
[6, 7] Specifically, in the system of two coupled harmonic
oscillators, the presence of an eightfold Riemann surface
structure of eigenvalues as a function of the complex cou-
pling parameter has been discovered, which collapses to
a fourfold structure in relation to the ground state. By
analytically continuing the system through the Riemann
surface, and finally returning to the decoupling limit, one
can access the unconventional phases of both oscillators,
which are originally found in the analytic continuation of
the frequencies. [8]
In this work, we study the Dirac oscillator [9, 10] in
one spatial dimension. The motivation for this research
is not only to extend the study of the harmonic oscilla-
tor to include its relativistic version, but also based on
the following considerations: on the one hand, the one-
dimensional Dirac oscillator can be derived by linearizing
the quadratic form E2 = m2 + p2 +m2ω2x2 − βmω, as
per Dirac’s original approach to the proposal of his equa-
tion, [11] with ω being the frequency, and β being one of
the Dirac matrices. Hence, it naturally has the property
of a square root, which is a key cause of the structure of
the Riemann surface in nonrelativistic harmonic systems.
[6–8] On the other hand, it can be regarded as a coupled
quantum system, comprising a harmonic oscillator and a
spin. It may be interesting to re-examine the Riemann
surface when one of the harmonic oscillators in the model
studied in Refs. [6, 7] is replaced by a spin.
The Dirac oscillator [9, 10] is obtained from the free
Dirac equation by the substitution p→ p−iβmωx, which
has become the paradigm for the construction of covari-
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ant quantummodels with a given well-determined nonrel-
ativistic limit. [12] It exhibits abundant algebraic prop-
erties [13–17], and is used in various branches of physics,
such as nuclear physics [18] and subnuclear physics [19].
Recently, there has been a growing interest in simulat-
ing the Dirac oscillator in other physical systems, such
as quantum optics [20–23] and classical microwave se-
tups [12, 24]. Progress both in terms of the experimental
simulation of the Dirac oscillator, [12, 24] and the obser-
vation of exceptional points [1–3] via microwave setups,
have made it possible to experimentally observe the Rie-
mann surface studied in this work.
By analytically continuing the frequency of the one-
dimensional Dirac oscillator on the complex plane, an un-
conventional spectrum arises, accompanying the conven-
tional spectrum. Such a characteristic is inherited from
the nonrelativistic harmonic oscillator. However, the dif-
ference here is that the conventional and unconventional
states of the Dirac oscillator locate on different Riemann
surfaces. To be specific, although four eigenvalues, hav-
ing the same quantum number n, can be expressed as a
nested square-root function, the absence of a symmetry
of ω → −ω in the Dirac oscillator leads to an eigenfunc-
tion with a negative frequency, no longer belonging to
the system. Hence, the two conventional eigenvalues, i.e.
of a particle and its antiparticle, should be considered to
belong to two sheets of a square-root function of the fre-
quency parameter ω. Moreover, the two unconventional
eigenvalues belong to another square-root function. On
the twofold Riemann surface, one can move the Dirac
oscillator from a positive energy state to its antiparticle
state, by moving the system through a branch cut on
the complex-frequency plane. From this viewpoint, the
disappearance of the branch point provides an interpreta-
tion for the absence of the negative energy state relating
to n = 0.
Harmonic Oscillator. Let us begin with a brief review
of the analytical properties of the nonrelativistic har-
monic oscillator.[6–8] Here, we show its eigenfunctions in
both the conventional and unconventional spectra, based
on which one may concisely solve the eigenvalue problem
2for the relativistic case. The Hamiltonian of a nonrela-
tivistic harmonic oscillator is given by
H =
1
2m
p2 +
1
2
mω2x2. (1)
In this work, we set the reduced Planck constant as ~ = 1.
In the asymptotic region |x| → +∞, mω2x2 ≫ |E|, the
stationary Schro¨dinger equation reads
φ′′ = m2ω2x2φ. (2)
Its approximate solutions can be written as
φ = ef(x), (3)
in which f(x) = ± 12mωx2 is derived from
[f ′(x)]2 = m2ω2x2. (4)
Making the substitutions ξ =
√
mωx, k = 2E/ω and
φ(ξ) = h(ξ)e∓ξ
2/2, one obtains
d2h
dξ2
∓ 2ξ dh
dξ
+ (k ∓ 1)h = 0. (5)
This will be the defining differential equation for the Her-
mite polynomials if k = ±(2n + 1) with n = 0, 1, 2...,
which can then be represented as
h±n(ξ) = (±1)ne∓ξ
2 ∂n
∂ξn
e±ξ
2
. (6)
The plus sign corresponds to the conventional Hermite
polynomials, Hn(ξ) = h+n(ξ), and the consequently con-
ventional eigenfunctions of the harmonic oscillator. We
denote those with a minus sign as h−n(ξ), which leads to
non-normalizable unconventional eigenfunctions. [6] The
eigenvalues and corresponding eigenfunctions are then
expressed as
E±n = ±(n+
1
2
)ω, φ±n (ξ) = h±n(ξ)e
∓ 1
2
ξ2 . (7)
Clearly, the ± signs in the above results come from
the square root of Eq. (4). Consequently, eigenvalues
with the same quantum number, n, are merely different
branches of a multivalued function of complex ω, which
can be expressed as
En(ω) = ±(n+ 1
2
)
√
ω2 = (n+
1
2
)e
1
2
ln(ω2). (8)
With the aid of the logarithmic function in the above ex-
pression, one may readily observe the connection struc-
ture of the function.
In Fig. 1, we show the real part of the Riemann surface
for n = 0. The function is unchanged under ω → −ω,
which can be traced back to the symmetry of the Hamil-
tonian (1). However, the eigenvalues change sign, as the
FIG. 1: The real part of the Riemann surface for a one-
dimensional harmonic oscillator with the quantum number
n = 0. The imaginary part is shown by color.
argument of ω runs continuously from 0 to pi. There are
two coalescing branch points at ω = 0, and the two asso-
ciated branch cuts may be chosen along the imaginary ω
axis. Each additional pi on the argument of ω moves the
system from one branch to another, changing the sign of
the eigenvalues, although the Hamiltonian remains un-
changed. Simultaneously, the variable ξ is changed into
iξ, leading to:
φ+n (ξ)→ φ+n (iξ) = inφ−n (ξ). (9)
Therefore, by virtue of such analytic continuation, we
reach an unconventional state, from the starting point of
a conventional one. A similar process can likewise move
the system from an unconventional state to a conven-
tional one.
Dirac Oscillator. In this section, we study the one-
dimensional version of the Dirac oscillator, whose Hamil-
tonian is given by
H = α(p− iβmωx) + βm, (10)
where ω is a natural frequency, α and β are the Dirac
matrices, and the light velocity is set to c = 1. Here,
we set the frequency ω to be positively real. The Dirac
matrices are conveniently defined in terms of the Pauli
matrices:
α = σy, β = σz . (11)
In order to observe its relation with the nonrelativistic
harmonic oscillator, one can square the Hamiltonian (10),
thereby obtaining
H2 = m2 + p2 +m2ω2x2 − σzmω. (12)
3and consequently,
H2 −m2
2m
=
p2
2m
+
1
2
mω2x2 − 1
2
σzω. (13)
In the nonrelativistic limit, m ≫ ω and H → m, repre-
sent kinetic energy H−m→ (H2 −m2)/2m. The Dirac
oscillator becomes a decoupled system, comprising a har-
monic oscillator and a spin with a resonant frequency. In
addition, the leading term of the relativistic correction
is proportional to ω2/m. Hence, the natural frequency
ω also plays the role of a coupling constant. On the
other hand, the relations between Eqs. (12) and (13)
enable one to solve the eigenvalue problem of H, based
on the results of the harmonic oscillator. The process is
described below.
Firstly, the eigenvalues and eigenfunctions of H2 can
be obtained directly. Denoting the eigenenergies of the
Dirac oscillator as E , the eigenvalues of H2 are E2. Cor-
responding to each solution in (7), one can obtain
E2 = m2 ± 2nmω. (14)
and the two-component eigenstates
ψ+n =

 a+nφ+n (ξ)
b+nφ
+
n−1(ξ)

 , ψ−n =

 a−n φ−n−1(ξ)
b−nφ
−
n (ξ)

 , (15)
where φ±−1(ξ) = φ
∓
0 (ξ) and ξ =
√
mωx; a±n and b
±
n are
free parameters, due to the double degeneration caused
by the resonance between the spin and harmonic oscil-
lator in Eq. (13). The states ψ+0 and ψ
−
0 represent the
same degenerate subspace.
Secondly, diagonalizing the Hamiltonian in the degen-
erate subspaces of H2, one can find the eigenfunctions of
H as follows:
Ψ+±n =

 (m±
√
m2 + 2nmω)φ+n (ξ)
2n
√
mωφ+n−1(ξ)

 , (16)
Ψ−±n =

 2n
√
mωφ−n−1(ξ)
(m∓√m2 − 2nmω)φ−n (ξ)

 , (17)
corresponding to the eigenvalues
E±±n = ±
√
m2 ± 2nmω, (18)
where the subscripts indicate the signs before the square
roots, and the superscripts indicate those in the square
roots. When n = 0, Ψ+−0 and Ψ
−
+0 vanish, and the
eigenenergies E± = ±m correspond to the states Ψ++0
and Ψ−−0, respectively. The lower/upper component in
Ψ++0/Ψ
−
−0 is zero. These results indicate that the con-
ventional and unconventional states appear separately in
Ψ+±n and Ψ
−
±n. Hence, we refer to Ψ
−
±n as the unconven-
(a)
(b)
FIG. 2: (a) The real part of Riemann surface of En(ω), where
m = 1, and n = 1. Shapes of the four sheets of the function
are shown in (b). The quantity of the imaginary part is shown
in color.
tional eigenfunctions of the Dirac oscillator, with Ψ+±n
being conventional eigenfunctions. [25]
We can now analytically continue the frequency on the
complex plane, and examine the analytic structure of the
Dirac oscillator. In this section, we show that, although
the eigenvalue (18) with a fixed quantum number n 6= 0
can be expressed as a nested square-root function, the
conventional states and unconventional states actually
belong to two different square-root functions.
Since the the inner ± signs (18) originate from the
square root to derive the eigenfunctions of the Harmonic
oscillator, it is natural to rewrite the eigenvalue as a
nested square-root function
En(ω) ≡ ±
√
m2 ± 2nm
√
ω2. (19)
It has six square-root branch points, four occurring at
ω = 0, and two at ω = ±m/(2n). The associated branch
4cuts at ω = 0 are chosen along the imaginary ω axis,
and those at ω = ±m/(2n) along the real ω axis. These
connect four sheets of the Riemann surface pairwise to
one another.
A visualization of this surface and its four sheets is
shown in Fig. 2. Let us take a brief look at the func-
tion. We begin with a positive real ω = |ω| > m/(2n)
and En(ω) =
√
m2 + 2nm
√
ω2, which locates on the
top sheet. Increasing the phase θ of ω = eiθ|ω|, one
can enter the second sheet after passing through the
positive-imaginary axis. Next, running θ to the region
of (pi, 3pi/2), one arrives the third sheet. Subsequently,
when ω reaches the fourth quadrant, En(ω) enters its
fourth sheet, where En(ω) = −
√
m2 + 2nm
√
ω2 when
θ = 2pi. If the phase θ continues to increase, the function
will reenter the third, sencond, and first sheets in turn.
When θ = 4pi, En(ω) returns to the initial point.
An obvious feature of the above route is that only half
the Riemann surface is reached by smooth movement the
ω. Starting from a posotive real ω, one goes through the
first and fourth sheets with Re(ω) > 0, and the sencond
and third ones with Re(ω) < 0. The four regions actually
compose the Riemann surface of the two-valued function
E+n (ω) ≡ ±
√
m2 + 2nmω. (20)
The start and end points of the above route represent
two eigenvalues of the initial Hamiltonian, correspond-
ing to two conventional eigenstates. However, although
the function on the negative-real axis equals two uncon-
ventional eigenvalues, the state reached by verifying the
frequency in a conventional eigenstate from ω to −ω is
no longer an eigenstate of the initial Hamiltonian. This
difference from the Harmonic oscillator derives from the
fact that the symmetry of ω → −ω is broken in the Dirac
oscillator, which is evident based on the linear terms in
(12) and (13). Therefore, the Riemann surface of the
two-valued function E+n (ω) connects the two conventional
states with the same quantum number n, and similarly
one can find that the two-valued function
E−n (ω) ≡ ±
√
m2 − 2nmω. (21)
connects the two unconventional states. Starting from
one of the conventional states in expression (16), it is
impossible to reach an unconventional state of the same
Hamiltonian by smoothly varying the frequency ω, and
vice versa.
Based on the above considerations, the multi-value
functions connecting the eigenvalues are E+n (ω) and
E−n (ω) rather than En(ω). In order to highlight the con-
nection structures, we take the conventional states as an
example. The results of the unconventional states can
easily be obtained by simultaneously changing the two ±
signs in (18) and flipping the spin. The Riemann surface
of E+n (ω) is plotted in Fig. 3. It has one square-root
branch point at ω = −m/(2n) where n 6= 0, and the
associated branch cut can be chosen along the negative-
real axis. Let the Dirac oscillator start from a positive
energy state Ψ++n with E+n (ω) = +
√
m2 + 2nmω, we then
run the argument θ of ω = eiθ|ω| from 0 to 2pi. When
|ω| < m/(2n), the system returns to its initial state
Ψ++n. When |ω| > m/(2n), the system passes through
the branch cut, and reaches its antiparticle state Ψ+−n,
with a negative energy E+n (ω) = −
√
m2 + 2nmω. Here,
Ψ+−n describes a state of an antiparticle with a positive
energy
√
m2 + 2nmω. According to the standard pro-
cess in the textbooks [26], one can then find the oper-
ator for charge conjugation connecting the Dirac oscil-
lator and its antiparticle system. Specifically, Ψ+,c+n =
σx(Ψ
+
−n)
∗ is an eigenstate of the antiparticle Hamilto-
nian Hc = α(p + iβmωx) + βm, with an eigenvalue
E+,cn (ω) =
√
m2 + 2nmω.
On the negative-real axis, the Hamiltonian in the de-
generate subspaces of ψ+n can be written as
H+n =
(
m i
√
m|ω|
i2n
√
m|ω| −m
)
. (22)
Under the similarity transformation, this is equivalent to
H+′n =
(
i
√
2nm|ω| m
m −i
√
2nm|ω|
)
, (23)
which is a special case of the 2× 2 PT-symmetric matrix
Hamiltonian discussed in Ref. [27]. Here, we note that
the time-reversal operator for the 2× 2 systems in [27] is
different from that for fermions, as described in more re-
cent works.[28, 29] In the transition between a state and
its antiparticle state, the system goes through a region
of broken PT symmetry on the negative-real axis, as the
eigenvalue becomes complex when θ = pi, which may also
be observed in the system comprising two coupled har-
monic oscillators [7]. This PT symmetry breaking can
be regarded as a relativistic effect, as it requires a large
enough kinetic energy that 2n|ω| > m. The lower bound
of |ω| to break the PT symmetry increases with the quan-
tum number n decreases. When n = 0, the bound be-
comes +∞. This result provides a visual explanation for
the absence of Ψ+−0.
In summary, we have investigated the analytic struc-
ture of eigenvalues of the Dirac oscillator in one spa-
tial dimension. Here, we have four eigenfunctions, cor-
responding to an oscillator quantum number n, two of
which are conventional states for a pair of particle and
antiparticle, while the remaining two are unconventional.
The difference from the coupled-oscillator system [6, 7]
is that conventional and unconventional states are sepa-
rately connected by two distinct functions. That is, the
two conventional states with the same quantum number
n are connected by a twofold Riemann surface, for eigen-
values as a function of frequency on the complex plane;
5(a)
(b)
FIG. 3: (a) The real part of Riemann surface of E+
n
(ω) with
m = 1 and n = 1. Shapes of the two sheets of the function
are shown in (b). The amount of imaginary part is shown in
color.
this is also the case for the two unconventional states.
The system can be transitioned smoothly between the
states by means of an analytic continuation in the fre-
quency constant. The transition occurs in a region with
sufficient relativistic effects, where the PT symmetry is
broken on the negative real axis. Based on these results,
the absence of a negative energy state with n = 0 can
be intuitively explained in terms of the disappearance of
the branch point.
Further researches on this topic in several directions
would be interesting. Firstly, we look forward to an ex-
perimental verification of the analytic continuation stud-
ied in this work. It would also be fascinating to consider
the Berry phases [30] acquired by the system when it
moves on the Riemann surfaces. Whether more elabo-
rate structures arise from the Riemann surfaces in the
two- or three-dimentional Dirac oscillators is also a nat-
ural question. Finally, could we give a physical meaning
to the unconventional states? Or more specifically, is the
negative energy of an unconventional state in nonrela-
tivistic harmonic oscillators [6–8] actually a positive one,
as per the negative energy in the Dirac equation?
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