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 ABSTRACT  
Mining Transactional Student-Level Data to Predict Community College Student Outcomes 
Erez Lenchner 
 
A longitudinal analysis of transactional data for an entire college cohort was mined from 
administrative student records systems to identify individual student behaviors and establish correlations 
between individual students’ behaviors and academic outcomes. Conducted at one large urban 
community college, this study determined curricular peer association behavior between individual 
students, and also evaluated late registration and course schedule change behaviors. Findings 
demonstrated a strong correlation between these three behavioral patterns and a lasting influence on 
academic outcomes, such as: semestrial GPA and cumulative GPA, credit accumulation, persistence and 
graduation rates. Finding also indicated a correlation among the three behaviors themselves. 
Furthermore, conducting a longitudinal analysis of individual students made it possible to identify the 
temporal tipping-points which differentiated at-risk behavior from otherwise benign behavior. The intrinsic 
factors associated with individual students’ behaviors were followed over a period of thirteen consecutive 
semesters. Mining Transactional Student-Level Data at the scale achieved in this study, when compared 
to traditional methods of data collection, provided the precision needed to determine the actual proximity 
among specific peers, and the identification of registration behavior patterns.  The extraction of 
transactional data from the records of each student in an entire cohort resulted in a method of inquiry 
immune to the negative effects of student’s non-response or selection bias. Complimenting previous 
research, this study provides a detailed descriptive analysis of those behaviors not only at the semestrial 
level, but also cumulatively across consecutive semesters.  
This study demonstrates that curricular peer association can be measured directly from common, 
ubiquitous, transactional records. The rates of Peer Association among individual students was very 
dynamic: While the majority of students had some peer associations while enrolled, in the aggregate two 
thirds of students had no peer association (were soloists) at some point in time, while more than a quarter 
of all students were soloists for at least half of their entire enrollment period.  
 
 
Soloists differed from students with peer associations. They were likely to be older, international 
students, African Americans, transfer students, or those entering fully prepared for college level 
coursework (no remedial coursework). Peer association was positively correlated, both in the semester in 
which it occurred and cumulatively, with: GPA, credits earned, and retention or graduation rates. These 
correlations to academic outcomes varied with the number of peer associations established, and the 
intensity of peer encounters.  
The study revealed that nearly a quarter of all students practiced late registration at least once; 
and more than 10 percent have registered late multiple times during their studies. Nearly three quarters of 
students made modifications to their course schedule at least once after the semester began. Overall, two 
fifths of students changed their initial schedule every semester. These behaviors were unrecorded in 
previous studies that were limited in the evaluation of longitudinal behaviors, used subsets of students 
and were subject to non-response bias. Late registration and student schedule changes was correlated 
with lower semestrial and cumulative academic outcomes. Late registration behavior subsequently 
increased the likelihood of a student being a soloist. When compared to previous studies, the analysis 
conducted here not only accounted for academic, demographic and financial variables at baseline, but 
went on to perform updates at key points in time each semester to reflect changes over time. The 
exhaustive revisiting of the covariates each semester provided enhanced control to the ‘order of time’ 
influence. All covariates were re-measured each semester allowing to better evaluate the correlation of 
student behavioral indicators for a given semester, and cumulatively. This enhanced the study’s ability to 
account for common unobserved variables inherent to academic, demographic and financial attributes 
that might influence student outcomes correlated with peer association, late registration and schedule 
changes.  
This study contributes to the literature by showing that peer association can be evaluated in the 
setting of an open admission commuter institution, and that peer association has consistent and positive 
correlation with academic outcomes. It provides new insights regarding the magnitude of late registration 
and schedule changes, as well as their negative immediate and longitudinal correlation with student 
outcomes. Further implications to community colleges’ faculty, administrators, researchers and 
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In the study of factors that influence community college student outcomes, administrative 
records can play a vital role in uncovering inherent behavioral patterns. Using large data sets to 
conduct predictive analytics enables colleges to reveal patterns in students’ actions and unearth 
relationships to some of the underlying associated student factors. Recent practices in academic 
analytics, such as using transactional student-level data and predictive analytics only dates back 
to approximately 2000 (Campbell, DeBlois, & Oblinger, 2007; Peña-Ayala, 2013, 2014). These 
practices have vastly expanded the ability of researchers to gather and analyze student-level 
administrative records. Transactional data analysis starts by gathering live and historical data 
stored in information systems supporting student learning or administrative transactional records 
(Baepler & Murdoch, 2010; Ferguson, 2012; Luan, 2002, 2007; Cristobal Romero & Ventura, 
2013). Ready access to data enhances its value allowing for rapid turnaround, from data 
gathering and analysis to utilization, expanding the real time usage of such information (West, 
2012).  While this information is widely available, it is rarely compiled and used for the purpose 
of rigorous analysis, or to develop and assess services or outreach for at-risk students in 
community colleges. 
Precisely the extent to which present day transactional data allows investigators to 
explore the effect of student behaviors on academic outcomes in community colleges has yet to 
be documented thoroughly. While studies have explored the relationship of individual behaviors 
to student outcomes, investigators have not focused on the temporal tipping-points which might 
help identify at-risk behavior from otherwise benign behavior (e.g. schedule changes that reflect 




To that end this study begins to address this gap in data by examining the timing and frequency 
of various student behaviors. Previously, the behaviors associated with: late course registration; 
frequency of course changes; and departure from prescribed curricular pathways were correlated 
in many studies with negative student outcomes. On the other hand, behaviors associated with 
establishing social support networks; participation in new student orientation; and the 
maintenance of continuous enrollment or enrollment intensity in accordance with prescribed 
curricular pathways have been shown to contribute to positive student academic outcomes.  
The primary motivation of this study is to identify evidence of student behaviors within 
the transactional data, (specifically--late registration, schedule changes and student peer 
association) and examine if correlations exist between those behaviors and academic student 
outcomes. The interest here in those specific behaviors stems from a desire to inform the lack of 
attention and detailed documentation in the community college literature. Understanding the 
effect of these behaviors when they occur, and cumulatively is crucial if they are associated with 
changes in student outcomes in degree programs:  
Higher education researchers have visited late registration behavior before, but the extent 
to which community college students first exhibit late registration behavior at some point in 
time, or repetitively, has not been thoroughly explored. In previous studies it has been difficult 
for researchers to make comparisons because late registration has been ill-defined across 
institutions, and the sampling and the quality of data has varied widely. That being said, 
Community Colleges still operate with a lack information regarding the overall magnitude of late 
registration, or its effect on student outcomes. The present day ability to analyze transactional 
data allows investigators to document thoroughly the patterns of late registration and its 




can provide faculty, researchers and administrators with better documentation of the 
phenomenon, its size and the potential implications of student lateness on their outcomes. 
Community Colleges would have an interest in understanding the magnitude of late registration 
behavior because it may affect decisions related to the allocation of teaching resources. Previous 
studies have suggested that permitting late registration carries negative consequences related to 
student academic outcomes. This creates conflict for colleges pressured to encourage 
accessibility to postsecondary education and also to meet their enrollment or financial targets. In 
recent years several university systems have either banned the practice or imposed limitations on 
late registration (Florida, 2012; O'Banion, 2012; SUNY, 2015).  
 Student initiated schedule changes has rarely been examined as an indicator of 
community college student outcomes. Although researchers, faculty and practitioners might have 
an interest in schedule change behavior, very little information is available regarding the 
proportion of students practicing schedule changes, nor its association with performance in 
academic programs. Even the direct extraction of data from administrative records can result in 
the misinterpretation of schedule changes because schedule changes are rarely reflected on 
student transcripts, and many changes are not even documented in college’s registration 
transaction history - This study used a combination of sources and daily sampling to construct an 
audit trail of enrollment changes. Students’ Transactional Data allows investigators to bridge the 
gap and document schedule changes that were previously not documented and not reported by 
students, or by the colleges. Schedule changes are of interest for student-level analysis, and for 
advisement and campus planning: At the student level, they may reflect on the students’ 
organizational skills, ability to maintain a prescribed curricula, and external constraints to their 




commitments, etcetera). While it may reflect on students changing their interests once the 
semester begins, it may also indicate a low confidence level in a course or major materials. For 
academic advisors and faculty, a better understanding of schedule change behavior could provide 
invaluable information regarding this student behavior and allow to identify students who lack 
direction earlier in the academic cycle.  It would also allow scholars to better evaluate the rate of 
schedule changes at community colleges, and create benchmarks for the evaluation of schedule 
changes for different risk groups (e.g. first generation college students, students who are in 
remedial coursework, etc.). At the planning level, schedule changes carry direct implications to 
the organizational settings of community colleges. For example, community colleges might need 
to offer more sections of key courses to enable students to adjust their schedule. As colleges 
cannot practice ‘overbooking’ of classes and classrooms it is crucial for researchers, faculty and 
practitioners to properly estimate the magnitude of student-initiated schedule changes. 
Describing the current patterns of schedule changes would allow practitioners to take them into 
account during the creation of an academic calendar, class scheduling and perhaps also in 
creating new processes for students to examine and select courses.  
Since many studies have attributed student peer association with contributing to positive 
student outcomes in colleges (J. D. Angrist, 2014; Carrell, Fullerton, & West, 2009; Garlick, 
2013; Lyle, 2007; Sacerdote, 2001, 2011; Zhao & Kuh, 2004; Zimmerman, 2003), the interest of 
this study is in the documentation of student peer association in the setting of commuter, 
community colleges, and its relationship to student academic outcomes. The majority of student 
peer association studies took place in highly selective four year institutions, and relied heavily on 
proxies (physical proximity, dormitory assignment, etc.) to determine that such associations 




association indeed exists. If students did not in fact interact with the identified peers, the 
association to student outcomes may be simply overestimated. Mining transactional student-level 
data allows investigators to address this gap by documenting the direct student peer-association 
as reflected in the course registration records. It allows researchers to ask questions related to the 
efficacy of learning communities (e.g. do learning communities actually result in student peer 
association across other classes?), and it would fill gaps in the literature pertaining to the 
association of: the number of peer associations, and the intensity of peer associations students 
experience (and need in order to succeed) in their academic studies. Furthermore, this study is 
interested in the measurement of cumulative and point-in-time peer association in settings were 
random assignment is not available.  
Statement of the problem: 
The evolution of practices employed to identify community college’s at-risk students 
may still be made more precise. Community colleges routinely classify at-risk students a single 
time, based solely on data derived at the time of admissions, and often only on a sub-set of 
students, those representing First Time Full Time (FTFT) admits. This static data fails to inform 
the fact that student’s situation change over time. As new information systems have been widely 
adopted at community colleges, and new techniques for mining administrative transaction data 
have been developed over the last decade, those changes are traceable during the course of the 
student’s enrollment. However, these data are rarely utilized by community colleges faculty and 
administrators to support students. As a matter of convenience, the attributes of first-time full-
time students have been often carried over to all students, when a finer distinction of student 
attributes is likely to yield services better suited to at-risk students. There is mounting pressure 




relatively little change to retention, persistence and graduation outcomes has taken place. Given 
this pressure, exploring new methods to use student-level data during the course of enrollment 
will provide better insights for at-risk students. Focusing on actions traceable through transaction 
tables ensures that those insights would be applicable to virtually every community college that 
employs student information system, irrespective of a vendor and computing environment.  
Research Questions and hypotheses:  
This study addresses the following research questions:  
(1) Does the use of student-level transaction data enhance the explanatory power of 
student-level behavioral indicators to predict community college student outcomes 
with regard to: 
a. Late Registration? 
b. Schedule changes? 
c. Peer effects? 
H1a: Student late registration contributes to reduced academic performance.  
H1b: Student-initiated class schedule changes made after the semester begins contributes to 
reduced academic performance. 
H1c: Evidence of peer-effect is associated with improved academic performance 
(2) How are student-level behaviors related to the community college outcomes of:  
a. Semester to semester retention? 
b. Semester credits earned? 
c. Cumulative credits earned? 
d. Semester GPA? 





H2a: Student late registration and schedule changes will contribute to reduced retention rate; the 
evidence of peer-effect and participation in freshman seminar will contribute to increased 
retention rate  
H2b. Student late registration and schedule changes will contribute to lower levels of semester 
credits earned; the evidence of peer-effects and participation in freshman seminar will contribute 
to increased semester credits-earned 
H2c. Student late registration and schedule changes will contribute to lower levels of cumulative 
credits earned; the evidence of peer-effects and participation in freshman seminar will contribute 
to increased cumulative credits-earned 
H2d. Student late registration and schedule changes will contribute to lower levels of semestrial 
GPA; the evidence of peer-effects and participation in freshman seminar will contribute to 
increased semestrial GPA 
H2e. Student late registration and schedule changes will contribute to lower levels of cumulative 
GPA; the development of a network of peers and participation in freshman seminar will 
contribute to increased cumulative GPA 
H2f. Student late registration and schedule changes will contribute to lower graduation rates; the 
evidence of peer-effects and participation in a freshman seminar will contribute to increased 









This study is informed by research on student outcomes (retention, persistence and 
graduation) in community colleges. It draws on previous studies that employed various sources 
of data, including transactional data, to evaluate the relationship between student outcomes and 
student-level behavioral indicators. The review begins with an outline of the education data 
mining framework. Then, this review is divided into the following sections that are relevant to 
the current research. First, it examines several behavioral indicators associated with negatively 
effecting student progress - in particular, students’ behavior related to delayed registration and 
schedule changes. Next, behavioral indicators associated with a positive effect to student 
progress are examined - in particular, student peer association and peer effects.  
Each section summarizes the common definition of the problems or behaviors in 
question, the proportion of students presenting the behavior or symptoms in question, the 
common effect measured on student outcomes and the common policies used in addressing such 
behaviors. It concludes by mapping the main research methods and findings in each area, and 
examines the limitations of previous research in the assessment of behavioral student outcomes.  
  
Student-Level Indicators in Administrative and Transactional Data Studies.  
 To effectively study student-level behavior in post-secondary education requires 
researchers to evaluate human behaviors by compiling transactional data in the usage of modern 
Information Technology systems in transactional data analysis has been a growing trend since 
2000. Despite the availability of institutional student data systems, very few studies have 




pertaining directly to the student experience in college. Transactional data has been primarily 
used to categorize students (pre enrollment or during their first semester), and to perform 
descriptive analysis useful in curriculum planning studies.  
In the field of community colleges research, Bahr (2010) employed student-level 
transactional data and clustering techniques to create a typology of community college-going 
students. Using retrospective data from the California Community College registration system, 
Bahr found that students fell into six clusters: transfer, vocational, drop-in, noncredit, 
experimental, and exploratory. The clustering did allow the classification of students into 
descriptive groups at entry but it did not reclassify students during their enrollment period in the 
community college system. As such, it did not account for changes in student growth or attitudes 
despite the availability of ongoing updates to descriptive student data available during the study 
period. Various aspects of student change were not taken into account, specifically, Bahr notes 
that the measurement addresses student’s initial enrollment and focused on first time students. 
Furthermore, Bahr notes that his study does not account for student remedial preparation level at 
entrance, nor does it account for students’ completion or exiting of remedial coursework. In 
addition, Bahr notes that his study, as well as other studies classifying students into 
groups/clusters (e.g. Adelman (2005); Hu and McCormick (2012)) suffer inaccuracies revealed 
by the variation in findings derived through survey instruments administered to measure student 
aspirations , and those of actual behaviors reflected by student records. Even widely used 
surveys, such as NSSE (National Survey of Student Engagement) and CCSSE (Community 
College Survey of Student Engagement) which are held to be reliable indicators for student 
attachment to college need to take into account the potential bias in student self-reporting. Using 




reclassifying students in real time, and addressing their actual behaviors in lieu of their stated 
goals. 
 There are examples of studies that have employed techniques to update student-level 
records during their enrollment using transactional data. Knauf, Sakurai, Takada, and Tsuruta 
(2010) employed transactional registration data to examine student curriculum planning 
(specifically, in the engineering professions) and to evaluate a pathway that optimizes student 
learning and success. Through the development of a “Dynamic Storyboarding System”, they 
evaluated student’s learning processes and evaluate majors’ curricula. This study was mainly 
descriptive in nature, and did not evaluate the quality of each student pathway nor its potential 
contribution to student success. In a more recent study of theirs (2013), Tsuruta et al. expanded 
on their earlier study (2010) which had focused exclusively on curriculum planning in order to 
answer two broader questions:  
(a) What do the successful students’ paths [in college studies] have in common?  
(b) What paths distinguish more successful students from those of less successful students [in 
their college studies]?  
While Tsuruta et al. (2013) show that successful students may take certain pathways that 
differ from other students, their studies did not take into account out-of-classroom student 
behavior. They did not examine student’s development of peer networks, registration patterns or 
relationship between the required orientations and seminars for freshman and actual attendance. 
Furthermore, their analysis focused exclusively on students who are highly prepared 
academically (admitted to competitive engineering programs), and did not examine the settings 
of open-admission institutions. Third, given the focus on a subset of programs in engineering 




pathway. Fourth, due to the nature of the tested programs, the number of iterations and pathways 
a successful student may take is limited. Therefore, their findings may simply reflect on students’ 
ability to follow a well prescribed sequence in lieu of making individual decisions. Meanwhile, 
Tsuruta et al. (2013) suggest that employing transactional data could be fruitful in terms of 
computing the mined results. Specifically, they note that the adaptation takes place in relation to 
both the educational history of the considered students (so that the longer the student is part of a 
study the more information is gained about her performances), and the database, whose data is 
dynamically updated by the students’ study results reflected on the transactional data (at the 
cohort level), also increases the accuracy of data mining over time. While previous studies (Bahr, 
2010; Hu & McCormick, 2012) used profiling data with little or no updates, Tsuruta shows that a 
profiling approach that is dynamic (and takes into account recent history of the student using 
transactional data) is likely to improve at risk models’ predictive accuracy over time.  
Employing those practices in the settings of an open-admission institution will greatly 
benefit advisors, administrators and faculty struggling with limited resources to address the 
needs of at-risk students.  
Drawbacks of Previous Studies: The Need to Focus on Transactional/Time-Based Data 
Studies relying on transactional data analysis borrowed techniques, methods and tools 
from DM, artificial intelligence and other closely related fields to have a particular focus on 
theoretical and practical education data challenges. While current studies have drawn from 
administrative datasets, the current study adds to the literature by using transactional data. 
Transactional data better presents student behaviors and interactions with the college system(s), 
and may better reflect on student-level affects than direct response to surveys. It accounts for all 




history at a college. Student-level behaviors (derived from the transactional data) can serve as 
indicators for their progress in the degree path, or as potential indicators of departures from the 
degree path. Specifically, the ability to monitor those indicators on real-time (semestrial) basis, 
allows to improve community college’s administrators, advisors and faculty to focus limited 
resources on particular groups of at-risk students.  
 
Late Registration 
A review of the literature associated with late registration shows numerous definitions 
were used to identify the behavior. Researchers have differentiated late registration from other 
forms of registration in terms of a specific point in time, or a range of dates, relative to the first 
day of classes. Of these, the majority describe late registration as any registration occurring on 
the first day of class or anytime afterwards (Belcher & Patterson, 1990; Hale & Bray, 2011; 
Hiller, 2005; Mendiola-Perez, 2004; O'Banion, 2012; Safer, 2009; Schmidt, 2004; Sinclair 
Community College, 2005; Sova, 1986; Zottos, 2005). In Moore, Shulock, Ceja, & Lang (2007) 
only those registering for over 20% of their classes, on or after the first day of classes, were 
sampled. Other studies varied as to the range of dates sampled: during the first three days of 
classes (Neighbors, 1996); during the first week of classes (Diekhoff, 1992; Perkins, 2002); first 
eight days of class (Street, 2000); first twelve days of classes (Chilton, 1964; Parks, 1974); first 
day of class until the last day for adding courses (Diablo Valley College, 2004); three days 
before through eight days after the start of the term (Stein, 1984); one week after classes began 
and later (Angelo, 1990); two weeks before through twenty-one days after classes began 
(Cornille, 2009). In two other studies (Goodman, 2010; Peterson, 1986) limited the sample to 




 Beginning with the earliest study found on late registration (Chilton, 1964), and 
overwhelmingly in those that followed, the literature suggests that late registration is negatively 
associated with student academic outcomes. There are few underlying reasons for the negative 
effect: Overall the findings indicate a late registrant student is more likely to withdraw or fail 
than students who register on time (Roueche & Roueche, 1993; Sinclair Community College, 
2005; Sova, 1986; Tincher-Ladner, 2006). Most obviously the negative influence stems from the 
student’s need to complete the course requirements for an entire semester in less time than 
required. They might begin a course without having completed an early assignment, missed a 
course orientation explaining the syllabus or was absent during assignment to working groups.  
Consequently the late registrant is set in a position where he or she needs to acquire the 
foundation knowledge for a given course retrospectively. Frequently, limited course seating 
compromises the late registrant into taking a class with a non-preferred professor and/or at an 
inconvenient time. Although barely addressed in the literature it would be fair to assume that 
arriving late to class connotes a negative social stigma perceived by both the professor and 
classmates.  Lastly, college support resources are not geared to assist with the issues facing late 
registrants (Summers, 2000a).  
 
Late Registration Studies 
Despite the prevalence of late registration practices permitted at the majority of open-
enrollment colleges, few rigorous studies have been conducted to determine the effect of late 
registration on postsecondary student outcomes. Method, population, study-period, and the 




Studies varied greatly in size by the number of students, semesters and institutions 
sampled. The largest late registration study found, (Moore et al., 2007), followed 260,215 
degree-seeking students at 109 California Community Colleges from 1999-2006. The majority of 
studies have been conducted on relatively small samples, between 100 and 1,700 students, tested 
over a single semester, and confined to a single campus, or single academic major. Examples 
include: Diekhoff (1992) with an average N=110 students per year, Ford, Stahl, Walker, and 
Ford (2008) with N=253, Smith, Street, and Olivarez (2002) with N=251, Sova (1986) with 
1,673, and Summers (2000a) with N=1,365.  
Typically, studies sampled students for only one semester at a single institution by either 
using a randomly selected sample (Angelo, 1990; Chilton, 1964; Diekhoff, 1992; Keck, 2007; 
Mannan & Preusz, 1976; Neighbors, 1996; Parks, 1974; Peterson, 1986; Street, 2000) or the 
entire student body (Belcher & Patterson, 1990; Goodman, 2010; Sinclair Community College, 
2005; Stein, 1984). Others sampled all students at one college over longer periods of time: 
Cornille (2009), three fall semesters; Mendiola-Perez (2004), three years; Perkins (2002), two 
fall semesters; and Safer (2009), two years. Hale (2011) studied all students at three rural 
community colleges over four years, and Zottos (2005) sampled from nine campuses in one large 
urban community college for one spring semester. Several studies limited their sample to 
subpopulations: McWaine (2012), studied only African American males at one college over 
three years; Diekhoff (1992), studied introductory psychology students he had instructed in 50 
individual classes over 14 years; Schmidt (2004) sampled only financial aid recipients for one 
semester, and Sova (1986) which sampled in precollege English and introductory English classes 





Findings of Late Registration Studies 
The varied methodologies used for studying late registration has not surprisingly 
generated a varied set of results. All studies indicate that late registration is prevalent when the 
practice is permitted. Studies varied in the proportion of late registrants. Typically, the outcomes 
examined were limited to course completion rate, GPA, and persistence into a subsequent 
semester, with limited control for additional covariates.  
Among late registrants, students were more likely to be males, African Americans, and 
Hispanics (Keck, 2007; Summers, 2000a), non-traditional students, and students not receiving 
financial aid (Summers, 2000a). Summers (2000b), found these outcome variables were 
associated with late registration even after controlling for the student characteristics of age, 
gender, ethnicity and academic intent.  
In the two studies with the largest sample-size, Moore et al (2007) with 109 campuses, 
and Zottos (2005) with 9 campuses, reported one out of four courses (24% and 27% respectively) 
were added through late registration. In a broad sampling “11% of CCSSE [Community College 
Survey of Student Engagement] respondents (26,828 of 238,504) and 8% of SENSE [Survey of 
Entering Student Engagement] respondents (2,629 of 34,266) say they registered after the first 
class session for at least one class” (Center for Community College Student Engagement, 2012, 
p. 13).  
Generally, late registration is predictive of earning lower GPA, and increased course 
withdrawals (Freer-Weiss, 2004; Hiller, 2005; Moore et al., 2007; Roueche & Roueche, 1993; A. 
B. Smith et al., 2002; Summers, 2003); and students were less likely to persist in school in 





Limitations of Previous Studies of Late Registration, and the Deficiencies that will be Addressed 
Utilizing Student-Level Transactional Data  
The studies of student late-registration to date suffered from the following limitations that 
can be overcome using time stamped student-level transactional data:  
First- lack of a unified, replicable definition of late registration. Among the studies 
reviewed comparison was made difficult owing to the lack of a standard definition of late 
registration. The lack of a standardized definition was, in part, due to the data collection methods 
(surveys vs. administrative records); lack of synchronization with the registration cycle of the 
institution; and usage of data in special or specific programs that may not be applicable to an 
entire college. The result was a limited ability to generalize conclusions regarding late 
registration. The lack of standardization in data sources documenting late registration, and in the 
data collection procedures, resulted in an inability to test and/or replicate the results of previous 
studies.  
Second, limited investigation of the longitudinal impact of late registration. Most late 
registration studies did not look into the longer term affects (beyond one semester or academic 
year) on students’ academic outcomes in terms of semester to semester persistence, early 
departure or graduation. In short, previous studies fell short on the evaluation of students’ 
longitudinal outcomes, and as such could not be used to develop predictive models.  
Third, lack of control for detailed covariates and dynamic changes over time. Previous 
studies’ reliance on a limited set of covariates produced results with weak explanatory power 
compounding the effect of short study period. Specifically, none of the studies reviewed updated 
baseline data (such as: age, remedial status, financial attributes, academic attributes (major, 




profile over time. As those covariates change and update regularly, it carries implications to the 
student profile and composite risk (e.g. financial aid dependency status often vary). It is possible 
that delayed registration may reflect on student’s external constraints. Taking into account those 
constraints using covariates would better inform decision makers regarding the impact of the 
late-registration indicator compared with other constraints, such as availability of funds for 
tuition.  
Fourth, the studies did not use late-registration behavior as a risk indicator for future 
performances nor as a possible ‘proxy’ for students’ unobserved qualities. This can be attributed 
to the inability to correlate inter-semester patterns, financial and academic covariates, and other 
additional behavioral indicators such as: change of major, class attendance, stop-outs, et cetera.  
 Mining student-level transactional data in the evaluation of student late registration 
allows to overcome those challenges:  
First, transactional (time stamped) data enables the researcher to map the full registration 
cycle of students, and evaluate the cycle against the transactional data at the individual (student) 
level. It then takes into account the established key-dates structure common for all colleges (e.g. 
first day of registration, first day of classes, and last day of a semester). Through the comparison 
of this information, transactional data enables a clear mapping of each student’s late registration 
occurrences and patterns (e.g. a single course or multiple courses, or single instance or chronic 
behavior; early or late registration). As a result, employing the transactional data allows 
standardization of a late registration definition that can be verified, replicated and generalized 
across institutions.  
Second- the student-level transactional data includes in the evaluation of late registration 




survey or have a detailed record available. It enables the retrieval of all registration records from 
the transaction files, including temporal information related to each action, which ensures full 
coverage of the student group.  
Third, because the student-level transactional data contains all registration activities and 
provides a time stamp as to their occurrence, it the impact of late registration indicators can be 
evaluated of beyond the span of the semester or the academic year in which it took place. It can 
do this by linking the student record across semesters, and not through direct data collection 
(which is subject to the limitations of data completion and accuracy through surveying). 
Transactional data enhances the researcher’s ability to document the behavioral indicator across 
time periods that is limited through other methods. Furthermore, transactional data allows the 
researcher to establish different weights to recent behavioral indicators compared with historical 
behaviors of the subject (e.g. schedule changes in a recent semester may provide a better 
indication than changes that took place two years ago).  
Fourth- through student-level transactional data analysis the researcher has enhanced 
abilities to control for covariates and changes in a student’s profile, and gains control for 
changing covariates over time, allowing for improved explanatory power within each semester 
during the longitudinal study period. Employing transactional data contributes directly to the 
models’ ability to control for student-level qualities that impacts both positive and negative 
educational outcomes (Knauf et al. (2010)). It enables the researcher to account for a detailed 
academic and financial profile of the student which was not available for testing in previous 
studies. As such, studies employing student-level transactional level data can provide better 





Schedule Changes (Course Shopping) 
After a student registers for classes, either as an early or late registrant, they often make 
changes to their schedule by adding and or dropping courses. Rules governing these schedule 
changes vary by institution, but most schools allow these changes to occur before classes begin, 
and then for a short period (first one or two weeks) into the semester. Not all schedule changes 
are student initiated: Between 10% and 35% of schedule changes are due to course cancellations, 
time changes, departments adding courses, or mistakes made during the enrollment process or in 
advising ((Moran, Bausili, & Kramer, 1995; Morris, 1986) as cited in (Hagedorn, Maxwell, 
Cypers, Moon, & Lester, 2007)). With the exception of Broadbent (1975) and Hagedorn et al. 
(2007), the examination of course schedule changes have not been specifically targeted within 
student behavioral studies. Although there have been many course registration behavior studies, 
few rigorous longitudinal studies have been conducted to holistically examine the relationship 
between: individual student characteristics; course registration behavior (early -vs- late 
registration, late registration due to late admit, schedule changes (drop/add), and change of 
major); and various academic outcomes (i.e. GPA, credits attempted, retention, early transfer, 
etc.). 
Student-initiated schedule changes are likely to be negatively associated with student 
academic outcomes as they occurred in response to dissatisfaction with professor or course 
content, level of difficulty, and inability to keep up with class assignments (Broadbent, 1975).  
More recently (e.g. Conklin (1997); Diablo Valley College (2004)), studies have reported that 
student-initiated schedule changes are likely to reflect on work schedule conflicts, 
time/inconvenient course schedule, external family or personal problems, concerns with 




external constraints to study during the semester (in lieu of planning ahead), falling behind with 
assignments, and adjusting to the expectations and requirements of new instructors. Incidentally, 
schedule changes may result in financial pressure through additional fees and/or tuition charges: 
Colleges typically employ a partial tuition refund policy for students who conduct schedule 
changes mid semester. Hence, a student who conducts schedule changes regularly may 
effectively pay a higher tuition rate, which will not be covered through student aid (if 
applicable). Premeditated schedule change among those students who intentionally perform 
‘course shopping’ reflects an attempt to avoid courses with challenging academic requirements 
or the inability to predict external constraints such as work and/or family schedule, indicative of 
a lower commitment to the academic curriculum (Hagedorn et al., 2007). Conversely, 
academically successful students have fewer schedule changes, fewer course drops, and when 
they did conduct schedule changes they conduct them very early (within the first week of the 
add/drop period) (Summers, 2000).   
Schedule Changes Studies 
Three frequently cited studies that surveyed community college students’ registration 
behavior found that the primary reasons given for course shopping (drops and adds) were the 
availability of courses offered or personal matters external to college. In addition, reasons such 
as: dissatisfaction with course content, level of difficulty, and inability to keep up with class 
assignments, where also cited. (Broadbent, 1975; Grimes & Antworth, 1996; Thomas-Spiegel, 
1997).  
Hagedorn et al. (2007) identified two main kinds of course shopping patterns and referred 
to them as: 1.) cyclic shopping (the pattern of dropping a course and adding another in its place) 




expectation of dropping some later in the semester). Fifteen percent of students practiced regular 
bulk and/or cyclic shopping (2007, Tables 3 and 7). Within these two behaviors cyclic shoppers 
were more likely to have lower GPA, dropped courses early in the semester, and then were more 
likely to withdraw from or fail their other courses. Approximately one quarter of all students 
practiced some form of occasional drop/add behavior which was not associated with lower 
academic performance. 
To investigate why students changed schedules, and which courses were changed most 
often, Conklin (1997) administered a survey to all students requesting to drop a course at a large 
suburban community college in a five year study (spring 1988- spring 1993). The average rate of 
courses dropped during the study was consistently between 15%-16% of total enrollments. The 
five most frequent reasons respondents gave for dropping a course were: Work schedule 
conflicts (33%), Bad time/inconvenient (21%), Personal problems (18%), Too hard/bad grades 
(16%), and Disliked instructor (12%). 
Several studies though have been conducted at community colleges which produced 
findings related to schedule changes in the context of a broader study of student registration 
behavior. In two such studies which were heavily cited in the literature a relationship between 
schedule change behavior and academic outcomes of semester-to-semester persistence and 
academic performance (GPA or credits earned) were found to exist (Diablo Valley College, 
2004; Summers, 2000a). 
In a descriptive study of student registration behavior on academic performance 
conducted at Diablo Community College (2004) all 122,000 students who enrolled from fall 
2001 through spring 2003 (3 years) were analyzed. This study defined schedule changes as early-




finding was that students who were changing their schedules were outperforming other students. 
On average, 19% of the student population made changes to their class schedules. The Highest 
rate of course change, 25%, was among transfer-bound students (primarily full-time, young, 
White, Asian, or international students), while the lowest were students described as having a 
personal goal of lifelong learning at 8%. Overall, full-time and young students made the most 
schedule changes at 89% and 29.6%, respectively. Among the general student population the 
highest course success rates (73.7%) and course retention rates (83.4%) belonged to students 
whose registration strategy was to register as early as possible, and then make schedule changes 
during the late registration period (Morris, 1986); the lowest were late registrants at 63.5% and 
77.1%, respectively. The same pattern of higher success rate was seen among remedial students, 
with schedule-changers having higher course success (66.7%) and course retention rates (82.2%) 
when compared to late registrants at 57.3% and 76.5%, respectively.  
Summers (2000) conducted a rigorous examination of enrollment behavior for all first-
time/full-time students who first matriculated at a rural Midwest community college. Individual 
cohorts were followed for their first fall and spring semester during three years (Fall 1994, Fall 
1995 and Fall 1996). Summers collectively measured the number of schedule changes as any 
drop, add or section change; and differentiated an early schedule change as occurring any day 
prior to the start of the fall semester through the first seven days of the fall, and all others as late 
schedule change. Summers came to the following three conclusions: First, students who persisted 
from their first fall semester into their first spring semester averaged statistically significant 
fewer changes to their first fall semester course schedule (2.47 course drops) as compared to 
students not enrolled for the spring semester (4.18 course drops); secondly, students enrolled in 




for the spring semester (3.03); and lastly, students enrolled in the spring semester averaged 
making a larger proportion (54.4%) of their schedule changes early (within the first week) of the 
add-drop period. White students, female students, and students who were not eligible for 
financial aid were significantly more likely to change their schedule during the early add-drop 
period than other students.  
Summers (2000) found a correlation between schedule change and GPA, and GPA was in 
turn found to be the most significant factor associated with attrition. This strong relationship 
between GPA and attrition is consistent with Bean and Metzner’s (1985) model of non-
traditional student attrition, and also the structural equations model of total effects on persistence 
by Cabrera, et. al. (1993). When holding all student characteristics constant, and controlling for: 
number of course drops, when a student initially enrolled for the fall semester, and number of 
course adds; Summers found that the odds of persisting from fall to spring semester dropped 
50.2% for each additional course dropped during the fall semester, and increased by 52.8% for 
each additional course added during the fall semester. In his best model to predict student fall to 
spring semester persistence, which controlled for: number of course drops, number of course 
adds, date student initially enrolled; and fall semester GPA and fall semester course completion, 
Summers determined for each additional course dropped by the student in the fall semester, the 
odds of enrolling for the spring semester decreased by 24.5%.  
 
Limitations of Previous Studies of Schedule Changes, and the Deficiencies that will be Addressed 
Utilizing Student-Level Transactional Data 




First, most registration behavior studies uncovered various associations, such as late 
registration, within the context of broad registration behavior studies, but did not treat schedule 
changes as a central focus.  Given the constraints on data collection, previous studies faced 
challenges in the segmentation of schedule changes information from normal registration 
activities, and did not have access to document a student’s full registration path. Compounding 
the paucity of results was the ill-defined and confusing array of ways in which late registration 
was defined. As a result, studies were limited in their ability to create and align a single 
definition of schedule changes that may be applied across colleges.  
Second, the treatment of schedule changes in studies varied widely in terms of study 
period, and generally were conducted over very limited timeframes making it either impossible 
or ill-suited to examine the longer term effects (beyond one semester or academic year) on 
students’ academic outcomes, such as long term retention and graduation trends. As such, 
previous studies fell short on the evaluation of students’ longitudinal outcomes and therefore 
could not be used to develop predictive models.  
Third, previous studies of schedule changes used information collected directly from 
students or administrators, and were not able to corroborate the records accuracy. In addition, 
direct data collection was subject to the constant decline in participants’ response rate and 
response quality.  
Fourth, previous studies fell short on their ability to accurately differentiate student-
initiated schedule changes versus system or campus schedule changes due to limited ability to 
examine the change record. For that reason, they were subject to misclassification of the change 




Fifth, previous studies rarely used schedule changes or 'course shopping' as a risk 
indicator for future performance, nor was it possible to establish a ‘proxy’ for students 
unobserved qualities. In particular, it is possible that previous studies using surveying techniques 
were not able to link the reported behavior to a cause and effect relationship to the students’ 
academic record.  
Employing student-level transactional data allows researchers to overcome those 
deficiencies, and provided important advantages to the current study:  
First- the student-level transactional data enables the researcher to map the full 
registration cycle, and evaluate it against the transactional data for each student. Through the 
standardization of key points in time , which could be applied to any college (e.g. first day of 
registration, first day of classes, and last day of a semester), it enables the mapping of schedule 
changes. Analysis that combines transactional data with ‘key points in time’ enables colleges to 
create a single definition of schedule changes that can be compared across colleges and provide a 
clear overview of schedule changes that was not previously available. It removes constraints of 
previous studies that relied on partial mapping of a registration cycle (and were sensitive, for 
example, to the definition of schedule change periods) and employs a consistent definition of 
schedule changes for all students in the sample.  
Second- student-level transactional data allows for the evaluation of schedule change 
indicators beyond the course of a semester or an academic year, which requires a linkage to the 
student record (and not direct data collection). It enhances the researcher’s ability to document 
behaviors across time periods, which is limited through other methods. Consequently, it allows 




historical behaviors of the subject (e.g. schedule changes in a recent semester may provide a 
better indication than changes that took place two years ago).  
Third, when evaluating student-level transactional records against the key dates, one can 
provide an accurate (virtually complete) mapping of a student schedule changes. It can be 
achieved because transaction information derived from the transactional data contains both 
individual (student) record ‘stamp’ and time record ‘stamps’. Since the transactional information 
is associated with numerous additional systems (in particular, student billing and transcripts) its 
accuracy is high and updated constantly. Such a level of accuracy and redundancy of record 
checking is superior to the ones employed in existing schedule changes studies.  
Fourth- mining student-level transactional data, allows to examine not only if a schedule 
change place took place but also the initiating mechanism (e.g. student, scheduling, bursar, etc.). 
It increases the accuracy of the information collected, and overcomes the challenges noted in 
previous studies regarding the completeness and accuracy of schedule changes.  
Lastly, the richness of student-level transactional data greatly enhances the ability to 
recognize patterns of course schedules; in particular it allows to determine if a course schedule 
changes is a regular pattern for the student and provide direct evidence for ‘course shopping’ or 
‘bulk shopping’, and estimate the magnitude of those behaviors on student outcomes.  
 
Peer Effects 
 Although peer effects have been studied in both secondary and post-secondary education 
with relation to various academic outcomes, the main body of the literature on peer effects in 
post-secondary education is focused on traditional age, four-year, residential college students. 




admissions institutions and community colleges. In community colleges and commuter 
institutions this research has been centered on peer effects related to learning communities.  
 Student peer association is correlated with student outcomes. Indeed, most people have a 
powerful intuition is that peers matter in connection with a positive association between students 
and academic outcomes (J. D. Angrist, 2014; Griffith & Rask, 2014). Related to the potential 
benefits of peer association there has been a call to promote social relationships among non-
traditional students in order to help them feel more comfortable in college and provide them with 
access to information that can ease their path toward a degree (Karp, 2011).  Peer associations 
may influence student outcomes for several reasons. First, several peer effect studies noted that 
proximity to peers influences student (and individual) outcomes by gaining knowledge from their 
experience in similar settings. For example, students who have peers who went through a similar 
course or had similar experiences may benefit from their knowledge and understanding of the 
course (Zimmerman, 2003). Similarly, due to the inherent equality and social context of being a 
peer, students may be better positioned to interact informally to transfer knowledge (Winston & 
Zimmerman, 2004). Peer association may result in relationships which support the sharing of 
course materials, knowledge transfer, and support for events such as absenteeism.  Having peers 
helps students get to know each other better and more quickly, which in turn leads to the 
development of social and academic support networks crucial to their progress in the degree 
(Visher, Schneider, Wathington, & Collado, 2010). When students form peer associations, they 
are more likely to get involved in collaborative learning (Vincent Tinto, 1993, 1997; Visher, 
Wathington, Richburg-Hayes, & Schneider, 2008). Collaborative learning, study groups and 
mutual support will enhances student interaction, promotes a sense of belonging, encourages 




Rocconi, 2011; Visher et al., 2008). Ties to the college and academic program are also 
strengthened by peer relationships which results in lowering the probability of early departure. It 
further provides the student with opportunities to gain access both to informal in school 
knowledge (e.g. internships, scholarships, course openings etc.) as well as network for job 
searches, social benefits, and general support.  
 
Newcomb’s Model of Peer Influence 
 Initial research on peer effects in postsecondary education stems from the work of 
Newcomb (1962) and Newcomb, Brown, Kulik, Reimer, and Revelle (1970). In these studies 
students were seen as members of groups, and that those groups exerted social and cohesive 
influence on its members, such that individuals develop expectations and reliance of each other, 
as well as favorable attitudes towards one another. From this perspective, peer influence can be 
attributed to changes in students’ attitudes rather than from the intrinsic attributes or skills that 
individual members possess (Newcomb, 1962; Newcomb et al., 1970; Weidman, 1989). 
Newcomb (1962) believed that this attitudinal change took place through the sharing of group 
norms; and was contingent upon the level in which the groups' messages took place in isolation 
of the external environment, within moderate-sized groups, and among members who shared 
common backgrounds. The amount of time students share in close proximity strongly influences 
these peer effects (Newcomb, 1962; Pascarella & Terenzini, 2005). For that reason the 
conditions for peer influence should be most prevalent within residential colleges, yet Newcomb 
(1962) and Berger and Milem (2000) point out that colleges can foster environmental conditions 





Previous Studies of Peer Effects 
 The general consensus within the post-secondary literature is that peer effect is associated 
with small yet positive effects on academic outcomes such as GPA at traditional residential 
institutions (Foster, 2006; Sacerdote, 2001, 2011; Zimmerman, 2003). The effect may differ by 
academic preparation level and previous achievements; and the effect of 'social' peers seems 
stronger than the effect of 'randomized' peers (Foster 2006). There was also little effect on 
decisions regarding academic major or career-choice patterns (Sacerdote, 2001). To a greater 
extent, peer-effect was found to have significant influence on personal behavioral decisions, in 
particular extra-curricular activities, and also on the level of academic effort outside of the 
classroom (Sacerdote, 2001; Zimmerman, 2003). 
There are some exceptions. Peer effect studies conducted at the U.S. Army (Lyle, 2007) 
and U.S. Air Force academies (Carrell et al., 2009), where intense peer-interaction takes places 
within designated squads, found a significant effect of peers on academic GPA, especially during 
the first year. This supports Newcomb (1962) and Pascarella and Terenzini (2005) assertion that 
propinquity is an important peer-effect factor in post-secondary education.  
Studies also found that low-achieving students were harmed through their placement with 
high-achieving students (termed 'Invidious Comparison' by Sacerdote (2011)).  Meanwhile, 
average and high-achieving students benefited from placement with high achieving peers 
(termed “Boutique/Tracking” by Sacerdote (2011)) (J. Angrist, Lang, & Oreopoulos, 2009; 
Carrell, Sacerdote, & West, 2013; Feld & Zölitz, 2014; Garlick, 2013; Sacerdote, 2001, 2011). 
 Sacerdote’s (2011) review of previous peer-effect studies suggests that the negative effect 




roommates who have a history of binge alcohol consumption in high school were more likely to 
engage in binge drinking in college (Duncan, Boisjoly, Kremer, Levey, & Eccles, 2005).  In 
particular, the peer effect of fraternity membership on frequency of drinking was significant and 
increased the frequency of drinking (up to 20 percentage points) (Desimone, 2007).  Other 
studies have documented peer-effect on various other negative behaviors, such as cigarette 
smoking (Wilson, 2007), marijuana use, and sexual activity (Duncan et al., 2005).  Those peer 
effects, where one or more disruptive peer creates negative effects on surrounding fellows is 
referred to as the 'bad apple' effect (Sacerdote, 2011; Schuck & Zeckhauser, 2006 as cited in 
Bahr (2010)) .  
 Expanding upon previous research, Stinebrickner and Stinebrickner (2006) provided 
interesting insights to reveal the greater role played by curricular interaction over those of 
dormitory roommate interaction in the development of a student’s social integration and 
establishing a peer network: This curricular interaction was demonstrated to be greater in terms 
of peer effect than those from roommate and dormitory interaction.  Perhaps this finding relates 
to the positive peer effects learning communities have been found to have in studies on students 
at non-residential institutions (Chesebro, Snider, Venable, Green, & Mino, 1999, June; Engstrom 
& Tinto, 2008; Shapiro & Levine, 1999; Stassen, 2003; Vincent Tinto, 2003; Zhao & Kuh, 
2004).  In addition, they report that the effect of peers, while recognized, has minor influence 
over other factors including "the effort a student puts into studying, the quality of his/her study 
time, and his/her beliefs about the importance of educational attainment" (Stinebrickner & 





The Role of Learning Communities.  
In an effort to both replicate the cohort model and create synergistic linkages within the 
curriculum, learning communities encourage small groups of students to enroll in two or more 
connected courses. Students enrolled in a learning communities are more likely to have higher 
GPAs, earn more credit hours, and persist towards graduation at higher rates (Taylor, 2003).  
These higher rates of academic achievement are generally consistent regardless of institutional 
type, student demographic, or learning community format (Engstrom & Tinto, 2008; Knight, 
2003; Price, 2005; Stassen, 2003; Vincent Tinto, 2003; Zhao & Kuh, 2004). The four most 
common formats of learning communities are: 1) paired or clustered courses; 2) cohorts in large 
courses; 3) team-taught programs; and 4) residence-based programs (Shapiro & Levine, 1999).  
Vincent Tinto (1993) established that college persistence was tied to a student’s ability to 
integrate within a college setting, claiming that students who developed strong ties (a sense of 
belonging) to the college were more likely to persist. Such connection is made possible through 
the creation of strong relations with peers, faculty and staff. In relation to learning communities, 
Vincent Tinto (2003) found that students in learning communities formed self-supporting 
groups; in class, and beyond the classroom setting. The learning community setting increases 
students’ time spent together (inside and outside of the class) and increases time spent on 
learning activities. In addition, students in the learning communities are reported to be more 
active in the classroom. Vincent Tinto (2003) highlights the role of learning communities in 
creating not only "shared knowledge" (shared, coherent curriculum), but also "shared knowing" 
(enabling students to be familiar with each other) and "shared responsibility" (such that students 
are mutually dependent on one another so that the learning of the group does not advance 




institution (i.e. community colleges) learning communities enhance academic outcomes. The 
longevity of the effect and its magnitude may vary. Scrivener suggested that the influence of 
peers in learning communities may concentrate in the semester in which students enrolled in the 
learning communities (Scrivener et al., 2008).  
 
Limitations of Previous Studies- The challenge of using random sampling to measure peer 
effects, and alternative methods employing student-level transactional data  
The analysis of peer-effects conducted-to-date suffered from the following deficiencies: 
first- these studies are limited to trials in selective and highly selective institutions: two of 
the studies took place at Dartmouth College (Sacerdote (2001)); Williams College, (Zimmerman, 
2003), both highly selective institutions; randomized trials of peer effects took place at West 
Point, (Lyle (2007)); and U.S. Air Force Academy, (Carrell et al. (2009)), all highly selective 
institutions in which randomized peer trials were conducted. Even a low-ranked student in a 
cohort at one of these schools is likely to be highly qualified from an academic perspective. 
Stinebrickner and Stinebrickner (2006) is among the few random assignment peer-effect studies 
that used students of disadvantaged background: However, because of the unique funding 
structure of the school, where all students receive full scholarship and housing, irrespective of 
family income, the admission pool is competitive (the admission rate for the institution tested is 
approximately 35 percent, making it a moderately selective institution). The selectiveness setting 
impacts the generalizability of the results to wider groups of postsecondary institutions. 
Randomized trials may provide a good estimation of the isolated 'randomized' peer effect, but are 
less applicable to the commuter and two-year college settings, where students have limited 




College Student Engagement, 2012; V. Tinto & Russo, 1994; Townsend & Wilson, 2008; Visher 
et al., 2010), or socializing through extra-curricular activities. 
Second- previous studies assumed that students refer to their assigned group as peers, and 
assumed interaction of peers but did not test the assumption. In fact, previous studies noted that 
the estimated peer effects are sensitive to the definition of peers (e.g. in class, in dorms, in close 
proximity) and peer groups (Foster, 2006), as well as to the ability to measure peer's 
characteristics (Stinebrickner & Stinebrickner, 2006). In randomized trials evaluating peer 
effects (e.g. Sacerdote (2001); Lyle (2007); Carrell et al. (2009); Duflo, Pascaline, and Kremer 
(2011); Carrell et al. (2013); Feld and Zölitz (2014)) researchers based their findings on the 
assumption that an interaction between peers had indeed taken place. However, they did not 
measure the actual type or intensity of exposure to peers, either in-class or in other settings. The 
methodology of random assignment could not account for 'social' peers (Arcidiacono, Foster, 
Goodpaster, & Kinsler, 2012; Foster, 2006), and studies that employed random assignment 
provided limited, if any, measure of rate of exposure to peers (time or courses, number of peers, 
or proportion of the activities).  
Third, previous studies on peer relationships represented either a semester or an academic 
year by taking a sample at a single point in time. This prevented the study’s ability to evaluate 
longitudinal differences in the exposure to peers or changes in an individual’s network of peers. 
In fact, and peers may move in and move out of an individual’s student network the exposure 
rate will change over time.  
Fourth , Several scholars (Manski (1993), Sacerdote (2001, 2011), and Hanushek, Kain, 
Markman, and Rivkin (2003)) have noted a challenge evaluating causal relationships in peer-




separating peer-effects from other covariates. Previous studies had a very limited set of 
covariates available and consequently the ability to control for unobserved variables was limited.  
 Student-level Transactional data allows to overcome those deficiencies, and provides 
important advantages to the current study: 
 First, the student-level transactional data analysis derives student-peer relationship 
information directly from course registration records. It is efficient at compiling complete data 
sets, repeatedly at key points in time, over complete populations. For example, in this study each 
student (N=3,128) was reevaluated every semester for academic performance, financial attitude, 
demographics, registration behavior leading up to the semester, peer associations, late 
registration, and class attendance. The key benefit being that additional important measurements 
of peers can be derived to better estimate peer-association and determine: How many peers does 
a student have, what portion of a student’s classmates are peers, what is the exposure rate 
(repeated peer association, and longevity of peer associations) for student-peers. Previous studies 
which did not employ transactional, time stamped data, were far less effective or incapable, of 
deriving this information. Transactional data further permits to employ procedures in order to 
retrieve and post process records and to generate the summary information from administrative 
records.  
Second, student-level student transactional data is useful to conduct peer association 
studies in settings where a randomized trial is not feasible. In this study, student-level 
transactional data allowed for the identification of and measurement of peer creation, and the 
impact of those peer relationships, all in the natural setting of a commuter, open admission 
community college. Transactional data allows for the measurements of student interaction to be 




available to complete a detailed survey or direct data collection regarding their experience in the 
college.   
Third, student-level transactional data enables measurement of peer association and its 
influence overtime. It enables the evaluation of peer-interaction across semesters, without the 
need for follow-up surveys, and not only at a single point in time. It further enhances the quality 
of peer studies by its ability to control for the length and rate of exposure to peers, and by 
controlling for the exposure to ‘recent’ peers versus ‘historical’ peers.  
Fourth, time stamped student-level transactional data allows researchers to measure the 
academic qualities of peers directly: The peer groups being identified through the administrative 
records, and summary information (i.e. academic standing) regarding individual peer qualities 
may be derived. It may provide greater accuracy of the student peers’ quality compared with peer 
studies that do not employ an actual, direct measurement of students’ association from existing 
records, and simply use regional or cohort summary profiles to assess peer-group impact.  
Fifth, as the information available to community colleges is growing, using student-level 
transactional files allows colleges to revisit peer-association evaluations by adding new variables 
that are determined to be important or become available to colleges and universities (e.g. income 
data derived from tax records/FAFSA forms). Studies that do not use the information available at 
the transaction levels are limited in their ability to update and revisit their findings.  
Lastly, employing student-level transactional data provides great accuracy in the student 
records in terms of an actual proximity to specific peers that cannot be achieved through other 
methods of data collection, in particular surveys and cohort estimation; it provides greater 
coverage (virtually for all participants) of their exposure to peers irrespective of response rate to 





METHODS AND PROCEDURES 
Sample. 
Using data from a cohort of N=3,128 students entering a single, large, urban, public two-
year community college, this study investigates the effect of student-level behaviors on their 
academic performance and progress in the degree. This cohort consisted of every student, first-
time and transfers, whether full-time or part-time, which first entered the college at the beginning 
of the study period. The study aggregates student-level records for the cohort over a period of 
about six years (September 2003 through December 2009); purposely coinciding with the 
National Center for Education Statistics (NCES) Beginning Postsecondary Studies (BPS 
2004:09) sample. This study demonstrates that measurements of additional, pattern/behavioral 
indicators can be retrieved from transactional, time stamped records, and can used by community 
colleges to better understand the combined risks influencing student pathways and affecting 
student outcomes. In addition, this study is useful in that it presents a methodology to identify 
useful behavioral indicators hidden within a comprehensive set of administrative student-level 
records and transactional data, circumventing the need to perform extensive intrusive data 
collection. Furthermore, by examining the joint effect of these indicators (late registration, 
schedule changes, peer effects and freshman seminars) this study enables the measurement of the 
outcome of these effects in the natural setting of one large, urban, community college; and 
comparing relative outcomes with those of students in more than 140 similar, community 
colleges nationwide (Title IV, urban, degree granting, with enrollment above 5,000 students, and 
50 percent or more of the students receiving need-based aid) (U.S. Department of Education, 




analysis and insights on student-outcomes of an equivalent period for students in urban, public, 
2-year community colleges. 
Data Structure and Methodological Advantages.  
Adopting methods used in other higher education longitudinal studies (DesJardins, 
Ahlburg, & McCall, 1999; Laura Horn, 2009; Singer & Willett, 1993, 2003) the dataset for this 
study is structured in a student-period format. A baseline record was established for each 
individual student, and subsequent modifications to that record were recorded in additional 
individual rows. A summary is prepared for each student as one observation (one row) per 
semester. Outcome variables are included for each dependent variable to indicate if they 
occurred in semester (time) t. The study period is equivalent to the one covered by NCES’ BPS 
2004:09 (Horn & Nevill, 2006; NCES, 2012a).  Students in the study continue to have a period t 
observation until the end of the period of the study (If they remain through the end of the 2009 
follow up period).  
The advantage of such longitudinal analysis is that in each time period, the time period 
itself is included in the estimation. It enables maximum flexibility on the parameterization of the 
model. (Cook, Campbell, & Shadish, 2006; Scott & Kennedy, 2005; Shadish, Cook, & 
Campbell, 2002; Singer & Willett, 1993, 2003; Smart, 2010). As such, the model can estimate 
coefficients for time-invariant and time-varying predictors. 
For every semester in the study period, the data collected is extensive. It consists of a full 
disclosure of the student demographic (including updated information for student age, 
dependency status, international student status, etc.), information regarding the student academic 
standing and progress in the degree (including completing of remedial education for a particular 




major in the semester; major or degree program changes), the student financial composite (both 
for the semester and cumulatively, using semester-based financial aid information), and 
behavioral indicators status (for the targeted semester, and cumulative). Student-level key 
academic indicators are verified against the student transcript, and through the national student 
clearinghouse (NSC). Using administrative records provides greater data coverage than possible 
through survey data collection: the record provides an official verification of the student’s in a 
particular academic, demographic or financial category. Furthermore, the administrative record 
is available even in cases where the students have left the college or was not available to 
complete a questionnaire. Employing administrative records and transcript analysis ensures 
similar standards for data retrieval to the ones set in NCES’ BPS 2004:09 (L. Horn, 2009; Horn 
& Nevill, 2006; NCES, 2012a), and the process ensures that the data coverage meets the 
standards set by NCES’ procedures (Flemming, 1992; NCES, 2012b).  
Table 1 illustrates the data structure in a student-period format, such as the one employed 
in this study:  
Table 1  
Data Structure, by Student, by Semester (Student-period format).  











1234 1 29.56 0 0 . 0 0 0 …  
1234 2 30.06 1 1 3.784 5 5 0  … 
1234 3 30.56 0 1 3.623 4 9 0  … 
2345 1 46.36 1 1 3.426 3 3 1  … 
2345 2 46.86 1 2 3.555 6 9 1  … 
Student-level records are constantly updated for each semester and for each student. By 
lieu of example, if a student registers late to classes in a given semester, their record for the 
particular semester is updated, as well as the cumulative record to date. If a student registers late 




updated to reflect the change. Demographic (i.e. age), financial (i.e. aid recipient), and academic 
variables (e.g. GPA for the semester and cumulative, credits attempted and earned) are updated 
to reflect the student status in each semester. Each student is reflected in the dataset for each 
semester. In this study, the total of 3,128 students followed through this dataset resulted in 
12,715 records of student-period (per student per semester), or an average of 4.06 semesters per 
student.  
This study and data design carries several additional advantages derived from the 
availability of a rich, student-level transactional dataset. It promotes the use of student-level 
transactions reflected in common community colleges’ information systems, specifically using 
behavioral characteristics as indicators to improve community colleges’ ability to monitor and 
support student-level outcomes. The current study updates student-level profiles constantly, 
demonstrating the ability of community colleges to monitor and update individual level data. It 
accounts for constant changes of the student’s demographic, academic and financial profile, and 
updates those changes on a regular basis. In addition, transactional data allows accounting for 
changes in indicators of student behaviors (e.g. schedule changes), financial (e.g. changes in aid 
status), demographic (e.g. marital status), and academic (e.g. change of major) throughout their 
studies. Third, the data used in the analysis is derived from transactional datasets that are 
universally required to complete college-level reporting (e.g. IPEDS), and available virtually for 
every community college (irrespective of computing environment, software or hardware 
infrastructure). Fourth, this study enables an evaluation of the magnitude (effect size) of different 
behavioral indicators on student outcomes, such that community colleges will be able to further 
assess the effect of each indicator in the context of their settings. Table 2 reports the variables 




Table 2.  
Student-Period Variables (part 1 of 2) 
Variable Description Valid Values 
Student-Time Period Identifiers 
Rnd Student ID (Unique Randomized Number) 
Unique value maintained for 
each student 
Time Semester since the beginning of the study (Calendar time) 1 through 13  
Termnum Number of semesters actively enrolled 1 through 13 
Student Behavioral Indicators 
Later Late Registration to the semester 1=late, 0=on time 
Cumlater Cumulative number of late registrations cont. number, may be zero 
initialwit~1 Schedule changes post 1st day of classes  1=change,0=on time 
cuminitial~1 
Cumulative schedule changes from  1st day of classes 
schedule 
cont. number, may be zero 
Peers1 number of peers per semester 
cont. number, may be zero,  
other peer-variables available 
CPeers1 Cumulative number of peers per semester. 
cont. number, may be zero,  
other peer-variables available 
Student Demographics 
Male Male Student 1=male, 0=female 
Age Age as of the first day of the semester cont. number 
Race/Ethnicity    
wt White (non Hispanic) 1=Yes, 0=No 
as Asian  1=Yes, 0=No 
hs Hispanic 1=Yes, 0=No 
bl Black (Non-Hispanic) 1=Yes, 0=No 
oth Other Race/ethnicity 1=Yes, 0=No 
intstu1 International Student Visa Holder in the semester  1=Yes, 0=No 
Student Academics 
Pt Part Time for the semester 1=Yes, 0=No 
Catt Credits Attempted in the semester cont. values, may be zero 
Cearn Credits Earned in the semester cont. values, may be zero 
cum_catt Cumulative credits attempted  cont. values, may be zero 
cum_cearn Cumulative Credits Earned cont. values, may be zero 
Tgpa Semester GPA  
cont. number, may be zero or 
null (if no valid GPA) 
endsem_cum~a Cumulative GPA at the end of the semester 
cont. number, may be zero or  
null (if no valid GPA) 
tcum_gpa Cumulative GPA at the beginning of the semester 
cont. number, may be zero or 
null (if no valid GPA) 
Ttotcredit Total Credits as of first day of the semester cont. number, may be zero 
numcourses Number of courses in the semester 
cont., may be zero (non-
course, e.g. candidacy) 





Table 2.   
Student-Period Variables (cont., part 2 of 2) 
Variable Description Valid Values 
Student Academics (Cont.)  
Graduated Graduation Indicator 1=Yes, 0=No 
ret1 Retained from Previous Semester 1=Yes, 0=No 
gor1 Graduated or Retained from Previous Semester 1=Yes, 0=No 
Courses and Major    
majchg1 Changed major from a previous semester 1=Yes, 0=No 
cum_majchg1 
Cumulative number of major changes since initial 
enrollment 
cont. number, may be zero 
Degree Program Data    
d_aas Associate of Applied Science (AAS) Degree 1=Yes, 0=No 
d_as Associate of Science (AS) degree 1=Yes, 0=No 
d_aa Associate of Arts (AA) degree 1=Yes, 0=No 
d_cert Certificate program 1=Yes, 0=No 
Admission Data     
adminitial Initial Admission (First time/Transfer in) Categories 
ged Earned GED 1=Yes, 0=No 
m1num Need Math remedial coursework (In a given semester) 1=Yes, 0=No 
w1num 
Need English (Writing) remedial coursework (In a given 




    
fsm Took Freshman Seminar or workshop 1=Yes, 0=No 
stopout_back Returned from Stopout in the semester 1=Yes, 0=No 
cum_stopou~k Cumulative returns from stopout cont. number, may be zero 
Completion Data     
grdgpa Graduation GPA (If graduated in semester) 
Value (4.000 GPA Scale, 
min=2.000, max=4.000) 
grdcret Graduated with a certificate (indicator) 
1=Yes, 0=No (Implies 
AA/AS/AAS degree) 
grdmaj Graduation Major category Categories 
Student Finance and Aid 
pelltap1 Pell or TAP recipient (in a given semester) 1=Yes, 0=No 
cumpelltap1 Cumulative Pell or TAP recipient  
Number of semesters as 
TAP/Pell recipient  
Tself 
Tuition Paid through Self Resources, Sem Level (Non 
Aid) 
Cont. values  
Aself Any Tuition paid through Self Resources (Non-Aid) 1=Yes, 0=No 
Cself 
Cumulative Tuition Paid through Self Resources (Non 
Aid) 
Cont. values  
Caself 
Cumulative Num of Semsters, Any Tuition paid through 
Self Resources (Non-Aid) 
Cont. values  
Taid Tuition Paid through Aid Resources, Sem Level (Any Aid) Cont. values  
AAid Any Tuition paid through Aid Resources, (Any Aid) 1=Yes, 0=No 
Caid 
Cumulative Tuition Paid through Aid Resources (Non 
Aid) 
Cont. values  




Table 2 demonstrates the richness of information available within virtually every college 
student records systems, using post-processing procedures of student-level transactional data. All 
information in the dataset is derived from common college’s registration and transactional files. 
Student and time dependent profiles are constantly maintained and updated with semester-based 
data. The variables used in this study are divided into student behavioral indicators; 
demographics, academics, and financial variables; and for ease of use includes additional 
variables derived from the data. By maintaining longitudinal data, patterns may surface related to 
student behavioral patterns, demographic, and financial standing. At any point in time, the 
student’s cumulative view to date is available. Along with their academic progress, this 
information can provide an enhanced evaluation of student progress towards academic 
milestones.  
Data gathering through student-level Transactional Files and Administrative Records versus 
Survey Questionnaire 
Using student-level transactional data and administrative records to analyze students’ 
behaviors (in lieu of student-level surveys) carries numerous advantages which include: 
substantially increased data accuracy (Czajka, 2013; Koenig, 2003), the ability to perform 
exhaustive updates, and a reduction of errors and incomplete responses resulting from survey 
fatigue. The primary benefit is that administrative data allows a complete census of all students 
at any given moment. In theory, there is full coverage of the targeted group (Calderwood & 
Lessof, 2009), allowing researchers to overcome problems associated with low response rates, 
response bias, and survey fatigue. Secondly, administrative records usually go through routine 
maintenance cycles that allow for data ‘cleaning’, contributing to increased data accuracy, 




Winkler, 2001). Robins, Rotnitzky, and Zhao (1994), Peytchev (2013), and others, demonstrated 
that the effect of non-response in survey instruments is not missing at random (NMAR), and 
therefore creates a bias on the estimators that rely on individual (student-level) data collection. 
Massey and Tourangeau report that survey fatigue and non-response rate has become a growing 
challenge for data collection procedures and for the statistical analyses across multiple 
governmental and non-governmental data collection efforts (Massey & Tourangeau, 2013b). 
Longstanding national surveys, such as the Survey of Consumer Attitudes, have reported a 
marked decline in response rates; from over 70 percent in 1979 to below 40 percent in 2005 
(Massey & Tourangeau, 2013b).  
Survey fatigue occurs when a particular group is presented with multiple surveys or 
excessively long surveys over a relatively short period of time (Adams & Umbach, 2012; Porter, 
Whitcomb, & Weitzer, 2004; Sarraf & Tukibayeva, 2014; Schuh, 2011). Survey fatigue has 
become an increasing concern as the cost of designing and administering surveys declines, and 
the access to technical tools that enable survey administration (in particular, web-based tools) 
increases. When presented with an ever-growing number of surveys, students are more likely to 
complete a survey partially or with perfunctory responses, or decide not to participate altogether 
(Dey, 1997; Porter & Whitcomb, 2005; Sax, Gilmartin, & Bryant, 2003).  
Non-response, and partial response to student-level surveys has been a growing concern 
in higher education: Porter, Whitcomb and Umbach conducted a series of studies to evaluate 
various manifestations of survey fatigue and non-response analyses in colleges and universities 
(Porter & Umbach, 2006; Porter & Whitcomb, 2005; Porter et al., 2004). Their work suggests 
both a decline in survey response rates overall, and the prevalence of lower response rates at 




response rates, such that colleges which have less selective admissions standards can expect 
lower response rates and lower survey completion rates. At the individual student level, students 
with higher levels of academic preparation and higher levels of attachment to an institution are 
more likely to complete surveys. These differences are responsible for creating a bias across 
different types of institutions and within open admission institutions such as community colleges 
this has a pronounced effect on survey coverage. Other findings suggested students responding to 
surveys were more likely to be females, socially engaged in the school, less likely to receive 
need-based financial aid, and more likely to be an investigative personality type (Porter & 
Umbach, 2006).  
Methodology 
The analysis employs both typical and transactional level data growth curve models in 
evaluating student outcomes. Growth curve models are part of a large set of mixed-effects 
modeling, which allows for fixed effects (intercepts and slopes meant to describe the sample as a 
whole, in this case- the students entering CC); and also for random effects, intercepts and slopes 
that can vary across subgroups of the sample. Unlike traditional mixed effects models, it allows 
for changes not only across subgroups or subjects, but also across time. Hamilton (2012) notes 
that mixed-effects modeling enables a range of possibilities for “multilevel o models, growth 
curve analysis, and panel data or cross-sectional time series” (p. 387). Models that employ 
student-level transactional based dataset and growth curve models are organized in a structure, 
such that 









Where δ capture systematic, between individual differences and the ε capture all within subject, 
unexplained differences.  Subjects’ data is available for each subject (i), and for each point in 
time (t). In typical models (i.e. logistic regression), these terms are univariate, independent of 
each other, with constant variance. But, if one accounts for the growth of information regarding 
the subjects (in this study, the students enrolled in community colleges) over time, then the 
differences between individuals are in fact a function of  
 
 
In such case, the X terms are potentially time-dependent predictors, Z is captures and individual-
specific level and linear trend, by setting it as follows: Z =(1,time) for a single subject in the 
models. 
The subject-specific (individual, student-level) effects δ=(δ0, δT)’ models the correlation 
structure within subject (one would expect individuals to maintain approximately the same level 
and trend, net of any other predictors/trends, across their enrollment period). But, one cannot 
pool time periods, and thus use all of the information available, without imposing some control 
for between subject differences as done in this study. In other words, OLS applied to 
longitudinal data violates the independence assumption. By employing these subject-level 
controls, one can ensure a form of robustness, as well, since time-constant differences between 
subjects are controlled (the explored fixed effects, rather than random effects model forms and 
the findings are robust to these two approaches to heterogeneity controls). Further robustness 
examination takes place through detailed analysis of the differences between the observed and 


























Specifying Peers Exposure and Evaluating Peer Association 
In this study, I set out to assess the measure of peer exposure directly from the students’ 
enrollment record. The measure of peer exposure is defined as the number of a selected ‘target’ 
student’s classmates who are repeatedly (twice or more) enrolled in the same classes as the target 
student. The student’s peers are any students who enroll concurrently with the target student. 
Peer students are not only students in the study group cohort - Any student enrolled at the 
sampled institution, whether or not in the study cohort, could potentially be a peer, and the 
exposure of the targeted student to that peer is then recorded. I further test the measure of peer 
association by examining a stricter definition of peer exposure as the number of student’s 
classmates who are enrolled in classes with the student three times, and four or more times. For 
all measures, I also record the number of unique classmates and the number of classmates seen 
by the students twice (or more), three times (or more), etcetera, so that the impact of the number 
of peers may be evaluated as well. The measurements are repeated every semester, and a 
cumulative measure is calculated for each semester as well.  
Defining Peer Exposure Rates (Number of Peers) 
In order to compile measurements of peer exposure the enrollment-record for every 
student (i) course(s) (c) within a specified time period (t) (semester, or cumulative period) is 
examined. For all students (i) enrolled in course(s) (c), the enrollment of all other students in the 
courses (any student who enrolls with the target student, whether or not they are part of the 
targeted analysis) is also recorded. The records then allows to account both for the target 
students’ and for students who took courses with the target students (i) and are not part of the 




The total enrollment (duplicated) in all courses is  
, , , 	
where , = total number of students in each course, and ,  is the number of courses taken by 
student i in period t,.  The number of unique classmates of student i, over period t is represented 
by Ui,t,  Ui,t≤ Di,t.  The number of peers, classmates who took more than one class with a student i  
in a specified timeframe t is represented by Ri,t   The number of seats taken by peer classmates is 
Di,t-Ui,t, (Ri,t≤ Di,t-Ui,t). For example, if a student takes four courses within a specified time-
period (Ci,t=4), and if each course had thirty students enrolled (N=30), then the number of 
classmates  for student i  is ∑ , , =116 (120 seats minus the 4 seats taken by student i). To 
determine the percentage of peers over period (t), the number of students needed to fill in the 
seats the remaining seats (116), as well as the number of times each classmate was taking 
courses with the target student are recorded. In this scenario, if all 116 fellow students are unique 
(no repeaters), then the target-student has no exposure to peers, or Ri,t=0 .Conversely, if student 
(i) took all four classes (c=4) with all the same classmates, then s/he would have 29 peers, or 
Ri,t=29 
Naturally, peer expose will vary as classmates may take courses with the target student 
once, or multiple times. For illustration purposes, let’s assume over time (t) the 116 seats are 
taken by 99 unique classmates. The target student meets 89 classmates only once (unduplicated), 
and there are 10 other classmates (duplicated) that are met twice or more. If the combined 
student records show that two classmates took all classes with the target student (four classes); 
three classmates took three out of four classes with the target student; and the remaining five 




peers. To determine the percentage of peers that met with the target student three times or more 
then the number of peers would be Ri,t=5  
Calculating the student peer exposer requires that for every student i and over each time 
frame t, the number of peers each student is exposed to is recorded. These values are then used to 
determine whether or not, and at what level, peer exposure can be correlated with changes in 
student outcomes, such as: credits earned, GPA, retention and graduation.  
Time frames for Peer-Exposure Measurements: Semester and Cumulative Exposures  
This study examines peer-exposure within a semester (point-in-time exposure to peers), 
and across semesters (cumulative exposure to peers). In the natural setting of a commuter 
community college, students may take any number of courses in a particular semester. In 
addition, most community colleges do not establish a cohort framework for students to follow. 
Therefore, peer exposure may present itself immediately, or develop over time. A student may 
take a single course in a specific semester, yet establish a small network of peers in that course 
and maintain enrollment in sections that have the same peers in subsequent semesters. For that 
reason, I measure the exposure of students to peers (peer association) not only within the 
semester, but also across semesters. The study employs the following calculation of cumulative 
exposure to peers:  
For each student in each semester, the cumulative aggregate of peer exposure to-date is 
calculated. All measures of peer exposure is carried forward through all subsequent calculations. 
For example, if the student enrolled for a total of five semesters to date, the enrollment records 
from the first through the fifth semester are taken and evaluated for peer exposure across all five 




that , , ,  the number of peers and the number of unique peers (respectively) is recorded; In 
this notation kt stands for cumulative peer exposure at point-in-time t (e.g. k5 would be 
cumulative through the fifth semester), Ri,kt stands for the number of classmates who were peers 
with a student i at any point within timeframe kt; and Ui,kt stands for the number of unique 
classmates student i has had at any point during timeframe kt; and Ci,kt stands for the number of 
courses student i enrolled in during the cumulative timeframe kt.  This process is repeated to 
generate a cumulative record at each point in time prior to the last semester the student enrolled, 
and stores it to the data file  
Estimating the Association of Peer Exposure and Student Outcomes 
Growth curve models used in the evaluation of peers’ influence on student outcomes are 
part of a large set of mixed-effects modeling, which allows for fixed effects (intercepts and 
slopes meant to describe the sample as a whole, in this case- the students entering CC); and also 
for random effects, intercepts and slopes that can vary across subgroups of the sample. Unlike 
traditional mixed effects models, it allows for changes not only across subgroups or subjects, but 
also across time (Singer & Willett, 1993, 2003). At each point in time t, the study evaluates the 
association between exposure to peers and student-level outcomes, specifically-student’s 
semester GPA, cumulative GPA, and credits earned in a growth model represented by  
Yit=Pitβ+ Zitδi+ Zitγi+ Zitηi+ εit  
Where β captures the influence of peers exposure (Pit) for student i at time t . This 
impact is evaluated both as exposure rate (percentage) and using the number of student-peers; δi 




financial profile. Specifically, δi,  represents the demographic profile (age as of the first day of 
the semester, gender, race/ethnicity profile, and international student visa status); γi   accounts for 
differences in the students’ academic profile (remedial preparation status as of the first day of the 
semester in mathematics, remedial preparation status as of the first day of the semester in 
English, credits earned as of the first date of semester, GPA as of the first date of semester, FT or 
PT enrollment status for the semester, number of classes attempted within the current semester, 
and GED recipient status) and ηi accounts for the financial profile (amount and percentage 
tuition paid through any aid resource, amount and percentage paid through self-resources, and in 
addition also track TAP or Pell recipient indicator status for the semester).  εit captures all within 
subject unexplained differences. Subjects’ data is maintained for each subject i, and for each 
point in time t. The estimated outcomes for each model are stored and used to further evaluate 
the quality of the model.  
The models are be estimated by adding variables in a block order. First, the models are 
estimated using peer-associations only. Then, the demographic variables block is added to the 
model. Third, the academic variables block is added, and lastly - the financial indicators block is 
added to the model. Testing the model in this order allows for the evaluation of peer association 
in the presence of additional covariates. It also allows controls for alternative explanations to 
student peer-interaction that may be reflected in other variables.  
Causality and Association in the Estimation of Behavioral Indicators’ Influence on 
Student Outcomes. 
Previous studies of behavioral indicators have noted that there is a challenge identifying 
causal relationships to peer-effects because of pre-determined characteristics (unobserved 




Manski (1993), Sacerdote (2001, 2011), and Hanushek et al. (2003)). The challenge stems from 
an inability to control for covariates that pre-date the interaction, and also with the studies’ 
inability to control for unobserved student characteristics and environmental qualities that may 
have also influenced student outcomes. The common approach used to overcome this challenge 
was through random assignment of students into peer groups. Random assignment assumes that 
unknown differences will not be correlated with the assignment of subjects into the control or 
experimental groups. 
This study does not use randomization in its design, and did not control student exposure 
to peer associations. A randomized trial requires a prospective setting and typically involves a 
limited sample from the target population. Through the use of the student-level transactional 
data, the ex post facto design of this study identified naturally occurring peer relationships 
directly through observation of an entire community college entering cohort (N=3,128) over the 
entire study period (13 semesters). The advantage over previous studies that evaluated peer 
association using student or administrative surveys (e.g. (Crosnoe, Riegle‐Crumb, Field, Frank, 
& Muller, 2008; Riegle-Crumb, Farkas, & Muller, 2006)) is the inherent accuracy of EDM 
which permits measurement of the actual proximity among specific peers, not possible through 
other methods of data collection, including randomization, and certainly not to the scale achieved 
in this study. This study is able to provide a precise descriptive of the student peer association at 
any given point in time or cumulatively throughout the students enrollment. At the same time, 
this study may be limited by concerns regarding selection on unobservable variables. When this 
concern was raised in previous studies its focus was centered on the selection of courses (type) 
which may differentiate the student’s (and peers) abilities. (Arcidiacono et al., 2012). The current 




First, the students’ foundation courses and remedial coursework are offered in multiple 
course sections (some were offered in as many as 40 different sections each semester). Students 
are unlikely to self-select (as a group) to concentrate in a single course section. Even if students 
would concentrate at high-demand times during the week (e.g. mid-morning, midweek classes), 
they were presented with multiple, concurrent sections of the same foundation courses.  
Second, the construction of the regression models in this study take into account a rich set 
of academic, demographic and financial covariates. It accounts for numerous covariates 
unavailable to other studies due to data collection, specification, granularity, and survey size 
limitations.  
When compared to previous studies- this study accounted for academic, demographic and 
financial variables at baseline, and performed updates at key points in time each semester to 
reflect changes over time. Those measurements accounted for common unobserved variables that 
may influence student outcomes reflected through peer association. While randomization does 
not take place, through an exhaustive revisit of the covariates each semester, this study provides 
enhanced control to the ‘order of time’ influence. In other words- covariates are measured at the 
beginning, during, and at the end of each semester allowing to better evaluate the influence of 
student peer association in the semester, and cumulatively, while controlling for other known 
covariates . These controls account for the students’ academic, demographic and financial 
composite immediately prior to the measurement of the behavior indicators (in each semester) 
and their association with the students’ outcomes. Such controls follow the recommendations of 
Schneider, Carnoy, Kilpatrick, Schmidt, and Shavelson (2007) to correct for any potential 
selection bias in the establishment of peer association. Schneider, et al, noted that “correcting for 




characteristics that may be associated with selection into the treatment group” (p. 42). This study 
could not eliminate the possibility that some unobserved student characteristics were reflected in 
behavioral indicators. In response, by controlling for a rich set of pre-existing qualities of each 
student (demographic, academic and financial) at numerous points in time minimizes the 
potential influence of unobserved characteristics that may be reflected through behavior 
indicators. Furthermore, this study provides a detailed student behavioral descriptives over a 
longitudinal period which was not available in previous studies of community college student 
cohorts. While the statistical procedures in this study, similar to other studies (Schneider et al. 
(2007), pp. 95) reduce the bias in the analysis, it is important to note that possibility that 
observed or unobserved characteristics that are associated with student academic outcomes 
(specifically, GPA, credits earned and retention or graduation) is omitted from the analyses. 
Following this concern, this study can demonstrate associations between student peer networks, 
late registration, schedule changes and the observed academic outcomes; but one should use 
caution in determining causal relations or using causal language in the interpretation of the 
results. Nonetheless, this study provides an important layer to the literature by demonstrating the 
existence of student peer association. In addition, this study measures student peer associations 
where peers cannot be assigned randomly, provide an enhance mapping of the establishment 
(creating and dissolving) peer association network, and evaluates the relationships between 
student behaviors and peer association, and academic outcomes, which can be in future studies 
explored in experimental settings.  
Models Quality and Robustness Estimation 
The estimation of the models’ stability is conducted using both in-sample and out-of-




are calculated for each point in time (e.g. semester), and also cumulatively (for entire study 
period). These estimations allow the study to determine if the prediction quality of the model 
changes (ideally improves) over time. A model providing stable estimation will correlate well 
between estimated and actual outcomes. Out-of-sample estimation is obtained using random 
subsets of the records that can be used to predict the outcomes of all remaining students in the 
dataset. The analysis further estimates the correlations between the model’s predicted outcomes 
using a subset of the results and the outcomes using all remaining records. A stable model will 
result in strong correlations between out-of-sample prediction and the full sample predictions. 
While there is no single standard for out-of-sample testing, it is common to generate subsets of 
20 to 25 percent of the cases for out-of-sample models’ testing, and this study follows the same 
practice. 
Software Solutions and IRB 
All models are analyzed using Stata (StataCorp., 2014). The unconditional growth 
models are estimated using xtmixed/mixed with both random intercepts and random slopes 
for time. Binary (logistic) dependent variables models are estimated using xtmelogit and 
meqrlogit. Predicted estimations are then stored using the predict command and are further 
analyzed for robustness. Models specifications follow the recommendations of Albright and 
Marinova (2010), and Hamilton (2012). The study and the research protocol were reviewed and 






STUDENT PEER ASSOCIATION 
This study captured thirteen concurrent semesters of student transaction data, to describe 
curricular peer association among students. For the purposes of this study, peer-association is 
defined as the coincidence of any two students enrolling together in more than one course during 
the study period. The rate of peer-association among students is derived by identifying 
coincidental course enrollment each semester, and then determining to what extent a pattern 
develops between individuals over time. Identifying patterns is based on the rate of peer-
association for individual students, which counts the number of times an individual student 
enrolls with another unique individual student. Peer students are any students who take a class 
concurrently with the sampled student. Aside from no association at all (zero) this rate will range 
from“1”, a pair of individuals having an association only twice during the study period (perhaps 
during a single semester), to an individual maintaining associations with multiple peers over 
multiple semesters. There is no attempt to understand the motivation of why any two students 
enrolled in the same course. The interest is limited to the fact that two students enrolled in the 
same course; and that their enrollment persisted, at least, from the first day of class through to 
the census date. Ultimately, the goal is to discern if peer-association results in peer-effects 
statistically correlated to student academic outcomes (H1c: Evidence of peer-effect is associated 
with improved academic performance). 
First Semester Peer Association 
First step is to evaluate the study group cohort in their first semester’s enrollment by 
describing the population as related to observable peer-associations. The study cohort, N=3,128 




time college students and new transfer students. Any student at the tested college continuing 
from the previous semester, returning from an unofficial stop-out, or readmitted was excluded 
from the study cohort. Consequently, students in the study’s cohort enrolled in courses with other 
students from the general student body, and therefore peer associations are counted among 
members of the study cohort and anyone else attending the college. Enrollment in remedial 
education and entry-level first-year courses is very common of both the general student body and 
the study cohort: Intermingling of these two groups is inevitable.  
The peer associations were made according to 12 categories (Number of Peers within the 
entire college student body, Age, Gender, Race/ethnicity, Academic preparation, New/transfer, 
Late registration, Schedule changes, Participation in new student seminar, number of classes 
taken, GPA, and Persistence). What will be seen of the study cohort in the first semester is that 
the rate of peer association varies widely among individual students, and that on average a 
student’s repeated exposure to the same peer(s) (two or more classes) is low (5.4%). As one 
would expect, those students enrolled in the most courses are more likely to have peer-
associations within a given semester, and overtime. Also, students in the study cohort who 
participated in new student seminar had more peer associations. Students who were less likely to 
have peer associations included older students (greater than 25 years old), transfer students, and 
international students. In addition, non-remedial students, late registrants and schedule changers 
were less likely to have peer associations. 
Entire cohort peer association. 
The average student in the study cohort enrolled with approximately 107 unique 




taken). Table 3 shows that of these classmates, the average peer association was quite low, only 
5.8 unique students, or 5.4% of classmates.  
Table 3  
Average Number of Unique Classmates for Each Student in the First Semester, and the 





(Two or more 
classes) 
Unique Peers 
(Three or more 
classes) 
Unique Peers 
(Four or more 
classes) 
1 106.8 5.8   (5.4%) 3.2   (3.0%) 2.5   (2.3%) 
The average student also met some classmates three or more times in the first semester.  Within 
the peer associations, 3.2 (or 3.0%) where enrolled together three times or more, and 2.5 (or 
2.3%) where enrolled together four times or more.  
Student demographics and peer association. 
Age 
Table 4 examines the differences in age for students who have, and do not have, peer 
associations during their first semester, by the number of peers. 
Table 4 
 
Mean (SD) Age of Entering Students by Number of Peer Associations in the First Semester 
 
 All 



















The mean age (SD) of entering students in the cohort is 24.2 (7.6). A student identified as having 
no peer associations is referred to as a ‘soloist.’1  Soloists in the first semester were older than the 
mean (p<0.05), averaging 26.8 years old.   
                                                            
1Peer association occurs when a student is enrolled in the same courses with another student two or more times 
during the study period.  By definition, a student enrolled in a single course will be a soloist.  However, it is possible 




Students with four and five (or more) peer associations were the youngest (p<0.05), 23.0 
and 23.5 years old respectively. The other students, those with between one and three peer 
associations were slightly younger than the mean age (23.4 and 24.1 years old), but that age 
difference was not statistically significant. 
Race/Ethnicity 




Proportion of Entering Students in each Race/Ethnicity Category and the Number of Peer 
Associations in the First Semester 















0 18.1% 17.8% 15.3% 19.8% 19.1% 27.2% 
1 14.2% 12.9% 13.5% 14.1% 13.8% 15.3% 
2 12.9% 13.5% 12.6% 12.8% 10.9% 9.3% 
3 11.2% 14.0% 10.9% 10.0% 9.9% 11.2% 
4 8.0% 9.7% 8.0% 5.7% 8.2% 8.7% 
5+ 35.6% 32.1% 39.6% 37.6% 38.0% 28.3% 
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
       
 
 
When compared to soloists in the entire cohort (18.1%), international students (student visa) 
were the most likely to be soloists during their first semester (27.2%).  Otherwise, these results 
suggest that the distribution of students who are soloists does not vary much by the student’s 
race/ethnicity profile. At the other end of the spectrum, students who encounter numerous peers, 
international students were also least likely to develop a large number of peer associations (5 or 
more) than the entire cohort, 28.3% and 35.6%, respectively. Taken together these differences 




 From a different perspective, Table 6 reports the distribution of peer associations per 
capita by race/ethnicity category. Per capita in this context refers to the percentage of peer 
associations observed of each student in each race/ethnicity group.  
Table 6 
Distribution of Peer Associations Per Capita by Race/ethnicity in the First Semester 
 





All 5.4 5.16-5.67 
Asian 6.8 6.03-7.49 
Hispanic 6.0 5.56-6.48 
AA 4.1 3.56-4.57 
Whites 5.9 5.15-6.63 
Int’l 5.5 4.76-6.20 
 (p<0.005) 
When viewed in this way Asians are seen as having the highest percentage of peer associations 
(6.8%) and African Americans have the lowest, peer associations per capita (4.1%). Using 
Bonferroni’s post hoc test Table 7 reports the significant level of the differences in peer 
association per capita among race/ethnic groups  
Table 7 
Significant Level of Differences of Peer Associations Per Capita between Race/Ethnicity Groups 
throughout the Study Period 
 Int’l Asian AA Whites Hispanics
Asian n/s     
AA 0.047 0.000    
Whites n/s n/s 0.000   
Hispanics n/s n/s 0.021 n/s  





African American students had significantly lower peer association per capita than all other 
race/ethnic groups. The African American peer association level (4.1%) was 1.3% lower than the 
overall cohort (5.4%), and between 1.4% and 2.7% lower than other Race/Ethnic groups.  
Gender 
Table 8 reports the distribution of peer association by gender during the first semester.  
Table 8 
 
Proportion of Entering Students by Gender and the Number of Peer Associations in the First 
Semester 
 








0 18.1% 17.5% 18.5% 
1 14.2% 14.9% 13.8% 
2 12.9% 12.4% 13.2% 
3 11.2% 12.1% 10.7% 
4 8.0% 7.7% 8.1% 
5+ 35.6% 35.5% 35.7% 
Total 100.0% 100.0% 100.0% 
 
There were no significant differences in the proportion of peers for male and female students in 
the first semester. Again, using the per capita perspective, Table 9 reports the distribution of peer 
associations per capita by gender.  
Table 9 








All 5.4 5.16-5.67 
Female 5.6 5.23-5.89 





There were no significant differences in the proportion of peers for male and female students in 
the first semester. Yet, when viewed as peer associations per capita, males have slightly lower 
peer association levels than females, 5.2% and 5.6%, respectively.  
 
Student Academics and Peer Association.  
Admission Status (first-time enrolment vs transfer) 
First-time students have a greater number of peer associations in the first semester than 
transfer students. First-timers are more likely enroll according to prescribed course sequences, 
electing degree programs and services, such as learning communities, remedial clustered courses, 
and freshman seminar, which results in more peer associations. In this study cohort 74 percent of 
first-time students needed remedial course work compared to 41 percent for transfers. Similarly, 
55 percent of first-timers took freshman seminar compared with 37 percent of transfer students. 
Table 10 evaluates differences in the proportion of students with peer associations by their initial 
admission status in the first semester. 
Table 10 
Proportion of Entering Students and the Number of Peer Associations by Admission Status in the 
First Semester. 
 










0 18.1% 27.9% 12.8% 
1 14.2% 16.9% 12.7% 
2 12.9% 13.7% 12.5% 
3 11.2% 9.8% 12.0% 
4 8.0% 6.1% 9.0% 
5＋ 35.6% 25.7% 41.0% 





First-time students, many of whom had 5 or more peer associations (41%), were more likely to 
establish multiple peer associations when compared to transfer students (25.7%).  Conversely, 
transfer students were more likely to have one or less peer associations (44.8% versus 25.5%for 
first-timers). The differences in the proportion of students with peer association between first-
time and transfer students were significant (p<0.001).  
College Readiness (academic preparation level) 
 Table 11 reports the proportion of students with peers by their academic preparation level 
in the first semester. Students’ college readiness is assessed by their high school and advance 
placement credits (or student transfer credits), Regents’ test results, SAT or ACT scores, and/or 
student placement exams (COMPASS and ACT taken at the time of college admission in 
Mathematics and English). 
Table 11 
Proportion of Entering Students who are College-Level vs Remedial Coursework Needed by the 
Number of Peers in the First Semester. 










0 18.1% 23.7% 14.7% 
1 14.2% 14.6% 14.0% 
2 12.9% 11.8% 13.6% 
3 11.2% 8.3% 13.0% 
4 8.0% 6.8% 8.7% 
5+ 35.6% 34.9% 36.0% 




Significant differences in peer-associations appeared between students needing remedial 




readiness (or exempted from remedial testing) were less likely to have peer associations in the 
first semester compared with students needing remedial coursework. This is to be expected, as 
entering students taking remedial coursework are likely to have their coursework clustered with 
additional (credit bearing or remedial) coursework. On the other hand, college-level foundation 
courses are a more heterogeneous mix of students from all disciplines and course sections are 
offered in great numbers, and widely dispersed throughout the week. As a result, college-level 
students are perhaps less likely to meet a peer multiple times during the semester. 
Behavioral Indicators 
On-Time vs. Late Registration 
Having peers was found to be correlated with student-level behavioral indicators. Table 
12 reports the proportion of students with peers by their registration pattern for the first semester 
(on-time or late registration). 
Table 12 
 
Proportion of Entering Students and the Number of Peers by Registration Pattern in the First 
Semester. 
 











0 18.1% 28.9% 16.5% 
1 14.2% 16.5% 13.8% 
2 12.9% 10.4% 13.3% 
3 11.2% 6.8% 11.9% 
4 8.0% 6.1% 8.2% 
5+ 35.6% 31.3% 36.2% 
Total 100.0% 100.0% 100.0% 
(p<0.001) 
 
Registration patterns are related to significant differences in the establishment of peer 
associations. Late registrants (those students registering on or after the first day of classes) are 




the late registrants in the first semester are soloists, compared with only16.5 percent of on-time 
registrants. Similarly, 45.4 percent of late registrants had one or less peer associations (compared 
with 30.3 percent of on time registrants). As the semester begins, finding available seats in 
classes becomes difficult, so students who practice late registration are less capable of 
coordinating their registration with other students. Therefore, they are less likely to enroll in 
sections that would allow them to deliberately maintain peer associations. 
Furthermore, students who register late differentiate not only in the number of peers, but 
also in the proportion of peer associations among their classmates. Figure 1 presents the 
relationship between the number of peer associations and percentage of peer associations for on 
time and late-registering students.  
 
Figure 1. The Number and Percentage of Peer Association out of All Classmates for Students in 





Figure 1 shows that late registrants have fewer peer associations in the first semester compared 
with on-time registrants. Late registrants displayed an interquartile range (IQR) of 0-6 peer 
associations compared with an IQR of 1-6 peer associations for on-time registrants. This means 
that more than 25% of late registrants are soloists (compared with 16.5% soloists among the on-
time registrants). Late registrants had a median number of peer associations of only 2 compared 
with a median of 3 peer associations for on-time registrants. In addition to having fewer peer 
associations, late registrants’ peer associations consisted of a smaller percentage of their 
classmates (Median 1.8% IQR 0-6.2%) versus a median of 2.4% (IQR 1.0-5.0%) for on-time 
registrants.  
Student Initiated Schedule Change 
 Student initiated schedule change is related to lower peer association in the first semester. 
Table 13 compares peer associations of students who changed their initial course schedule with 
those students who retained their initial course schedule.  
Table 13 
 
Proportion of Students and the Number of Peer Associations by Pattern of Schedule Changes in 
the First Semester. 
 








0 18.1% 19.2% 17.4% 
1 14.2% 17.0% 12.2% 
2 12.9% 13.9% 12.2% 
3 11.2% 11.4% 11.1% 
4 8.0% 7.3% 8.4% 
  5+ 35.6% 31.1% 38.7% 
Total 100.0% 100.0% 100.0% 
(p<0.001) 
 
Students who retained their initial class schedule (approximately 59% of the study cohort) were 




associations (70.4%) than in the case of schedule-changers, 80.6% and 63.8%, respectively.  This 
difference was statistically significant. Among the students who changed their initial schedule, 
19.2%were soloists in the first semester, and 36.3% ended up with one or less peer association. 
Among students who retained their schedule, only 17.4% were soloists, and 29.6%had one or 
less peers. In addition, students who retained their initial schedule were more likely to establish a 
peer association with five or more peers than students who changed their initial schedule, 38.7% 
and 31.1%, respectively. 
Student Enrollment in New Student Orientation (Workshop or Seminar) 
 Student enrollment in new student orientation is related to higher peer association in the 
first semester. Table 14 compares the number of peer associations of students who enrolled in 
freshman seminar with those students who did not register for freshman seminar.  
Table 14 
 
Proportion of Students and the Number of Peer Associations by Freshman Seminar Enrollment 
the First Semester. 
 




Enrolled in Freshman 
Seminar (n=1,606) 
Not Enrolled in Freshman 
Seminar (n=1,522) 
0 18.1% 8.5% 27.2% 
1 14.2% 12.9% 15.4% 
2 12.9% 13.1% 12.8% 
3 11.2% 12.0% 10.5% 
4 8.0% 9.8% 6.2% 
  5+ 35.6% 43.7% 27.9% 
Total 100.0% 100.0% 100.0% 
(p<0.001) 
Students who enrolled in freshman seminar (approximately 51% of the study cohort, n=1,606) 
were more likely to establish peer associations (91.5 %) and more likely to establish multiple 
peer associations (78.6%) than students who skipped freshman seminar, 72.8% and 57.4%, 




freshman seminar (approximately 49% of the study cohort, n=1,522) 42.6% ended up with one 
or less peer association and 27.2% had no peer associations at all in the first semester. Among 
students who enrolled in freshman seminar in the first semester, 21.4% had one or less peers and 
only 8.5% had no peer association. In addition, students who enrolled in freshman seminar were 
more likely to establish a peer association with five or more peers (43.7%), compared with 
27.9 % of students who had not enrolled in freshman seminar. 
Student Course Load, First Semester GPA, Retention and Peer Association  
Course Load. 
During their first semester students enrolled in 4.6 (SD 1.6) courses on average, with 
variations ranging from a low of 1 course taken, to in rare cases, a high of 10 courses. Naturally, 
the number of courses a student enrolls in effects the chances of students meeting at random, and 
also opens opportunities for students to encounter each other more often. A student identified as 
having no peer associations are referred to as ‘soloist.’  As described earlier, a peer association 
occurs when a student is enrolled in the same courses with another student two or more times 
during a semester. By default, a student that enrolls in a single course will be a soloist. It is also 
possible for a student to enroll in numerous courses and still be a soloist. Table 15 examines peer 









Proportion of Students and the Number of Peers Associations by Course Load in the First 
Semester. 
 Course Load 
# of Peer 
Associations 






















































































As the number of courses a student enrolls in increases, their likelihood of remaining a soloist 
decreases. Although 95% of students took more than one course in the first semester, 18.1% of 
the students were soloists. As the number of courses taken increases, the proportion of soloists’ 
declines from 60% at two courses to 5.3% for students taking five or more courses.  
A review of table 15 suggests that the number of peer associations does not increase at 
the same rate of the number of courses. Perhaps some of the peer associations may be a result of 
learning communities’ course bundles, and some peer associations may be a result of chance 
alone. Figure 2 compares the proportion of soloist students (using a slightly conservative 
definition of peer association where students need to meet three times or more to be considered 
as having a peer association) and under the initial definition (where students need to meet only 





Figure 2. Percentage of Students who are Soloists with 2 or more, or 3 or more, Peer Association 
Encounters by Course Load in the First Semester 
 
Overall, redefining the number of times peers meet to define establishing a peer association, 
from two to three, increased the proportion of soloists in the first semester from 18.8% to 75.4%. 
The decline in the proportion of soloists as the number of courses increases is notably smaller 
under this slightly stricter definition of the number of peers. At five or more courses, only 5.3% 
of the students are soloists when the definition of association is two or more encounters, 
compared with 64.2% of the students when the definition employed is three or more encounters. 
This change suggests that a singular peer association may be partially attributed to randomness 
and should be carefully examined. (A detailed review of the number of peers and the number of 
courses under a stricter definition in the first semester is available in appendix A)  
GPA in the First Semester 







First Semester GPA by the Number of Peer Associations. 











0 567 490 2.210 1.440 
1 444 419 2.245 1.353 
2 404 380 2.249 1.345 
3 351 317 2.322 1.277 
4 249 240 2.359 1.287 
  5+ 1,113 1,094 2.495 1.219 
Total 3,128 2,940 2.350 1.310 
Note: Bold type indicates significance (p<0.05) 
 
When compared with the entire cohort, soloists have earned a lower GPA (2.210 vs. 2.350, 
p<0.05). Conversely, students with numerous peer associations (5 or more) have earned a higher 
GPA compared with the entire cohort (2.495 vs. 2.35, p<0.05). Overall, as peer associations 
increased there was a trend of increasing GPA.  
Retention to the Second Semester 
One of the underlying hypotheses guiding a peer association analysis is that students with 
more peer associations would differ in their academic outcomes from those students who 
establish fewer peer associations. Table 17 evaluates differences in the proportion of students 








Retention from First to Second Semester by Number of Peer Associations. 
# of Peer 





Retained to 2nd 
Semester 
(n=2,383) 
0 18.1% 30.7% 14.2% 
1 14.2% 14.1% 14.2% 
2 12.9% 12.1% 13.2% 
3 11.2% 10.2% 11.5% 
4 8.0% 6.7% 8.4% 
     5＋ 35.6% 26.2% 38.5% 
Total 100.0% 100.0% 100.0% 
(p<0.001) 
Students who established a peer associations with other students were more likely to be retained 
into the second semester. Of those who persisted into the second semester, 85.8% had one or 
more peer associations, and 14.2% were soloists. Among those who did not persist into the 
second semester 69.3% had one or more peer associations, and 30.7% were soloists. The 
differences in the proportion of students with peer association between the groups were 
statistically significant (p<0.001).  
 Significant differences surfaced in the relationship between student profiles and peer 
associations. Differences in peer associations are correlated with students’ academic outcomes in 
the first semester. By examining retention into the second semester a possible correlation 
between student outcomes and peer associations, over time, has begun to emerge. The next 
section evaluates the relation between students peer association and their enrollment during the 






Cumulative Semesters Peer Association 
The study group cohort, N=3,128 students’ enrollment records were tracked at the tested 
college over the length of the study period (13 concurrent Semesters). Enrollment intensity for 
each student varied, such that over the 13 semesters the mean enrollment was equal to 4.1 
semesters, with a median of 4.0 semesters. The peer associations were evaluated according to 11 
categories (Cumulative number of Peer associations within the entire study cohort, 
Race/ethnicity, Gender, Late registration, Schedule changes, Single course enrollments, Student 
course load, Cumulative GPA, Cumulative credits earned, Cumulative credits attempted and 
Graduation). What will be seen of the study cohort over their enrollment period (cumulatively) is 
that the rate of peer association varied widely among individual students. On average, student 
exposure to peers (two or more classes) declines from the first semester (5.4%) to lower rates, 
ranging between 3.7% and 4.7%, over the remainder of the study period. While about two-thirds 
of the students (64.2%) were soloists for at least one semester during the study period, some 
soloists (10.1%) managed to avoid any peer association over the entire study period. The 
remaining 35.8% of the study cohort were never soloists. 
Entire cohort peer association. 
The average student in the study cohort had between 73.2 and 108.9 unique classmates 
each semester during the study period. Of these classmates, the average peer association was 
quite low, only 5.8 unique students in the first semester. Afterwards between 2.8 and 4.8 unique 
students were encountered, which ranged between 3.7% and 4.7% of the unique classmates. This 







Per Student Average Number of Unique Classmates during the study period and the Number and 

















% Peers, 3 
or more 
classes 
1 3,128 106.8 101.0 5.8 5.4% 3.2 3.0% 
2 2,383 103.4 99.6 3.8 3.7% 1.2 1.2% 
3 1,848 105.7 101.8 3.8 3.6% 1.0 1.0% 
4 1,532 99.4 95.8 3.6 3.6% 0.8 0.8% 
5 1,163 90.7 87.1 3.5 3.9% 0.8 0.8% 
6 856 110.8 106.1 4.8 4.3% 0.6 0.6% 
7 577 108.9 104.1 4.8 4.4% 0.5 0.4% 
8 399 106.1 101.1 5.0 4.7% 0.5 0.5% 
9 263 104.5 100.2 4.4 4.2% 0.6 0.6% 
10 195 83.2 79.5 3.7 4.5% 0.9 1.0% 
11 161 100.6 96.6 4.0 4.0% 0.7 0.7% 
12 118 86.6 83.4 3.3 3.8% 0.7 0.8% 
13 92 73.2 70.4 2.8 3.8% 0.9 1.2% 
 
After the first semester a rapid decline can be seen in the percentage of students who had three or 
more peer associations. The average student had 3.2 peer associations with students s/he met 
three or more times in the first semester. The peer association rate declines to 1.2 and 1.0 in the 
second and third semester, respectively. For the remainder of the study period the number peer 
associations is below 1.0.  






Figure 3. Distribution of Student Peer Association for Each Semester 
 
Students are more likely to have more peer associations (between 1 and 2 more) in the 
first semester than in later semesters. From the second semester onwards individual students’ 
semestrial peer associations steadily decline. Conversely, the proportion of soloists in a given 
semester steadily increases over time, as does the proportion of students with only one peer 
association. Beginning in the fourth semester, and afterwards, fewer than 50% of the students 
have a semestrial peer association that exceeds one peer student. 
Student enrollment and the number of semesters as a soloist is a function of the number 
of semesters a student enrolled. Table 19 reports the number of active semesters a student enrolls 





Number of Semesters Enrolled and Number of Semesters a Student is a Soloist throughout the 
Study Period 
 
   Number of Semesters Enrolled as a Soloist 
 Total 
Students 













d 1 590 405 185         
2 508 253 196 59        
3 358 139 119 78 22       
4 431 139 141 99 34 18      
5 342 88 112 70 44 16 12     
6 340 60 99 97 41 20 13 10    
7 233 25 59 62 42 28 10 3 4   
8 165 10 36 42 35 20 8 8 2 4  
9+ 161 1 12 24 24 30 22 21 9 11 7 
  3,128 1,120 959 531 242 132 65 42 15 15 7 
 
Of the students in the study cohort, 64.2% (n=2,008) have been soloists for one or more 
semesters, and 10.1% of the students (n=316) were soloists throughout their enrollment period. 
Out of the study cohort, 27% (n=843) were soloists at least half of their enrollment period. 
However, when compared with students who earned a degree by the end of the study period 
(n=770) there are 6.6% (n=51) who were soloists at least for half of their enrollment period. 
Among students who earned a degree only 1.8% (14 out of 770) were soloists throughout their 







Student demographics and peer association. 
Race/Ethnicity 
Table 20 reports for race/ethnic profile the average number of active semesters a student 
in each category enrolled throughout the study period; as well as the proportion of average 
number of semesters enrolled in which a student was a soloist. 
Table 20 
Average Number of Semesters Enrolled, and Percentage of Semesters a Student is a Soloist 
throughout the Study Period, By Race/Ethnic Profile. 
    Asian AA Hispanic White Intl Total 

















0 31.7% 34.8% 39.4% 33.2% 30.8% 35.8% 
1 32.9% 30.6% 29.3% 32.7% 29.2% 30.7% 
2 16.5% 18.1% 17.2% 16.5% 19.7% 17.0% 
3 9.1% 8.6% 6.4% 8.6% 9.2% 7.7% 
4 4.0% 4.1% 4.0% 3.8% 3.7% 4.2% 
5 2.7% 1.2% 1.8% 1.4% 4.4% 2.1% 
6 1.8% 1.0% 1.0% 2.2% 1.7% 1.3% 
7 0.3% 0.6% 0.3% 0.8% 0.3% 0.5% 
8 0.6% 0.6% 0.4% 0.5% 1.0% 0.5% 
9+ 0.3% 0.4% 0.2% 0.3% 0.0% 0.2% 
Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
 
International students were more likely to be soloists for one or more semesters throughout the 
study period: 69.2% are soloists for at least one semester, compared with only 64.2% of all 
students in the study cohort.  The average number of active semesters enrolled varied slightly by 
race/ethnic profile, and remained between 3.9 semesters (African American students) and 4.4 
semesters (white non-Hispanic students).  Hispanic students were most likely to never be soloists 




From a different perspective, Table 21 reports the distribution of peer associations per 
capita by race/ethnicity category throughout the student’s enrollment.  Per capita in this context 
refers to the percentage of peer associations observed of each student in each race/ethnicity 
group throughout the study period. 
Table 21 








All 7.6 7.22-8.01 
Asian 8.9 7.54-10.26 
Hispanic 7.7 6.94-8.37 
AA 5.7 5.20-6.26 
Whites 8.4 7.36-9.52 
Int’l 8.2 6.72-9.59 
p=0.0006   
 
When viewed in this way Asians are seen as having the highest percentage of peer associations 
throughout the study period (8.9%) and African Americans had the lowest peer associations per 
capita, 5.7%. Using Bonferroni’s post hoc test Table 22 reports the significant level of the 






Significant Level of Differences of Peer Associations Per Capita between Race/Ethnicity Groups 
throughout the Study Period 
 Int’l Asian AA Whites Hispanics
Asian n/s     
AA 0.045 0.001    
Whites n/s n/s 0.006   
Hispanics n/s n/s 0.022 n/s  
Bonferroni post hoc test 
 
African American students had significantly lower peer association per capita than all other 
race/ethnic groups. The African American peer association level (5.7%) was 1.9% lower than the 
overall cohort (7.6%), and between 2.0% and 3.2% lower than other Race/Ethnic groups.  
The differences become more notable when one examines per capita differences among 
students by graduation status at the end of the study period. Table 23 reports the distribution of 
peer associations per capita by race/ethnicity category for those students who did not graduate by 
the end of the study period. 
Table 23 











All 7.0 6.52-7.53 
Asian 8.9 7.13-10.75 
Hispanic 7.3 6.41-8.22 
AA 5.0 4.36-5.63 
Whites 7.4 5.90-8.83 






Among non-graduates, Asians maintained the highest percentage of peer associations throughout 
their enrollment (8.9%), and Hispanics, Whites and international students maintained peer 
associations per capita between 7.3% and 7.5%. Similar to the first semester peer association 
pattern, African Americans had the lowest peer associations per capita (5.0%). Using 
Bonferroni’s post hoc test Table 24 reports the significant level of the differences in peer 
association per capita among race/ethnic groups. 
 
Table 24 
Significant Level of Differences of Peer Associations Per Capita between Race/Ethnic Groups 
throughout their Enrollment (for non-graduates) 
 Int’l Asian AA Whites Hispanics
Asian n/s     
AA n/s 0.002    
Whites n/s n/s n/s   
Hispanics n/s n/s 0.036 n/s  
Bonferroni post hoc test 
 
African American students had significantly lower peer association per capita (5.0%) compared 
with Hispanic and Asian students, 7.3% and 8.9% respectively.  
Among students in the study cohort who graduated before the end of the study period 
(n=770), peer association per capita is notably different. Table 25 reports the distribution of peer 




















All 9.4 9.05-9.79 
Asian 8.8 7.83-9.76 
Hispanic 8.9 8.41-9.33 
AA 8.4 7.70-9.05 
Whites 10.9 9.71-11.99 
Int’l 9.4 8.54-10.35 
p=0.0009 
Graduates had a higher peer association per capita compared with non-graduates, 9.4% versus 
7.0%, respectively. Graduates had a higher peer association per capita rate than non-graduates 
across all race/ethnic groups (with the exception of Asians, who had similar rates, 8.8% and 
8.9%, respectively). White graduates had the highest percentage of peer associations throughout 
their enrollment (10.9%). All other race/ethnic groups maintained a peer association per-capita 
rate of 8.4% to 9.4%. African Americans who earned a degree had a peer association per capita 
rate of 8.4% (compared with 5.0% for non-degree completers).  Using Bonferroni’s post hoc test 
Table 26 reports the significant level of the differences in peer association per capita among 
race/ethnic groups. 
Table 26 
Significant Level of Differences of Peer Associations Per Capita between Race/Ethnic Groups 
throughout the Enrollment (for graduates) 
 Int’l Asian AA Whites Hispanics
Asian n/s     
AA n/s n/s    
Whites n/s n/s 0.007   
Hispanics n/s n/s n/s 0.017  




All race/ethnic groups (with the exception of Asian students) had a higher rate of peer 
association per capita among graduates.  African Americans who completed a degree program 
had a similar peer association per capita rate to all ethnic groups, with the exception of white 
(non-Hispanic) students. Hispanic students who graduated also had a significantly lower peer 
association per capita compared with white (non-Hispanic students).  
Gender 
Table 27 reports the number of semesters a student enrolled during the study period and 
the number of semesters a student attended as a soloist by gender.  
Table 27 
Number of Semesters Enrolled In the Study Period, and Number of Semesters Enrolled As a 
Soloist (Female Students Only)  
   Number of Semesters Enrolled as a Soloist 
  Total 
Females 














d 1 362 240 122                 
2 309 147 131 31               
3 210 82 68 51 9             
4 260 93 87 51 17 12           
5 206 54 72 36 26 10 8         
6 229 45 68 58 30 14 8 6       
7 145 14 33 40 32 16 6 2 2     
8 105 6 16 32 24 14 5 4 2 2   
9+ 101 1 10 15 13 22 12 11 4 7 6 
   1,927 682 607 314 151 88 39 23 8 9 6 
 
The differences in soloist rates among female and male students was negligible. (For a similar 
listing of male students see appendix B.) Two-thirds (64.5%) of the female students (n=1,245) 




all students in the study cohort. Within the female population, 10.3% (n=198) were soloists 
throughout their enrollment, compared with 10.2% for male students, and 10.2%for the entire 
study cohort. Based on gender there were no statistically significant differences in the number of 
semesters enrolled as a soloist. Out of all female students, 26.3% (n=506) were soloists at least 
half of their enrollment period, compared with 27% for the entire student cohort.  
Behavioral Indicators and Peer Association 
On-Time vs. Late Registration 
For students who were classified as Late Registrants, Table 28 compares the number of 
semesters for which a student was enrolled and the number of semesters enrolled as a soloist.  
Table 28 
Number of Semesters Enrolled as Late Registrant, and Number of Semesters Late Registrants 
Were Soloists, throughout the Study Period 
   Number of Semesters Enrolled as a Soloist 
 Late 
Registrants 
















1 129 84 45         
2 104 48 38 18        
3 64 24 19 16 5       
4 90 12 38 29 9 2      
5 71 9 28 18 9 4 3     
6 89 8 27 31 10 4 5 4    
7 62 2 11 17 14 12 2 1 3   
8 46 2 7 11 15 6 1 2 1 1  
9+ 63 0 4 9 7 10 12 10 3 6 2 
  718 189 217 149 69 38 23 17 7 7 2 
 
Among students in the study cohort, 23.0% percent (n=718 out of 3,128 students) were late 
registrants once or more throughout their enrollment. Late registrants were more likely to have 




Furthermore, of those students who were late registrants more than once (n=106), nearly all 
92.5% (n=98) were soloists for one or more semesters. Students who were soloists in every 
semester they attended represented a slightly greater proportion among the late registrants when 
compared to the entire study cohort, 11.6% (n=83) and 10.1% of all students (n=316), 
respectively. Out of the late registrants 24.7% (n=177) were soloists at least half of their 
enrollment period, compared with 27% in the entire study cohort. In addition, late registrant’s 
graduation rate was lower, 20.3% (n=146), compared with 24.6% of the entire study cohort 
(n=770). 
Schedule Changers 
For students who were classified as Schedule Changers, Table 29 compares the number 
of semesters for which a student was enrolled and the number of semesters enrolled as a soloist.  
Table 29 
Number of Semesters Enrolled and Number of Semesters as Soloist throughout the Study Period 
(for Schedule Changers) 
   Number of Semesters Enrolled as a Soloist 
 Schedule 
Changers 
















1 258 188 70                 
2 331 166 130 35               
3 279 102 96 65 16             
4 340 104 112 81 28 15           
5 288 74 97 58 34 16 9         
6 284 53 80 82 35 17 9 8       
7 213 24 55 56 37 25 9 3 4     
8 149 10 32 41 34 18 4 7 1 2   
9+ 157 1 12 24 22 29 22 21 9 10 7 





Among students in the study cohort, 73.5% percent (n=2,299 out of 3,128 students) performed a 
schedule change on or after the first day of class at least once during their enrollment. Schedule 
changers were more likely to have been a soloist 68.6% (n=1,577) when compared with all 
students (64.2%) in the study cohort. Of those students who changed their schedule more than 
once (n=1,302), only 78.7% (n=1,024) were soloists for one or more semesters. Students who 
were soloists in every semester they attended represented a slightly smaller proportion among the 
schedule changers when compared to the entire study cohort, 7.2% (n=166) and 10.1% (n=316), 
respectively. Among schedule changers 21.6% (n=497 out of 2,299) were soloists at least half of 
their enrollment period, compared with 27% of the entire study cohort. Schedule changers 
showed a difference in their graduation rate, 26.9% (n=618), compared with 24.6% of the entire 
study cohort (n=770). 
Student Academics and Peer Association.  
Single Course Takers 
The proportion of soloists, and the number of semesters in which a student is a soloist, is 
impacted by the number of classes enrolled in a given semester. Students who take only one 
course in a particular semester, by default, are soloists in that semester. Table 30 reports the 











Number (and Percentage) of Single Course Enrollees, by Semester 
Semester Enrollment  
Single Course 
Enrollees Percent 
1 3,128 161 5.1% 
2 2,383 228 9.6% 
3 1,848 193 10.4% 
4 1,532 194 12.7% 
5 1,163 211 18.1% 
6 856 184 21.5% 
7 577 150 26.0% 
8 399 136 34.1% 
9 263 81 30.8% 
10 195 70 35.9% 
11 161 55 34.2% 
12 118 48 40.7% 
13 92 26 28.3% 
Total 12,715 1,737 13.7% 
    
In the first semester 5.1%of students took only one course and were therefore soloists. Over time, 
students have a tendency to reduce their course load. From the second semester onwards, the 
proportion of students taking only one course in a particular semester is increasing from 9.6 
percent up to 40.7 percent (in the 12th semester). Between the third and the eighth semester, 
single course takers (soloists) represent between one tenth (1/10th) and one third (1/3rd) of 
students. While the students did not develop new peer associations when they enroll in only one 
class, it is possible that they retained peer associations from a previous semester (or semesters). 








Number (and Percentage) of Students who take a Single course and Maintain Peer-Associations 





# w/ Peer(s) 
from Previous 
Semesters 
% w/ Peer(s) 
from Previous 
Semesters 
1 161 x x 
2 228 88 38.6% 
3 193 59 30.6% 
4 194 59 30.4% 
5 211 62 29.4% 
6 184 67 36.4% 
7 150 54 36.0% 
8 136 45 33.1% 
9 81 23 28.4% 
10 70 18 25.7% 
11 55 16 29.1% 
12 48 19 39.6% 
13 26 8 30.8% 
Total 1,737 518 29.8% 
 
Less than one-third (29.8%) of single course takers maintained peer associations from prior 
semesters. Less than two-fifths (38.6%) of the 228 students enrolled in a single course during 
their second semester maintained peer associations. Thereafter, we can see a downward trend 
among single course takers in the number of peer associations they maintained from their 
previous enrollment. Overall, only 29.8% of the students who took a single course are seen to 
have peer associations from a prior semester. The implication is that even if the student did 
develop a cumulative peer network created throughout their enrollment, being a soloist for a 






Credits attempted and credits earned 
 One of this study’s hypotheses is concerned with if student peer associations has an effect 
on the academic outcome of number of cumulative credits earned. Table 32 reports the students’ 
cumulative credits earned by the number of semesters in which a student has been a soloist.  
Table 32 
Students’ Average Credits Earned, by Number of Semesters Enrolled and Number of Semesters 
as a Soloist  


















1 2.72 3.08 1.94         
2 8.69 10.57 7.31 5.19        
3 16.14 19.53 16.20 10.53 14.27       
4 31.35 45.50 29.58 21.65 15.15 20.00      
5 42.46 51.53 49.09 36.46 29.32 16.81 31.33     
6 51.57 60.50 58.00 52.29 42.34 33.20 20.85 †    
7 54.55 67.00 62.17 55.97 50.36 41.96 † † †   
8 58.35 † 67.39 62.98 57.94 52.05 † † † †  
9+ 61.34 † 81.50 66.88 68.71 63.13 59.32 44.43 † 49.45 † 
† n≤10     
Among students with equal number of semesters enrolled, more credits are earned the less often 
a student is a soloist. For example, within Table 32, among students who enrolled for a total of 
six semesters, students who were never soloists earned an average of 60.50 credits, and students 
who were soloists longer, (i.e.,5 semesters) earned fewer credits (20.85) on average. This is 
important because nearly two-thirds (64.2%) of the study cohort (n=2,008) were soloists for one 





 Similarly, Table 33 reports the students’ cumulative credits attempted by the number of 
semesters in which a student has been a soloist.  
Table 33 
Students’ Cumulative Number of Credits Attempted, by Number of Semesters Enrolled and 
Number of Semesters a Student is a Soloist  


















1 6.46 7.42 4.35         
2 14.73 18.28 12.28 7.63        
3 25.04 30.92 25.23 16.15 18.32       
4 40.64 52.76 40.77 32.00 24.91 23.28      
5 52.15 61.67 58.25 48.31 36.8 28.94 35.08     
6 61.64 70.42 68.57 62.31 53.68 41.50 30.77 †    
7 67.41 79.88 75.05 69.18 64.48 51.32 † †  †    
8 73.13 †  82.42 77.98 73.09 66.20 † †  †  †  
9+ 81.36 
†  101.75 88.17 86.33 84.50 81.00 69.00 † 62.00 † 
Note: † n≤10  
Similar to average credits earned, there is an inverse relationship between the number of 
semesters a student is a soloist and the number of credits attempted. For example, students who 
enrolled for six semesters, and were never soloists, attempted an average of 70.42 credits, while 
students who were soloists for five out of six semesters attempted only 30.77 credits, on average. 
The Correlation between Student Peer Association and Student Outcomes 
The richness of information contained in student records systems enables a detailed 
analysis of peer associations, and student-level outcomes (i.e. GPA, credits attempted, credits 
earned), this section will explore the relationship among these and other factors such as: 




impact of these factors on student-level outcomes in a specific semester, and overtime. The rate 
of peer-association among students is derived by identifying coincidental course enrollment each 
semester, and then determining to what extent a pattern develops between individuals over time. 
The descriptive statistics demonstrated that student peer-association varies in terms of the 
number of peer associations, and the intensity of peer associations. Students may encounter peers 
just once, or multiple times. The growth model analysis takes both into account: The analyses of 
student-level outcomes employs variables that evaluate the impact of peer associations, 
considering three levels of intensity for peer associations: two encounters, three encounters, and 
four or more encounters, between a student in the study cohort and a unique peer. 
Semester’s GPA 
 One of this study’s hypothesis (H2a) asserts that peer association is positively associated 
with student’s semestrial GPA. Accounting both for the number and intensity of peer 
associations Table 34 compiles the correlation among the five different models tested in order to 
test this hypothesis. What will be seen is that peer-association has a consistent, and positive 
correlation with student semestrial GPA. The correlation remains positive and significant once 
additional covariates are taken into account. Groups of covariates are added in the following 
order: Peer association (model 1), Additional behavioral covariates (model 2), Academic 






Students’ Semestrial GPA by Peer Association, Additional Behaviors, Academic, Demographic, 
and Financial Indicators (Models 1 through 5)  
 Y=Semestrial GPA Model 1 Model 2 Model 3 Model 4 Model 5 
Behavioral Indicators           






















































Academic Indicators            






























Part Time in the semester     -0.030   
(0.034) 
-0.028   
(0.034) 
-0.054   
(0.034) 
Demographic Indicators           








Race/Ethnic Profile (Reference=White)         




Asian       -0.050   
(0.064) 
-0.037   
(0.063) 












Financial Indicators            
Paid with Aid (Any Portion of Tuition)         0.430 *** 
(0.048) 
Paid with Self (Any Portion of Tuition)         -0.031   
(0.031) 
Percent Tuition Paid using Aid          -0.434 *** 
(0.062) 




























These results report the estimated change in semester GPA in any given semester 
attributable to peer association intensity.  Model 1 shows that student peer association is 
correlated with an increase in the student’s semestrial GPA. Having a single peer association 
(encountered classmate 2 times) is associated with to an increase of 0.033 GPA points in a 
student’s semestrial GPA when compared with the GPA of a soloist student (p≤0.001).  
Similarly, the correlation of student peer association at a higher exposure (encountered classmate 
three times) is also positive, but changes little from that of peers who were encountered only 
twice (0.032 vs. 0.033). However, at higher levels of peer intensity (encountered classmate four 
or more times) the association is strongest with student’s semestrial GPA, and it is correlated 
with an increase of 0.044 GPA points for each high intensity peer association (p≤0.001). The 
correlation of high intensity peer associations is also stronger, as reflected in the standardized 
score (Z=9.210) versus Z=9.060 and Z=5.180 for peers encountered only two or only three 
times, respectively.  
 The influence of peer association may be partially attributed to additional behavioral 
covariates. Hypothesis H2a asserts that other student-level behavioral indicators may be 
correlated student’s GPA. Model 2 evaluates the influence of Student’s Peer Association and 
additional behavioral covariates (Late registration, Schedule changes and Return from a stopout) 
on their semestrial GPA. The influence of peer association intensity in Model 2 is consistent 
(positive, p≤0.001) even after controlling for additional behavioral covariates: Two encounters 
=0.032, three encounters =0.033 and four or more encounters =0.042 GPA points.  
Late registration in a given semester is associated with a 0.216 points decline in the 
student semestrial GPA (p≤0.001). Class schedule changes, on or after the first day of classes, is 




relative correlation of late registration and schedule changes are similar to that of student peer-
associations with Z=5.140 and Z=8.620, respectively. The standardized score for student peer 
association varies between 5.280 and 8.720. Students who returned from a stopout are likely to 
have a 0.145 points increase in semestrial GPA in the semester they returned. (p≤0.001).  
 Model 3 evaluated the influence of student peer association while controlling for 
additional behavioral and academic covariates. In the presence of academic covariates the 
correlation of student peer association with student semestrial GPA was consistent (positive, 
p≤0.001), with gains in semestrial GPA of 0.013, 0.022 and 0.023 GPA points for each peer 
association, two, three, and four or more encounters, respectively. The standardized scores 
though are lower, Z=3.210, Z=3.350 and Z=4.290, respectively (without academic indicators, the 
standardized scores were Z=8.830, 5.280 and 8.720, respectively). These changes in slope are 
reasonable - the number of peers associations and peer encounter intensity is related to the 
number of classes (and credits) a student attempts. Part time students, and students who attempt 
fewer classes (or credits) would have fewer opportunities to establish peer associations2. The 
slope of those academic covariates would only partially represent the influence previously 
recorded based on peer associations alone. There were similar declines in in the expected 
semestrial GPA related to late registration (-0.198 points) and schedule changes (-0.202 points, 
p≤0.001).  A return from a stopout is associated with an increase of 0.250 points in a student’s 
GPA for the semester in which the student returned.  Student remedial education needs was 
negatively associated with semestrial GPA, with a decline of 0.134 GPA points for remedial 








prior to first day of classes was associated with an increase of 0.010 GPA points (e.g. each 
academic course (typically 3 credits) which would result in an increase of 0.030 points to a 
student’s semestrial GPA).  
The effect of course load is expressed using two variables: classes attempted and credits 
attempted. Student GPA increased by 0.108 points for each additional class attempted (p≤0.001). 
A slight decline in GPA (0.024 points, p≤0.001) can be attributed to each credit attempted. For a 
typical credit bearing course (3 credits), the net influence would be positive, adding an additional 
0.036 points to the semestrial GPA (0.108-0.024*3=0.036 points). Being a part time student was 
not significantly related (although negative) with student expected GPA.  
Model 4 reports that peer association relationship to students’ GPA is significant in the 
presence of additional behavioral and academic covariates. However, the effect of peer 
association may be partially attributed to demographic covariates. Male students, minorities and 
older students earned lower GPA compared with White (non-Hispanic), female, and traditional 
age students. Model 4 shows that when student-level demographic indicators are accounted for, 
the correlation of student peer association remains in place. Peer association is correlated with 
increases students’ expected semestrial GPA by 0.012, 0.017 and 0.019 points for each 
additional peer association (two, three, and four or more encounters, respectively (p≤0.006) 
compared with soloist students. Additional behavioral covariates reflect similar effects on 
student semestrial GPA: Late registration and schedule changes are associated with expected 
decreases in semestrial GPA (-0.177 and -0.203 points, respectively (p≤0.001)). Returning after a 
stopout is positively associated with semestrial GPA (increase of 0.243 points, p≤0.001). 
Students’ demographics are associated with changes in the expected semester GPA: age is 




are expected to have -0.194 points decrease in GPA compared with female students (p≤0.001). 
International students (student visa) are expected to earn a GPA that is 0.415 points higher than 
other students (when all other covariates held constant). Minority students (with the exception of 
Asians) are expected to have lower semestrial GPA: Hispanic, African American and other 
minority student groups’ expected GPA is 0.397, 0.514 and 0.330 points lower than white, non-
Hispanic students (p≤0.001). The negative influence for African American students is stronger 
than other minority groups, and seems to correspond with their lower rates of peer-association3. 
Overall, the influence of the number of semesters enrolled remains similar: For every semester a 
student enrolls, there is a slight decline,  in the semestrial GPA (-0.087 points, p≤0.001). The 
influence of academic indicators on student semestrial GPA remains consistent with previous 
findings. But, the influence of student’s part-time status (which remains insignificant, -0.028, 
p=0.427) may reflect on other student’s qualities. Specifically, being part-time may impact a 
student’s eligibility for various financial aid programs (federal, state or regional, or institutional 
aid).  
Model 5 adds reports that the correlation of student peer association remains consistent 
even when financial indicators are considered. Peer association increases expected student GPA 
by 0.012, 0.016 and 0.019 points for each peer association a student has (two, three, and four or 
more encounters, respectively) compared with soloist students. The association with other 
behavioral indicators remains similar: Late registration and schedule changes are negatively 
associated with expected decline in semestrial GPA (-0.167 and -0.205 points, respectively 
(p≤0.001)), and returning from a stopout is positively associated with increased semestrial GPA 






with increased semestrial GPA. The influence was related to an expected increase of 0.430 
semestrial GPA points (p≤0.001). This increase was important across the study group in that 
most students received some form of aid at least once during the study period. Beginning with 
the first semester 71.9% (n=2,251) of the study group used financial aid to pay for some or all of 
their first semester’s tuition. During the study period nearly two thirds (64.5%) of the semestrial 
tuition accounts for the study cohort was paid partially, or completely, using financial aid. The 
covariate “percent tuition paid using aid” further estimates relationship between financial aid and 
GPA. When tuition was completely paid for with financial aid the net effect was to neutralize the 
GPA benefits of financial aid. (-0.434 for having 100% of the tuition paid using aid versus 0.430 
semestrial GPA points for paying less than full tuition with financial aid). During the study 
period, an average of 58.8% of student’s tuition dollars were paid using financial aid.  The result 
was a net increase of 0.175 points in student semestrial GPA for aid recipients. Pell or TAP4 
recipient status for a given semester is associated with a decline in student GPA (-0.170 points, 
p≤0.001). Student eligibility for either PELL or TAP is consistent with low socio-economic 
status, a factor associated with several risks factors related to early departure (Bean & Metzner, 
1985; Pascarella & Terenzini, 2005). Tuition paid without financial aid had an insignificant 
influence on student semestrial GPA. The overall influence of student academics and 
demographics on GPA remains similar, though student visa status had a weaker effect than 
previously measured resulting in an increased GPA of 0.330 points (a standardized score of 
5.83), compared with an increase of 0.415 points (a standardized score of 7.79) in the previous 
model. It is possible that part of the influence of international student status is now captured in 
student financial indicators: international students are ineligible for most need-based aid 
                                                            
4 A tuition only award for undergraduate students in New York State. Eligibility is based on US citizenship/permanent resident aliens, 




programs, and derive financial support mainly from non-aid resources or direct institutional 
assistance.  
Overall, the findings also show that the association between behavioral indicators and 
student’s semestrial GPA is influential (negative and positive effects), and remains significant in 
presence of other covariates. The association became weaker (but remained significant) once 
academic covariates were included.  
Semestrial Credits Earned 
 Hypothesis H2b asserts that peer association is positively associated with student’s 
Credits Earned in a given semester. Table 35 evaluates this hypothesis, accounting for the 
number of peer associations, and the intensity of those associations. What will be seen is that the 
number of peer-associations has a positive correlation with student credits earned. The 
correlation remains positive and significant once additional covariates are taken into account. 
Groups of covariates are added to the model in the following order: Peer association (Model 1), 
Additional behavioral (Model 2), Academic (Model 3), Demographic (Model 4) and Financial 





Students’ Credits Earned by Peer Association, Additional Behaviors, Academic, Demographic, 



















Note: Coefficients (and standard errors) reported, †p<0.1, *p≤0.05, **p≤0.01, ***p≤0.001 
 Y=Semestrial Credits Earned Model 1 Model 2 Model 3 Model 4 Model 5 
Behavioral Indicators           
















































Return from Stopout   -1.571 *** 
(0.176) 
0.147   
(0.111) 




Academic Indicators            












-0.103   
(0.087) 
-0.093   
(0.087) 


























Part Time in the semester   
  
-0.069   
(0.091) 
-0.070   
(0.091) 
-0.114   
(0.092) 
Demographic Indicators           
Age   





Male   





Race/Ethnic Profile (Reference=White)         
Int. Student   





Asian   
    
0.112   
(0.153) 
0.125   
(0.151) 
Hispanic   





African Americans   





Other   





Financial Indicators            
Paid with Aid (Any Portion of Tuition)   
      
0.643 *** 
(0.114) 
Paid with Self (Any Portion of Tuition)   
      
-0.145 † 
(0.085) 
Percent Tuition Paid using Aid    
      
-0.611 *** 
(0.151) 
Pell or Tap recipient   
      
-0.263 ** 
(0.098) 























In Model 1, student peer association is correlated with an increase in the student’s credits earned.  
The influence of a single peer association (encountered 2 times) is equivalent to an increase of 
0.673 credits earned (p≤0.001) in a given semester compared with that of a soloist student. 
Similarly, the correlation of student peer association at higher exposures was 0.335 credits 
increase (p≤0.001) when a unique peer association was encountered three times, and 0.212 
credits increase (p≤0.001) when there were four or more encounters.  Surprisingly, the 
correlation of peer association on credits earned seems to decline with increased peer association 
intensity.   
Further evaluation (Models 2 and 3) shows that increases in semester credits earned are 
partially attributed to other covariates. The influence of peer association in Model 2 remains 
similar once the additional behavioral covariates of Late registration, Schedule changes, and 
Return from stopout are added. All were associated with fewer semester credits earned.  Late 
registrants earned 2.319 fewer credits (p≤0.001) than on time registrants, and schedule changers 
earned 0.561 fewer credits (p≤0.001) compared with students retaining their initial schedule. 
Students returning from stopout earned 1.571 fewer credits (p≤0.001) in the semester they 
returned, compared with a student who maintained continuous enrollment in the same semester.  
Once academic indicators are added (model 3), the correlation of peer associations 
remains significant but it becomes smaller than previously estimated. Peer association increases 
students’ credits earned (by 0.079, 0.111 and 0.051 for each peer association, two, three, and four 
or more encounters, respectively,) compared with soloist students (sig.≤0.001). Late registration 
and schedule changes are negatively associated with credits earned for a given semester, 0.412 




The influence of student academic covariates in any given semester is notable: Total 
credits earned to date, Credits attempted, and Classes attempted are all positively associated with 
number of credits earned. The total number of credits earned prior to first day of classes 
increases the number of credits earned in the semester by 0.019 per credit earned. Number of 
classes attempted is associated with an increase of semester credits earned of 0.143 credits 
(p≤0.001). The number of credits attempted in a semester increases the expected credits earned 
by 0.746 credits for each additional credit attempted, or an average of 2.238 additional credits 
earned for a typical 3 credit course. Compared with college-level students needing remedial 
Writing or Math, are both negatively associated with number of credits earned, -0.293 credits 
earned, and -0.215 credits earned, respectively.  
 Model 4 introduces student demographic covariates which do not change the association 
of behavioral or academic covariates previously measured in Model 2 and Model 3. First, the 
correlation of peer association to semester credits earned remains consistent.  Peer association 
intensity increases students’ credits earned by 0.077, 0.130 and 0.043 for two, three, and four or 
more encounters, respectively. Second, late registration and schedule changes are negatively 
associated with semester credits earned, 0.351 and 1.307 fewer credits, respectively (p≤0.001), 
while return from stopout has an insignificant effect on semestrial credits earned. In terms of 
student demographics, age is associated with an increase 0.045 semester credits earned per year. 
International students (student visa) earned 0.687 more semester credits when compared with 
resident students. Hispanics, African Americans and other minority students (excluding Asians) 
earned fewer semester credits, 0.499, 0.646 and 0.531 fewer credits, respectively (p≤0.001). 




Lastly, with the addition of financial covariates, Model 5 shows that the correlation of 
student peer association with credits earned in the presence of student behavioral covariates is 
consistent across all models tested.  Peer association intensity is associated with increases in 
semester credits earned of 0.077, 0.102 and 0.044 for two, three, and four or more encounters, 
respectively (p≤0.003).  Late registrants and schedule changers earned 0.319 and 1.301 fewer 
semester credits, respectively. Students returning from a stopout showed an increase of 0.208 
credits compared with those students maintaining continuous enrollment (p=0.061).  
In this set of models financial covariates played a significant role. Paying partial tuition 
using financial aid increases credits earned by 0.643 semester credits. However, similar to the 
findings in previous models, when tuition was completely subsidized with financial aid the net 
effect becomes smaller (0.643-0.611=0.032), all other covariates held constant. Pell or TAP 
recipient status within a given semester is associated with 0.263 fewer credits earned (p=0.007); 
and tuition paid without any financial aid is associated with 0.145 fewer semestrial credits 
earned, though its influence is borderline significant (p=0.090).   
Overall, these Models 1-5 show that student behavioral indicators are correlated with 
semester credits earned. The inclusion of academic level covariates changes the slopes of student 
behavioral indicators, yet their association with semestrial credits earned remained strong. It is 
possible that the number of peer associations is more crucial in the influence on student’s 
semestrial credits earned than the intensity of the association. Late registration and schedule 
changes were negatively correlated with student semestrial credits earned, while return from a 
stopout was associated with an increase in semestrial credits earned during the semester in which 




Student Cumulative GPA 
 Next, hypothesis H2c asserts that peer association is positively associated with student’s 
cumulative GPA is examined. Hypothesis H2c examines if the correlation of student peer 
association is cumulative, and whether it remains over time (even over those semesters a student 
does not have direct exposure to peers). Table 36 evaluates this hypothesis by accounting for the 
number of peer associations, and the intensity of those associations throughout the entire study 
period. What will be seen is that cumulative peer association is positively associated with 
cumulative GPA in ways that vary from the previous section, which examined individual 
semester peer-association. Variation in the influence of peer association (specifically cumulative 
peer association) on cumulative GPA is revealed with the introduction of additional covariates. 
The covariates are added to Table 36 in the following order: Peer association (Model 1), 
Additional behavioral (Model 2), Academic (Model 3), Demographic (Model 4) and Financial 






Students’ Cumulative GPA by Peer Association, Additional Behaviors, Academic, Demographic, 
and Financial Indicators (Models 1 through 5)  
  Y=Cumulative GPA Model 1 Model 2 Model 3 Model 4 Model 5 
Behavioral Indicators           
Cumulative Peer Associations (Encountered 2 
times) 
-0.001   
(0.001) 
0.000   
(0.001) 
0.001   
(0.001) 
0.001   
(0.001) 
0.001   
(0.001) 
Cumulative Peer Associations (Encountered 3 
times) 
-0.002   
(0.002) 
0.000   
(0.002) 
0.002   
(0.003) 
0.002   
(0.003) 
0.001   
(0.003) 
Cumulative Peer Associations (Encountered 4+ 
times) 


































Academic Indicators            












Total Credits to date     0.000   
(0.001) 
0.000   
(0.001) 
0.000   
(0.001) 












Cumulative Semesters Enrolled as part time     -0.012   
(0.015) 




Demographic Indicators           








Race/Ethnic Profile (Reference=White)         




Asian       0.029   
(0.082) 
0.027   
(0.082) 












Financial Indicators            
Cum. Semesters Paid with Aid (Any Portion of 
Tuition) 
        
0.001   
(0.007) 
Cum. Semesters Paid with Self (Any Portion of 
Tuition) 
        
0.049 *** 
(0.012) 
Cumulative Percent Tuition Paid using Aid          -0.018   
(0.041) 
Cumulative Pell or Tap recipient         -0.005   
(0.011) 








-0.029   
(0.019) 














Model 1 shows no evidence that student peer association had a correlation with cumulative GPA.   
Neither the number nor intensity peers association effected students’ cumulative GPA, unlike 
other models examined in this study up to this point, where peer association was correlated to 
academic outcomes.  It is possible therefore that peers encountered in previous semesters (but are 
not part of a student’s current enrollment pattern) have little or no correlation with the students’ 
cumulative GPA. The next model will examine the influence of additional covariates (behavioral 
and academic) on student peer association.  
Model 2 shows that students who encountered the same peers four or more times 
experienced a small but positive association with cumulative GPA (0.005 for each peer 
association, z=2.490, p=0.013).  Cumulative late registration is associated with a decline in 
cumulative GPA of 0.082 for each late registration incident.  Similarly, a student who changed 
their class schedule on or after the first day of classes is expected to have a GPA that is 0.036 
lower for each semester a student initiated schedule changes.  A student who returned from a 
stopout is likely to earn about 0.227 points higher GPA for each return from stopout.  This 
finding is somewhat surprising, but it is possible that return from stopout corresponds with 
improve organizational skills and other preparations that allow the student to concentrate on their 
studies.  
In Model 3 (once academic covariates are added to the model), the correlation between 
peer association and cumulative GPA is limited only to high intensity peer association.  The is 
negative association of student late registration and schedule changes remains similar to the ones 
measured without academic indicators: each late registration event is associated with a decline of 
0.069 points in cumulative GPA; each semester of schedule changes is associated with a decline 




0.194 in a student’s cumulative GPA.  Meanwhile, a significant correlation with student’s 
cumulative GPA is associated the cumulative number of classes attempted indicating an increase 
of 0.010 in cumulative GPA for each class attempted. This association is understandable given 
that peers association and peer association intensity is related to the number of classes a student 
attempts. Cumulative part time status is associated with a decline of 0.012 GPA points for each 
semester enrolled as part time student. Students who needed remedial Writing or remedial Math 
earned a cumulative GPA that was 0.178 and 0.400 lower, respectively, than students who 
entered at college level (p≤0.001).  
The addition of demographic indicators in Model 4 did not change the correlation 
between student peer associations and student behavioral indicators. The correlation of high 
intensity peer associations (encountered four or more times), and a student returning from 
stopout on students’ cumulative GPA remained positive; The correlation of late registration and 
schedule changes on students’ GPA remained negative. Students’ demographics are associated 
with the following changes in cumulative GPA: Age is associated with a small increase in the 
expected GPA (0.023 per year, p≤0.001), and male students are expected to have cumulative 
GPAs 0.252 lower as compared with female students (p≤0.001). This relationship is similar to 
that for semestrial GPA. International students (student visa) are expected to earn cumulative 
GPAs 0.255 points higher than residents, all other covariates held constant. Also similar to 
semestrial GPA, minority students (with the exception of Asians) are expected to have lower 
cumulative GPA: Hispanic, African American and other minority student groups’ expected 
cumulative GPA is 0.343, 0.499 and 0.325 points lower than white, non-Hispanic students 





Once financial indicators are considered in Model 5, the correlation between students’ 
high intensity peer association (encountered four or more times), late registration, schedule 
changes, returning from a stopout and students’ cumulative GPA remained consistent with 
previous findings. The association between academic covariates and cumulative GPA remains 
similar to all but part time status: Cumulative part time enrollment status is associated with a 
decline of 0.031 points in students’ cumulative GPA for each semester (Z=-2.080, p=0.038) 
compared with full time enrollees. While the influence of student’s part time status was 
insignificant in Model 3 and Model 4, it may reflect on other student’s qualities. Specifically, 
part time status influences a student’s eligibility for several federal, state or regional aid 
programs, as well as for institutional aid. The influence of financial indicators is as follows: 
Paying tuition using aid resources does not significantly change student cumulative GPA (though 
it was seen previously to effect semestrial GPA). Overtime, nearly two thirds (64.5%) of 
individual student semestrial tuition was paid partially or in full using aid, and the common 
occurrence of students receiving some aid may explain this insignificance. The percentage of 
student tuition paid with aid has insignificant influence on cumulative GPA, as well as the 
cumulative number of semesters in which a student receives Pell or TAP. While Pell or TAP 
recipient status may indicate a higher level of external constraints, it was associated with a short 
term (semestrial) change and not a cumulative change to student’s GPA. Paying tuition through 
self-resources has a positive association with cumulative GPA and was correlated with an 
expected increase of 0.049 GPA points per semester.  
 Overall, the correlation between the number of student peer-associations and cumulative 




cumulatively). While peer association had an impact on the immediate semestrial GPA at all 
levels and associations, the cumulative influence observed is limited  
Student Cumulative Credits Earned 
 One of the underlying hypothesis (H2d) asserts that peer association is positively 
associated with student’s cumulative credits earned. H2d questions if the correlation of student 
peer association is cumulative, and if it remains over time (even at times when the student does 
not have direct exposure to peers). What will be seen is that cumulative peer association is 
positively associated with cumulative credits earned. The correlation remains strong for all peer 
association intensity levels, and peer association remains stable in the presence of additional 
behavioral, academic, demographic and financial covariates.  
The results of student peer-association on student cumulative credits earned are reported 






Students’ Cumulative Credits Earned by Peer Association, Additional Behaviors, Academic, 
Demographic, and Financial Indicators (Models 1 through 5)  
 Y=Cumulative Credits Earned Model 1 Model 2 Model 3 Model 4 Model 5 
Behavioral Indicators           






-0.007   
(0.007) 
-0.008   
(0.007) 
-0.008   
(0.007) 






















































Academic Indicators            
Ever Need Writing (1st day of semester) 
    
-0.225 † 
(0.133) 
-0.220   
(0.135) 
-0.187   
(0.135) 
Ever Need Math (1st day of semester) 
    
0.180   
(0.132) 
0.154   
(0.136) 
0.155   
(0.136) 
Total Credits to date 







Cumulative Credits attempted 







Cumulative Number of Classes  







Cumulative Semesters Enrolled as part time 





-0.102   
(0.072) 
Demographic Indicators           
Age 











Race/Ethnic Profile (Reference=White)           
Int. Student 
      
0.140   
(0.167) 
0.091   
(0.17) 
Asian 
      
-0.071   
(0.235) 
-0.024   
(0.235) 
Hispanic 
      
0.103   
(0.202) 
0.046   
(0.204) 
African Americans 
      
-0.129   
(0.226) 
-0.204   
(0.228) 
Other 
      
-0.278   
(0.215) 
-0.311   
(0.215) 
Financial Indicators            
Cum. Semesters Paid with Aid (Any Portion of 
Tuition) 
        
0.097 *** 
(0.029) 
Cum. Semesters Paid with Self (Any Portion of 
Tuition) 
        
-0.012   
(0.063) 
Cumulative Percent Tuition Paid using Aid  
        
0.546 *** 
(0.15) 
Cumulative Pell or Tap recipient 
        
-0.791 *** 
(0.078) 






-0.175*   
(0.088) 
0.017   
(0.092) 














The relationship between student peer association and student’s cumulative credits earned is 
consistent with those observed at the semestrial level. The influence of each peer association 
(encountered 2 times) is equivalent to an increase of 0.395 in a student’s cumulative credits 
earned compared with a soloist student (p ≤0.001). Similarly, the influence of student peer 
association at a higher exposure (encountered three times, and four or more times) is positive at 
0.566 and 0.451 additional credits, respectively (p≤0.001). For each semester the student enrolls, 
the number of cumulative credits earned is expected to increase by 5.632 credits (p≤0.001).  
In Model 2 the relative strength of peer association remains once coefficients for late 
registration, schedule changes and return from stopout are considered. Cumulative late 
registration behavior is associated with a decline of 3.050 in credits earned for each incident of 
late registration. A student returning from a stopout is expected have 13.40 fewer total credits 
earned as compared with a student that never stopped out. The influence of cumulative schedule 
changes on students’ cumulative credits earned are insignificant (though schedule changes did 
influence student individual semester credits earned). 
The correlation of student peer association changes in the presence of additional 
academic covariates (Model 3). Peer associations (encountered three, and four or more times) 
increases students’ expected credits earned by 0.061 (p≤0.001) and 0.027 (p=0.002) for each 
additional peer association, respectively. Having peer associations that were encountered twice 
had an insignificant influence on students’ cumulative credits earned. The association of student 
late registration becomes weaker though it remains significant: Each late registration event is 
associated with a decline of 0.926 credits earned (p≤0.001). Student’s schedule changes are now 
associated with earning 1.757 fewer semester credits for each semester in which the student 




influence of student’s return from a stopout, and semesters enrolled become borderline 
significant and minimal: students returning from stopout are expected to earn 0.322 fewer 
cumulative credits compared with students who never stopped out (p=0.091), and it is expected 
that over the study period students would earn 0.164 fewer credits for each semester enrolled 
(p=0.063). Other academic indicators, which may in part capture peer association, have 
significant correlations with student’s cumulative credits earned. Cumulative number of classes 
attempted is associated with an increase of 0.163 cumulative credits earned (p≤0.001); 
Cumulative credits attempted is associated with an increase of 0.754 credits for each additional 
credit attempted (p≤0.001). This association is expected as the number of peers associations and 
peer encounters opportunities is related to the number of classes a student attempts, and students’ 
credits earned are directly associated with credits attempted. For each semester the student 
enrolls as a part time student, the expected cumulative credits earned declines by 0.232 
(p≤0.001). Students who needed Writing or Math remediation upon entry did not vary 
significantly in cumulative credits earned, though a semestrial need for remediation reduced the 
number of credits earned for a given semester5.  
Once student-level demographic indicators are included (Model 4), a similar correlation 
between peer association and cumulative credits earned remains. The correlation of student late 
registration, schedule changes and return from stopout remains similar to the one previously 
measured. In terms of student demographics, age and gender are associated with changes to the 
cumulative number of credits earned: age is associated with a small increase in credits earned 







female students (p=0.003). Differing from the relationship found in semestrial credits earned, 
there were no significant differences in cumulative credits earned attributed to race/ethnic 
profile. Any differences in cumulative credits earned by race/ethnicity6 were accounted for using 
peer association, behavioral, and academic covariates. The use of financial aid to pay for a 
student’s tuition was associated with increased cumulative credits earned, with an expected 
increase of 0.097 cumulative credits earned for each semester the student receives aid (p≤0.001).  
An additional portion of financial aid’s influence is revealed using the covariate “percent tuition 
paid using aid”. When tuition is completely paid for with financial aid the expected increase to a 
student’s credits earned is 0.546 (z=3.630, p≤0.001). Repetitive Pell or TAP recipient status is 
associated with 0.791 fewer credits earned for every semester a student receives aid.  Self-
financed tuition without aid had an insignificant influence on cumulative credits earned.  
 To summarize, the association between peer-associations and cumulative credits earned 
takes place at higher intensity levels of peer-association (peers encountered three times, and four 
or more times). This correlation has a trend similar to the influence of peer association on 
students’ cumulative GPA. The correlation of late registration, schedule changes and stopout to 
cumulative credits earned is negative, and carries a lasting influence on student credits earned.  
Student Odds of Retention or Graduation.  
 One of the underlying hypothesis (H2e) in this study questions the relationship of peer 
association to student’s retention and/or graduation.  It hypothesized that the correlation between 








and cumulative level, and that the correlation of peer associations remains over time. What will 
be seen is that students with peer associations is positively correlated with persistence into the 
following semester (or graduation) compared with soloists. The correlation remains positive 
(though changes in strength take place) once academic, demographic and financial indicators are 
taken into account.  
The results of the initial model of student peer-association on student odds of retention 






Student’s Semestrial Odds of Retention or Graduation by Peer Association, Additional 
Behaviors, Academic, Demographic, and Financial Indicators (Models 1 through 5)  
Y= Odds of Retention (or Graduation) Model 1 Model 2 Model 3 Model 4 Model 5 
Behavioral Indicators           
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Academic Indicators            



































Part Time in the semester     
0.893   
(0.069) 




Demographic Indicators           










Race/Ethnic Profile (Reference=White)      

























Financial Indicators            
Paid with Aid (Any Portion of Tuition)         
2.141 *** 
(0.204) 
Paid with Self (Any Portion of Tuition)         
1.208 * 
(0.091) 
Percent Tuition Paid using Aid          
0.508 *** 
(0.066) 
Pell or Tap recipient         






















1.095   
(0.202) 




Students who established peer association were more likely to retain into the following semester 
compared with soloists. The correlation of peer associations and retention varied by intensity 
level: Peers who were encountered twice increased the likelihood of retention by 1.184 
(p≤0.001); peers who were encountered three, or four or more times increased the likelihood of 
retention by 1.074 and 1.129, respectively. In the presence of additional behavioral covariates 
(model 2), both peer association and other behavioral indicators showed significant correlation to 
students’ retention. Late registration for a given semester is associated with a reduction in 
persistence into the following semester (OR=0.555, p≤0.001).  Student schedule changes also has 
an adverse effect on the likelihood of retention (OR=0.787, p≤0.001). A return from a stopout in 
a given semester is also associated with a decline in persistence into the following semester 
(OR=0.568, p≤0.001).  
 Similar to the analysis of students’ earned GPA and credits earned, it is possible that the 
correlation between peer association and students’ retention is partially explained using student-
level academic covariates. Indeed, once student academic covariates are included (model 3), peer 
association remains positively associated with retention only for peers who were encountered 
twice.  The association with peers encountered at higher intensity levels (more than twice) 
became insignificant. Part of the previously measured correlation between peer associations and 
students’ retention is attributed to the number of classes a student attempts in a given semester, 
and to the total number of credits earned. Both variables had a positive influence on student 
retention (OR=1.457 and 1.014, respectively (p≤0.001)). In addition, this change may be 
partially attributed to having fewer students who maintain peer associations at high intensity 






Students needing remedial Writing or remedial Math are less likely to be retained (OR=0.851 
and OR=0.686, respectively) compared with those who are at college level. The influence of 
credits attempted per semester is small, though significant (OR=0.984, p=0.043).  
The inclusion of demographic indicators (Model 4) does not change the correlation of 
peer association, behavioral or academic indicators previously measured. Peer association 
remains positively correlated (though borderline significant) only at the lowest intensity level. 
Late registration, schedule changes and stopout continues to penalize students’ retention. In 
terms of student demographics, males and minority students are less likely to persist into the 
following semester compared with females and white (non-Hispanic students).  Males have 
decreased odds (OR =0.886, p=0.012) of retention compared with females. Asian, African 
American, Hispanics and other minorities have 0.819, 0.762 and 0.712, and 0.697 times the odds 
of retaining into the following semester compared with whites (p ≤0.029). International students 
are about nearly 1.5 times more likely to retain compared with white, non-Hispanic students 
(OR=1.451, p≤0.001). The likelihood of retention increases slightly with age (OR=1.007 per 
year, p≤0.042). This increase associated with age, though significant, does not carry a notable 
change to the likelihood of retention.   
The addition of financial covariates in Model 5 does not change the association of 
previously measured behavioral covariates with student’s retention. Using financial aid to pay 
for any part of the student’s tuition more than doubles the likelihood of a student persisting to the 
following semester (OR=2.141, p ≤0.001). However, because paying all tuition using financial 
aid reduces the likelihood of persistence on to the following semester (OR=0.508, p≤0.001), the 
influence of financial aid is also related to the proportion of tuition paid by aid. Pell or TAP 




influence student’s retention, and students who self-fund any part of their tuition using non-aid 
resources are more likely to retain into the following semester (OR=1.208, p=0.013). Once 
financial indicators were included, the influence of part time status reduces the likelihood of 
student persisting on to the following semester (OR=0.789, p =0.002), and the number of credits 
attempted in the semester slightly reduces the likelihood of retention (OR=0.977, p =0.003). 
While the influence of credits attempted is significant, it is offset by the number of classes 
attempted in the semester (OR=1.459, p≤0.001). The influence of other demographic variables 
remains unchanged (though the influence of student age became borderline significant, p=0.088).  
Overall, the models reveal that for a given semester, student behavioral indicators are 
associated with student retention into future semesters. However, peer associations’ intensity 
level, which influenced GPA and credits earned, was not associated with the likelihood of 
semestrial retention. It is possible that the reason for the limitation on peer association intensity 
is attributed to the limited opportunity to establish high peer association intensity in such a short 
span of time as one semester. As students are allowed more time (semesters) to establish peer 
associations, the influence on retention and graduation may vary from the semestrial results. 
Table 39 replicates the semestrial based peer associations analysis using cumulative 
covariates at each point in time, taking into account the student’s cumulative peer associations, 
as well as the naturally occurring changes in each student’s behavioral, academic, demographic 






Student’s Cumulative Odds of Retention or Graduation by Peer Association, Additional 
Behaviors, Academic, Demographic, and Financial Indicators (Models 1 through 5)   
Y= Odds of Retention (or Graduation)  Model 1 Model 2 Model 3 Model 4 Model 5 
Behavioral Indicators           


















































Cumulative Return from Stopout 
  








Academic Indicators            
Ever Need Writing (1st day of semester) 
    
1.061   
(0.068) 
1.079   
(0.066) 
1.080   
(0.068) 
Ever Need Math (1st day of semester) 







Total Credits to date 







Cumulative Credits attempted 







Cumulative Number of Classes  







Cumulative Semesters Enrolled as part time 







Demographic Indicators           
Age 











Race/Ethnic Profile (Reference=White)           
Int. Student 
      
1.400 *** 
(0.13) 
1.131   
(0.113) 
Asian 
      
0.909   
(0.096) 
0.918   
(0.100) 
Hispanic 

















Financial Indicators            
Cum. Semesters Paid with Aid (Any Portion of Tuition) 
        
1.050 * 
(0.024) 
Cum. Semesters Paid with Self (Any Portion of Tuition) 
        
1.099 ** 
(0.035) 
Cumulative Percent Tuition Paid using Aid  
        
1.055   
(0.101) 
Cumulative Pell or Tap recipient 
        
0.870 *** 
(0.021) 
























The correlation between students’ cumulative peer association and student’s likelihood of 
retention or graduation is positive and significant. Students’ cumulative peer association changes 
the odds of student retention by 1.013 to 1.035 for each peer association established. Peer 
associations at higher intensity levels (encountered three times, and encountered four or more 
times) have greater influence on students retention compared with cumulative peer associations 
that were encountered only twice: 1.305 and 1.020 for each peer encountered three and four or 
more times, respectively. The influence of late registration and schedule changes on cumulative 
retention remains negative, and it is associated with changes of 0.640 and 0.753 in the 
cumulative odds of retention, respectively (p≤0.001). The association between a return from 
stopout and students’ retention over time was associated with an increase in the odds of retention 
(OR=1.912, p≤0.001). The direction of the association is opposite to the one measured at the 
semestrial level. It is possible that return from stopout signals higher commitment to the 
academic path in the presence of external obstacles (e.g. work or family commitment), or that it 
indicates that the student addressed previous constraints to their schedule. Over the study period 
this outcome effected over one fifth (22.2%) of students, who experienced at least one stopout.  
The influence of student cumulative academic indicators slightly differed from those 
measured at the semestrial level. Requiring Writing remediation is now insignificant, and 
students who entered college needing Math remediation are less likely to retain to a future 
semester (OR=0.739, p≤0.001), though the influence is weaker than the one measured at the 
semestrial level (reported between OR=0.686 and OR=0.732 in models 3, 4 and 5). This 
variation is expected, as the cumulative variable reflects on students’ historical preparation 
which will change if a student exited remedial mathematics, while the semestrial indicator 




influence of credits attempted to date on students’ retention is minor (OR=0.991, p≤0.001) and is 
offset by the number of classes taken to date (OR=1.095, p≤0.001). For each semester the student 
enrolls as part time, the likelihood of retention declines by 0.850 (p≤0.001).  
Males and minority students are less likely to retain to the following semester when 
compared with females and white (non-Hispanic students). Males have 0.843 times the odds of 
retaining compared with females (p =0.003). African Americans, Hispanics and other minorities 
have 0.767 and 0.839, and 0.799 times, respectively, the odds of retaining into the following 
semester compared with whites. The changes in the odds for African Americans is borderline 
significant (p= 0.091). There are no significant differences in the odds of cumulative retention 
for international students compared with whites, this change from the semestrial models may be 
attributed to changes in visa status over time. During the study period 22% of international 
students have changed the type of visa they possessed.  
In terms of financial aid, each semester in which a student used aid-funding to pay any 
part of their tuition had increased by 1.05 their odds of retention. The number of semesters for 
which a student received Pell or TAP aid is associated with lower student’s retention (OR=0.870, 
p≤0.001). The cumulative influence of semesters enrolled is stronger (OR=0.732, p≤0.001) than 
that measured in a semester-based model. This is to be expected, as the number of semesters 
enrolled increases, the likelihood of an external constraint to influence a student’s ability to 
enroll or complete their studies increases.  
Overall, the cumulative models reveal that cumulative behavioral indictors, such as peer 
association, late registration, schedule changes and return from stopout, may be associated with 
student retention and graduation rates. The models reveal that for a given semester, student 




associations’ intensity level, which influenced GPA and credits earned, is associated with the 
likelihood of overall (long-term) retention (but it does not have a significant influence on 






In this chapter, the study’s hypotheses are reviewed, and conclusions are drawn from the 
analysis of the study’s findings. Then the common themes between this study and other studies 
pertaining to peer association and behavioral indicators are discussed, as well as the contribution 
of this study to the literature on community colleges. It further discusses the implications of the 
findings, recommendations related to informing policy makers, and the benefits of using student-
level transactional data techniques to extract knowledge from administrative student records. The 
chapter concludes by considering the limitations of this study and proposing other possibilities 
for continued research on peer association and also other uses of student-level transactional data 
at community colleges.  
Discussion of the Findings 
This study examined various aspects of student behavior and also demonstrated that 
records management systems can be mined to extract longitudinal student-level transaction data. 
Extracting data in this way provided the study with a proxy for behavioral indicators such as: 
peer association, late registration, and schedule change. These behaviors were correlated with 
various longitudinal academic outcomes, such as: student GPA, credits earned, and retention 
(graduation). One of the main findings from the results of this study was to demonstrate the 
ability to identify and measure peer association directly from transactional files. For example, 
this technique would certainly enhance the findings of previous studies which were limited to 
using only short-term or single point in time data, such as cohort membership, dormitory 
roommate, or squad assignment as evidence of peer association. Whereas other studies assumed 
that such relationships would endure over time, the structure of this study allowed for the 




the iteration of each repeated measurement. The benefit of such a large and complete data set 
established concrete evidence enabling rigorous analysis which yielded correlations between 
student behavior and student academic outcomes, both at the semestrial level, and cumulatively.  
This study uses student-level transactional data (live and historical data) stored in 
information systems supporting student learning or administrative records to focus on measures 
of student peer association in the natural setting of a large open admission, urban, commuter 
community college. Those types of records can be used to generate a time-dependent and 
accurate profile of the student behaviors (Baepler & Murdoch, 2010; Ferguson, 2012; Cristobal 
Romero & Ventura, 2013). Until now, the majority of literature on peer effects in postsecondary 
education has focused on traditional age students attending four-year residential colleges. The 
studies at community colleges related to peer effects concentrated on the relation of outcomes 
associated with learning communities (Richburg-Hayes, Visher, & Bloom, 2008; Rocconi, 2011; 
Weiss et al., 2014). Learning community studies which used randomized trials (Richburg-Hayes 
et al., 2008; Visher et al., 2010; Weiss et al., 2014) assumed that the peer structure inherent to 
learning communities was tied directly to peer association, however the existence of this 
association was not substantiated by longitudinal student registration records. In other words, 
previous studies did not examine whether the learning communities settings indeed created 
longstanding peer associations that were maintained across other curricular activities as well as 
over time.  
The ability to verify the accuracy of student data, and the point in time at which that data 
is taken, is critical.  This study found that nearly three quarters (73.2%) of students made 
modifications to their initial course registrations at least once during the study period, while an 




These changes, unrecorded in other studies For that reason, constructs such as learning 
communities, which are intended to encourage peer associations on a large scale may not 
actually be as effective as reported  (J. Smith & Stange, 2015). Other studies exploring peer 
association at commuter institutions relied on indirect measures of both association and peer 
quality, such as student high school attendance, residence or PSAT scores. For students attending 
community colleges, those measures are likely to be confounded for several reasons, such as: 
being of non-traditional age, delay to postsecondary enrollment after high school, loss of 
association with their high school fellows, potential residential changes since high school and 
during college attendance, lack of PSAT or other standardized tests scores, and didn’t graduate 
high school but earned a GED.  
The Influence of Peer Association on Student Outcomes 
This study found that student peer association can be documented and monitored in the 
natural setting of a commuter community college. Analysis revealed that peer association levels 
were correlated with a differentiation in students’ academic outcomes at a single point in time 
(semestrial level) and cumulatively. Table 40 summarizes the main contributions student-level 
transactional data analysis provided to the measurement of curricular student peer association. 
Also included are key findings pertaining to the correlation between student peer association and 
academic outcomes, followed by suggestions for establishing new practices or policy in response 


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The current study’s ability to measure peer association directly builds on the work of 
previous studies (e.g. Lyle (2007); Winston and Zimmerman (2004)), where peer association was 
based on the random assignment of students as dorm roommates or squad members. The authors 
of those studies were able to measure the effect of roommates, but at the same time identified 
limitations of the random assignment methodology. Superficially, the assumption of student peer 
association through assignment (without verifying its existence) might result in associations 
being estimated when they did not actually exist. Similarly, Stinebrickner and Stinebrickner 
(2006) acknowledged that previous peer studies focused on outcomes that “take place relatively 
quickly after a student receives the “treatment” of being assigned a roommate” (pp.1437), and 
for that reason may have a bias in the estimation of peer association (either over or under 
estimate the peer’s association influence). Furthermore, Stinebrickner notes, “given the difficulty 
of credibly identifying peer effects in education, much of the literature on peer effects in 
education has had the goal of trying to find compelling evidence that peer effects can matter” 
(pp.1452). The primary limitation in all that research was an inability to identify curricular 
associations attributed to the study’s random assignment or peers.  
In this study, curricular peer associations were measured directly from the student record, 
and assessed both at the semestrial level and cumulatively. The student-level transactional data 
enabled the examination of each student’s record to generate a virtually complete mapping of 
curricular peer association, at an accuracy level which was not feasible in previous studies 
utilizing survey instruments or group assignment dependent). Furthermore, transactional data 
allowed to minimize the influence of unmeasured covariates on students’ outcomes that may be 





As previous peer association studies have noted, there is a challenge identifying causal 
relationships in peer-effect studies with regard to pre-determined characteristics (unobserved 
variables), in addition to separating peer-effects from other confounding covariates (e.g. Manski 
(1993), Sacerdote (2001, 2011), and Hanushek et al. (2003)). The challenge other studies shared 
in common had to do with the limited set of covariates available, and consequently, the ability to 
control for unobserved variables was limited.  
Through the use of administrative records and student-level transactional data, the ex post 
facto structure of this study did not rely on randomization to construct student peer groups or the 
exposure to peers, but instead identified naturally occurring peer relationships directly through 
observation of an entire student population. The measurement of student peer groups was 
conducted for a complete, longitudinal and larger sample compared with other studies that 
evaluated naturally occurring peer associations (e.g. Winston and Zimmerman (2004)). The 
inherent accuracy this method provides in terms of identifying the actual proximity among 
specific peers cannot be achieved through other traditional methods of data collection, and 
certainly not practical at the scale achieved in this study. When compared to previous studies, 
this study accounted for academic, demographic and financial variables at baseline, and went on 
to perform updates at key points in time each semester to reflect changes over time. Those 
measurements accounted for common unobserved variables inherent to academic, demographic 
and financial attributes that might influence student outcomes correlated with curricular peer 
association. Furthermore, through an exhaustive revisit of the covariates each semester, this 
study provides enhanced control to the ‘order of time’ influence. Simply put, all covariates were 




student peer association for a given semester, and cumulatively, while controlling for other 
known covariates.  
In this study student peer-association was found to be correlated with academic outcomes 
by measuring dependent covariates, ex post facto, directly from the transactional records and 
student academic transcript records. These correlations were associated with both the number of 
peer associations a student established, and with the intensity (repetitiveness) of peer encounters. 
The measurements of the number of peers and their intensity is novel to studies of peer 
association in community colleges, and may be relevant for open admission commuter 
institutions in general. While previous post-secondary studies examined residential, highly 
selective four-year institutional data (Foster, 2006; Sacerdote, 2001, 2011; Zimmerman, 2003), 
this study evaluates student peer association in a commuter setting of an open admission 
community college. This distinction is crucial as it allows similar institutions to evaluate student 
peer-association in the natural settings of the college, and measures students’ peer-association as 
they develop (within each semester and over time)  
At the semestrial level, the number and intensity of student peer associations in this study 
was found to be correlated with student semester GPA and semester credits earned. This 
correlation showed the most pronounced difference among soloist students, who earned lower 
GPA and lower credits in a given semester when compared with students who established many, 
peer associations. Interestingly, this difference remained in place, although to a lesser degree, 
between soloists and students who established only a single peer association.  
Starting with the first semester, and throughout study period (13 consecutive semesters), 




association intensity. Surprisingly, the influence of peer associations intensity levels on semester 
credits earned declined with increased intensity8. It is possible that part of the peer-associations 
intensity level was captured within the number of courses and credits attempted. These variables 
reflect on the student’s course load and, in turn, will also influence the opportunity for a student 
to establish semestrial peer associations. Semestrial peers increased the likelihood of student’s 
persistence (or graduation) into the subsequent semester, but the influence in a given semester 
was significant only for the lowest level of peer association intensity (encountered peer only 
twice). It is likely from the findings that peer association intensity at the semestrial level was 
associated with, and limited by, student course load. Perhaps the most important finding was that 
the cumulative effect of peer associations related to retention (graduation) over the course of a 
student’s enrollment was positive and significant at all intensity levels. 
Similarly, this study shows that soloist students had lower cumulative GPA and earned 
fewer cumulative credits compared with students who established some peer associations. This 
study shows that student cumulative GPA, credits earned and retention rates are correlated with 
the number of student peer associations, and by the level of peer association intensity. The 
influence on cumulative GPA is limited to the highest level of peer association intensity (four or 
more repeated peer encounters). Similarly, for all but the lowest level of peer association 
intensity (encountered twice), the influence of peer association on cumulative credits earned was 
significant. The influence of peer association on student’s persistence (cumulative retention) or 
graduation was positive and significant. As the number of peers and the intensity of peer 
association increased, the odds of a student persisting increased as well. Despite variance in peer 
                                                            
8 The standardized scores for semester credits earned started at 6.77 for single peer associations (peer encountered 
only two times) and declined to 2.97 for peer associations encountered four or more times), though the influence of 




association levels (number and intensity) attributed to students’ academic and demographic 
covariates, the influence of peer association was consistent when all other factors were held 
constant.  
The influence of student peer association measured in the study supports the findings of 
Stinebrickner and Stinebrickner (2006) - when evaluating the role played by student’s curricular 
interaction they reported that curricular interaction contributed more to peer effect than that of 
either roommate or other dormitory interactions. The findings in this study demonstrated that the 
influence of peer association is significant and that the correlation remains over time when 
academic, demographic and financial covariates are taken into account. The findings further 
support the conclusions of previous studies that reported positive peer effects in learning 
communities on students at non-residential institutions (Chesebro et al., 1999, June; Engstrom & 
Tinto, 2008; Shapiro & Levine, 1999; Stassen, 2003; Vincent Tinto, 2003; Zhao & Kuh, 2004). 
Unlike other studies that assumed peer-association influenced student outcomes due to the 
structure of learning communities, this study measured peer association directly and helps 
strengthen the argument for the influence of peer association. This study controls for multiple 
covariates over the study period that may reflect on student peer associations, and on the 
measured outcomes. The measurement of academic, demographic and financial indicators from 
the administrative records allowed for rigorous evaluation of peer associations influence. 
Furthermore, the study’s findings are aligned with those in the previous literature, suggesting 
that peer association is in fact associated with small yet positive effects on academic outcomes 
such as GPA (Foster, 2006; Sacerdote, 2001, 2011; Zimmerman, 2003). The implication is that 
peer influence, previously observed at four year residential institutions may also apply to open 




The Correlation between Late Registration and Student Outcomes 
This study found multiple student behavioral indicators which were associated with a 
differentiation in students’ academic outcomes. Table 41 summarizes the main findings for the 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The advent of transactional student-level data analyses used in this study produced novel 
findings by capturing all student-level transactions, over the study period (13 consecutive 
semesters) to reveal longitudinal evidence never before identified. Students demonstrating late 
registration behavior overwhelmingly had lower academic performance when compared to on 
time registrants. The analysis revealed negative consequences related to student academic 
performances took place at both the semestrial level and cumulatively. By comparison, previous 
studies sampled students for only one semester at a single institution by using a randomly 
selected samples (Angelo, 1990; Chilton, 1964; Diekhoff, 1992; Keck, 2007; Mannan & Preusz, 
1976; Neighbors, 1996; Parks, 1974; Peterson, 1986; Street, 2000), and of these (Belcher & 
Patterson, 1990; Goodman, 2010; Sinclair Community College, 2005; Stein, 1984) went so far as 
to examine late registration using the entire student body. Only one study (Hale, 2011) evaluated 
the influence of late registration indicator on a students’ cohort for a period that exceeded two 
years. 
In contrast, this study measures students’ late registration using existing, verifiable 
transaction level data elements which represent each day’s registration activity. Unlike the 
information contained in student transcripts, the use of transaction data by this study avoided 
inaccuracies present in post-processed or ‘backdated’ information – the result of the common 
practice of clerical revisions. Transactional data provides a very accurate picture of student 
behavior, which provides time and date stamp to the student actions and allows for a precise 
measurement of late registration. Previous studies suffered a risk of underestimation of a student 
late-registration pattern, as the studies employed a ‘frozen’ dataset, which did not account for 
backdated information. Registration activities that took place on or after the first date of classes 
may have reflected dates prior to the semester. For similar reasons the accuracy of the 
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measurement in this study is superior to studies that have used survey information to evaluate 
late registration behaviors, as students and administrators may report late registration differently 
(due to misinterpretation of the registration times, not remembering the registration activities 
taken, backdated registration activities, etc.)  
The current study is the first to provide thorough documentation of late registration 
occurrence for an entire student cohort. Over the 13 consecutive semesters of this study nearly 
one in four students (718 out of 3,128 students) had practiced late registration at least once. The 
proportion of the student body that practices late registration throughout their enrollment period 
requires attention from community colleges administrators and faculty, especially in relation to 
its association with longitudinal negative academic outcomes. Specifically, late registration was 
associated with a decline in student’s semester GPA and semester credits earned. The first 
instance of late registration was correlated with a lasting influence on student GPA and credits 
earned, and remained statistically significant overtime. While it was not entirely possible to rule 
out preexisting student characteristics at any given time, the study’s process of re-evaluating 
every student profile each semester had the effect of differentiating innate versus unintentional 
behavior. In terms of student retention, late registration was found to be associated with a 
reduction in the odds of student persistence (or graduation) into the subsequent semester, and to 
an even greater extent so too was the effect of repetitive late registration behavior.  
The findings of this study align with previous studies that showed late registration is 
predictive of earning lower GPA (Freer-Weiss, 2004; Hiller, 2005; Moore et al., 2007; Roueche 
& Roueche, 1993; Smith et al., 2002; Summers, 2003); and that students were less likely to 
persist in college in subsequent semesters (Freer-Weiss, 2004; Johnston, 2006; Smith et al., 2002; 
Summers, 2000). While other studies varied in their definition of late registrations, this study 
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used a strict definition for late registration that allows replication across institutions9. In addition, 
this study measured late registration not only at entry, but also across time. It evaluated the 
influence of both semestrial and cumulative late registration indicators, at any point in time 
during the student’s enrollment.  
The current study contributes to the literature by demonstrating that late registration can 
be measured directly from the transactional record without conducting a collection via survey 
that is subject both to survey fatigue and to concerns with data completion and data accuracy. 
The transactional data ensures virtually complete data for all students in the cohort, while adding 
no load to an existing data collection mechanisms that use direct surveying. The current study 
further addressed a concern regarding the lack of a standardized definition of late registration, 
and employed a late registration definition which is replicable across all institutions. Second, this 
study builds on previous studies, adding to the literature the ability to measure the longitudinal 
influence of late registration beyond the semester or point-in-time in which it took place. 
Previous studies either made no attempt, or were limited in the evaluation of the longitudinal 
influence of late registration - the current study addresses this limitation through an evaluation of 
both point in time and cumulative (repetitiveness) late registration. Controlling for additional 
academic, demographic and financial covariates this study enables to further ‘control for the 
influence of late registration as in indicator for students’ underlying characteristics, or as an 
indication for external constraints that may influence student outcomes. 
The Correlation between Student-Initiated Schedule Changes and Student Outcomes 
Table 42 summarizes the main findings for the correlation between student schedule 
changes patterns and academic outcomes. 
                                                            
9 Late registration is defined as having the first registration activity for the semester taking place on or after the first 



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































This study contributes to the literature by demonstrating that student initiated schedule 
changes can be measured directly from the transactional record without conducting a collection 
via survey that is subject both to survey fatigue and to concerns with data completion and data 
accuracy. Using transactional data ensures a virtually completed data collection for all students 
in the cohort, while adding no load to an existing data collection mechanisms that use direct 
surveying. The current study further addressed a concern regarding the lack of a standardized 
definition of schedule changes, and employed a definition which is replicable across all 
institutions. Second, this study builds on the findings of the few previous studies which explored 
schedule changes as a factor in student academic progress, by adding to the literature the ability 
to measure the longitudinal influence of schedule changes beyond the semester or point-in-time 
in which it took place. Student-level transactional data allows mapping patterns of schedule 
changes by compiling a complete record of the changes capable of differentiating a student-
initiated versus campus, academic department, or other administration initiated changes (e.g. 
class cancellation or campus schedule changes). Previous studies were limited in the 
documentation of schedule changes, and in the evaluation of longitudinal influence of schedule 
changes. The current study addresses these limitation through an evaluation of both point in time 
and cumulative (repetitiveness) schedule changes. Controlling for additional academic, 
demographic and financial covariates this study enables to further ‘control for the influence of 
student initiated changes as in indicator for students’ underlying characteristics, or, as an 
indication for external constraints that may influence student outcomes. 
Similar to late registration behavior, student initiated schedule changes had a consistent, 
negative association with student academic performance at the semestrial level and cumulatively. 




credits earned. The cumulative influence of schedule changes on student GPA and credits earned 
remained significant overtime, though the influence of schedule changes on student GPA was 
statistically more significant at the semestrial level compared with the cumulative influence. In 
terms of student retention, schedule changes were correlated with a reduction in the odds of 
student retention in to the subsequent semester, as well as with a reduction in the cumulative 
odds of student retention (or graduation).  
This study is unique as it adds to the very few studies (e.g. Broadbent (1975) and 
Hagedorn et al. (2007)) that specifically targeted student schedule changes within student 
behavioral studies. Unlike those previous studies, which used student surveys to evaluate course 
changing behaviors, this study evaluated schedule changes directly from the transactional data. 
The transactional data employed in this study allowed for a virtually complete and accurate 
evaluation of student initiated schedule changes, which cannot be captured in a student survey or 
through an analysis of transcript data alone. For example, in BPS 2004/09 students’ transcripts 
were examined to determine if a student changed a course following an institutional add/drop 
period. However, as the description of the BPS2004/09 report methodology reported, they could 
only identify official withdrawals - students change courses for many types of reasons that are 
not recorded on the student transcript. Among public, community college students who had no 
course changes reported on the transcript, 18% reported that they had changed a course schedule 
at least once during their studies (NCES, 2015). Transactional level data used in this study went 
further by excluding schedule changes that were not student initiated (i.e. college-level or 
administrative reasons such as class cancellation or time changes). This study also limits the 
evaluation of schedule changes to ones that take place in or after the semester starts. The 




influencing indicator on student outcomes. Previous studies were not able to document the 
influence of schedule changes (or determined that its influence is neutral) because schedule 
changes were underreported, and subject to different interpretations of its definition. Students 
and administrators did not necessary report all (nor accurately) schedule changes due to 
incomplete surveying, and due to a potential misinterpretation of questions pertaining to 
schedule changes. This study measured the changes directly, and was able to document the 
influence of schedule changes on semestrial and longitudinal student outcomes. The negative 
influence of schedule changes is supported by Summers (2000) who documented a decline in 
student GPA for students practicing schedule changes, as well as a decline in student’s 
persistence rate. This study’s findings demonstrated that the practice of schedule changes occurs 
at a high rate throughout a student’s enrollment. Over the study period, 41.2% of students had a 
schedule change in their first semester and 73.5% of all students in the study initiated a schedule 
change at least once throughout the study period. This pattern was not revealed in previous 
schedule change studies which focused on a single point in time and did not evaluate the 
students’ practices over time. Neither was a longitudinal evaluation of schedule changes 
performed in previous studies evaluating schedule changes. Furthermore, previous studies relied 
heavily on student surveys or limited transcript data that rarely documents all schedule changes. 
The transactional data provides new insights with regard to the registration cycle, as it accounts 
for all changes (and their source) at the time of event occurrence. The high rate of schedule 
changes further illustrates the reasons for which course pairing or learning communities’ settings 
may still face a challenge steering students to develop peer associations: while the initial 
schedule may ensure a student peer association, the common practice of schedule changes may 




The influence of student stopout behavior on academic outcomes was mixed.  Students 
returning from stopout earned higher semestrial GPA in the semester in which they returned, 
while the influence on number of credits earned was borderline significant, yet still positive. 
Interestingly, returning from stopout was associated with lower retention or graduation in the 
semesters following their initial return. Cumulatively, return from stopout was associated with 
higher cumulative GPA, and an increased likelihood of retention (or graduation) over time. This 
is not surprising, as students who return from stopout may have overcome some external 
obstacle(s) to their studies, as well developing a greater commitment to their degree path. 
Naturally, stopout behavior was associated with a reduction in the number of credits earned as 
the number of semesters a student enrolled declined. Previous studies were limited in their ability 
to study stopouts due to the shortness of the study, or were unable to match the student’s 
departure and return record at the institution. Over the course of this study nearly one in five 
students who stopped out returned, and provides an approximation for a stopout rate that was not 
available in previous longitudinal studies of urban, public community colleges. While the 
majority of students remained ‘dropout’, the current study provides new insights regarding the 
magnitude of the return rate, and those students’ immediate and longitudinal outcomes upon 
returning to college studies.   
 
Contributions of the Study 
This study contributes to the literature by showing that peer association can be evaluated 
outside of the traditional residential settings found at four-year institutions by using course 
enrollment as a proxy for student peer association.  Evaluating peer association influence in 




of future research” by Sacerdote (2001). This study has allowed for a measurement of student 
peer association at the curricular level using not only the number of peer associations, but also 
the rate/intensity of student peer-encounters, and determining the proportion of classmates which 
are peers. The methods presented in this study also allow an evaluation of the length of 
enrollment periods in which the student is either a soloist or attending with identified peers.  
This study contributes to the literature by overcoming a significant internal constraint 
inherent to previous commuter college studies which used a randomized trial approach to 
measure the influence of student peer associations. As noted, randomized trials may provide a 
good estimation of the isolated peer effect, but are less applicable to the commuter and two-year 
college settings where students have limited interaction time while learning, or in activities 
outside the classroom setting (Center for Community College Student Engagement, 2012; Tinto 
& Russo, 1994; Townsend & Wilson, 2008; Visher, Schneider, Wathington, & Collado, 2010). 
In the settings of commuter institutions, students’ entry level academic preparation is likely to be 
minimal but of equal level, and students will establish peer association in the natural settings 
without any assignment of certain peers. Randomized trials, such as the ones in the armed forces 
academies assign students to be as ‘far apart’ as possible: relatives, students from the same high 
school or town, and even students with the same last name would not be assigned to the same 
group. In the natural settings of a community college, a student may select their peers and those 
will defer from a random assignment in terms of their academic and demographic profile. 
The evaluation of student-level transactional data found in administrative student records 
systems allows for the identification of various student behaviors, and is immune to the effect of 
student’s non-response selection bias (Porter et al. (2004); (Massey & Tourangeau, 2013a, 




timing of registration behavior, and verify students’ coincident enrollment in courses. In 
addition, the study presented a peer association measurement that fits well with the setting of 
commuter and two-year community colleges, where students have limited interaction time in 
learning activities outside the classroom setting (Center for Community College Student 
Engagement, 2012; V. Tinto & Russo, 1994; Townsend & Wilson, 2008; Visher et al., 2010), 
and often do not participate in the limited socializing opportunities provided through extra-
curricular activities.  
This study further contributes to the literature by demonstrating that measurements of 
peer association and of student-level behaviors can be derived from existing, transactional 
datasets. Peer association can take place using a retrospective dataset and allows the analysis to 
be conducted, and reduces the time constraint involved in a prospective randomized trials. 
Randomized, prospective trials may be limited by the sample size, college setting, and length of 
time between its initiation and the availability of the findings. The generation of these indicators 
does not require the administration of additional student surveys or other intrusive collection 
methods: Neither does it cost very much time or money to perform. This study demonstrates the 
benefit of linking individual student-level data drawn from a wide range of reliable and 
concurrent sources (entrance exams, transactional data, college transcripts, academic calendar 
information, course schedule and financial aid data). The ability to securely link multiple records 
from the academic, financial and administrative sections of colleges allows building an accurate 
view of students’ attachment to the college, peer association network and progress towards 
his/her academic milestones.  
Previous studies have employed late registration definitions that were not comparable 




study developed what might be a more useful and perhaps universally comparable definition of 
late registration, and documented the magnitude of its occurrence not only at college entry, but 
also across time. Using the student transactional data, this study documented that nearly one in 
four students (718 out of 3,218, or 23%) at a large, urban, commuter community college, 
practiced late registration at some point during their studies. In addition to supporting the 
findings of previous studies regarding late registration’s negative effect on GPA (i.e. Ford et al., 
2008; Neighbors, 1996; Safer, 2009; Smith et al., 2002; Summers, 2000) and lower retention and 
completion rates (i.e. Summers, 2000, Smith et. al 2002, Freer‐Weiss: 2004, Johnson: 2006, 
Hiller 2005), this study found late registration was correlated with both immediate and long-term 
negative consequences to student academic outcomes. Previous studies found negative influence 
of late registration mostly for the immediate semester, as they rarely evaluated the longitudinal 
influence of late registration as an indicator. This study found that late registration is associated 
with students’ negative outcomes beyond the semester in which the lateness took place. 
Furthermore, this study found a correlation between late registration and the likelihood of a 
student being either a soloist, and/or having few peer associations compared to the general 
population of the study cohort. There was a direct link between students’ late registration 
behavior and their ability to influence academic outcomes through peer associations.  
This study provides enhanced controls for the influence of student demographic, 
academic and financial indicators through a reevaluation by updating those variables, and re-
running the regressions each semester. While other studies rely mainly the measurement of 
students’ qualities at baseline, a revisit of student qualities each semester ensures a higher level 
accuracy. Many covariates related to student demographics are likely to remain fixed (e.g. 




such as student visa status, will change frequently. Over the course of the follow up period, 
nearly 22% of the students on international student visa have changed to or from a different 
status. These changes may seem minor, but the examples given to illustrate the consequences of 
changes that are tied to a student’s eligibility for financial aid; particularly associated with need-
based eligibility and dependency status. In the case of student visa status, changes are likely to 
reflect on a student’s commitment to their studies, or the ranking of such commitment in relation 
to other competing commitments the student would face. To retain their visa, a student holding a 
student-visa status is required to maintain a minimal course load enrollment (typically, full time 
equivalency) and maintain a good academic standing. A resident student, or student on other 
visas is not committed to their academic coursework as a contingent condition to their 
permission to enter or remain in residence. Changing a visa status from student visa to other 
categories suggests that the student commitment to their studies may vary, as it is no longer a 
contingent requirement to their status. Furthermore, this study contributes to the literature and 
shows that non-resident student visa is not a ‘stable’ category that can be accurately captured by 
using entering semester status exclusively: nearly 25 percent of student visa holders have 
changed in or out of a student visa category during the study period.  
This study addresses a growing concern regarding student response rates to survey and 
non-response bias. In a series of studies, Adams & Umbach (2012), Sax, Gilmartin, & Bryant  
(2003), Porter et al (2004, 2005, 2006) and Massey & Tourangeau, (2013a, 2013b) found survey 
completions rate are declining, and that the quality of the responses collected (completed or 
partial) is subject to a bias as well. This study provides new insights regarding the replacement of 
survey collections with existing information sources available to colleges: Using student 




that reflects directly on their actions and outcomes at the college. This collection can take place 
without adding any survey instruments, and provides the ability to measure relevant student-level 
indicators in a near complete coverage rate, without being subject to the student’s or respondent 
interpretation of the question (e.g. would changes that are conducted due to class cancellation 
and can further replace or complete existing data collections.  
 
Implications 
The study carries implications to college administrators and faculty, institutions and for 
policy makers. The study shows that establishing and maintaining even a small group of peers’ is 
associated with increased academic success. The peer association network benefits both from the 
number of peer associations (the number of peers) and from the intensity (repeated encounters 
with unique peers). An increase in the number and intensity of peer associations influences 
student’s success. There may also be some form of value-added skills development related to 
planning and organization a student may acquire during their studies. Students who complete 
their planned path, register on time and retain their schedule are more likely to persist and have 
better academic outcomes.  
College administrators, faculty and institutions should consider means that encourage 
student peer associations in addition to learning communities. While courses full of students in 
learning communities were found to have a positive influence on student outcomes, even the 
smaller networks of peers that organically emerged also resulted in positive outcomes. 
Furthermore, smaller networks are easier to maintain and support compared with the complex 
structure and scheduling of learning communities. The settings of learning communities presents 




and do not fit the dynamic schedule constraints (and schedule rotations) a student may face. 
Supporting small networks of students with simpler means may provide a similar effect to 
student success. For example, it would be simpler for community colleges to generate a proposed 
schedule for students with the same 4-5 peers, than it would be to generate a proposed ‘block’ 
schedule for a group at a size of a typical classroom (25 to 30 students).  
While several college systems and policymakers have suggested that institutions should 
eliminate late registration (i.e. Ignash, 1997; Boylan, Bonham & White, 1999; Roueche and 
Roueche, 1999; Lucy‐Allen, Merisotis, & Redmond, 2002; McClenney ,2004) this study does 
not take a position with regards to the policy (Specifically, this study does not imply that late 
registration should necessary be banned). Instead, the study suggests that late registration 
patterns should be taken into account once student risk-indicators (or risk profiles) are assessed. 
Further, this study demonstrates that student behavioral, academic, and financial profile is 
inevitably changing throughout their enrollment. For colleges that do assess students at entry, 
they might consider revaluating the student risk composite for each semester or academic year. 
This would allow community colleges to concentrate the limited resources available for student 
support services and advisement on the neediest student groups.  
This study highlights that community colleges might benefit from monitoring student 
registration patterns closely. In only two of the studies reviewed (Broadbent, 1975; Hagedorn et 
al., 2007), were course schedule changes as a student behavior considered. This study documents 
the correlation of student-initiated schedule changes with student academic outcomes. It shows 
that schedule changes patterns can be examined and colleges may determine their applicability to 
the student’s risk profile. In terms of data collection, the study informs decision makers of the 




address gaps in the understanding of student peer associations and other dynamic patterns while 
enrolled. These records can be mined for crucial data which may replace/augment the 
information collected through student surveys. When student-based surveys are employed, 
administrative records are useful in evaluating the accuracy of self-reported responses by 
comparing measures of student intentions with those of actual student behavior and academic 
outcomes. The mismatch between student reported responses and actual performance is 
relatively large and well documented. For example, NCES conducted a matching process of all 
Beginning Postsecondary Students (BPS2004/09) Studies with the National Student 
Clearinghouse and found the percent of discrepancies between student self-reporting and actual 
student actions reached up to 35% depending on the variable being examined (NCES: 2008, 
Wine, Janson, and Wheeless, 2011). This discrepancy rate suggests that transactional records can 
provide more accurate measurement of student behaviors compared with the student self-
reported responses. While transactional data cannot replace entirely statewide or national data 
collections, colleges may use information from the transactional file to compile information 
regarding the students’ behavior on a real time basis 
Naturally, national statistical agencies, such as NCES, cannot assess in full the quality of 
administrative/transcript data provided as it is prepared outside the agency (Groen, 2012). But, 
colleges and universities can increase the data quality and consistency through the course of the 
student enrollment using the transactional data. Transactional files allow to examine the source 
of each change, the time of its occurrence and the proper coding of any change in the student 
record, resulting in higher completeness level and higher accuracy level compared with survey 




Furthermore, the study informs colleges’ administrators, faculty and decision makers of 
the need to reexamine students’ at-risk classification patterns not only on the basis of their pre-
college or first semester data, but also across time. Using data as it evolves over time will allow 
colleges to better align the available resources for student support with students in need.  
Limitations  
This study may be limited by concerns regarding selection on unobservable variables. 
This limitation is similar to previous studies that estimated peer association influence in a non-
randomized setting. As noted, this concern is centered on the selection of courses (type) which 
may differentiate the student’s (and peers) abilities. (Arcidiacono et al., 2012). This study is not 
as likely to be influenced by this limitation, for two reasons. First, multiple offerings of 
foundation and remedial courses are offered in multiple course sections. Students were unlikely 
to self-select (as a group) to concentrate in a single course section. Even if students would 
concentrate at high-demand times during the week (e.g. mid-morning, midweek classes), they are 
presented with multiple, concurrent sections of the same foundation courses. Second, the models 
took into account a rich set of longitudinal, academic, demographic and financial covariates 
assembled from various reliable sources. Furthermore, the covariates were constantly updated to 
account for students’ qualities prior to the first day of each semester. It allowed this study to 
account for numerous covariates unavailable to other studies due to data collection, specification, 
granularity, and survey size limitations.  
 Second, while the analyses provided a detailed picture of the links between the number 
(and intensity) of peer associations and the influence on student outcomes, it cannot establish the 
direction of the relationship. For example, although the findings show the increased number of 




simply attempted more courses (and credits). This bias potentially increases the influence of peer 
association due to a correlation effect (Manski (1993), Sacerdote (2011)). Despite this limitation, 
the study contributes to the understanding of peer association, as it controls for student covariates 
prior to changes in peer association. In addition, given the settings of a large, urban, community 
college, students are likely to have multiple class section offerings to select from when 
considering identical course taking requirements.  Yet, the association between peers and 
academic outcomes remains significant in the presence of controls for student academics.  
Third, this study was not concerned with the attributes related to the academic 
preparation of student peers. Previous studies, conducted at selective or highly selective colleges, 
have suggested that students’ peer-association influence will vary by the quality of the peers. The 
setting of this study does not remove the influence of peer qualities variation. However, the 
natural setting at the open admission community college where this study took place enrolls a 
student body that minimizes the variation - nearly 85.0% of entering students required 
remediation in at least one academic area, and of those students holding a high school diploma 
75% had an average of 80 or lower in high school. This limitation may be addressed in future 
studies. 
Fourth, this study did not record a student reasoning for late registration or schedule 
changes. This study was better suited to measure schedule changes, as the transactional data 
enabled separation of student initiated changes from campus initiated changes. At the same time, 
the record does not indicate a reason given by the student for initiating the change. A better 
understanding of the motivation to initiate schedule changes may allow them to be better 
associated with the behavioral indicators directly, or with other factors, e.g. financial constraints. 




the change, it controls for a detailed, rich set of concurrent covariates covering multiple aspects 
of student’s academics, demographics and financial indicators. Once those covariates were held 
constant, the influence of schedule changes and late registration remained in place, suggesting 
that the influence of those behaviors occurs even without a direct measurement of the reason 
leading the student to register late or change their schedule.  
Future Research 
This study demonstrated that comprehensive transactional records can provide a wealth 
of information regarding students’ progress in community colleges. The study further shows that 
student peer association levels may be properly assembled and evaluated, resulting in fruitful 
indicators of students association and its influence on future outcomes. Future studies may 
benefit from evaluating the influence of class schedule during the week (daytime, evening or 
mixed schedule of classes) on student’s peer association. It is possible that students who 
concentrate their coursework in daytime classes work fewer hours, or may be full time students 
and, during their studies, be out of the labor force (OLF).  
While peer association was related to academic quality in each semester it will not 
necessary vary to an extreme, future studies may benefit from testing the influence of peer 
association quality. Given the settings of open admission, commuter, community colleges, 
studies should consider measures of academic quality that are not dependent on high school or 
pre-college student records (which may not reflect on student preparation if they are have 
delayed their high school enrollment). Other measures (e.g. credits earned to date or GPA) may 




Third, the influence of cumulative peer association may be further evaluated through an 
examination of the student’s peer association history: recent peers (e.g. current or previous 
semester) may have greater influence on student outcomes compared with long forgotten 
historical peers (those with whom the target student has had no recent encounters). As students 
move in and out of peer relationship they carry around them something resembling a “peer 
cloud” of associations.  From a historical or longitudinal perspective a peer cloud represents 
those peers a target student has surrounded themselves with over several semesters. The overlap 
of being in the same courses with a consistent set of peers over a protracted period of time may 
yield new insights into the correlation of being at the center of this type of social circles and 
individual academic outcomes.  The hypothesis here would be that larger peer clouds indicate 
higher peer association intensity compared to the lack of a peer cloud. Tracking these peer 
clouds, and the potential for the intersection of peer clouds between different individuals, would 
be likely provide new insights and fruitful information regarding students’ interaction and their 
academic progress. Similarly, the relationship of individual qualities among students in peer-
associations holds tremendous promise for further investigation.  
Fourth, future studies should considered utilizing the exponential growth of digital 
information to evaluate students’ interaction (on top of course enrollment information). For 
example, Marmaros and Sacerdote (2006); Mayer and Puller (2008) and Sacerdote (2011) have 
used email exchange data and social media data and suggested that this information may be used 
to evaluate both peer associations and patterns in the association (e.g. by gender/ethnicity, class 
year, proximity, etc.).  
Lastly, future studies may benefit from a linkage of the student record to labor market 




enable evaluating the student’s workload during their studies (as reported on administrative 
records, e.g. financial aid application or tax returns). Secondly, it would allow the evaluation of 
students’ future job market outcomes by peer association levels, and in relation to other 
behavioral indicators. As practices of linking student-level records to employment and/or tax 
records evolves, future studies would be able to evaluate the influence of student employment 
during their studies. Future studies would also be able to evaluate the influence of peer 
associations, and other behavioral indicators on labor market outcomes (placement rates and 
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APPENDIX A. Revisit the Correlation between Peer Association and Course Load in the First 
Semester 
A review of table 15 suggests that the number of peer associations does not increase at the 
same rate of the number of courses. Perhaps some of the peer associations may be a result of 
learning communities’ course bundles, and some peer associations may be a result of chance alone. 
Table A.1 employs a slightly stricter definition of peer association, where students need to meet 
three times or more to be considered as having peer association.  
Table A.1 
 
Proportion of Students and the Number of Peers Associations (meeting three times or more) by 
Number of Courses Taken in the First Semester. 
 Courses Taken 
# of Peer 
Associations 

























































































An increase in the number of times peers meet to define an association from two to three increased 
the proportion of soloists from 18.8 to 75.4 percent. Not only the proportion of students with peer 
associations declines, but also the number of peers declines. The proportion of students with one 
peer declined by more than half from 14.2 to 6.9 percent. The proportion of students with five or 
more peers decline from 35.6 to 15.7 percent. The differences in the number and proportion of 
peers through a minor change in peer association definition suggests that some of the initial peer 
associations seen is a result of ‘random’ course ‘bundles’ resulting students taking classes together. 






APPENDIX B. Revisit the Number of Semesters Enrolled as a Soloist for Male Students 
Table 27 reported the number of semesters a student enrolled during the study and the 
number of semesters enrolled as a soloist. The table reported the breakdown for female students. 
Table B.1. revisits the analysis, and reports the number of semesters a student enrolled during the 
study period and the number of semesters a student attended as a soloist by gender, for male 
students.  
Table B.1. 
Number of Semesters Enrolled In the Study Period, and Number of Semesters Enrolled As a 
Soloist (Male Students Only)  
   Number of Semesters Enrolled as a Soloist 
  Total 
Males 















1 228 165 63         
2 199 106 65 28        
3 148 57 51 27 13       
4 171 46 54 48 17 6      
5 136 34 40 34 18 6 4     
6 111 15 31 39 11 6 5 4    
7 88 11 26 22 10 12 4 1 2   
8 60 4 20 10 11 6 3 4 0 2  
9+ 60 0 2 9 11 8 10 10 5 4 1 
   1201 438 356 217 91 44 26 19 7 6 1 
 
As noted, the differences in soloist rates among female and male students was negligible. Two-
thirds (63.5%) of the male students (n=763) were soloists for one or more semesters, compared 




population, 10.2% (n=123) were soloists throughout their enrollment, compared with 10.3% for 
female students, and 10.2% for the entire study cohort. Based on gender there were no significant 





Appendix C. A Revisit of the Correlation between Student Peer Association and Student 
Outcomes for Students with Minimal Courses Attempted 
Students who took very few courses through their enrollment period may lack the 
opportunity to create student curricular peer association. The concern raised in such case is that 
the estimated coefficients for student peer association may be biased. To address this concern, 
Tables C.1. through Table C.6. revisit the models, limiting the sample only to students that took 
at least three courses throughout their studies. A total of n=241 students were removed for not 
meeting the minimal number of courses, leaving the sample with a total of 2,887 students instead 
of 3,128 students. Limiting the sample to students who took a minimal number of courses allows 
to further examine the correlation of student peer association as measured in the model.  
The results demonstrate that the correlations reported for student peer association on 
students’ academic outcomes (student semestrial GPA, semestrial credits earned, cumulative 
GPA, Cumulative credits earned and the odds of retention or graduation) remain consistent once 
all academic, demographic and financial covariates are taken into account. The correlations were 
not biased by students who did not have the opportunity to develop curricular peer associations. 
When the samples were limited to students who took at least three courses, a fractional change in 
the standard errors (within 0.01 or lower, e.g. 0.203 to 0.204) is reported. Those changes are 





Table C.1.  
Students’ Semestrial GPA by Peer Association, Additional Behaviors, Academic, Demographic, 
and Financial Indicators (Models 1 through 5, 5r-limited to students who took at least three courses)  
 Y=Semestrial GPA Model 1 Model 2 Model 3 Model 4 Model 5 Model 5r 
Behavioral Indicators             








































































Academic Indicators              
















Total Credits Earned (1st day of 
semester) 
























Part Time in the semester     -0.030   
(0.034) 
-0.028   
(0.034) 
-0.054   
(0.034) 
-0.033   
(0.035) 
Demographic Indicators             














         






Asian       -0.050   
(0.064) 
-0.037   
(0.063) 
-0.076   
(0.064) 


















Financial Indicators              
Paid with Aid (Any Portion of 
Tuition) 




Paid with Self (Any Portion of 
Tuition) 
        -0.031   
(0.031) 
-0.029   
(0.031) 




































Table C.2.  
Students’ Credits Earned by Peer Association, Additional Behaviors, Academic, Demographic, 
and Financial Indicators (Models 1 through 5, 5r-limited to students who took at least three courses) 
Note: Coefficients (and standard errors) reported, †p<0.1, *p≤0.05, **p≤0.01, ***p≤0.001 
 Y=Semestrial Credits Earned Model 1 Model 2 Model 3 Model 4 Model 5 Model 5r 
Behavioral Indicators             
























































Return from Stopout   -1.571 *** 
(0.176) 
0.147   
(0.111) 






Academic Indicators              














-0.103   
(0.087) 
-0.093   
(0.087) 
-0.104   
(0.089) 






























Part Time in the semester   
  
-0.069   
(0.091) 
-0.070   
(0.091) 
-0.114   
(0.092) 
-0.091   
(0.094) 
Demographic Indicators             
Age   







Male   







Race/Ethnic Profile (Reference=White)          
Int. Student   







Asian   
    
0.112   
(0.153) 
0.125   
(0.151) 
0.113   
(0.156) 
Hispanic   







African Americans   







Other   







Financial Indicators              
Paid with Aid (Any Portion of Tuition)   





Paid with Self (Any Portion of Tuition)   





Percent Tuition Paid using Aid    





Pell or Tap recipient   
































Table C.3.  
Students’ Cumulative GPA by Peer Association, Additional Behaviors, Academic, Demographic, 
and Financial Indicators (Models 1 through 5, 5r-limited to students who took at least three courses)   
 Y=Cumulative GPA Model 1 Model 2 Model 3 Model 4 Model 5 Model 5r 
Behavioral Indicators             
Cumulative Peer Associations (Encountered 
2 times) 
-0.001   
(0.001) 
0.000   
(0.001) 
0.001   
(0.001) 
0.001   
(0.001) 
0.001   
(0.001) 
0.001   
(0.001) 
Cumulative Peer Associations (Encountered 
3 times) 
-0.002   
(0.002) 
0.000   
(0.002) 
0.002   
(0.003) 
0.002   
(0.003) 
0.001   
(0.003) 
0.001   
(0.003) 
Cumulative Peer Associations (Encountered 
4+ times) 










































Academic Indicators              
















Total Credits to date     0.000   
(0.001) 
0.000   
(0.001) 
0.000   
(0.001) 
0.000   
(0.001) 
















Cumulative Semesters Enrolled as part time     -0.012   
(0.015) 






Demographic Indicators             












Race/Ethnic Profile (Reference=White)          






Asian       0.029   
(0.082) 
0.027   
(0.082) 
0.003   
(0.081) 


















Financial Indicators              
Cum. Semesters Paid with Aid (Any Portion 
of Tuition) 
        
0.001   
(0.007) 
0.002   
(0.007) 
Cum. Semesters Paid with Self (Any 
Portion of Tuition) 





Cumulative Percent Tuition Paid using Aid          -0.018   
(0.041) 
-0.038   
(0.041) 
Cumulative Pell or Tap recipient         -0.005   
(0.011) 
-0.006   
(0.011) 





























Table C.4.  
Students’ Cumulative Credits Earned by Peer Association, Additional Behaviors, Academic, 
Demographic, and Financial Indicators (Models 1 through 5, 5r-limited to students who took at least 
three courses)   
 Y=Cumulative Credits Earned Model 1 Model 2 Model 3 Model 4 Model 5 Model 5r 
Behavioral Indicators             






-0.007   
(0.007) 
-0.008   
(0.007) 
-0.008   
(0.007) 
-0.009   
(0.007) 


























































Academic Indicators              
Ever Need Writing (1st day of semester)     -0.225 † 
(0.133) 
-0.220   
(0.135) 
-0.187   
(0.135) 
-0.208   
(0.139) 
Ever Need Math (1st day of semester)     0.180   
(0.132) 
0.154   
(0.136) 
0.155   
(0.136) 
0.134   
(0.140) 




























-0.102   
(0.072) 
-0.081   
(0.073) 
Demographic Indicators             












Race/Ethnic Profile (Reference=White)             
Int. Student       0.140   
(0.167) 
0.091   
(0.17) 
0.096   
(0.175) 
Asian       -0.071   
(0.235) 
-0.024   
(0.235) 
-0.054   
(0.242) 
Hispanic       0.103   
(0.202) 
0.046   
(0.204) 
0.029   
(0.210) 
African Americans       -0.129   
(0.226) 
-0.204   
(0.228) 
-0.214   
(0.234) 
Other       -0.278   
(0.215) 
-0.311   
(0.215) 
-0.344   
(0.223) 
Financial Indicators              
Cum. Semesters Paid with Aid (Any 
Portion of Tuition) 





Cum. Semesters Paid with Self (Any 
Portion of Tuition) 
        
-0.012   
(0.063) 
-0.021   
(0.063) 














-0.175*   
(0.088) 
0.017   
(0.092) 
0.002   
(0.093) 


















Student’s Semestrial Odds of Retention or Graduation by Peer Association, Additional 
Behaviors, Academic, Demographic, and Financial Indicators (Models 1 through 5, 5r-limited to 
students who took at least three courses) 
Y= Odds of Retention (or Graduation) Model 1 Model 2 Model 3 Model 4 Model 5 Model 5r 
Behavioral Indicators             




















1.004   
(0.017) 
1.001   
(0.016) 
1.001   
(0.016) 
1.000   
(0.016) 






1.015   
(0.015) 
1.010   
(0.015) 
1.014   
(0.015) 
1.011   
(0.015) 



























Academic Indicators              














Total Credits Earned (1st day of 
semester) 























Part Time in the semester     0.893   (0.069) 






Demographic Indicators             











(Reference=White)       

























Financial Indicators              
Paid with Aid (Any Portion of 
Tuition) 





Paid with Self (Any Portion of 
Tuition) 





Percent Tuition Paid using Aid          0.508 *** (0.066) 
0.515 *** 
(0.067) 
Pell or Tap recipient         0.925   (0.054) 
0.856 **  
(0.050) 











Constant 2.465 *** (0.116) 
2.769 *** 
(0.139) 




1.095   
(0.202) 
1.210   
(0.226) 





Student’s Cumulative Odds of Retention or Graduation by Peer Association, Additional 
Behaviors, Academic, Demographic, and Financial Indicators (Models 1 through 5, 5r-limited to 
students who took at least three courses) 
Y= Odds of Retention (or Graduation)  Model 1 Model 2 Model 3 Model 4 Model 5 Model 5r 
Behavioral Indicators             








































































Academic Indicators              
Ever Need Writing (1st day of semester)     1.061   
(0.068) 
1.079   
(0.066) 
1.080   
(0.068) 
1.054   
(0.066) 








































Demographic Indicators             












Race/Ethnic Profile (Reference=White)             
Int. Student       1.400 *** 
(0.13) 
1.131   
(0.113) 
1.115   
(0.113) 
Asian       0.909   
(0.096) 
0.918   
(0.100) 
0.912   
(0.098) 


















Financial Indicators              
Cum. Semesters Paid with Aid (Any Portion of 
Tuition) 





Cum. Semesters Paid with Self (Any Portion of 
Tuition) 










































APPENDIX D. An Outline of the Computational Programs Sequence for Peer Association 
Appendix D outlines the computational program sequence and the transactional data 
sources needed to conduct Peer Association Calculations.  
(1) Identify students for the analysis and append them to a target file (stu1file.dbf) (This file 
provides a list of dedicated student IDs to run calculations on)  
(2) Import all study semesters and courses for the study timeline, and store them in a standalone 
file -- stusemrg.dbf (This file contains the universe of all relevant semesters for the study time 
line, course registrations and all students in the universe file. A subset of those students are the 
target students from step (1) that will be selected later. This file is derived directly from the 
transactional files. Unlike ‘frozen’ datafiles, e.g. census, transactional data contains class 
placements, date stamps, and several additional components crucial for the analysis)  
(3) Exclusions part 1 delete all message courses (0 equated courses, courses that serve as a 
marker only and do not carry any real coursework or serve as an indication of student groups, 
etc.) from stusemrg.dbf (This allows to ensure that one removes listings that are not actual 
courses, and receive a subset of the actual transactional activities needed for the investigation)  
(4) Exclusions part 2 run offcamp check program to remove off campus rotations, internships, 
individual studies etc from stusemrg.dbf. (remove listings of courses that may be listed as a 
single class, by they are not such-e.g. a listing dedicated to sending a student to an internship, 
listing of clinical rotations, etc. When one replicates such an analysis, it is crucial to consult with 
the tested institution(s) to determine their recording practices and create a dedicate exclusion list 
of courses other then zero courseload/equated credits/messaging) 
(5) Identify sections of courses: change length of field section to X in stusemrg.dbf file (set space 
for classes identification, in the cases of this analysis it was 4 or 5 digits that recognize a unique 




computation looks for unique sequence, hence it could be either numbers or letters, e.g. 01234 or 
012A3, ABCD1, etc.). Then, replace all section with string representing unique class (classnbr) 
(The class number is unique for a class in a semester, and that allows to identify students who 
take classes together at a point in time, e.g. Jim and John who study in the same course, same 
classroom, would also have the same class number 01234 ). One can adapt the program to 
maintain the original value or replace it as deemed necessary.  
(6) Run cr0001  -- this creates a record for each student for each semester regardless of whether 
they attended (This record takes all students in the target and creates a row that would be 
populated with their information. Some students would not always enroll, e.g. stopout, and for 
that reason first a record is created per student per semester. As needed, the record will be 
populated)  
(7) Run crterms  -- this takes a revised version of stusemrg.dbf and pull out each individual 
semester eg a file can be named 201202, it stands for the year YYYY along with the term TT the 
file is named after the term (This process creates a view of each semester in its own unique file, 
one can create as many semesters as necessary which could be applicable for institutions with 
different calendars. This increases the robustness of a replication)  
(8) Run courseid--  this counts and identifies for each student in the study the number of courses 
they took each semester and the actual course number of each section.  uses classnbr put in 
section field earlier and deletes semesters for which students took no courses    (The view now 
creates a map of the students in the target group from (1) and their classes)  
(9) Run time    --  identifies semester of student in the study e.g. 1,2,3 (each semester is indexed 
so a search for semestrial peers and cumulative peers can be conducted later, and to map the 




(10) Run cum1 -- this creates a blank file for every student in the study which will house all their 
classmates. This shell is needed to store all calculations that follow, and to create documentation 
for each student record. (The product of this process is a file per student, which would hold the 
documentation of their classmates. Each student record will have a documentation of the classes 
they took as well as their peer associates)  
(11) Run cum2 -- this will populate individual students files created in cum1 with all classmates 
for entire study time.it will also calculate classmates and unique classmates for each semester for 
students in study (This core run requires special attention: it takes up to 3 hours to run for up. 
speed can increase on strong machine, speed can reduce as number of iterations increase. it is 
recommended to turn on timer at testing, and turn off message system on actual run)    
(12) Run cmcountr -- calculates peer frequency for each semester (results in documentation in 
the target file for the student, in the summary row in the master file, and in an update. The 
program conducts the loop across all students in the semester, and then moves to the next 
semester)  
(13) Run cmcount1 -- calculates cumulative peer frequency for each point in time (results in 
documentation of the cumulative peer association at each point in time, e.g. semester 3 for 
student X, cumulative for semester 3, and in semester 5 for the same student, cumulative for 
semester 5. The documentation is further updated in the summary file and in the student file)  
(14) Conduct posthoc series (checks for students self counts, balances the summaries and ensures 
that errors are resolved. This process ensure data quality and resolves any transactional data 




(15) Run posthoc1 -- remove the individual herself/himself from the count in each cell. A student 
cannot be a peer of herself/himself. Then, it repopulate peer counters to fix fields. Summarize 
revised counts in fix counts. 
(16) Run posthoc2 -- conduct a count and match to student file for verification. Verify stopovers 
and associations. Conducts safety checks and balances.  (the two processes ensure the data 
quality by conducting checks and balances of at multiple levels, e.g. class level, semester level, 
student cumulative record level, etc; if discrepancies are found they are marked for review)  
