Consider stochastic functional differential equations, whose coefficients depend on past histories. The solution determines a non-Markov process. In the present paper, we shall obtain the existence of smooth densities for joint distributions of solutions, under the uniformly elliptic condition on the diffusion coefficients, via the Malliavin calculus. As an application, we shall study the computations of the Greeks on options associated with the asset price dynamics models with delayed effects.
Introduction
Let (Ω, F , P) be a probability space, and r and T be positive constants, which are fixed throughout the paper. Denote by W = W (t) = W 1 (t), . . . ,W m (t) ; 0 ≤ t ≤ T the m-dimensional Brownian motion starting from the origin. Write F t = σ W (s) ; 0 ≤ s ≤ t ∨ N for 0 ≤ t < T and F T = F , where N is the family of P-null sets. Let A 0 , A 1 , . . . , A m be in C 
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where A = A 1 , . . . , A m , and X t = X (t + u) ; −r ≤ u ≤ 0 is the segment. Since the coefficients A 0 , A 1 , . . . , A m satisfy the Lipschitz condition and the linear growth one, there exists a unique solution to (1) such that E sup −r≤t≤T |X (t)| p ≤ C 1,p,η,T for any p > 1. Moreover, the solution process X = X (t) ; −r ≤ t ≤ T is non-Markovian, because the current state of the process depends on the whole past histories of the process X . See [8, 14, 15] . Thus, we cannot use any methods in analysis, partial differential equations and potential theory at all. Such equation was initiated by Itô and Nisio [8] more than 50 years ago. It seems us to be very natural to study the models described by (1) stated above, because the models with their past histories often appear in finance, physics, biology and industry, etc. One of the typical examples in mathematical finance is the delayed Black-Scholes model studied in [1, 4, 5, 6, 13] , which will be mentioned in Section 5. On the other hand, the Malliavin calculus is applicable to the study on the densities for the solution to (1) . Kusuoka and Stroock [12] obtained the result on the existence of the smooth density for the solution with respect to the Lebesgue measure under the uniformly elliptic condition on the diffusion coefficients A 1 , . . . , A m . Bell and Mohammed in [2, 3] also studied the same problem in case of stochastic delay differential equations such that A i (t, f ) =Â i (t, f (−r)) (i = 1 . . . , m) for t ∈ [0, T ] and f ∈ C([−r, 0] :
with some conditions on the boundedness and the regularity. They obtained in [2, 3] the existence of the smooth density under the degeneracy condition on ∑ m i=1Â iÂ * i by using the delay structure of the equation and conditioning the past history of the process, which is weaker than the uniformly elliptic condition on ∑ m i=1 A i A * i . Furthermore, Kitagawa and Takeuchi [10] studied the asymptotic behavior of the density such as the Varadhan-type estimate for diffusion processes, by the large deviation theory and the Malliavin calculus, in which the constant r, called the delay parameter, plays a crucial role.
In the present paper, we will study the finite-dimensional joint distribution on the solution process to (1), from the viewpoint of the Malliavin calculus. As stated in Theorem 1 below, the joint distribution of the solution admits a smooth density under the uniformly elliptic condition on the diffusion coefficients A 1 , . . . , A m . As an application, we shall also study the sensitivity analysis on the solution with respect to the initial state, which can be regarded as the computation of the Greeks for the options on the delayed asset price dynamics model. The paper is organized as follows: Section 2 is devoted to a brief introduction of the Malliavin calculus and its application to stochastic functional differential equations. The result on the existence of the smooth density for the finite-dimensional joint distribution associated with the solution will be stated in Section 3. Sections 4 and 5 are typical applications of our result. In Section 4, we will study the sensitivity of the discrete and integral average related to the solution. The key points are to give the estimates on the Malliavin covariance matrices, which are implied by the uniformly elliptic conditions on the diffusion coefficients A 1 , . . . , A m of (1). We will study a delayed Black-Scholes model raised in [1, 13] in Section 5, in order to compute the Greeks on the options.
Malliavin calculus
In this section, we shall apply the Malliavin calculus to the stochastic functional differential equation (1) . See [16] 
where 
Proof. The Malliavin smoothness of X (t) can be justified by the limiting argument via the successive approximation X (n) = X (n) (t) ; −r ≤ t ≤ T (n ∈ N ∪ {0}) of the process X :
for n ∈ N ∪ {0}, and the inductive argument on the order of the derivatives. On the other hand, since D u X (n) (t) = 0 for −r ≤ t ≤ 0 and n ∈ N ∪ {0}, and
for n ∈ N and 0 ≤ t ≤ T , the limiting argument leads us to see that
Thus, we can derive (3), because of the uniqueness of the solution to the equation (5) . Moreover, the Malliavin covariance matrix V (t) can be computed directly as (4).
Density of joint distributions
In this section, we shall mention the main result of the present paper. Before doing that, recall the classical result on the existence of the smooth density for the probability law of X (t). 
Then, for each 0 < t ≤ T , the probability law of the R d -valued random variable X (t) admits a smooth density with respect to the Lebesgue measure on R d .
Let n ∈ N be arbitrary, and 0 < t 1 < · · · < t n−1 < t n = t. Before introducing our result, we shall give an easy example, which is our motivation of our interests in the present paper. 
Then, the process X is the d-dimensional Brownian motion. Since
is absolutely continuous with respect to the Lebesgue measure over R nd such that its density function
is smooth in (y 1 , . . . , y n ) ∈ R nd . Now, we shall introduce the result in this paper, which can be regarded as the natural extension of Lemma 1. (6) in Lemma 1, the joint distribution of X (t 1 ), . . . , X (t n ) admits a smooth density with respect to the Lebesgue masure on R nd .
Theorem 1 Under the condition
Proof. The R nd -valued random variable X (t 1 ), . . . , X (t n ) determined by the equation (1) is smooth in the Malliavin sense, as stated in Proposition 1, because so are all of X (t k ) (1 ≤ k ≤ n). Moreover, the corresponding Malliavin covariance matrix V (t 1 , . . . ,t n ) for X (t 1 ), . . . , X (t n ) is
All we have to do is to study the negative-order moment of detV (t 1 , . . . ,t n ).
Remark that
on the subset
under the condition (6) on A 1 , . . . , A m , where 0 < α < 1 and α < β < 2α. Hence, it holds that
on Ω 2 . On the other hand, we shall remark that
for any p > 1 from the Chebyshev inequality. Now, we shall return to study the upper estimate of
Since the mapping
Therefore, we can conclude that
as λ → +∞ for any p > 1, so we can obtain
for any q > 1. See [11] on the detailed discussion of the second inequality stated above. [3] have studied the stochastic delay equation with hereditary drift:
Remark 1 Bell and Mohammed
whereÂ 0 :
with the certain conditions on the boundedness and the regularity. WriteÂ = Â 1 , . . . ,Â m , and let t ∈ [0, T ]. They showed in [3] the existence of the smooth density for the law of X (t), under the degeneracy of the R d ⊗ R d -valued functionÂÂ * of polynomial order on hypersurfaces in R d , which is weaker than the condition (6) in the present paper, by using the delay structure in (7) and conditioning on the past history of the process.
As for the equation (7), we can also derive the same assertions as Lemma 1 and Theorem 1, under the degeneracy condition onÂÂ * as stated in [3] . In fact, since it can be checked, similarly to Proposition 1, that the Malliavin calculus is applicable to the solution of the equation (7), our goal in the argument is to study the negative-order moment of the determinants on the corresponding Malliavin covariance matrices for X (t) and X (t 1 ), . . . , X (t n ) of the forms:
where 0 = t 0 < t 1 < · · · < t n−1 < t n = t such that ∆ := max 1≤ j≤n (t j − t j−1 ) ≤ r. Then, we have only to check the lower estimates of the quadratic forms of V (t) and V (t 1 , . . . ,t n ):
where v ∈ R d with |v| = 1, and (v 1 , . . . , v n ) ∈ R nd with ∑ n j=1 |v j | 2 = 1. Finally, we shall remark that it would be open whether Lemma 1 and Theorem 1 on the equation (1) can be obtained, under the degeneracy condition as stated in [3] , because the special forms of the diffusion coefficientsÂ 1 , . . . ,Â m in the equation (7) play a crucial role in [3] ,
Applications
In this section, we shall study one of the typical applications of Theorem 1. Consider the case of d = m = 1 throughout this section, in order to avoid the complication of our argument. Let f ∈ C 1 (R ; R) such that there exist positive constants C 8 and C 9, f satisfying with
Then, we can find the inverse function of f around the origin. Define
Theorem 2 Suppose the uniformly elliptic condition (6) on A 1 stated in Lemma 1. Then, for each 0 < t ≤ T , the probability law of Y (t) admits a smooth density with respect to the Lebesgue measure on R.
Proof. We have only to check the negative-order integrability of the Malliavin covarianceṼ (t) of Y (t), because the Malliavin smoothness of Y (t) can be derived by the one of X (s) for each 0 ≤ s ≤ t. See [16] . Firstly, we shall compute the Malliavin covarianceṼ
can be computed as follows:
Secondly, we shall check the negative-order integrability ofṼ (t). In order to do it, it is sufficient to observe
Let 0 < γ < 1/3 be a constant, and λ > 1 sufficiently large. Write t λ := t − λ −γ and
We shall remark that
from the Chebyshev inequality. Moreover, the mean value theorem tells us to see that
on Ω 3 , where 0 < θ < 1 and 0 < δ < 1 are constants, θ (t λ ,t) := θt + (1 − θ )t λ , and δ (u,t) := δt + (1 − δ )u. In the fifth inequality, we have used the assumption on the function f , and the uniformly elliptic
. Then, we can get
as λ → +∞ for any p > 1, which is our desired conclusion.
Remark 2
We can also obtain Theorem 2 from the viewpoint of Theorem 1. Let 0
The corresponding Malliavin covariances to Y (t) and Y N (t 1 , . . . ,t N ) arẽ
As pointed out in the proof of Theorem 2, the Malliavin smoothness of Y (t) and Y N (t 1 , . . . ,t N ) can be checked directly from the one of X (s) for 0 ≤ s ≤ t. On the other hand, in order to study the negative-order moment ofṼ N (t), it is sufficient to give the one ovṼ N (t 1 , . . . ,t N ), because the dominated convergence theorem and the Fatou lemma lead us to see that
Now, we shall study the estimate of E Ṽ N (t 1 , . . . ,t N ) −q . Let q > 1 be arbitrary and 0 < σ < 1/3 a constant. Write N σ ,t := N/t 1/σ . Remark that
First of all, the estimate of I 1,N is trivial:
Secondly, we shall consider the estimate of I 2,N . Since Z(t, u) = 0 for t < u, the mean value theorem implies thatṼ
where 0 < θ 2 < 1 is a constant, and θ 2 (s,t) := s + θ 2 (t − s). Denote by
from the Chebyshev inequality. Moreover, we see that, on Ω 4 ,
from the assumption on the function f and the condition (6). WriteÊ · := E · I Ω 4 . Hence, it holds that
Let p > 2q/σ ∨ 1 be arbitrary. Thus, the mean value theorem enables us to get
because of 0 < σ < 1/3, where 0 < δ 2 < 1 is a constant.
Thirdly, we shall consider the estimate of I 3,N . Write t λ := t − λ −σ , and let λ ≥ N σ ,t be sufficiently large. The mean value theorem implies that
where 0 < θ 3 < 1 is a constant, and θ 3 (s,t) := s + θ 3 (t − s). Denote by
Then, we can get
on Ω 5,λ , from the assumption on the function f and the uniformly elliptic condition (6), because of
from the Chebyshev inequality. Hence, it holds that
.
Therefore, we see that
which is our desired one.
Delayed Black-Scholes models and sensitivity analysis
In this section, we shall apply our studies to the option pricing of the asset price dynamics model with delayed effects. See [1, 4, 5, 6 , 13] on details. Let A i ∈ C 1 0+,b (R ; R) (i = 0, 1) with the uniformly elliptic condition of the form: there exists a positive constant C 12 with
Let x > 0 be a constant. Consider the R-valued process X = X (t) ; −r ≤ t ≤ T determined by the stochastic delay differential equation of the form:
The existence of the unique solution to (14) can be checked easily. In fact, it is trivial on the interval [−r, 0]. Since
for 0 < t ≤ r, we can derive our conclusion from the Lipschitz condition and the linear growth condition on the coefficients. Iterating such argument enables us to get our desired assertion on each intervals [kr, (k + 1)r] (k ∈ N ∪ {0}). Moreover, the equation (14) can be solved as
which implies that X (t) > 0 a.s. The process X = X (t) ; −r ≤ t ≤ T is called the delayed Black-Scholes model in mathematical finance (cf. [1, 4, 5, 6, 13] ).
Remark 3
Although the coefficients of the equation (14) do not satisfy the uniformly elliptic condition (6) as stated in Lemma 1, the probability law of X (t) admits a smooth density with respect to the Lebesgue measure on R. Denote byx = log x andÃ i (ỹ) = A i (eỹ) (i = 0, 1). Then, the process X = X (t) := log X (t) ; −r ≤ t ≤ T satisfies
Since the coefficientÃ 1 satisfies
from (13), we can conclude from Lemma 1 that the probability law of the R-valued random variablẽ X(t) admits a smooth densityp t (ỹ) with respect to the Lebesgue measure on R. Hence, the density of the probability law of X (t) = exp(X (t)) is
which is smooth in y > 0.
Let R > 0 be a constant, which denotes the rate of return of a riskless asset. Denote by B = B(t) ; −r ≤ t ≤ T the riskless asset price process, which is given by
WriteX = X (t) := X (t)/B(t) ; −r ≤ t ≤ T , which is called the discounted stock price process. Then, the Itô formula leads us to see that, for 0 < t ≤ T ,
where
Then, the process M is a square-integrable (F t )-martingale, because
< +∞ from the boundedness of A 0 and the uniformly elliptic condition (13) on A 1 . In particular, we have E[M(T )] = 1. Then, the measure dQ := M(T ) dP is also the probability one on the measurable space (Ω, F ), and the Girsanov theorem tells us to see that the processW = W (t) := W (t) − t 0 Σ(s) ds ; 0 ≤ t ≤ T is also a Brownian motion starting from the origin under the measure dQ. Let Z be a F Tmeasurable, non-negative and integrable random variable, which is called a contingent claim on the process X = X (t) ; −r ≤ t ≤ T .
Proposition 2 The market (X , B) = (X (t), B(t))
by the martingale representation theorem (cf. [7] -Theorem II-6.6, p.80). Set
Then, since V (t) = B(t) L(t), the Itô formula implies that
the contingent claim Z is attainable. Hence, the market (X , B) = (X (t), B(t)) ; 0 ≤ t ≤ T is complete, which is our goal in the proposition.
Proposition 3 For 0 ≤ t ≤ T , it holds that
Proof. As seen in the proof of Proposition 2, it holds that
Hence, the discounted process V /B = V (t)/B(t) ; 0 ≤ t ≤ T is an (F t )-martingale under dQ. Then, the fair price V (t) of the claim Z is given by
From now on, we shall consider the case A 0 ≡ 0 only, because the Girsanov transform enables us to discuss the general case, if we want. For the sake of simplicity of notations, we shall note P and W instead of Q andW . Since
we have
Let U = U (t) ; −r ≤ t ≤ T andÛ = Û (t) ; −r ≤ t ≤ T be R-valued processes determined by the equations:
Then, it is clear that U (t)Û (t) =Û (t)U (t) = 1, via the Itô formula, and that
Moreover, for 0
and the uniqueness of the solutions. Now, we shall state the result on the Greeks computation on the European option with respect to the initial point x. Denote by C LG (R ; R) the set of continuous functions with the linear growth order, and define
Theorem 3 (Greeks computation of the European option)
For Φ ∈ F(R, ; R), it holds that
and δ (·) is the Skorokhod integral operator.
Proof. Consider the case of
from the chain rule on the operator D, the integration by parts formula leads us to get
In order to extend the class of payoff functions, we have to find a sequence Φ n ; n ∈ N such that
as n → +∞, where K is a compact subset in [0, +∞). Hence, it is sufficient to justify
as n → +∞. See [9, 17] on details.
As for Φ ∈ C b (R ; R), it is easy to find the sequence Φ n ; n ∈ N in C 1 b (R ; R) satisfying with (20). When Φ is the indicator function, we can approximate Φ by a sequence Φ n ; n ∈ N in C b ([0, +∞) ; R). In order to give the convergence (20), we need the result on the existence of the smooth density for X (t), which have already stated in Remark 3, under the uniformly elliptic condition (13) . Since a continuous function with linear growth order can be approximated by bounded continuous functions, we can extend to the class F(R ; R) easily.
Remark 4
From Proposition 1.3.5 (p.40) in [16] , it holds that
In particular, consider the case 0 ≤ t ≤ r. Since
We shall compute the Delta, that is, a kind of the Greeks for the Asian-type option associated with an asset price model with delay in the initial point x > 0. Writex = log x. Forỹ ∈ R, define the R-valued processesX(t) = X (t) ; −r ≤ t ≤ T andỸ = Ỹ (t) ; −r ≤ t ≤ T bỹ
whereÃ 1 (z) = A 1 (exp(z)). Remark that X (t) = exp X (t) and Y t =Ỹ (t)/t. Consider the R 2 -valued process X = X(t) = X (t),Ỹ (t) ; −r ≤ t ≤ T given by X(t) = (x,ỹ) * =:X for −r ≤ t ≤ 0, and
for 0 ≤ t ≤ T . Let π : R 2 → R be the canonical projection defined by π(X) = y for X = (x, y) * ∈ R 2 . Remark that our main interest is to study the sensitivity of
for a certain payoff function Φ. Before introducing our result, we shall prepare some notations. For 0 ≤ u ≤ T , let Z(·, u) = Z(t, u) ; −r ≤ t ≤ T be the R 2 ⊗ R 2 -valued process determined by the equation
where I 2 ∈ R 2 ⊗ R 2 is the identity.
Theorem 4 (Greeks computation of the Asian option)
where V(t) is the Malliavin covariance matrix for X(t), and
Proof. Similarly to Theorem 3, the proof is based upon the standard density argument as seen in [9, 17] . We shall remark that, as for the case that Φ is the indicator function, the most crucial point is the existence of the smooth density for Y (t) as stated in Theorem 2.
We have only to discuss the case of Φ ∈ C 1 b (R ; R). First of all, we shall remark that
We can compute the Malliavin derivative of X(t) as follows:
Suppose that the inverse of det V(t) is in L p (Ω) for any p > 1. Since
∂XX(t),
the integration by parts formula leads us to see that
Let U = U(t) ; −r ≤ t ≤ T andÛ = Û (t) ; −r ≤ t ≤ T be R 2 -valued processes determined by the following ordinary differential equations:
Then, it is clear that U(t)Û(t) =Û(t) U(t) = I 2 , via the Itô formula. Now, we shall consider the negative-order moment of det V(t). Moreover, for 0 ∨ (t − r) ≤ u ≤ t, we see that Z(t, u) = U(t)Û(u) is invertible, because Z(t, u) = I 2 + Here, the second inequality is in the matrix sense. It is clear that sup t∈[−r,T ] U(t) is in L p (Ω) for any p > 1. Hence, we have to attack the negative-order moment of detV(t).
Remark that A 1 X(u − r) is F 0∨(t−r) -measurable for 0 ∨ (t − r) ≤ u ≤ t. When we study the lower estimate ofV(t), we can regard the term A 1 X(u − r) as the constant in the integrand ofV(t), by taking the conditional expectation on F 0∨(t−r) . Let (α 0 , β 0 ) ∈ R 2 be fixed. Since
for (α, β ) ∈ R 2 , we see that
The dimension of the linear space generated by A 1 α 0 , β 0 and A 0 , A 1 (α 0 , β 0 ), (α, β ) is 2 for all (α, β ) ∈ R 2 , because of the uniformly elliptic condition (13) on A 1 . Hence, we can conclude that the inverse of detV(t) is in L p (Ω) for any p > 1, which implies that the probability law of the R 2 -valued random variable X(t) admits a smooth density with respect to the Lebesgue measure over R 2 . See [11] on details. Therefore, we can justify the existence of the smooth density for the probability law of the R-valued random variable Y (t) =Ỹ (t)/t with respect to the Lebesgue measure over R. The proof is complete.
Remark 5
Consider the case of 0 ≤ t ≤ r. Then, we can derive Similarly to the studies stated above, we can also discuss the case where the process X = X (t) ; −r ≤ t ≤ T is determined by the equation: 
