some single word, plus possibly a single constant word. The main part of the code is thus an iterated difference set code; the extra word can occur if and only if the parameters (v, k, λ) (1) , r { = n/2 -d and k t = vJ2 9 contradicting (2) . Thus r d is uniquely determined in terms of r t by (1) . It follows that t ^ 2, and the theorem is proved.
If there is only one orbit, then, as shown in the above proof, M is the incidence matrix of a balanced incomplete block design. The next result is the converse. Proof. The set of rows with a given c-tuple in the fixed columns must be closed under G; deleting the fixed columns from these rows, one obtains a constant distance code with a transitive group of collineations. The result now follows immediately from Theorems 1 and 2.
These results are a partial generalization to nonsymmetric designs of a theorem proved by Dembowski [2] , Hughes [3] , and Parker [4] , which says that for a symmetric design, the number of orbits on the points is the same as the number of orbits on the lines. However there are balanced incomplete block designs with a group of collineations which is transitive, even cyclic, on the points, but not transitive on the lines.
3. Codes with a nil potent transitive group. In this section we assume that M is an m x n matrix whose rows form a constant-distance code with distance d, and that G is a group of collineations which is transitive on the columns. Let H denote the subgroup of G fixing the first column. We shall continue using the notation T if v it r i and k i introduced in the above proofs. THEOREM 1 , a a contradiction. Hence N G (P) S S^ and the theorem is proved. COROLLARY 
If G is a nilpotent group of collineations of M which is transitive on the columns, then either G is transitive on the rows or one of the two orbits of G on the rows consists of one trivial row.

Proof
Unless M has only the two trivial rows, there is a prime p such that the highest power of p dividing n does not divide d. Since a Sylow p-subgroup of a nilpotent group is normal, if G is not transitive on the rows then by Theorem 3, G fixes a row. This proves the result. Now suppose the constant distance code is closed under the cyclic shift π = (1, 2, •• , n) . If a is a code word with r ones, then a must be periodic of (minimal) period v, a divisor of n; write v = n/s* A single period of a gives a (v, k, λ) The above characterization of constant-distance code closed under the cyclic shift was conjectured by the writer and proved independently at the same time by the writer [1] and R.C. Titsworth [5] . Titsworth's proof uses arguments on polynominals dividing x n -1.
3* Hadamard matrices and codes with two orbits* In this section we give a class of Hadamard matrices with doubly transitive collineation groups, and use these matrices to obtain a class of constantdistance codes with a transitive group on the columns for which the conclusion of Corollary 2 does not hold.
Let A be the Hadamard matrix of order 4 with 1 on the diagonal, -1 elsewhere, and let B -B(s) be the tensor product of s copies of A. THEOREM 
For any s, the group G of collineatίons of B(s) is doubly transitive on the columns (and also on the rows).
Proof
Denote the rows and columns of B by θ-tuples, so that K , i s ; j lf ••-,./, = a ilf h a h , h a is , h .
The result is obvious when s = 1. Suppose 8 = 2. We shall show that the subgroup H oί G fixing the column (1, 1) It can be verified that the product of four transpositions of columns σ = ((1, 4) (2, 3))((4,1) (3, 2))((1, 3) (2, 4))((3,1) (4, 2)) is a collineation of B; also, σ e H. Taking σ and its products with various (τ lf τ 2 ), we see that all columns other than (1, 1) form a single orbit of H. Moreover some (τ l9 τ 2 ) moves column (1, 1) , so that G is transitive, and hence doubly transitive. Now suppose that s > 2. If τ is a collineation of JB (2) Proof. The matrix B(s) is Hadamard, and hence its rows form a constant-distance code. Complement the rows with a + 1 in column (1, * ,1) and then delete this column. What remains is still a constant-distance code; call it C. The subgroup of G fixing (1, * ,1) clearly gives a group of collineations of C which is transitive on the columns. Moreover the set of uncomplemented rows is closed under the group, so the group has two nontrivial orbits. This completes the proof.
Let G and H continue to have the same meanings as in Theorem 4. It follows from Corollary 2 and the proof of Corollary 3 that H is not nilpotent. However it can actually be shown that the subgroup K of H fixing column (1, 2) is isomorphic to S 6 , being generated by σ and certain (τ l9 τ 3 )'s. Hence when s = 2, G has order 16 15-720. Also it follows that if s > 1 then G contains a subgroup isomorphic to S 6 which fixes 2 4 S~2 columns.
