This paper examines the relationship between the static coupling between objects (CBO) metric and some of its dynamic counterparts. The dimensions of the relationship for Java programs are investigated, and the influence of instruction coverage on this relationship is measured. An empirical evaluation of 14 Java programs taken from the SPEC JVM98 and the JOlden benchmark suites is conducted using the static CBO metric, six dynamic metrics and instruction coverage data.
Introduction
The concept of coupling was first introduced in the context of structured development techniques and defined as "the measure of the strength of association established by a connection from one module to another" [1] . The stronger the coupling between modules, i.e., the more inter-related they are, the more difficult these modules are to understand, change, and correct and thus the more complex the resulting software system. The principal of coupling was initially transfered to object-oriented software by Coad and Yourdon [2] . However, the seminal object-oriented design coupling metric for methods in a class is the Coupling Between Objects measure defined by Chidamber and Kemerer [3] . A number of empirical studies show this metric to be a good predictor of the maintainability, fault-proneness, testability, change-proneness and re-usability of a software design [4] [5] [6] .
Arisholm et al. [7] define and validate a number of dynamic coupling metrics, measured at run-time, and study the relationship of these with the changeproneness of classes. They also conduct a preliminary investigation on the relationship between the static and run-time measures. Their preliminary results show that the dynamic metrics complement existing static coupling measures.
While there exists a significant body of work on static metrics, and a growing body of work on dynamic metrics, there is still relatively little research on the factors controlling dynamic metrics, and governing their relationship with their static counterparts. Although the study by Arisholm et al. indicates a link between dynamic coupling metrics and software fault detection, the influence of the test cases used is not explored in detail.
Intuitively, when comparing static and dynamic measures, it is important to have a thorough understanding of the degree to which the analyzed source code corresponds to the code that is actually executed. This paper characterizes this correspondence using instruction coverage measures, and investigates the influence of coverage on the relationship between static and dynamic metrics. It is demonstrated that coverage results have a significant influence on the relationship and thus should always be a measured, recorded factor in any such comparison.
The remainder of this paper is organized as follows. Section 2 gives an overview of the related work in the field of static and dynamic coupling and coverage measures. Section 3 outlines the goals and hypothesis of this study and Section 4 describes the experimental design. The results of the statistical analyses are presented in Sections 5 and 6. Section 5 presents a study using Principal Component Analysis to characterize the relationship between static and dynamic metrics, and Section 6 uses linear regression to examine the influence of instruction coverage on this relationship. Section 7 concludes the paper and describes future research. Table 1 Abbreviations for the main variables used in this study. Here, CBO is the Chidamber and Kemerer static coupling metric, I c is the instruction coverage measure, and the remaining six variables represent the dynamic coupling metrics of Arisholm et al.
Background and Related Work

Static and Dynamic Coupling Metrics
The most accepted and widely used object-oriented coupling design metric is the Coupling Between Objects (CBO) measure proposed by Chidamber and Kemerer [3] . A number of empirical studies show this metric to be a good predictor of the external quality attributes of a design. Chidamber and Kemerer originally defined CBO for a class as "a count of the number of non-inheritance related couples with other classes" [8] . An object of a class is coupled to another if methods of one class use methods or instance variables defined by the other. They later revised their definition to state "CBO for a class is a count of the number of other classes to which it is coupled", noting that this includes coupling due to inheritance [3] .
Briand et al. carried out an extensive survey of all the currently available literature on coupling in object-oriented systems and concluded that all the metrics at that time measured coupling statically, at the class level [9] . No measures of run-time, or dynamic, coupling had at that time been proposed. Subsequently, a set of dynamic coupling metrics was described by Yacoub et al. which were intended to evaluate the change-proneness of a design [10] .
The metrics were applied at the early development phase to determine design quality. They used executable object-oriented design models to model the application to be tested. The metrics were evaluated for a number of different execution scenarios, and they extended the scenarios to have an application scope.
A number of dynamic coupling metrics for classes are defined and validated by Arisholm et al. [7] , and are listed in the last six rows of Table 1 . Each dynamic coupling metric name starts with either IC or EC to distinguish between import coupling and export coupling for the class, based on the direction of the method calls. The remaining letters distinguish three types of class-level coupling. The first metric, CC, counts the number of distinct classes that a method in a given class uses or is used by. The second metric, CM , counts the number of distinct methods invoked by each method in each class while the third metric, CD, counts the total number of dynamic messages sent or received from one class to or from other classes.
Arisholm et al. study the relationship of these measures with the changeproneness of classes. They find that the dynamic coupling metrics do capture additional properties compared to the static coupling metrics and are good predictors of the change-proneness of a class. Their study uses a single software system called Velocity, and its associated test suite, to evaluate the dynamic coupling metrics. These test cases are found to originally have 70% method coverage, which is increased to 90% for the methods that "might contribute to coupling" through the removal of dead code. However, they do not study the impact of code coverage on their results nor are results given for programs other than versions of Velocity.
A number of studies on the quantification of a variety of run-time class-level coupling metrics for object-oriented programs have been conducted [11, 12] . These studies use statistical analysis to investigate the differences in the underlying dimensions of coupling captured by static versus the run-time coupling metrics. The results indicate that the run-time metrics capture different properties than the static metrics alone. The studies conclude that it is worthwhile to continue the investigation into run-time coupling metrics and their relationship with external quality, as extra information can be provided by the run-time metrics to complement that obtainable from a simple static analysis.
Features of object-oriented programming such as polymorphism, dynamic binding and inheritance may render CBO imprecise in evaluating the runtime behavior of an application. Therefore the static version of the metric may fall short when evaluating the run-time properties of a program. Alexander et al. conduct an extensive analysis on the effect of polymorphism on coupling measures, and develop a set of test criteria to ensure that all instances of such coupling are exercised [13] . A number of object-level (as opposed to class-level) run-time metrics are also used to analyze run-time object coupling behavior [14] . However, further consideration of the influence of polymorphism or inter-object differences on coupling metrics are beyond the scope of this paper.
The term dynamic metrics is also used for Java programs to describe general dimensions of software, such as program size, polymorphism, memory use and concurrency [15] . Indeed, a significant amount of the research on the analysis and manipulation of Java programs seeks to combine static and dynamic data, or to manipulate the dynamic behavior of Java programs through static code transformations. Recent examples include work on static and dynamic slicing [16] , conflict analysis [17] , super-instruction selection [18] and program optimization [19] .
While such research is not directly related to coupling and cohesion metrics, many of the issues and approaches to measurement are similar. Indeed, any research that performs both static and dynamic analyses of programs benefits from being viewed in the context of some overall perspective of the relationship between the static and dynamic data. In particular, this paper uses dynamic coverage data, in the context of a regression analysis, to characterize the relationship between static and dynamic coupling metrics.
Dynamic Coverage Metrics
Dynamic coverage measures are typically used in the field of software testing as an estimate of the effectiveness of a test suite [20, 21] . The basis of software testing is that software functionality is characterized by its execution behavior, with improved test coverage leading to improved fault coverage and improved software reliability [22] . Higher execution coverage by a program means that execution of the program provides a better characterization of that program's behavior.
There are a number of established procedures for determining test coverage in a program. These include statement coverage, branch coverage, and multiple condition coverage, as well as path and data-flow coverage measures [21] . As is the case with some static software metrics, there can often be subtle differences in the definition of these coverage measures. However, each of them seeks to measure, typically as a percentage, the degree to which a certain aspect of the program source code has been exercised at run-time.
This paper uses only one coverage measure, instruction coverage at the bytecode level. Working in Java bytecode instructions, rather than program statements, removes dependencies on the program source code, as well as ambiguities in the definition of what constitutes a program statement. Furthermore, this approach eliminates the potential effects of differences among Java compilers by working directly with the compiled bytecode. While more complex forms of coverage could be considered, the additional complexity in analysis was not warranted based on the scope of this study. Further, the inter-dependencies between various kinds of coverage measures would obscure the results of the regression analysis used here. 
Statement of goals and hypothesis
The experiments for this study are set up using the GQM/MEDEA framework proposed by Briand et al. [23] . Working within this framework the goal of the experiment, the perspective on the goal, and the experimental environment are all outlined below.
Goal: To examine the relationship between static CBO and dynamic coverage metrics, particularly in the context of the influence of instruction coverage. Perspective: Intuitively, one would expect the better the coverage of the test cases used, the better the static and dynamic metrics should correlate. A number of statistical techniques are used, including multiple regression analysis, which are capable of determining if there is a significant correlation. Environment: A number of Java programs from well-defined, publicly available benchmark suites are used in this study. Each benchmark program comes with its own set of inputs, thus defining both the static and dynamic context of the work. This contrasts with some other approaches which, at worst, can use arbitrary software packages, often proprietary, with an ad hoc set of test inputs.
The following principal hypothesis is investigated in this paper:
The coverage of the test cases used to evaluate a program has no influence on the relationship between static and dynamic coupling metrics.
The coverage of the test cases used to evaluate a program has an influence on the relationship between static and dynamic coupling metrics. Table 2 The benchmark programs used in this study. The seven programs in the top half of the table are from the JOlden benchmark suite, while the seven programs in the bottom-half of the table are from the SPEC JVM98 benchmark suite.
Experimental Design
In order to conduct the practical experiments underlying this study, it is necessary to select a suite of Java programs and measure:
• the static CBO metric • the instruction coverage percentages • the dynamic coupling metrics
The components of the data collection system are illustrated in Figure 1 , and are described in the remainder of this section.
The main design objective influencing the development of the data collection system is flexibility, as it is necessary to be able to collect a variety of static and dynamic information. The dynamic analysis of any large program involves a huge amount of data processing; however, the performance level of the collection tool is not considered to be a critical issue at this time. It is only desirable that the analysis could be carried out in a reasonable and practical time.
The benchmark programs
The programs used in this study consist of the JOlden [24] and SPEC JVM98 [25] benchmark suites. The JOlden benchmarks are Java versions of pointer intensive C programs, designed to exhibit a massive number of object creations. The SPEC JVM98 suite consists of seven Java programs which are intended to represent different classes of "real world" Java applications. The programs included in the two suites are summarized in Table 2 . While the SPEC JVM98 benchmark programs are more directly comparable to other studies that use Java software, this study includes the more synthetic JOlden programs to ensure that it considers programs that create significantly large populations of objects.
All the programs in the JOlden suite are distributed as Java source code, and were compiled using the javac compiler from Sun's SDK version 1.4.2. The programs in the SPEC suite are distributed in class file format, and were not recompiled or otherwise modified. The SPEC programs were run individually, and thus none of these results are directly comparable with the standard SPEC JVM98 metric.
Both benchmark suites include not just the programs themselves, but a test harness to ensure that results from different executions are comparable. The JOlden benchmarks were run with the supplied standard parameter settings, and the SPEC benchmarks were run at size 100. Each program was run using the client virtual machine from Sun's SDK version 1.4.2.
Static Metrics Calculation
The calculation of the static CBO metrics was carried out on each bytecode class file in the 14 benchmark programs. Each class file was disassembled, and a simple processor written in Java was then used to calculate the CBO metrics.
Dynamic Data Collection
The Java runtime system provides an almost ideal environment for profiling and analysis. Typically, such an analysis can be conducted at three main levels of granularity.
• Instrumenting a JVM whose source is publicly available.
There are a number of open-source implementations of the JVM and, since the JVM source code can be modified and recompiled, all aspects of a running Java program can be observed. The main drawback of this approach is the need for a detailed low-level understanding of JVM internals. Also, a number of open-source JVMs rely on third-party class libraries that might cause compatibility issues for certain programs.
• Instrumenting the Java bytecode.
This involves modification of the class file content in order to acquire runtime information, and can be performed using a number of publicly available tools. This approach provides a relatively simple approach to dynamic analysis as it does not require a low-level knowledge of the JVM internals. It also seems to add the least overhead to the execution of the programs. However, this approach is not practical when collecting information from many different points in the bytecode and, of course, any change in the programs being analyzed requires the re-instrumentation of the code.
• Run-time profiling Sun Microsystem's Java 2 SDK versions 1.4 and later implement the Java Platform Debug Architecture (JPDA) [26] . The JPDA provides introspective access to a running JVM's state, including providing information about classes, arrays, interfaces, and primitive types, and their instances. This approach is faster than instrumenting a VM and is more robust. It is relatively easy to learn and the same agent works with all Virtual Machines supporting the JPDA. A drawback is that generating a profile for a large application is still quite time-consuming.
Coverage Data Collection
In order to calculate the instruction coverage, it is necessary to record whether or not each instruction in the program is executed. In fact, well-known techniques exist for identifying a sequence of consecutive instructions with a single entry point, known as a basic block. The instrumentation overhead is somewhat smaller if records are kept only for basic blocks instead of every instruction. Because static code analysis is required to determine basic block entry points, it is efficient to instrument the bytecode during the analysis.
The instrumentation framework uses the Apache Byte Code Engineering Library (BCEL) [27] along with the Gretel Residual Test Coverage Tool [28] . The Gretel tool statically works out the basic blocks in a Java class file and inserts a probe consisting of small sequence of bytecode instructions at each basic block. Whenever the basic block is executed, the probe code records a "hit" as a simple boolean value. The number of bytecode instructions in the basic block can then be used to calculate instruction coverage.
Dynamic Metrics Tool
The JPDA framework is used to measure the dynamic metrics. This framework provides an event-based notification system. This system enables user-supplied code to respond to JVM events as they occur at run-time. The principal events that are traced to measure the dynamic metrics are object creation and method call events.
In order to match objects against method calls it is necessary to model the execution stack of the JVM, as this information is not provided directly by the JPDA. An EventTrace analyzer class is implemented in Java, and this carries out a stack-based simulation of the entire execution in order to obtain information about the state of the execution stack. This class also implements a filter which allows the user to specify which events and which of their corresponding fields are to be captured for processing. This allows a high degree of flexibility in the collection of the dynamic trace data.
The final component of the dynamic metrics collection system is a Metrics class that is responsible for calculating the desired metrics on the fly. It is also responsible for outputting the results in text format. The metrics to be calculated can be specified from the command line. The addition of the metrics class allows new metrics to be easily defined as the user needs only interact with this class. See [11, 29] for additional information.
The relationship between static and dynamic metrics
For each case study the distribution (mean) and variance (standard deviation) of each measure is calculated. These statistics are used to select metrics that exhibit enough variance to merit further analysis, as a low variance metric would not differentiate classes very well and therefore would not be a useful predictor of external quality. Descriptive statistics also aid in explaining the results of the subsequent analysis.
The descriptive statistic results are summarized in Appendix A.1. The metric values exhibit large variances which makes them suitable candidates for further analysis.
Principal Component Analysis
Principal Component Analysis (PCA) is used to analyze the covariate structure of the metrics and to determine the underlying structural dimensions they capture. In other words PCA can tell if all the metrics are likely to A similar study is carried out by Arisholm et al. using only their Velocity program [7] . This paper extends their work to cover the fourteen programs from the benchmark suites in order to demonstrate the robustness of these results over a larger range and variety of programs.
PCA can generate a large number of principal components, depending on the amount of variance explained by each component. A typical threshold, known as the Kaiser criterion, is used in this paper, and involves retaining principal components with eigenvalues (variances) larger than 1.0 [30] . Tables 3 and 4 show the results of the principal component analysis used to investigate the covariate structure of the static and dynamic metrics. Using the Kaiser criterion to select the number of factors to retain shows that the metrics mostly capture three orthogonal dimensions in the sample space formed by all measures. In other words, the coupling is divided along three dimensions for each of the programs analyzed.
PCA Results and Discussion
Analyzing the definitions of the measures that exhibit high loadings in PC1, PC2 and PC3 yields the following interpretation of the coupling dimensions:
• P C1 = {IC CC, IC CD, IC CM }, the dynamic import coupling metrics.
• P C2 = {EC CC, EC CD, EC CM }, the dynamic export coupling metrics.
• P C3 = {CBO}, the static coupling metric.
Overall the PCA results demonstrate that the run-time coupling metrics are not redundant with the static CBO metric and that they capture additional dimensions of coupling. Therefore the values show that they are not just surrogate static CBO metrics, suggesting that additional information over and above the information obtainable from the static CBO metrics, can be extracted using run-time metrics. This confirms that the findings of Arisholm et al. for the single Velocity program they studied are applicable across a variety of programs.
The results also indicate that the direction of coupling is a greater determining factor than the type of coupling, with P C2 containing the three export-based metrics, and P C3 containing the three import-based metrics.
Measuring the influence of instruction coverage
The general purpose of multiple regression analysis is to learn more about the relationship between several independent or predictor variables and a dependent or criterion variable [31] . In this study it is used to determine if instruction coverage is a factor influencing the relationship between static and dynamic metrics. The two independent variables are thus the static CBO metric and the instruction coverage measure I c ; each of the six dynamic coupling metrics in turn is then used as the dependent variable.
Multiple Regression Analysis
The general computational problem that needs to be solved in multiple regression analysis is to fit a straight line to a number of points. When there is more than one independent variable, the regression procedures will estimate a linear equation of the form shown in Equation (1), where Y is the dependent variable, X i stands for a set of independent variables, a is a constant and each b i is the slope of the regression line. The constant a is also known as the intercept, and the slope as the regression coefficient.
The regression line expresses the best prediction of the dependent variable Y given the independent variables X i . However, usually there is substantial variation of the observed points around the fitted regression line. The deviation of a particular point from the line is known as the residual value. The smaller the variability of the residual values around the regression line relative to the overall variability, the better the prediction. In most cases the ratio will fall somewhere between 0.0 and 1.0. If there is no relationship between the X and Y variables the ratio will be 1.0, while if X and Y are perfectly related the ratio will be 0.0. The least squares method is employed to perform the regression.
The R 2 or the coefficient of determination is 1.0 minus this ratio. The R 2 value is an indicator of how well the model fits the data. If there is an R 2 close to 1.0 this indicates that almost all of the variability with the variables specified in the model has been accounted for.
The correlation coefficient R expresses the degree to which two or more independent variables are related to the dependent variable, and can assume values between -1 and 1. The sign (plus or minus) of the correlation coefficient interprets the direction of the relationship between the variables. If R is positive, then the relationship of this variable with the dependent variable is positive. If R is negative then the relationship is negative. If it is zero then there is no relationship between the variables.
Analysis of Variance (ANOVA)
ANOVA is used to test the significance of the variation in the dependent variable that can be attributed to the regression of one or more independent variables. The results enable determination of whether or not the explanatory variables bring significant information to the model. ANOVA gives a statistical test of the null hypothesis H 0 , which is, there is no linear relationship between the variables versus the alternative hypothesis H 1 , which is, there is a relationship between the variables.
There are four parts to ANOVA results, the sum of squares, degrees of freedom, mean squares and the F test. Fisher's F test, as given by Equation (2), is used to test whether the R 2 values are statistically significant. Values are deemed to be significant at p ≤ 0.05.
Here, K is the number of independent variables (two in this case) and N is the number of observed values.
Multiple Regression Analysis
A comprehensive list of results from the multiple regression analysis can be found in Appendices A.2 and A.3. These results are used to test the hypothesis that the instruction coverage of the test cases used to evaluate a program has no influence on the relationship between static and dynamic coupling metrics. These tables display the R 2 value that provides a measure of the proportion of variance explained by the model, while the R value gives the correlation between the dependent and independent variables. The F ratio is the test statistic used to decide whether the model as a whole has a statistically significant predictive capability. The first thing to note from the data is that there is a positive correlation between the dependent (dynamic metric) and independent variables CBO and I c for all the programs used in this analysis, as all R values are positive. This means as the values for CBO and I c increases/decreases so will the observed value for the dynamic metric under consideration.
The results of the regression analysis for each of the fourteen benchmark programs are summarized in Figures 2(a) and 2(b) for class-level dynamic coupling, and Figures 3(a) and 3(b) for method-level dynamic coupling. Of particular interest in all four graphs is the difference between the lighter bars, representing the influence of CBO, and the darker bars, representing the influence of both CBO and I c , since these indicate the additional amount of the variation of the dynamic metric that can be allocated to instruction coverage.
Distinct Classes: IC CC and EC CC
It is immediately apparent from Figures 2(a) and 2(b) that the instruction coverage is a significant influencing factor. For example, from Figure 2 (a) it can be seen that in seven of the programs, I c accounts for an additional 20% variation. Two of the programs in Figure 2 (a) that show little increase, MST and Voroni, already exhibit a high correlation with CBO alone that would have been difficult to improve on. While the increase is not uniform throughout the programs in Figure 2(a) , the overall data demonstrates that instruction coverage is an important contributory factor. Figure 2(b) , representing the contribution of CBO and I c to export coupling measured at the class level, presents a sharper contrast. Here, the influence of I c is clearly a vital contributing factor, accounting for at least an extra 20% of the variation in nine of the fourteen programs. The important factor here is that the overall contribution of CBO to export coupling is much lower than to import coupling, as can be seen from contrasting the lighter-shaded bars in Figure 2 (a) with those in Figure 2 (b). Thus classes with a high level of static coupling exhibit a higher level of import coupling at run-time. This indicates that the coupling being exercised at run-time is from classes behaving as clients, making use of other class' methods, rather than those behaving as servers, offering their methods for use by others. The greater influence of I c in export coupling results from there being less of a drop in its influence between IC CC and EC CC, suggesting that instruction coverage, as a predictor of coupling, is not as sensitive to the direction of that coupling.
Distinct Methods: IC CM and EC CM
The results for the IC CM and EC CM , illustrated by Figures 3(a) and  3(b) , present a similar picture. Both of these dynamic metrics are scaled by the number of methods involved in the coupling relationship. Given that CBO is defined on a class-level, it does surprisingly well in influencing the IC CM metric. Instruction coverage is also defined at a class level, but nonetheless accounts for roughly an extra 20% of the variance for four programs, and roughly an extra 10% for four other programs. The drop between import and export coupling is accentuated here but, while Figure 3(b) shows CBO proving a bad predictor for EC CM , instruction coverage dramatically improves this for over half the programs studied.
Overall, these results show that coverage has a significant impact on the correlation between static CBO and the four run-time coupling metrics defined for distinct classes and distinct methods.
Dynamic Messages: IC CD and EC CD
Neither of the dynamic metrics based on distinct method counts, IC CD and EC CD exhibit a significant relationship for the programs under consideration, and are not summarized graphically. The lack of a relationship for these metrics is expected, since they are defined in terms of a count of the number of distinct times a method was executed. It is reasonable to speculate that such metrics might be more influenced by the "hotness" of a particular method, and the distribution of execution focus through the program, rather than instruction coverage data.
Conclusion and Future Work
This paper investigates whether the coverage of test cases used to evaluate a program have any influence on the correlation between static and dynamic metrics. An empirical investigation is conducted using the set of dynamic metrics proposed by Arisholm et al. on Java programs from the SPEC JVM98 and JOlden benchmark suites. The differences in the underlying dimensions of coupling captured by the static versus the dynamic metrics are assessed using principal component analysis. Three components are identified containing the static CBO, the import-based dynamic metrics, and the export-based dynamic metrics. This establishes that the dynamic metrics were not simply surrogate static measures, making them suitable candidates for further analysis.
A study into the predictive ability of the static CBO and instruction coverage data is then conducted using multiple regression analysis. The purpose of this is to show how well the static CBO metric and instruction coverage measure I c could predict the six dynamic metrics under consideration. The PCA analysis places import and export based coupling in different components, and this difference is also seen in the regression analysis. Both CBO and instruction coverage have less influence overall on the export-based metrics, EC CC and EC CM than on the import-based dynamic metrics, IC CC and IC CM .
It is shown from the regression analysis that the combination of static metrics with instruction coverage gives a significantly better prediction of the run-time behavior of programs than the use of static metrics alone for the class-based and method-based metrics. This leads to the rejection of the null hypothesis for these four dynamic metrics, and suggests that the correlation between static and dynamic is as much a factor of coverage as an intrinsic property of the metrics themselves.
The results for the two dynamic metrics based on distinct message counts, EC CD and EC CD are not within the chosen significance level, and thus no determination is made on the relationship for these metrics.
Future work will involve investigating the role run-time metrics may play in software testing. Run-time metrics may have implications for the quantification of the effectiveness of software testing strategies. Clearly a static analysis is relatively independent of program behavior, whereas any run-time analysis will be fundamentally influenced by the testing strategy and test input. Another important aspect would be to further investigate the correlation between run-time metrics and external aspects of a design, including investigating the possibility of using hybrid models that use a combination of static and runtime metrics to evaluate a design.
Much of the work on the dynamic analysis of Java programs has come from the language design and compiler community. The work in this paper forms part of an increasing link between this community and the software engineering community, with an emphasis on collecting, analyzing and comparing quantitative static and dynamic data. Other possible examples of this synthesis include relating studies of polymorphicity with testing inheritance relationships, or relating measures of program "hot-spots" with metrics based on distinct messages such as IC CD and EC CD. Run-time metrics may also have a role to play in areas of research such as reverse engineering and program comprehension, as they contribute to a better understanding of the behavior of code in its operational environment.
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A Appendices
Appendix A.1 contains the descriptive statistic results for the programs from the SPEC JVM98 and JOlden benchmark suites. Appendices A.2 and A.3 contain the results from the multiple linear regression used to test the hypothesis H 0 , that coverage has no effect on the relationship between static and dynamic metrics for the programs from the JOlden and SPEC JVM98 benchmark suites. All significant results are highlighted. 
