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  Abstract 
of a thesis submitted in partial fulfilment of the requirements for the 
Degree of Doctor of Philosophy 
Stochastic Modelling Of Contaminant Transport In Porous 
Media 
by Wynand Verwoerd 
The stochastic model of solute transport describes the motion of fluid 
elements in a porous medium as stochastic variation of the fluid velocity, 
produced by pore wall impacts. This gives a stochastic differential equation 
for fluid displacements, and solute transport is obtained as the cumulative 
effect over all realisations of the stochastic path. It is shown that applying 
Dynkin’s equation to obtain expectation values over realisations, a time 
and space dependent probability density for fluid displacements can be 
calculated. A new method is presented to calculate the evolution of solute 
concentration profiles from such probability densities. Applied to transport 
in a constant fluid drift velocity, the conventional diffusive description of 
the advection-dispersion equation is regained.  
However, with changing drift velocity e.g. in a non-homogenous porous 
medium, new effects emerge. A study of kinematical dispersion produced 
by advection is used to show that there are intrinsically stochastic effects, 
characterised as interaction between microscopic stochastic fluctuations 
and macroscopic velocity changes.  This is demonstrated by analytical 
solution of the stochastic model for a linearly changing drift velocity. 
More general velocity changes are investigated by developing theoretical 
tools for piecewise constant and piecewise linear drift velocities.  
 iii
First, transmission of gaussian solute plumes through step changes in the 
drift velocity is shown to produce non-diffusive dispersion comparable to 
that found for linearly changing velocities. Approximations to the step 
results are developed that are simple enough to be applied for multiple 
steps allowing study of both a velocity staircase and velocity fluctuations 
about a constant average. It is shown that fluctuations enhance dispersion, 
and that the cumulative effect of a long series of fluctuations gives rise to a 
complex behaviour of dispersion with the traversal length through the 
porous medium, in accordance with observed behaviour commonly 
referred to as scale-dependent dispersivity.  
A particularly significant concept arising from the work is that of a natural 
length scale associated with velocity fluctuations, and which separates 
distinct short and long range dispersivity trends.  
To obtain full quantitative agreement with observed scale dependence over 
5 orders of magnitude, the fluctuation model is extended by preserving its 
basic structure but taking the amplitude of the dispersion enhancement as 
variable. The resulting model has only a small number of parameters, 
largely constrained by plausibility considerations so that only one 
parameter is freely optimised, and explains the underlying mechanisms of 
the observed non-diffusive growth of dispersivity with traversal length. 
This explanatory aspect hinges to a large extent on the emphasis placed 
throughout on formulating analytical models rather than numeric ones, 
supported by the use of symbolic algebra software. 
Keywords: Solute transport, porous media, stochastic differential 
equation, dispersivity, scale dependence, gaussian plume, velocity 
fluctuation, non-Fickian,  analytic model, probability density, natural 
length scale. 
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C h a p t e r  1   
  INTRODUCTION 
This chapter defines the problem area to be studied, introduces terminology and 
notation, and gives a brief overview of the context in terms of experimental and 
theoretical studies by other authors. The latter aspect is to some extent based on chapter 
1 of (Kulasiri & Verwoerd, 2002) where further details may be found.  
1.1 Characterising a porous medium 
A major reason for interest in fluid flow in porous media, is the central role of 
groundwater transport in the natural hydrological cycle. This is obviously true in 
particular in the Canterbury region where groundwater is the major source for water 
consumption. The transport of solutes is also increasingly relevant - while the water 
extracted at present from this source is quite pure, soluble contaminants from agriculture 
and industry inevitably find their way into the soil. Understanding of the way in which 
this disperses into the groundwater is therefore potentially economically valuable. 
The detailed structure of a porous medium can vary widely. For example, it could be 
made up of solid particles such as sand, or a foam- or sponge-like structure with flexible 
or solid walls surrounding pores, or a mesh of solid or capillary fibres. In the case of 
groundwater flow, we are mostly concerned with soil or porous rock, composed of 
impermeable solid grains interspersed by void space (connected pores) through which 
water flows, following a tortuous path on the microscopic level.  
To keep the level of detail included in modelling manageable, we try to encapsulate the 
essential features of the medium by specifying a small number of parameters that are 
easy to understand and measurable in a laboratory sample. 
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An obvious characteristic is the “typical” pore diameter, designated as p in this study. 
Obviously the shapes and sizes of individual pores will vary in any realistic medium, so 
this is only intended to indicate the length scale that distinguishes between e.g. fine sand 
and coarse gravel. Using this, we can distinguish between microscopic descriptions of 
phenomena as those in which the length scale of interest is smaller than p, and 
macroscopic descriptions that concentrate on length scales much larger than p.  
In microscopic studies we might use idealisations such as identical spherical or cubical 
grains either theoretically or experimentally, and then it is obvious that p can be defined 
as some fraction of the grain diameter. In a more realistic medium such as sand there is 
obviously much variation in the sizes and shapes of grains and therefore pores, but if this 
variation takes place within a well-defined range, a meaningful definition of p is still 
possible.  
In simple cases, the same value of p will be obtained at various positions in a medium 
sample of macroscopic size, and the medium would then be described as homogeneous 
with respect to pore size.  In practice, however, flow in aquifers can extend over  length 
scales of hundreds of kilometres and it is most likely that any natural medium will be 
non-homogenous over such scales. 
A second rather obvious geometric property of a porous material, is that it partially 
occupies the volume that would otherwise be available to the fluid. The porosity ϕ of 
the medium. is defined as the fraction of the overall volume that is occupied by the pores 
or voids, and hence filled by liquid for a saturated medium.  Obviously the porosity is 
only a meaningful characteristic on a macroscopic scale, and would be constant in a 
homogenous medium but might be a function of position in a non-homogenous one. 
A third essentially geometric characteristic of a porous medium is the tortuosity, ω . 
This property describes the extent to which flow paths of fluid elements are deflected 
from the average flow direction. It could be small, e.g. for a porous medium constructed 
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from a regular wire mesh or grid, or large, e.g. for a sponge-like structure with nearly 
closed cells that cause the flow to circulate on a microscopic level. 
Further medium properties are needed to describe flow related processes. There are, in 
fact, two related problems that are of interest. The first is the flow of the fluid itself, and 
the second the transport of a solute introduced into the flow at a specific point in space.  
The fluid flow problem is usually one of stationary flow, i.e. the fluid velocity does not 
change with time as long as external  influences such as pressure remain constant. An 
extensive review of fluid flow models in porous media is found in (Dullen, 1979). 
Henry Darcy experimentally established the most basic law of flow in a porous medium 
in 1856. Darcy's law states that q, the volume of water discharged per second per unit 
cross sectional area of an aquifer, is proportional to the pressure difference (as expressed 
by the “hydraulic head”, i.e. gravitational potential φ ) per unit length:  
 q
x
φκ Δ= − Δ  (1.1) 
Here the X-axis is chosen along the flow direction, and Δφ is the potential difference 
between the entry and exit boundaries of the aquifer that are separated by a distance Δx. 
The proportionality constant κ introduced by Darcy’s law is called the hydraulic 
conductivity of the porous medium. The terminology is analogous to that used in Ohm's 
law, V = I R , that relates electrical current I to the electric potential difference or voltage 
V. For a fluid with mass density ρ the flux or current density is j = ρ q ; and when Ohm’s 
law is stated in terms of current density rather than current (Kip, 1962), it takes the form 
j = σ E = - σ (dV/dx) where V is the electrostatic potential and σ the electrical 
conductivity.  
A moment’s consideration shows that q has the dimensions of a velocity, and can be 
considered as an effective constant velocity that describes flow through the volume 
occupied by the medium (grains and pores taken together). However, the actual flow is 
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clearly restricted to the pores only, is certainly not constant on a microscopic scale, and 
may well depend on position even on a macroscopic scale due to inhomogeneity of the 
medium or the shape of the macroscopic volume that contains the porous medium. So 
Darcy’s law in the form stated only gives a very global view of the velocity and a more 
detailed consideration of the flow velocity field is required. This is addressed in the next 
section. 
In contrast to fluid flow, the solute transport problem is a non-stationary problem: solute 
is introduced into the flow at a specific time and place, and the time development of its 
distribution in space is followed.   This evolution is the result of a combination of 
physical processes. All of the porous medium properties mentioned so far play a part in 
these, and in addition a further characteristic of the medium, its dispersivity, α, comes 
into play.  The dispersivity can qualitatively be understood to characterise the efficiency 
of a porous medium to disperse the solute. As dispersivity is the property that will be the 
main focus of the research project reported in this document, a more detailed discussion 
of its meaning and significance is appropriate. 
Solute transport is important in its own right, for example to describe the propagation of 
a contaminant or nutrient introduced into an aquifer at some point. In addition, it can be 
used as an experimental tool to study the underlying flow of the carrier liquid, such as by 
observing the spread of a dye droplet, a technique also used to observe a freely flowing 
liquid.  
In free flow, the dye is carried along by the flow, but also gradually spreads due to 
diffusion on the molecular scale. This molecular scale or microdiffusion, takes place 
also in a static liquid because of the thermal motion of the fluid and dye molecules. It is 
well described mathematically by Fick’s law, which postulates that the diffusive flow is 
proportional to the concentration gradient of the dye. 
Past experience shows that when a tracer, which is a labelled portion of water which 
may be identified by its colour, electrical conductivity or any other distinct feature, is 
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introduced into a saturated flow in a porous medium, it gradually spreads into areas 
beyond the region it is expected to occupy according to microdiffusion combined with 
Darcy’s law.  As early as 1905 (Slitcher, 1905) studied the behaviour of a tracer injected 
into a groundwater movement upstream of an observation well and observed that the 
tracer, in a uniform flow field, advanced gradually in a pear-like form which grew longer 
and wider with time.  Even in a uniform flow field given by Darcy’s law, an 
unexpectedly large distribution of tracer concentration showed the influence of the 
medium on the flow of the tracer. This result is remarkable, since the presence of the 
grains or pore walls that make up the medium might be expected to impede rather than 
enhance the distribution of tracer particles – as it does indeed do when the carrier fluid is 
stationary.. The enhanced distribution of tracer particles in the presence of fluid flow, is 
termed hydrodynamic dispersion, and (Bear, 1969) described this phenomenon in detail. 
Hydrodynamic dispersion is the macroscopic outcome of a large number of particles 
moving through the pores  within the  medium.  If we consider the movement of a single 
tracer particle in a saturated porous medium under a constant piezometric head gradient 
in the x direction, we can understand the phenomenon clearly (Figure 1-1).  In the 
absence of a porous medium, the particle will travel in the direction of the decreasing 
pressure (x direction) without turbulence but with negligibly small Brownian transverse 
movements.  (Average velocity is assumed low and hence, the flow field is laminar.)  
Once the tube in Figure 1-1 is randomly packed with, for example, solid spheres with 
uniform diameter, the tracer particle is forced to move within the void space, colliding 
with solid spheres and travelling within the velocity boundary layers of the spheres. 
Figure 1-1 A possible (3-
dimensional) travelling path 
of a tracer particle in a 
randomly packed  bed of 
solid spheres.  
 
As shown in Figure 1-1, a tracer particle travels in the general direction of x but exhibits 
local transverse movements, the magnitude and direction of which depend on a 
X
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multitude of localised factors such as void volume, solid particle diameter and local fluid 
velocities.  It can be expected that the time taken for a tracer particle to travel from one 
end of the bed to the other is greater than that taken if the solid particles are not present.  
If a conglomeration of tracer particles is introduced, one can expect to see longitudinal 
and transverse dispersion of concentration of particles with time.  (Bear, 1969) attributed 
hydrodynamic dispersion in natural formations to (a) external forces acting on the liquid; 
(b) variation of the microscopic geometry of the pore structure; (c) molecular diffusion 
caused by tracer concentration gradients;  (d) variations of liquid properties such as 
density and viscosity which affect the flow patterns; (e) changes in concentration of the 
tracer due to chemical and physical processes; and (f) interaction between the liquid and 
the solid phases. This document only studies hydrodynamic dispersion as a result of the 
first two of these factors and uses the term in that more restricted sense.  
In essence, hydrodynamic dispersion is the continuous subdivision of tracer mass into 
finer ‘offshoots’,  due to the microstructure of the medium, when carried by the liquid 
flowing within the medium. This is termed advection.  Because the velocities involved 
are low, molecular diffusion may also have an impact on the concentration distribution 
of the tracer.   
Just as hydraulic conductivity was defined by its occurrence in the mathematical 
statement of Darcy’s law, a quantitative definition of dispersivity requires a 
mathematical description of the hydrodynamic dispersion phenomenon. The most 
commonly used formulation of this is known as the advection-dispersion equation. 
1.2 Continuum models - The Advection-Dispersion equation (ADE) 
Continuum models operate at the macroscopic scale, and are derived from microscopic 
descriptions by averaging over a representative elementary volume (REV) (Bear & 
Veruijt, 1992).  Once the assumption is made that the properties of the porous medium, 
such as porosity, can be represented by average values over the REV, then mass and 
momentum balances can be applied to a REV to derive the partial differential equations 
which describe flow and transport in the medium.   
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The introduction of an REV is once more analogous to the approach followed in 
electromagnetic theory (Jackson, 1975), where the complexities of the microscopic 
description of electromagnetic fields at a molecular level, is reduced to that of smoothly 
varying fields in an averaged macroscopic continuum description. The basic idea is to 
choose a representative volume that is microscopically large, but macroscopically small. 
By microscopically large, is meant that the volume is large enough that fluctuations of 
properties due to individual pores are averaged out. Macroscopically small means that 
the volume is small enough that laboratory scale variations in the properties of the 
medium is faithfully represented by taking the average over the REV as the value 
associated with a point at the centre of the REV. For this approach to be successful, the 
micro- and macro scales  must be well enough separated to allow an intermediate scale – 
that of the REV – at which the exact size and shape of the REV makes no difference. 
We first use this device to define porosity. Let ( )I xr be an indicator function, defined to 
be 1 when the position vector xr  is inside a pore and 0 otherwise. Then the porosity is  
 31( ) ( )
REV
X I X x d x
V
ϕ = +∫r r r  (1.2) 
where V is the total volume of the REV, and X
r
is the position of a point in the interior of 
the REV, for convenience chosen as its centre of gravity; xr  is the position relative to 
X
r
. The REV is to be chosen large enough that the value of ϕ is independent of the exact 
size and shape of the REV and the location of X
r
relative to the REV.  
The average value  of a function f(x,t)  over the REV, can be defined by  
 31( , ) ( , ) ( )
REV
f X t f X x t I X x d x
V
= + +∫r r rr r  (1.3) 
It is clear that for any quantity that is constant in the interior of the pores, such as the 
fluid density ρ of an incompressible fluid, ( )Xρ ρϕ= r . This remark highlights that 
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careful interpretation is needed with REV averaging as defined. For example, in most 
realistic porous media ϕ < 0.5, so for water flowing through such a medium there would 
clearly nowhere be a point where this density is actually found! Similarly, when 
averaging velocity, we might well obtain a value that is not actually found anywhere. To 
avoid such problems it seems best to define the physically more meaningful average {f } 
taken over the volume occupied by fluid only,  by replacing V in equation (1.3) by the 
total pore volume in the REV, Vp = ϕ V  . The two definitions are related by  
 ( , ) ( ){ ( , )}f x t x f x tϕ=  (1.4) 
The pore volume average is also preferable because it yields the same value in the 
Eulerian description of flow, where we have a velocity field in a fixed external frame of 
reference as implicitly done above, and the Lagrangian description where v(x,t) 
represents the velocity along the trajectory of a fluid element. In the latter case the 
averaging is obviously restricted to the pore volume only and so it is consistent with {v} 
but not with <v> . 
This may be directly applied to generalise Darcy’s law so that it describes flow at any 
point within a porous medium rather than only the overall throughput. If we apply 
Darcy’s law to a single REV, the effective velocity as expressed by the volumetric 
discharge q is simply <v>. Hence  
 { }v κ φϕ= − ∇
r  (1.5) 
To allow for the fact that {v} may change from one REV to the next, φ in this equation 
needs to be generalised to the hydrostatic pressure (e.g., as given by Bernoulli’s 
equation) rather than just the gravitational component of it as taken in the original form. 
Equation (1.5) is also a generalisation to 3 dimensions, assuming that the flow is in the 
direction of the pressure gradient as holds for an isotropic medium. If the medium is 
anisotropic, κ  will need to be further generalised to be a tensor, but discussion is 
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restricted to the scalar form in this study. Some consideration shows that averaging 
equation (1.5) over all REV’s that make up a macroscopic volume, leads back to Darcy’s 
law in its original form. 
The transport of solute is given by the solute current density j defined in terms of the 
microscopic fluid velocity v and mass concentration c  of the solute. It is composed of an 
advection term and a term that represents molecular diffusion according to Fick’s law 
with a molecular diffusion coefficient Dm : 
 mj c v D c= − ∇
r r  (1.6) 
To make the transition to macroscopic transport in a continuum model, we write the 
microscopic variables as the sum of the REV pore volume average and a fluctuation 
about this average: 
 
( , ) { ( , )} ( , )
( , ) { ( , )} ( , )
c X x t c X t c X x t
v X x t v X t v X x t
′+ = + +
′+ = + +
r r rr r
r r rr r r r r  (1.7) 
The averages on the right-hand sides of these equations, can be thought of as the 
macroscopic versions of the concentration and velocity respectively, and this is 




By construction, the fluctuation parts c′  and v′r  average out to zero over an REV.  As a 
result, we have 
 ( ){ } { }{ } { } { } { }mj c v c v D c c′ ′ ′= + − ∇ + ∇r r r  (1.8) 
To proceed, the fluctuation terms are each expressed in terms of macroscopic variables 
by making mathematical assumptions based on a phenomenological interpretation of 
their meanings.  
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 The term { }c v′ ′r represents the dispersive flux of solute, i.e. the flux as a result of the 
fluctuations that are caused by the pore structure, and we assume 
 { } { }c v D c′ ′ = − ∇r  (1.9) 
Here D is a new proportionality constant, called the dispersion coefficient, introduced 
by the assumption. Why would the dispersive flux be proportional to the concentration 
gradient?  The velocity fluctuations that underlie this term, must by definition sum to 
zero over an REV. They therefore have the effect of exchanging fluid elements from 
different spatial locations rather than a net flow of liquid. Nevertheless, if the 
concentration is different at these locations, this will have the effect of a net transport of 
solute mass, while if the concentration gradient is zero, no net solute mass will be 
transported. Any existing concentration gradient will tend to be decreased by such a 
mixing mechanism, which accounts for the negative sign in equation (1.9). A further 
assumption is usually made that the dispersion coefficient can be written as  
 { }D vα=  (1.10) 
The proportionality to the average velocity magnitude is plausible since the fluctuations 
under discussion do not have an independent origin but arise from deflection of fluid 
elements away from the averaged flow by the pore walls. Therefore, these fluctuations 
will be zero in the absence of flow and progressively increase as the flow increases. Both 
of the dependencies might conceivably be more complex, but the assumption of simple 
proportionalities in equations (1.9) and (1.10) seems a reasonable working assumption.  
In removing the velocity dependence from the dispersion coefficient, the intention is to 
reduce it to a pure materials constant α, independent of flow conditions. It is the called 
the dispersivity of the medium, so arriving at a formal definition of the property 
discussed more generally in the previous section. 
Although equation (1.9) is analogous to the diffusion term in equation (1.6), the 
assumption that D (and hence α ) is a scalar, is far less justifiable than for Dm . For 
  11
molecular diffusion, there is no preferential direction unless the medium is anisotropic or 
external forces are applied. However as dispersion is the direct result of the underlying 
fluid flow, the direction of the flow velocity does provide a preferential direction and the 
dispersivity should properly be taken as a tensor quantity. At least, one should have to 
distinguish between longitudinal dispersivity (along the direction of the flow velocity) 
and transverse dispersivity (perpendicular to the flow).  Observations generally indicate 
that longitudinal dispersivity is larger than the transverse component (e.g., see (Goode & 
Konikow L.W., 1990) for a discussion). This work is almost exclusively concerned with 
longitudinal dispersivity and contents itself with the scalar description. 
Also the concept of tortuosity can be given more concrete meaning by interpretation of 
equation (1.8). The molecular diffusion is modified from what would be expected as a 
result of the gradient of the average concentration, by the term { }c′∇ . Just such a 
modification is bound to result from the tortuosity, because a diffusing particle needs to 
traverse an increased distance to reach the same displacement from its starting position 
in the porous medium, compared to free flow. Unlike the dispersive flux, this effect is 
present even in the absence of an average fluid flow. On the other hand, it is also true 
that the additional barrier to diffusion caused by tortuosity is only effective if there is a 
concentration gradient. So it is plausible to assume that  
 { } { }c cβ′∇ = − ∇  (1.11) 
The proportionality constant β in this equation is often called diffusive tortuosity; 
adjusting its value from 0 to 1  covers the complete range from a completely penetrable 
porous medium to one that is so tortuous that an infinite path length is needed to traverse 
a REV and therefore molecular diffusion is entirely suppressed. 
Both of the phenomenological assumptions (1.9) and (1.11) have a mathematical form 
analogous to Fick’s law of diffusion and are often referred to as the Fickian assumptions 
that underlie the ADE (advection-diffusion-equation). 
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The ADE equation is just an expression of the condition for conservation of solute mass 
in the form of an equation of continuity (Jackson, 1975), as is standard practice for any 






Applying this to the solute concentration and flux, averaged over an REV, and applying 
equations (1.8) to (1.11) it is found that  
 [ ]{ } { }{ } { } 0hc v c D ct ϕ ϕ ϕ
∂ +∇⋅ − ∇ =∂
r  (1.13) 
where Dh = D + Dm(1-β) is known as the coefficient of hydrodynamic dispersion. In 
many cases, D >> Dm  and so Dh ≈ D .  
Equation (1.13)  is known as the ADE equation and is the basic equation for calculating 
solute transport in the continuum model. As it is completely expressed in terms of the 
macroscopic variables, it is convenient henceforth to suppress the curly brackets with the 
understanding that REV averaging is implied. To illustrate its use, consider the case of a 
homogenous medium where the porosity, macroscopic velocity and dispersion 
coefficient are constant. Then it simplifies to 
 2 0c v c D c
t
∂ + ⋅∇ − ∇ =∂
r  (1.14) 
The velocity vr  in the ADE equation is assumed known from solution of an appropriate 
fluid flow equation such as Darcy’s law, and is for now assumed to be constant. 
Specialising further to the case of 1-dimensional flow, consider a normalised gaussian as 
the initial solute concentration localised at x = ξ and with variance S2 : 
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 ( )2 2221( ,0) exp ( , )22
x
c x x S
SS
ξ ξπ
⎡ ⎤− −= ≡ −⎢ ⎥⎢ ⎥⎣ ⎦
G  (1.15) 
where the last part of this expression introduces an abbreviated notation used in this 
document for a gaussian. It is easy to check by direct substitution that with this initial 
condition, equation (1.14) is solved by 
 2( , ) ( , 2 )c x t x v t S Dtξ= − − +G  (1.16) 
So an initial gaussian solute concentration, stays gaussian, but translates at the uniform 
flow velocity and its variance increases linearly with time. The significance of this 
observation is that it gives a far easier way to measure the dispersion coefficient of a 
porous material than the mathematical definition (1.9). The latter would require detailed 
knowledge of the velocity and concentration fluctuations; but according to equation 
(1.16) it is merely necessary to introduce a gaussian solute concentration into the flow 
and then measure the variance of the solute concentration at a later time t. From this 
value the dispersion coefficient and hence the dispersivity of the medium can be 
calculated in a simple way. 
In practice, instead of measuring the spatial distribution of the concentration at a fixed 
time, it is easier to introduce a sensor into the flow at a fixed position and monitor the 
concentration over a period of time. The time trace of concentration measured in this 
way is often called a “breakthrough curve”.  
Also, it is easier to prepare a step function initial condition experimentally, by injecting a 
constant flow of solute into the flow starting at t = 0. Solving the ADE for an initial 
condition of this kind is only marginally more difficult. Taking c0  as the fixed injection 
concentration, the solution is (Bruch & Zyvoloski, 1973) 
 0
2
( , ) erfc( )
2 2 4
c x v tc x t
S Dt
ξ− −= +  (1.17) 
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−= ∫  (1.18) 
By inspection of the arguments it is clear that the same value is obtained for the 
dispersion coefficient whether a gaussian or step function initial condition is used. 
Special cases of some interest are obtained for both forms if we take S = 0; for the 
gaussian case, this gives a Dirac δ-function i.e. a point source initial condition, and for 
the step case a sharp discrete step rather than a rounded one (which is often assumed to 
be the case in practical measurements).  In fact, the close correspondence between the 
two expressions is made explicit if we change the integration variable in equation (1.18) 




0( , ) ( , 2 )c x t c dx x x v t S Dtξ
−∞
′ ′= − − − +∫ G  (1.19) 
The obvious interpretation of this equation is that the solution for the step initial 
condition, is merely a superposition of an infinite sequence of time-evolved equal 
amplitude gaussians, each centred initially at positions a distance x ’ to the left (i.e. 
“upstream”) from the step located at x = ξ.  The same principle can be extended to other 
initial conditions; as any arbitrary initial condition can be obtained as a superposition of 
δ-functions, which are just special gaussians, the concentration obtained from the ADE 
at a later time is the same superposition of gaussians time-evolved according to equation 
(1.16). This is one reason that the further work reported here focuses almost exclusively 
on dispersion effects on a gaussian initial concentration.  
1.3 Measurements of dispersivity and scale dependence 
There is an extensive literature on experimental measurements of dispersivity for many 
different porous media, and this is reviewed in standard hydrological textbooks such as 
that by (Fetter, 1999) and specialised review articles. This discussion is only aimed at a 
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brief introduction and highlighting some features of importance for the theoretical model 
developed in subsequent chapters. 
Consideration of its defining equations shows that dispersivity has the dimensions of a 
length. As an indication of a typical value, we might consider a laboratory experiment 
such as that reported by (Pickens & Grisak, 1981) in which breakthrough curves were 
measured for transport of a saline solution injected into aqueous flow through a 30 cm 
long column of sand, of mean grain diameter 0.2 mm. Varying the flow rate between 
approximately 10-3 and 10-2 cm/sec, dispersivity values in a range between 0.3 and 0.4 
mm were obtained. The corresponding dispersion coefficient values range from 4x10-5 to 
40x10-5 cm2/sec,  considerably exceeding the molecular diffusion coefficient of 2x10-5 
cm2/sec. 
It is striking that the dispersivity is a similar order of magnitude as that of the grain (and 
therefore pore) diameter. That is in fact quite plausible, as the grain size is the only 
physical dimension on which a length scale can be based. This line of argument has been 
elaborated by (Bear, 1972), proposing a direct proportionality of the dispersivity to the 
grain diameter, but with different values of order 1 for the proportionality constant 
according to the value of the Peclet number. 
The Peclet number is a dimensionless ratio that expresses the relative importance of 
advection, and diffusion or dispersion, for particular flow conditions. For diffusion it is 
of the form P = v d/ Dm where d is the grain diameter, or a similar expression using D for 
dispersion.  
This type of relationship has also been tested in another type of laboratory experiment 
that might be thought of as a microscopic measurement, performed by (Rashidi, 
Peurrung, Thompson, &  Kulp, 1996). In their work a uniform porous medium was 
artificially constructed as a bed of packed transparent plastic spherical beads of 3.2 mm 
diameter, and interspersed by a fluid medium with the same refractive index to allow 
direct optical probing at any point within the porous system. Fluid velocity was 
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measured to a spatial resolution orders of magnitude smaller than the grain and pore 
diameters, by laser optical monitoring of fluorescent microspheres of 6.5 μm diameter. 
Concentrations were similarly measured non-invasively by using a fluorescent dye. This 
sophisticated technology allowed direct measurement of the flow velocity field from 
which dispersion could be calculated by actual numerical averaging in accordance with 
the formalism in the previous section, which could then be compared with values found 
from measuring the breakthrough curve as is done in macroscopic measurements. A 
somewhat similar experimental method has subsequently been used by (Moroni & 
Cushman, 2001) to study transverse versus longitudinal dispersion. 
The outcome of the microscopic experiment (Rashidi et al., 1996) confirms Bear’s 
hypothesis (Bear, 1972) only to a limited extent. The values calculated for α from the 
length scale arguments are of the same order of magnitude as the correct value of 1.2 
mm obtained from analysis of the detailed velocity field, but overestimate the value by 
up to a factor of 4, depending on the value selected from the Peclet number for the 
proportionality constant. Applying the breakthrough curve method in the standard way 
also overestimates the dispersivity, although agreement could be obtained in this case by 
assuming the initial condition to be a sloped step rather than a square one (somewhat 
analogous to assuming  S >0 in equation (1.17)). 
However, as a direct test of the validity of the ADE, Rashidi et al also compared the 
dispersive flux as calculated from their numerical solution to the ADE with the directly 
measured value found by applying equation (1.7) to the experimental velocity and 
concentration fields and calculating the dispersive flux as j  = v’ c’ . Even when using the 
correct value for the dispersion coefficient and the sloped step initial condition, the ADE 
values are still found to overestimate the dispersive flux by a factor of 2, and they were 
unable to eliminate the discrepancy by allowing for spatial variability in the porosity or 
dispersivity.  This strongly suggests that the Fickian assumptions for the dispersive flux 
and/or the tortuosity (equations (1.9) and (1.11) ) are not satisfied by the experiment. 
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Even stronger evidence for problems with a straightforward application of the ADE 
comes from field measurements of the dispersivity.  In experiments on a confined sand 
aquifer, the same one from which sand samples were used for their laboratory 
experiments discussed above, Pickens and Grisak (Pickens & Grisak, 1981) measured 
the dispersivity by monitoring transport for a period long enough to allow the injection 
front to reach distances of 3.1 m and 5.0 m from the injection point, and found values of 
3.0 cm and 9.0 cm respectively. These values are larger than the laboratory values by 
two orders of magnitude. 
Such systematic differences in dispersivity values depending on the length (or time) 
scale of the experiment, have been well established by many other studies as well. For 
example, Lallemand-Barres and Peaudecerf ((Fetter, 1999) fig 2.17, taken from 
(Lallemand-Barres & Peaudecerf, 1978)) collected data about transport in natural 
aquifers of different mineral compositions (limestone, chalk, granite, schist, clay or sand, 
sandstone and dolomite) and measured over a distance range of 1 to 1000 m. They found 
a reasonable agreement with the simple heuristic formula α = 0.1 Λ  where Λ is the total 
traversal length of the solute plume, often also called the “scale” of the experiment. 
However, a subsequent study by Gelhar (Gelhar, 1986) shows an even larger collection 
of data that also extends the traversal length range to almost 100 Km, reproduced below 
from (Fetter, 1999) fig 2.18.  
The figure shows both the data and the assumed linear relationship. It is clear that over 
the extended range, the linear relation is not an adequate representation any more. 
Nevertheless, for practical modelling it is often considered sufficient to accept that the 
dispersivity is scale dependent and to use the ADE with a dispersivity value suitably 




Figure 1-2 Field measured 
values of longitudinal 
dispersivity as function of the 
scale of measurement. The 
largest circle represent the 
most reliable data. Source: 
(Gelhar, 1986), reproduced 








This pragmatic approach unfortunately masks the conceptual significance of the scale 
dependence phenomenon. All practical determinations of the dispersion coefficient in 
effect finds the coefficient in an assumed linear growth of the dispersion (as represented 
by the spatial variance of the solute plume concentration) with time, as implied by 
equation (1.16). However, if the dispersivity and therefore also the dispersion coefficient 
itself depends on time (through the relation between traversal length and time, Λ = ∫ v dt  
= v t  in simple cases), this inevitably means that the dispersion is a non-linear 
function of time. However unpalatable this conclusion would seem to someone used to 
thinking of dispersion in a porous medium as analogous to molecular diffusion, it is a 
direct consequence of the experimental observations.  
If dispersivity is assumed to be simply proportional to the traversal length, the variance 
would be a quadratic function of time. However, since the data in Figure 1-2 shows that 
this assumption is too simple, the relationship must in fact be more complicated. This 
raises questions about the usefulness of the very concept of dispersivity. We might 
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generalise the definition of dispersivity (as some authors do, e.g. (Moroni & Cushman, 
2001)) by taking it to be the first time derivative of the plume variance, in effect making 
a Taylor series expansion in the time variable. However, unless more terms are added, 
this reverts to assuming a linear relation; and if additional terms are included, the 
question is whether a series expansion is the most efficient representation of the time 
dependence.  
While it is easy to dismiss dispersivity as a useful concept, it is not so easy to put 
forward a practical alternative for describing dispersion in a porous medium. What is 
needed, is a well-founded theoretical model that leads to a more sophisticated 
description of how dispersion evolves. The result should preferably be a simple 
analytical formula that allows dispersion to be calculated from a small number of 
parameters that characterise the medium and flow conditions. The development of such a 
model is the primary goal of the study presented in this document. 
The success of this venture will have to be judged by its ability to explain the “scale 
dependence effect” as demonstrated by the data in Figure 1-2. This creates a somewhat 
paradoxical position. While it remains to be seen whether there is any natural place for 
the dispersivity concept in the new model, its results will still have to be presented in 
terms of an “effective” dispersivity for comparison with existing experimental results. 
Such presentation should only be seen as a temporary measure rather than endorsement 
of the dispersivity concept. Similarly, the term “scale dependence” seems to emphasize 
the experimental context in which deviations from a simple ADE behaviour was first 
observed at the expense of their conceptual significance; but even so it seems pragmatic 
to use this terminology in the interests of good communication. 
Figure 1-2 shows some remarkable features that emphasise the significance of a better 
understanding of the scale dependence phenomenon. 
1. The magnitude of the phenomenon. Variations of dispersivity over 6 orders of 
magnitude are shown. It is not uncommon for materials coefficients to show large 
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variations; in fact electrical resistivity has been claimed to be the single most 
variable measured quantity known – just for the chemical elements, it varies by 23 
orders of magnitude! Similarly, hydraulic conductivities of different geological 
materials have been found to differ by as much as 9 orders of magnitude. However, 
in both those cases those differences are between distinct materials. Variability of 
such a material property for any given material is usually only fractional, as a result 
of external factors like temperature or pressure. So, if dispersivity is really 
considered to be a property that characterises a particular porous medium, scale 
variation is an absolutely huge physical effect. It is unlikely to be modelled by any 
minor perturbation or extension of the standard theory (in this case, the ADE model) 
such as used to understand temperature and pressure effects in solids. 
2. Consistency of the effect. Measurements at any given traversal length in Figure 1-2 
differ by as much as 3 orders of magnitude. This is hardly surprising as the data 
comes from different experiments on different aquifers. What is surprising, is that in 
spite of the variation there is still a very clear overall trend, indicated on Figure 1-2 
as a band of values enclosed by dashed lines. For such a consistent, clear-cut trend to 
emerge, there must be a universal underlying mechanism shared by all of the varied 
observations. Understanding of this mechanism is clearly fundamental to 
understanding the dispersion phenomenon as a whole. 
3. The complexity of the scale dependence. The figure shows that a simple 
proportionality does not fit the data over the whole range. Moreover, as the plot is 
logarithmic on both axes, any power law dependence would have been reduced to a 
straight line (with a different slope) on the graph, and as this is clearly not the case 
the dependence is more complex than a power law. The simplest behaviour that 
would seem roughly consistent with the data, is a combination of two straight lines: 
one that is steeper than slope 1 for smaller traversal lengths, and another with a slope 
less than 1 for longer traversal lengths. That implies that the (non-logarithmic) 
dispersivity curve changes from concave up to concave down with increasing 
traversal length. More detailed inspection of the data in Figure 1-2, together with the 
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observation that at laboratory scale Λ  values (below 1 m) dispersivity values are 
typically of the order 10-3 to 10-2 m, suggests that even on the logarithmic plot the 
low range behaviour is concave up, and so an exponential increase rather than a 
power law is indicated in this range. While the variability of the data points does not 
justify detailed conclusions, the overall trend strongly suggests that there is a 
transitional region near Λ = 100 m separating distinct low and high range 
behaviours. An explanation of this behaviour is an intriguing challenge to theoretical 
models of dispersion. 
1.4 Other models of solute transport 
In the long history of solute transport studies, a great variety of theoretical models have 
been presented. Those that predate the prominence of the scale dependence 
phenomenon, are perhaps of less interest in the present context but have for example 
been reviewed by (Wiest, 1969).  
A common feature of most studies that address the scale dependence phenomenon, is the 
recognition that inhomogeneity is an inherent property of natural media, in particular 
over large length scales. Bearing in mind the large range of variation of, for example, 
hydraulic conductivity for different minerals, even in a single aquifer substantial 
variations would be expected. This is borne out by actual measurements ((Gelhar, 1986), 
(Sudicky, 1986)).  
The theoretical descriptions can be broadly classified into deterministic and statistical 
models. In early deterministic work the porous medium has for example been modelled 
as a single capillary tube ((Taylor, 1953)), a bundle of capillary tubes ( (Daniel, 1952) ), 
and an array of cells and associated connecting channels ((Bear & Todd, 1960)).  These 
models were mainly used to explain and quantify the longitudinal dispersion in terms of 
travel time of particles and were confined to simple analytical solutions ((Bear, 1969)). 
They have been applied to explain the data from laboratory scale soil column 
experiments in soil science.   
  22
An example of a more recent deterministic study is that by (Davis, 1986), in which 
heterogeneities in the form of channels with increased permeabilities are used in a 
numerical simulation. Somewhat similar ideas were already explored in work by Marle 
et al ((Marle & Simandoux, 1966) and (Marle, Simandoux, Pacsirsky, &  Gaulier, 1967)) 
on transport in a stratified porous medium. 
Statistical models, on the other hand, address the variability by assuming statistical 
distributions of hydrological properties rather than fixed values. The time variation of 
properties encountered by a fluid element as it traverses the non-homogenous medium is 
often modelled as an ensemble average over an ensemble of media in which the 
variation of characteristics occur according to the chosen statistical distribution. 
Assumptions are often also made about correlation functions characterising the medium 
properties or flow velocities at different positions.  
Replacing time averages by ensemble averages is an application of the ergodic 
hypothesis, extensively used in statistical physics ((Ter Haar, 1961)). Application of the 
ergodic hypothesis in the context of porous flow has been criticised by (Bear, 1969) 
arguing that it was impossible for a tracer particle to reach all points in the flow domain 
without taking molecular diffusion into account .  
The statistical approach has been applied to stratified porous media by Gelhar, Gutjahr 
and others ((Gutjahr, Gelhar, Bakr, &  Macmillan, 1978), (Gelhar, Gutjahr, &  Naff, 
1979)). The general outcome of this work is that dispersion is non-Fickian for small 
times (i.e., traversal lengths) but becomes Fickian asymptotically. In a follow-up study 
(Matheron & De Marsily, 1980) it was shown that examples can be found where even 
asymptotically Fickian behaviour is not shown. 
The statistical approach was also extensively explored in the work by Dagan and co-
workers; see (Dagan, 1990) and (Freeze, Massman, Smith, Sperling, &  James, 1990) for 
a discussion and further references. In particular, analytical results were obtained 
(Dagan, 1988) that showed an initial sharp rise in the dispersivity saturating to a constant 
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value at larger times. However, we note that the total range of variation is by a factor of 
5, which falls far short of the range covered in the experimental observations in Figure 
1-2. Dagan’s work was further extended by (Neuman & Zhang, 1990) and (Zhang & 
Neuman, 1990). 
Using stochastic models of the macroscopic variation of medium properties is still an 
active field of research, despite computational difficulties in numerical implementation 
of this concept. Issues such as the interplay between random variations of different 
medium properties, e.g. porosity and conductivity (Hassan, Cushman, &  Delleur, 1998), 
serve to further complicate the matter.  A recent paper by (Li, McLaughlin, &  Liao, 
2003) gives a brief overview of newer developements including references to other work  
in this field. 
A completely different approach is based on a fractal geometry approach as first 
introduced by (Wheatcraft & Tyler, 1988). (Neuman, 1990)  uses a best fit of a power 
law to data values such as those in Figure 1-2, but only up to  Λ = 3500 m, and finds that 
the expression α = 0.0175 Λ 1.46 accounts for 74 % of the variation. If a lower cutoff of Λ 
= 100 m  is used, the fitted formula changes to  α = 0.0169 Λ 1.53 showing a larger 
exponent value, i.e. an increased slope on the log-log plot . Using a relation between 
dispersivity and hydraulic conductivity taken from (Neuman & Zhang, 1990) the 
exponent value is used to find a fractal dimension and hence a universal scaling rule to 
characterise geological materials is proposed.  
Considering the nature of the theoretical models discussed, there would appear to have 
been a trend over time away from models that explain underlying mechanisms toward 
models that are more focussed on representing the observed data. This trend is continued 
by a quite recent scale dependency study (Xu & Eckstein, 1995) that overcomes the 
discontinuity between smaller and longer scale behaviour in Neuman’s work by 
performing a regression analysis of all the data taking estimates of reliability of the 
measurements into account. The functional dependence α = 0.83 (log Λ) 2.414 fitted in Xu 
and Eckstein’s work is a power of the logarithm of the traversal length rather than the 
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length itself as used in the fractal studies. The effect of this is to create a curve that is 
non-linear on a log-log plot, with a slope that decreases with increases in scale length. 
This behaviour qualitatively agrees with that shown by the experimental data in Figure 
1-2. 
Finally, the use of stochastic partial differential equations (SPDES’s) in hydrology has 
been introduced by (Unny, 1989). In this work, variable rainfall input to an aquifer is 
modelled by a Wiener process. This leads to an analysis of hydraulic conductivity and 
transmissivity of a particular aquifer system (Kumar, Unny, &  Ponnambalam, 1991).  
The use of SPDE’s lifts the sophistication of hydrological modelling to a new level. 
While still based on statistical concepts like probability distributions and correlations, 
SPDE theory is a relatively new field developed only over the last half of the 20th 
century. Unlike “standard” (deterministic) differential equations, integration of SPDE’s 
require a special form of calculus called Ito calculus. A full discussion of what this 
means and how SPDE’s are used is far beyond the scope of this document, but can be 
found in standard textbooks such as those by (Oksendal, 1998) and (Kloeden & Platen, 
1991), and a more pragmatic introduction tailored to applying SPDE’s in the porous 
solute transport problem, is found in (Kulasiri & Verwoerd, 2002). The next section 
discusses the relevance of this theory  to solute transport by showing a simple 
application of SPDE methods to highlight the difference between randomisation of a 
deterministic solution and the solution of the stochastic equation. 
To avoid confusion, it is pointed out that the model developed in this work is not a 
statistical model in the commonly used sense described above. Terms like “statistcal -” 
or “stochastic porous flow” or “stochastic hydrology” are mostly used to denote random 
variation of macroscopic properties of natural porous media. In contrast, all models 
studied here, have a well defined deterministic behaviour at the macroscopic level, and 
they focus on how this interacts with stochastic flow patterns on a microscopic scale. 
Including stochastic variation on both scales is left to future extensions. 
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1.5 Stochastic partial differential equations in the scale dependence problem. 
The brief review of theoretical approaches in the previous section is far from 
comprehensive, but even so demonstrates that dispersion and in particular the scale 
dependence phenomenon is not easy to understand and requires far more sophisticated 
modelling than the straightforward deterministic continuum approach embodied in the 
ADE. 
The remarks on the experimental observations, made at the end of section 1.3, leads to 
the hypothesis that the very basics of describing dispersion in a porous medium needs to 
be re-examined.  
The re-examination proposed here is based on the fundamental premise of stochastic 
differential equation theory : that random variations of a driving coefficient in a 
differential equation can (unlike random variations of boundary conditions, uncertainties 
in parameter values, etc)  not be described merely by imposing randomness on the 
solution. Instead, the random variations need to be incorporated in the integration 
process – which is the purpose of Ito calculus – and leads to fundamentally different 
results from randomness imposed on the solution of the deterministic equation. 
In the formulation of the continuum model that was presented in section 1.2, equation 
(1.7) played a key role. However, in the ADE (1.13) or its simplified form (1.14) the 
velocity v appears as a driving coefficient for the concentration gradient term. The same 
is true for the Fickian assumption (1.9) when written in terms of dispersivity, and hence 
also for the Laplacian term in the ADE. The latter factor expresses a fundamental feature 
of dispersion as compared to diffusion, where the velocity does not play such a 
prominent role. So the stochastic variation of the velocity in equation (1.7) is indeed of 
the kind that according to SPDE theory needs more elaborate treatment. 
To demonstrate how this may be done and the kind of effects that can result, we briefly 
discuss the simple case of a population growth equation in which the growth rate varies 
stochastically. The SPDE that describes the growth of the population count N(t) is 
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 tdN r N dt N dBγ= +  (1.20) 
Without the last term, equation (1.20) would be a simple deterministic equation for 
growth at a constant rate r with the solution N = N0 exp(r t). The last term describes the 
effects of a random variation of r . Conceptually, we replace r by ( r + r’ ), where as in 
equation (1.7) r’  represents a random fluctuation; but if the fluctuations are completely 
random as in a “white noise” perturbation, in turns out that to get a consistent 
mathematical formulation, instead of the expected (r’ dt) term we need a representation 
in terms of a Wiener process Bt(ω)  where ω is a label identifying a particular realisation 
of the Wiener process. For a detailed discussion of this procedure and definition of a 
Wiener process, see (Kulasiri & Verwoerd, 2002) or the textbook references given 
above. The expression dBt is not a simple differential and it is to deal with this that Ito 
calculus is needed to integrate equation (1.20). In the case of this simple equation that 




0( , ) t
r tBN t N e e γγ ωω −=  (1.21) 
In the case that the amplitude γ of the stochastic term is 0, the deterministic solution is 
regained. The random variation of the population is expressed by the first exponential 
factor in equation (1.21), and a particular realisation of the time development of N is 
obtained by generating an appropriate realisation of the Wiener process Bt(ω). However, 
the solution is not merely this random variation superimposed on the deterministic 
solution, because of the appearance of the term ( -γ2/2) in the second exponential. This 
shows that also the “deterministic” part of the behaviour is affected by the presence of 
random fluctuations. Such effects are not taken into account in the continuum model of 
solute transport, and to do so is the goal of this work. 
Analytical integration of a SPDE is usually not possible, in which case numerical 
procedures have been developed (Kloeden & Platen, 1991) that generate individual 
realisations and statistical analysis of those are required to draw general conclusions. 
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However, SPDE theory has developed an arsenal of powerful tools that can determine 
properties of the mathematical solution without consideration of individual realisations. 
Some of these can be counted among the prime achievements of mathematics in the last 
half of the 20th century, but are rather daunting to the non-mathematician - even in the 
form of an "introductory" textbook (Oksendal, 1998). The discussion here therefore 
focuses on one discovery that is both fundamental to SDE theory in general and 
recognisably relevant to the porous flow problem.  
This discovery involves the theory of a special type of SPDE called an Ito diffusion, of 
which equation (1.20) is a simple example. In essence it establishes an equivalence 
between a stochastic differential equation and a deterministic boundary value problem 
such as is well known in potential theory.  
The underlying idea, attributed to (Kakutani, 1945), is rather simple. Consider the 
Dirichlet boundary value problem, e.g. to determine the temperature at a point P in the 
interior of a region without heat sources and enclosed by an arbitrary shaped boundary S, 
on which the temperature is known. The heat flow equation reduces in this case to the 
Laplace equation, ∇2 T = 0. It is a well-known property of this equation that the 
temperature at P is the mean of the temperatures over any spherical surface inside the 
region and centred on P.  Kakutani proved a result that is in a sense an extension of this: 
Suppose a random walk is started at P and pursued until it crosses S, and the temperature 
at the crossing point is noted. Then the temperature at P equals the average of the 
boundary temperature taken over all such realisations of the random walk. The proof of 
this result is discussed on a non-mathematical level by (Hersh & Griego, 1969).  The 
result creates a correspondence between a stochastic problem ( averaging over random 
walks) and a deterministic problem ( solving the Laplace equation with known boundary 
values) so either can be used to solve the other. 
The full-blown generalisation of Kakutani's result involves three steps. First, an Ito 
diffusion is introduced as a process that satisfies a set of 1st order, 1st degree SDE's of a 
particular form. The terminology "Ito diffusion" is rather unfortunate in the present 
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context because this abstract concept is easy to confuse with physical diffusion that plays 
an important role in the solute transport problem. Therefore the abbreviation ID is used 
henceforth to refer to Ito diffusions.  
The second step uses the coefficients in the ID to form a special 2nd order differential 
operator called the generator A. In the Dirichlet example the generator is the Laplacian 
∇2 . For the next step it is necessary to solve deterministic equations such as A f = 0. 
In the last step a connection is made between the initial value of a function f as solved 
from the generator equation, and its expectation value (over all realisations, evaluated at 
a stopping time). This relation is called Dynkin's formula. By suitable manipulation 
many statistical properties of the solution can be extracted from it. 
1.5.1 Mathematical definitions 
An ID is defined by an equation of the form 
 ( ) ( )t t t tdX b X dt X dBσ= +  (1.22) 
In this equation, the drift coefficient b and diffusion coefficient σ are continuous 
functions of the dependent variable Xt but not of the independent time variable t . Xt can 
be a vector, so that we have a system of 1st order equations, allowing higher order linear 
equations to be included. In this case b would be interpreted as a vector and σ as a 
matrix, i.e. the last term in (1.22) would become a sum over independent Wiener 
increments.  
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σ σ∂ ∂= + ⋅∂ ∂ ∂∑ ∑  (1.23) 
  29
Before Dynkin’s equation is stated, we first need to introduce the concept of a stopping 
time. In integrating a deterministic differential equation for some function f in the time 
domain, one may usually integrate from t = 0 to some indefinite final time t. The 
solution found in this way, will directly answer a question such as about the value(s) of t 
at which a given value of f  will be reached.  
In the case of an SPDE, the situation is more complex. While one could still integrate the 
SPDE up to a chosen time, each realisation of the solution will reach a predetermined 
value at a different time, so no unique t value corresponds to a particular value of  f. To 
clarify this, the concept of a stopping time is introduced. A stopping time τ is defined as 
a fixed time value for which it is possible to decide on the grounds of a single realisation 
whether τ has been reached. Any specified time value is a valid stopping time, and so is 
the time at which a specified value of f is reached for the first time. By contrast, the 
expected time for f to reach a specified value is not a valid stopping time, because it is a 
statistical quantity that requires knowledge about all possible realisations.  
Using this concept we can now formulate Dynkin’s formula, which reads: 
 
0
[ ( )] ( ) ( )x x sE f X f x E A f X ds
τ
τ
⎡ ⎤= + ⎢ ⎥⎣ ⎦∫  (1.24) 
Here, f  is an arbitrary function of the n-dimensional vector x, and the notation E x means 
the expectation value taken over all realisations of the ID Xt that start at t = 0 at the 
particular position x. The integral limit is a stopping time that satisfies [ ]xE τ < ∞ . 
The derivation of Dynkin’s formula is discussed in (Oksendal, 1998) chapter 7. An 
extended account of this result can be found in (Dynkin, 1965). 
If we consider Dynkin’s formula for the case that τ is a fixed time t so that the 
expectation value on the right hand side of equation (1.24) can be taken inside the 
integral, and define  
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 ( , ) [ ( )]x tu t x E f X=  (1.25) 
we may differentiate equation (1.24) to find 
 , 0u Au t
t
∂ = >∂  (1.26) 
as well as 
 (0, ) ( )u x f x=  (1.27) 
and moreover, as proved in  (Oksendal, 1998) chapter 8, the reverse also holds: for any 
appropriately differentiable function that solves equations (1.26) and (1.27), equation 
(1.25) also holds. This differential version of Dynkin’s equation, sometimes referred to 
as Kolmogorov’s backward equation, is in some cases simpler to apply than the original 
integral version. 
1.5.2 Application to population growth 
Comparing equations (1.20) and (1.22), we have b(x) = r x and σ(x) = γ x so that the 
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σ∂ ∂= +∂ ∂  (1.28) 
In order to be useful in Dynkin’s formula, an f is now to be found such that it makes the 
integral on the right hand side of the equation tractable. The simplest choice is to find f 
such that A f = 0 ; in the Dirichlet problem this leads back to the Laplace equation which 
was the starting point of Kakutani’s analysis. Other possibilities are to make A f  = 
constant or A f = ∂f/∂t. Each choice supplies the answer to a different question about the 
SPDE solution and will be discussed separately below. 
 
  31
• What is the probability to reach a population value K ? 
To answer this, we define the stopping time as the first time the population exits from 
the the open interval (0 , K] . Using the choice A f = 0 and equation (1.28) it is easily 
seen that  
 ( ) 22; 1x rf x
α
αα γ= = −  (1.29)  
Using this in Dynkin’s equation yields an explicit expression for the expectation value, 
which might also be calculated from discrete probabilities that either interval limit is 
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 (1.30) 
The deterministic limit is when γ = 0 i.e. when α → -∞ . In this case any finite value 
K>X0 will always be reached as the population is growing exponentially, and equation 
(1.30) shows that the same is true for any negative α. However, for strictly positive α , 
there is a finite probability that K will never be reached and this increases as either α or 
K increases.  
This straightforward result would be quite difficult to obtain from numerical simulations; 
especially when the probability is low, a very large number of simulations would be 
needed to obtain reliable statistics. Moreover, the result shows that there is a marked 
qualitative difference in the behaviour below and above the critical value α = 0 that 
separates the regions where the deterministic and stochastic contributions dominate. This 
fact is not so clear even from the explicit stochastic solution given in equation (1.21). 
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• What is the expected time for the population to reach a value K? 
This question is answered by choosing A f = constant. With a constant integrand, the 
integral in Dynkin’s equation simply reduces to a multiple of the exit time T. As detailed 
in  (Kulasiri & Verwoerd, 2002) an analytical expression for this can be calculated, 
which becomes infinite for all α > 0 while for negative α its behaviour is illustrated 
below in the case K = 2 X0.  
 
Figure 1-3: The expected 
time for the population to 





Figure 1-3 shows the expected time for the population to double, i.e K=2 X0 . The 
straight line is the deterministic time, and as shown this is approached as α → -∞ . 
However, for the stochastic solution the expected time is always more than the 
deterministic value, and it becomes infinite for α ≥ 0.  
The implication is that in the region where stochastic contributions dominate, the 
population of a “typical” realisation will never reach the value K. 
This result is a stronger one than that of the previous subsection, which was that there is 
a finite probability that K will never be reached. Here we find that even where there is a 
finite probability that K will be reached, one may on average have to wait an infinite 
time for this to happen. These statements may appear contradictory; but before 
discussing it, we first address the next question since it appears to throw up an even 
stronger contradiction. 
T






• What is the expected population at a time  t ? 
This question is most easily answered by using the Kolmogorov backward equation 
(1.26).  This corresponds to the case where we put a partial time derivative on the right 
hand side of the generator equation, and it becomes a partial differential equation in the 
two variables x and t. Using the same generator as in the previous subsections and 
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This is a solution for all values of the separation constant; we choose C such that the 
exponent of x becomes an integer  N, in terms of which equation (1.31) is expressed as  
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If we now apply equations (1.25) and (1.27) we find that 
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A case of particular interest is the mean value μ of the population, i.e. N = 1 . Using this, 




r t r t tX e s X e eγμ = = −  (1.34) 
A noteworthy feature of equation (1.34) is that μ is given by exactly the deterministic 
expression for the population, irrespective of the value of γ.  While this behaviour would 
be expected if the stochastic solution merely consisted of a random variation 
superimposed on the deterministic behaviour, the results of the previous subsections 
showed that in fact the behaviour of the stochastic solution is more complex. In fact, the 
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behaviour of μ seems difficult to reconcile with that of the probability and the expected 
time – if the average value grows exponentially with time, how can it take an infinite 
expected time (for some range of γ  values) to reach a fixed value, such as twice the 
initial population? 
The resolution of this paradox lies in the fact that the population value is bound from 
below, as the exponential growth does not allow it to reach 0, but not from above. At any 
fixed time, there must be some realisations which have populations far above μ. To 
balance these and restore the average, there must be many more realisations in the range 
between 0 and μ. So the majority of realisations actually have populations below 
average, and this accounts for the fact that the expected time to reach a fixed value is 
always larger than the deterministic time. When the stochastic term dominates, the 
probability of reaching the fixed value is less than one according to equation (1.30), 
meaning that a finite fraction of realisations never reach it. The fraction that do not reach 
it in a finite time interval must be even bigger. 
For the deterministic system, the questions about the population at a given time, and 
about the time to reach a fixed value, are two sides of the same coin in the sense that 
their answers can be read off from the same point on a plot of population vs time.  
The stochastic term destroys this relationship. In fact, the argument above suggests that 
the behaviour of the population mean, while simple, is not representative of the 
behaviour of a typical realisation. Conversely, if a finite number of realisations are 
generated numerically, the mean value would not give a reliable estimate of the 
population mean, because the sample would not be likely to include enough of the low 
probability, high population realisations. In this case the estimated time to reach a fixed 
value, would give a more realistic description of the behaviour of typical realisations. 
This discussion highlights the fact that SPDE solutions can be inherently different from 
the underlying deterministic system, and do not just represent a random variation about a 
deterministic mean value. This is particularly visible in the population growth example, 
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because of the highly non-linear properties of the exponential growth curve. Whether the 
same applies in the solute transport problem, remains to be seen. It is nevertheless clear 
that it cannot be taken for granted, as was in effect done in the continuum model that 
lead to the ADE, that it is sufficient to include stochastic perturbations as simple additive 
terms that are approximated by suitable deterministic expressions. 
In the next chapter, a new model will be formulated with the aim of overcoming this 
fundamental problem as well as avoiding ad hoc Fickian assumptions and reliance on the 
ergodic hypothesis. 
1.6 Probability distributions from Dynkin’s equation 
The population growth example can be used to demonstrate a feature that turns out to be 
crucial in applying SPDE’s to solute transport. It is the fact that probability distributions 
can be extracted from applying Dynkin’s equation. 
The functional form of the function of x for which the expectation value is given by 
Dynkin’s formula, is dictated by the solutions to the generator equation. Different forms 
were obtained in answering the various questions in the previous section. In the first two 
cases examined, individual functions were obtained, for example equation (1.29) in the 
first case. In the case of finding the expected population, instead, a whole family of 
functions was found in equation (1.32), i.e. integer powers of x. The resulting equation 
(1.33) specifies all the statistical moments of the probability distribution of population 
values, and so contains all the information needed in principle to calculate the 
probability. 
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−=∫  (1.35) 
where P(x,t) is the desired probability density of finding a population x at time t. The 
appearance of the factor xN in the integrand, is a consequence of the structure of the 
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generator for the population growth SDE. Other problems will yield a similar integral on 
the left of the equation, but with different factors in the integrand. A common feature, 
however, is that while the Dynkin equation refers only to a single function f(x) for which 
the expectation value is calculated, the solution of the time-dependent equation(1.26) in 
fact yields a family of solutions, indexed by the value of an integration constant. Such a 
more general form of the equation could be written as  
 0( ) ( , ) ( , )n nf x P x t dx u x t=∫  (1.36) 
Solution of this integral equation is facilitated if the fn(x) form a complete orthonormal 
set of functions, as is often the case when the set is found as solutions of a differential 
equation. If so, one may use the completeness relation which is typically of the form 
 ( ) ( ') ( ')n n
n
f x f x x xδ= −∑  (1.37) 
where δ(x) is the Dirac delta-function, to solve equation (1.36):  
 ( , ) ( ) ( , )n n
n
P x t f x u x t=∑  (1.38) 
Equation (1.35) cannot be solved in this way directly, because the set of functions xN are 
linearly independent but not orthonormal. However, each xN can be expressed as a linear 
combination of any of the well-known sets of orthogonal polynomials such as Hermite 
or Laguerre polynomials, and in this way a similar solution for P(x,t) in the case of the 
population growth problem can be constructed.  
While the problem of calculating the probability distribution is formally solved this way, 
it turns out that the resulting infinite sum expression suffers from convergence problems 
in practical numerical calculations. This is closely connected with the fact that the 
infinitely sharp peak on the right hand side of equation (1.37) cannot be successfully 
approximated by any finite sum of orthogonal polynomials. Consequently only 
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imperfect representations of the probability density valid for limited ranges of the 
arguments are obtained.  
It turns out that in cases of interest in the contaminant flow problem, more elegant but ad 
hoc solutions for the probability density can be constructed. We will therefore not pursue 
the details of the solution for the population growth problem any further, beyond 
pointing out that even for this relatively simple problem, solving for the probability 
density is in principle possible but in practice quite difficult. 
1.7 A preview of  milestones ahead. 
Any modelling project relies heavily on existing theory and previous modelling studies. 
Nevertheless, considerable innovation may be involved in applying existing ideas in a 
new context. Furthermore, existing methods are not always adequate for the task and 
new ideas have to be developed. Both of these types of innovation are important to 
extend the frontiers of knowledge, but there are practical implications for the reader of a 
research report in distinguishing between them. When existing knowledge is applied, the 
reader is normally expected to base his acceptance and understanding on his previous 
knowledge, prompted where appropriate by literature references to particular sources.  
However, when a research report takes an unexpected turning, it is not always clear to 
the reader whether this is based on an expected understanding of the general body of 
knowledge in the field or whether the author is introducing a completely new idea. In the 
latter case, the justification usually has to be found in the work being presented itself. In 
straightforward cases the new idea may be justified by presenting the logic behind it 
directly. However, the more original an idea is, the more often it needs something of a 
leap of faith – a suspension of judgement, until the reader has seen where the idea leads.  
One reason for this is the different nature of the final presentation of research results 
compared to actually doing the research. In a document such as this it is attempted to 
present the final outcome in a linear fashion, but developing a model is really a cyclic 
process. Preliminary results often show up defects in the underlying ideas, suggesting 
new variations that are tried and further refined. So by the time that the final idea is 
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formulated the author may have had considerable evidence in its favour from experience 
that the reader does not share. 
To help the reader of this document orient himself in this regard, a summary of crucial 
ideas and methods developed specifically for this work is listed below. 
• The integral formulation of conservation laws (section 2.5) 
• Approximation (2.25) for quasi-gaussian convolution integrals 
• Novel solutions of the 2nd order PDE and integral equations discussed in section 
4.2.2 . 
• Infinite summation of the Hermite polynomial product in equation (4.47) 
• The concept and determination of the compensator function in section 6.4 
• Performing step penetration integrals by expansion around the moving 
deterministic peak position, and in particular achieving this by successfully 
guessing the analytic form of the expansion point y% as given by equation (6.48) 
• Discovery of the dimensionless variable transformation given by equations 
(6.53) and (6.55) as the natural parameters of the step penetration problem, 
allowing compact expressions and analytical proof of various relations 
previously only indirectly observed. 
• Algorithms in Chapter 7 for constructing gaussian expansions of quasi-gaussian 
concentration peaks, as formulated by equation (7.11) 
• Derivation of the cumulative effect of a sequence of velocity steps on dispersion 
as an enhancement factor product, given by equation (8.23). 
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• Discovery of a natural length scale that determines the dispersivity associated 
with drift velocity fluctuations, as defined in equation (8.49) 
• Development of an extended version of the stepped fluctuation model by suitably 
constructed enhancement modifying functions in Chapter 9 to produce 
dispersivity curves in agreement with observed values over 5 or more orders of 
magnitude while at the same time identifying the mechanisms and parameters 
that give rise to the scale dependence effect. 
A couple of the ideas listed are rather general in nature and may well have occurred to 
other researchers before; mentioning them here merely indicates that the author is not 
aware of that fact. 
To supplement the linear presentation, a series of Mathematica notebooks accompanies 
this document as electronic documents on an included CD. These notebooks represent 
more closely the historical development of this project, including some of the cycles of 
development. Apart from documenting the actual symbolic, numeric and graphic 
manipulations that underlie the results presented, they also contain far more details of the 
exploration, checking and comparison that was carried out than are reported in the 
printed account. References to these notebooks are included where appropriate in the 
text, but the notebooks are themselves reasonably self-explanatory accounts of how the 
work was carried out. It is hoped that these will help to clear up any details that had to be 
omitted from the text to keep its length within bounds. 
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C h a p t e r  2   
  MODEL FORMULATION 
This chapter covers a number of preliminaries and global considerations that go into the 
formulation of the proposed stochastic dispersion model. The significance of some of 
these may only become fully clear when used in later chapters, but collecting them here 
helps to preserve continuity of the development later on by forestalling the need for 
secondary explanations. Extracts of some material in this chapter have been published 
previously in(Kulasiri & Verwoerd, 2002). 
2.1 Stochastic modelling of fluid flow. 
To incorporate the effects of random variations of the flow velocity as expressed in 
equation (1.7), we need to revert to the most basic differential equation that describes 
just the fluid flow without considering transport, i.e. the deterministic equation 
 ( , )dx v x t dt=r r r  (2.1) 
Here dxr is the microscopic displacement of a fluid element. As in the continuum model, 
the microscopic velocity ( , )v x tr r is considered to be composed of an underlying smoothly 
varying macroscopic velocity , that is perturbed by stochastic perturbations. Physically, 
the perturbations are caused by deflections due to pore walls; inclusion of the 
perturbations can be seen as a modelling device to avoid giving detailed account of the 
microscopically complex boundary conditions of the flow by merely representing their 
final effect. 
The aim is to model the perturbations as Wiener processes. A first complication not 
considered in Chapter 1 is that here, the deterministic equation is a vector equation in 
which the velocity, position and hence the perturbation term are all spatial vectors in 1,2 
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or 3 dimensions. This is not a major concern, as by writing it in components the single 
equation becomes a set of equations all of the same form and the theoretical expressions 
do apply to sets of linear equations as was briefly discussed after equation (1.22). To 
simplify notation, we consider only a scalar equation (e.g. for a single vector component) 
below. 
More importantly, the perturbation term also depends on both space and time 
coordinates. It is physically plausible to expect random variation associated with both 
position and time. In an experiment such as that by (Rashidi et al., 1996), discussed in 
section 1.3, if a snapshot is taken of the velocities at different positions, these vary 
randomly about the average drift velocity. Conversely, if one focuses on one position, 
and registers the velocity as a function of time, random variation is generally observed 
indicating that on the microscopic scale the flow is not laminar. From another 
perspective, if the velocity is interpreted as that of a particular fluid element, its 
instantaneous velocity will undergo random fluctuations over time as it progresses along 
its trajectory, because of the pore structure that it encounters along the way. 
If we add a Wiener process that is random with respect to both space and time as a 
perturbation to equation (2.1), this will have severe consequences for numerical 
modelling. A discrete grid is needed for each independent variable, giving rise to N2 grid 
points for a one dimensional problem, or N4 grid points for a problem in 3 dimensions. 
At each grid point, a random gaussian value must be calculated.  
 
However, it may be questioned if this amount of randomness is meaningful. The goal to 
make a fluid element follow a random path through the porous medium, is equally well 
achieved by adding a Wiener process that only varies stochastically with either time or 
space alone. Suppose that we add a time dependent Wiener process. As the fluid element 
proceeds along its path, a random displacement will be added to its instantaneous motion 
at every point along the path even if there is no explicit spatial randomness. Also, a 
subsequent fluid element that starts from an identical initial position and velocity, will 
follow a different random path. This is a plausible representation of the non-laminar 
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aspect of the microscopic flow. The only aspect that would not be plausible with a 
purely time-dependent Wiener term, is that if we could take a snapshot of the random 
displacements of all fluid elements at one instant, these would all be the same. In other 
words, the displacements would be perfectly correlated in space over the entire extent of 
the medium. This is not physically plausible; however, a spatial correlation over small 
distances would not only be acceptable but would in fact add to the realism of the 
stochastic model. For example, all the fluid elements within the volume of a single pore 
can clearly not move independently and their motions should be correlated. 
 
The conclusion is that if we add a stochastic term that is a Wiener process with respect to 
the time variable, but is spatially correlated over a finite range (the correlation length, 
b), this will give a model that is both physically reasonable and numerically more 
tractable. The remaining question is how to formulate such a stochastic term 
mathematically.  
 
A detailed discussion of this question is presented in (Kulasiri & Verwoerd, 2002). It is 
based on a spectral expansion (also called a Karhunen-Loeve expansion) that builds up a 
space and time dependent Wiener process B(x,t,ω) with a known spatial covariance 
C(x1,x2) by superposition of a set of simpler time-dependent Wiener processes bn(t,ω)  
according to the definition 
 
0
( , , ) ( ) ( , )n n n
n
B x t f x b tω λ ω∞
=
=∑  (2.2) 
Here fn(x) is an orthonormal set of functions that satisfy an integral eigenvalue equation 
in which C(x1,x2) forms the integral kernel, and the λn are the corresponding 
eigenvalues. A consequence of this relationship is that 
 1 2 1 2
0
( , ) ( ) ( )m m m
m
C x x f x f xλ∞
=
= ∑  (2.3) 
  43
A simple plausible choice for C(x1,x2) would be to let the correlation between velocity 
values decrease exponentially as their separation increases: 




⎛ − ⎞= −⎜ ⎟⎝ ⎠
 (2.4) 
The detailed functional form is not important for this work, but equation (2.4) illustrates 
how the correlation length enters as a parameter, acting in effect as a length scale for the 
spatial coordinates. By virtue of equation (2.3) also the λn and/or fn(x) depend on b as a 
parameter. 
A more extensive discussion of the Karhunen-Loeve expansion is given by (Ghanem & 
Spanos, 1991), but as will be shown below the expansion is largely eliminated from the 
stochastic model and so the following qualitative summary of its features is enough to 
place it in context here: 
• The random behaviour, and the functional dependence on the independent variable, 
are separated into factors in each term. 
• This functional dependence can be considered known, being carried by a precisely 
specified set of orthonormal functions. 
• One possibility is that a known set of orthogonal functions are chosen, in which case 
there is an implied covariance given by equation (2.3). 
• alternatively, the covariance function is predetermined, and the orthogonal functions 
calculated by solving an integral eigenvalue equation using the chosen covariance as 
the kernel of the equation.  
Using these ideas, a (1-dimensional) stochastic version of equation (2.1) is stated as  
 2
0
( ) ( ) ( , )n n n
n
dx u x dt f x db tγ λ ω∞
=
= + ∑  (2.5) 
Here u(x) is now interpreted as a smoothly varying “drift” velocity. As the Wiener 
increments by construction average to zero over all stochastic realisations, u(x) may be 
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considered to represent a “typical” trend of the velocity similar to the macroscopic 
velocity obtained by REV averages introduced in the continuum model. This connection 
will be further explored below. 
For the purposes of stochastic modelling we assume that u(x) is a known, stationary 
velocity field resulting from an appropriate physical law that specifies the effects of 
boundaries such as external containment of the aquifer, external fields such as gravity, 
etc. Darcy’s law is the obvious candidate, but fluid dynamics equations incorporating 
thermal convection or other effects might be used in a more elaborate model. 
With this assumption, equation (2.5) conforms to the requirements of an ID as defined in 
equation (1.22). The next step is to construct the associated generator equation, but 
before doing that we will first extend the model to describe solute transport as well. 
In applying the mathematical theory to a physical situation, some care is needed in 
handling dimensions and units of measurement. For example, according to the basic 
rules of Ito calculus (in particular, the Ito formula (Oksendal, 1998)) if t  has the 
dimension [T], i.e. is measured in time units, bn would need to have a dimension [T   ] . 
As a consequence the coefficients in equation (2.5) would have different dimensions and 
become hard to compare, e.g. to assign a value to γ that can be interpreted as a simple 
amplitude of the stochastic perturbation. At an even more basic level, it needs to be 
recognised that an inherent length or time scale has to be assigned to a Wiener process 
that represents a physical phenomenon – Brownian motion of a microbe in water takes 
place on different scales than those of continents interacting via plate tectonics. This 
point is further discussed in (Kulasiri & Verwoerd, 2002).  
The most consistent way to deal with this problem, is to use the convention implicit in 
the standard mathematical treatment that the position and time variables in equation (2.5) 
have been appropriately scaled to reflect the physical processes that cause the random 
displacements. In other words, x and t in equation (2.5) should really be interpreted as 
x/ℓx and t/ℓt where ℓx and ℓt are scale constants to be determined. Doing this, γ can be 
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taken as a dimensionless constant. For simplicity of notation, we will suppress the scale 
constants until we are in a position to determine their values later on. 
2.2 Modelling solute transport stochastically 
The most straightforward approach is to take the deterministic equation that describes 
solute transport in the macroscopic velocity field u(x), and try to reduce it to a form 
where it becomes an ID by the addition of a Wiener process perturbation. 
The deterministic equations have in principle already been formulated in section 1.2. To 
recap, defining the solute flux vector by 
 ( , ) ( , )mj v c x t D c x t= − ⋅∇
r r r r  (2.6) 
where c is the solute concentration and Dm the diffusion coefficient, the evolution of the 




∂ = −∇ ⋅∂
r
 (2.7) 
If we eliminate the flux from equations (2.6) and (2.7) we have 
 2m m
c c v v c D c D c
t
∂ = − ∇ ⋅ − ⋅∇ +∇ ⋅∇ + ∇∂
r r  (2.8) 
There are a number of obstacles to transforming this equation to an ID – the first of 
which is how to interpret vr  on the right hand side of equation (2.8). If the position is a 
stochastic variable, as stated by equation (2.5), and velocity is its derivative, it would be 
expected to be stochastic as well. But as the time variation of the position of a fluid 
element is determined by a Wiener process, it does not have a derivative! 
The root of the problem is the question whether vr  represents the velocity of a fluid 
element which is at position xr  at time t (i.e., a particle or Lagrangian interpretation), or 
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is it the Eulerian fluid velocity field, which e.g. in the case of stationary flow is 
independent of t ? In changing from the deterministic equation dx v dt=r r  to the SPDE 
(2.5) the first view was taken, but in the continuity equation it is argued below that it is 
the second view that is applicable.  
In the case of deterministic stationary flow the distinction is unimportant. To show that, 
temporarily assign the superscripts “p” and “f” to distinguish between the particle and 
fluid interpretations. Starting with a particle interpretation we have 
 ( ) ( )
p
p p pdx u x x x t
dt
= ⇒ =
r r r r r  (2.9) 
i.e. having solved the fluid dynamics equation for the flow velocity field,  a trajectory 
can be calculated for the fluid “particle”. Then pxr can be differentiated to find ( )pv tr  and 
by eliminating the common parameter t  we can find ( )p pv xr r . That gives the velocity of 
the particle when it arrives at the position pxr  irrespective of when it gets there and in 
stationary flow this is the same for all particles. Then it makes sense to associate 
( )p pv xr r with the flow rather than the particle, i.e. ( ) ( )p p fv x v x≡r r r r  which is independent of 







and together with the initial condition this is solved by ( )fv u x=r r r , i.e we have shown that 
the first part of equation (2.9) applies to the flow velocity interpretation  as well and 
there is no ambiguity about the meaning of vr in equation (2.8) for the deterministic case.  
However, this reasoning breaks down in the stochastic case, both because every fluid 
particle follows a different trajectory and because ( )px tr cannot be differentiated any 
more. So we are forced to distinguish between the interpretations in the stochastic case. 
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Turning now to the continuity equation, it should be remembered that the underlying 
conservation law is an integral law, stating that the solute mass in a closed volume can 
only change as a result of the total flux across the surface. The continuity equation is 
merely a differential statement of this based on Taylor expansion of the flux, and 
assumes that the flux and hence also the velocity can be differentiated. So there is clearly 
a conceptual problem in applying the continuity equation to the particle velocity in 
stochastic flow. On the other hand, solute conservation as applied to a single fluid 
element holds trivially, at least in the absence of diffusion, which is the case we are 
mostly concerned with. 
One way out of this difficulty is to conclude that the conservation law should be applied 
to the complete flow. By this we mean the superposition of individual realisations of the 
flow trajectory, just as the deterministic flow field is the superposition of trajectories of 
all fluid elements. Therefore ( )v xr r  in equation (2.8) should be interpreted as the average 
velocity, averaged over all realisations that pass through position xr . Section 1.5.2 
showed that when a stochastic population was averaged over all realisations, the 
deterministic value was obtained; below it will be shown that the same holds for the 
stochastic flow velocity. So in the end we are justified to use the deterministic equation 
to replace the unknown velocity vr in (2.8) by the known, non-stochastic function ( )u xr r .  
Another way out is to recognise that the continuity equation is not really part of the 
stochastic problem, and that solute mass conservation should rather be applied in another 
way after solving the SPDE equations. This will be further pursued below, but first we 
investigate where the use of ( )u xr r  in equation (2.8) leads.  
The next problem in obtaining an ID from (2.8), is that a total time derivative is needed 
on the left so that it can be written as dc = b(c) dt, to use the notation of equation (1.22). 
That is easily addressed by transferring the second term in equation (2.8) to the left and 





c c u D c D c
t
∂ = − ∇ ⋅ +∇ ⋅∇ + ∇∂  (2.11) 
The last two terms on the right still do not conform to the ID form, as they involve 
derivatives of the unknown c. That could be remedied by taking e.g. ∇c and ∇ 2c as new 
variables and adding more equations. This leads to an infinite hierarchy of equations, 
that would have to be truncated at some stage and does not look very promising.  
Another idea is to solve equation (2.11) iteratively; i.e., put an assumed form for c in the 
last two terms, solve the equations and put the resulting c back as the next iteration. In 
particular, we might take c = 0 as the first guess; that seems appealing, since it is 
equivalent to taking Dm = 0 and as discussed in Chapter 1, microscopic diffusion is 
indeed found to be negligible in many experimental situations.  
In what follows, we do make the simplifying assumption that diffusion can be neglected. 
However, equation (2.11) provides a clear way in which one could in principle move 
beyond this assumption and add diffusion effects at a later stage. 
Taking Dm = 0 equation (2.11) reduces finally to the desired form. We could now 
proceed to combine it with equation (2.5) and set up the problem as a set of two ID 
equations. That would mean adding Wiener process terms to the right hand sides of both 
equations. However, the validity of this may be questioned.  
From a physical perspective, it is clear that the random variations of the position 
increments represent the deflections suffered by a fluid element as it meanders thorough 
the porous medium; but there is no additional physical mechanism independent of this to 
randomise the concentration.  
Mathematically, one adds the Wiener terms to represent random variations in the driving 
coefficients of the original deterministic equation. But in equation (2.11) the driving 
coefficient is ∇.u, which is not independent of the driving coefficient u in equation (2.5). 
In fact the point of the eigenfunction sum in equation (2.5) was to explicitly introduce 
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spatial correlation between random variations in u at neighbouring points, and adding 
random variation to the spatial derivative would contradict this.  
Therefore it is only appropriate to have the Wiener terms in equation (2.5) while (2.11) 
should remain as it is, a deterministic equation. Formally, it is possible to carry such a 
deterministic equation along in a set of ID’s, but as there is no coupling between the 
variables in the equations, this does not contribute anything and creates unnecessary 
baggage. 
So, once more, we are led to the conclusion that the continuity equation is not inherently 
part of the stochastic model and that solute mass conservation should be enforced in a 
different way.  
2.3 Interpretation of stochastic realisations 
The previous discussion paves the way to specify explicitly how stochastic realisations 
are connected to the physical system in this work. Since the conclusion was reached that 
stochastic variation of the concentration per se is inappropriate, all stochastic variation is 
represented by equation (2.5). That means that each realisation of the stochastic process 
X(t,ω) that is obtained by solving that equation, represents a possible trajectory of a fluid 
element through the porous medium. The potential theory version of SPDE theory yields 
expectation values over all realisations that start from a specified initial condition; here, 
that translates into an expectation value over all trajectories that start from a given initial 
position. 
To make that concrete, consider a 1-dimensional description obtained by projecting the 
3-dimensional flow field onto a single axis. For example, we might have a porous 
medium contained in a regular cylindrical pipe, and use the cylindrical axis as the X-
axis, choosing the macroscopic flow direction as positive.  
Then, take all trajectories that start from a fixed initial X-value x = x0, by dividing up the 
circular cross section of the pipe at x0 into infinitesimal fluid elements. As each of these 
fluid elements meanders through the porous medium, the X-component of its momentary 
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position varies as a 1-dimensional random walk, i.e. it is represented by a single 
realisation of the 1-dimensional stochastic process. If the flow is non-laminar at a 
microscopic scale, another fluid element starting from an identical (y, z) position at x = 
x0 but at a different time, would describe another realisation.  
Suppose that all fluid elements that start from x0 at one particular time t = t0 , and only 
those, carry identical amounts of the solute, and for simplicity no diffusion is allowed. 
Then the concentration c(x,t) at a later time t at position x, would be the average solute 
amount over all trajectories that traverse the cross-sectional volume element situated at 
x, in an infinitesimal time interval around t . In other words, this average could be 
calculated from the probability density that describes the expectation value of the fluid 
element X-position, over all realisations of the process. 
Note that in conceptualising realisations in this way, the ergodic hypothesis is not 
invoked. We do not use time-dependent stochastic processes to model spatial variations; 
conceptually, there is only one unchanging porous medium, not an ensemble of them. 
Spatial variation within the medium, e.g. a position-dependent porosity or conductivity, 
is to be included explicitly. The stochastic process represents the actual time dependent 
progress of a fluid element along its trajectory. 
This idea can be generalised to 3 dimensions, by considering all infinitesimal fluid 
elements within a REV as defined in section 1.2, as the “particles” whose trajectories are 
described by individual stochastic realisations that start out from the centre point of the 
REV. 
Consideration of the 3D case highlights a conceptual problem that is less prominent in 
the 1D version. If we consider all possible 3D random walks that start from the centre of 
a REV, only a subset of these can occur as trajectories in the physical system, namely 
those that do not leave the interior of the pores. So taking an average over all realisations 
is not the same as the physically meaningful averaging over all trajectories. 
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Nevertheless, the same average value will be obtained, provided that the microstructure 
of the porous medium is “sufficiently random” to select the subset without bias.  
Clearly not all porous media will satisfy this requirement. An extreme counterexample 
would be a medium made up of a bundle of straight, uniform, microscopic capillaries. In 
the limit where the capillary diameter approaches zero, each fluid element would be 
located in its own capillary, and can follow only a single trajectory from x0 to x . So 
because here the medium is highly structured, the physically accessible subset of 
trajectories is a highly biased subset of the collection of realisations. But in this medium 
there can also be no dispersion – simple plug flow is the only solute transport mode that 
can occur. We conclude that the stochastic model investigated here only applies to 
porous media that are sufficiently random, in the sense explained above. This restriction 
is implicit in adopting a stochastic model, and has only been made more explicit by 
identifying realisations with trajectories. 
In the 1D version of the model, the problem is less obvious because there cannot be any 
X-values that cannot be reached in the physical system – if such points existed, they 
would completely block the flow. The notion of “sufficiently random” might be 
specified in the 1D case to mean that for every one dimensional realisation, there must 
be the same number of 3D trajectories through the porous medium that have the chosen 
realisation as their projection on the X-axis. Because this still leaves the Y- and Z- 
degrees of freedom unconstrained, this requirement should be easier to satisfy than the 
randomness requirement for applicability of a 3D stochastic model. Nevertheless, also 
this requirement rules out porous media that are sufficiently regularly structured – for 
example the capillary bundle would also not qualify here. The case of an artificial 
laboratory porous medium constructed of identical, smooth spherical grains as used, for 
example, by (Rashidi et al., 1996) or (Moroni & Cushman, 2001), appears to be a good 
candidate for an intermediate example where it may still be sufficiently random for the 
1D randomness criterion but not for the 3D one. 
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It is of course not practical to decide for any specific porous medium whether it is 
sufficiently random by using the conceptual criteria described above. The importance of 
the discussion is to clarify that the stochastic model investigated only applies to certain 
types of porous medium. Once the consequences of the model has been worked out, one 
can then compare the results with observations on a physical system to decide 
retrospectively if it is sufficiently random to be described by a model of this type. 
2.4 Dimensionality of the stochastic model 
In the work so far, the deterministic part has been developed in vector form for 
application in multiple dimensions, while the stochastic part has mainly been discussed 
in scalar form. There is no serious obstacle to generalising the latter to more than one 
dimension – this is discussed in some more detail by (Kulasiri & Verwoerd, 2002). We 
nevertheless make the strategic decision at this point to restrict the study undertaken here 
to the 1D (scalar) case. 
The discussion of the previous section gives some justification for this decision, in that 
the 1D model is both easier to visualise and more likely to apply to an actual porous 
medium.  
Another argument is that one tries to keep the first analysis of a new model as simple as 
possible, with the intention of using the knowledge gained in this way later on in 
extensions such as 2D or 3D models. This is particularly relevant because of the 
emphasis placed in this study on gaining insight in the mechanisms causing scale 
dependence rather than accurate fitting of data. To achieve that, analytical models are far 
more powerful than numeric ones, and as it turns out even for the 1D model it is quite 
demanding to find appropriate analytical solutions. 
The assertion about the superiority of analytical models may be surprising in a study 
oriented towards computational modelling. Because of the vast progress in numerical 
technology since the 1960’s, scientific computing has come to be almost exclusively 
associated with numerical modelling. Proponents of that approach would justifiably 
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argue that because of the power to solve realistic models rather than artificially 
simplified ones, more relevant insight can be gained from a numerical study. That 
argument applies in particular when the comparison is with analytical models solved 
manually. However with the more recent advent of computational symbolic algebra, far 
more realistic models can now be solved analytically. One of the great advantages of the 
analytical approach is that the transition from parameters that characterise a system 
physically to those that determine its actual behaviour, is determined explicitly. This 
greatly facilitates both understanding and any subsequent numerical analysis. 
Therefore the approach followed in this work is to combine both numerical and 
analytical calculations, e.g. numerical experiments are used to suggest analytical 
reductions, the success of which is judged by application to numerical examples, often 
resulting in a cyclical process. This work has been carried out using the Mathematica 
software environment (Mathematica, 1999), and the full details of the calculations 
carried out is available in digital form in a series of Mathematica notebooks as referred 
to in the text where appropriate. 
Restriction to a 1D model may also be justified by noting that experimentally, 
longitudinal dispersion is larger than transverse dispersion and the scale dependence 
phenomenon is related in particular to longitudinal dispersivity. However, it should be 
recognised that even so, there may be additional mechanisms that contribute to 
longitudinal dispersion but can only act in 2- or 3-dimensional systems. An  example is 
the enhancement of longitudinal dispersion by a stratified medium, studied by several 
authors (Gelhar, Gutjahr, &  Naff, 1979), (Marle & Simandoux, 1966), (Marle et al., 
1967), (Matheron & De Marsily, 1980). Later extension of the present work to higher 
dimensional stochastic models may be required to fully account for such effects. 
It is finally remarked that the 1D model should be understood in the sense of a projection 
or an averaging over directions perpendicular to the flow as described above and not as a 
model of a “pure” 1-dimensional system. The main interest of the study, a variable drift 
velocity, does not make sense in a pure 1D system, as the only solution to the one 
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dimensional continuity equation for the fluid in a stationary flow, is a constant velocity. 
The case of flow through a constriction is a simple example showing that variation of the 
velocity component along the flow direction can occur in 2 or 3 dimensions. Also, it is 
obviously not possible to have 1-dimensional “pore walls” that deflect the flow without 
blocking it. 
2.5 Integral formulation of solute mass conservation  
We now return to the problem of enforcing solute mass conservation in view of the fact 
that the continuity equation is not applicable in the stochastic model.  
Consider, first, a deterministic flow of an incompressible carrier fluid specified by a 
stationary velocity field u(x)>0, and transporting a solute with concentration c(x,t) 
without diffusion. In the 1D description, c represents the solute mass per unit length. 
Suppose that the solute is introduced into the flow at an initial time t = 0 with a localised 
distribution, e.g  c(x,0) may be a gaussian peak. The problem is to find the concentration 
at a later time t, subject to solute mass conservation. 
Because the fluid is incompressible, conservation of the fluid mass requires that the 
volume of fluid passing a point in an interval Δt is independent of position and time, i.e. 
 ( ) ( ) ( ') ( ') ,A x u x t A x u x t tΔ = Δ ∀  (2.12) 
where A(x) is the cross-sectional area perpendicular to the flow.  
The total amount of solute that passes x between t and t+Δt is given by c(x,t) u(x) Δt , but 
clearly a conservation equation of the type of (2.12) does not apply to this as the amount 
passing a given point changes with time. Nevertheless, as there is no diffusion, we can 
still make the statement that all the solute contained in the volume element A(x’) u(x’) Δt 
will pass a point x > x’ in a time interval of the same length Δt ,at the later time t  when 
that particular volume element reaches x.  
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Defining the kinematic time interval for travelling from x’ to x by the time lapse 
function w(x,x’) 






′ = ∫  (2.13) 
that statement is expressed by 
 ( , ) ( ) ( , ( , )) ( )c x t u x t c x t w x x u x t′ ′ ′Δ = − Δ  (2.14) 
This is equivalent to the following equation, which appears more complicated but is 
formulated in a way that allows for later generalisation: 
 0 0 0
( )( , ) ( , ) ( ( , ))
( )
tu xc x t dt c x t t t w x x
u x
δ−∞ ′ ′ ′= − +∫  (2.15) 
This form is appropriate for a boundary value problem, where the value of the 
concentration is known at the fixed boundary x0 for all times earlier than t. If instead, as 
originally stated above, we know the concentration at t = 0, we have an initial value 
problem and to formulate the conservation law we need to first solve for x ‘ from the 
equation 
 ( , ) 0 ( , )t w x x x x tχ′ ′− = ⇒ =  (2.16) 
Note that the first equation merely represents the relationship between the initial position 
x’ (at time 0) or source point of the fluid element that is found at the target point x at a 
later time t . So χ is the source function that calculates the source point, given a target 
point and time. Now rewrite equation (2.14) as  
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Equations (2.15) and (2.17) were constructed by applying the solute mass conservation 
law to deterministic solute transport, and the next step is to generalise these to the 
stochastic transport model.  
The case of an initial value problem, is quite straightforward. The input to this problem 
is a given initial spatial concentration profile, c(x,0). Equation (2.17) can be interpreted 
in a physical way as saying that we divide up this concentration into fluid elements, one 
for each value of x’. For each of these, the position x at which it will end up at time t, is 
exactly determined from the flow velocity field. Conversely, to determine the 
concentration at x at time t, we merely need to identify the source point from which the 
target point fluid element originated, and that is exactly the effect of the Dirac δ-function 
in the integral of equation (2.17). It picks out a single fluid element from the original 
concentration profile, and if there has been a velocity change while the fluid element 
moved from the source point to the target point, the concentration is corrected by the 
ratio of the velocities as required by solute conservation. Obviously, then, in a stochastic 
model we take into account that there is not a one-to-one correspondence between a 
source point and a target point any more, but rather for any fluid element in the original 
concentration there is a probability that it will reach the chosen target point. So we 
replace the certainty of motion from the source point to the target point that the δ-
function expresses, by a probability density for such motion. Then the generalisation of 
equation (2.17) is  
 0
1( , ) ( ,0) ( ) ( | , ))
( )




′ ′ ′ ′= ∫  (2.18) 
where we define Pt’(x’|x,t) as the probability density over the position variable x’, that a 
fluid element that is known to arrive at the target point (x,t), has originated from x’ at a 
time t’.  










u xc x t dt c x t P t x t
u x −∞
′ ′ ′= ∫  (2.19) 
where Px’(t’|x,t) is the probability density over time t’, that a fluid element that is known 
to arrive at the target point (x,t),  has originated from x’ at a time t’. The two probability 
densities are not the same, but are related through an appropriate variable transformation. 
That will be explored in detail in Chapter 5. 
Equations (2.18) and (2.19) are the results that express solute conservation in integral 
form and will be used extensively in the rest of this study. We will refer to them as the 
initial value concentration integral and boundary value concentration integral 
respectively. Also, it is often convenient to refer collectively to either the spatially 
distributed initial concentration in the case of (2.18) or the time profile of the 
concentration at the boundary in the case of (2.19), as the input concentration. 
2.6 Initial and boundary value problems 
While the initial value and boundary value formulations appear quite similar, as indeed 
they are in the deterministic case, there are subtle differences in how they can be applied 
in the stochastic situation. Considering how the input concentration might be prepared 
physically highlights these differences.  
In the case of the initial value problem, at least at the level of a gedankenexperiment, 
there is no conceptual difficulty in dropping a previously prepared spatial concentration 
profile instantaneously into the carrier fluid flow at the instant t = 0.  
For a boundary value problem, the physical realisation would be to inject solute into the 
flow at the point x = x0 with a predetermined time profile, say f(t). However, the 
difficulty is that as a moment’s consideration shows, the concentration profile in the 
actual flow at point x0 , c(x0,t), will be different from f(t). That is because the 
stochasticity implies that some of the solute concentration will be carried upstream of the 
injection point. For example, if f(t) is only a momentary pulse at t = 0, we would have 
c(x0,0+) = ½f(0+) because over a short enough time interval the translation of the carrier 
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fluid can be neglected and equal amounts of solute would be taken upstream and 
downstream by stochastic fluid displacements. Subsequently, some of the solute that was 
taken upstream by stochastic displacements will be carried past x0 by the flow, but a 
diminishing fraction will always remain upstream. The net effect is that any abrupt 
change in the injection profile will be rounded off in the time profile at the injection 
point inside the flow. 
The implication is that while a sharp edged spatial concentration profile (for example, a 
square pulse) can be introduced as an initial value, it is not possible to produce such a 
spatial profile by injection at a boundary point in the case of stochastic flow because of 
the inevitable rounding effect. That is in contrast to deterministic flow, where the initial 
value and boundary formulations are equivalent in the sense that any state specified in an 
initial value problem, could be prepared by an appropriate injection time profile at a 
suitably chosen boundary point.  
A related remark stems from the observation that any initial value concentration of 
interest would be localised in space. That places limitations on the specification of a 
related boundary value problem, because of the fact that stochasticity leads to spreading. 
Consequently, an injection point cannot be put too far away upstream from the locality 
of the initial concentration, otherwise even the sharpest injection peak would have 
spread out too much by the time that it reaches that location. By the same token, for a 
chosen boundary point, there is an earliest possible time that the injection can start in 
order to produce a concentration with the appropriate degree of localisation at the time t 
= 0 that specifies the initial value version of the problem. In other words, a cutoff time 
needs to be introduced into equation (2.19) instead of the -∞ integration limit, for a 
boundary value problem to represent a localised concentration in a related initial value 
formulation.  
These somewhat vague remarks will have to be further explored and refined when we 
have obtained more quantitative information e.g. on the rate at which stochastic 
spreading takes place. For the moment, however, they serve as warning about the 
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dangers of applying intuitive ideas based on deterministic models, directly to the 
stochastic model. To avoid such difficulties, discussion of simpler flow velocity fields 
where there are no inherent boundaries will focus mainly on the conceptually simpler 
initial value formulation represented by equation (2.18), even though the boundary value 
version is closer to the physical situation in actual experiments. Later on, piecewise 
approximations to the velocity field are also introduced and in that connection the 
boundary value formulation becomes essential. 
The main conclusion reached here is that in order to calculate the concentration in an 
integral formulation of solute mass conservation, we need to find the probability 
distribution of fluid elements that result from the stochastic model. That task will be 
addressed using the expectation values calculated from the potential theory analysis of 
equation (2.5). 
2.7 Gaussian concentration profiles 
Throughout this study, it is usually assumed that the initial solute concentration is 
gaussian in its spatial distribution, as was also done in discussing the ADE.  This 
assumption may seem somewhat arbitrary and restrictive. To counteract that impression, 
the main arguments supporting that strategy are collected together here, even if the 
details may only be fully clarified as the model is further developed. 
On a superficial level, a gaussian may merely be considered as a reasonable 
representation of a solute plume that is well localised in space but not assumed to have 
unrealistically sharp edges. 
More significantly, the fundamental solution (Fowkes & Mahony, 1994) to the ADE 
equation is a gaussian. This means that an initial gaussian will remain gaussian 
throughout its evolution as dictated by the ADE. Also, it means that any other solution of 
the ADE will be a linear superposition of gaussians, as demonstrated explicitly by 
equation (1.19) for the case of a step function initial value.  
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We cannot rely too heavily on these facts for the new stochastic model, since its prime 
intention is to go beyond the ADE equation. Nevertheless, the ADE equation is 
successful in a homogeneous medium and for restricted length or time scales, and so 
should give at least a first approximation to the behaviour of plumes in the more 
elaborate model. Put differently, as a gaussian plume behaves particularly simply 
according to the ADE equation, we should be able to learn much about the stochastic 
model by studying the behaviour of an initially gaussian plume. 
A particularly relevant aspect of this behaviour is how the variance of the localised 
concentration peak develops, as from a statistical point of view variance is the key 
feature that describes dispersion. And a gaussian function is particularly favourable for 
studying variance, because its value is given directly by mere inspection of the gaussian 
parameters without needing any integration to be carried out. 
A concrete result from this is that the dispersion coefficient and hence dispersivity of the 
medium can be easily found from an analytical expression of the gaussian parameters as 
function of time, without recourse to the Fickian assumption originally used to define 
dispersivity. This was already pointed out in the discussion following equation (1.16). It 
shows that a gaussian peak shape gives a way to bridge the gap between the ADE 
approach where dispersivity was first defined, and the stochastic theory where the 
original definition has become irrelevant. 
There are also strong pragmatic arguments for using gaussian concentration profiles. It 
will turn out that the probability densities to be used in the concentration integrals, are 
themselves expressible as gaussian functions. The underlying reason for this is that 
Wiener processes increments follow the normal (i.e., gaussian) probability distribution, a 
fact that as shown in (Kulasiri & Verwoerd, 2002) can be traced back to the central limit 
theorem of elementary statistics. This deeper connection with gaussians can be seen as 
the counterpart in the stochastic model, of the fundamental solution property that occurs 
in the ADE (which is in turn a form of the differential conservation law).  
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In practice that means that for a gaussian initial- or boundary value form, the 
concentration integral can often be calculated analytically by transforming variables to 
express it as the following gaussian convolution integral: 
 2 2 2 21 2 1 2( , ) ( , ) ( , )x y S y S dy x S S
∞
−∞ − = +∫ G G G  (2.20) 
This equation is easily proven by substituting in the gaussian definition (1.15) and 
completing squares in the exponent, using the standard result ( (Dwight, 1971) 860.11). 
  
2ye dy π∞ −−∞ =∫  (2.21) 
In the concentration integral the first gaussian comes from the probability density, and 
the second is the assumed gaussian initial value. The re-emergence of a gaussian form on 
the right-hand side of equation (2.20) is at root the reason that also in the stochastic 
description, an input gaussian solute plume propagates as a gaussian.  
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⎡ ⎤⎛ ⎞⎡ ⎤− + + = − − >⎢ ⎥⎜ ⎟⎣ ⎦ ⎝ ⎠⎣ ⎦∫  (2.22) 
In some cases the concentration integrals have integrands that are too complex to reduce 
to the form of equation (2.22), but can still be written as an exponential integrand of a 
function F(y) that is more complicated than the quadratic form above. To deal with those 
cases, we now derive an approximation that is in effect a generalisation of (2.22).  
The function F needs to satisfy two conditions 
(a) F(±∞) = +∞ . 
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(b) F has a unique global minimum at y% , denoted as ( )F F y≡% % , and F is finite and 
continuous near this minimum.. 
Define ( ) ( )G y F y F= − % and consider the integral 
 exp[ ( )]I dy G y
∞
−∞= −∫  (2.23) 
By definition G(y) is positive everywhere and has the minimum value ( ) 0G y =% , so the 
integrand reaches its maximum value of 1 at y y= % , falling away exponentially on both 
sides of this value. So the integral can be reasonably approximated by keeping only the 
first non-zero term in a Taylor expansion of G about y%  : 
 2 21 12 2( ) ( ) ( ) ( ) ; ( ) 0G y G y y y F y y F F y′′ ′′ ′′ ′′≈ − = − = >% %% % % %  (2.24) 
Substituting this into (2.23) and applying (2.22) we get 
 2exp[ ( )] Fdy F y
F
eπ∞−∞ −− ≈ ′′∫ %%  (2.25) 
It is easily confirmed that in the special case 2( )F y A y B y C= + +  equation (2.22) is 
regained. Otherwise equation (2.25) gives an approximation that will be used for more 
complicated concentration integrals, and it is seen that in addition to the exponential 
factor on the right hand side that usually reduces to a gaussian, there is also a modulation 
factor arising from the second derivative of F. So in cases that we need to resort to (2.25) 
the propagation of an input gaussian becomes more complicated, and deviations from 
the gaussian shape that (when not too severe) will loosely be referred to as “quasi-
gaussian” may occur. 
The final issue to be addressed here is whether the validity of the model being developed 
will be restricted by assuming the input plume to be gaussian. That is in fact not the case, 
because the concentration integral equations (2.18) and (2.19) are linear in the 
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concentration, i.e. any linear superposition of input concentration functions will give the 
same linear combination of integrals, i.e. “output concentration” terms. And any 
arbitrary input concentration function can be represented by a suitable linear 
combination of gaussians. The latter assertion can be proven on a theoretical level as 
follows, taking the initial value problem as an example. 
Let c(x,0) be an arbitrary initial concentration. Then we can write 
 ( ,0) ( ,0) ( ) ( ,0) ( )c x dx c x x x dx c x x xδ δ∞ ∞−∞ −∞′ ′ ′ ′ ′ ′= − = −∫ ∫  (2.26) 
where the first equality  merely expresses the definition of the Dirac δ-function, and the 
second the fact that it is an even function. Now the last integral can be interpreted as 
stating that an infinite array of δ-functions in the variable x, each peaking at a different 
value x’ , are superimposed with the “amplitude” c(x’,0) to form  c(x,0) . This proves that 
any input concentration can be built up out of δ-functions; but since a gaussian peak with 
variance S = 0 is a valid representation of a δ-function, it means that the input 
concentration is indeed formed by superimposing gaussians. 
In practice of course one might be able to find far more efficient superpositions by 
allowing finite variance gaussians; for example, if the input concentration happens to be 
a gaussian itself, only one term is needed in the superposition. Indeed, it will be shown 
in Chapter 7 that there is a straightforward procedure to approximate a non-gaussian 
concentration peak as a superposition of a small number of gaussians. However, the 
point made here is that at least in principle, if we know how a gaussian input 
concentration of arbitrary variance propagates through a drift velocity field, the 
propagation of any arbitrary input concentration can be obtained by superposition. There 
is therefore no loss of generality in making the gaussian assumption. 
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2.8 Physical models of drift velocity variations 
It may be helpful to show some concrete examples of a varying flow velocity to serve as 
mental pictures of the situations that we are trying to describe. A first example would be 
that of flow along a pipe with a constriction, pictured as a cross-section in Figure 2-1 
below: 
Figure 2-1 Flow along a 
pipe with a constriction 
 
The effective 1-dimensional flow velocity along the horizontal axis can be plotted 
schematically as follows: 
Figure 2-2 Flow velocity 





This velocity profile can obviously be modelled well as piecewise linear, with a constant 
velocity gradient over the interval representing the conical  pipe section. Clearly, the 
drift velocity profile would be similar if the constricted pipe was filled with a 
homogeneous porous medium. If the constriction was formed not by the geometrical 
shape of the pipe, but by a an equivalently shaped region of zero-conductivity porous 
medium inside it, the velocity profile would obviously be the same; and on the other 
hand, a similar drift velocity profile would also result if the pipe had a constant cross 
section but the porous medium filling it has a reduced porosity in the central region. 
These are just simple hypothetical examples but they demonstrate that variations in 








expected to be present in naturally occurring aquifers, are bound to cause local variations 
in the drift velocity, and that it is not unreasonable to model these as linear in the spatial 
coordinate (at least as a first approximation). 
In a similar vein, we can consider the physical meaning of stagnation points of the 1D 
flow. Figure 2-3 illustrates how stagnation points might arise physically. A decelerating 
and accelerating flow velocity region that includes a stagnation point is shown at the top 
of the figure, and below that a 2-dimensional flow pattern that would give rise to such 








Figure 2-3 Velocity profiles and physical flows corresponding to stagnation points of the projected 1D flow. 
 
The crucial point is that that the sign change (i.e., direction change) of the flow velocity 
at a stagnation point implies either a source or a sink of the 1-dimensional flow.  
As it will turn out, the mathematical description of dispersion as used for general 
velocity variations sometimes breaks down when the flow velocity is zero, i.e. at a 
stagnation point. In such cases it is necessary to reformulate the mathematics to describe 
the vicinity of a stagnation point. This matter will be discussed in some detail in Chapter 
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5, where consideration of stagnation points contributes to a better understanding of 
probability concepts that are used throughout the study. Nevertheless stagnation points 
are deemed to be of secondary interest for aquifer transport problems and detailed 
calculation of the solute concentration near stagnation points will not be done in most 
cases. Even so, recognising the existence of stagnation points is important to define 






C h a p t e r  3   
  TRANSPORT BY ADVECTION 
This chapter discusses the propagation of a gaussian solute plume in the absence of any 
dispersion, i.e. by purely deterministic advective transport. This problem is of course far 
simpler than the dispersion problem, but it serves to illustrate the use of the integral 
formulation of solute mass conservation introduced in Chapter 2. Moreover it describes 
the baseline model against which the dispersion calculations of later chapters can be 
compared, so that effects due to “real” dispersion can be distinguished from superficially 
similar effects that arise from advection effects in a changing drift velocity.  
3.1 Advection in a constant drift velocity 
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′ ′= − +  (3.1) 
and the initial value and boundary value expressions for the concentration profile in 
equations (2.18) and (2.19) respectively, revert to the forms of equations (2.17) and 
(2.15).  
In the simple case where u(x) is constant; say u(x) = v0 , the time lapse function and 
source function are trivial to write down: 
 0
0
( , ) ; ( , )x xw x x x t x v t
v
χ′−′ = = −  (3.2) 
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( , ) ( ,0)
( , ) ( , )x xv
c x t c x v t
c x t c x t −
= −
= −  (3.3) 
Both of these have the straightforward interpretation of simple plug flow, i.e. regardless 
of the shape of the input solute concentration profile, this is simply translated forward 
unchanged at the flow speed v0.  
3.2 Advection in a drift velocity with a constant gradient 
The simplest example of u changing with x  is when we have a linear dependence, which 
we write as u(x) = v0 + (x-x0) p. In this case equation (2.13) for the time lapse yields 
 0 0
0 0
( )1( , ) ln
( )
v x x pw x x
p v x x p
⎛ ⎞+ −′ = ⎜ ⎟′+ −⎝ ⎠
 (3.4) 
provided that the x-value at which u(x) becomes 0, is excluded from the interval [x’,x]. If 
this x-value, the stagnation point of the flow, is inside the interval, the mathematical 
treatment might be salvaged by splitting the interval in two. More generally (for flow in 
the positive x-direction) we can say that the interval of applicability of the expressions to 
be derived, are limited from below by the stagnation point for accelerating flow, and 
from above for decelerating flow. The exclusion of stagnation points can also be justified 
on physical grounds, as is discussed later on. 
The deterministic probability densities (3.1) remain applicable. The following 
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 00 0( , ) 1 ( )pt ptvx t x e x x epχ
− −⎡ ⎤= − + −⎣ ⎦+  (3.6) 
It is instructive to take the concrete example where we have an initial value problem, 
specified by an initial gaussian concentration peak centred at x = ξ and with a variance 
S2 , as was done for the ADE equation in Chapter 1: 
 2( ,0) ( , )c x x Sξ= −G  (3.7) 
The choice of a normalised gaussian implies that we have for simplicity scaled the total 
solute mass to unity. Another useful simplification follows by noting that in the initial 
value problem there is no fixed boundary, i.e. the value of x0 in (3.6) just determines the 
value of v0 and we can just as well choose x0 = ξ .  
Equations (3.7) and (3.6) can now be substituted  into (2.17). The resulting expression is 





χ −=  (3.8) 
and that with our choice of x0, the expression (χ-ξ) reduces to 
 0( ( )) ; ( ) 1pt ptve x X t X t e
p
χ ξ ξ− ⎡ ⎤− = − = + −⎣ ⎦  (3.9) 
The expression X(t) has a straightforward physical interpretation. In terms of the 
terminology introduced after equation (2.16), X(t) is the target point that originates from 
the particular source point x’ = ξ (as is easily confirmed by putting χ = ξ in equation 
(3.6) ). In other words, X(t) represents the trajectory followed by the fluid element that 
contained the peak value of the concentration at the initial time. 
We can now put together equations (2.17) and (3.7) to (3.9), to obtain the evolution of 
the concentration in a linearly accelerating flow, without diffusion or dispersion, as 
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 2( , ) ( ( ), ( ) ) ; ( ) ptc x t x X t t t S eσ σ= − =G  (3.10) 
Equation (3.10) demonstrates some striking features: 
• A concentration peak that starts off as a gaussian, retains its gaussian shape while 
propagating. 
• The gaussian remains normalised, i.e. the total solute mass is conserved. 
• The peak of the gaussian moves at the speed predicted by the kinematics of the fluid 
flow. 
• The width of the gaussian grows exponentially in an accelerating flow ( p > 0 ) and 
shrinks exponentially in a decelerating flow ( p < 0 ). 
• For p = 0 the plug flow solution is regained. 
The change in the extension of the concentration plume is easily understood 
qualitatively. In an accelerating flow, parts of the plume ahead of the peak value are 
always moving faster than those at the peak, and parts behind the peak move slower than 
the peak so that the plume is stretched out by the acceleration; and conversely it is 
compressed for deceleration. This effect appears superficially like dispersion, but is 
merely a result of the kinematics of the fluid motion. Unlike “real” dispersion, it is fully 
reversible in the sense that if, after propagating for a time Δt the acceleration is 
instantaneously reversed, equation (3.10) implies that the gaussian plume will return to 
its original extension after a further time interval Δt. We will refer to this effect as 
kinematical dispersion in what follows. 
However, the surprising thing is that this does not distort the peak “shape”. This property 
is a peculiarity of the linear acceleration; it depends on the fact that the factor u(χ)/u(x) 
required by solute conservation, turned out in equation (3.8) to depend on time only, and 
that is a consequence of the logarithm in the expression for w(x,x’) in equation (3.4). For 
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any other dependence of the velocity on position, distortions of the gaussian shape are to 
be expected. 
3.3 Advection in piecewise drift velocity fields. 
It will be seen in later chapters that the stochastic transport problem is hard to solve 
analytically when the drift velocity has a non-linear position dependence. An obvious 
way to deal with this is to approximate such non-linear dependence as either piecewise 
constant or piecewise linear. In this section we show that, at least for the deterministic 
case, this can be done by taking solutions such as those from sections 3.1 and 3.2 that 
impose no spatial boundaries, and using them as time-dependent input concentrations in 
a boundary value problem corresponding to an individual “piece” of the spatial drift 
velocity profile. This idea seems quite obvious, but it will be shown later that its 
application is not straightforward in the stochastic case, so a detailed formulation of the 
deterministic case will be helpful later on. 
The simplest case is where there are only two distinct regions, i.e. we consider the drift 
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 (3.11) 
So the value x = x1 divides the spatial axis into two regions, and because u is positive x1 
is the exit boundary of region 1 and the entrance boundary of region 2. The time lapse 
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Consider an initial value problem where the initial concentration c(x,0) is totally 
localised in region 1, i.e c(x,0) = 0 ∀ x > x1 . The time profile of the concentration at x = 
x1 is obtained by putting equation (3.12) into (2.17) as 
 [ ]11 1 1 1
1 1
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′ ′ ′ ′= −∫  (3.13) 
where the source function χ1 is defined as the solution for x’ of the equation 
 1 1( , ) 0t w x x′− =  (3.14) 
The important point to note here is that the concentration profile at x1 obtained here for 
the 2-region drift velocity, is identical with that obtained for a drift velocity given by 
u(x) = u1(x) for all x-values. The upper integration limit in (3.13) can be replaced by ∞ . 
Physically, that is because all solute concentration that reaches x1 has travelled only 
through region 1 (in the deterministic case) so drift velocity values beyond x1 has no 
effect.  
The procedure could be repeated to find the concentration at a point x in region 2, by  
using the second part of equation (3.12) in an initial value formulation. Suppose however 
than instead, we use the result of equation (3.13) as the input for a boundary value 
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Inserting (3.13) into (3.15) we have: 
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2 1 1 1( , ) ( , ) ( , ) 0x xt w x x w x x t w x x >′ ′− − = − =  (3.17) 
where the first equality follows from (3.12). By applying the definition of the source 
function to the last equality in (3.17) we may write 
 1 1 2 1( , ( , )) ( , )x t w x x x tχ χ− ≡  (3.18) 
and hence the last part of equation (3.16) assumes exactly the form that would be 
obtained by a direct calculation as an initial value problem from equations (2.17) and 
(3.12).  
Note that given an input concentration, all quantities in the boundary value equation 
(3.15) are determined only by the behaviour of u(x) inside region 2, and so once more 
the velocity function may be continued into region 1 in an arbitrary way for solving it. 
The conclusion is that the initial value problem over a split region may be replaced by 
two separate unbounded problems, where the solution time profile at the point that 
corresponds to the exit boundary of one region, serves as input to a boundary value 
problem in the other. 
Clearly the same arguments apply if the original problem was itself formulated as a 
boundary value problem, such as for injecting a solute concentration into region 1 at a 
fixed point, starting at a finite time taken as t = 0. 
If the drift velocity is represented by multiple regions, the arguments above can be 
repeatedly applied to each subsequent boundary and in general, a problem with N 
regions is replaced by a sequence of N boundary value problems where each one 
supplies the input concentration for the next. 
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To treat multiple regions in a transparent way, we introduce a somewhat more elaborate 
notation. First, we use subscripts to identify either the boundary point or spatial region 
(as the case may be) with which an expression is associated, for example x1 and u1 
respectively. Similarly, c1(x,t) indicates the concentration at a point x within region 1, 
and the left hand side of equation (3.16) would be written as c2(x,t) using this 
convention.  
To keep notation consistent a nominal entrance boundary x0 = ξ is introduced for region 
1.  It is also convenient to introduce some quantities that characterise the kinematics of 
the drift velocity :  
• The arrival time at the exit boundary xn , of the fluid element that departed from 
x0 at time t = 0, is written as the constant θn .  
• The departure time function dn(x,t) represents the departure time of the same 
fluid element from the entrance boundary xn , in order to reach the position x (in 
region n) at a time t.  
• Generalising equation (3.9), we define Xn(t) as the position reached by a fluid 
element that departs from the entrance boundary of region n at time θn-1 and 
travels at the velocity un(x) . In particular, of course, at the boundaries of region n 
 1 1( ) ; ( )n n n n n nX x X xθ θ− −= =  (3.19) 
From these definitions, the following relationship between these quantities holds 
generally: 
 ( ) 1( ),n n nd X t t θ −=  (3.20) 
Also, there are relationships with the elapsed time function: 
 1( , ) ( , )n n nw x x t d x t− = −  (3.21) 
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 1 1( , )n n n n nw x xθ θ − −− =  (3.22) 
In terms of these, equation (3.15) is rewritten as 
 [ ]12 2 1 1( )( , ) ( , ) ( , )( )





′ ′ ′= −∫  (3.23) 
Note that the quantities w,d,θ and X are all purely kinematical – they only depend on the 
drift velocity field, not on the dynamics of solute transport, and can in fact be defined in 
the absence of any solute concentration. To demonstrate the significance of this, consider 
solute transport in a velocity gradient as in section 3.2 above .  The fact that the 
trajectory of the fluid element that carried the maximum initial solute concentration is 
given by X(t), is a trivial consequence of the definition of X(t) and the choice x0 = ξ . 
However, the fact that the propagating solute peak still produces its maximum at X(t) as 
shown by equation (3.10), is non-trivial – in this case, it might be seen as a direct 
consequence of the fact that the velocity gradient simply compresses or stretches the 
peak in a symmetrical way. 
3.4 Advection in a piecewise constant drift velocity  
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 (3.24) 
and consider once more the initial value problem specified by equation (3.7).  ξ is taken 
to be in region 1 and x1 -ξ >> S, i.e. the peak is sufficiently far upstream from x1 that the 
input gaussian is “essentially” fully localised in region 1. The qualification is necessary 
because of the infinite extension of the exponentially decreasing tails of a gaussian 
distribution.  
Applying the definitions of section 3.3, we have 
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 0 1 1 10 ; ( )x Vθ θ ξ= = −  (3.25) 
 1 1( , ) ; ( ) ( ) ; 1, 2nn n n n n
n
x xd x t t X t x V t n
V
θ− −−= − = + − =  (3.26) 
According to the results of the previous section, the input boundary values for region 2 is 
given by taking the solution of the unbounded initial value problem (as for region 1) at x 
= x1, i.e. equation (3.3) with v0 = V1 , and using equation (3.7) as the initial concentration 
we obtain: 
 21 1 1 1( , ) ( ,0) ( ( ), )c x t c x V t x X t S= − = −G  (3.27) 
Using this expression at x = x1 in equation (3.23) , elementary algebra shows that  
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Notice how the location of the gaussian peak has transformed from X1 in equation (3.27) 
to X2 in equation (3.28). This expression can be further manipulated by using the explicit 






( , ) ( ), Vc x t x X t S
V
⎛ ⎞⎛ ⎞⎜ ⎟= − ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
G  (3.29) 
The implication is that on traversing a velocity step, the concentration peak remains 
gaussian, its location is still given by the kinematical position, but it is either compressed 
or dilated by an amount given by the velocity ratio across the step. This is qualitatively 
similar to the result found in section 3.2  – in both cases deceleration of the flow 
compresses the peak, and acceleration stretches it.  
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It is a gratifying simplification that the peak position once more coincides with the 
kinematical translation of the original concentration peak, although somewhat surprising, 
considering that while the solute plume is penetrating the velocity step there is 
considerable distortion of its shape, as shown in Figure 3-1 . 
 
Figure 3-1. Plots of (a), the 
position dependence of the 
solute concentration for 3 
consecutive times, for  (b) the 
velocity step profile 
 
 
The discontinuity in the concentration (seen for the snapshot where the peak is traversing 
the step)  is a result of flux conservation across the discontinuous velocity step. 
The single step result is easily generalised to multiple steps, i.e. a piecewise constant 
velocity. Since the output from the first step is again a gaussian, the same calculation 
applies when this is used as the input to the second step, and the procedure can be 
repeated for any number of steps.  
A pertinent first example is when a step from V1 to V2 is followed by the reverse step 
back to V1. The velocity ratio factors at the two steps are reciprocal and cancel, so the 
final gaussian is identical to the initial one. This exact reversibility of the drift velocity 
induced change in solute plume shape, when produced by purely deterministic 
advection, is again similar to that commented on in the discussion of a linearly  changing 
velocity. 
In fact, complete quantitative agreement between the two examples of kinematical 
dispersion is demonstrated by considering a sequence of small, identical steps in a 





that becomes exact in the limit where the number of steps is taken to infinity while the 
step size approaches zero. A moment’s consideration shows that the effect of M steps on 
the gaussian standard deviation is given by the multiplier expression 




VV V V V pt
V V V V V
− = =  (3.30) 
where the last equality is a consequence of equation (3.5) where V1 is taken as the 
velocity at (x,t) = (x0,0) and VM as the velocity at the later time t. This exponential 
multiplier is exactly the same as found in equation (3.10) for the continuous linear 
velocity slope.  
3.5 Advection in a  piecewise linear drift velocity 
The piecewise linear velocity profile is defined by taking a different p value (in terms of 
the notation used in section 3.2 ) in every region: 
 1 1
1 1 1 1
( ) ( )
( ) ( )
n n n n
n n n n n
u x V x x p
V u x u x
− −
− − − −
= + −
= =  (3.31) 
As stated above, Vn-1 is simply the drift velocity at the entrance boundary of region n or 
the exit boundary of region n-1 . Combining equations (3.21) and (3.4) with x’ = xn-1 it is 
found that the departure time function is 
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−=  (3.33) 
and substituting equation (3.20) into this we may write 
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 ( ) ( )1 1( ) exp ( )n n n n nu X t V p t θ− −= −  (3.34) 
Then, evaluating the left hand side of this equation by using the first part of equation 
(3.31), it follows that 
 11
( )
( ) 1n nnn n
n
p tVX t x
p
e ϑ−− −⎛ ⎞= + ⎜ ⎟⎝ ⎠−  (3.35) 
The arrival times may be calculated recursively by taking θ0 = 0 in equation (3.22) 
which now becomes 
 1
1






= +  (3.36) 
Equation (3.23) is now applied to calculate the concentration in region n, given that in 
region (n-1): 
 ( )1 1 1( , ) , ( , )( )nn n n nn
Vc x t c x d x t
u x
−
− −=  (3.37) 
This expression is analogous to the first equality in equation (3.28), but evaluating it is 
vastly more complicated than it was for the piecewise constant velocity. The crucial 
point about the structure of equation (3.37) is that on the right hand side, the position 
variable of cn-1 has become fixed, and the position dependence is instead transferred, via 
the d-function, to the time variable.  In principle, what needs to be done is to reverse this 
in order to find an explicit position dependence for cn . In the case of equation (3.28), that 
was relatively simple to do because both dn and Xn were linear functions for the 
piecewise constant velocity. Here, dn and Xn as given in equations (3.32) and (3.35) are 
non-linear and the brute force approach fails. 
To simplify matters we assume for the moment that cn-1 is a gaussian function. Starting 
from a gaussian solute concentration at t = 0, this is justified for n = 2 by the results of 
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section 3.2; for n > 2 the validity of such an assumption remains to be established. 
Combining equation (3.37) with equation (3.10), rewritten in terms of the notation used 
in this section, we have 
 ( ) ( )21 122 1 2
1( , ) exp
( ) 2 exp ( )
n
n n
n n n n n
Vc x t f
u x S p dπ θ
−
− − −
= −−  (3.38) 
where dn is understood to depend on x and t, and we have defined 
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Here, in anticipation of later developments we have applied a subscript to S even though 
for the case n = 2  currently discussed, this is merely relabelling S ≡ S0 where S is just the 
initial standard deviation as in equation (3.7). The exponential and square bracket factors 
in equation (3.39) are labelled Fn and Gn respectively. 
The dependence of f on x and t  is carried by dn, , and the next goal is to reduce this to an 
explicit x-dependence. To achieve that we now embark upon a Taylor series expansion 
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where use was made of equations (3.32) and (3.31). Repeated differentiation yields 
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∏  (3.43) 
Also, the following formula can be derived for the derivatives of Fn : 
 1 2 0








e θ −− −∂ − −= Π ≥∂  (3.44) 
This formula can be confirmed for m = 1 and 2 by direct differentiation, and proved 
generally by induction. To assemble the results into a derivative formula for fn , use is 
made of the identity 
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i i m i
⎛ ⎞ =⎜ ⎟ −⎝ ⎠ is the standard combinatorial coefficient (Dwight, 1971). Taking 
F and G as in equation (3.39), we notice that all derivatives of F contains an m-
independent exponential factor that is the inverse of a similar factor in all derivatives of 
G. Cancelling these, and separating off the i = 0  and i = m term because they contain 0-
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 (3.46) 
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The decision now to be made, is about which point the Taylor expansion of fn is to be 
taken. Taking into account that fn appears in the gaussian exponent, the dominating 
contribution of the gaussian at any given time t , will come from the x-value for which 
fn(x,t) = 0 ; we take the expansion about this point, the peak,  and call it xp . It is clear 
from equation (3.39) that xp will be time-dependent and is the solution of  
 ( )1 1( , )n n p nX d x t x− −=  (3.47) 
Comparing this with equation (3.19) it follows that  
 1( , )n p nd x t θ −=  (3.48) 
But as this is according to equation (3.20) exactly the equation satisfied by Xn , we 
conclude that the Taylor expansion point is given by  
 ( )p nx X t≡  (3.49) 
This means that, at least for the cn-1 factor in the concentration cn given by equation 
(3.37), the peak position is still given by the kinematical translation of the input peak, 
just as was found in all the simpler cases in previous sections.  
Making this particular choice for the expansion point, the m = 0 term in the Taylor 
expansion drops out by definition and so does the last term in equation (3.46) for all 
other m values.  
Consider first just the leading term,  m = 1 , which is particularly simple as the second  
term in equation (3.46) containing the j-summation does not contribute, and it takes the 
explicit form 
 2 1 1
2 1 1 2 2
( ) ( ) ( ) ( )
1! ( ) /
n n n n n n n
n n n n n n
x X t x X t V V x X tf p t
x S V u x V S V
e θ− − −
− − − − −
− − −∂ − −= =∂  (3.50) 
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where use was made of equation (3.33). This expression has a rather similar functional 
form as equation (3.39), except that the x- and t-dependence is now explicit. This 
transformation is analogous to the one leading from equation (3.28) to (3.29) in the 
piecewise constant case, and to express the similarity the following definitions are 
introduced: 
 1 2 1 1 21 2 0
2
( ) , 2 ;n n n n nn n
n
V S pS S e n S S
V
θ θ− − − − −− −
−
−= ≥ ≡   (3.51) 
 11
( )( ) n nn n
p tt S e θσ −− −   (3.52) 
In terms of these, a leading term Taylor approximation to the argument of the 
exponential is  




−− =  (3.53) 
which obviously represents a gaussian peak located at the kinematical position and with 
a time-dependent variance as given by equations (3.51) and (3.53). The nature of the 
variance time-dependence is, in a sense, a combination of the exponential dependence in 
an unbounded linear velocity gradient shown by equation (3.10) , and the velocity ratio 
effect associated with a transition from one region to another, exhibited by  equation 
(3.29). However, note that the symbol Vn is interpreted slightly differently in this section. 
For a piecewise  constant velocity it is the velocity associated with n-th region, but for a 
piecewise linear velocity it is the velocity associated with the n-th boundary. 
Within this leading term approximation, we have recovered a gaussian concentration 
profile in region n and so just as for the piecewise constant case,  the same argument 
applies at each subsequent boundary and for a sequence of M regions it is easily seen 













−= ∏  (3.54) 
which has the same product structure  shown by equation (3.30). This observation, that 
the standard deviation of the concentration plume evolves according to a product of 
factors associated with each region,  will also be encountered in stochastic transport and 
turns out to be a key feature in explaining scale-dependent dispersivity. 
However, we still need to address the effect of further terms in the Taylor expansion. It 
is easily seen that the expression on the right hand side of equation (3.50) can in fact be 
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where we have defined the auxiliary function Q(x,t) that we now proceed to evaluate 
analytically.  
It follows from equation (3.43) that the expression jm
±Π  has the dimensions of [ pm-j ] . 
This means that each term in the square brackets of equation (3.55) has the dimensions 
of [ pm-1 ]. By factoring this out we can express Q as a power series in a dimensionless 
variable, and with dimensionless coefficients. However, the difficulty is deciding 
whether to factor out pn , pn-1 or some linear combination of these. Whichever choice is 
made, the resulting expression will diverge at a zero of the factor chosen, and the only 
remedy is to distinguish three different cases: 
1) Case 1: pn = 0 and pn-1 = 0 . In this case jm
±Π  = 0 for m ≥ 2 and Q(x,t) = 0. 
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2) Case 2: pn = 0 and pn-1 ≠ 0 . In this case we factor out pn-1m-1 , but as it turns out that 
Q(x,t) obtained in this case is just a limiting form of case 3, we only present the 
latter case in detail. 





−=  (3.56) 
and then factor p1m- j out of the product expression to obtain 
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Γ ±Π = ± = ± Γ ±∏  (3.57) 
where Γ represents the standard Gamma-function (Abramowitz & Stegun, 1965) 
satisfying the relation Γ(z)=(z-1) Γ(z-1) from which the last step in equation (3.57) is 
derived. Moving the p-factors extracted from the product functions, out of the square 
brackets in equation (3.55), it is seen that Q can be written as a power series in a new 
dimensionless variable zn : 
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To evaluate the coefficients qm it is useful to notice that equation 3.56 implies that 
11 1
+Π =  , incorporating the ad hoc definition of equation (3.43) and moreover allows the 
previously undefined identification 00 1
−Π = . Using this fact, one recognizes that the 
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 (3.59) 
The last equality is not obvious but was obtained using Mathematica symbolic algebra 
software (Mathematica, 1999). The same software also yields a closed analytical form 
for the power series with the coefficient obtained in (3.59) : 
 1( , ) ( ) 1 (1 ) nrn n n n
n n
Q x t Q z z r z
r z
⎡ ⎤= = − − −⎣ ⎦  (3.60) 
This form allows us to also find the closed form for case 2 above, by analytical 
continuation. The appropriate variable in case 2 is defined as in equation (3.58) but with 
pn  replaced by pn-1 , i.e. Zn = rn zn  ; furthermore, the limit rn → ∞ needs to be taken. 
Performing these operations on equation (3.60) and using the standard result 







⎛ ⎞+ =⎜ ⎟⎝ ⎠  (3.61) 
the following form is found for case 2: 
 1( , ) ( ) (1 )nn n
n
ZQ x t Q Z Z
Z
e−= = − −  (3.62) 
This is identical to that resulting from a direct summation of series analogous to that 
carried through above for case 3. 
To complete the derivation of an explicit expression for the concentration in region n,  
we still need to evaluate the coefficient in equation  (3.38) of the exponential factor. This 
can be done in a similar way by making a Taylor expansion about xp , but the somewhat 
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tedious details are not presented here because the outcome is entirely predictable, given 
by 
 ( )212( , ) exp2nn nf xc x t fπ∂ ∂= −  (3.63) 
This result is inevitable, because the initial concentration of equation (3.7) satisfied the 
normalisation condition 
 ( ,0) 1ndx c x
∞
−∞
=∫  (3.64) 
To conserve solute mass the same condition has to be satisfied at any later time; and 
equation (3.63) achieves that because it allows transformation to a simple gaussian in the 
new integration variable fn . 
To recap, what has been shown so far is that an input concentration that has a gaussian 
spatial distribution in region (n-1), is not gaussian any more after penetrating the 
boundary into region n ; at least, it is non-gaussian in terms of the spatial variable, 
although it may be considered gaussian in terms of a new variable fn  defined by 
equations (3.60) or (3.62) and 





x X tf x t Q x t
tσ
−= +  (3.65) 
To describe this state of affairs we could call the new concentration expression “quasi-
gaussian”.  
There is an analogy to the results obtained for the piecewise constant velocity. There, 
also, we could consider the concentration in region n to be obtained from that in region 
(n-1) by transformation to a new variable; but in that case, the transformation was linear 
and consequently preserved the property of being gaussian. To further demonstrate the 
connection, notice that for rn  = 1, Q(x,t) ≡ 0 and the non-linearity is eliminated. But 
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when rn  = 1 , according to equation (3.56) the velocity gradient is the same in both 
regions, the boundary between them loses physical significance and so a gaussian 
propagation is regained as it should be to maintain consistency with equation (3.10).  
A further conclusion that can be made from this argument is that if the change in 
gradient is small, Q(x,t) will be a  small perturbation and the deviation from a gaussian 
peak shape will be relatively small – another sense in which the concentration might be 
considered quasi-gaussian. Another expression of this idea is that the concentration will 
remain nearly gaussian if Q is close to linear. As a power series in z, this requires that |z| 
<< 1 , because it is seen from equation (3.58) that z is itself linear in x. And from the 
same equation it is seen that |z| may be interpreted as the deviation in fluid velocity at 
position x from that at the peak, expressed as a fraction of the fluid velocity of the peak. 
As only x values within the extent of the peak are significant, small |z| then means that 
the drift velocity should not vary significantly across the width of the peak compared to 
the velocity at the peak itself. So a gaussian approximation should be valid for solute 
plumes that are reasonably localised compared to the scale over which the drift velocity 
varies.  
Conversely, at a stagnation point of the flow, i.e. where un(x) = 0 , the gaussian 
approximation can be expected to break down, and in fact as Q(z) diverges at such a 
point the entire derivation will need revision. This is also intuitively plausible – e.g. , a 
point source of solute introduced at a stagnation point will not be dispersed whatever the 
value of the velocity gradient. Examples of stagnation points can be constructed, but 
would not seem to be relevant for most real solute dispersion problems such as in 
aquifers and will be generally excluded from the discussion here. 
In later chapters, methods to quantify quasi-gaussian deviations of the peak shape will be 
explored in more detail. 
Meanwhile, however, the reality has to be confronted that the emergence of a non-
gaussian peak shape severely complicates the transition from a description of 
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propagation through a single boundary, to the general case of a sequence of such 
boundaries. It is no more possible to re-apply the result derived so far to all subsequent 
boundaries, as was possible in the piecewise constant case. Instead, one has to generalise 
the derivation by assuming that the initial concentration plume is described by a quasi-
gaussian peak. Then, if it turns out that after transmission thorough a boundary between 
piecewise linear regions the concentration is a new quasi-gaussian expression, this 
generalised result could then be applied repeatedly. 
The groundwork for such a calculation has already been laid in choosing the notation 
above to describe regions for arbitrary n , although as it now turns out it the input 
assumption only applies without approximation to the case n = 2. Generalising this 
assumption implies that in equation (3.39) a further factor ( )11 , ( , )n nQ x d x t−+⎡ ⎤⎣ ⎦  is 
multiplied with the Fn and Gn already there.  
This factor may also be subjected to a Taylor expansion about the peak position in order 
to extract its explicit (x,t) dependence. The algebra to do this has been worked thorough 
in the course of the research reported here, but is vastly more complicated than that 
detailed above for Fn and Gn . As the details do not contribute new insights of use in 
subsequent chapters, we merely report the final result that indeed a quasi-gaussian peak 
transmits through a boundary as a quasi-gaussian, and repeated application yields the 
following expression for the concentration in region n resulting from an initial gaussian 
peak in region 1: 
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 (3.66) 
where the Qn are a series of functions of which the first, Q2 , is just Q as defined in 
equation (3.60), while the others cannot be expressed in closed form but remain series 
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expansions of which the coefficients are calculated by appropriate linear combinations 
from those occurring in the series for Q, i.e. (3.59).  
Obviously, actual calculation of the concentration in a multiregion piecewise linear 
velocity becomes rather complicated. However, we note that the product in equation 
(3.66) once more describes a multiplier effect by which effects of subsequent regions 
combine, just as was pointed out in connection with the standard deviation term σn(t) in 
equation (3.66).  
3.6 Conclusions 
The most significant features that emerge from the study of a gaussian concentration 
peak that propagates deterministically through the various examples of a variable drift 
velocity in this chapter, are that 
• The concentration peak stays strictly gaussian in simple cases, but suffers quasi-
gaussian distortions when the velocity gradient changes. 
• The peak position is given exactly by the kinematical translation of the original 
peak position as derived from the drift velocity for the gaussian cases, and at 
least approximately in the quasi-gaussian case. 
• The peak extension, as characterised by its standard deviation around the moving 
peak position, increases if the drift velocity increases, and vice versa.  
• This increase or decrease is in general highly non-linear, e.g. by a constant factor 
at a discrete velocity step or exponential when the drift velocity changes linearly. 
• When the peak traverses several velocity regions in a piecewise constant or 
piecewise linear velocity, the effects on the standard deviation combine by 
multiplying factors associated with each region 
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• One consequence is that stretching or compression of the peak reverses when the 
change in the drift velocity is reversed, and is really just a kinematical 
consequence of solute flux conservation. 
• There is a steep rise in the level of complexity of the mathematical description, 
from a trivial level for a constant velocity to one that is only just tractable for the 
piecewise linear case. 
The last observation indicates that even a deterministic description of solute plume 
evolution in terms of analytical solutions, may not be possible when the velocity 
dependence is given by a general function of position. As the addition of stochastic 
dispersion is bound to further complicate the mathematics, a realistic target for that 
extension of the model will have to be set at a quite conservative level in subsequent 
chapters. 
The analysis also served to establish some notations and mathematical approaches on 
which further chapters are built. One of the most important of these is that the 
description should be keyed to the moving kinematical peak position, such as the 
Taylor expansions about this point which was shown in section 3.5 to yield tractable 
and even simple analytical results for otherwise quite formidable expressions. 
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C h a p t e r  4   
  DISPERSION IN UNBOUNDED DRIFT VELOCITY 
REGIONS 
We now take up the discussion of stochastic dispersion once more, and in this chapter 
address the cases of constant and linear drift velocities, treated for deterministic transport 
in sections 3.1 and 3.2. Extracts from this work were first published in (Kulasiri & 
Verwoerd, 2002), chapter 7. 
4.1 Dispersion in a constant drift velocity 
In section 2.1, we concluded that the stochastic differential equation that describes the 
random path of a carrier fluid element, is given by equation (2.5). From this we need to 
extract the probability density required by equation (2.18), by applying the method as 
shown in detail by the population growth example in Chapter 1, based on the associated 
generator equation of an ID. Equation (2.5) is already in the correct ID form according to 
equation (1.22) provided that we interpret dBt in the latter as a vector, with components 
given by dbn(t,ω). To avoid complicating the argument by having to deal with a vector in 
an infinite dimensional space, we take the pragmatic view that the eigenfunction 
expansion can be truncated after M terms. In this case σ in equation (2.5) is also an M-
dimensional vector, and by comparison with equation (1.22) it is given by 
 ( )0 0 1 1( ) ( ), ( ),..., ( )M Mx f x f x f xσ λ λ λ=  (4.1) 
whereas the drift coefficient in equation (1.22) is simply the scalar function u(x). The 
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which is also a scalar function, and for the second equality we have used equation (2.3). 
Note that in the final result M does not appear any more, so that the expansion can be 
truncated at any large finite M without needing to explicitly solve the eigenvalue 
problem. 
In fact, we see from equation (2.4) that for the covariance kernel that was proposed in 
Chapter 2, C(x,x) reduces to a constant, the value 1. This reflects the assumption that the 
covariance of realisations of the bn(t,ω) processes of equation (2.2) at position x, is the 
same for all positions.  
It is possible mathematically to avoid this assumption by constructing a generalisation 
where the time-dependent Wiener processes, so far assumed to be standard Wiener 
processes, are replaced by generalised Wiener processes defined to allow the spatial 
correlation kernel to be such that C(x,x) is a function of position. The distinction between 
standard and generalised Wiener processes, and their application in this context, is 
discussed in more detail elsewhere (Kulasiri & Verwoerd, 2002). However, as there does 
not seem to be any physical reason to assume this more complicated behaviour, we 
restrict ourselves to the case that C(x,x) = 1.  





1( , ) ( )
2
f fA f x t u x
x x
γ∂ ∂= +∂ ∂  (4.3) 
Bearing in mind that the generator is used to calculate expectation values and 
probabilities as detailed below, the fact that equation (4.3) does not contain any 
reference to the spatial correlation kernel any more, is very significant. It means that 
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while individual realisations of the motion of a fluid element are affected by the 
functional form of the kernel, all such dependence is averaged out when taking 
expectation values over all representations. This is not obvious, and might be quite hard 
to determine from numerical simulations of individual realisations. The ease with which 
this conclusion follows from the potential theory approach is a striking illustration of its 
power. 
As in the population growth example, different questions about the flow can be 
answered by solving the cases A f = 0, A f  = K and A f = ∂f/∂t . The first two of these 
relate respectively to questions about the probability that a fluid element starting from 
the origin reaches a predetermined position, and the expected time for it to do so. 
However, as the results agree with what would be expected from a deterministic model 
we do not dwell on them.  
The third case on the other hand, is the one that eventually yields the probability 
distribution that is needed to implement solute mass conservation.  
In this section we limit ourselves to the case that u(x) is a constant, say v0, as was done in 
section 3.1 for the deterministic case. That would for example apply in the case of a 
constant pressure gradient across a homogeneous porous medium described by the 
Darcy equation, where we would have v0  =  -(κ/ϕ)(dφ/dx).  
To facilitate solution, we transform the generator equation to a new position variable z 





x v t vz Tγ γ= =  (4.4) 
These are, in some sense, also scaling transformations to “dimensionless” parameters, 
but are distinct from the physical scaling that was mentioned at the end of section 2.1 
and used later in this section. Here, we are merely dealing with a mathematical 
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transformation that scales the various terms of the differential equation similarly, i.e. to a 








∂ ∂ ∂+ =∂ ∂ ∂  (4.5) 
In the standard way this partial differential equation is reduced to an ordinary one by 
separating variables in writing 
 ( , ) ( )K T Kf z T e f z
−=  (4.6) 
where K is introduced as a separation constant to be determined. It is easily seen that the 
resulting equation for fK is solved by a simple exponential form, ( ) exp( )Kf z zα= − , 
provided that α is related to the separation constant by  
 212K α α= −  (4.7) 
Finally, revert back to the coordinate pair (x,t). The resulting expression is cast in a 
particularly simple form by making use of the freedom allowed by the fact that K and 
therefore also α are arbitrary constants. Hence we can as well write α in terms of a new 
arbitrary constant a  which is defined by 2 0/a vα γ=  to obtain the solution in the form: 
 
2 21
0 2( , ) a v t a ta xf x t e e γ−−=  (4.8) 
What has been achieved here, is to find a solution of equation (1.26) for the case of our 
solute transport model ID – in fact, due to the arbitrary nature of a, we have found not 
just one but a whole family of solutions. We can now invoke equations (1.25) and (1.27) 
to write down Kolmogorov’s version of the Dynkin equation, just as was done for the 





a X a v t a ttE e e γ−⎡ ⎤ −=⎢ ⎥⎢ ⎥⎣ ⎦
 (4.9) 
To interpret this equation, it is useful to restate it in terms of an operational definition. 
We start with the position x of a fluid element at a time t. From this, we calculate the 
function a xe− . Rather than x just being an ordinary function of t, we allow x to vary 
stochastically as represented by the stochastic process Xt . Then the expectation value at t 
> 0 of the function, taken over all realisations of the process that start from the initial 
value x = 0 at t = 0, is given by the right hand side of equation(4.9).  
This expectation value can be expressed in an alternative way by using a probability 
density. Let Pt(x|x’,t’) be the x-domain probability density that a fluid element known to 
start from x’ at a time t’ , arrives at the target point x at the time t > t’.  Then by 
definition of an expectation value  
 0 ( | 0,0)aX a xt tE e dx e P x
∞ −
−∞
−⎡ ⎤ =⎢ ⎥⎣ ⎦ ∫  (4.10) 






0( | 0,0) av t a ta x tdx e P x e
γ∞ −−
−∞ =∫  (4.11) 
As remarked at the end of section 1.6, a formal approach might be taken to solve it. 
However, we present a more intuitive approach. The first step is to notice that if we 
make an expansion in powers of a on both sides of the integral equation, coefficients 
may be set equal because a is an arbitrary constant. This leads to expressions for all 
moments of the probability density and in particular to the following expressions for the 






x x x tγ
=
= − =  (4.12) 
The notation <x> used here indicates an average over realisations, not an REV average 
as used in Chapter 1. By putting t = 0 in equation (4.11) it is seen that as the equation 
holds for any value of a, we must have P0(x|0,0) = δ(x) . So the solution of the integral 
equation should be a function that starts at t = 0 as a delta-function peak at the origin, 
then develops as a peak centred near v0t and with a variance increasing proportional to t. 
An obvious guess with these properties is a normalised gaussian peak of the form 




⎡ ⎤− −= ⎢ ⎥⎢ ⎥⎣ ⎦
 (4.13) 
Indeed, if we substitute equation (4.13) into (4.11), complete squares in the exponent and 
then perform the integration by use of equation (2.21) it is seen that (4.13) is an exact 
solution. If the time and space origins are shifted to a different position, it is clear that 
the probability distribution can still only depend on the difference between the source 
and target point coordinates, and rewriting in terms of the gaussian notation this 
becomes. 
 ( )20( | , ) ( ) ( ), ( )tP x x t x x v t t t tγ′ ′ ′ ′ ′= − − − −G  (4.14) 
The probability density required for calculating the solute concentration according to 
equation (2.18) is similar to that of equation (4.14), but not identical in principle. For the 
former, it is the target point (x,t) that is fixed and we specify the probability for a source 
point (x’,t’); but in (4.14) it is the other way around.  
The relationship between these and other related probability densities will be explored in 
detail in the next chapter. To avoid interrupting the derivation, we simply adopt the 
result here that the functional forms of Pt(x|x’,t’) and Pt’(x’|x,t) are the same for the case 
of a constant drift velocity and leave the proof until later. 
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Under this assumption, the concentration at a later time is calculated by using equation 
(4.14) in (2.18), given any initial concentration. The simplest case is when we only have 
a point source of solute that adds a unit mass of solute to the flow at the point x = ξ, i.e. 
we take ( ,0) ( )c x xδ ξ= − . It is trivial to see that this leads to 
 ( )20( , ) ( ),c x t x v t tξ γ= − +G  (4.15) 
In other words, the delta-function initial concentration peak develops into a gaussian 
peak that moves at the constant speed v0 , and spreads, with a variance that increases 
linearly with time, as illustrated in Figure 4-1.  
The curves in the figure represent “snapshots” of the concentration profile at three 
consecutive times, with a positive value for v0, i.e. the flow direction is to the right.  
 
Figure 4-1 Time development 
of an initial delta-function 
concentration peak in a 
constant drift velocity. 
 
If we use the same gaussian initial condition, equation (3.7), that was used for the 
advection examples, evaluation of equation (2.18) becomes a little more complicated but 
can be done by applying the gaussian convolution formula (2.20) with the result that 
 ( )2 2 0( , ) ( ), ; ( )c x t x X t S t X t v tγ ξ= − + = +G  (4.16) 
This expression is closely related to that obtained when using the gaussian initial 
condition in equation (3.3) – it merely adds a linear time increase to the variance. Also, it 
is entirely consistent with equation (4.15), from two distinct points of view. Firstly, 
putting S = 0 obviously reduces (4.16) to (4.15). But secondly, starting with a δ-function 







intermediate point t1 , the concentration at t1 will be a gaussian according to (4.15); and it 
is easily seen that its subsequent development up to time t according to (4.16) is identical 
to that specified by equation (4.15) applied to the entire interval. 
This argument may also be reversed, by stating that for any gaussian initial concentration 
in a constant drift velocity, a virtual time development may be extrapolated back into the 
past up to an earlier moment t0 = -S2/γ2 at which it was a δ-function, and no further back. 
It will be seen later that t0 is an important parameter in the mathematical description of 
dispersion. 
Before proceeding to make direct connection to physical observations, we need to 
remember that the variables in equation (4.16) are still scaled variables. The scaling 
constants ℓx and ℓt are to be chosen to reflect the physical mechanisms that cause 
stochasticity. In our approach, stochasticity is used to model the deflections of fluid flow 
by pore walls. Individual displacements suffered by a fluid element when it hits a pore 
wall has to be on the scale of a pore diameter, and time intervals between deflections on 
the scale of the time it needs to traverse a pore. Therefore, it is plausible that ℓx should be 
of the order of a typical pore diameter, and that ℓt is chosen as ℓx/v0. Having already 
introduced the correlation length b in equation (2.4) as a pore scale constant, it is 
consistent to use that also here for the length scale. That leads to the conclusion that if 
equation (4.16)  is rewritten in terms of ordinary unscaled laboratory coordinates, it takes 
the form 
 ( )2 2 0( , ) ( ),c x t x X t S bv tγ= − +G  (4.17) 
The variance of this concentration, about its uniformly translating peak value, is given 
by 
 2 2 2 0( )t S bv tσ γ= +  (4.18) 
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This linear time growth of the variance is exactly the same behaviour that was found for 
the solution of the ADE equation in section 1.2, and in fact equation (1.16) identified the  
coefficient of this growth as twice the dispersion coefficient D .  
Some interesting conclusions can be drawn from the comparison: 
• The microscopic stochastic model agrees with the macroscopic ADE equation 
for the case of a constant flow velocity. 
• By comparing equations (1.16) and (4.17) we can write the macroscopic, 
empirically defined dispersion coefficient in terms of the parameters of the 
microscopic model: 
 21 02D bvγ=  (4.19) 
• The fact that the dispersion coefficient is proportional to the flow velocity 
follows in a natural way from the stochastic model. By contrast it was merely an 
empirical assumption in the macroscopic theory, as embodied in equation (1.10) . 
• The dispersivity 212 bα γ= is also obtained here in a natural way as a length on 
the scale of the pore diameter, again in agreement with work based on the ADE 
equation done by (Bear, 1972) and (Rashidi et al., 1996) and discussed in more 
detail in section 1.3. 
• In the case of the ADE equation, the dispersion coefficient D is the fundamental 
empirical parameter and it is a consequence of the equation that a gaussian 
concentration plume remains gaussian but spreads in a way characterised by D. 
In the stochastic model, there is no dispersion coefficient as such but we can 
determine an effective value for it by reversing the argument. We start with a 
gaussian plume, calculate its time evolution and then extract a coefficient for the 
linear growth of the variance with time.  
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That is only really plausible in a case like the one we discussed here where the 
variance of the gaussian does grow in a linear fashion. Any other time 
dependence would reduce this procedure at best to an approximate one, where 
we might determine an effective D value, but which changes with time. At a 
more fundamental level, however, one could conclude from such a situation that 
the concept of dispersion as a phenomenon that is similar to diffusion, only on a 
larger scale, is flawed.  
If the Fickian description of dispersion contained in the ADE equation holds, the two 
definitions of the dispersion coefficient are consistent. The work in this section shows 
that the stochastic model supports such consistency in the case of a constant flow 
velocity.      
However, more generally it does not necessarily follow that a dispersion coefficient 
obtained from variance measurements can consistently be used in the ADE equation. 
One would first have to show that the more detailed predictions of the ADE equation, 
such as the retention of an initially gaussian concentration profile, but with a linear time 
dependence of the variance, also hold. For example, one might hypothetically picture a 
more complicated relation between the solute flux and the concentration gradient that 
causes the shape of the profile to change away from a gaussian one but leaving the 
variance unchanged. Then the variance based or “global” value of the dispersion 
coefficient would be zero while on a local scale there is still dispersion manifested by 
solute flux in response to a concentration gradient. 
The discussion above raises some interesting philosophical points about the relation of 
the stochastic dispersion model to diffusion. As explained after equation (2.11), in 
setting up the model that we solved above, ordinary physical (i.e. molecular scale) 
diffusion has been left out deliberately – but the final result, that a momentary point 
source develops into a spreading gaussian, is in fact exactly what one expects from 
ordinary diffusion. From a mathematical perspective, this is not surprising; diffusion is 
after all the prototypical SDE phenomenon and the methods we used, based on ID’s and 
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Dynkin’s equation, are in fact mathematical generalisations of diffusion  theory. From a 
physical perspective, one might say that molecular diffusion results from stochastic 
displacements of individual solute molecules, as a result of molecular collisions 
(Brownian motion), and this is indeed very similar to our dispersion model where we 
have displacements of macroscopic fluid elements as a result of collisions with pore 
walls.  
There are two striking differences, though. Firstly, the spatial scale is much larger, 
leading to a dispersion coefficient that can be orders of magnitude larger than the 
diffusion coefficient. And secondly, in dispersion the time scale (i.e., the interval 
between collisions) is determined by the average fluid flow velocity, while in diffusion 
the time scale is determined by the fluid density, temperature, etc.  
For a constant flow velocity u the close connection between dispersion and the velocity 
only manifests in the fact that the dispersion constant is proportional to u, and we might 
describe this as a diffusion-like or “diffusive” dispersion behaviour.  There are more 
profound consequences for dispersion when u changes. That is the subject of the next 
section. 
The main results of this section were first presented at a workshop on stochastic models 
(Verwoerd & Kulasiri, 1999), and subsequently reported in the research literature 
(Verwoerd & Kulasiri, 2003). 
4.2 Dispersion in a flow with a constant velocity gradient 
 
Applying the same model as before to study dispersion in a flow with a variable flow 
velocity, we need to go back to equation (4.3) and would ideally like to solve the 
generator equation for an undetermined u(x) . Unfortunately it is not possible to find an 
analytic solution to the generator equation in this general case.  
Of course, for any particular u(x) determined from some appropriate model of the fluid 
flow, it would in principle be possible to find a solution to the generator equation 
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numerically. However, the previous section shows that the solution of the generator 
equation only yields an auxiliary function, from which the probability density needs to 
be extracted by solving an integral equation that is constructed using the auxiliary 
function. Following this route, the integral equation would also have to be solved 
numerically; and then finally, the concentration calculated by numerical integration of 
the solute conservation integral. Apart from possible numerical pitfalls along the way, 
this approach does not appear likely to yield any insight into the mechanisms of 
dispersion in a variable flow. For this reason, we restrict ourselves instead to a case 
where u(x) is simple enough to still allow all three of the listed steps to be done 
analytically, as was done for the constant flow. 
The assumption made is the same one used in section 3.2, a linear increase of drift 
velocity with position: 
 20 0 0 0( ) ( ) ( )u x v p x x v x xμ= + − = ± −  (4.20) 
where either p or μ2 represents the velocity gradient, and the second form just facilitates 
some intermediate steps where it turns out that the algebra depends on whether the flow 
accelerates or decelerates.  
We put equation (4.20) into the generator equation (4.3) and once more transform to 
scaled position and time coordinates; this time the appropriate definitions are   
 ( )2 20 01 ( ) ;z x x v T tμ μμ γ= ± − + =  (4.21) 
The definitions of scaled coordinates are slightly different for accelerating flow (the + 









∂ ∂ ∂± =∂ ∂ ∂  (4.22) 
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4.2.1 Solution of the generator equation according to  standard theory 
The same substitution as before, equation (4.6), is used to separate variables and leads to 








d f dfz K f z
dz dz
± + =  (4.23) 
Equation (4.23) may be recognised as an example of the  hypergeometric equation 
(Morse & Feshbach, 1953) and it has a pair of independent solutions that can be 
expressed in terms of confluent hypergeometric functions or Kummer functions, 
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Reference to a compendium of special functions (Abramowitz & Stegun, 1965), table 
13.6, shows that Kummer functions with the special values 1/2 and 3/2 for the second 
argument in fact reduce to Hermite polynomials if the first argument is a negative 
integer. As K is still an arbitrary separation constant, we can choose values for it to 
satisfy this requirement.  
Considering first the decelerating flow (lower sign) case, it is seen that any even, 
positive integer value of K will be appropriate for the first solution in equation (4.24), 
and odd integers for the second. In this way both sets of solutions may be collected 
together and written as 
 
21
2( , ) ( ) , 0,1, 2,3...znTn nf z T e e h z n
− −= =  (4.25) 
where we have introduced the orthonormal functions hn(z) defined in terms of the 
Hermite polynomials Hn(z) (Abramowitz & Stegun, 1965) by 
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 ( ) 1 212 2( ) 2 ! ( )znn nh z n e H zπ − −=  (4.26) 
The hn(z) are sometimes referred to as Weber or parabolic cylinder functions and are 
orthonormal on the z-interval (-∞,∞). They form a complete basis, which is expressed 
mathematically by the closure relation 
 ( ) ( ) ( )n n
n
h z h y z yδ= −∑  (4.27) 
For the case of accelerating flow (the upper sign in equation (4.24) ) a similar set of 
manipulations can be done but in this case it is first necessary to extract a factor exp(-z2) 
by applying the Kummer transformation ((Abramowitz & Stegun, 1965) , 13.1.27 ) 
given by ( , , ) ( , , )zM a b z e M b a b z= − − , in order to ensure that a real argument for the 
Hermite polynomials is obtained. The final result is 
 
21
2( 1)( , ) ( ) , 0,1, 2,3...zn Tn nf z T e e h z n
−+ − += =  (4.28) 
At this point the generator equation has been solved and we have arrived at the 
equivalent of equation (4.8) in the previous section. Following the same logic invoking 
Kolmogorov’s version of the Dynkin equation, we are now led to the following integral 
equation corresponding to (4.11) : 
 
21
2 ( 1)( ,0) ( | ,0) ( )z n Tn T ndx f z P z z e h z e
∞ ′−+ + − +
−∞
′ ′=∫  (4.29) 
where z’ is the scaled starting position of the fluid element. This integral equation is easy 
to solve by multiplying both sides by hn(y), summing over all n and applying equation 
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∑  (4.30) 
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Having found fully specified expressions for the probability density for both accelerating 
and decelerating flows, it might be expected that it is a routine matter to use these in an 
equation like (2.18) to calculate the evolution of an input concentration profile. 
Unfortunately, it turns out that the solution found is not very useful for practical 
calculations. One problem with equation (4.30) is that it is hard to see any connection 
between either of those formulas and the gaussian expression found for the constant flow 
probability density in equation (4.14); and after all, both of them must reduce to the 
constant flow case as μ → 0 .  
More seriously, there are convergence problems even for a simple calculation of the 
moments of the probability distribution. For the  case of P - i.e. deceleration, moments 
can be calculated, but for P + the additional factor exp(z2) gives rise to a divergent 
integral inside the summation over n. Obviously the final result cannot diverge, so the 
problem is that the summation has to be carried out before the integration. Unfortunately 
however standard mathematical tables do not list a formula for a sum over products of 
Hermite polynomials and exponential factors as they appear in equation (4.30), nor does 
Mathematica or other symbolic algebra computer packages give any result for this, 
suggesting that a calculation of this sum has not been performed before.  
Finally, even for numerical work, expansions in terms of Hermite polynomials, which is 
what (4.30) is, can be very slow to converge. This applies in particular to the case under 
consideration, since in the limit as T → 0 we know that the probability density must 
reduce to a Dirac delta function. The fact that it does so is manifestly clear from equation 
(4.30) by application of the closure equation (4.27), but numerically plotting the left 
hand side of the closure relation soon convinces one that truncation of the series at any 
reasonable value of n gives a very poor representation of the sharpness of a delta 
function peak. 
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4.2.2 Alternate solution of the generator equation 
We are faced with the situation that while the standard procedures for solving the 
differential equation and manipulating the resulting special functions give a perfectly 
good formal solution, it is not of much practical use and something more creative is 
called for. The following derivation of an alternative solution constitutes a major 
breakthrough in this project, as it produces a compact analytical expression that allows 
exact calculation of the solute concentration integrals for linearly accelerating or 
decelerating flow. Moreover, the relationship to gaussian solute profiles is restored and 
this makes it possible once more to express the behaviour of the dispersivity in a way 
that relates to simpler flow patterns and to the observed scale dependence. 
A key element in the derivation, is the generating function for Hermite polynomials, 
given as ( (Abramowitz & Stegun, 1965), equation 22.9.17) : 
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e − =∑  (4.31) 
Consider first the decelerating flow case. Substituting equation (4.26) into (4.30) we may 
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Consider a power series in an indeterminate variable a, using the same coefficients pn : 
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Here, the second step follows by application of equation (4.31). Now, we rewrite the left 
hand side of equation (4.33) as 
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∑∑ ∫  (4.34) 
where the second step follows from the orthogonality relation of the hn(z) . Next, we 
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Finally, setting the right hand sides of equations (4.33) and (4.35) equal, we obtain 
 
2 21
4 (1 )( | ,0)
T T
T
a z e a ea zdz P z ze e
∞ −−
−∞
−′− + −− ′ =∫  (4.36) 
This is an integral equation that is very reminiscent of equation (4.11), and by 
comparison with how that equation arose from the Dynkin equation for constant flow a 






T Ta z e a e
f z T e
− −− + −− =  (4.37) 
Direct substitution of equation (4.37) into (4.22) confirms that is indeed a solution of the 
generator equation.  
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Unlike the case of the Hermite polynomial solution, this solution does not allow the use 
of a closure relation to solve the integral equation. Instead, we model its solution on the 
one obtained for constant flow using completion of squares, by assuming a quadratic 
exponential form  
 
2( )( | ,0) B z CTP z z Ae
− − +′ =  (4.38) 
where A,B and C are terms independent of z. Substituting this expression in (4.36), 
completing squares and performing the integral by use of equation (2.21) leads to 
exponential expressions on both sides of the equation. Because the variable a that occurs 
in the exponents on both sides is arbitrary by definition, coefficients of powers a may be 













′⎛ ⎞− −′ = ⎜ ⎟−− ⎝ ⎠
 (4.39) 
For the case of accelerating flow, instead of equation (4.32) we write 
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( | ,0) ( )z TT n n
n
P z z e e p H z′+ − −′ = ∑  (4.40) 
with pn still defined as in the second part of (4.32). Repeating the manipulation of the 




41( ) ( | ,0)nn T
n
a z az T zp a dz P z z e eπ
∞ +
−∞
− −′ + −′− =∑ ∫  (4.41) 
and putting this equal to the right hand side of equation (4.33) yields the integral 
equation  
 
2 2 22 1
4 (1 )( | ,0)
T T
T
T z a z e a ez a zdz P z ze e
∞ −+
−∞
−′ ′− − − + −− − ′ =∫  (4.42) 
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By inspection of this integral equation, the form guessed for the solution of the generator 




2 2 2(1 )
( , )
T TT z a z e a e
f z T e
− −− − − + −+ =  (4.43) 
Applying a similar strategy as for the deceleration case, of assuming a quadratic 
exponential form and then determining the constants such that the integral equation is 








z z eP z z
eeπ
+ ′⎛ ⎞− −′ = ⎜ ⎟−− ⎝ ⎠
 (4.44) 
 
The two distinct probability expressions may be collected together in a single expression 
by including the sign of the velocity gradient in the definition of the scaled time 
parameter T . In other words, also allowing for an arbitrary time origin, redefine T as 
 ( ')T p t t= −  (4.45) 
in which case  




z z eP z z z z e e
eeπ
± ′⎛ ⎞− −′ ′= = − ± −⎜ ⎟± −± − ⎝ ⎠
G  (4.46) 
 
4.2.3 Mathematical relationships  
It is quite surprising that a gaussian form of the probability density is regained in 
equation (4.46), bearing in mind the far more baffling form resulting from the 
hypergeometric solution given by equation (4.30) . On the other hand it is gratifying that 
this happens because equation (4.14) showed a gaussian probability density in the 
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constant velocity case  and surely something similar must be obtained at least when the 
velocity gradient is small. 
This remark has a quite significant implication. It is clear (physically, if not 
mathematically) that the probability density is unique, and therefore the two parts of 
equation (4.30) must  be merely orthogonal polynomial expansions of equations (4.44) 
and (4.39) respectively. Considering the first of the pair of equations that specify PT+, 






















′ = −∑  (4.47) 
This relationship does not appear to be known in the mathematics literature. 
The equivalence of the second pair of equations, those for PT- , is also guaranteed by 
equation (4.47). To see that, note that equation (4.30) implies   
 
2 2
( | ,0) ( | ,0)T z zT TP z z e P z z
′− − + +′ ′=  (4.48) 
Multiplying equation (4.44) through by the factor exp(T-z2+z’2) and making use of the 
identity 
 









′ ′− − ′≡ − +− −  (4.49) 
shows that equation (4.48) also holds for the gaussian forms of PT± . It follows that 
extracting  the factor exp(T-z 2+z ’ 2) from the second equation in (4.30) once more yields 
equation (4.47).  
It is instructive to see how the limit in equation (4.47) is approached, i.e. when the series 
is truncated at consecutively larger index values N, how well the partial sums represent 
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the  limiting function on the right hand side of the equation. In figure 6.5, we show some 
plots of this comparison where the exponential expression is drawn as a continuous line 
and the partial sum as dashed line. Both functions are plotted as functions of z, for the 
fixed values z ’ = 1 and T = 2 . From equation (4.47) it is clear that the limiting form is 
just a gaussian peak if T is fixed, and the plots show that the partial sum represents the 
peak quite accurately for small values of |z|, but deviates drastically outside the range. As 
more terms are added to the sum the usable range is extended, but clearly large values of 
N are needed to give an acceptable representation over the full extent of the peak. The 
situation becomes worse if T is increased, because as is clear from the exponential form 
the position of the peak value is at Tz z e′= which rapidly shifts to larger z values as T 
increases. 
Figure 4-2 The double 
Hermite expansion truncated 
at various values of N, 
compared to the gaussian 





The numerical comparison gives added support for the correctness of equation (4.47) 
and hence the probability density expressions from which it is derived.  
It was pointed out above that there is a correspondence between the constant velocity 
and constant gradient solutions in that both probability densities are gaussian. This 
correspondence extends also to the peak position of the gaussian. It is clear in equation 
(4.14) that given a source point (x’, t’), the gaussian peaks at a time t at the deterministic 
target point x = x’+v0(t-t’) . This relationship is not so clear in equation (4.46), but 
follows by realising that the analogous deterministic target point in the constant gradient 
flow is obtained by setting w(x,x’)=(t-t’) in equation (3.4) and solving for x ; when the 








































variable transformation of equation (4.21) is applied to both x and x’ related in this way, 
the result  is 
 Tz z e′=  (4.50) 
In other words, the peak position of the gaussian in equation (4.46) is merely the 
deterministic position expressed in the transformed dimensionless coordinates.  
Further confirmation comes from evaluating the mathematical limits of equation (4.46) 
in cases where the probabilities are known from other considerations: 
• The zero time limit 
In the limit T→0, the right hand side reduces to a zero variance normalised gaussian, i.e. 
the Dirac delta function δ(z-z’) . This just expresses the fact that displacement of the 
fluid element is continuous. 
• The deterministic limit 
This is obtained by letting γ→0 , but in this limit the variable transformation (4.21) 
becomes singular so that we have to transform back to the original (x,t) variables before 
taking the limit. As shown in the discussion of equation (4.50) the position of the peak is 
the deterministic one, while the variance of the gaussian once more becomes zero when 
γ→0  to yield a δ-function, and so equation (3.1) is regained.  
• The constant flow velocity limit  
When p = 0, the variable transformation is again singular and we first need to revert 
from (z, T) to (x , t). Note that  
 ( ) ( )(
0 0
lim 1 lim 1 ( )nT np t t
p p
e e np t t′−→ → ′− = − = −  (4.51) 
Substituting equation (4.20) and (4.21) and using this limit it is found that   
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 ( ) [ ]2 2020lim ( ) ( )Tp pz z e x x v t tγ→ ′ ′ ′− = − − −m  (4.52) 
Writing out the exponential term in the gaussian of (4.46), and applying equation (4.51) 
to the numerator in the argument of the exponential as well, it is seen that the factor p 
cancels and the expression reduces to the one in the constant velocity gaussian given by 
(4.14) . To complete the derivation the limit needs to be taken in the normalisation 
prefactor of the gaussian as well, and for this it is noted that a factor p is also contributed 
by the integration variable, dz = (p/γμ)  dx . The final result is 
 
( )200lim ( | ,0) ( ) ( ), ( )
( | , )
Tp
t
P z z dz x x v t t t t dx
P x x t dx




which demonstrates complete correspondence between the two probability densities. 
4.2.4 Evolution of a gaussian concentration profile 
 
Before the time dependent concentration can be calculated, we still need to transform the 
target-point probability density P(z |z’,0) found above, to the source-point density P(z’ 
|z,T). To simply assume these equal, as was done for a constant velocity, does not work 
here because (for either the accelerating or decelerating case) 
 
 ( | ,0) 1 ; ( | ,0) TT Tdz P z z dz P z z e
∞ ∞ −
−∞ −∞
′ ′ ′= =∫ ∫  (4.54) 








′−= ± −  (4.55) 
Formulated verbally, the first equation in (4.54)  expresses the fact that given the 
presence of a fluid element at the source point (z’,0) fluid mass conservation ensures that 
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it must be found at some target point z at the later time T; so summing the probabilities 
over all possible target points gives 1. On the other hand, if we select any target point z 
at random, there is no guarantee that there exists a source point from which a fluid 
element will proceed to z – it is logically conceivable that some points are unreachable, 
and in such a case summing probabilities over all source points will give 0. The second 
equation in (4.54) shows that indeed for a changing flow velocity this probability sum is 
not 1.  
However for equation (2.18), a different conditional probability is required, one for 
which it is given that a fluid element arrives at the specified target point (z,T). In that 
case, it must have come from somewhere at T=0; so summing this probability over all 
possible source points must once again give 1. Multiplying the second equation in (4.54) 
by eT shows that the density that fulfils this requirement, is given by  
 ( )210 2( | , ) , ( 1)T T TP z z T e z z e e± ′ ′= − ± −G  (4.56) 
A more formal derivation of this result will be given in the next chapter.  
For use in equation (2.18) , (4.56) is transformed back to the physical coordinates (x,t) 
and combined with the initial concentration (3.7) and drift velocity (4.20). The resulting 
integrand is complicated, but a moment’s consideration shows that the terms in the 
exponent contributed by the concentration and the probability are both quadratic 
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where A,B and C are complicated expressions but independent of x’ .  Squares in the 
exponent are completed by transforming to an integration variable / 2Y x B A′= + , in 
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⎧ ⎫⎛ ⎞= − − − + −⎨ ⎬⎜ ⎟⎝ ⎠⎩ ⎭∫ ∫ (4.58) 
In each of the initial value and probability density gaussians, the coefficient of x’ 2 is 
negative, and so A > 0. Therefore the second integral in the curly brackets vanishes 
while the first reduces to / Aπ  .  
All that remains at this point is to construct the detailed expressions for A,B and C and 
simplify the combinations of these terms that occur in (4.58), a task best accomplished 
by the use of symbolic algebra software. As done after equation (3.7) in the deterministic 
case, we take x0 = ξ to simplify the algebra. The result obtained from Mathematica is as 
follows, expressed in terms of the auxiliary variable 2 2/φ γ μ=  that we might refer to as 
a stochastic speedup ratio : 
 ( )2 2 212( , ) ( , ) ( ), ( 1)T Tc x t M x T x X T S e eφ= − ± −G  (4.59) 
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± −= ⎡ ⎤± −⎣ ⎦
 (4.60) 
Clearly, the propagation of a concentration plume is much more complex in an 
accelerating flow than in the constant flow velocity previously discussed. Even so, one 
can relate several of its features to those of constant velocity dispersion. Most striking is 
that as before there is a gaussian peak and it also remains centred on the deterministic 
trajectory X(t), as was the case for both equation (3.10) (accelerating flow, no dispersion) 
and equation (4.17) (constant velocity, with dispersion). The main difference is that here 
the variance of the gaussian is given by 
 2 2 2 212( ) ( 1)
T TT S e eσ φ= ± −  (4.61) 
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In the deterministic limit, γ→0, so φ→0 and only the first term remains, in agreement 
with equation (3.10). This means that the first term represents kinematical dispersion 
while the second one represents the intrinsic stochastic dispersion. Indeed, in the 
constant velocity limit p→0 it is seen that the intrinsic dispersion term reduces to the 
diffusive dispersion expression (4.17) as it should.  
The modulation factor by which the gaussian is multiplied can also be simplified further. 
Bearing in mind that with the choice made for x0  we have u(ξ)=v0 , it follows from 
equation (3.9) that 
 ( ) ( ) ( ( ))Tu e u x p x X Tξ = − −  (4.62) 





( 1) ( ( ))( , ) 1
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± − −= −  (4.63) 
Physical scaling should in principle also be restored to the results of this section as it was 
done at the end of section 4.1, but that is left as an implicit understanding in order to 
keep the algebra as simple as possible. 
A brief account of the results of this section was presented as a conference contribution 
(Verwoerd & Kulasiri, 2002). 
4.3 Discussion and conclusions 
The main result of the first section of this chapter is that dispersion in a constant drift 
velocity is diffusive, in agreement with ADE theory. This agreement serves to validate 
the stochastic model. In addition, the result establishes a baseline against which the 
effects of a changing drift velocity as derived in section 4.2 can be compared. An 
important feature in this comparison is that both sets of results are exact, analytical 
results, so that there is no ambiguity left by the effects of approximation. In this light, a 
  118
rather detailed interpretation of the behaviour of the initially gaussian concentration peak 
as it propagates in an accelerating flow, can give considerable insight in the synergetic 
relationship between dispersion and changes of drift velocity. 
Consider first the behaviour of the modulation factor M at a fixed time value. For x at the 
(moving) position of the peak we see from equation (4.63) that it has the value 1. 
Provided that there is no stagnation point (i.e., u(x)=0 ) in the x-interval under 
consideration, a case which is not generally of physical interest and was excluded from 
consideration already when discussing deterministic flow, both the numerator and 
denominator of the second term vary linearly as we move away from the peak and so the 
value of M will only change slowly with x – in particular compared to the gaussian 
which falls away exponentially to either side of the peak. Also, note that deviations of M 
from 1 are proportional to the velocity gradient, so they are absent for a constant flow 
and a strictly gaussian peak shape is recovered in that case.  Generally it is reasonable to 
describe the concentration peak as still essentially gaussian, but with a moderate time 
varying modulation. The explicit time variation in equation (4.63) will largely cancel 
between the numerator and denominator. However, there is also an implicit time 
variation caused by the velocity factor in the numerator. As the peak position shifts to 
the right with increasing time, the x-values at which u(x) is evaluated increases as well. 
That will tend to extinguish the modulation with time for an accelerating flow, while for 
decelerating flow a slow increase will result. 
The most striking qualitative feature of the modulation is that it is asymmetric, because 
the second term in equation (4.63) undergoes a sign change when x is taken through the 
peak value at X(T). So flow acceleration causes the dispersion peak to become skewed, 
because values on one side of the peak is enhanced by the modulation and reduced on 
the other side; the direction of skewing will be backwards for acceleration and forwards 
for deceleration. Once more no drastic effect is expected because the numerator and 
denominator changes in a coordinated way.  
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In fact, on actual numeric plots the skewing is hard to recognise visually. Nevertheless 
the phenomenon is significant in principle, because it is an example of the fact that 
dispersion in the presence of a velocity gradient is different from merely superimposing 
stochastic variation on the deterministic evolution. It was shown in equations (3.10) and 
(4.17) that taken separately, the effects of flow acceleration and dispersion produce 
perfectly symmetric gaussian concentration peaks; and yet we find here that together 
they give rise to a skewed, quasi-gaussian peak. This is another demonstration of the 
essential difference between SPDE’s and the mere addition of random effects to a 
deterministic differential equation, that was discussed in some detail in Chapter 1 in 
connection with the population growth model. 
The same point is made in a more dramatic fashion by considering in more detail the 
time behaviour of the plume variance given in equation (4.61).  Separately, stochastic 
dispersion produces a variance that increases linearly with time (equation (4.18)) and 
flow acceleration gives an exponential increase (equation (3.10) ).  
 
 
Figure 4-3 Gaussian plume 
variance  in changing flow 
velocity. Solid lines show 
diffusive and kinematical 
effects only; dashed line is 
total dispersion for 
accelerating, and dotted line 




Together, this same exponential increase is present as the first term in equation (4.61), 
but in addition the stochastic term also acquires its own exponential time dependence. 




between dispersion and the flow acceleration, which is described by the full SPDE 
treatment. 
The extent of the interaction may be judged by inspecting the plot in Figure 4-3. It shows 
the calculated plume variance according to equation (4.61) in accelerating flow as a 
dashed line and in a decelerating flow as a dotted line. For comparison, the two solid 
lines show the result that would be obtained by superimposing a linear (diffusive) 
dispersion on two kinematical dispersion rates, for the same acceleration and 
deceleration rates respectively. The relatively small separation of the solid lines shows 
that for the parameters chosen for the plot, kinematical dispersion is quite small 
compared to the diffusive effect that would hold in a constant flow regime over the same 
time interval. Nevertheless, the interaction of this small kinematical effect and the 
dispersion produces a much larger final effect, enhancing dispersion for acceleration and 
suppressing it for deceleration.  
The non-linear time dependence is also very significant from the point of view of 
traditional models of solute transport. Ideas mentioned previously about the usefulness 
of the concept of dispersivity, can be given more concrete expression here. One might 
formally extract a time dependent dispersivity expression by taking the time derivative 
of equation (4.61), but it does not reduce any more to a pure materials property that 
describes the porous medium, as it did for the constant flow expression discussed after 
equation (4.19). Instead, not only time, but also other variables such as the initial plume 
extension represented by S and the velocity gradient p that may at least partially be 
determined by the flow geometry, occur. It is more consistent to concede that when the 
flow velocity varies the Fickian model of dispersion is not adequate any more, and has to 
be replaced by a more complex model to describe the evolution of a contaminant plume, 
and that is exactly what equation (4.61) does for the case of linear acceleration. 
On the other hand, if we do maintain the definition of dispersivity for the sake of 
comparison with the traditional description, the fact that it becomes time dependent 
opens the way to an explanation of the “scale dependence” observed in practical 
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dispersivity measurements, as was discussed in Chapter 1. When the spatial scale of an 
experiment is increased, the time interval over which dispersion is observed also 
increases, and so scale- and time dependence are just different ways to describe the same 
phenomenon. 
Nevertheless, the connection to the observed scale effect is still quite tenuous. The 
mathematical treatment in this section applies to a semi-infinite range of linearly 
increasing flow velocity, limited only on one side by the presence of a stagnation point. 
This is not a physically realistic situation. That is clear, for example, from the presence 
of exponential growth for a positive acceleration, which was found in both the 
deterministic and stochastic solutions. Obviously such exponential growth in any 
physical quantity is physically sustainable only over a limited spatial or time range. 
Indeed, the physical examples discussed in section 2.8 show a linear velocity profile 
only over comparatively short spatial intervals. And in the physically realistic situation 
where there is a stable average flow velocity over larger scales, one would expect that 
intervals of velocity growth would alternate with intervals where the velocity decreases, 
i.e. velocity fluctuation rather than a sustained velocity growth is physically relevant.  
The observation that one can make from Figure 4-3 that dispersion tends to be enhanced 
by acceleration and suppressed by deceleration, suggests that a key issue is whether 
these effects cancel over the extent of a fluctuation. If so, the ADE-type approach where 
it is assumed that dispersion may be described in terms of an average flow velocity 
should be in order; but if not, additional effects from fluctuations will change the 
dispersion behaviour and might give rise to the observed scale effects.  
In Chapter 3 it was demonstrated that the kinematical component of the dispersion is 
reversible, and indeed cancels over the extent of a fluctuation (see discussions of 
equation (3.10) and of multiple steps in section 3.4 ). However, equation (4.61) implies 
that this reversibility is lost when stochastic dispersion is present. That is seen by 
considering the following simplified situation. A gaussian peak that starts from an initial 
variance S2 and propagates for a time τ in a flow with acceleration coefficient p = P > 0 , 
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attains a variance value of 2 2 212 ( 1)
P PS e eτ τφ+ −  according to (4.61). If at that moment 
the acceleration is reversed, i.e. p = -P , the variance after a further time interval τ will 
by the same argument be given by  
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⎡ ⎤= + − − −⎣ ⎦
= + −
 (4.64) 
Kinematical dispersion is represented by the deterministic case, φ = 0 , for which 
cancellation takes place and  the original variance is restored. However, equation (4.64) 
shows that intrinsic dispersion does not cancel and in fact there is a net increase in 
dispersion. 
Of course, a plume that consecutively penetrates an accelerating and a decelerating 
region is not quite the same as the hypothetical reversal of the acceleration at a given 
time, but if the intrinsic dispersion is not even reversible in the simpler situation it is 
plausible that it will also not cancel over the extent of a velocity fluctuation. 
To properly investigate stochastic propagation through velocity fluctuations, the general 
strategy is analogous to that followed in Chapter 3 for the deterministic case, in using a 
boundary value formulation to connect regions with distinct drift velocities. However, 
there are considerable conceptual and technical difficulties that arise in applying those 
ideas to a probabilistic description. That is the subject of the next chapter, and 




C h a p t e r  5   
  PROBABILITY DENSITIES  
The two examples discussed in Chapter 4, showed that the transition from the target 
point oriented probability density Pt(x|x’,t’) that is obtained from the Dynkin equation, to 
the source point oriented density Pt’(x’|x,t)  required by the initial value integral 
conservation law, is not entirely straightforward. While a plausibility argument was used 
to postulate equation (4.56), the matter becomes even more subtle when boundary value 
problems are dealt with, as they require a time domain probability density. A more 
complete understanding of various probabilities connected with these will also be helpful 
in dealing with some conceptual problems in applying the stochastic model to discrete 
velocity regions. Stagnation points play a role here, and will be included in the 
discussion even though elsewhere in this study they are often excluded.  
Before considering probability densities, the discussion is started by considering 
probabilities that can be obtained from simpler versions of the generator equation. 
5.1 Finite interval escape probability and time 
The simplest probability to calculate, is that of a fluid element starting at a chosen 
position ξ, to escape from a finite spatial interval. The most interesting case, as it turns 
out, is when the fluid element starts near a stagnation point of the flow. Anticipating this, 
we simplify the discussion in this section by choosing the origin at the stagnation point,  
i.e. take v0 = 0 and x0 = 0  in equation (4.20), and only consider accelerating flow, i.e. the 
positive sign case. 
The calculation is quite analogous to the one outlined in section 1.5.2 for finding the 
probability that a stochastic population growth reaches a large value K. Here, we define 
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the stopping time as the time τ at which the fluid element first leaves the spatial interval 
[–X , X] and X > x0. Applying the coordinate transformation (4.21), the corresponding 








+ =  (5.1) 
and the starting value and interval limits reduce respectively to z0 = (μ/γ)x0 and Z = 
±(μ/γ)X in the dimensionless coordinates  . The equation is solved by 
 ( ) ( )f z erfc z=  (5.2) 
where the complementary error function was defined in equation (1.18).  
Since the stochastic displacement at the stopping time is by definition either –Z or +Z, 
only these two values occur in evaluating the expectation value of f(z) at the stopping 
time. Dynkin’s equation (1.24) simplifies because the integral term drops out by virtue 
of (5.1), and the expectation value reduces to simply f(z0). Introducing the notation 
♥(x|x’,t’) for the probability of first escape across a boundary at x, given that the element 
was at position x’ at time t’, the Dynkin relation is hence expressed by 
 0 0 0( | ,0) ( ) ( | ,0) ( ) ( )X x erfc Z X x erfc Z erfc z− − + =p p  (5.3) 
Bearing in mind that a linear acceleration  represents a symmetric divergence from the 
stagnation point, as illustrated by the right hand part of Figure 2-3, the probabilities are 
reversed if the starting point is on the opposite side of the stagnation point, i.e. ♥(-x|-
x’,t’) = ♥(x|x’,t’) and ♥(x|-x’,t’) = ♥(-x|x’,t’) . Hence the Dynkin equation for the 
symmetrically mirrored starting point –x0 reduces to  
 0 0 0( | ,0) ( ) ( | ,0) ( ) ( )X x erfc Z X x erfc Z erfc z− + − = −p p  (5.4) 
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Solving equations (5.3) and (5.4) for ♥(X|x0,0) and making use of the relations 
(Gautschi, 1965)  erfc(z) + erfc (-z) = 2 and erfc(z) = 1 – erf(z) , it is found that  
 00




⎡ ⎤= +⎢ ⎥⎣ ⎦p  (5.5) 
Here erf(z) is the standard error function (Gautschi, 1965) which satisfies erf(±∞) = ±1 
and erf(0) = 0. From these values it is easily seen that  
• For z0 = 0, i.e. the starting position is exactly at the stagnation point, the 
probability of reaching either of the symmetrically placed boundaries is 50%, 
just as it would be for deterministic flow. 
• For any other starting point, there is a finite probability of reaching either 
boundary, in contrast to the deterministic case where these probabilities are 
obviously respectively 0 and 1. 
The physical interpretation of this result is clear – at any starting point, no matter how far 
from the stagnation point and how large the flow velocity is at that location, there is a 
non-zero probability that the fluid element will be displaced upstream by the stochastic 
deflections, past the stagnation point, and carried towards the opposite boundary point. 
At the same time it is also clear that this probability will be negligibly small unless the 
starting point is close to the stagnation point. This is mathematically expressed by the 
fact that the behaviour of the error function near the origin is exponential. For example, 
taking Z as a large value, a 99% probability of first escaping across z = Z is reached at a 
starting point z0 = 0.46587.  
While the numerical values are only of academic interest, the qualitative importance is to 
illustrate that upstream displacements can be significant and the scale of such 
displacements is determined by the coordinate transformation – in this case the relative 
sizes of the stochastic amplitude γ and the velocity gradient μ 2, as well as the distance 
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from the stagnation point. The presence of upstream displacements will be seen to be 
crucially important in correctly formulating stochastic boundary value problems. 
For later reference, it is noted that in the limit as X → ∞ , equation (5.5) reduces to  
 [ ]1 10 0 02 2( | ,0) 1 ( ) ( )x erf z erfc z∞ = + = −p  (5.6) 
The analysis can also be extended to determine the expected time for a fluid element to 
reach one of the boundaries. As in the population growth example, this requires solution 
of the generator equation with a non-zero constant on the right hand side of equation 
(5.1). it turns out that the solution to this equation is the function H(z) defined by  
 2 232 2 2( ) [1,1; , 2; ]H z z F z= −  (5.7) 
where the notation 2F2 is a special case of the generalised hypergeometric function 
(Morse & Feshbach, 1953) pFq which has p numerator and q denominator parameters.  
A somewhat similar analysis as for the escape probability, using the Dynkin equation, 
symmetry conditions and finally comparison with the deterministic limit to determine 
integration constants, yields a final expression for the expected escape time: 
 [ ]022 ( ) ( )H Z H zτ μ= −  (5.8) 
Once more, this expected escape time is different from the deterministic one. There is a 
crossover point at z0 ≈ 0.3 below which the expected time is smaller than the 
deterministic one while for z above this point the expected escape time is larger than the 
deterministic one. The physical interpretation is that if the starting point is close to the 
stagnation point, stochastic displacements help to get the fluid element moving by 
kicking it into higher velocity regions; but when the initial location already puts it into a 
higher flow velocity region, progress to the boundary is retarded by the stochastic 
deflections. This is another illustration of the significance of interactions between 
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stochastic displacements and a changing flow velocity. By contrast, as remarked in 
section 4.1, when the flow velocity is constant, both the escape probability and escape 
time calculated from the Dynkin equation  are identical to those obtained for 
deterministic solute transport. 
5.2 Relationship between probability densities 
We now return to a systematic derivation of the relationship between probability 
densities determined from Dynkin’s equation and those needed for the initial and 
boundary value problems. There are four related but different densities: 
Pt(x|x’,t’) – Probability density with respect to x, that a fluid element that is known to 
have been at the source point x’ at a time t’, will be found at the target 
point x at a later time t > t’.  
Pt’(x’|x,t) –  Probability density with respect to x’, that a fluid element that is found at 
the target point x  at a time t, originated from x’ at the earlier time t’ < t.  
Px(t|x’,t’) – Probability density with respect to t, that a fluid element that is known to 
have been at the source point x’ at a time t’, will be found at x at a later 
time t > t’.  
Px’(t’|x,t) –  Probability density with respect to t’, that a fluid element that is found at 
the target point x  at a time t, originated from x’ at the earlier time t’ < t.  
The first of these is the density that is obtained from Dynkin’s equation. For this density, 
since a fluid element known to be at the source point x’ at t’ must end up somewhere at a 
time t,  the probabilities over all possible target points must add up to one, i.e  
 ( | , ) 1tdx P x x t
∞
−∞
′ ′ =∫  (5.9) 
Mathematically, this equation states that when the function P of the four variables 
(x,t,x’,t’) is integrated out over only one of them, namely x, all three of the others also 
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drop out of the result. That can only happen if the function is such that it is possible to 
find a transformation to a new variable y = y(x,t,x’,t’)  in terms of which  





=∫  (5.10) 
where y±∞ = y(±∞,t,x’,t’) . In other words, the single variable y connects the point (x’,t’) 
with another point (x,t) with t > t’ , and P(y) gives the probability that these points are 
related as source and target points respectively, as a density in the combined variable. In 
a sense, P(y) is a universal probability density from which the others are derived. To 
retrieve Pt(x|x’,t’) one would transform the integration variable in equation (5.10) back 
to x, and by the same token Pt’(x’|x,t) is obtained if we transform the integration variable 
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 (5.12) 
In addition to transforming the variable, the integration range needs to be transformed. 
That is straightforward for the spatial densities but more subtle for the time densities. 
5.2.1 Spatial probability densities 
In the case of a constant flow velocity, writing out the gaussian in equation (4.14) and 




21( ) yP y eπ
−=  (5.13) 
while the appropriate integration variable in this case is  
 0
2
( ) ( )( , , , )
2 ( )
x x v t ty x t x t
t tγ
′ ′− − −′ ′ = ′−  (5.14) 
This is because ∂y/∂x = 1 so that equations (5.11) - (5.14) lead back to (4.14), since y±∞ = 
y(±∞,t,x’,t’) =  ±∞. The spatial density required for initial value problems is obtained 
from the second equation in (5.11) . In this case we have ∂y/∂x’ = -1, but also y±∞ = y(x,t, 
±∞,t’) =  ϒ∞ so that the integration limits need to be exchanged, cancelling the negative 
sign and hence recovering an identical expression to (4.14),  as stated in the discussion 
of that equation. 
For the case of a velocity gradient, equation (5.13) still holds but now in order to recover 







′−= ± −  (5.15) 
as already introduced in section 4.2.4 . From this equation we see that now ∂y/∂z’ = -eT, 
which accounts more formally for the origin of the exponential factor introduced in 
equation (4.56). The negative sign is once more disposed of by a required exchange of 
integration limits. 
5.2.2 Constant flow time domain probability densities 
In the time domain, the integration limits depend on the relationship between the source 
and target point positions. That is most easily demonstrated for a constant flow velocity. 
It is convenient to collect the two time variables together into a single time variable T = 
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The t-domain probability density derived from this via (5.12) is 
 ( )22 002 3/ 2 2( | ', ') exp(2 ) 2x




⎡ ⎤′− − −′− += ⎢ ⎥⎢ ⎥⎣ ⎦
 (5.17) 
and apart from the sign the same expression is obtained for Px’(t’|x,t).  
Whenever this density is used e.g. for calculating concentrations, the examples in 
Chapter 4 showed that the strategy is to transform the entire integrand back to the 
variable y. Hence the appropriate integration range for y needs to be found. For the case 
of Px(t|x’,t’) , t  is the variable while t’ plays the role of a constant parameter. Causality 
requires that the target time must be later than the source time, i.e. t ∈ [ t’, ∞ ] ⇒ T ∈ [ 
0, ∞ ] . For Px’(t’|x,t) on the other hand, the roles of t and t’ are reversed; so causality is 
now expressed by t’ ∈ [-∞ , t ] ⇒ T ∈ [∞ , 0 ], implying that exchange of integration 
limits will be required. To determine the corresponding y-range , consider the schematic 





Figure 5-1. Schematic plots of the constant velocity integration variable y  from equation (5.16) as 

















The simplest situation is when x > x’ . Then part (a) of Figure 5-1 shows that T ∈ [ 0, ∞ ] 
⇒ y ∈ [ -∞, ∞ ] . That means that, for example, the probability of ever finding the fluid 
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Note that the probability p( ) as defined here is not quite the same as the escape 
probability ♥( ) used in section 5.1 . The connection between them will be explored 
further below. Equation (5.18) looks at first glance entirely self-evident; it merely says 
that in a constant flow velocity, a fluid element is certain to pass through every point 
downstream of the source at some time or another. However, bearing in mind that 
upstream stochastic displacements will cause some realisations of the fluid element path 
to pass through some points more than once, it is perhaps not obvious that taking the 
overall average over all realisations and times will give this simple result. It is 
nevertheless plausible that all downstream points are equivalent and must have the same 
probability by symmetry, and if this common value was different from 1, solute flux 
conservation would be broken. 
A more surprising result is obtained when x = x’ . This case is illustrated by Figure 5-1 
(b) showing that now T ∈ ( 0, ∞ ] ⇒ y ∈ ( 0, -∞ ] and so the y-integral extends over only 
half the range to yield p(x|x’, t’) = ½ . To interpret this result, it is best to consider also 
the 3rd possibility, when x < x’ .  
That is shown in Figure 5-1 (c) . A new complication arises in this figure – for any 
allowed y value, there are now two T  values to consider, i.e. T(y) is a multi-valued 
function with two branches. However, for the “left-hand” branch in the figure, 
0( )T x x v′< −  and this would make the probability density of equation (5.17) negative.  
Hence only the “right hand” branch, 0( )T x x v′≥ −  is physically meaningful. Translated 
to the individual time variables, this means that for x < x’ their ranges are more restricted 
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than before, to t ∈ [ t’+(x-x’)/ v0, ∞ ] and t’ ∈ [-∞ , t-(x-x’)/ v0 ] respectively. And the 
corresponding range for y is again y ∈ ( 0, -∞ ] leading to p(x|x’, t’) = ½  for all x < x’. 
The results for the probabilities in the various ranges are collected together in Figure 5-2. 
The figure shows the target point probability p(x|x’, t’), plotted as either a function of x 
for a fixed source point or as function of x’ for a fixed target point. Since the source 
point probability p(x’|x, t) turns out to be identical, the same plots apply to it as well.  
 .  
 
Figure 5-2: constant velocity;  
(a) The target point 
probability for a fixed source 
point x’  
(b) The target point probability 






For a fixed source point x’, the probability that a fluid element will ever be found at a 
target point downstream from x’ is 1, just as it would be in deterministic flow. For the 
source point itself or any point upstream from it, this probability is ½  as a result of 
stochastic displacements, instead of 0 as it would be in deterministic flow. The source 












The result is somewhat counter-intuitive, as one might have anticipated a decreasing 
probability of finding the fluid element as one moves further upstream from the source 
point. This is, of course, true of the probability density which has a gaussian factor and 
represents the probability of finding the element at a certain position during an 
infinitesimal time interval. However, integrating over all time, the result should rather be 
compared to Polya’s theorem (Polya, 1921) according to which a random walk in 1 
dimension eventually reaches every point on the axis, even though the individual 
displacements have a gaussian distribution. The present result, in effect a random walk 
within a uniform flow, could be seen as an interpolation between that result and the zero-
to-one discontinuity resulting from deterministic displacement in a uniform flow. 
In addition to the intrinsic interest of the probability in gaining insight into the 
cumulative effect of stochastic displacements, its calculation also serves as a prototype 
of how the integrals required for calculating solute concentrations are to be performed. 
Indeed, writing down the equation analogous to (5.18) for the source point probability 
p(x’|x, t) and comparing that with (2.19) shows that this probability might also be 
interpreted as the stationary concentration profile resulting from a sustained, constant 
solute injection of magnitude 1 at the position x = x’ . The relationship becomes more 
complex when the flow velocity varies, but mathematically consideration of the 
probability integral is still helpful in evaluating the concentration integrals. 
5.2.3 Velocity gradient time domain probability densities 
The analysis of time domain probability densities for linear velocity change is similar to 
the constant velocity treatment in principle. However it is more complicated not only 
because the universal probability variable y is more complex, but in addition the 
appearance of an additional spatial reference point (the stagnation point) means that 
instead of the 3 cases ( x > x’, x = x’, x < x’) there are now 10 different cases covering all 
the permutations of x, x’ and the stagnation point. For each of these, both the t- and the 
t’-dependent densities and integration limits are required, and all of this needs to be 
repeated for both accelerating flow ( p > 0 ) and decelerating flow, giving a total of 40 
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different scenarios in total..  Only a few representative cases will be discussed in detail, 
but the results for the rest are tabulated at the end of this section. 
As in the last section the first task is to calculate the derivatives ∂y/∂t = (∂y/∂T)( ∂T/∂t) 
and similarly for ∂y/∂t’ . Using equation (5.15) and bearing in mind that for this T is 
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 (5.19) 
Here L is a sign multiplier; the different signs of ∂T/∂t and ∂T/∂t’ contribute opposite 
signs, but as in the previous section reversal of the integration limits for t’ cancels this. 
Depending on the relative values of z and z’ , a further sign multiplier is contributed by 
the selection of multivalued branches, so the factor L is left to be specified later. 
The causality ranges of the time variables are, respectively, 
 t ∈ [ t’, ∞ ] t’ ∈ [-∞ , t ] 
 ⇒ T ∈ [ 0, ∞ ] ⇒ T ∈ [ ∞ , 0] for p > 0 
  T ∈ [ 0, -∞ ]  T ∈ [ -∞ , 0] for p < 0 
The relation between these ranges and those of y are obtained from schematic plots of 





Figure 5-3 Schematic plots of the velocity gradient integration variable y from equation (5.15) as 





























Note that the dimensionless position variable z defined by equation (4.21) guarantees, 
according to (4.20), that the stagnation point will fall at z = 0 .  
First consider z  > z’ > 0, shown in Figure 5-3 (a). It is seen that the full range of y-values 
is covered by neither T ∈ [ 0, ∞ ]  nor T ∈ [ -∞ ,0] , implying that the probability that a 
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As for the constant flow velocity, the probability does not depend on the target point, but 
here it does depend on the source point. The reason for this is obviously that if the source 
point is moved close to the stagnation point, there is an increasing probability that the 
fluid element will be pushed across it by stochastic fluctuations and into the negative 
velocity regime, where the ambient flow tends to carry it away from the target point. 
It is interesting to compare this with the escape probability calculated in section 5.1 
without use of the probability density expressions. From equation (5.6), the probability 
of first escape is the same as (5.20) in the case that the escape boundary is placed at 
infinity, but not so for smaller escape intervals according to equation (5.5). A numerical 
comparison is shown in the figure below, calculated in the Mathematica notebook 
stochasflow1.nb on the accompanying CD for the value z’ = 0.234 : 
 Figure 5-4 Numeric plot of escape probability  
♥(X|0.234,0) (solid line), and the probability 
of ever finding a fluid element at the target 
point X, p(X|0.234,0) (dashed line), expressed 




The smallest meaningful value for X is x’+ε, where ε is infinitesimal, in which case the 
escape interval [-X, X] is highly asymmetric with respect to x’ and it is plausible that the 
first escape will be across +X rather than –X, with a probability approaching 1. At the 
other extreme, when X → ∞ , the escape probability at +X just reflects the probability 
that the fluid element starting at the source point x’ will not be pushed into the negative 
velocity regime. As the element moves to the right, this becomes less likely so that for 
large enough x  there is no significant further change in the probability. Therefore, at 
large z the escape probability is constant and its value only depends on the starting 
position, because an element that has arrived at a large z value is bound to arrive at any 
even larger z at some later time.  
It follows from this that the two probabilities become the same for large z , because the 
probability for escape at +∞ is in effect simply the probability of ever arriving at a z  
which is finite, but large enough to make the probability of fluctuations pushing it across 
the stagnation point, negligible. The fact that p(x |x’, 0) does not depend on x even when 
x ≅ x’ is not so intuitive, but this is the same behaviour shown before for the constant 
velocity case. It is also plausible that it will be different from the escape probability 
because the former includes contributions from trajectories where after the first escape 
the element is thrown back into the interval while the latter does not. In effect, the 
implication is that depending on the starting position, a certain fraction of fluid elements 
will (because of fluctuations) end up moving to the left; the rest will eventually traverse 
every point to the right of the starting position and therefore be found there with equal 
probability. 
The correspondence between the far simpler escape probability calculation and the one 
that relies on the probability density, derived from solving different versions of the 
generator equation, serves to confirm the correctness of both calculations. 
Moving on to the t’-domain probability, it is easily seen that as for the constant velocity 
case there are two sign factors that are different but cancel each other so that the same 
expression is obtained for the source point probability: 
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 12( | , ) ( ')p x x t erfc z′ = −  (5.21) 
Figure 5-3 (b) shows that the integration limits become 0 and (-z  ’ ) in the case where z = 
z ’.  Hence both the target and source probabilities in this case reduce to ½ erf(-z’ ) rather 
than the complementary error function. 
Of more interest is the case where x < x’ , i.e. the target point is upstream from the 
source point. That scenario is illustrated by Figure 5-3 (c); as in the analogous case for 
constant flow velocity, the time functions become multivalued, and selecting the branch 
that gives a positive probability density enforces an additional constraint on the time 
integration range. It is seen from the figure that the T-value that separates branches is 
( )lnT z z′=%  and the corresponding y-value is 2 2y z z′= − −% . The y-integral with these 
limits leads to 
 2 212( | , ) ( ) ( )p x x t erf z erf z z⎡ ⎤′ ′ ′ ′= − −⎣ ⎦  (5.22) 
and once more the same expression follows for the source point probability. 
Cases where both z < 0 and z ’ < 0 have a symmetry relation to the ones derived above. 
The same does not apply to those where z and z ’ have different signs; these lead to 
integration variable plots that are different from those shown in Figure 5-3, but the same 
principles apply to the analysis and it is not detailed here.  
The results obtained for the various cases are shown in Table 1 below. 
Assembling  the results, the target point probability in an accelerating velocity regime 
shows the behaviour illustrated by the schematic plots in Figure 5-5. Although more 
complicated, it does resemble the constant velocity behaviour in Figure 5-2 to a 
considerable extent. In particular, there is still a discontinuous drop of magnitude ½ 
between the regions that are deterministically accessible and those that are not, i.e. 
downstream and upstream positions.  
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Figure 5-5: 
Accelerating flow;  
(a) The target point 
probability for a fixed 
source point x’  
located downstream 
from the stagnation 
point Ω. 
(b) The target point 
probability for a fixed 
target point x located 
downstream from the 



















Finally, all of these cases need to be reconsidered for decelerating flow where the 
velocity gradient p is negative.  
Two important differences arise. Firstly, since the T-variable now becomes negative, it is 
seen e.g. in Figure 5-3 (a) that a different branch of y(T) is used which is bounded by [-
∞, z] and consequently the probabilities become functions of the target point z  rather 
than the source point z’ .  
Secondly, in the physical interpretation it has to be borne in mind that in this case 
positive velocities (i.e. flow to the right) is found for negative x, and hence |x |> |x’ | 
means that x is upstream from x’ <0 rather than downstream as for accelerating flow. 
Nevertheless, since the z-transformation also incorporates the sign,  the corresponding z 
values are again positive and so z > z’  means that z is upstream from z’ >0 for 
decelerating flow   
The results from these considerations are shown in Table 2 below. 
The behaviour of the same probabilities shown before, are rather different for the case of 
decelerating flow, as shown in Figure 5-6 below. Once more, the detailed behaviour is 







Table 2. Ranges and probabilities for decelerating flow, p < 0, stagnation point at x = Ω. 
x, x’ range z, z’ 
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Figure 5-6: 
Decelerating flow;  
(a) The target point 
probability for a 
fixed source point 
x’  located 
downstream from 
the stagnation point 
Ω. 
(b) The target point 
probability for a 
fixed target point x 
located downstream 




















5.3 Discussion and conclusions 
The most significant results from this chapter for velocity steps and piecewise velocity 
models as discussed in subsequent chapters, are the t’-domain probability densities given 
by equations (5.17) and (5.19), together with the appropriate integration variable 
transformations in equations (5.16) and (5.15) respectively, and corresponding 
integration limits in Table 1 and Table 2. 
The solute transport problems of most interest are not likely to contain stagnation points 
of the flow. Nevertheless, consideration of these cannot be completely avoided because, 
as was shown in section 3.3, in a piecewise approximate description of a variable flow 
velocity, solutions from unbounded velocity regions are pieced together to construct the 
final solution. Even if there is no stagnation point within any of the finite regions used in 
the approximation, such points are bound to be present outside of the regions in a 
piecewise linear approximation and may have indirect effects as the probability plots 
above show. This complication does not arise in a piecewise constant description and is 
one reason why most of the subsequent work is based on that approximation.  
It is appropriate at this point to consider the subtleties that are involved in the stochastic 
formulation of piecewise descriptions, that were briefly referred to in sections 2.6 and  
3.3. In particular, section 3.3 showed that for deterministic transport it was possible to 
make a rigorous reduction of the piecewise problem to that of solving separate, 
unbounded problems in which the u(x) function valid in each region is infinitely 
extended to positions  outside the integral. Each one of these is then used to construct the 
input concentration for a boundary value formulation of solute transport in the next finite 
region. 
The argument that was used relied on the fact that a fluid element located at  x = x1 at 
time t’ in a deterministic flow is bound to reach (x,t) in region 2 at the time 
2 1( , )t t w x x′= + . However, in stochastic transport not every fluid element located at 
(x1,t’) will move to (x,t). More accurately, not in every realisation of the stochastic 
motion, will the fluid element that is located at  (x1,t’) reach (x,t). In the case of physical 
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injection at the entry boundary point x1 it is still true that every fluid element that does 
reach the exit boundary x2 must have been at x1 at some earlier time. However, for the 
more general boundary value problem associated with the piecewise approximation this 
is no longer self-evident. In this case, deterministic flow would still guarantee the 
relationship because all transport is strictly downstream; but it was shown by the 
probability calculations in the previous section that upstream transport is also possible in 
the stochastic case. 
This raises two questions: 
1) For calculating the concentration inside a region, should equation (2.19) be 
extended to include contributions from both boundaries of the region? 
The answer is no, provided that the initial concentration is localised outside and 
upstream of the region under consideration. Even though upstream motion is possible, 
all solute particles still have to pass through the entrance boundary, i.e. x1 for region 2, 
at some time. That is made clear by considering that if an impenetrable barrier was put 
at x1,  no solute would ever reach the interior of region 2. Therefore the concentration in 
region 2 is still fully determined by knowledge of the solute concentration at x1 at all 
times, as well as the probability density for propagation from x1 to x for all 
combinations of times. This statement does not contradict the fact that some fluid 
particles may also have crossed the exit boundary at some time before ending up at 
(x,t).  
If the initial concentration is localised fully inside a region, on the other hand, it would 
be appropriate to treat this is as an initial value problem from which the concentration 
on both boundaries of the region can be calculated, and used as input for other regions. 
Since the extent of a region is determined by the range over which the flow velocity is 
reasonably approximated by the simplified form chosen for the velocity inside each 
region, it is clear that a piecewise description as envisaged here can only be applied 
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provided that the initial concentration is sufficiently localised that the drift velocity 
does not vary excessively over the extent of the solute plume. 
A gaussian solute peak is of course not mathematically localised within any finite 
region. Therefore a certain amount of approximation is inevitably involved in applying 
piecewise approximations to gaussian concentrations, but because of the exponentially 
decreasing nature of the gaussian tail it should normally be possible to limit errors 
made in this way to less than those resulting from other sources, such as the piecewise 
approximation itself. 
2) Does it remain valid to use the exit concentration from one region (calculated from 
the infinitely extended linear u(x) ) as the input concentration of the next? 
The answer to this is no, it is not strictly valid any more. There will clearly be some 
realisations in which the path of the fluid element that ends up at (x,t) includes time spent 
outside of the region, possibly both in regions upstream and downstream of the region 
under consideration, and during this time their environment will in general be different 
in the extended u(x) problem from that of the real multi-region u(x) being modelled. The 
question is, how probable is it that the element moves outside the region? A qualitative 
judgement of this may be based on the probability plots obtained in the previous 
sections.  
Two probabilities are specifically relevant in considering region n: 
(a) Given that the element starts from a fixed source point xn-1, what is the 
probability of ever finding it upstream of region n, i.e. at x < xn-1? 
This is p(x|xn-1,t’) , plotted respectively in Figure 5-2,  Figure 5-5 and Figure 5-6 for 
constant velocity, accelerating and decelerating flows. It is seen from the fixed source 
point plots that as x moves from x > xn , inside the interval, to x > xn on the outside, there 
is a discontinuous drop of magnitude ½ in the probability and this further decreases 
exponentially  as x moves further upstream. For the accelerating case, there is a 
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probability  ½ erfc(zn-1) that the element may reach points upstream of the stagnation 
point; this will be negligible as long as zn-1 >>1. i.e the nearest stagnation point is far 
removed from region n.  
In other words, only for a small fraction of realisations will an error be made in 
extrapolating the flow velocity outside of the region. The error made in this small 
fraction, is only the difference between the paths followed in the extrapolated versus the 
real flow velocity, and this will plausibly be small if the flow velocity and the 
extrapolation are both smoothly varying.  
(b) For a particle found at the fixed target point (x,t) with x < xn, , what is the 
probability that it has ever been downstream of xn, i.e. at x > xn? 
In this case, the fixed target point plots in the figures referred to above leads to a similar 
line of argument.  
We conclude that reducing the stochastic piecewise flow velocity problem to a series of 
unbounded problems, linked by matching at the region boundaries, is only an 
approximation whereas it was exact for the deterministic case. However the probability 
arguments suggest that it does remain a plausible approximation even in the stochastic 
transport problem. 
  145
C h a p t e r  6   
  DISPERSION AT VELOCITY STEPS 
Chapter 4 presented the stochastic descriptions of the unlimited spatial domain, initial 
value  flow problems, for which the deterministic analysis was performed in sections 3.1 
and 3.2. Having described in Chapter 5 how the considerations of section 3.3 are still 
applicable in a probabilistic sense, the stochastic analogue of section 3.4 to describe 
dispersion in a piecewise velocity profile using a boundary value formulation, can now 
be developed in this chapter.  
By way of introduction, we first briefly describe the simpler type of boundary value 
problem where we have injection of a concentration with a gaussian time dependence at 
a fixed point x1. The rest of the chapter discusses using a time dependent boundary 
condition to describe transitions in a multi-region velocity regime. This highlights the 
fact that, unlike the deterministic case, there are subtle differences between injecting a 
time profile and using a time dependent boundary condition. The introduction of a 
method to include those subtleties is the main topic of this chapter. 
A brief summary of some of the main results in this chapter have been reported in the 
literature (Verwoerd & Kulasiri, 2001). 
6.1 Dispersion of an injected concentration time profile 
Consider the injection of a solute at a position x1, taken as an entrance boundary of 




1( , ) ( , )tc x t t SV
τ′ ′= −G  (6.1) 
  146
Here,  V1 is the drift velocity at x1 as in equation (3.31), the concentration has a gaussian 
time profile with its maximal value occurring at time τ , and the standard deviation has 
been allocated a subscript to emphasise that is referred to a time domain rather than the 
spatial domain standard deviation S used in initial value problems.  
We are here deviating somewhat from the treatment of piecewise constant velocities as 
done in the rest of this chapter, by taking the more general case of a piecewise linear 
velocity. This is done for completeness, as stochastic dispersion in piecewise linear 
velocities will not be further pursued in this study, and can therefore not appropriately be 
included elsewhere. The piecewise constant case of most subsequent interest will be 
recovered explicitly as the appropriate limit value p → 0 , after completing the 
derivation.  
The appropriate probability density is that of equation (5.19), with the source point taken 
as x’ = x1. Only the case that the flow velocity remains positive throughout the interval 
of interest is considered here, i.e. there is no stagnation point between x1 and x . Then 
Table 1 and Table 2 show that L = +1 is appropriate for both accelerating and decelerating 
flow, and using this in equation (2.19)  the concentration in region 2 is given by 




2 12 2 3 2 22
1
( )( , ) exp exp





z z eV p t ec x t dt z z e





⎡ ⎤−⎡ ⎤′ ⎡ ⎤− ⎢ ⎥′= − − −⎢ ⎥ ⎢ ⎥ ⎢ ⎥± − ± −⎣ ⎦⎣ ⎦ ⎣ ⎦
∫
 
  (6.2) 
Bearing in mind that also T in this equation depends on the integration variable through 
its definition in equation (4.45), the integrand is a complicated function of t’. However, 
transforming the time integration to the universal probability variable y defined by (5.15) 
yields a purely exponential form  
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The integration limits for this variable are obtained from the tables in Chapter 5. 
Depending on the sign of  p, we have either the case Ω<x1<x for p>0, which implies  
-z1 <y<∞ , or the case  x1<x<Ω  for p<0, for which –∞<y<z . Rather similar integrals are 
obtained and we mainly discuss the case p>0 further. 
The simplification of the general form of the integrand to an exponential is obtained at 
the expense of having to deal with t’ expressed as a function of y, obtained by solving for 
it from equation (5.15): 
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 (6.4) 
The resulting integral is clearly still not simple to perform. A rather tedious procedure to 
approximate this is worked through in Mathematica notebook stochasflow1.nb on the 
accompanying disk, of which only the gist is reported here. It is observed that well away 
from stagnation points, z z1 is of order 1 or larger, when the logarithmic dependence of   
t ’(y) is slow compared to the y 2 variation in the other exponential factor in the integrand. 
As a result the integrand is significant only in the vicinity of y = 0, suggesting a series 
expansion of the argument of the first exponential in the integrand of (6.3) around this 
point. Retaining only terms up to quadratic in y in this expansion, the integral can be 
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The expression for p<0 is similar but with the complementary error function factor 
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   (6.6) 
This result is expressed in terms of the departure time d introduced in (3.21) and the 
stochastic speedup ratio φ of (4.59) .  
In the deterministic limit, φ → 0 , the curly bracket factor in (6.6), the error function 
factor in (6.5) and expression A,  all reduce to 1 and a gaussian spatial concentration is 
recovered. This shows the significance of the exponential factor in equation (6.5) . For 
small values of φ, i.e. small dispersion, the concentration will obviously still be 
approximately gaussian but beyond that the complexity of the expressions do not allow 
detailed interpretation. 
However, the situation simplifies somewhat for the case of a solute injection into a 
constant drift velocity. Taking the limit p → 0 , it turns out that the error function factor 
again reduces to 1 while the exponential argument becomes 
 [ ] [ ] ( )
22
1 1




4 2 2( ) ( )t t
x x t V x xBC
A V S x x t V V V S
τ
τ γ
⎧ ⎫− − − −⎪ ⎪− = −⎨ ⎬− − − +⎪ ⎪⎩ ⎭
 (6.7) 
The first factor in this expression locates the concentration peak at 1( ) ( )X t x t Vτ= + −  
which suggests that the curly bracket factor should be expanded as a series about this 
point. The dominating term in that expansion is obtained by putting x = X(t) into the 
curly bracket, resulting in 
 [ ] [ ]2 22 22 1 12 2 2 2 2 2 2
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( ) ( )
4 2 ( ) 2 ( )
t
t t tx X t
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A V S t V S t V S
τ τ
γ τ γ τ=
− − − − − −⎧ ⎫− = =⎨ ⎬− + − +⎩ ⎭
 (6.8) 
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In other words, the gaussian peak that spreads linearly with time as it translates, which is 
the solution for an initial value problem, is recovered as the dominating part for the 
injection boundary value problem.  
However, the coefficient A -½ in equation (6.5) as well as the remaining terms in the 
series expansion of (6.7) contribute a modulation factor that changes the spatial 
concentration peak away from being gaussian. The fact that this happens, is not in itself 
surprising. It is clear from the functional form of the time dependence in a spreading 
gaussian such as equation (4.17), that even when the spatial profile is gaussian, the time 
profile at a fixed position is only quasi-gaussian; then it seems plausible that if a 
gaussian time profile is enforced at a fixed position, the resulting spatial profile would be 
quasi-gaussian. 
This situation is also reminiscent of the quasi-gaussian peak shapes that were 
encountered for deterministic dispersion in flows with changing velocity gradients 
(section 3.5), and for stochastic dispersion in a flow with a constant velocity gradient 
(section 4.2.4). 
From such comparisons, it seems reasonable to adopt the emergence of a non-gaussian 
behaviour given a gaussian input concentration, as a measure of the complexity of the 
dispersion phenomenon. Then according to the results so far, each of the following 
transitions is capable of producing such an increase in complexity: 
• From constant to linear, or linear to non-linear drift velocity growth 
• From deterministic to stochastic dispersion 
• From initial value to boundary value problems 
The results of this section show that when all three of these complicating factors are 
present, the results become very complicated. For that reason and as foreshadowed in 
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previous chapters, the rest of this study only considers the effects of the last two 
complicating factors, i.e. it is restricted to piecewise constant drift velocities. 
6.2 Transmission across a trivial velocity step 
As a first trial of using a boundary value description in multiregion flow problems, we 
consider the case of a trivial step of size zero dividing a constant flow velocity into two 
nominal regions with respective flow velocities V1 = V2 = V. Assuming an initial 
concentration profile in region 1,  the solution in region 2 is known for this case because 
it is simply the solution of the initial value problem without the presence of a step.  
However, consider the result obtained when the time profile of the concentration as it 
exits region 1 is used as the entrance boundary specification for region 2, i.e. 
 ( )2 21 1 1( , ) ,c x t x V t S tξ γ= − − +G  (6.9) 
Using this in equation (2.19), together with the probability density appropriate to a 
constant drift velocity given by the right hand side of equation (5.17)  (bearing in mind 
that taking the ordering of integration limits into account the source and target point 
oriented densities are identical), we obtain an integral that is largely analogous to 
equation (6.2). Direct numerical calculation of this integral is done in stochasflow2.nb 
for chosen parameter values, and yields the result shown in Figure 6-1.  
Figure 6-1. The boundary 
value calculation of the 
concentration beyond the 
trivial step (solid curve) 
compared to the exact value 
(dashed curve)obtained from 





There is clearly a substantial discrepancy between the concentration calculated by 
treating the time profile of the propagating peak at the boundary as if it is an injection 
time profile, and the actual concentration obtained directly from the initial value 
treatment by ignoring the trivial step. 
Intuitively, the reason for this discrepancy is that for injection, the initial concentration 
upstream from the boundary at the moment of injection, is zero, while for a propagating 
peak, there will be a non-zero upstream concentration. Even within the simplifying 
assumption of a Fickian dispersion model, this means that there is a different 
concentration gradient at the boundary in the two cases, and consequently different 
subsequent dispersion. The point is illustrated more clearly by considering a step 











Substituting this in equation (2.19) the integration in y can be done analytically to yield 
 1 012 2 2
0
( )( , )
2 ( )
x x V t tc x t erfc
t tγ
⎡ ⎤− − −⎢ ⎥= ⎢ ⎥−⎣ ⎦
 (6.11) 
Considered as a spatial profile, this represents a rounded step, as is plausible in the 
presence of dispersion. But more significantly, the time profile just beyond the injection 
point is as shown in the figure below. 
 
Figure 6-2 Time profile of concentration in 
the flow, just beyond the boundary where 











The figure shows that the time profile is not a step function; indeed, even in the limit 
where the profile is evaluated exactly at the injection point, the profile is rounded as in 
the picture but starts from the value 0.5 at t = t0 . The reason for the discrepancy is 
clearly that at the moment of injection, some of the solute is carried upstream from the 
injection point by the stochastic deflection by pore walls, and only over a period of time 
this solute is swept past the injection point again thus allowing the concentration to build 
up to the value 1. Mathematically this is a consequence of the finite probability of 
upstream displacements shown in Figure 5-2, and the limiting value of 0.5 is due to the 
discontinuity of 0.5 in the probability shown in that figure. 
The conclusion from these observations is that in order to reproduce the time profile of a 
propagating peak on the boundary, as is necessary for a boundary value calculation, one 
cannot use the time profile of the incident peak directly. Instead, a modified form of this 
incident profile is necessary, in order that the actual time profile just downstream from 
the border will agree with that of a propagating peak. The challenge at this point is to 
find the appropriate way to modify the incident time profile to make it usable for a 
boundary value problem. 
The situation here is analogous to the use of an “image charge” in the solution of 
boundary value problems for Laplace’s equation in electrostatics (Jackson, 1975). In that 
case, one needs to determine the potential in a spatial region R bounded by a surface S, 
given the potential values on S and the charge distribution inside R. Then the method of 
images consists of constructing an “image” charge distribution in the complementary 
region outside of S, chosen such that the boundary potential on S is guaranteed. Once 
done, the boundary can be removed, and the potential found in unbounded space as a 
result of both real and image charges. The resulting solution is, however, only valid in 
the interior region R; the values outside S where the image charges are located, are not 
relevant to the physical problem. 
In a similar way, the proposal here is to derive a modified concentration time profile on 
the boundary from that of the propagating peak. The modification is to be constructed in 
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such a way that the boundary problem that results from a piecewise velocity 
specification, is replaced by one that corresponds to injection into fluid flow that is 
initially clear from solute, at the boundary point. In doing so one compensates for solute 
that is dispersed upstream, by boosting the injected concentration in an appropriate time 
dependent way. The resulting values are valid downstream from the boundary, i.e. in the 
interior of the piecewise velocity interval; values outside of this, i.e. upstream of the 
boundary, are not relevant to the physical dispersion problem. 
6.3 Introduction of a time cutoff 
Before the appropriate compensation of the input time profile can be determined, it is 
necessary to consider a subtlety of the boundary value problem that has so far been 
glossed over.  
In equation (2.19) the lower integration limit was stated as t ’ = -∞, but it is clear that 
putting a large enough negative time into a gaussian formula such as (4.16) will give a 
positive value for the argument of the exponential and cause the integral to diverge. The 
problem is more general than just the assumed gaussian form, as seen from the following 
general argument. 
Any sensible initial value problem will have the structure  
 1
0 0
( , ) ( ) 0
( , ) 0
t
c x t f x t
F x t t
<⎧⎪= =⎨⎪ >⎩
 (6.12) 
where f(x) is a positive function that is localised in space, either  by a sharp boundary or 
asymptotically, such as for a gaussian peak. Then F(x,t) is the subsequent evolution of 
f(x) as calculated by solving the initial value dispersion problem. 
However, it is not possible to extrapolate F(x,t) to t = -∞ . Since over an infinite time 
span even a point source is dispersed completely into a homogeneous concentration, no 
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concentration F(x,-∞) can be found that will evolve to a localised concentration f(x) at t 
= 0. At best, given f(x), an even more localised concentration might be found for a finite 
time t0 <0 such that it evolves into f(x) at t = 0. The most localised that this earlier 
concentration can be is when it consists of one or more point concentrations, which 
represents a state of zero entropy, as the position of solute particles in this state is exactly 
determined. This value t0 represents the earliest possible integration limit or cutoff time 
that can be used in equation (2.19) without, in effect, violating the principle (the third 
law of thermodynamics) that entropy can only increase. 
For example, choosing 2( ) ( , )f x x Sξ= −G , it was found in equation (4.16) or (6.9) 
above that in a constant velocity flow F(x,t) is a gaussian with variance 2 2S tγ+ and 
hence in this case the earliest time to which this can be extrapolated backwards, is when 




St γ= −  (6.13) 
This zero time turns out to be a crucial parameter characterising the evolution of a 
gaussian plume in piecewise constant velocities. 
The question arises whether it is in fact necessary to extrapolate the concentration 
backwards in time, or whether we can merely choose the initial time t = 0 as the lower 
integration limit. To investigate this, consider the discrepancy between the initial value 
and boundary value results evaluated at the trivial step position, i.e. x = x1 . As x 
approaches x1 in the probability density of equation (5.17), it becomes more and more 
peaked at the value t ’ = t. This is shown in numerical plots in stochasflow2.nb. 
Therefore, in this limit one can to a good approximation factor the concentration value at 
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⎧ ⎫⎡ ⎤− −⎪ ⎪′ ′ ⎢ ⎥≈ = ⎨ ⎬⎢ ⎥−⎪ ⎪⎣ ⎦⎩ ⎭
∫  (6.14) 
The complementary error function decreases monotonically from 2 at -∞, to 1 at 0 and 0 
at +∞. Bearing in mind that the relevant time ranges are t > 0 and tc < 0,  the discrepancy 
between the initial value or “input” concentration c1 and the boundary value result c2 is 
given by the factor in curly brackets and varies between 1/2 and 1. If a cutoff value of tc 
= -∞ was possible, the discrepancy would be eliminated; but as it is not, the value of the 
cutoff that will minimise the discrepancy is the most negative value of tc that is allowed, 
i.e.  tc = t0 .  
In this sense the need to modify the input time profile, is to compensate for the 
introduction of a finite time cutoff that is required by entropy considerations. Note that in 
the deterministic limit γ → 0, the discrepancy vanishes for any negative cutoff, 
consistent with the interpretation of the cutoff as an entropy effect. 
The conclusion is that in order to minimise the compensation that is needed to set up the 
boundary value problem, we henceforth choose t0 as given by equation (6.13) as the 
lower limit in the boundary value time integration. 
Note that the cutoff problem is a feature of the boundary value application of equation 
(2.19), and not of this equation in general. For example, when applied to simple time-
dependent injection, such as done in section 6.1, there is no problem in taking the lower 
integral limit as t = -∞, because the time profile is in that case part of the input 
specification and the injected concentration can simply be chosen to be 0 at early times. 
The problem arises because in the boundary value problem, the time profile is only 
indirectly obtained from the evolution of a propagating plume, and this can only be 
extrapolated backwards in time within the limits allowed by entropy growth. 
  156
6.4 The compensator function 
Returning now to the boundary value integral, it is postulated that the required injection 
time profile can be obtained from that of a propagating gaussian peak by multiplying the 
latter by a function g(t’) which we call the compensator function. This means that the 
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∫
 (6.15) 
which is obtained by combining equations (2.19), (5.17) and (6.9), and inserting the 
newly introduced compensator function. For the latter, only a dependence on the 
integration variable t’ is explicitly shown, although from its physical interpretation as 
compensating for the absence of the upstream part of the propagating peak in an 
injection formulation, it is clear that it may well depend on the parameters of the peak 
and the velocities, step position etc as well. 
The general approach to determine the functional form of the compensator, is to require 
that for a trivial step where V1 = V2 , 
 
1 1
2 1( , ) ( , ) , 0x x x xc x t c x tε ε= + == → +  (6.16) 
The importance of having ε > 0 is to take the appropriate limit of the probability density 
factor in the integrand. 
Using equation (6.15) in (6.16) yields an integral equation for the compensator function 
g0 applicable to a trivial step. Finding this and hence a more general form for arbitrary 
steps, turns out to be quite hard, and the Mathematica notebooks stochasflow2.nb, 
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stochasflow3.nb, stochasflow4.nb and stochasflow5.nb set out several iterations towards 
the final result presented here in distilled form.  
The first result that only becomes apparent after some grappling with the process of 
integrating equation (6.15), is that the following transformations to dimensionless 
variables simplifies the algebra, reducing the number of parameters from 8 to 5: 
 1 0 1 2 1 01 2
0 0
( )t V V t
t t t t
θ θϕ ϕ− −= =− −  (6.17) 
 1 0 2 01 22 2
0 0
( ) ( )
2 ( ) 2 ( )
V t t V t tw w
t t t tγ γ






−= −  (6.19) 
Here, θ1 is the arrival time already defined in equation (3.25); equation (6.17) defines 
two dimensionless time parameters φ1 and φ2, equation (6.18) replaces the velocities by 
dimensionless velocities w1 and w2, and z is a new dimensionless position variable. 
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where 
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φ φ− − += + − − +−  (6.22) 
The behaviour of y2 as a function of f, is illustrated by Figure 6-3 for a particular choice 
of numerical parameter values. 
 
Figure 6-3 Typical behaviour of y2-function in 




The significant features are that y2 is positive throughout the integration interval, 
diverging to +∞ at the endpoints and reaching zero in the interior. These features are 
independent of the numerical parameter values; the divergences are displayed in 
equation (6.22) and solving that equation for the zeroes of y2 yields only one degenerate 







%  (6.23) 
which , since the dimensionless variables are always positive, is inside the interval. As a 
result of this behaviour, the integral in (6.21) converges and is reduced to a simple 






f f yg f
z w w f f
− ∂= + − ∂  (6.24) 
For g(f) to yield a physically meaningful injection time profile when multiplied by the 
profile of the incident propagating gaussian peak, it has to be nonnegative. According to 
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equation (6.24) that means that y(f) has to be monotonically increasing with f. That 
behaviour is guaranteed by selecting the appropriate root when solving for y(f) from 
equation (6.22), i.e. taking 0 for and 0 fory f f y f f< < > >% % . From this it follows 
that when equation (6.24) is used to transform the integration variable in equation (6.21) 
to y, the integral reduces to the standard gaussian normalisation integral and the integral 
equation is satisfied.  
It follows that the compensator function obtained by substituting equation (6.22) into 
(6.24) ensures exact agreement between the boundary value and initial value calculations 
of the concentration when a gaussian peak penetrates a trivial velocity step, and this is 
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f z f wg f
f z f w
φ+ −= + −  (6.25) 
Note that solving the integral equation and finding a relatively simple form for the 
solution, relies on the choice of a gaussian concentration peak. It is at this point that the 
treatment presented here becomes committed to describing dispersion using that 
particular analytical form. 
It is of some interest to display the form of the zero step compensator in terms of the 
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ξ⎛ ⎞ ′⎛ ⎞′ ′− −− −′ = +⎜ ⎟⎜ ⎟′ ′ ′ ′ ′− − + − − + −⎝ ⎠⎝ ⎠  (6.26) 
An interesting feature here is that the expression is invariant with respect to the spatial 
origin, but not with respect to the time origin, because of the absolute rather than relative 
time expression (V1t0) in the first term. The probability density does have time 
invariance, as seen from the second line of equation (6.15). The factor in that equation 
that represents the input gaussian, appears superficially to depend on an absolute time 
value rather than a time difference, but that is merely because a time origin was chosen 
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for convenience to be the time when the gaussian peak is located at x = ξ . In other 
words, a different time origin could be chosen without loss of generality by merely 
adjusting the value of ξ - but only to the extent that ξ remains larger than ( V1 t0 ), 
otherwise the physical situation of a solute peak that arrives at the step with a given 
variance could not be reproduced. This fact together with the finite lower limit of 
integration in (6.15) is the reason that the compensator function also contains an absolute 
time term, a property that carries through to many subsequent expressions. 
In other words, the appearance of an absolute time in the compensator is another 
expression of the irreversible nature, i.e. entropy increase, of dispersion. Indeed, in the 
deterministic limit t0 → -∞, equation (6.26) becomes fully time invariant and in fact 
reduces to 1, i.e. no compensation is needed, as is required on physical grounds. 
To do any useful calculation we need to generalise the compensator function to one 
applicable at an arbitrary velocity step. The problem is that in that case there is no 
known output concentration that can be used to determine g. Since g0 was found to 
depend on the drift velocity V1, g could conceivably be a much more complicated 
function containing both V1 and V2 , as long as it reduces to g0 as V2 → V1 . On the other 
hand, the purpose of g is to compensate for the lack of solute concentration upstream of 
the step in the boundary value formulation, and this aspect is identical for a trivial and a 
non-trivial step. So the principle of Occam’s razor suggests that the same functional 
form as in equation (6.25) is tried, but with V1 (or equivalently w1) possibly replaced by 
V2 or some appropriate intermediate velocity expression that contains both V1 and V2 . 
The physical argument about the upstream compensation suggests that it may be 
appropriate to retain V1, but as will become clear below the mathematics would be 
simplified if V2 is used instead. As seen below this simplifying choice leads to an 
expression for the integration variable y appropriate at a non-zero step, that differs from 
equation (6.22) by replacing not only w1 by w2 but also φ1 by φ2 (as defined in equation 
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where some flexibility is maintained by using an as yet undetermined velocity Vg instead 
of V2 in defining wg and φg according to the form of (6.17) and (6.18).  








(1 )(1 )1 1( , )
2 (1 ) [ (1 )]2 ( )




f z f ww z f wc x t df
w z f w f ft t





+ −+ −= ×+ − −−
⎡ ⎤− + −× − +⎢ ⎥−⎣ ⎦
∫
 (6.28) 
To perform this integral the argument used to find the compensator, is now reversed. 
Previously y was known, in the form of equation (6.22), and the functional form of g0 
derived from this; now we take g as specified by (6.27) and write a differential equation 
analogous to (6.24) that describes the functional form of the integration variable y(f) that 
is required to transform away the prefactor of the exponential in the integrand and leave 
a purely exponential integral:  
 2 3/ 2
(1 )(1 )
(1 ) [ (1 )]
g g
g
f z f wz f wy
f z f w f f
φ+ −+ −∂ =∂ + − −  (6.29) 
This equation is clearly much simplified if we should make the assumption wg = w2 . 
Indeed, in that case stochasflow4.nb shows that the solution is  
 2 2(1 )
(1 )
f z f wy
f f
φ+ −= −  (6.30) 
Squaring this leads to an expression for y2 which has the form of equation (6.22) but 
with the replacement 1 1 2 2( , ) ( , )w wφ φ→ . Its behaviour is again as illustrated in Figure 
6-3 and gives rise to a convergent integral that can be calculated as detailed in the next 
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section. Unfortunately, however, it turns out that the resulting c2(x,t) , when integrated 
over all x in the limit as t → ∞, does not conserve the input solute mass. This violation of 
solute conservation rules out the simplifying assumption, but it does suggest that a better 
result might be obtained if the full equation (6.29) is solved to find the variable 
transformation. That indeed is possible, and yields the result according to 
stochasflow4.nb  
 2 2 3/ 2
( ) (1 )( ) ( )( ) (1 )
( ) ( )
( )( ) (1 )
g g g g g g g
gg
f z w z f w z w w w w z w z f
y f i Log Z
w zw z f f
φ φ+ + − + − + − −= − ++ − (6.31) 
where Z is a complicated, and complex, expression. The appearance of imaginary parts 
is an unexpected, and unwelcome, development, but attempts in the notebook referred 
to, to reduce it to an explicitly real expression were unsuccessful and lead to even more 
complicated expressions. Bearing in mind that equation (6.31) still needs to be solved for 
f in order to express the integrand in (6.28) as a function of y, pursuing this further does 
not seem a viable option. 
Instead, we use the transformation defined by equation (6.30) to transform away the 
most awkward part of the prefactor, and deal with the rest in another way. Explicitly, the 
prefactor may be written as  
 2 2 23/ 2
2 2
(1 )(1 ) (1 )
(1 ) (1 ) [ (1 )]
g g
g
f z f wz f w f z f w
z f w f z f w f f
φ φ
φ
+ −+ − + −
+ − + − −  (6.32) 
The last ratio in this expression is the one that will be removed by the transformation, 
while the first two (collectively referred to in what follows as the ratio factor R) are 
expected to be slowly varying for 0 ≤ f ≤ 1 compared to the exponential peak factor, and 
so can to a good approximation be evaluated at the position of the peak and taken out of 
the integral as a constant factor. 
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This expectation is put to the test in stochasflow4.nb and stochasflow5.nb by firstly 
plotting the exponential and ratio factors for two particular test cases of rather large 
velocity steps, upwards and downwards by 50% from a chosen value of V1, and the 
results are as shown in Figure 6-4. 
Figure 6-4 The ratio 
factor R (solid line) and 
exponential factor (dotted 
line) in the concentration 
integrand, for the cases of  
(a) Upward velocity step 
(b) Downward velocity 
step. 
 
Clearly, taking R as constant is a reasonable approximation. Further tests were done in 
stochasflow4.nb and stochasflow5.nb by doing the integral in (6.28) numerically with 
and without this constant ratio factor approximation, and also with and without 
approximations to be introduced in section 6.6, in order to facilitate finding analytical 
expressions for the integral. The result is that errors introduced by the constant R 
approximation are insignificant compared to the accuracy of 1 or 2 % achieved by the 
later approximations. For that reason the constant R approximation is henceforth used, 
even though for numerical work it might be avoided, or could also be further refined e.g. 
by approximating the ratio factor as a straight line or as some simple curve. 
6.5 Numerical calculations of step penetration. 
Calculating the concentration beyond a step analytically from equation (6.28) is clearly 
no easy task, so it is helpful to gain some insight into the implications of that equation by 
doing numerical integration of the right hand side for a few representative cases. After 
some experimentation with parameters, two sets were eventually chosen and labelled 
Upstep and Downstep in the notebooks, and used repeatedly to compare the effects of 
various approximations and analytical approaches.  
The most comprehensive testing was done in stochasflow2.nb, but without inclusion of 






in equation (6.32), and subsequently in stochasflow5.nb the full expression for R was 
included. In fact, because R is taken as constant, its inclusion only affects the 
normalisation of the solute peak after penetrating the step, and from the numerical 
experiments it already becomes clear that the choice wg = w1 needs to be made in 
equation (6.27) in order to ensure solute conservation. This concurs with the physical 
argument made just before equation (6.27) for the appropriate choice of Vg . A more 
general analytical argument that shows this is the appropriate choice, will be presented 
later on. Because the effect of including R is straightforward, only some key results were 
repeated in subsequent notebooks and most of the results shown here are taken from the 
slightly more simplistic analysis in stochasflow2.nb. 
The actual parameters of the representative cases, are given in Table 3 below . The 
parameter values were chosen arbitrarily, but in such a way that there is a clearly visible 
dispersion of the plume by the time θ1 that the position of the first step is reached. 
Table 3: Numerical parameters of example steps 
 Plume parameters Step parameters 







Upstep 0.1 .05 0.2 -0.2 0.1 1.0 
8.0 
0.15     
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0.1   
Updownup 0.1 0.0
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The calculated spatial profile of the plume at a time t = 20, after penetrating the upwards 
step, is shown in Figure 6-5, and compared to that of the plume that would be 
transmitted in the absence of the velocity step. The peak position in Figure 6-5 (a) is 
shifted forward, just as happened for  the deterministic case in  section 3.4 , and the 
amount of this shift is identical to that in equation (3.29). That is demonstrated by 
shifting the reference peak  
Figure 6-5 
Concentration 
beyond a velocity 
step (solid line) 
compared with 
reference value 
without a step 
(dashed line).        
(a) Upstep              
(b) Upstep, 
reference shifted              
(c) Upstep, 
reference shifted 





forward to the kinematically determined position X2(20) (defined by equation (3.26) ) in 
Figure 6-5 (b), and it is seen that the peak positions now coincide. Moreover, this figure 
allows direct comparison of the relative magnitude of the dispersion with and without 
the step, at the same time t = 20. Clearly there is more dispersion for the plume that has 
been accelerated by traversing the step. That agrees with the results found in section 
4.2.4 for the case of constant rather than stepwise acceleration. However, it was also 
seen (for example in the discussion of Figure 4-3) that part of the increased dispersion is 
simply due to a kinematic dilation of the peak.   
An attempt to separate off the kinematical part for the velocity step, is shown in Figure 
6-5 (c), where as in equation (3.29) a kinematical stretching factor (V2/V1)2  is applied to 
the reference peak. Taken at face value, this comparison indicates that the actual 
dispersion in the presence of the step is less than that of the kinematically dilated 
 












































reference peak. However, that would contradict the observation in Figure 4-3 that 
acceleration produces a positive enhancement of the spread of a kinematically dilated 
peak, and as will be seen later this is also not in agreement with more detailed analysis of 
the effect of a step. The problem is that in Figure 6-5 (c) the dilation is applied to the 
already maximally dispersed reference peak, whereas in fact it is an effect only taking 
place at the moment that the peak penetrates the step and at which time its “background” 
dispersion is less. As a result the kinematic dispersion effect is exaggerated in the figure, 
and a  proper reference peak is not easy to calculate numerically. 
Other properties that can be observed from the figures are that i) there is a discontinuity 
of the concentration at the step position, which is just a consequence of solute 
conservation at a discrete velocity change, and ii) the peak shape remains close to 
gaussian, but does show a slight skewing as was also observed in the continuous 
acceleration case. 
For the downwards step, i.e. stepwise deceleration, the behaviour relative to the 
reference peak is just the reverse; there is less dispersion than for the unchanged, shifted 
peak in this case, and more than the compressed, shifted peak – as is shown in Figure 6-5 
(d), plotted for the same time t = 20. 
A better way to isolate the intrinsic dispersion is to consider a pair of opposite steps, so 
that initial and final velocities are the same, and hence the kinematical dispersion effects 
cancel. Two examples have been calculated, and labelled in Table 3 as Updown (i.e., an 
intermediate speedup region) and Downup (with an intermediate slowdown region). The 
results, compared in each case with an appropriately displaced but undilated reference 
peak, are shown in Figure 6-6 . In the first case, it is seen that the net dispersion appears 
to be less than that suffered by a concentration peak that travels at the constant initial 
velocity, and in the second case more. Also, the effect of the slowdown region is visibly 
much stronger than for the speedup region of the same spatial extent, namely between x 







peaks for           
(a) Updown      
and (b) Downup     
step pairs     
 
Two reasons for this appear plausible: in the slowdown case the velocity changes by a 
factor of 2 compared to 1.5 in the speedup case; and the plume spends 3 times longer in 
the intermediate region of the slowdown case. It is also striking that the skewing is far 
more pronounced for the slowdown case, to such an extent that the peak position does 
not coincide with the kinematical position any more. 
These factors can be more reasonably weighed up by taking a combination of speedup 
and slowdown regions, where the intermediate lengths and speeds are chosen in such a 
way that the total time spent in the combined region equals that of a reference plume 
travelling at the unperturbed constant initial velocity. That is the case chosen for the final 
example, labelled Updownup. Since this example represents the case of a velocity 
fluctuation about a constant velocity V1, it is also is also the most relevant for observing 
how dispersion effects are different from the ADE case in the presence of fluctuations, 
which is the ultimate goal of this study. The result is shown in Figure 6-7  for Updownup  
Figure 6-7 
Concentration peak 
beyond a velocity 
fluctuation (solid 
line) and for constant 
velocity (dashed line) 
. (a) Updownup 




as well as the complementary case Downupdown, where the order of the speedup and 
slowdown regions are reversed.  
 








































Since the reference peak is the same in both cases, there is an obvious discrepancy 
between the normalisation of the peaks, i.e. the total amount of solute they represent. 
This matter is thoroughly investigated in stochasflow2.nb.  Solute conservation is 
satisfied to within 0.05% after the first velocity step in all the examples, but there is a 
violation of about 3% after the second step, and a further discrepancy of 2-3 times that 
after the third step. The calculation of multiple steps require multidimensional 
integration and some progressive loss of accuracy would not be surprising, but the 
marked increase in going from 1 to 2 steps does not support this as an explanation. As a 
further check, the calculations are repeated in stochaslflow2.nb for a “fluctuation” 
consisting of 3 trivial steps. As all the infrastructure of the triple integration is the same 
as for the real fluctuations, any purely numerical accuracy loss should show up here as 
well, but only a 0.7% discrepancy is found. Therefore the underlying reason is systemic 
rather than numeric.  
The fact that the normalisation is maintained to within numeric accuracy after one step is 
closely bound to the choice of the compensator function. The functional form used 
guarantees normalisation by construction for a trivial step, but the fact that that is 
transferred to non-trivial steps is significant, and only happens when the specific choice 
Vg =V1  described at the beginning of this section is made. In the multistep calculations 
discussed above, the appropriate upstream or “input” velocity value is used for each of 
the compensator factors associated with subsequent steps after the first. However, for 
full consistency the arguments t0 and ξ that occur in equation (6.26) should also be 
adapted for each individual step – in particular t0 because it is related to the variance of 
the concentration peak when it reaches the step, and that is affected by the presence of 
previous velocity steps. However, there is no simple way to construct such an adaptation 
numerically. In addition, it was seen above that the shape of the peak is also distorted, 
and is only quasi-gaussian beyond the first step, so that the use of the functional form for 
the compensator that was derived in section 6.4 specifically for a gaussian input, is also 
only approximate. 
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Explaining the normalisation loss with multiple steps as a result of the approximation 
involved in using an unchanged compensator at subsequent steps, is consistent with the 
results obtained so far. As long as this loss is small, it is plausible to correct for this by 
merely renormalising the concentration peak after penetrating the collection of steps 
under consideration. That is confirmed by the observation that when this is done for the 
two peaks shown in Figure 6-7 , they agree within numerical accuracy as expected. The 
original peaks have normalisation numbers of 1.045 and 0.8325 respectively, so that the 
final corrected peak is intermediate between Figure 6-7 (a) and (b) .  
The most important feature of the corrected peak, also discernible in the original ones in 
Figure 6-7, is that there is a net increase in the dispersion of a gaussian solute plume as a 
result of a velocity fluctuation, compared to that in constant flow. There is also a slight, 
but noticeable, skewing of the peak. 
This phenomenon is very suggestive for the explanation of increased dispersion by 
naturally inhomogeneous media. If there are many velocity fluctuations, the cumulative 
effect might well be the rising tendency described as “scale dependent dispersivity”  
However, it is not possible to judge from the numeric results whether the increased 
dispersion found is just a coincidence of the examples chosen. This could be investigated 
by a tedious repetition of the calculations with varying parameter values. However, apart 
from the questions about the appropriate compensator to use in multistep calculations, 
the extension to more steps e.g. to understand cumulative effects of more than one 
fluctuation, would become unrealistic because of the exponential rise in computational 
effort required by increasing the multiple integration dimensionality. 
A related problem area is that while the numeric results show that the concentration peak 
is quasi-gaussian, it is not easy to quantify what this expression means, how to 
parameterise it, and how such parameters depend on physical parameters of the system, 
when only numeric values are available. 
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The conclusion is that while suggestive, the numeric approach is simply not powerful 
enough to produce the level of understanding needed to construct a coherent theory.  
6.6 Analytic approximation of single step transmission. 
 
We now return to the evaluation of the concentration integral, and attempt an analytic 
approximation in order to overcome the difficulties of the numeric approach. Using 
equation (6.30) to transform the integration variable in equation (6.28) to y, it is found 
that  
 ( ) [ ]212 2 22
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1 1( , ) exp (1 ) ( ) exp ( )
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= − − − −− ∫  (6.33) 
where the ratio factor R already previously identified, is explicitly 
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and f(y) is found by solving equation (6.30) for f, yielding 
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The exponential argument function F(y) in (6.33) is obtained by use of equation (6.22) 
(but with 1 1 2 2( , ) ( , )w wφ φ→ ) in the following form 
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and the last equality in (6.36) is obtained by substituting (6.35) into the previous step.  
It is easily seen from the final expression in (6.36) that ( ) yF y ±∞⎯⎯→+∞ , and as a result 
we can calculate the integral by applying the approximation of equation (2.25) . This 
entails finding the global minimum y% , and then evaluating both F and its second 
derivative at this point. As previously explained, the presence of the ratio factor is not a 
problem, as it is taken to be a constant ( )R y R≡ %% and is taken out of the integral, leading 
to 
 ( )212 2 22
20
1( , ) exp (1 ) exp( )
2 ( ) 2
w Rc x t z w F
wt t F
φγ π≈ − − − −′′−
% %
%  (6.37) 
Since F(y) contains no more complicated algebraic structures than repeated occurrences 
of a single square root expression, it is in principle possible to find the zeroes of ∂F/∂y as 
the roots of a polynomial equation. So at worst the global minimum of F(y) has to be 
selected out of a relatively small list of discrete candidates. For particular values of the 
parameters, such as in the Upstep example, it is straightforward to find the zeroes by a 
numerical procedure. However, to solve for the zeroes in general, is a formidable task 
even using symbolic software such as Mathematica and is bound to yield very 
complicated formulas, which then still have to be substituted back into F and F’’ .  
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To ease these complications a number of simpler approaches have been tried as detailed 
in stochasflow3.nb. First, because approximation (2.25) is based on making a quadratic 
series expansion of F around the as yet unknown y% , a quadratic expansion around 0 was 
used to calculate the minimum, but when compared to numeric calculations for Upstep 
and Downstep the accuracy achieved proved inadequate. Another idea tried is to use a 
simple analytical expression to approximate f(y) and hence simplify F(y) sufficiently to 
find its zeroes in symbolic form, but again this was not successful.  
A more promising avenue is to look ahead and consider the result once y% has been 
determined and substituted. This would yield c2 as an extremely complicated function of 
the dimensionless parameters and hence an even more complicated function of the 
physical variables x and t. The situation is analogous to that encountered in describing 
advection through a step in the velocity gradient, by equation (3.38), although in that 
case it was still feasible to write down a sequence of formulas that determined the (x,t) 
dependence explicitly. The key observation in that case was that, through the 
argumentation that lead to equation (3.49), it was established that the concentration was 
still dominated by a gaussian factor that peaks at the kinematic position X2(t).  
This same behaviour was also observed for the numerical examples in section 6.5. It is 
visually displayed in Figure 6-5 (c) and (d) for one particular time value t = 20 for both 
of the example steps, but in stochasflow3.nb this is extended by taking the time interval 
θ1=9<t<40, solving numerically for the position of the global minimum of F(y) for each 
time value in the interval and plotting that together with X2(t) as calculated from 
equation  (3.26).  
Complete agreement is found, for the entire time interval, and for both of the arbitrary 
chosen steps. Taken together, this represents a large number of individual cases of 
agreement, which can hardly be coincidental. So we now take as a working hypothesis 
that this will always be true; in other words, that as was consistently found for 
deterministic transport as well as for stochastic transport in continuous velocity fields, it 
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is appropriate to make series expansions of the position dependence of the exponent 
argument around the kinematic peak position.  
Another observation that is consistently made in the numeric calculations is that just as 
for all the analytic expressions found in the previous chapters, the actual global 
minimum is 0F =% , and this is also assumed to hold true generally. If this assumption 
should ever be violated, it would merely require adding an additional normalising factor 
to the concentration peak, and the absence of such a factor can easily be recognised and 
corrected retrospectively by monitoring the peak normalisation. 
The expression for X2(t) translates into its dimensionless form Z2 given by  
 2 2 1(1 )Z w φ= −  (6.38) 
Noting that the position dependence of F(y) is contained in the dimensionless variable z , 
and that the exponential prefactor in equation (6.33) also depends on z , this factor is 
taken back into the integral and the resulting exponent expanded around Z2: 
 22 2 2
0
( ) ( (1 )) ( )nn
n
F y z w a z Zφ ∞
=
+ − − = −∑  (6.39) 
Having isolated the position dependence in the expansion argument, all the y-
dependence is now contained in the coefficients an . As z  is just a parameter in doing the 
y integration in (6.33) the approximation (2.25) applies equally well to any z value, and 
we choose to apply it specifically at the kinematic peak position  z = Z2 . As  ∂F/∂y = 0 at 
the global minimum y%  it follows that  
 1( ) 0a y =%  (6.40) 
Also, the condition 0F =%  means that 
 0 ( ) 0a y =%  (6.41) 
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As the series coefficients in (6.39) can be explicitly determined as functions of y from 
the known form of F(y), (6.41) and (6.40) now constitute equations that can be solved 
for y% . Once done, the implication of these equations is that the first two terms in (6.39) 
fall away at y% and so for z near Z2 the quadratic term dominates, reducing equation 
(6.37) to  
 212 2 22
20
1( , ) exp ( )
2 ( ) 2
w Rc x t a z Z
wt t Fγ π ⎡ ⎤≈ − −⎣ ⎦′′−
%
%%  (6.42) 
where 2 2 ( )a a y≡% % and the 2nd derivative of F in the prefactor of the exponential is given 
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Equation (6.42) represents significant progress because it shows the concentration as a 
gaussian peak factor propagating according to its kinematical position, preceded by a 
modulation factor. That agrees with the numerical results in the previous section, from 
which it may be expected that the modulation factor varies only moderately with 
position.  
For purposes of later manipulation and interpretation it is useful to rewrite the equation 
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However, before that can be further investigated, an explicit solution for y% is still 
needed. That task does not at first glance appear any easier in having to solve the 
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equations (6.41) and (6.40) simultaneously rather than a single equation for ∂F/∂y = 0 as 
required originally. It is easily seen that a0(y) has a very similar analytical form as F(y), 
only with an additional y-independent term and z replaced by Z2 . This form is simpler 
than that of the derivative by about a factor of two. However, a1(y) has the same form as 
the derivative, with the same z replacement. These forms are somewhat modified and 
one independent parameter eliminated by substituting equation (6.38) into the 
expressions, but that would not seem to compensate for having to solve two equations 
rather than one.  
However, it is not in fact necessary to solve both equations at once. As previously 
indicated, the equations are essentially polynomial equations; so it is adequate to only 
solve the simpler of the two, equation (6.41), obtaining a discrete set of solutions, and 
merely substitute each of these into equation (6.40) to find the ones that solve both 
equations simultaneously. 
This strategy, along with some variations, is worked through in stochasflow3.nb, 
including numerical applications to demonstrate that it works. The final result is that the 
reduction in complexity achieved, is only just enough to make it feasible to solve 
equation (6.41) symbolically. The resulting Mathematica output is shown in Figure 6-8, 
from which it is seen  that the algebraic form is complicated and requires an hour of 
computing time to calculate. In fact, the terms shown in the figure only represent about 
3% of the total extent; there happen to be 6 solutions, and each of them occupy about 
150 Kb of computer memory. Expressed in terms of the leaf count of the tree structure 
needed to store the expression, each solution has a leafcount of almost 10 000, compared 






Figure 6-8 Mathematica output of symbolic solution of the equation for  the global minimum. 
 
Faced with such overwhelming complexity, it would seem unlikely that the symbolic 
solutions can be usefully employed to evaluate F and its 2nd derivative at the global 
minimum point. However, some insight can be gained by plotting them for chosen 
parameter values.  
First, to select the appropriate root, the symbolic solutions were evaluated numerically 
for the Upstep and Downstep parameter sets and substituted into equation (6.40) to 
identify the common solution. It turns out that a different root needs to be taken for each 
of these, but experimenting with different parameter values suggests that the choice of 
root is consistent for steps of the same kind, i.e. where the velocity either increases or 
decreases at the step.  
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The most significant variation contained in y%  is its time dependence (implicitly carried 
through the dimensionless variables), since this ultimately dictates the time evolution of 
the solute concentration. That dependence as calculated from the symbolic roots, is 
shown for the example steps in the figure below. 
Figure 6-9 
. y% as function 
of time, for         
(a) Upstep and 
(b) Downstep. 
 
The plots in Figure 6-9 show the calculated y%  value for t  ≥  θ1 . For times before that, 
the value becomes imaginary, as it should because at such times the formula for the 
kinematic peak position X2 and hence Z2 are invalid as the peak has not reached the step 
position yet.  
In a similar way, if it had been necessary to change to one of the other roots at a 
subsequent time value, the calculation would have failed to yield a valid solution. From 
another point of view, as the definitions of the dimensionless variables in equations 
(6.17) and (6.18) all involve t, the changing time values are in effect equivalent to 
sampling a range of physical parameter values and the results shown indicate that the 
simple root selection rule applied to all of these. 
A more significant observation made from Figure 6-9 is the amazing simplicity of the 
time behaviour, bearing in mind the complexity of the algebraic expression that is 
plotted. In fact one might conjecture that the apparent complexity may simply be a 
symptom of the Mathematica automatic algebraic simplification being overwhelmed by 
the size of the root expressions it calculated. Many attempts were made to improve on 
the automatic results by manually invoking algebraic operations, or by variable 
substitutions inspired either by the symbolic expressions for a0 and a1 or by that of the 
roots themselves. A few of these are documented in stochasflow3.nb, but none were 
successful in reducing the exact expression to simpler form. 











6.7 Deriving formulas for y%  and the coefficient terms 
 
The behaviour that is observed in Figure 6-9 is that of a simple interpolation between the 
values reached at the two extremes t = θ1 and t → ∞ . These extremes can be expected to 
have direct physical interpretations, as they will determine the concentration peak shape 
at the moment of step penetration and at a time when all solute concentration has passed 
through the step. However the details of this interpretation is obscured by the fact that 
the y% value still has to be substituted in complicated expressions for a2 and in 2nd 
derivatives of the various coefficients. Nevertheless, it seems reasonable to propose that 
a successful approximation might be obtained by finding a formula with the correct 
behaviour in the two limits and interpolating smoothly in between. 
The first step in the strategy to achieve that worked through in stochasflow3.nb, is to 
obtain the limiting forms of a0 in these two limits, and solve for y%  by setting those equal 













−⎯⎯→ ⎯⎯→ −% %  (6.46) 
As the numerical results indicated that y%  is positive or negative according to the step 
direction, the appropriate root of the second part of equation (6.46) is allocated by taking 








−⎯⎯→ −%  (6.47) 
Direct substitution of this expression into a1 and taking the limit t → ∞ would be the 
most satisfactory way to confirm that it also solves a1 = 0, but unfortunately this proved 
to be beyond the capacity of Mathematica , although all numerical trials do confirm the 
result. 
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Next, limiting expressions for the time derivative of y% as t → θ1 were obtained by 
implicit differentiation of equation (6.41), and shows that as suggested by the plots in 
Figure 6-9 the gradient becomes infinite and in fact approaches this proportional to 1/y . 
A plausible guess of an approximation formula for y%  valid over the entire interval, is 
obtained by multiplying the right hand side of (6.47) by a factor like (t-θ1)n/tn where n is 
a positive number, as this factor will reduce the expression to 0 at t = θ1 without 
affecting the value at t → ∞ . In fact, inspecting the definitions of the dimensionless 
variables it is seen that t only occurs in combination with t0, so a better guess might be 
the factor (t-θ1)n/(t-t0)n. The choice of n is uniquely determined by the requirement that 
the time derivative is proportional to 1/y at the lower time limit, to be n = ½ . Hence we 
arrive at the approximation 









−−%    (6.48) 
This approximation formula works astonishingly well. Plotting it together with the exact 
value as in Figure 6-9 the two curves are indistinguishable, and plotting the difference 
over the same time interval shows a randomly fluctuating deviation of only one part in 
106, which reflects the limits of numerical significance in calculating the square root 
factor. This leads to the conjecture that the approximation formula is in fact exact, but 
Mathematica is unable to confirm that at this stage by directly substituting it back into 
(6.40) and (6.41) so at the moment we proceed with taking (6.48) as a working 
approximation. 
In addition to the excellent numerical agreement, the approximation has the merit of 
reducing the complexity of the expression to be substituted back into the coefficient 
formulas, which are themselves complicated, by a huge factor of about 250 – the 
leafcount of the approximate expression is only 41. On this ground alone, there is hardly 
any choice about using the approximation, as without it there seems little prospect of 
proceeding with meaningful symbolic calculations. 
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A first demonstration of the degree of success of the approximations introduced so far,  




(solid line) versus 
numerical 
integration (dashed 
line) for    (a) 
Upstep and      (b) 
Downstep 
 
The analytic approximation shown incorporates both the integral approximation and 
formula (6.48); only the n = 0,1 terms were included in the series of equation (6.43) , but 
all the coefficients and derivatives were calculated from the full expressions and 
symbolic derivatives. It is seen that the results compare quite well with those calculated 
by purely numerical integration as in section 6.5. Some experimentation carried through 
in stochasflow3.nb  suggests that the main reason for the remaining discrepancy is the 
truncation of the series, and this could be further refined. 
For the purposes of analytical modelling, we are however once more confronted by a 
severe complexity problem. Assuming truncation of the series (6.43) at the n = 2  term, 
the coefficient expressions that are needed to calculate the concentration are those listed 
in Table 4 together with their respective leafcounts to quantify this complexity. 
Table 4. Complexity expressed as a leafcount of the symbolic expressions for 
coefficients and their derivatives. 
 a0 a1 a2 
Function 168 599 1566 
2nd derivative 2134 6818 21010 
 
 
















For the purposes of interpretation the definitions of the dimensionless variables still need 
to be substituted into these, which increases the leafcounts by a further factor of 5, and in 
addition all of these expressions still need to be combined according to equation (6.45) 
to construct the modulation factor. Clearly the resulting expression is on a symbolic level 
quite unmanageably complex and we resort once more to a numerical evaluation to see if 






8<t<50 for      
(a) Upstep and 
(b) Downstep    
 
 
As before, the numerical values show only a mild variation and suggest that it should be 
adequate to approximate the modulation factor. A series expansion about the position of 
the gaussian peak will ensure that maximum accuracy is maintained where the most 
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The gaussian factor in this definition is independent of i, and so factors out of the 
summation in (6.49). Comparing the result with equation (6.44) shows that indeed this is 
 


















equivalent to a power series expansion of M(x,t), but the advantage of including the 
gaussian factor as well as the constant factors displayed in (6.50), is that the ui are  made 
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while the functions are odd/even according to whether i is odd/even. Another useful 
property of the way these functions are defined is that it is easy to switch between 
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As clarified in the next section, the series expansion (6.49) allows us to describe the 
quasi-gaussian properties of the transmitted solute plume, and it is therefore appropriate 
to call it a quasi-gaussian expansion, and its basis functions ui , the quasi-gaussian basis 
functions.  
The coefficients bi in equation (6.49) are obtained by actually performing the power 
series expansion of equation (6.45). This is done in stochasflow4.nb, from which it is 
found that by limiting this power series to quadratic terms, which should be adequate in 
view of the behaviour in Figure 6-11, no more than second derivatives of F, f and a0, a1 
and a2 are required. As due to the complexity shown in Table 4 it seems infeasible to 
extend beyond that, explicit evaluation of the power series in (6.49) is limited to N = 2.  
It will be shown in section 8.1 that for the purpose of calculating dispersion, it is possible 
to eliminate the bi . So the truncation of the series at such a small N value is not 
significant for the main purpose of this study, although it would have an effect (argued 
below to be minor) on extensions dealing with the details of the solute peak shape. 
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The next task is to find simplified formulas for the abovementioned expressions and 
hence for b0, b1 and b2 . A reasonable starting point is to use the same strategy that 
worked for y% , i.e. finding limiting expressions at t = θ1 and at ∞, and suitably 
interpolating between them. However, it turns out that the expressions are now so 
complicated that even the taking of limits is beyond Mathematica’s capability. 
Inspection of the expressions shows that they abound with square root expressions, and 
better results may be obtained if those can be avoided.  
A start is made with this by modifying the definitions of the dimensionless variables by 





−= −  (6.53) 
Substituting this into equations (6.17) to (6.19), it is seen that all the time dependence in 
these expressions are now contained in root-free factors of either T or T 2, and moreover 
the limits of T are at T = 1 and T → ∞, algebraically a little simpler than the 
corresponding ones of t = θ1 and ∞ . But an additional square root time dependence is 
introduced by the expression for y% and is not removed by changing to T.  
However, inspection of equations (6.35) and (6.36) for f(y) and F(y) shows that if the 
factor y in front of the square root displayed in these equations, is taken inside it, only 
even powers of y remain. The square root that appears in expression (6.48) is therefore 
removed when it is used to evaluate the coefficient expressions in the point y y= % . The 
price to pay for this simplification, is that the information about the sign of y%  that needs 
to be chosen differently for upwards and downwards velocity steps, is lost by taking the 
y factor inside the root and will have to be restored later. 
Only the single common square root expression appearing in the equation for f(y) and 
hence in all the derived equations for F(y) and all the coefficient expressions, remain 
after these algebraic manipulations. This expressions also needs to be evaluated at 
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y y= % and in addition at z = Z2 , because it appears in the expansion coefficients around 
that particular z value. The result is shown in stochasflow4.nb to be  
 ( )22 2 2 21 2 1 1 2 1 0 24 22 2 2 4 4 2
1 0
( 1) ( ) ( ) 2
4
4 ( )
T V V V V t V
y w y Z
T t
θ θφ γ θ
− − + −+ = −% %  (6.54) 
Almost miraculously, the argument of the square root is found to be a complete square 
and so the root can be removed. In so doing, the proper sign can be restored because the 
only factor that is not by definition positive is the velocity difference, and by taking the 
root of this factor to be (V2-V1) the sign is allocated as specified by equation (6.48).  
Even though these steps produce a major simplification of the coefficient expressions, it 
is still not enough to allow the taking of T limits by Mathematica. To achieve that, the 
conceptually trivial step of substituting all expressions that do not contain T , by single 
auxiliary constants is needed.  
Having done that, it is finally possible to obtain limiting expressions for all of the 
coefficient expressions listed in Table 4. Extrapolating the limits into formulas that cover 
the entire T-range, proves to be far more difficult than it was for the case of y% . 
Preliminary versions of this for a2 and a0”, without the benefit of some of the simplifying 
transformations above, are documented in stochasflow3.nb . Subsequently 
stochasflow4.nb shows how for these as well as for a1” and a2” an extended process of 
guessing and testing connecting formulas, requiring considerable ingenuity in some 
cases, finally leads to reasonably compact formulas for all of the coefficient expressions.  
The details of this rather tedious process are not reported here, because exploiting the 
benefit of hindsight allows the same results to be obtained by more direct means. The 
crux of this process is that by detailed inspection of the results, it is established that the 
physical parameters of the system always occur in combinations of the following set of 
three dimensionless ratios: 
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The implication of this observation is that these are, in fact, the natural dimensionless 
parameters that are dictated by the mathematical relationships in the model and these 
together with T will be used henceforth instead of the earlier set, which is expressed in 
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The new dimensionless parameters have straightforward physical interpretations. Bear in 
mind that (θ1-t0) is the total time elapsed from the moment (-t0) that the gaussian plume 
started life as a Dirac delta function or point source, until its peak reaches the step at θ1 , 
its variance at this time (in the absence of a step) would be γ2(θ1-t0) and the square root 
of this is a measure of the peak width. Also, by definition t0 = -S2/γ2 . Then α can be 









γ θα −= =  (6.58) 
In a similar way, β is a measure of how fast the plume spreads compared to the rate at 
which it translates due to the flow, and could be called the stochastic translation ratio: 
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 width of plume when it passes the step
distance travelled from point source to reach the step
β =  (6.59) 
The expression for Δ clearly shows that it represents the step size as a fraction of twice 
the average velocity, i.e. it would be called the step size ratio. 
Finally, the time ratio T (or more precisely T  2 ) compares the total time elapsed since 
the plume left the point source, with that elapsed since passing the step. 
The ratio’s all have simple ranges and limiting points. T ranges from 1 at the moment the 
plume passes the step,  to +∞ . The ranges for α and β are α ≥ 1 and β ≥ 0 respectively, 
and the lower limit in each case defines the deterministic limit. Finally, taking only cases 
where the sign of the velocity is positive, Δ can range from –1 to +1, these limits being 
reached when either but not both the upstream or downstream velocities reach zero or 
infinity. Neither of such limits have much physical relevance. The case Δ = 0 indicates a 
trivial step and Δ is positive/negative for upwards/downwards steps. For the example 
cases, Δ = 0.2 for Upstep and Δ = -0.333 for Downstep. Limiting Δ to the range  
–0.5<Δ<0.5, which represents a speed increase or decrease by a factor 3 at a step, seems 
to be a plausible practical assumption. 
Expressing all the coefficient expressions listed in Table 4 in terms of the new 
dimensionless ratio parameters, the complexity of their structure is sufficiently reduced 
that the Mathematica “Simplify” instruction is able to reduce them to compact form.  
The first major benefit from this is that as shown in stochasflow5.nb, the expressions for 
0a%  and 1a%  reduce identically to zero, at the algebraic rather than numeric level. This 
means that equation (6.48) that was so far taken merely as a good working 
approximation, is now proven to be an exact simultaneous solution of equations (6.40) 
and (6.41). Expressed in dimensionless form this solution is 
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In a similar way, the expressions constructed by a laborious process of taking limits and 
guessing interpolating formulas for the other coefficients and their derivatives listed in 
Table 4, are now obtained as the exact result of algebraic simplification, and are 
explicitly given by 
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While to the naked eye these expressions may still appear complicated, they are vastly 
simplified compared to the originals. For example, the leafcount for (6.64) is only 177, 
compared to an estimated value of about 100,000 for the original a2” expression that was 
used to plot Figure 6-11 .  
  188
Encouraged by these results, the series expansion of the modulation factor is also 
undertaken in stochasflow5.nb and the resulting coefficients as defined by equation 
(6.49) have the following forms: 
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where Poly(Tn,…) is a generic notation for a polynomial of the indicated order in each of 
the arguments shown, and the explicit expressions for these are found in 
stochasflow5.nb. 
6.8 Applying the formulas to describe solute propagation through a step  
A great deal of insight into the behaviour of a gaussian plume after penetrating a drift 
velocity step, can be gained from the formulas derived in the previous section. 
Consider first the leading term in the quasi-gaussian expansion (6.49) , the i = 0 term. It 
is easily seen from the definition that 2 20 ( , ) ( , )u x xσ σ≡ G . The same gaussian is a 
factor in all higher order terms. Thus the exponential decay away from its peak, limits 
the spatial extent of all terms to the vicinity of the peak, and so this term dominates the 
overall behaviour. 









γσ −= %  (6.68) 
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As was the case for propagation in a velocity gradient, this shows that diffusive linear 
growth of the variance (represented by the numerator) is replaced at a velocity step by a 
nonlinear dependence that results from the denominator. Compare, for example, 
equations (4.61) and (6.68). The significance of a non-linear time dependence for scale 
dependent dispersivity, was discussed at length in previous chapters. 
The nonlinear dependence is carried in the step case by the multiplicative factor 1/a2 . As 
this factor plays an essential role in the subsequent development, it is referred to as the 
dispersion enhancement factor F and formally defined by  
 
2
1( , , )F T
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α Δ = %  (6.69) 
Some examples of this factor are shown in Figure 6-12. Also shown in the figure are the 
dotted lines that depict dispersion in the absence of a step, and the dashed lines indicate 
the compression or dilation obtained if only kinematic dispersion at the step was present. 
Figure 6-12 
Enhancement factor  
F as function of 
dimensionless time 




The main features shown by the figure are that 
• Shortly after penetration, the enhancement factor approaches the value 
21
1
+ Δ⎛ ⎞⎜ ⎟− Δ⎝ ⎠  
required by kinematic compression 
• Subsequently, the value decays back to that of an undisturbed plume; i.e., the 
effects of a velocity step on dispersion only persists over a finite length 
downstream 
 















• At the very moment of step penetration, T = 1, F and by implication the gaussian 
variance, is zero. 
The last feature is not physically meaningful and is a result of the implicit assumption 
made in applying equation (6.40) that there exists a concentration peak in region 2, 
downstream of the step. That assumption is only satisfied for all T ≥ 1, and consequently 
problems arise at the borderline between T values for which the assumption is valid and 
invalid.  
The extent of the problem decreases with the stochastic speedup ratio; the curves shown 
in Figure 6-12 are both for a large α value of 41. The time value at which the curve 
deviates from its tendency towards the dashed line, approaches T = 1 as α decreases. 
Also, the corresponding F value approaches the line. In fact, it can be seen from equation 
(6.61) that the dashed line represents the formal limit of F as α → 0 for finite T > 1. In 
other words, the value of F(0,Δ,1) is different depending on the order in which the limits 
T→1 and α → 0 are taken. Similar limiting instabilities are occasionally encountered in 
other of the formulas derived above, and are indicative of a failure of the approximations 
used, at very early times after step penetration. 
It is presumably possible to extend the theory to cover also the range T < 1 and so 
eliminate this problem. However, as most physical interest centres on the evolution of a 
plume once it has fully penetrated the step, no attempt has so far been made to do so. 
Instead, in stochasflow6.nb, an investigation is undertaken of ways to identify a cutoff 
time parameter Tc > 1 beyond which the formulas derived above, can be safely applied. 
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and that above this cutoff time, an excellent approximation for a2 is obtained by simply 
omitting the diverging last term from equation (6.61) and hence arriving at the following 










+ ΔΔ = + Δ − Δ  (6.71) 
The plausibility of applying the cutoff time can be pinned down further by comparing it 
with the time Tp that it takes the gaussian plume ( except for its exponential tail falling 
outside the 99% percentile ) to penetrate a step. By expressing the variance of the input 
concentration at a step in terms of the dimensionless parameters, and noting that 3 
standard deviations represent 99% of the solute concentration, it is found that 
 1 3pT β= +  (6.72) 
For example, the example cases have a relatively unfavourable combination of a large α 
value of 41 and a small β = 0.78, but even for this Tp = 1.84 which is well beyond the 
cutoff range in both cases (Tc = 1.2 and Tc = 1.3 for Upstep and Downstep respectively). 
So the physically interesting case of how a plume develops after penetrating the step, is 
well covered by considering only times after Tc. In fact, Tc only varies between 1 and 1.5 
for any plausible α  value and  Δ in the range (-0.5,0.5). 
The large time behaviour of the enhancement factor allows the calculation of time and 
length scales over which its effect on dispersion extends beyond a given step. For a 
chosen tolerance factor ε, define Tε as the time parameter for which the enhancement has 
decayed back to within a distance ε of its asymptotic value 1. An expression for this is 
found from equation (6.71) by expanding the right hand side as a power series around T 
= ∞, and setting the leading non-constant term (which is proportional to 1/T 2 ) equal to 
ε. Since we are only interested in the scale, an accurate numerical coefficient is not 
important and the expression can be simplified by noting that as detailed in 
stochasflow5.nb, neither a2 nor the bn are sensitive to the value of α for values above 1.5, 
and as typical α values are much larger than that, the limit α → ∞ was used to estimate 
Tε2 as (4Δ/ε) . This translates into a length scale L downstream of the step by the relation 








Δ=  (6.73) 
Here, σ12 = S2+γ2θ1 is the variance of the gaussian at the moment the peak reaches the 
step. It is plausible that for a trivial step (Δ = 0) the length over which the effects of the 
step is felt reduces to zero, while in the absence of  stochastic dispersion (γ = 0) the 
effects of the step extends to infinity, because in this case the kinematic compression or 
dilation of the concentration peak at the step simply translates at the new drift velocity. 
The counterpart of the last remark is that the decay of this kinematic effect away from a 
step is a direct result of stochastic dispersion.  
A less intuitive aspect of (6.73) is that the decay happens more slowly the larger the 
spatial extent (i.e., the variance) of the input peak is. As a result, it can be anticipated that 
when a gaussian concentration peak encounters a sequence of steps that constitute a drift 
velocity fluctuation, the effects will depend on the relationship between the length scale 
of the peak and that of the fluctuation (i.e., the distance between the steps). That turns 
out to be an important factor in understanding scale dependent dispersivity and will 
feature in later chapters. 
There are also significant lessons to be learnt from consideration of the formulas for the 
b coefficients. Since a2(T) approaches the constant value 1 at large T, equation (6.65) 
shows that b0 also approaches 1 at this limit, while according to equations (6.66) and 
(6.67), b1 and b2  approach zero in this limit proportional to 1/T and 1/T2 respectively.  
As only the n = 0 term survives in the series expansion, this confirms that it is the 
dominant term at large times and moreover that solute conservation, in the shape of 
maintaining the normalisation of the single gaussian, is guaranteed by b0→1. Indeed, the 
actual calculation of b0 that is carried through in stochasflow5.nb uses a more general 
approach than that presented above. It is based on the modulation factor as used in 
equation (6.32) in which the velocity parameter wg that is used in the compensator 
function is left free. Then, analytically solving for wg from the infinite time solute 
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conservation equation 0lim ( , ) 1gT b T w→∞ =  yields the unique solution wg = w1 as was used 
up to this point on the basis of numerical observations. This once more demonstrates the 
power of algebraic modelling, giving formal proof of the assumption Vg = V1 that was 
proposed in section 6.5 on the grounds of numerical experiments such as described in 
Figure 6-7 and its subsequent discussion. 
At finite values of T, b0 differs from 1, and other terms in the series also make 
contributions so that it is not easy to make use of solute conservation. It might at first 
glance seem that in integrating the concentration over all positions at a fixed time, 
equation (6.51) guarantees that all odd terms in the series cancel while 2 1ib =∑ . 
However, because the series expansion only applies downstream from the step, the lower 
limit in the normalisation integral becomes ( –Z2(T) ) rather than -∞ , and much more 
complicated expressions result. No detailed confirmation that solute conservation is 
satisfied at intermediate times has been carried out so far, but it seems reasonable to 
accept that the expressions that give consistent normalisation at both time extremes will 
also satisfy the requirement in between. 
The results so far show that the first term in the series expansion represents a gaussian 
peak that is at first kinematically compressed or dilated at the step, and then gradually 
anneals back to the linearly dispersing peak that would be produced by stochastic 
processes in the absence of a step. 
The odd i basis functions ui(z-Z2) are all rather similarly shaped functions that are 
positive ahead of the peak position Z2, and antisymmetrically negative behind it, as 
shown in detail in the next chapter. Consequently they represent asymmetric distortions 
or skewing of the gaussian peak, a phenomenon remarked on in discussing the numerical 
plots in section 6.5. The even order ui(z-Z2) on the other hand, are symmetrically double-
humped functions that contribute symmetric distortions away from a strict gaussian peak 
shape, and their effects are harder to distinguish visually. 
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Taking the coefficients b1 and b2 as representative of how each of these types contribute, 
it is noticed from equations (6.66) and (6.67) that in contrast to b0,  
• Both are proportional to Δ, i.e. the non-gaussian distortions only occur if there is 
a non-trivial step and moreover the distortion effects are opposite for upwards 
and downwards steps. This as observed in the numerical examples, i.e. forward 
skewing for an upwards velocity step and backward for the negative one in 
Figure 6-5 . 
• For both, the stochastic translation ratio β appears only as an overall factor, and 
this implies that all non-gaussian distortions also vanish in the absence of 
stochastic effects. 
• The asymptotic time limit for b0 is 1, while those of the higher order (non-
gaussian) coefficients are zero.  
The characterisation of the higher order terms as the non-gaussian distortions of the 
underlying gaussian represented by the i = 0 term, is conceptually important because it 
gives a concrete quantitative interpretation of the somewhat vague description of the 
concentration peak as being “quasi-gaussian” that was previously based on observing the 
numerical results. That is the origin of the nomenclature already applied above to 
describe the basis functions. 
The dependence of the bi on the step size Δ and stochastic growth ratio α is explored 
numerically in stochasflow4.nb and stochasflow5.nb . It is found that they are almost 
independent of α , except very near to the deterministic limit α = 1. The step size 


























Figure 6-13 Expansion coefficients b0 
(solid line) , b1 (dashed line) , and b2 
(dotted line) as functions of the step 




It is seen that the distortion contributions b1 and b2 are generally much smaller than b0 . 
Also, they are quite asymmetric, being larger for negative Δ values (downwards steps) 
than for positive ones.  





b0 (solid line) ,  
b1 (dashed line) , 
and b2 (dotted line) 
as functions of T, 
showing the cutoff 
time Tc as a vertical 
dotted line;  
(a) Upstep  (b) Downstep 
 
It is seen that throughout the period T > Tc , the simple gaussian term produced by b0 
dominates, although at early times there are also substantial non-gaussian distortions.  
Comparison of Figure 6-12 and Figure 6-14 suggests that the time scale over which the 
distortions of the gaussian decays, is similar to the scale over which a2 and hence the 
 













































enhancement factor decays.  This may be investigated more generally by obtaining 
expressions for the length scale over which each of the bi approach their respective 
asymptotic values, in a similar way as was done in equation (6.73) for the enhancement 
factor F. The main result of that analysis is easily seen by noticing from equations (6.65) 
to (6.67) that the leading term in the infinite time limit of bi is (1/Ti ); and also, only even 
or odd powers of (1/T) occur in the series expansions according to whether i is even or 
odd. Consequently, both b0 and b2 approach their respective asymptotes proportional to 
1/T2, just as was found for the enhancement factor, giving rise to a length scale for the 
decay of these coefficients that is also of the order of 1/ε just as in equation (6.73). 
Clearly all higher order terms approach zero even faster. By contrast, however, b1 is only 
of order 1/T  which translates to a decay length scale of the order of 1/ε2 .  The 
implication is that while the asymmetric distortion of the gaussian by a velocity step is 
small, it is the most persistent effect on the plume. This tendency is clearly recognisable 
in Figure 6-14 . 
The culmination of all this work, is that we now have analytical expressions for all the 
components needed to calculate the concentration beyond a step according to equation 
(6.49). This is so much more efficient than the numerical calculations pictured in Figure 
6-5, that it is now feasible to calculate animations of the evolution of the gaussian peak 
as it penetrates the step rather than just a single “snapshot”. Such animations can be 
inspected in stochasflow5.nb, and the single frames reproduced in Figure 6-15 gives 
some flavour of the result. 
Figure 6-15. 
Time steps in the 
evolution of a 
gaussian plume 
(solid curve) as 
it penetrates a 
velocity step 
(thick vertical 
line): Top row – 
Upstep;  
Bottom row – 
Downstep. 
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6.9 Summary and conclusions. 
Of all the velocity effects encountered so far, that of a velocity step on stochastic 
dispersion is clearly the hardest to evaluate and a number of innovations and technical 
breakthroughs were required to accomplish that. 
The first of these is the recognition that the third law of thermodynamics imposes an 
early time cutoff on the integrals involved in the stochastic boundary value problem 
formulation, introducing the zero time parameter t0 as defined in equation (6.13). As a 
consequence, introduction of the compensator function g(t) was proposed as a device to 
enable a piecewise constant drift velocity to be treated in terms of a boundary value 
problem. Consideration of transmission through a trivial velocity step and extrapolation 
of this to a general step, guided by solute conservation, enabled the derivation of a 
functional expression for g as in equation (6.27).   
This leads to a complicated integral expression for the concentration after penetrating a 
step, which is used for numerical experiments on single and multiple steps in section 6.5. 
Features that come to light in these experiments are : 
• That the peak position is at the position Xn(t) as calculated from a purely 
kinematical formula such as (3.26);  
• At a single step, the effects of both kinematical compression or dilation of the 
peak, and stochastic effects on the dispersion as well as the peak shape are 
discernible;  
• At multiple steps, particularly when chosen to constitute a fluctuation about a 
mean velocity show a residual net enhancement of the dispersion, although 
kinematical effects cancel in a fluctuation. 
However, multiple application of the fixed compensator at subsequent steps beyond the 
first causes problems in maintaining the solute conservation requirement numerically. 
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The next stage in the analysis was to find a tractable analytical approximation for the 
integral arising from a single step. This was done by finding appropriate variable 
transformations to express the integrand as an exponential and using equation (2.25) to 
approximate it. A major hurdle to be crossed here was to express the zero of the 
complicated integrand exponent expression in a usable way. One key idea in 
accomplishing that is to expand the exponent about Xn(t), and despite some extremely 
complicated algebra a quite simple result encapsulated in equation (6.48) was finally 
achieved.   
This led to a series expansion for the concentration beyond a step which is 
predominantly gaussian, but contains explicitly expressed non-gaussian perturbation 
terms. Significantly, the variance of the dominating gaussian differs from that of the 
diffusive dispersion model valid for constant drift velocity, by a multiplicative 
enhancement factor F expressed by equations (6.61) and (6.69).  F is found to tend 
towards the kinematical value at the step position, but decays downstream back to the 
simple diffusive value over a length scale determined by step parameters as well as the 
variance of the input gaussian plume. Evaluation of the coefficients of non-gaussian 
terms indicate that they are small but non-negligible especially close to the step, and that 
skewing of the gaussian is the most persistent of the distortions.  
An important by-product of the analysis is the identification of the “natural” 
dimensionless variables of the system, as expressed by equations (6.53) and (6.55), and 
use of these allow retrospective analytical confirmation of several results originally 
taken as empirically based assumptions. 
An immediate benefit of the derivation of an explicit analytical formula for the single 
step concentration, is that when applied to multiple steps repeated application of this 
formula evaluated at the position of the next step, automatically incorporates the needed 
evaluation of the compensator function arguments t0 and ξ as appropriate at each step. 
That is made explicit in the multistep treatment in Chapter 8. This should correct most of 
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the solute conservation deficiency discussed in connection with repeated numerical 
integration.  
However, it also throws up an additional problem that needs consideration. As stressed 
at the time, the functional form of the compensator function is based on assuming a 
gaussian plume shape, but the actual peak shape after penetrating the first step is found 
not to be strictly gaussian. So a different compensator function form might be needed, 
especially if the steps are closely spaced.  
The most obvious way to pursue this, is to repeat the entire calculation of this chapter for 
a more general assumed peak shape, for example one described by an arbitrary member 
of the quasi-gaussian basis set ui(x,σ2) defined in equation (6.50), of which the gaussian 
form discussed so far is merely the 0-th member. If this should prove possible, and 
yields a new expansion in terms of the same quasi-gaussian basis, the way would be 
clear for an entirely consistent treatment using a series of compensator functions, each 
belonging to the corresponding term of the concentration peak expansion. 
 However, a somewhat similar situation was encountered when discussing advection 
through multiple linear velocity regions in section 3.5. There, it was also found that a 
gaussian peak becomes quasi-gaussian (a concept defined mathematically in a somewhat 
different way in that context than here) in traversing the first velocity transition, and the 
process of extending the derivations for the more general case was actually carried 
through in going from equation (3.63) to (3.66). However, the complexity of that task 
was such that repeating it in this more complex situation does not seem to be feasible. 
Instead, we apply the wisdom of relative translations between Mohammed and the 
mountain. If it is too hard to extend the compensator function to quasi-gaussian terms, 
instead we reduce the quasi-gaussian expansion to a pure gaussian expansion. This 
reduction is the topic of the next chapter. 
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C h a p t e r  7   
  GAUSSIAN EXPANSIONS 
7.1 Introduction 
This chapter is something of an interlude, addressing the mathematical problem of 
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G  (7.1) 
by expansion in a series of gaussians, of which the peak positions and variances are 
chosen in a suitable way that is to be determined. The concentration peak described by 
equation (6.49) is just such an expansion, and if an efficient way can be found to 
determine the coefficients and gaussian parameters of the new expansion from those of 
the old, the problem of finding non-gaussian compensator functions can be 
circumvented. 
The algorithms to be derived in this chapter in fact fulfils the promise made at the end of 
section 2.7 to present a practical way of expressing any localised concentration peak as a 
superposition of gaussian peaks. 
The basis functions defined by (7.1) are normalised, in the sense of equation (6.51), but 
are not orthogonal. Nevertheless they do form a complete set – that is easily seen by 
considering the Weber functions as defined in equation (4.26), and that are well known 
to constitute a complete orthonormal basis. As each Weber function consists of a 
Hermite polynomial multiplied by a gaussian, expanding out each Hermite polynomial 
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obviously leads to a superposition of a set of terms that are each proportional to a 
corresponding ui(x,σ2).  
It follows from this that no restriction is, in principle, placed by considering functions 
that are expanded in the basis set ui, i.e. any arbitrary concentration peak could be 
represented this way. Nevertheless the focus here is on functions like those encountered 
in section 6.8 that are dominated by the simple gaussian term u0 while the higher i terms 
only contribute non-gaussian perturbations. Such cases can plausibly be termed quasi-
gaussian. 
7.2 Finite difference expansion 
The most obvious way to reduce the higher order ui to a superposition of gaussians, is to 
make use of the fact that the i-th derivative of a gaussian is just a polynomial multiplied 
by the gaussian. When this derivative is approximated by a finite difference, formulae 
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This formula that superimposes just two gaussians is exact in the limit as h → 0. For 
very small h values and finite precision arithmetic, numerical convergence problems will 
result from the near cancellation of almost identical gaussians, but it works surprisingly 
well for moderate h values. As a useful measure of accuracy, to be further clarified 
below, the RMS difference between u1 and its approximation can be expressed as a 
percentage of the maximum value that u1 attains. It is found in gaussiansuperposition.nb 
that for the choices σ = 1, h=0.1, the average error calculated in this way is only of the 
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where now three shifted gaussians contribute. Taking the same values for σ and h yields 
a similar accuracy of around 0.6% for the n=2 case. 
 This procedure can be extended to all higher orders, by expressions for the odd and even 
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∂= + ∂∑G G  (7.5) 
The actual values of the numerical coefficients oik and eik turn out to be unimportant, 
except for the coefficient 1 in the first term of equation (7.5). Comparing this with 
equation (7.3) it is easily seen that (7.5) does hold for i = 0 and i = 2, and its general 
validity can be confirmed by using this in a proof by induction.  
The general expression for the finite difference approximation to the derivatives based 
on a regular grid spacing hσ, is written as 








∂ = +∂ ∑G G  (7.6) 
The dkj are zero unless k and j are both either even or odd, and the nonzero values are 
composed of a binomial coefficient divided by hk. Consequently they become very large 







=∑  (7.7) 
This is easily checked for the cases k = 1,2 explicitly shown above, and generally proven 
by integrating equation (7.6) over all x-values. 
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Combining equations (7.4) to (7.6) and reversing the order of the summation, paying due 
attention to the changes in summation limits involved in this, we arrive at the following 
finite difference gaussian expansion: 
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It is also found (e.g., by again reversing the order of summations) that equation (7.7) 












⎧= ⎨⎩∑  (7.10) 
While the finite difference expansion is elegant and will turn out to be useful for formal 
manipulations, it does have drawbacks in practical application.  
Firstly, there is a proliferation of the number of gaussians that need to be superimposed – 
in general, (i+1) terms are needed for ui, so that for a N-term expansion of the transmitted 
plume the number of gaussians increases as N2.  This can be reduced to a linear increase 
with N if the same grid of size h is used for all i-values, but because of the numeric 
problem discussed below that may not be feasible.  
The second problem already briefly mentioned before is that the expansion relies on the 
near cancellation of large terms, which is problematic in finite precision arithmetic. For 
any chosen value of h, the largest i value for which the approximation will be 
numerically viable, will be smaller than that at which hi becomes of the order of the 
smallest numerically representable number in a computational implementation, which 
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could happen as soon as i = 10 for the choice h = 0.1 suggested above.  This could be 
alleviated to some extent by taking larger h values for larger i, but at the price of an 
unfavourable trend in the number of distinct gaussians used. The severity of these 
problems depends on how fast the quasi-gaussian expansion under study converges.  
If, as was pragmatically found in Chapter 5, it is sufficient to truncate the expansion at i 
= 2, there is no need to go beyond equations (7.2) and (7.3), a common value h = 0.1 
should be adequate and the relevant non-gaussian behaviour can be represented by 
superimposing just 3 gaussians. 
However, we next turn to an alternative treatment of the problem that avoids both of 
these problems entirely. In this new approach, the displacements of the gaussian peaks 
are not small, so no numeric problems arise. Furthermore, the number of gaussians 
needed to expand ui tends to decrease with i, only needing 2 gaussians at large values 
and achieving acceptable accuracy with as few as 3 gaussians at any order.  
7.3 Displaced gaussian approximation 
The starting point of this idea is to inspect how the shapes of the basis functions change 
with increasing order. That is shown separately for even and odd ui in Figure 7-1 below. 
Figure 7-1 Basis 
functions ui(x,1) for 
(a) even and (b) odd 
i values, as 




The figure shows some quite remarkable features. For all non-zero i, the ui are composed 
of a symmetric pair of peaks for even i and asymmetric paired peaks for odd i values. All 
the peaks have very similar shapes, appearing also similar to the gaussian shape of the i 
= 0 case,  but the peak positions are progressively shifted away from zero as i increases. 
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The maximum value on the other hand seems to change very little. The two peaks 
individually are normalised to the value ±½ by equation (6.51), so that the even 
functions integrate to 1 over the entire x-range and the odd ones to zero. 
These properties are investigated in more detail in in gaussiansuperposition.nb. The 
peak positions of ui are shown to be located at i± . Calculation of the peak value and 
variance shows that they tend to the expressions 21 4 and 4σ π σ  respectively as i 
→ ∞ . For σ = 1 this reduces to 0.2821 and 0.25 respectively, and this differs from the 
values at the other extreme for i=1, by only 7% and 4% respectively. Moreover, the ratio 
of the asymptotic peak value and variance expressions is exactly the same as that for a 
gaussian peak with the same normalisation. This is a strong indication that for large i the 
individual peak shapes are almost gaussian, and because the small i values only differ 
from the asymptotic ones by a few percent they are close to gaussian as well. 
These observations suggest that a good approximation to the ui may be obtained by 
simply superimposing two suitably scaled and shifted gaussians. When done, the most 
obvious flaw is that for low, even i values such as i = 2,4 the superposition is not zero at 
x = 0 as it should be according to equation (7.1), while for odd i cases there is a small 
normalisation discrepancy, and for i = 3 and larger the derivative at the origin is not zero 
as it should be. On the other hand, the approximation improves with increasing i, with 
errors dropping below 3% at about i = 8.  
It is shown in gaussiansuperposition.nb that accuracy at a uniform level of a few percent 
can be maintained by adding a 3rd gaussian at the origin to even i cases, and optimising 
the gaussian variances and coefficients to guarantee normalisation and minimise errors 
in each case. The resulting approximation can be written as a slightly generalised form 
of equation (7.8) : 
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where the optimised values of the coefficients and variance factors are shown in Table 5. 







(-1)i gi -1 
hi Bi RMS error 
0 1 0 0 1 0 
1 0 0.62434 1 0.77884 0.0068 
2 -0.27524 0.63762 1.4142 0.73772 0.0110 
3 0 0.50644 1.7320 0.69509 0.0153 
4 -0.02897 0.51448 2 0.715691 0.0107 
5 0 0.50063 2.2361 0.69282 0.0120 
6 -0.0030 0.50151 2.4495 0.69768 0.0105 
7 0 0.50007 2.6458 0.69642 0.0099 
8 -0.00039 0.50019 2.8284 0.69806 0.0092 
Finite difference 
i 
     
1 0 -6.26657 0.1 1 0.00052 
2 -199 100 0.1 1 0.0015 
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The table shows the case that ni =1 is taken for all i. It is seen by inspection that the gij in 
the displaced gaussian approximation also satisfy the sum rule (7.10). That is a direct 
consequence of applying the normalisation equations   to equation (7.11). Notice how, 
by the time i = 8 is reached, the expansion has already practically converged to the 
asymptotic 2-peak superposition of gaussians with amplitude, peak position and standard 
deviation factors of 1 2 , 8 2.8284 and 1 2i = =  respectively. For comparison, 
example values for the finite difference approximations to u1 and u2 are also shown in 
the table. 
For i > 0, the RMS errors of the 3-term displaced gaussian approximation are in the 
range of 3 – 5% of the peak value. Bearing in mind that the approximation is to be 
applied to minor perturbation terms only, while the dominating term i = 0 has zero error, 
this accuracy level should be sufficient.   
However, the displaced gaussian approximation could also be extended to provide more 
accuracy. The difference between the left and right hand sides of (7.11) is itself 
composed of a small number of smooth peaks. Introducing additional gaussians that are 
suitably positioned and scaled to cancel these deviations leads to the next order of 
approximation, and this process could be repeated as many times as deemed necessary. 
In fact, this approach is very reminiscent of the wavelet analysis method employed in 
numerical approximation methods (Chui, 1992). In the language of wavelet analysis, the 
localised “mother function” of the displaced gaussian approximation is a gaussian. The 
idea that progressively finer details of a particular basis function are included in the 
approximation by adding scaled and shifted versions of the mother functions to the 
expansion, applies both to conventional wavelet analysis and the approximation 
proposed here. If more terms are added to the expansion, that would just mean taking ni 
> 1 in equation (7.11). Unlike the case of the finite difference expansion, however, 
inclusion of such extra terms would merely be a refinement, not an essential ingredient 
of the approximation. 
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Pragmatically, however, it may be more efficient, although less elegant, to decide on the 
total number of gaussian components to use (in the discussion above, 3) and then use the 
finite difference expansion for as many low order i values as this allows (in the present 
case, i = 1 , 2) and the displaced gaussian approach for all higher orders. 
For the work that follows in subsequent chapters, the details of this choice is 
unimportant. The main result that will be exploited is that it is possible to represent a 
quasi-gaussian concentration peak as the superposition of a number of pure gaussians in 
the general form indicated by equation (7.11). 
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C h a p t e r  8   
  STEP SEQUENCES AND FLUCTUATIONS 
The logical development of a theory of dispersion in a piecewise constant drift velocity 
that was taken to the level of a single step in Chapter 6, is now resumed by repeated 
application of the results to a sequence of velocity steps.  A brief account of some results 
developed in this chapter, has been presented and published in the literature (Verwoerd 
& Kulasiri, 2003).   
First, a general formalism for describing step sequences is developed. This is then 
applied  to the case of an upwards or downwards “staircase” of steps as a validation 
exercise based on comparison with the exact results derived in section 4.2. Finally, the 
same methods are applied to describe dispersion in a velocity fluctuation modelled by 
three consecutive steps, as well as a periodically repeated sequence of such steps. This is 
finally extended to a model that describes fluctuations with a more elaborate structure, 
composed by the superposition of periodic steps on two different length scales. 
Comparison of the results of these models with the scale dependent dispersivity 
observations discussed in Chapter 1 , shows substantive qualitative agreement as well as 
quantitative agreements of some aspects, although the overall magnitude of the observed 
effects are not adequately represented. Nevertheless, the results allow a new 
interpretation of the phenomenon in terms of a natural length scale associated with 
dispersion by velocity fluctuations. 
8.1 Generalising the single step formulas to multiple regions 
To start, we rewrite the concentration in region 2, as was calculated in Chapter 6 for 
penetration of the first step at position x1 at time θ1 , into the dimensionless coordinates 
as 
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= −∑  (8.1) 
In addition to the space and time dependence explicitly shown, bi, Zn and F also depend 
on the dimensionless parameters α,β and Δ that characterise the step. In order to be able 
to generalise this to multiple steps, it is appropriate to embellish these parameters with 
the subscript 1 to indicate their relation to the first step. The same is true for bi and F. 
Indeed, it is appropriate as done in equation (8.1), to recognise that the variables z and T 
only apply after step penetration, and so should be identified by the subscript 2 to 
indicate that they hold in region 2, just as was previously done for c and Z.  
The strategy used for generalisation to multiple regions, is to encapsulate the 
complicated integration procedures carried through in Chapter 6,  into a straightforward 
transformation that transforms an input concentration c1 incident from region 1, into an 
output concentration c2 that propagates through region 2, until it becomes the new input 
at step 2 into region 3, etc. The same underlying idea was also employed in section 3.4 
for (deterministic) advection.  
To accomplish that, c1 needs first to be expressed in the equivalent variables as were 
obtained for c2. We do this by taking the entrance boundary of region 1 as a trivial 
velocity step at x0 = ξ being traversed by the peak at time θ0 = 0, in accordance with 
equation (6.9). Applying the definitions formulated in equations (6.19), (6.53) and (6.55) 









−−= = −−  (8.2) 
 0 0 0
1 0
1 ; ; 1
V t
γα β= = Δ =−  (8.3) 
In terms of these, the input concentration of equation (6.9) is given by  
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where Z1 as obtained directly from (6.9) is 






⎛ ⎞= −⎜ ⎟⎝ ⎠
 (8.5) 
and this is also consistent with the expression derived for region 2, i.e. equation (6.57).  
Suppose that, for argument sake, the (minor) non-gaussian i > 0 terms in equation (8.1) 
are ignored. Then comparison of equations (8.4) and (8.1) shows that the net effect of 
velocity step 1 is to replace the space and time variables of region 1 by those of region 2, 
multiply the variance argument by the enhancement factor F1 associated with step 1, and 
add the prefactor b01 .  
It is tempting to conclude that the effect of a second step is merely to apply the same 
transformations to c2 yielding c3 once more as proportional to u0 but with arguments 
appropriate for region 3. However, this is not strictly correct. The time-dependent 
prefactor b01 changes the integrand of the boundary value time integral, and this would 
invalidate the use of the integration results derived for the first velocity step. However, 
as shown by numerical plots for the example steps in stochasflow5.nb, as well as the 
asymptotic analysis of section 6.8, the time variation of b01 is slow compared to that of 
the gaussian peak factor as long as the step spacing is large enough to satisfy criterion 
(6.70). The maximal integrand contribution comes from the time at which the gaussian 
factor peaks at the step position; in other words, the gaussian peak selects out a time 
range centred on the time t = θ2 at which the peak penetrates step 2. So for sufficient step 
spacing it is justified to evaluate b01 at T2 such that t = θ2 : 





− =−   (8.6) 
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where the last equality is based on the obvious generalisation of equation (6.55) to the m-
th step by 
 0 1
1 0 10
; ;m m mm m m
m m mm m
t V V
t V VV t
θ γα βθ θ
+
− +
− −= = Δ =− +−  (8.7) 
Once the replacement is done, b01 becomes a constant and can be taken out of the time 
integral leaving only the gaussian factor represented by u0.  
Even so, the time integral is not yet reduced to the same form as for the first velocity 
step, because it also contains an additional time dependence through the enhancement 
factor F1(T2). The only tractable way to treat this time dependence is also to evaluate F1 
at t = θ2. A theoretical justification of this might be done by taking a Taylor expansion of 
F1 about the peak value. But more convincing is the numerical demonstration in Figure 
8-1 taken from stochasflow5.nb showing that the numerically calculated integrals are 
very close, with and without this assumption for both example steps.  
Figure 8-1       u0(z2-
Z2,½F1) as function of T 
evaluated at the minimal 
step spacing, for full time 
dependence of F(T) (solid 
line) and constant 
approximation using (8.6) 
(dashed line) for (a) Upstep 
and (b) Downstep 
In fact, the curves become almost indistinguishable if the fact is taken into account that 
due to the time dependence of F, the concentration at a fixed position peaks at a slightly 
different time than the kinematical value represented by (8.6). However, to do this 
requires numerical evaluation of the peak time and the extra complication is not deemed 
worth the slight improvement. Conceptually, the most important fact is that taking F as a 
constant, is a valid approximation and indeed allows the use of the operational 
 




















description of the effect of the first step presented after equation (8.5), to be applied to 
subsequent steps as well. 
Similar arguments apply to the i > 0 terms in equation (8.1) once the gaussian expansion 
(7.11) is applied to each term. A new element that appears, is that there are now 
contributions from gaussians that are not centred at z2 = Z2, but rather at a shifted 
position z2 = Z2+Q. To evaluate the effect of that, we derive the relation between Zn and 
Zn-1 from that between θn and θn-1: 
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Substituting this in the definition of Zn reduces to 
 1 1 212 2
10 0
( ) )
2 ( ) 2 ( )
n n n n n
n n
n
V t V x xZ Z






⎛ ⎞− −⎜ ⎟= = +⎜ ⎟− −⎝ ⎠
 (8.9) 
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Using the gaussian expansion (7.11), equations (8.4) and (8.1) respectively assume the 
form  
 11 1 1 1 1 2( , ) ( , )c z T z Z= −G  (8.11) 
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Time arguments T2 have been suppressed on the right hand side for the sake of brevity, 
but are implicit in the b1i, F1 and Z2 expressions as in (8.1). The summation limit ni is 
either (i/2), rounded down, as for the finite difference expansion, or a suitable constant 
value as discussed in section 7.3.  
The overall effect described by (8.12) is that the single gaussian in region 1 is split into a 
series of gaussians when it penetrates step 1. From the work in Chapter 6 it is known that 
b0i ≈ 1 while b1i << 1, so that the “sideband” gaussians have relatively small amplitudes. 
The same transformation applies to each of the terms when each subsequent step is 
penetrated, giving an exponential increase in the number of gaussians. This proliferation 
seems alarming and may be controlled by only keeping terms to a certain order in the 
small b-coefficients. However, as will be shown below, for the purpose of calculating 
dispersion the problem is eliminated altogether by making use of the sum formulas 
derived in Chapter 7. Hence for now all terms are kept in the expansions.  
Proceeding with the expansion found after penetrating a second step, we have 
2 1 2 2 1 1
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  (8.13) 
Here, expansion indices are numbered to identify the step that gives rise to them. The 
notation {i} is shorthand for {i1, i2} and similarly for j, so that the explicit summation 
signs shown each represents a multiple summation.  
Some care is needed in assigning the time arguments in the products of F-factors and b-
factors in this equation and its generalisation to M consecutive steps. To implement the 
approximation described by (8.6), the time arguments in such products reduce to 
1 1m mT α+ +=  for all but the leftmost factor ( which represents the effect of the last (M-
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th) step), in which case it remains TM+1 . The same convention applies to the product 
sequences FMFM-1…F1 . 
Broadly, equations (8.11) to (8.13) demonstrate two distinct effects of a step on a 
gaussian solute plume. Firstly, it splits the peak up into more gaussian components 
shifted to slightly different peak positions, equivalent to distorting the gaussian shape. 
Secondly, it compresses or dilates each of these gaussians according to the appropriate 
enhancement factor. Both of these effects may contribute to the overall spreading or 
dispersion of the plume.  
Consider first the peak shift effect. The pattern that develops as more steps are 
penetrated, is shown more clearly by writing out the spatial argument of the gaussians 
after one more step: 
 1 2 1
3 2 1
2 2 23 32 1 1
1 1 2 1 22 2
3 2 34 4
2 2 21
3 2 1 32
1 11
1 1 1i i i
i i i
F B j F F B B j
z Z h
F F F B B B j
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 (8.14) 
For convenience, the argument is now specialised to the finite difference version of the 







+ Δ + Δ≈ ≈−Δ −Δ  (8.15) 
The first approximation here is shown in the next section to follow from the explicit 
formula for Fm, and the second then applies whenever the stochastic growth ratio α is 
close to its deterministic limit of 1. It also represents the limiting value of Fm just after 
step penetration for any α value; the other extreme value of Fm being 1. Use of the 
approximation is further justified by only using it in the perturbation term of order h. 
The result is that the concentration after penetrating M steps, can be written as 
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To calculate the dispersion, the variance of the expression about the kinematical peak 
position ZM needs to be calculated. That is facilitated by noticing that  
 2 2 2var ( , )x Q Qσ σ+ = +G  (8.17) 
Consequently the variance of the gaussian summand in equation (8.16) can be written as 
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(8.18) 
For the finite difference expansion, Bi = 1 for all i, and so the square bracket expression 
reduces to 
 
( )22 1 11 ...M Mh j j j−⎡ ⎤+ +⎣ ⎦  (8.19) 
For small enough h, the second term in this expression will be negligible compared to 
the first. To establish if such a small h is feasible, notice that |j| ≤  ni ≅ ½ i and that the 
maximum value of i is N, so |j| ≤  ½N. The maximum value of the sum over j’s is 
attained when all j’s have the same sign, and hence it is concluded that neglect of the 
second term in the square bracket is justified as long as h is chosen to satisfy 
 2h
N M
   (8.20) 
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Setting aside the practical difficulties that may arise from finite precision arithmetic, in 
principle it is possible to satisfy this provided that the number of steps M and the series 
expansion range N are both finite.  
Once such a choice for h is made, the contributions of all the gaussian terms are the 
same, as given by the product of enhancement factors that appears as a common factor in 
equation (8.18). 
Despite a possible appearance to the contrary, this conclusion does not in fact rely on 
making approximation (8.15). If this approximation were not made, it would merely 





−Δ  into the second term of (8.19), but as 
each of these factors is of order 1, it would not change the argument about the possibility 
of making the term negligible by choosing a small enough finite difference increment. 
Using these results it is now possible to simplify the variance as calculated from 
equation (8.16) to the following form: 
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The second set of summations, over the set jm, are now independent and can be factored 
into a product of M simple sums over each of the j’s, each of which reduces to either 0 or 
1 according to equation (7.10). This leaves only the first set of summations, but now 
with all im restricted to even values only.  
Now consider the result if conservation of solute mass is applied to equation  (8.16). 
Integrating both sides of this equation over all  zM+1 , and taking into account that the 
gaussians are by definition all normalised, leads to  
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Combining equations (8.21) and (8.22) leads to the final result 
 ( ) ( ) ( )11 1 1 1 1 1 22var ( , ) ...M M M M M M Mc z T F T F Fα α+ + + + −⎡ ⎤≅ ⎣ ⎦  (8.23) 
The variance = ½  of the initial input concentration c1 (see equation (8.4)), has been 
factored out here to display the compound enhancement factor that results from M 









=∏  (8.24) 
with the time arguments of the Fm taken according to the convention stated after (8.13). 
The reason that (8.23) is written as an approximation rather than an exact equality, is that 
in the derivation presented it was tacitly assumed that both for calculating the variance 
and for applying solute conservation, the integration could be taken over all zM+1 
whereas in fact the validity range of cM+1 has a lower limit corresponding to the z-
coordinate of step M. In other words, equality only applies strictly for TM+1 large enough 
that the concentration peak has fully penetrated the step.  For smaller times, the left hand 
side of equation (8.23) should be interpreted as the contribution to the variance coming 
from region M+1, and a correction factor < 1 should still be inserted on the right hand 
side to reflect the fact that both the normalisation and variance integrals of the gaussians 
would be reduced.  
However, the main point demonstrated is that the peak shifts can be made negligible and 
that because all the component gaussians in each region share the same compound 
enhancement factor, this is in the end the overall enhancement of dispersion produced by 
a sequence of M steps. That remains true even if only part of the concentration has 
arrived in region M+1.  
It does not seem possible to carry through the same analysis for the displaced gaussian 
expansion, as its parameters are chosen by numerical fitting, but it seems plausible that 
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the fixed large peaks shifts hi in that method is compensated for by its smaller Bi values 
to give a result for equation (8.18) that, when combined with the different set of values 
for the gij coefficients, leads to the same result. Instead, it is argued that since both are 
equivalent expansions of the same underlying set of basis functions, a result such as 
(8.23) from which the series expansions have been eliminated, applies equally well to 
either.  
The fundamental assertion made by equation (8.23) and (8.24) is that the cumulative 
effect of a series of velocity steps on solute dispersion, is obtained by a product of the 
individual enhancement factors. That assertion resulted from a long chain of 
mathematical and logical reasoning, and its credibility can be enhanced by showing that 
it is compatible with independently derived results for a known velocity profile. That is 
the subject of the next section. 
8.2 Application to a velocity staircase 
A “staircase” of small, identical velocity steps has already been used as a piecewise 
constant representation of a constant velocity gradient in the case of deterministic 
dispersion at the end of section 3.5. The case of stochastic dispersion in a constant 
velocity gradient has been solved in Chapter 4 leading to equation (4.61) for the time 
dependent variance, which becomes in the present notation 
 2 2 2 2 2
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1( ) ( 1)
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pt ptt S e S e
p t
σ ⎡ ⎤= − −⎢ ⎥⎣ ⎦  (8.25) 
 Hence it is of interest to see if ( in the limit of vanishing step size) this expression can be 
recovered from the staircase representation, as was achieved in the deterministic case.  
Furthermore, comparison of the staircase and constant gradient results can be used to 
investigate the effect of a finite step size, which introduces a spatial granularity 
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Figure 8-2. Schematic view of a 3-step velocity staircase together with the constant gradient drift velocity that it 
approximates. 
 
The two velocity profiles are made equivalent in the sense that all steps have the same 









−= −  (8.26) 
Also, as the final goal is to find the variance as function of time, consider t to be given 
and choose the steps in such a way that the fluid element that departs from x = 0 at t = 0 
= θ0 is delivered at the same position x = X at an arrival time t , by both profiles. For the 
smooth slope this position is given by equation (3.9) as 
 ( )0 1ptVX ep= −  (8.27) 
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For the stepped profile with M steps, the arrival time will be derived from the 
dimensionless time variable TM+1 for interval (M+1). To ensure that the steps are evenly 
spread over the spatial interval (0,X) as they should to approximate the smooth line, the 
value of TM+1 for arrival at X should be similar to that of the corresponding Tm  for 
arrival at step m for all other m-values. This is ensured by choosing the arrival time at x 
= X to be t = θM+1, as shown in the figure. In order to enforce this, use is made of the 
following relationship between the θm that follows directly from applying equation 







θ θ − Δ− = −Δ  (8.28) 
We still have the freedom to choose the individual step heights; the work is simplified if 
all steps have the same dimensionless step height, i.e. Δm ≡ Δ. According to equation 





θ Δ= −Δ  (8.29) 
Putting θM+1 = t  allows us to calculate the total number M of steps of a given size Δ that 
are needed in the staircase: 
 1 1
2
M pt + Δ⎛ ⎞= −⎜ ⎟Δ⎝ ⎠  (8.30) 
This equation gives a direct connection between the variable M, which is the natural 
measure of progression through the staircase, and t, that similarly measures evolution in 
the smooth velocity profile, and allows either to be eliminated in favour of the other. 
The staircase is now fully specified, except for the value of the initial staircase velocity 
V1. This value is determined by calculating the values of the step positions xm in terms of 
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it, and setting xM+1 = X as given by equation (8.27). The details are carried through in 
stochasflow6.nb which also shows that 1 00V V
Δ⎯⎯→  as intuitively expected.  
The next step is to calculate the plume variance as function of M and hence of t, using a 
product of M enhancement factors each of the form given by equation (6.71). Before 
doing that, it is  first confirmed that the condition for applicability of that equation is 
fulfilled by the steps constructed above. Bearing in mind that each factor Fm is to be 
evaluated at a time argument Tm+12 = αm+1 as discussed just after equation(8.13), and that 
this time should be after the applicable lower cutoff Tcm+1 as given by equation (6.70) , 
the validity condition  is 
 ( )2cm mT α≤  (8.31) 
This can be expressed in terms of m, Δ and t0 by use of the staircase relations derived 
above. A detailed evaluation of this in stochasflow6.nb shows that the condition is well 
satisfied for all relevant values of m and t0 provided that |Δ|≤ 0.4 . 
Accepting this quite mild restriction, the variance of the plume as it arrives at x = X is 
obtained from equation (8.23), to yield  
 2 2 20
1 0








⎛ ⎞= − ≡ −⎜ ⎟⎝ ⎠∏  (8.32) 
Here, equation (6.19) has been used to transform back from the z-coordinate variance 
given by equation (8.23) to that in terms of the physical position variable x, as indicated 
by the subscript. This illustrates that the compound enhancement factor F(M) for M steps  
(represented by the product) applies equally well as an enhancement of the variance in 
either set of coordinates. 
First consider the deterministic limit of F(M), when the Fm are all replaced by (1+Δ)2/(1-
Δ)2 and the compound enhancement factor, expressed in terms of Δ,  becomes 
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+Δ⎛ ⎞−⎜ ⎟Δ⎝ ⎠⎡ ⎤+ Δ⎛ ⎞Δ = ⎢ ⎥⎜ ⎟− Δ⎝ ⎠⎢ ⎥⎣ ⎦
 (8.33) 
The staircase approaches the smooth slope as more and more steps of smaller and 
smaller size are used; this is represented mathematically by letting Δ → 0, in effect 
allowing M to approach infinity, yielding 
 20( )
ptF eΔΔ ⎯⎯→  (8.34) 
which is a result of the well known formula  
 ( )lim 1 N xxNN e→∞ + =  (8.35) 
The variance in the deterministic limit t0 → -∞ becomes 
 2 2 2( ) ptx t S eσ =  (8.36) 
This exponential enhancement of the variance in a deterministic constant velocity 
gradient is in exact agreement with the result obtained by a simpler argument in equation 
(3.30). The additional insight gained here, is how (for p > 0) each small acceleration step 
enhances the variance by a factor only slightly larger than 1, but the cumulative effect of 
these produces an exponential growth. 
For stochastic dispersion with p > 0 we also have an enhancement larger than 1 at each 
step, but with a more complicated dependence on the step parameters and the effect of 
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−= − −  (8.38) 
Combining these equations leads to such a complicated expression for Fm that taking the 
product over M such factors becomes intractable.  
However, a vast simplification results if the replacement αm+1 → αm is made in equation 
(8.37). Justifications for this replacement are that αm+1 and αm only differ to order Δ2 , 
and it is mainly the small Δ limit that is of interest here; and also even for Δ not 
negligible, it is clear from (8.38) that αm only changes slowly with m. This is more 
thoroughly investigated in stochasflow6.nb leading to the conclusion that errors decrease 
with m and are only noticeable for m = 1 or 2. Therefore use of the simplified expression 
will give the correct dependence of the product F(M) on M and hence t, while an M-
independent correction factor can be included to compensate any errors in the small m 
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 (8.39) 
which is also appealing because it approaches the deterministic limit in such a 
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∏  (8.40) 
where (a)n is the Pochhammer symbol, defined in terms of the Gamma function by  





Γ   (8.41) 
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Eliminating M in (8.40) in favour of t and taking the limit Δ→0, it is found that the 
Pochhammer ratio tends to 1 and the first term once more becomes exponential to give 
the result  
 2 2 2 2 2
0
( ) pt ptx
tt S e S e
t
σ ⎛ ⎞= − ⎜ ⎟⎝ ⎠  (8.42) 
As in the exact expression (8.25), the first term here is the kinematic dispersion, to which 
is added a stochastic distribution characterised by the same exponential growth factor. 
The stochastic terms are not identical, although their algebraic similarity is illustrated by 
taking series expansions: 
 2 2 3 42 13 3
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1 1( 1) ( ) ( ) ( ) ...
2
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p t p t
⎛ ⎞ ⎡ ⎤− = + + + +⎜ ⎟ ⎣ ⎦⎝ ⎠
 (8.43) 
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 (8.44) 
The first order terms and the general structure of the expansions are the same, but higher 
order coefficients are different. To see the numerical effect of this, the dispersion 
evolution curves of Figure 4-3 are replotted in Figure 8-3 and the staircase 
approximation result (8.42) added to the picture. 
Figure 8-3. Comparison 
of staircase 
approximation (solid 
curves) with exact 
(dashed) and 
diffusive+kinematic 
(dotted ) evolution of the 
gaussian variance. The 
top 3 curves show 
acceleration (p>0) and 







It is seen that qualitatively the same deviation from simple diffusive behaviour is shown 
by both the exact and staircase calculations, but that the latter in fact exaggerates the 
effect. Some analysis of this is attempted in stochasflow6.nb, and the results indicate that 
the discrepancy is due to the fact that the individual Fm values are overestimated when 
the limit Δ → 0 is taken. Unfortunately, since this limit reduces not only the step height 
but also the step width to zero, in effect the limit T → 1 is taken in each region, and as 
discussed after Figure 6-12 this is exactly the situation where the formulas used for Fm 
become problematic because of instabilities associated with the discontinuity at a 
velocity step. As argued in connection with equation (8.31) the validity criterion based 
on the value of this factor is satisfied, but it is plausible that in the limit where an infinite 
number of infinitesimal regions are combined, not only the value but e.g. also the trend 
as T → 1 is approached may be important.  
In view of these observations it does not seem realistic to expect complete agreement 
between the exact continuous slope and limiting staircase calculations. The fact that 
structural and qualitative agreement was nevertheless obtained, seems encouraging for 
the use of the multistep results to other variable drift velocity situations where step sizes 
are finite and the limiting problems are absent. 
An example of such an application of the staircase results, is to use a fixed value of Δ 
and allow the time to increase by including more and more steps. Mathematically, this 
situation is rather similar to the one discussed above, except that the time variable 
becomes in effect discrete (in particular, having a lower cutoff corresponding to a single 
step) and more importantly, that the Pochhammer ratio in equation (8.40) now needs to 
be included in full. The result of this is briefly explored in stochasflow6.nb, and it is 
found to reduce the variance enhancement to a value intermediate between those of 
equations (8.25) and (8.42) for moderate time values, and to approach (8.42) at large 
times. This implies that granularity of the velocity growth increases the effect on 
dispersion compared to a smooth velocity growth, and that observation is also reflected 
in the study of fluctuations that is addressed in the next section. 
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8.3 Stepped velocity fluctuations and the dispersive length scale. 
Whereas a sustained velocity growth or decrease, either stepped or continuous, is not 
physically realistic, velocity fluctuations about a mean value are directly relevant to 
dispersion in a natural medium. To start the discussion, a highly idealised model of such 
fluctuations is next considered, representing them by velocity steps located on a 
uniformly spaced grid. Extensions to somewhat less rigidly specified representations will 
be addressed later.  
Figure 8-4 Regular grid 
model of drift velocity 




The model is schematically represented in Figure 8-4 . The grid has a repeat period (3L). 
Each fluctuation is specified by 3 free parameters (V2,V3, L) . The first of these is 
replaced by the step size ratio Δ for the first step in the figure; V3 is then fixed by 
requiring the time to traverse the fluctuation to remain equal to that in a constant velocity 




V V V V+ Δ + Δ= =−Δ + Δ  (8.45) 
Unlike the staircase in the previous section, the associated step size ratios are not equal, 




− Δ ΔΔ = Δ =+ Δ + Δ  (8.46) 
Using (8.45) the arrival times at the three steps are proportional to a time scale L/V, as 
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θ = Θ Θ = Θ = Θ =+ Δ  (8.47) 












Θ −= Θ −  (8.48) 
Observing that as in (8.37) the enhancement factors, evaluated at the appropriate arrival 
times, only depend on the α’s and Δ’s, it becomes clear that all dependence on the grid 
length L is proportional to a dispersive scale length Λ and associated  scaled grid length 
(or grid length ratio) λ given by  
 0 ; /V t LλΛ = − = Λ  (8.49) 









Θ += Θ +  (8.50) 
It turns out that the scale length that has emerged here in a natural way out of the 
mathematical structure, plays a crucial role in characterising dispersivity.  It is therefore 
useful to make an estimate of its physical value in realistic systems.  
A starting point for this is the concept of the Peclet number P already introduced in 
Chapter 1, that indicates how mass transport by stochastic mechanisms compare with 
that by advection and is often used in experimental work to characterise flow conditions.   
Following (Fetter, 1999) section 2.7, the Peclet number Pm for molecular diffusion is 





=  (8.51) 
  229
where as in Chapter 1, p indicates the pore diameter and Dm the molecular diffusion 
coefficient. The Peclet number for longitudinal dispersion (the only type relevant in the 
one dimensional model discussed here) is indicated as P and is similarly defined by 
using the (longitudinal) dispersion coefficient D in the denominator.  
This concept can be used to replace the stochastic amplitude γ  in the theoretical model, 
that appears via t0 in the length scale definition, with more amenable quantities. From 
equations (4.16) and (4.19) the constant flow dispersion coefficient is given in 
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 (8.52) 
To estimate P, note from the experimental results reproduced from (Fetter, 1999)  in 
Figure 8-5 below, that for the entire range of Pm covered, (D/Dm) > Pm . In particular, in 
the range where dispersion dominates, which is the domain of this study, these quantities 
are of the same order. Using (8.51) to express the ratio of D coefficients as the inverse of 
the Peclet number ratio, this shows that P  ≥ 1.  
A similar conclusion is reached from Bear’s hypothesis [(Bear, 1972)] that α = ε p 
where ε is a number of order 1; substituting this in the dispersivity definition D = α V , 
leads to P = ε .   
Figure 8-5 Dispersion coefficient 
ratio as function of molecular 
Peclet number. Slanted dashed 
line is (D/Dm)=Pm. (Reproduced 
from (Fetter, 1999); data from 






From either of these arguments, the implication of (8.52) is that the most significant 
factor to determine the dispersive scale length is how the initial plume diameter 
compares with the pore size. Plausible values for a plume size of 4 cm in sand with a 
pore diameter of 0.1 mm gives a value for Λ of around 10 meters. More generally, the 
last expression in (8.52) might be interpreted as saying that the dispersive length scale is 
larger than the macroscopic scale of the initial plume, by a similar or larger factor than 
that by which the macroscopic scale exceeds the microscopic (pore) scale. 
From this, it can also be seen that relevant fluctuation lengths L would be expected to be 
considerably larger than p, but less than Λ; in other words, 0<λ<1 is a plausible range for 
the scaled fluctuation grid length. 
Returning to the analysis of fluctuations, it is convenient to focus on the effect of the m-
th fluctuation rather than its constituent steps. This is achieved by introducing the 
double index (m,i) where m from now on counts the fluctuation number in a sequence, 
and i=1,2,3 is used for the step number within each fluctuation. Since by definition the 
traversal time for each fluctuation is an identical 3 units (see equation (8.47), we have 
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 (8.53) 
where Θ1i are given by the triplet of definitions in (8.47). Consideration of the cyclic 
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 (8.55) 
Finally, combining the step factors for the m-th fluctuation together, the effective 








Δ =∏  (8.56) 
where it is explicitly indicated that the enhancement factor is a function only of the 
scaled fluctuation length λ and the fluctuation amplitude as measured by Δ.  
At this point we are in a position to calculate the cumulative effect of a sequence of 
fluctuations on the plume variance, by the analogue of equation (8.24) – only with the 
concept of a step as the elementary perturbation of the velocity being replaced by a 
fluctuation as the elementary entity.  
Algebraically, however, the individual fluctuation factor obtained by substituting (8.53) 
to (8.55) into (8.56) is a far more complicated expression than the single step factor of 
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equation (8.37). The actual expression is given in stochasflow9.nb but is not very 
illuminating. Its complexity is indicated by a leafcount value of 1125, and it would 
clearly have to be simplified in order to proceed to a tractable expression for the product 
of M such factors, bearing in mind that to realistically represent the number of 
fluctuations that a plume might encounter in a realistic physical system M may need to 
be have a value of many thousands. 
To get a grip on this new explosion of complexity, a first step is to plot the behaviour of 
Fm as a function of λ and Δ for m=1; the m-dependence will be considered below.  
Figure 8-6             
Single fluctuation 
enhancement factor Fm 






The most significant feature of this plot is that the enhancement factor is of the order of, 
but consistently larger than, 1 for all combinations of Δ and λ. This means that 
dispersion is increased relative to the diffusive value, due to the presence of a 
fluctuation. It is not obvious that this will happen, because a single upwards velocity step 
increases dispersion while a downwards step suppresses it (see Figure 6-12), and as 
commented on at the ends of sections 3.2 and 3.4, these effects cancel exactly in the 
absence of stochastic contributions. The fact that only partial cancellation takes place 
here, is another manifestation of the non-linear way that stochastic dispersion interacts 
with velocity changes, as pointed out in section 4.3. As was found there from equation 
(4.64), also here the effect of the acceleration part of the fluctuation dominates and the 










It also agrees with the observations made for particular parameter values in the 
discussion of Figure 6-7.  What is new here, is to show that the increased dispersion 
holds for the entire plausible range of fluctuation parameters.  
In a real system fluctuations would clearly not be periodic like the model discussed here, 
and if subranges of parameter values were found for which a fluctuation reduced 
dispersion, the possibility would arise that the effects of subsequent fluctuations might 
partially cancel. The uniformly larger than 1 value in Figure 8-6, removes this concern.  
The strength of this argument does depend on the parameter range covered by the figure. 
For λ the range is quite generous; in practice, λ << 1 would be expected to be most 
relevant physically. 
The range for |Δ|<0.2 shown allows for a fluctuation amplitude of about 40% of the 
mean flow velocity. That also seems adequate, although as found in stochasflow6.nb  the 
validity range of the underlying single step approximation formula would allow a larger 
range of |Δ|<0.4.  
However there is a peculiarity of the fluctuation situation that shows up as a noticeable 
asymmetry between positive and negative Δ values in Figure 8-6, and this also has a 
bearing on the range that is physically meaningful. Asymmetry seems surprising at first, 
since changing the sign of Δ merely determines whether a velocity increase or decrease 
is encountered first in a given fluctuation. In fact, the formula found for F1 has a 
singularity near Δ = -0.3 but remains regular for positive Δ values. Inspecting the term 
that causes the singularity, shows that it is a simple kinematical effect: if you slow down 
too much over the first interval of length L in a fluctuation, there is no speed in the 
second interval of the same length that will allow you to catch up with the displacement 
dictated by the predetermined mean velocity. The reverse is not true: any speedup in the 
first interval, can be compensated for by sufficient slowing in the second interval. The 
result is that in fact over the entire asymmetric validity interval –0.3<Δ<0.4 the 
enhancement factor remains larger or equal to 1.  
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The value 1 is attained when either Δ = 0 (trivial fluctuation) or λ = 0, which signifies 
either a zero fluctuation length or an infinite t0, i.e. the deterministic limit. These limits 
can be seen numerically in Figure 8-6 and are also confirmed by algebraic calculation in 
stochasflow6.nb. 
The consistent enhancement of dispersion by a fluctuation brings out the significance of 
collecting enhancements by individual steps together into a collective effect. It means 
that this collective effect is analogous to that of an upwards velocity step in the velocity 
staircase, and hence by analogy it can be anticipated that a sequence of fluctuations will 
also cause a roughly exponential increase of dispersion. 
Returning now to the problem of finding a tractable approximation for Fm , an obvious 
idea is to apply the same approximate replacement αm+1 → αm that gave rise to (8.39) for 
the velocity staircase. However, stochasflow6.nb shows that this is not accurate enough 
to use here; because of the partial cancellation of the effects of steps making up a 
fluctuation, the fluctuation factor derived from it does not behave as in Figure 8-6. 
However, an observation that can be made from Figure 8-6, is that just as happened in 
the study of y% in section 6.6, we have a complicated algebraic expression that shows a 
relatively smooth and simple numerical behaviour. This suggests that the series 
expansion technique of finding simplified approximations that works there might also be 
tried here. 
Trials of this idea are carried out in stochasflow7.nb and stochasflow9.nb. Plots of the m-
dependence of the fluctuation enhancement factor shows that it decreases monotonically, 
relatively slowly at first but with an almost stepwise decrease for large m as 
characterised by m > (1/3λ). To capture the behaviour in the most significant variable 
ranges, three series expansions are performed in stochasflow9.nb: 
• An expansion in powers of (1/m) , i.e. around the point m = ∞; 
• An expansion in powers of λ, appropriate for λ << 1; 
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• A double expansion, in powers of m around the point m = (1/2λ), and the 
coefficients of this in powers of λ. 
A striking feature of these expansions is that the zero order term in each is 1, and the first 
order term in all three are proportional to the same function Q(Δ), defined by 
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The second order term of the 1st expansion is proportional to 1/(m2λ), that of the 2nd is of 
order (mλ2), and that of the 3rd has order (λ3). By trial and error, the following rational 
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where A,B and C are undetermined constants. Its explicit series expansions are 
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(8.61) 
Setting the first order coefficients of each of these series equal to the corresponding ones 
in the expansions of Fm(λ,Δ) it is found that the series expansions are made to agree to 
first order by the choices  
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 ( ) ; 3 ( ) ; 16 3A Q B Q C≡ Δ ≡ Δ =  (8.62) 
Substituting these values into equation (8.58) simplifies it to the following 
approximation: 





ΔΔ ≅ + +  (8.63) 
This expression achieves the goal of simplifying the single fluctuation factor to an 
extraordinary extent, bringing down the leafcount to 12. The only question is whether it 
works numerically.  
The actual λ and Δ behaviour of the approximation is plotted in stochasflow9.nb and is 
in fact very similar to that of the exact expression shown by Figure 8-6. It consistently 
underestimates the enhancement, but for realistic λ and Δ values by less than 1%. 
Significant deviations are only found when approaching the singularity at Δ = -0.3,  or to 
a lesser extent for λ near 1. The degree of correspondence that is achieved, does imply 
that taking Fm(λ,Δ) as a separable function of its arguments, is quite a good 
approximation and could serve as the basis of future refinements. 
On the other hand values of λ and Δ that have been chosen as representative of some 
physical system, will not change during evolution of the solute plume and so accurate 
depiction of those dependencies is of secondary importance. 
As for the staircase calculation in section 8.2, the main interest centres on how the 
compound enhancement factor F(M) depends on M (and hence, eventually, on time) and 
this will be determined by whether the m-dependence is adequately represented by the 
approximation.  
Figure 8-7 below contains plots of both the full expression and the approximation as 
function of m for a realistic λ value, but the curves agree to better than 0.1% over the 
range shown and are hardly distinguishable. 
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Figure 8-7 Logarithmic plot of both the 
exact and approximate formulas for the 
single fluctuation enhancement factor 
Fm(0.001,0.1) as function of fluctuation 
count m. The vertical line indicates the 
value m = (1/2λ) that characterises 




Only for unrealistically large values of λ of order 1, does the approximation deviate 
noticeably from the exact expression, and even then only for m values below 10. A 
single correction factor could be used to compensate for this without affecting the 
behaviour of the product as function of M > 10. 
Thanks to the simplicity of equation(8.63), it becomes feasible to calculate the M-fold 
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∏  (8.64) 
once more involving the Pochhammer bracket defined by equation (8.41). This can be 
expressed in terms of a ratio of Gamma functions and so is well suited to further 
analytical manipulation in that form. Nevertheless, some insight into its behaviour is 
gained by  making simplifying approximations based on the parameter values. 
To do this, notice first that the Δ-dependence is isolated in the term Q(Δ), and this 
behaves as shown in Figure 8-8. The main point here is that for any plausible value of Δ, 
the value of Q is a positive  fraction typically less than 0.4. 
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Figure 8-8 The factor Q as function of the 
amplitude parameter Δ for fluctuations on a 





On the other hand, for typical values (1/3λ) >>1.  Hence the arguments of the Gamma 
functions implicit in (8.64) are sufficiently large to allow use of the Stirling 
approximation: 
 ( 1) 2n n nn n e nπ−∞Γ +             (8.65) 
Using this, it is found that  
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 (8.66) 
It turns out that the first term in this expression dominates for M<< (1/3λ), the second 
term for M>> (1/3λ) and the last term ensures a smooth transition between the two. That 
will be analysed in more detail below. 
8.4 Comparison with dispersivity observations. 
Combining equation (8.32) with either (8.64) or (8.66), all the ingredients are available 
to find the effective dispersivity of a porous medium in which the drift velocity 
fluctuates, albeit for the moment within a rather simplified model of such fluctuations. 
But first, bearing in mind the fact that the very concept of dispersivity has lost the sharp 
definition that it has in a Fickian model of dispersion, the most appropriate way to 
 








calculate a representative value in the present context has to be established. This also has 
a bearing on the most appropriate selection of variables for the further analysis. 
In the more extensive discussion of this issue in section 1.3, it was mentioned that 
dispersivity is sometimes defined as proportional to the time derivative of the plume 
variance. Following this route, the total fluctuation count M is eliminated in favour of the 
time variable t, as was done for the velocity staircase by the use of equation (8.30). 
Differentiation of the ensuing expression is tedious but does not present any particular 
difficulty. Once done, an expression in terms of the traversal length Λ  for comparison 
with e.g Figure 1-2 is easily obtained by setting t =  Λ/V .  
Examples of this procedure are worked through in stochasflow7.nb and stochasflow9.nb 
. However, in some versions of the extension of the current model that are presented in 
the next chapter, different approximate formulas for the compound enhancement factor 
are used above and below the transition shown in Figure 8-7, and there differentiation 
becomes problematic near the transition point.  
The problem is, however, more general than just an artefact of an approximation 
scheme. It goes back to the validity of taking the time derivative to define dispersivity. 
Experimentally, what is really done is to measure the increase in plume extension (i.e., 
dispersion) over a certain time interval, say (t ’,t), perhaps indirectly via the breakthrough 
curve. Then, the effective dispersivity over this time interval (i.e. length scale) is the 
value of the coefficient of (t-t ’) that would give that amount of dispersion in a simple 
diffusion-like model. If the dispersion varies reasonably slowly with time, the coefficient 
can be seen as the first derivative in making a Taylor expansion about the point t = t ’. 
But if the derivative changes substantially over an interval – as the dispersivity in Figure 
1-2 certainly does – higher derivatives are not negligible and a truncated Taylor 
expansion fails. From another perspective, the experimental procedure amounts to 
finding the slope of a chord spanning the interval on a dispersion versus time graph. If 
the function varies gently, this slope is well estimated by the derivative at the upper end. 
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However, for example when the function has a near cusp at the upper end, the derivative 
is a very bad estimate. 
The way out of this is to realise that the slope of the chord is obtained by dividing the 
increase of plume extension by the time interval, rather than by differentiation. Therefore 
the experimental measurement essentially finds the coefficient of the factor (t- t ’) in the 
expression for the variance, and that is made particularly simple in the present 
calculation for which t ’ = 0,  because this factor appears explicitly in equation (8.32) and 
is easily divided out. 
Since this way of defining the effective dispersivity is both closer to the experimental 
definition and simpler to calculate than the derivative definition, it is now adopted for the 
purpose of this study. 
Equation (8.32) was written down for the case of the velocity staircase, but as it arose 
merely from transforming the general equation (8.23) back to real space and time 
coordinates as in(6.19) or (6.52), it is also applicable to the velocity fluctuation case. 
Setting t0 = -S2/γ2 into equation (8.32) and comparing with (4.18), it is not hard to see 
that the conversion back to laboratory scale coordinates that is necessary for comparison 
with measured values can also be incorporated here by introducing a dimensionless 
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Here, we have reverted in this chapter to standard usage of the symbol α  as done in 
Chapter 1 to indicate dispersivity, rather than the stochastic growth ratio introduced in 
section 6.7, and α0 is the dispersivity for constant velocity flow at the mean velocity 
value V of Figure 8-4. Applying these definitions we have the simple relation 
 ( )d F M=  (8.68) 
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and bearing in mind that F(0)=1 by definition, α0 can also be interpreted as the zero-
length limiting value of the dispersivity, which for practical purposes would be the 
laboratory (as opposed to field)  value that is measured. Using this interpretation 
experimental values are easily reduced to the dimensionless dispersivity d calculated 
here. 
As d does not contain t explicitly, it is directly converted to a function of the traversal 
length by using the grid repeat period (3L) to write  Λ = 3 L M and in keeping with the 
convention that lengths  are measured in terms of the natural length scale Λ, we 
introduce the scaled traversal length χ by the formula 
 3 Mχ λ=  (8.69) 
which is used to eliminate M in favour of χ. The resulting exact and approximate 
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 (8.71) 
The two expressions are numerically virtually indistinguishable for plausible values of Q 
and λ, but the latter expression is easiest to analyse algebraically. Its first factor rises 
exponentially with traversal length at small values, but attains the constant value e Q at 
large χ values. The second factor remains close to unity for small χ, but for large values 
it rises approximately as the power law χ Q . Bearing in mind that (3Q) is of order unity, 
while λ <<1, the transition between the short- and long range behaviour for both of these 
terms obviously takes place in the vicinity of χ = 1. The last factor in equation (8.71) is 
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of most importance near this transition point, as it approaches 1 in both limits χ → 0 and 
χ → ∞. 
These features are demonstrated by the example plot shown in Figure 8-9.  
 
Figure 8-9 Logarithmic plot of dispersivity ratio 
for fluctuations on a regular grid as function of 




The range of traversal lengths covers 5 orders of magnitude, as does the measured values 
in Figure 1-2. It is obvious that the calculated dispersivity only increases by a factor 10, 
rather than the 4 orders of magnitude found experimentally. Nevertheless there are some 
significant similarities.  
First, both plots show a distinct transition from a low range to a high range behaviour. 
For the experimental values, this takes place at a traversal length  Λ of between 10 and 
100 meters, and this is in agreement with the transition at χ = 1 using the estimate of Λ 
that was made in section 8.3 on independent grounds. 
Secondly, although that is not visually apparent due to the different vertical plotting 
scales, the high range logarithmic behaviour is close to linear in both cases with a very 
similar slope of 0.3 – in other words, the power law χ Q with a Q value that is compatible 
with the limited range plausibly allowed by Figure 8-8 gives a good account of the 
experimental observations. 
In fact, the main discrepancy is that in the low range the calculated curve saturates at e Q 
which is far to small to give the observed rise by about 3 orders of magnitude in the low 
 









range, for any Q value allowed by the model. The exponential nature of the increase 
reflects the qualitative behaviour of the low range observations quite well, but the failure 
to achieve  a sufficiently high value at the transition point is directly responsible for the 
inability to reproduce  the overall range of variation. 
It is nevertheless quite remarkable that even a 10-fold increase of the dispersivity is 
obtained, bearing in mind that according to Figure 8-7 the enhancement by an individual 
fluctuation is only of the order of 0.01%. It seems quite possible that the regular grid 
model is just too constrained to do full justice to the magnitude of the single fluctuation 
enhancement effect, and that some relaxation of this model may resolve the discrepancy. 
8.5 An alternative periodic fluctuation profile 
An alternative specification of step fluctuations that was, in fact, historically investigated 
first, is constructed by taking the lengths of the three velocity regions that make up a 
fluctuation as ε1L, ε2L, and ε3L respectively, rather than taking all three of these spacings 
as L which is the choice illustrated in Figure 8-4. Also, the arbitrary simplifying choice 
was made that the step size parameters of both upwards steps are equal to a value Δ; that 
fixes both V2 and V3 with the result that equation (8.46) is replaced by  
 1 2 32
2; ;
1
− ΔΔ = Δ Δ = Δ = Δ+ Δ  (8.72) 
In order to ensure that the fluctuation still maintains the average velocity, the relation 
between the interval lengths has to satisfy 
 ( ) ( ) ( ) ( )3 1 1 2 1 11 11 5 ; 1 54 4ε ε ε ε ε ε
−Δ + Δ= − −Δ − = − −Δ −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦Δ Δ  (8.73) 
where 0<ε1<3. The expressions for the dimensionless step arrival times in (8.47) become 
in this version 
 { } { }1 1 1 1, 1 , 2 1, 2,3i for iε ε εΘ = + −Δ + =  (8.74) 
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while the second relation of equation (8.53) still holds, as does equation (8.54).  
In this form, the alternative fluctuation model is more general than the regular grid one, 
as it contains one more free parameter (ε1) – the length of the constant speed intervals 
that separate the velocity deviation regions. Some calculations of such a model were 
carried out in stochasflow6.nb and stochasflow7.nb, but as it was found that the results 
are quite insensitive to the value of this parameter, the simple assumption ε1  = 1 that 
holds in the regular grid model was used in subsequent calculations. With this 
assumption we have ε2  = 1+Δ, ε3  = 1-Δ and Θ1i = {1, 2-Δ, 3}. Having given up the 
additional freedom there is no reason in principle to prefer this alternative version with 
unequal intervals to that of the regular grid, but it is studied to investigate whether the 
results obtained in sections 8.3 and 8.4 depend sensitively on the regularity assumed 
there.  
The different expressions for the Δ and Θ parameters obviously give rise to different 
expressions for the single step and fluctuation enhancement factors defined by (8.55) and 
(8.56). Nevertheless, it turns out that the same kind of analysis applied to these different 
expressions gives very similar results to those reported in section 8.3. In particular, it is 
shown in stochasflow7.nb that once more, the Δ-dependence of the single fluctuation 
enhancement factor Fm  can be separated off and that the (m,λ) dependence is once more 
given by the very simple form of equation (8.63). The only difference is that the Q-
function is for this version given by a new expression: 
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Δ − Δ + Δ + Δ + ΔΔ = −Δ + Δ  (8.75) 
Numerically the two expressions are actually quite similar. That is illustrated by Figure 
8-10 taken from stochasflow9.nb. 
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Figure 8-10 Comparison of 
Q-functions for the unequal 
interval (solid line) and fixed 





For positive Δ-values the two curves are quite close, but the alternative model is less 
asymmetric than the grid model when the sign of Δ is changed. This has a 
straightforward interpretation – as the intervals are unequal, putting the slowdown 
interval first can be compensated by its length being shorter, and so the effects of 
reversing the order of the intervals is less than for the fixed grid model. 
Consideration of just these two fluctuation models cannot be conclusive, but they do 
give  an indication that the functional form obtained for the  (m, λ) dependence that 
relates to the sequential penetration of fluctuations by the solute plume, is quite robust. 
The ad hoc assumptions about the shape of the fluctuation that had to be made in order 
to create an explicit model are isolated in the Q-factor and only affects some of the 
details. That is reassuring in terms of the generality of the simple model, but on the other 
hand implies that further experimentation with other peak shapes in a model of this kind 
is not likely to solve the discrepancy with observations discussed in section 8.4. 
8.6 Fluctuations on different length scales. 
One of the features of the fluctuation models discussed so far is that they are periodic on 
a very specific length scale. That is advantageous for the study of scale effects, but not 
representative of variations expected in natural porous media. In a real medium one can 
expect fluctuation lengths to vary over a wide range, and different physical effects that 











































Figure 8-11 Schematic diagram illustrating the combination of short length velocity fluctuations due to e.g. porosity 
changes (indicated by density of shading) and long length variation due to shape changes of a porous medium. Drift 


















Figure 8-12 Superposition of commensurate small scale fluctuations (a) and big scale fluctuations (b) to form the 
double scale stepped velocity fluctuation model (c) 
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An example of this concept is illustrated in the figure above, where variations in the 
properties of the medium itself happens on one macroscopic scale, but the effects of flow 
constriction because of the geometry of the flow boundaries happens on a much larger 
macroscopic scale.  
If we consider that the dispersion enhancements that were discussed so far in principle 
arise from an interaction between the microscopic stochastic displacements and 
macroscopic change of the velocity, it is conceivable that equally drastic effects may be 
caused by the interaction between variations on different macroscopic scales. The 
elaboration of the stepped fluctuation model as investigated in this section aims to make 
a first assessment of this, by investigating fluctuations on two different length scales.  
It is still a rather idealized schematic model, but is flexible in the sense that the ratio 
between the two scales is kept adjustable. A graphical definition of the model and its 
parameters is shown in Figure 8-12. It can be considered as the superposition of the 
small scale fluctuation that as before is periodic with length 3L and is illustrated in 
Figure 8-12 (a), and the big scale fluctuation of  Figure 8-12 (b) with a period (3N+1)3L. 
Notice that phase shifts of the small scale fluctuations have been introduced in Figure 
8-12 (c) to ensure that all steps are interleaved so that each can be uniquely identified 
with one of the two fluctuation scales.  Choosing commensurate periodicities ensures 
that all steps are still spaced uniformly on the grid spacing L for any integer value N >0. 
The case explicitly illustrated in Figure 8-12 is for N = 2 while Figure 8-11 corresponds 
to N = 1. 
These interrelationships of the two sets of fluctuations are not essential, but greatly 
simplify the algebra to follow. A more general version of this model, based on the 
unequal interval length model of section 8.5 and without strict enforcement of 
commensurateness is treated in stochasflow8.nb, but yields no new insight compared to 
the case discussed here. The case of most interest is where there is a large difference 
between the length scales, i.e. the limit of large N. In this case only a small fraction of 
steps are directly affected by relative shifts of the steps associated with the two scales, 
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and so the importance of commensurate periodicity and phase shifts is correspondingly 
reduced. Hence the somewhat more rigid model considered here should represent the 
more general case quite well at least for large N values. 
Both figures show that a total of 9 different drift velocities occur in this model. 
However, following the same line of argument as in section 8.3 to fix the mean velocity 
v1 at a value v, all the other velocities are determined in terms of just two parameters, the 
step size ratios Δs for the small scale fluctuations and Δb for the big scale fluctuations. 
First, considering that the first small fluctuation in Figure 8-12 (a) and (c) are identical, it 






v v v v+ Δ −Δ= =−Δ + Δ  (8.76) 
Similarly, the velocities v4 and v7 in Figure 8-12 (c) are the same as the fluctuation 






v v v v+ Δ −Δ= =−Δ + Δ  (8.77) 
To determine the remaining velocities we invoke flux conservation, noticing that this 
principle determines the ratio of velocities in consecutive regions (see, for example, 
section 2.5). Whatever physical mechanism is responsible for the small scale velocity 
fluctuations – e.g., a porosity change as illustrated by Figure 8-11 – the regularity of 
these as implied by the equal amplitudes of the resulting small scale velocity fluctuations 
shown in Figure 8-12 (a) means that the same velocity ratios must hold whether a small 
scale fluctuation occurs within a high or low velocity region of the large scale 
fluctuation. In other words,  v5/v4 = v2/v ,   v6/v4 = v3/v , and similarly for v8 and v9. This 
leads to  
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From these velocities, the step size parameters Δi and arrival times θi can be calculated. 
It turns out that the arrival times at steps 3N+1, 6N+2 and 9N+3 are the same as would 
be calculated for the big scale fluctuation on its own as in Figure 8-12 (b), and this is as 
expected because the small fluctuations are constructed to maintain the average velocity 
and so cause no net time delay.  The detailed formulas, analogous for example to 
equation (8.53) are as follows. Bearing in mind that the entire sequence of steps 
considered here occur within the first repeat unit and have m = 1, the repeat unit index m 
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Using these formulas, the required αmi and corresponding enhancement factors Fmi can 
be calculated by applying generalisations of equations (8.54) and (8.55) where now the 
product of single step enhancement factors extends over (9N+3) factors rather than just 
3. The results are obviously very complicated and will not be reproduced here, but are 
calculated in stochasflow9.nb.  
In the non-commensurate cases studied in the earlier notebook stochasflow8.nb, the 
contribution coming from the large fluctuation was separated out by grouping the factors 
associated with its 3 steps together, in order to compare the relative contributions of the 
small and large scale fluctuations. However, in the commensurate case a more direct and 
probably more meaningful comparison is possible. We simply compare the overall 
enhancement factor, evaluated at the same position x9N+4 , for each of the 3 fluctuation 
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structures shown in Figure 8-12. As they all have identical spatial repeat lengths equal to 
x3N+3, it can directly be established if combining the two scales of fluctuation produces 
an enhanced dispersion effect. In particular, since the small scale fluctuations in part (a) 
of the figure has exactly the same number of steps at the same positions as the combined 
ones in case (c), a direct conclusion is possible about whether the presence of the 
superimposed large scale fluctuation increases the dispersion. 
Generalising from equation (8.56), the combined enhancement factor is a function of the 
four arguments N (the ratio of commensurate scale lengths), λ, and the two distinct step 
size parameters Δs and Δb . First, the effect of the scale ratio is investigated by choosing 
fixed representative values of λ = 0.001 and  Δs = Δb = 0.05. Figure 8-13 shows that the 
combined factor differs from those of the small and large scale fluctuations by an 
amount that increases consistently with N. The opposite signs of the differences shows 
that it is intermediate between them, but is closer to the small scale fluctuation value 




Figure 8-13 Combined enhancement factor minus (a) small scale factor and (b) big scale factor, for λ = 0.001 and  
Δs = Δb = 0.05. 
 
To see this more clearly, consider the situation when a fixed N value is chosen, and one 
step size is fixed at 0.05 while the other is allowed to vary by a factor of two on either 
side of this value.  Three examples of this are shown in Figure 8-14. 
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It is seen from Figure 8-14 that the enhancement factor for the combined scale 
fluctuations is completely dominated by the small scale fluctuations, and that this 
tendency increases as the scale discrepancy increases. 
  
 
Figure 8-14. Enhancement 
factors as function of relative 
amplitudes of big and small 
fluctuation lengths. The 
dotted line represents short 
length fluctuations, the 
dashed line long length 
fluctuations and the solid line 
the combined scale case.  
(a) The case N = 1, Δs = 0.05, λ = 0.001 
(b) The case N = 5, Δs = 0.05, λ = 0.001  






































This domination by small scale fluctuations holds even when the big scale fluctuations 
also has a larger amplitude than the small scale one.  
Differences between the step size parameters up to a factor two either way only have a 
marginal effect on the deviation of the combined system dispersion enhancement from 
the values produce by small scale fluctuations. 
In terms of the original motivation for studying double scale fluctuations, this is a 
negative result. It does not give any indication that the presence of multiple fluctuation 
scales can produce the large increase of the single fluctuation enhancement factor that is 
required according to the discussion in section 8.4 to explain the magnitude of the 
observed dispersivity growth. 
On the other hand, it does give an important insight that simplifies the modelling 
problem considerably. This is the insight that the smallest fluctuation length that is 
present is the one that dominates the enhancement behaviour. This gives considerable 
support to the use of a simple grid-based fluctuation model that only represents a single 
fluctuation scale, an assumption that was originally made mainly for purposes of 
simplicity. 
Also note that a complicated velocity profile such as that in Figure 8-12 (c) (and 
variations obtained by modifying the amplitude and length parameters) and its 
correspondingly complicated enhancement factor expression, in the end reduces to a 
numeric behaviour very similar to the straightforward single scale periodic velocity step 
model that gave rise to equation (8.63). This observation gives additional justification for 
taking the simple functional form of  (8.63) as representative of the enhancement by 
even more complicated velocity profiles expected in real systems, which is the approach 
taken in the next chapter. 
8.7 Summary and conclusions 
Repeated application in section 8.1 of the formulas that describe the effect of a single 
step on a gaussian concentration plume, resulted in complex algebraic series expansions 
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for the plume after penetrating a sequence of steps. Very significantly, however, the 
expression derived for the variance of such a plume in equation (8.23) exhibits a 
surprisingly simple structure. Each step just contributes an enhancement factor, allowing 
the overall effect of the step sequence to be written in product form as a compound 
enhancement factor that multiplies the input variance. 
The underlying series expansions would still be needed if the actual shape of the spatial 
concentration profile is to be calculated, and would in practice inevitably require severe 
truncation of the series and possibly numerical problems connected with finite precision 
arithmetic. However, for the purpose of calculating dispersion these expansions are just 
the mathematical scaffolding that falls away to reveal the essentially simple way in 
which dispersion is controlled by a sequence of steps. 
To some extent, this simplification was anticipated in the treatment of dispersion in a 
velocity gradient, where it was argued in section 4.3 that the variance can be calculated 
from the dominant gaussian factor because the modulation factor M given by equation 
(4.63) is only slowly varying. Note that equation (8.1) and its generalisation to multiple 
steps can also be interpreted as a gaussian multiplied by a modulation factor, because by 
definition all the basis functions ui contain a common gaussian factor as seen from 
equation(6.50). However, by incorporating this gaussian factor into the series expansion, 
it proved possible to show in a far more explicit way that the modulation of the gaussian 
does not in the end affect the plume variance and hence the dispersion. 
Further confirmation of this conclusion follows by applying it to a velocity staircase, 
constructed to approximate a constant velocity gradient. Comparing such staircase 
results  in section 8.2 with exact calculations for the constant gradient performed on the 
basis of a substantially different algebraic analysis in section 4.2, shows overall 
agreement, although some details differ. In particular, identical deterministic 
contributions to dispersion separate off in the same way. Also the stochastic 
contributions to both grow exponentially, with similar arguments, although some 
coefficients are different. Generally, the staircase version grows faster, indicating that 
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granularity in the velocity profile tends to increase dispersion. However, the strength of 
this conclusion is weakened because due to mathematical problems when taking the 
limit of infinitesimally small steps, numerical identity with the smooth velocity slope 
was not obtained in the limiting case. 
The next stage in the development was the use of velocity steps to model velocity 
fluctuations about a constant average drift velocity, once more expressing the effect of a 
sequence of steps as a product. A number of different cases of increasing complexity 
were studied in sections 8.3 to 8.6. A significant result encapsulated in Figure 8-6 is that 
although upwards and downwards velocity steps have opposite effects on dispersion, the 
combination of these that make up a single fluctuation combine to give a net increase of 
dispersion, for all plausible ranges of steps heights and spacings. The generality of this 
statement is made possible by the fact that the analysis was successfully carried out in 
terms of algebraic formulas rather than at a numeric level. 
A profound by-product of the algebra involved, is the identification of a natural length 
scale associated with dispersion effects of velocity fluctuations.  The scale length Λ is 
defined in equation (8.49) and all spatial measurements appear in the algebra as 
multiples of it. The physical significance of Λ is seen when considering the net effect on 
dispersion of a long sequence of fluctuations. The effect of each subsequent fluctuation 
decreases with traversal length down the chain of fluctuations, at first slowly but then 
dropping almost stepwise when a traversal length of the order of Λ is reached. That is the 
behaviour illustrated by Figure 8-7.  
As a consequence, the cumulative effect of all the fluctuations on dispersivity also shows 
a transition from a low range exponential growth for traversal lengths below Λ, to a 
fractional power law above that range. The exponent in this power law, denoted by Q in 
the algebraic derivations, is found to depend only on the step size parameter that 
characterises the amplitude of the fluctuations. The appearance of such a distinct 
exponent factor is quite robust for different variations of the fluctuation model that were 
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tried, although the details of its dependence on the amplitude changes somewhat with the 
model. 
Experimental dispersivity values show just such a transition, giving strong support to the 
concept of  a dispersivity length scale. Moreover, using plausible values for the 
parameters that define Λ indicates a rough estimate of 10-100 meters, and this is indeed 
the range where the experimental transition is observed.  
Similarly, the stepwise fluctuation model yields a value range for Q of the order of 0.1 to 
0.4 for plausible fluctuation amplitudes, and a good fit to measured data in the upper 
range is obtained for a value of 0.32. 
While these agreements with experiment are very gratifying for a rather idealised model 
of velocity fluctuations, a significant discrepancy occurs in the low range behaviour. 
Although the exponentially increasing trend of the calculated dispersivity does appear 
qualitatively in agreement with observations, its extent falls short of the observed rise by 
some orders of magnitude.  
Sections 8.5 and 8.6 explore the possibility of accounting for this discrepancy by more 
elaborate fluctuation models. In the former case this is done by allowing alternative 
degrees of freedom in the way that a single fluctuation is constructed from three velocity 
steps, while in the latter case a much more ambitious variation is tried where two distinct 
length scales of variation are superimposed to create quite complicated fluctuation 
profiles consisting of large numbers of individual steps. Despite a vast increase in 
algebraic complexity, especially in the double scale fluctuation case, only quite small 
changes in the dispersive behaviour are found. This indicates that the discrepancy in the 
short range behaviour is not due to restrictive simplifying assumptions made in choosing 
the original fixed grid fluctuation model, and an alternative approach to investigate this 
further is the subject of the next chapter.  
The double scale fluctuation model does, however, yield an unexpected benefit in 
showing that small length scale fluctuations dominate the effects where more than one 
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fluctuation length is present. This is a valuable insight, as it narrows down the range of 
fluctuation mechanisms that need to be considered when modelling real systems. It also 
gives retrospective justification for the original choice of a single well-defined 
fluctuation length.  
The work in this chapter involved a great deal of detailed algebraic and numeric analysis 
and to make this possible, it was necessary to specify the nature of the systems described 
more closely than would be desirable for general applicability. Nevertheless, some of the 
results obtained are of a rather general nature, and may well prove to be the most 
important results of this study. 
Most prominent of these is the concept of a natural length scale associated with the 
fluctuations.  Conceivably, alternative detail models of fluctuations may give rise to 
different expressions for the scale length Λ, but its effect in regulating the observed 
dispersivity behaviour is so evident from the data that it seems inevitable to appear in 
some form in any successful theory. This view will be further demonstrated in the next 
chapter. 
Another feature that is proposed to be of general significance, is the result that the effects 
of individual fluctuations combine by means of multiplicative factors (as contrasted, for 
example, to additive accumulation as typically result from perturbation approaches). It is 
this feature that allows the magnification of dispersion by many orders of magnitude to 
occur as consecutive fluctuations accumulate. Even exploiting this feature, the 
quantitative results presented in this chapter fall short of the observed enhancement; it 
seems quite unlikely that the observed dispersivity range could be reproduced by any 
milder form of accumulation. 
Finally, the prediction that the long range behaviour of the dispersivity is uniquely 
determined by an exponent Q that depends directly on the fluctuation amplitude, is a 
sufficiently general and qualitative statement that it should be amenable to direct 
experimental testing or comparison with other theories. 
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C h a p t e r  9   
  FLUCTUATION MODEL OF SCALE DEPENDENT 
DISPERSIVITY 
The qualitative success of even the simplest version of the 1D stepped fluctuation model 
presented in Chapter 7, has moved the emphasis to the challenge of finding a model that 
explains the magnitude of the dispersivity increase with traversal length in natural 
media. If that can be achieved, it would reinforce the proposition that the simple 
stepwise fluctuation model already contains the essential underlying mechanisms of the 
dispersivity growth.  
However, the results of more elaborate step models in the latter part of the previous 
chapter,  do not confirm that it is the simplicity of the model that is responsible for the 
insufficient growth in the short range part, and which is the main discrepancy between 
the simple step model and experimental results. To the contrary, they indicate that the 
general form of the dispersivity enhancement is fairly robust against changes in the 
shape of the fluctuation profile. Admittedly the profiles investigated still only cover a 
limited range.  
Nevertheless, invoking once more the ideas of wavelet analysis as referred to in section 
7.3, complex  fluctuation profiles can be built up by the superposition of appropriately 
shifted and scaled versions of the same simple profile (in this case the 3-step 
fluctuation). As the combination of two of these was found to effectively reduce to 
simply that of the shorter scale fluctuation component, it does not appear likely that 
increasing the number of such components will solve the problem. 
A logical next step might to be the extension of the theory to more realistic velocity 
profile shapes, e.g. trapezium-like piecewise linear shapes that eliminate the 
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discontinuities that are intrinsic to the piecewise constant case treated at length so far. 
As it has been seen that discontinuities do produce artefacts, this would remove one 
possible source of inaccuracy. Moreover, the fact that a linear velocity increase causes 
an exponential increase in dispersion, suggests that stepwise velocity changes might 
underestimate the effect of fluctuations and so account for the insufficient dispersivity 
growth obtained so far. 
However, the observations on complexity discussed at the end of section 6.1, taken 
together with the rather complicated algebra that even the simple stepwise model 
generates, raises doubt about the feasibility of such an undertaking. And conceivably 
even if done it may still not be realistic enough and much more sophisticated modelling 
of the velocity profile, such as Fourier or other orthogonal basis expansions, might be 
needed to attain full numeric agreement with measured values. 
Before embarking on such an ambitious course of action, it seems sensible to change the 
perspective and pose the questions: Is it possible to retain the overall features of the 
stepwise fluctuation model, and modify some details to obtain a dispersivity 
enhancement of the magnitude that is observed? If so, which details, and by how much 
do they have to be modified? Are the modifications plausible? Positive answers to these 
questions would go a long way towards proving that the fluctuation model presented so 
far, captures the essential mechanisms of scale dependence of dispersivity. Also, it 
would enable future attempts to improve the model along the lines sketched in the 
previous paragraph or other extensions, such as to 2- or 3-dimensional flow, to focus 
more clearly on what results are to be achieved. 
Answering these questions is the goal of this chapter. An overview of the work discussed 
here, has been presented at a recent conference (Verwoerd, 2003). 
9.1 Modifying the step model single fluctuation enhancement factor 
As a starting point, we take the remark made at the end of section 8.4 that the reason that 
the dispersivity in the simple step model does not attain the full observed range of 
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variation, is a direct consequence of an insufficient enhancement of growth in the low 
range. The high range behaviour of the model is already correct. Therefore, we take as a 
working hypothesis the following generalisation of equation (8.63): 




λλ λλ= + +  (9.1) 
The additional factor W(λ,m) appearing in this equation is referred to as a modifying 
function. It is postulated that W(λ,m) >1 in the low m range, in order to increase the 
enhancement in this range, but that W(λ,m) =1 above the transition at m =1/3λ that 
defines the high range, so that the correct behaviour in this range is retained.  
Equation (8.24) for the cumulative enhancement factor is also retained and can be 
expressed by means of (8.69) in terms of the scaled traversal length χ = 3λM  rather than 










= =∏  (9.2) 
The last equality expresses the interpretation of F as the scaled dispersivity d, as 
discussed in formulating equation (8.68). 
The range of variation of m is linked to the value of λ. As m is an integer index, a 
transition between a low range and high range behaviour can only occur if 3λ << 1. 
Since the existence of a transition is directly demonstrated by the experimental values, as 
was pointed out in the discussion of section 1.3 quite independently of any theoretical 
model, any realistic version of the present model would require that λ << 1. This is very 
plausible, as estimates of the scale length Λ from either the parameters of the step model, 
or from the observed transition, gives a value in the range of 10 to 100 meters, and it has 
been seen that the dispersivity enhancement is dominated by the smallest fluctuation 
lengths present.  Variations of the hydraulic conductivity or other macroscopic properties 
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of natural media that giver rise to drift velocity variations, would plausibly occur on 
scales of centimetres rather than decametres. Other than that, the value of λ is left as a 
free parameter that could eventually be fitted to the experiments. 
The task addressed here reduces to choosing an explicit functional form for W(λ,m) and 
assessing whether choices compatible with the constraints just outlined,  can give rise to 
enhancements of the observed magnitude. A value of F(1) of the order of 1000 or larger 
is required for that. 
In choosing functional forms, it is also desirable to keep the resulting form of Fm simple 
enough that expressions for F(χ)  remain tractable, preferably splitting into factors that 
can be identified respectively with the behaviours below transition, in the transition 
region and above it, as was the case for the 1D-step model. It is helpful in this regard to 
separate the question of an assumed m-dependence into two parts: we take the value of 
W  at the first fluctuation: 
 ( ,0)w W λ=  (9.3) 
This is considered as an unknown fixed value w >> 1 to be determined later. Before 
doing that, various expressions are tried that allow W to decay from this value to 1 at the 
transition point, in a plausible way.  
9.2 Trial modifying functions 
For the first trial, we note that equation (8.63) was arrived at in the 1D-step model as a 
simplifying expression that produced the correct dominating terms in series expansions 
about the points λ = 0, m = 1/2λ and m = ∞ . It was a remarkable feature in the 
underlying theory that all three of these coefficients were proportional to the same 
number Q. An obvious generalization would be to assume that the appropriate Q values 
can be different. In particular, it is proposed that the Q value for the m = 0 limit is much 
larger than the fractional value obtained before for the m = ∞ limit, and which was found 
to represent the observed long range trend well. To fully determine the expression for W 
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it is also necessary to choose an interpolating Q value in the transition region near m = 
1/2λ, which we call Qt. .   
A detailed algebraic analysis of this is performed in stochasflow10.nb. First, equation 
(8.62) is employed, but with different values Q0 and Q∞ used in the expressions for B 
and A respectively. Putting these into the 1st order term of (8.61) and setting that equal to 
the corresponding term in expanding (8.56), this reduces to the expression  
 1 07 (6 )tQ Q Q∞= +  (9.4) 
This weighted averaging looks plausible, and leads to the following approximate 
expression for Fm : 







∞+≅ + + +  (9.5) 
It is easily seen that this reduces to equation (8.63) if Q0 = Q∞ . Generally, however, it 
leads to a very complicated expression for the cumulative enhancement. This is due to 
the quadratic dependence on m in the denominator of (9.5) that gives a combination of 
Pochhammer functions with irrational arguments instead of factorising like equation 
(8.66).  Since we are constructing a model rather than calculating a result, this degree of 
complication is not called for and instead we revise the structure of the trial function to 
avoid it.  
It is shown in stochasflow10.nb that by requiring the second term in equation (8.58) to 
factorise rationally, an alternative interpolation between Q0 and Q∞ is found that satisfies 
the equation  
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which turns out to be a very simple generalisation of (8.63). This is expressed in terms of 
a modifying factor W as defined by equation (9.1) by taking Q ≡ Q∞  and eliminating Q0 
in favour of the constant w defined as w = Q0/Q∞ , to give  
 1





+= +  (9.8) 
The value of w is obviously consistent with the definition (9.3), but here w  was 
interpreted as the factor by which the enhancement at m = 0 is greater than that 
following from the original 1D-step model,  i.e. w = 1 in the original model. The 
question is how big w should be chosen in order to obtain the observed cumulative 
enhancement over 4 or more orders of magnitude.  
It is clear from the form of (9.8) that W1 as constructed does not depend strongly on w 
and as confirmed by plotting in stochasflow10.nb,  will not give the required 
enhancement for any w value.  
Essentially, the problem is that with W1 approximately constant, the behaviour of Fm 
dictated by equation (9.1) is to decay hyperbolically from its value at m = 0 as m 
increases. The result is that enhancements by successive fluctuations do not accumulate 
fast enough to give the observed order of magnitude of the dispersion enhancement. 
If this holds generally, it would mean that the working hypothesis that a boost of the 
short range enhancements in the 1D-step model is the critical factor needed to explain 
the measurements, has been disproved. However, the negative result may also be the 
consequence of the particular way that was chosen to interpolate Q, and which was after 
all chosen for expediency reasons. 
  264
To settle that question, the second trial endeavours to take the opposite extreme, and 
assumes that the enhancement does not decay at all until the transition value of m is 
reached, at which point it drops back discontinuously to assume the established long 
range decay behaviour of the 1D-step model. 
This is expressed mathematically by the low range trial modifying function 
 2 ( , ) (1 3 ) ; 1 3W m w m mλ λ λ= + <  (9.9) 
In this case, since Fm is now independent of m up to the transition point m = 1/3λ, the 
product form in equation (9.2) simply becomes  
 ( )3( ) 1 3F Q w χλχ λ= +  (9.10) 
At the transition point, χ = 1, F(1) from (9.10) behaves like exp( )Q w  for small λ . 
Taking plausible values λ = 0.001 and Q = 0.32 as required by the long range behaviour, 
the value w = 25 will give the desired enhancement F(1) = 1000 . As will be seen below, 
a w value of this order still represents a plausible, minor perturbation of the underlying 
dispersion by the first fluctuation encountered. Hence it is confirmed that enhancements 
of the observed magnitude, are well within reach of the modified 1D-step model and it is 
justified to further refine the assumptions for interpolating the Q-values.  
In this and several subsequent trials, the m-range in the product of equation (9.2) is split 
at the transition point, using the chosen trial modifying function in all factors pertaining 
to the low range, and W = 1 above the transition value. Hence the detailed behaviour of 
F(χ) in this trial is obtained by using equation (9.10) up to χ = 1, and beyond that F(1) 
obtained from the low range is multiplied by an expression constructed as for (8.66) but 
with the starting point of the product expansion taken as m = (1/3λ )+1  rather than m = 
1. 
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The third trial eliminates the unrealistic discontinuity of Fm at the transition point 
implied by W2 and restores a decreasing trend of the enhancement as subsequent 
fluctuations are traversed, by assuming a linear decrease of Fm that joins continuously 
(although with a kink, since the derivative is not continuous) to the high range values at 
the transition point m = 1/3λ. This is achieved by the low range modifying function 
 33 2( , ) (1 3 )( 3 )W m m w m w mλ λ λ λ= + + −  (9.11) 
It is found in stochasflow10.nb that with this choice the cumulative enhancement can 
once more be calculated analytically in terms of Pochhammer functions. The cumulative 
low range enhancement in this case becomes, after applying the Stirling approximation 
and some algebraic simplification using the fact that w >> 1 and λ << 1 : 
 ( ) ( ) 2 123 92( ) 1 3 ( 3 ) 1 9MM Q wF M e Q w M M w M Q w λλ λ λ λ −−≅ + + − −  (9.12) 
This expression is complicated, but retains some features of the 1D-step model 
expression (8.66) which is taken still to hold in the high range. Plots based on this 
function in stochasflow10.nb shows that the enhancement behaves similarly to those 
produced by trial 2, but with a noticeably smoother transition between short and long 
range. Significantly, the full extent of the observed enhancement is also obtained, with w 
values not much higher than those of trial 2. Once more expression (9.12) is 
complemented by a high range expression based on (8.66).  
In trials 2 and 3, the mechanism chosen to increase the cumulative enhancement, was to 
replace the hyperbolic decay of Fm in the 1D-step model, by a constant and a linear 
decrease respectively. The next set of trials aim to revert closer to the original form of 
the 1D-step model by retaining the hyperbolic term, but considering it to be the first term 
in a series expansion in the variable (1+3λm)-1. Suppose that we take W  to be of the 
form 
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 3( , )
1 3
mW m w g
m
λλ λ= + +  (9.13) 
where g is a coefficient still to be chosen.  Putting this into equation (9.1) gives 
 ( )2
3 3( ) 1
1 3 1 3
m
Q mF w g
m m
λ λλ λ λ= + ++ +  (9.14) 
This expression recovers the effective Q-value ( Qw ) at small m, and for large m decays 
proportional to ( 1/m ) as for the 1D-step model. In terms of the modifying function, W 
in equation (9.13) stays approximately constant at the value w for small m, becomes 
linear near the transition point and saturates to (w+g) at large m .  
For trial 4, we make the simplest possible choice of taking g = 0 , giving W4 = w i.e. a 
constant over the low m range.. This gives a decay rate of  Fm intermediate between 
those of trials 2 and 3, but still has a discontinuity at the transition point. As could be 
expected, once more F(1) ≅ 1000 is  obtained for a w value intermediate between those 
of trials 2 and 3. 
Trial 5 is constructed to eliminate the discontinuity by choosing the value g = 2(1-w): 
 5
(1 3 ) 6( , )
1 3
w m mW m
m
λ λλ λ
− += +  (9.15) 
 The resulting decline of Fm is sharper than in trial 3. The drawback of the more 
complicated form of W in this trial is that it is no more possible to reduce the resulting F 
to analytical form in terms of simple functions; instead an expression in terms of 
Pochhammer functions of an irrational and possibly complex argument is obtained. The 
result of numerical evaluation nevertheless confirms that also in this case the required 
enhancement is obtained.  
Trials 2-5 all rely on splitting the range of the m-product in equation (9.2) so that 
tractable expressions for the low m factor could be obtained while maintaining the high 
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m factor of the 1D-step model, as it already reflects the observed behaviour. But as trial 
5 led to abandonment of the tractability aim, there is no point in enforcing the range 
splitting either.  
So finally, trial 6 reverts to a single product expression over the whole range, and makes 
the choice g = (1-w) to ensure that W = 1 holds when m >> 1/3λ . This is a less severe 
constraint than the requirement W  = 1 at all m >= 1/3λ  used in the previous trials, but it 
still preserves the correct high range behaviour well above the transition while allowing 
for a more gradual transition behaviour. In this regard it seems the most plausible of all 







+= +  (9.16) 
and the corresponding single fluctuation enhancement factor is  








+= + +  (9.17) 
Despite the simple algebraic form of (9.16), in fact very similar to (9.8), the cumulative  
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  (9.18) 
This expression might be compared to the 1D-step model analogue given by equation 
(8.64) to which it reduces for the case w = 1, as it should.  Because of the irrational (and 
generally complex) Pochhammer arguments, reduction by the use of the Stirling 
approximation is no longer possible in the present case and equation (9.18) needs to be 
evaluated numerically. The details are discussed in the next section. 
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For comparison and by way of summary, the m-dependence of the various trial 
modifying functions are show in Figure 9-1 below, when using the same value w = 25 
for all of them. 
 
Figure 9-1. Trial modifying 
functions as function of 





Even though the individual functions were chosen somewhat arbitrarily on the basis of 
plausibility or computational convenience together with considerations of their ability to 
give the observed magnitude of the dispersivity enhancement, they are seen to cover a 
considerable range of behaviours. Note that the lowest of the curves, the dotted line for 
W1 , has been shown to decay with m too fast to give the observed enhancement for any 
value of w. On the other hand the highest curve (the dashed line for  W2 ) expresses a 
model that exceeds the plausible assumption that the enhancement decreases with m. 
These two observations suggest that W1 and W2 can respectively be interpreted as lower 
and upper limits on the behaviour of the modifying function that is compatible with 
observations. Therefore a study of the dispersivities calculated from the chosen trial 
functions falling between these limits should give a valuable insight into whether the 
simple modification of the 1D-step model that is proposed is adequate to explain 
measured dispersivities. 
 















9.3 Calculated dispersivities 
First, we consider the dispersivities calculated from the split range trial functions W2 to 
W5. Explicit formulas for cumulative low range enhancement factors were given in 
equations (9.10) , (9.12) and (9.18).  Expressing these as low range (scaled) 
dispersivities in terms of the scaled traversal length χ gives 
 ( )32 ( ) 1 3d Q w χλχ λ= +  (9.19) 
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 (9.22) 
Each of these expressions is applicable for the low range χ  ≤ 1, and for χ ≥ 1 the 
appropriate di(1) is multiplied by the common high range  factor dh(χ) given by  
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To apply these expressions to observed dispersivities, values are needed for the 
parameters Λ, λ, Q and w. We consider estimates of these both from an experimental 
perspective, i.e. interpreting them in terms of observations and physical plausibility, and 
also from the theoretical significance implied by their definitions or the role they play in 
the mathematical development that has been presented. The compatibility of the values 
or ranges derived from these two points of view lends credibility both to the values 
obtained and the model itself. 
Starting with the length scale parameter Λ , inspection of Figure 1-2 suggests that the 
transition from short range to long range behaviour takes place at a traversal length of 
between 10 and 100 meters, so Λ = 30 m is a plausible choice. The other approach based 
on the theoretical definition of  Λ , is shown by the discussion of equation (8.52) to give 
a value within this range as well. 
Next λ, which expresses the smallest length of the a single fluctuation in terms of  Λ, is 
considered. The length scale on which a natural medium can be considered homogenous 
is obviously expected to be far smaller than 30 m – in fact a scale of variation of the 
order of centimetres seems more appropriate. As inhomogeneity of the medium is the 
underlying mechanism of macroscopic velocity fluctuations, a value of λ = 0.001 would 
be appropriate. Taking the theoretical point of view, it is observed that λ essentially 
determines the number of velocity fluctuations encountered by the flow up to the point 
where the transition takes place. Observing that according to Figure 1-2 the dispersivity 
has already increased by 3 orders of magnitude at this point, it is clear that λ << 1. 
Otherwise, for example if we take 3λ = 1, it would imply the absurd result that traversing 
a single fluctuation produces a 1000-fold increase of the plume dispersion. So once more 
a value of the order of λ = 0.001 or perhaps smaller is plausible. Both of these arguments 
only give an order of magnitude, so some sensitivity analysis of the model is indicated. 
An estimate of the value of Q  is obtained from the dispersivity observations by  taking 
the high range behaviour of the dispersivity on a log-log plot as approximately linear. 
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From Figure 1-2 an estimate of Q = 0.32 for the slope of the straight line is obtained. 
Once more, this is entirely compatible with the  Q- value range calculated theoretically 
as shown in Figure 8-8 and Figure 8-10 .  
That leaves only w as a parameter that can be freely fitted to reproduce the observed 
dispersivity. Even for this parameter, a value obtained by fitting can be retrospectively 
judged against a plausibility criterion, because in essence it determines the dispersivity 
enhancement by the first fluctuation that a plume encounters. If such a single fluctuation 
enhancement comes out as too large, the credibility of the model under investigation 
would be called into question.  
The results of using the proposed parameter values in equations (9.19) to(9.23), with a 
w-value manually adjusted to the values w = 20, 38, 29 and 64 respectively for trials 
2,3,4 and 5, are shown in Figure 9-2. No attempt was made to optimise the w-values 





split range trial 
functions, d2 to d5, 
as functions of 
scaled traversal 
length. Plotting 
symbols as for 










The figure shows the calculated curves superimposed on the experimental data that was 
shown in Figure 1-2. The  data is as function of the real traversal length, while the 
calculated values are for the scaled length; but it is easily seen that on the logarithmic 
axis the scaling represents a horizontal shift, and so the appropriate shift for the chosen 
value of Λ = 30 m has been incorporated in the figure.  Similarly, scaling back the 
dimensionless dispersivity to the physical measurements, amounts to a vertical shift by 
an amount that is read off the horizontal intercept of the measured data. 
There are two distinct observations that can be made from Figure 9-2. First,  there is 
quite a reasonable level of agreement between the calculated curves and the 
measurements.  
Secondly, there is surprisingly little difference between these curves, considering the 
rather different algebraic structures of equations (9.19) to (9.22) – especially if f2(χ) 
which is based on a rather implausible trial function, is discounted. This gives some 
justification for the somewhat ad hoc choices that were made in constructing the trial 
modifying functions. Moreover, in view of the interpretation previously made that trials 
1 and 2 represent extremes of viable modifying functions, the range of behaviours shown 
in Figure 9-2 are indicative of  the variations in dispersivity that can be expected from 
any model constructed along the same lines. 
A similar procedure has been followed to investigate trial function 6. Here, there is only 
the single dispersivity expression applicable over the entire traversal length range, 
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Similar parameter values as for the first set of trial functions are used, except that in view 
of the fact that as Figure 9-1 shows, the transition takes place more gradually for this 
trial function, so that to account for that a slightly shorter length scale value Λ = 10 m 
was used. To maintain a consistent value for the physical fluctuation length, its scaled 
value is increased to λ = 0.0035. The resulting dispersivity curve obtained for a manually 
adjusted value of w = 24, is shown in Figure 9-3. 

















It is seen that an excellent agreement with measured values is obtained, and the rather 
abrupt transition between short and long range behaviour shown by the split range trials 
in Figure 9-2 is eliminated. Bearing in mind the wide range and complex behaviour of 
the data, which is masked to some exist by the double logarithmic plotting, and the fact 
that only one parameter was freely fitted without constraints placed by physical or 
theoretical considerations, this is quite a remarkable achievement. 
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As a further comparison, the calculated dispersivity is plotted together with the 
regression fit of an empirical formula by (Xu & Eckstein, 1995), that was mentioned in 
section 1.4 and given by  
 2.4140.83(log )α = L  (9.25) 
 The result is shown in Figure 9-4. In Xu and Eckstein’s work, the relative reliability of 
the data points (indicated in the figures by the size of the plotting circles) was taken into 
account, and their curve fits the data quite closely in the interval between 5 and 50 
meters where many of these values fall; in this interval, the fit obtained from the trial 6 
dispersivity curve is similarly good. From about 50 to 500 meters, the trial 6 curve fits 
arguably better to the data.  
Beyond this, the two curves run parallel showing a similar rate of increase, but the trial 6 
values are considerably higher than the Xu and Eckstein curve and may well 
overestimate the dispersivity although it is hard to draw a firm conclusion in view of the 
spread and lower reliability of the data in this range.  
Figure 9-4 
Comparison of 
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It is nevertheless interesting to note by comparison of Figure 9-2 and Figure 9-3 that all 
the split range curves have a common high range behaviour inherited directly from the 
1D-stepped fluctuation model, and which closely follows the Xu and Eckstein curve 
over the entire range beyond about 100 meters, albeit at the price of introducing a kink at 
the transition point. This suggests that trial function W6 might be further improved by a 
behaviour intermediate between W5 and W6 in Figure 9-1, such as a more pronounced 
but still smooth downwards step at the transition deviating less from the 1D step model 
value in the high range. 
At the low end of the traversal length scale, there is no question that the smooth 
approach to the “laboratory scale” behaviour of the fluctuation model shared by all trial 
functions, is superior to the Xu and Eckstein formula that gives unphysical negative (and 
divergent) dispersivities at traversal lengths of less than 1 meter. 
In most data modelling situations, there is a choice between explanatory models that use 
mathematical constructs to represent the underlying mechanisms that give rise to the 
data, and descriptive models that merely aim to mimic the empirical behaviour as closely 
as possible. Explanatory models are preferable in that they allow interpretation and 
understanding of the system, but often at the price of accuracy in representing the data. 
Descriptive models on the other hand sacrifice the meaningfulness of functions and 
parameter values in order to achieve better fits to the data.  
It is therefore remarkable that in the present case the roles are reversed: the explanatory 
velocity fluctuation model, in fact gives a better representation of the observations over 
the entire traversal length range than the descriptive model embodied in equation (9.25). 
Even more, the descriptive model contains two free parameters compared to only one in 
the the fluctuation model. These observations strongly suggest that the fluctuation model 










9.4 Interpreting the values and significance of model parameters 
Having achieved a satisfactory fit to the data, it still remains to assess whether the fitted 
w-parameter values are plausible. As indicated before, this can be judged by inspecting 
the implied enhancement of dispersion by each individual fluctuation. A logarithmic plot 
of the enhancement, i.e. the second term on the right hand side of equation (9.1), is  
Figure 9-5 Enhancement 
by fluctuation m for the 
1D-step model (dotted 
line) and each of the 
modifying functions W2 to 
W6, identified by line 
types as in previous 
figures. The w- values 
used are respectively  




shown in Figure 9-5 for each of the trial functions, using the parameter values as 
determined above for each case. 
The maximal enhancement factor is for the first fluctuation, and is increased from 1.001 
for the 1D-step model to 1.025 for trial 6 and somewhat larger values for the other cases. 
Although this increase from a 0.1% enhancement to 2.5% is substantial, the overall 
effect of a single fluctuation does remain a small perturbation of the underlying 
dispersion. From this perspective there is no reason to consider the w-values that fit the 
data to be unrealistic. As outlined in the introduction to this chapter, there are plausible 
physical effects that might increase the enhancement values beyond those found in the 
1D-step model, and quantitative confirmation that they can indeed account for an 
increase of this magnitude will have to await further study, but at least there is no 
obvious conflict with plausibility. 
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Next, it is considered what can be learned about the underlying velocity fluctuations 
from the parameter values that fit the data. The Q parameter only depends on the 
fluctuation amplitude as characterised by Δ, explicit examples for different assumed 
fluctuation profile shapes being given by equations (8.57) and (8.75). On the other hand 
the role of Q is to determine the long range growth of the dispersivity, and the value Q = 
0.32 was found to give a satisfactory representation of this for all trial functions. Solving 
for Δ from these equations give Δ = (-0.126 , 0.263) and Δ = (-0.187 , 0.277) 
respectively, as can be confirmed by inspection of Figure 8-10 .  In turn, the Δ values are 
translated into velocities by equations such as (8.45) and its equivalent for the alternative 
profile. Performing this gives velocity decreases by factors between 22% and 32 %, and 
increases ranging from 41% to 77% in the various cases that occur. The actual values are 
of course dependent on the detailed assumptions, but once more it is seen that the 
velocity changes that are required to obtain agreement with experiment are substantial 
but not at all implausible. 
The fluctuation length parameter values of λ = 0.001 and 0.0035 that were used in trials 
2-5 and 6 respectively, together with the applicable length scales of Λ = 30 m and 10 m, 
both imply a physical fluctuation length of 3 L ≈ 10 cm . However, that was merely an 
order of magnitude estimate so far and some sensitivity analysis is required to establish 
if this is a critical assumption.  
Figure 9-6 Dispersivity 
curves for trial 6, with λ = 
0.00035 (dashed curve), 
0.0035 (solid curve) and 
0.035 (dotted curve), all 











Figure 9-6 shows the effect of changing λ by an order of magnitude either way, keeping 
all other parameters fixed.  
The dashed curve shows that there is very little change if λ is reduced by a factor of 10 
from the assumed value λ = 0.0035 (solid curve). For an increase by a factor of 10 
(dotted curve) there is a noticeable change. However, either if these changes could be 
compensated by adjustments of less than 10% to the value of w, which is of no 
consequence since w is anyway a freely chosen parameter. 
So it is concluded that the λ value in the fluctuation model does not in fact give much 
information about the actual fluctuation length in the physical system, beyond the order 
of magnitude estimates already made on the grounds of plausibility. 
The discussion above raises the possibility of an interdependence between w and λ . In 
fact, there are independent grounds to expect such a relationship, even though any 
functional dependence w(λ) was irrelevant so far because a constant λ value was used in 
each trial. Nevertheless, it was established in section 6.8 (see Figure 6-12 and the 
discussion of equation (6.73) ) that the effect of a single velocity step on dispersion dies 
away downstream from the step, over a length scale that depends on the plume 
extension. It follows that the effects of a stepped fluctuation must also be smaller (for a 
fixed plume extension) for fluctuations of larger lengths.  If w is really independent of λ, 
the behaviour of equation (9.1) would contradict this. 
This contradiction originates from the simple linearity with λ of the enhancement factor 
for m = 1, found in the 1D-step model expression (8.63). However, this is an artefact of 
the simplifying approximation made in deriving this equation from a series expansion 
about λ = 0; it is seen e.g. from Figure 8-6 that the full expression grows linearly only 
for small λ, and then for larger values the growth slows down. The linear growth with λ  
at small values is entirely plausible, since in the limit as λ → 0 it is clear that a zero 
length fluctuation cannot have any effect on dispersion. 
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A simple ansatz that retains the vanishing behaviour at the lower limit without undue 
growth at large λ, is the expression 
 1( ) (3 )nw λ λ −=  (9.26) 
where n < 1 . If the value n = 0.3333 is taken, the resulting curve for the enhancement as 
function of λ shown in Figure 9-7 is obtained. It rises more sharply than the 1D-step 
model enhancement for small λ, and then follows a similar rate of increase for larger 
fluctuation lengths. Moreover, it produces the values w(0.001) = 48 and w(0.0035) = 21 , 
in reasonable agreement with the values needed by the experimental fit for the indicated 
λ’s. 
 
Figure 9-7 The behaviour of the enhancement implied 
by  the simple power law expression (with n = 0.3333) 
for the λ-dependence of w (solid line) compared with 
that of the 1D-step model (dashed line) and its 
linearised approximation (dotted line). 
 
 
Clearly the simple power law in equation (9.26) is not an integral part of the model being 
presented; it is merely a guess at a functional form that extrapolates in a reasonable way 
from the behaviour found in the 1D-step model while behaving plausibly for small and 
large λ values. It does not introduce any new degrees of freedom into the model – the 
choice of a value for w, assuming an appropriately fixed value of λ, is replaced by 
choosing a value for the power exponent n. However, it has the advantage that the range 
of acceptable n values can be restricted more than for w. Also, it allows the relation 
between an acceptable range for λ given a value of w that is compatible with experiment, 
to be made explicit.  That is demonstrated by considering the relationship between w,λ 





Figure 9-8 w as function of λ, 
for the assumed simple 
power law, for a range of n 
values;  each curve is labelled 




Taking 0.2≤ n ≤0.5 as a range that will avoid increase rates of w(λ) that deviate 
unreasonably from the 1D-step model behaviour at either end of the λ scale, consider an 
example where a w-value of 20 was found from comparing a dispersivity curve with 
measured values. Figure 9-8 shows that λ values between 0.001 and 0.008 would be 
acceptable in this case. Conversely, a known range for λ could be used to establish a 
range for n. Generally, Figure 9-8 shows that the larger the w value is, the narrower both 
of these ranges tend to be.  
Without a well founded model for w(λ), these considerations need to be considered 
tentative, but they do indicate reasonable expectations and how those can be used to 
narrow down plausible ranges for the parameters. 
9.5 The dispersive scale length 
While not explicitly appearing in dispersivity expressions such as d1 to d6 given in 
section 9.3, it is clear that the dispersive scale length Λ is a crucial underlying parameter 
in the theory that was presented. It is the principal factor that explains the different 
increase rates of the dispersivity for long and short range traversal lengths. This feature 
of the observed behaviour has been recognised by previous authors such as (Neuman & 
Zhang, 1990) , (Xu & Eckstein, 1995) and other authors, but had to be incorporated in an 
ad hoc way into their descriptions. By contrast, the scale length arises naturally out of the 
mathematics of the 1D-step fluctuation model and gives a straightforward explanation of 














the complexity that is observed. It is arguably the most significant new concept coming 
out of this model, amenable to direct experimental testing and the one most likely to 
appear in some form or another in any further developments of the theory. 
Despite, or perhaps because of, its fundamental significance, this new concept does raise 
some conceptual difficulties of its own. If we consider the mathematical definition of Λ 
given by equation (8.52), the appearance of the flow velocity V and the stochastic 
amplitude γ , or equivalently the Peclet number P and pore size p,  in the formula 
appears quite plausible. However, the fact that the variance of the gaussian solute 
concentration, S2 (i.e.,  the spatial extension of the plume) also appears, seems 
problematic. 
The essential nature of dispersion dictates that the variance is continually increasing. So 
the question arises: at what time is the variance to be measured for determining the scale 
length? As the theoretical development was presented, we started with a gaussian plume 
at the initial time t = 0, and traced its development as it traverses the spatial axis 
downstream from its starting point. But surely the choice of initial time is arbitrary? 
The perception that this is a problem is perhaps rooted in our understanding of the 
simpler and more familiar context of diffusive dispersion. As shown e.g. by equation 
(1.16), a gaussian solute plume evolving according to the ADE equation, remains 
gaussian , only the variance value increases linearly with time. Therefore it is immaterial 
which time is chosen as initial time, but two different choices will have different 
variance values associated with them and so would give rise to different scale lengths if 
applied to the Λ definition of the fluctuation model. 
However, as shown repeatedly during this study, a gaussian evolving in a changing flow 
velocity does not stay gaussian and acquires a modulation factor such as given by 
equations (4.63) and (6.45). For the purposes of calculating the compound dispersion by 
a series of steps, such as in the fluctuation model, application of gaussian expansions 
derived in Chapter 7 made it possible to avoid explicit reference to the fact that the shape 
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of the plume profile is distorted as it evolves. That is the significance of equation (8.23). 
But the underlying fact remains that unless the flow velocity is constant, there is only 
one moment in the evolution of the plumes considered, when their shapes were gaussian. 
There is therefore no logical contradiction in singling out this time value as the special 
one for which the variance is calculated in order to fix the scale length of its propagation. 
This is not particularly helpful from a practical point of view, since it is hardly possible 
to physically prepare a solute plume with a perfectly gaussian profile. If even the initial 
profile is not gaussian, it will remain non-gaussian for ever (except perhaps for some 
very special initial profiles), and so how should the scale length be determined for such a 
plume? 
The obvious solution of this dilemma is once more to apply the ideas of Chapter 7. An 
arbitrary localised plume, at an arbitrarily chosen initial time, can be considered as a 
superposition of gaussians. For each of these the appropriate scale length can be 
calculated. As they propagate, the components will each evolve separately, according to 
its own appropriate scale. This implies that a non-gaussian plume will exhibit, in 
addition to dispersion in the sense that the word was used so far, also “optical 
dispersion” – i.e., analogous to the well known phenomenon of a composite light wave 
being dispersed because different wave lengths propagate at different speeds in an 
optical medium. This is an intriguing possibility which is worth further investigation, 
and may perhaps account for some of the enhancement of dispersion beyond that 
explained by the 1D-step model, represented by the modifying functions studied in this 
chapter.  
In practice, such effects are not expected to be severe for a plume that is quasi-gaussian. 
Inspection of Table 5 in Chapter 7 shows that the variances of all the component 
gaussians in the displaced gaussian approximation of such a plume differ at most by a 
factor of two, and since it is mostly the order of magnitude of the scale length that is 
important, use of the scale length based on the i = 0 term in the expansion should be 
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sufficient to locate the transition region. If one thinks in terms of the finite difference 
approximation all of the component variances would in fact be the same, but as this 
approximation relies on the subtraction of almost identical gaussians, analysis of the 
scaling behaviour of the difference might require more careful analysis and could 
conceivably give an effective scale differing somewhat from that of the individual 
components. As there are no such complications in the displaced gaussian 
approximation, that appears to be a more reliable guideline. 
Another implication of the concept of a plume dependent scale is that the wide variation 
of measured dispersivities, as seen e.g. in Figure 9-4, may be explained in part at least by 
different initial plume sizes and shapes in the experiments that were performed; in 
addition, of course, to possible differences in the other parameters that determine the 
scale length. In other words, the experimental points shown would be interpreted to arise 
from an entire collection of differently scaled dispersivities. It can therefore come as no 
surprise that measured dispersivities at any chosen traversal length can differ by some 
orders of magnitude in different experiments. 
The arguments presented above appear to rely on the observations made from involved 
calculations in previous chapters that gaussian peak shapes are distorted when 
propagating through the specific velocity variations studied, such as linear changes, and 
steps. It is therefore of interest to show that in fact the phenomenon is much more 
general, and is an inevitable consequence of a non-linear dispersion growth.  
It is convenient to first consider the constant flow velocity case, and show that the initial 
time can be chosen arbitrarily in that case. 
From equation (4.16) , and writing that in terms of the cutoff time t0 defined by  (6.13), 
the time-varying variance for a gaussian with variance S 2 at the initial time t  = 0 is given 
by 
 2 2 2 2 0( ) ( )t S t t tσ γ γ= + = −  (9.27) 
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Suppose now that the time origin is shifted to a new value t = τ and the new time 
variable is denoted by t  ' = t - τ . In this new system  
 2 2 2 2 2 2 2 20 0( ) ( ) ( ) ( )t t t t S t S t tσ γ τ γ γ τ γ γ ′′ ′ ′ ′ ′ ′= + − = + + = + = −  (9.28) 
 where S ' is the variance of the plume at t = τ  (or equivalently t ' = 0) .  
The form of the equation is identical in the two coordinate systems, when written in 
terms of variables defined in the same way relative to the respective time origins; in 
other words the relationship is invariant with respect to the choice of time origin, and so 
all choices of time origin are equivalent. There is one limitation on this – we need to 
choose τ > t0 , otherwise σ2(t  ') will become negative at t  ' = 0 ; this is just the entropy 
growth principle as discussed in section 6.3. 
Now consider the generalisation where a nonlinear growth of the plume variance is 
allowed for by introducing an arbitrary function A(t) into equation (9.27) : 
 2 2 0( ) ( ) ( )t t t A tσ γ= −  (9.29) 
The initial condition σ 2(0) = S 2 is guaranteed by requiring A(0) = 1, but otherwise A(t) is 
left unspecified. Shifting to the new time origin as before, and performing a Taylor 
expansion of A where A(n) denotes the n ’th derivative, we have  
 2 2 2 ( )0 0
0





tt t t A t t t A
n
σ γ τ τ γ τ∞
=
′′′ ′ ′ ′= + − + = − ∑  (9.30) 
However, if (9.29) is invariant under the change of time origin it is enough to simply 
replace all time variables by their new values: 
 2 2 2 ( )0 0
0





tt t t A t t t A
n
σ γ γ ∞
=
′′ ′′ ′ ′ ′= − = − ∑  (9.31) 
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Setting the coefficients of equal powers equal in (9.30) and (9.31) shows that 
 ( ) ( )( ) (0)n nA Aτ =  (9.32) 
But applying the initial condition to the n = 0 case of (9.32) yields 
 (0) (0)( ) ( ) (0) (0) 1A A A Aτ τ≡ = ≡ =  (9.33) 
Since this must hold true for any value of τ ≥ t0 , this relation between values of A at two 
discrete points can be generalised to a functional relationship 
 ( ) 1A t ≡  (9.34) 
This function will also trivially satisfy equation (9.32) for all n > 0. It is seen that the 
only function that gives a time origin invariant evolution of the plume variance, is the 
trivial one which corresponds to linear growth of the variance.  
In other words, for any non-linear plume growth, there is no contradiction that a special 
time value needs to be singled out for determining the fluctuation scale length. And quite 
apart from all the theoretical arguments, the term “scale dependent” dispersivity is just 
another way to express the fact that the plume variance is in fact observed to grow non-
linearly in real aquifers.  
This argument did not rely on shape distortions. But as the shape distortion of a gaussian 
plume that was found for all the variable flow velocity cases studied, is a manifestation 
of the fact that time invariance was lost in those cases, it is reasonable to expect that such 
shape distortions will always accompany non-linear variance growth. 
9.6 Discussion and conclusions 
The questions raised in the introduction to this chapter have no doubt been answered 
positively. It is indeed possible to modify only one aspect of the 1D step model – the 
magnitude of the enhanced dispersion caused by a velocity fluctuation – to obtain good 
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agreement with the measured dispersivity trends over the entire observed traversal length 
range from less than 1 metre to 100 Km.  
This can of course not be claimed to be a rigorous derivation of the model that was 
arrived at – although analogous cases where the best available systematic mathematical 
model yields the right form of the equations, but not the right parameter values, are not 
unusual in physical science. A famous example, is the Heisenberg theory of 
ferromagnetism (Dekker, 1962),(Ashcroft & Mermin, 1976) where the coefficient of the 
spin coupling term that causes ferromagnetic atoms to align their electronic spin 
directions is in principle derived as a so-called exchange integral involving atomic 
orbital wavefunctions, but actual calculation using wavefunctions is fraught with 
difficulties. Nevertheless, the theoretical expression is extensively used with empirical 
values for the exchange integral. The fluctuation model discussed in this chapter might 
similarly be considered to be based on the 1D-step model that was systematically 
developed in the previous chapters, bud with an empirically determined value for the 
single fluctuation enhancement magnitude w. 
On the other hand, it proved possible to provide a range of modifying functions 
containing the constant value w, all of which give surprisingly consistent dispersivity 
curves, and arguments were advanced that it is not really possible to construct alternative 
modifying functions that deviate much from those discussed without losing plausibility. 
Moreover, all the other parameters in the theory have direct physical interpretations and 
can be assigned values that are in keeping with those. Doing that yields a value for w that 
is also reasonable in the sense of still describing the single fluctuation effect as a small 
perturbation of the diffusive dispersion; the essence of the model is the way in which it 
proposes that these individual, small perturbations combine to create the very large 
enhancement of dispersivity observed for long traversal lengths. 
Bearing in mind the complexity of the scale dependence phenomenon pointed out in 
section 1.3 and the fact that all its major features are successfully represented with only 
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this single freely adjusted parameter, it becomes hard to escape the conclusion that the 
essential mechanisms behind the phenomenon are captured by the model.  
It would no doubt be more satisfactory if a theoretical explanation of the magnitude of w 
can be obtained, and several suggestions for how this might be achieved by elaborations 
of the 1D-step model were mentioned in this chapter.  
However, at this stage of development the model already makes a number of direct 
predictions about the way that physical parameters determine dispersion, and especially 
the central concept of the fluctuation length scale seems general enough to be tested by 
direct experiment. 
Therefore, it is considered appropriate to leave further theoretical development until 
experimental confirmation or otherwise has been obtained . 
This is a convenient  point to reconsider the issues raised at the end of section4.1. It was 
pointed out there that the very concept of dispersivity is closely linked to diffusive 
dispersion models. In such models the dispersivity appears as a material dependant 
proportionality constant that regulates the linear time dependence. Considering this 
constant to itself depend on time (as implied by making it “scale dependant” ) perverts 
its significance as proportionality constant, and also its integrity as a materials property.  
Despite these reservations where measurements clearly indicate that dispersion is not 
diffusive, most of the work so far (especially in this chapter) has been couched in terms 
of a variable dispersivity to facilitate comparison with the existing literature. 
However, the main justification for using this terminology was that until there is a 
concrete understanding of dispersion that is non-linear with time, it is pragmatic to use 
the linear description as the baseline. Consequently, if the fluctuation model is accepted 
as one that contains the essentials of the non-linear behaviour, it is perhaps time to 
restore the concept of dispersivity to its proper role.  
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The physical phenomenon of solute dispersion, is adequately described by specifying 
how the spatial extension of a solute plume, characterised by the variance of the 
concentration profile, increases with time or equivalently with traversal length. For the 
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where the first factor on the right is the (laboratory scale) diffusive contribution from 
equation (4.18) rewritten in terms of the physical traversal length Λ, and d is the 
expression given by (9.24) or one of the alternatives derived from the other trial 
functions, as a function of χ = Λ/Λ. In the last step, the microscopic stochastic amplitude 
γ was eliminated in favour of the macroscopic dispersivity α as given after equation 
(4.19). 
What equation (9.35) expresses, is that the dispersivity is merely one of a number of 
constant parameters that describe dispersion. It is once more a pure materials property, 
and describes dispersion for traversal lengths that are small enough that the material can 
be considered homogeneous. Once Λ becomes large enough that velocity fluctuations 
play a role, the characteristics of the fluctuations become important, and they are 
specified by the constants λ, Q and w. There is no need for the self-contradictory concept 
of a scale-dependent dispersivity. 
The philosophy employed here is that it is better to describe a complicated physical 
phenomenon by a complex but explicit formula, than to use an ostensibly simple 
description but overload its parameters with spurious relationships. This philosophy 
would apply even if in future it turns out that elaborations of this model or alternatives to 
it produce different expressions or parameters for calculating the plume extension. 
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C h a p t e r  1 0   
  A GENERAL OVERVIEW  
10.1 Discussion 
While there are many aspects of the stochastic dispersion model that can be further 
elaborated or refined, the main goal that was set in Chapter 1 of finding a quantitative 
model that explains the observed phenomenon of scale dependent dispersivity in natural 
porous media, has been achieved, as demonstrated by Figure 9-3 . However, a great deal 
of detailed analysis and mathematical manipulation was required to attain this goal. 
Therefore it is appropriate to conclude this study with a review of the main ideas and 
results that were developed, in order to give a coherent answer to the question: why does 
dispersion in natural media grow far more quickly than expected from a diffusive model 
such as the ADE?  
The first important result was to show that the stochastic model gives a plume variance 
that grows linearly with time in agreement with the ADE, but only for the special case 
that the fluid drift velocity is constant as in a homogenous medium. 
By contrast, it was next shown that even for the simplest position dependent drift 
velocity, one that changes linearly, the plume growth was non-linear and the plume 
shape distorted. Even when kinematic effects of the velocity variation were allowed for, 
residual effects on dispersion are significant, showing that there is in effect an interaction 
between the changing macroscopic velocity and the microscopic velocity fluctuations 
described by the stochastic model. 
Next, propagation of a gaussian solute plume through a velocity step was studied, and it 
was found that there are similar effects where dispersion is either enhanced or 
diminished depending on whether the velocity step is upwards or downwards. A new 
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phenomenon that came to the fore for steps, however, is that the influence of a step only 
extends downstream over a limited range, determined by parameters that characterise 
both the step and the plume itself. 
The next major step was to combine velocity steps in such a way that they create 
velocity fluctuations around a constant average drift velocity.  Several important results 
arose from this. First, it was found that the opposite effects of upwards and downwards 
velocity steps do not fully cancel but produce a net enhancement of the underlying linear 
growth of the plume variance, for all plausible step heights and separations. Secondly, 
this enhancement is expressed by a multiplicative factor associated with each step and 
therefore a compound factor for the fluctuation as a whole. 
Analysis of how this compound enhancement factor varies for a long sequence of 
fluctuations, shows that it decreases monotonically, but that there is a step-like reduction 
that takes place at a well defined transition point that defines a spatial scale for the 
fluctuation enhancement effect. 
When the total effect of the sequence of fluctuations is calculated, this scale length 
divides the dispersion into distinct behaviours for short and long traversal length ranges 
– a roughly exponential increase below the scale length, and by a fractional power law 
above that. This distinction is well supported by experiment. 
The exponential rise at short traversal lengths flows naturally from the fact that 
fluctuation effects multiply, but the 0.1% effect calculated for each fluctuation in the step 
model is too small to explain the large observed effect. The final step needed to complete 
the picture, is to increase this effect to about 2% in a way that is carefully constructed to 
be as realistic as possible.  
The final result is that the accumulation of small enhancements of the underlying 
diffusive dispersion by a long sequence of short length macroscopic velocity 
fluctuations,  gives rise to the observed increase of solute dispersion by several orders of 
magnitude over long traversal lengths. 
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The subject matter of this study was limited to solute dispersion in porous media. 
However, it is of interest to note that some of the ideas outlined above may in future, or 
have already, found expression in other fields of physical science. 
Regarding dispersion of solutes, transport in turbulent flow seems a logical extension of 
this work. The role played in porous media by the pore structure, would in a turbulent 
flow be taken over by flow vorticity. Turbulent flow in general is a notoriously difficult 
problem, and one reason is the dynamic nature of flow vortices that are mobile, have 
finite lifetimes and appear on many different spatial scales. All of this is vastly more 
complicated than the static nature of pores in a solid material and it seems questionable 
that similarly detailed models as was studied in this work will be tractable, but possibly 
some of the concepts such as the interaction between macroscopic velocity variations 
and random microscopic displacements, or the incorporation of a suitably defined length 
scale into a descriptive model, may be worth investigating. 
On a more general level, the outcomes of this project demonstrates the importance of 
incorporating stochastic variation on a more basic level than merely as a random 
perturbation treated by averaging. That lesson may be applicable in other physical 
problems as well. An intriguing illustration that this is indeed the case, is furnished by a 
recent study (Williams, Haines, &  Read, 2004) where the interaction between small-
scale atmospheric fluctuations, known as inertia-gravity waves, and large scale weather 
systems was shown to be important in producing transitions between different states of 
the macrosystem. So also in weather prediction it is important to combine both 
microscale and macroscale phenomena in the same model from the outset. 
Another example of similarity between the ideas developed here and results in other 
contexts, comes from solid state physics. One of the outcomes of the fluctuation 
dispersion model, is the fractional power law that holds for long range traversal lengths, 
and this is reminiscent of the fractional exponents found in some transport phenomena 
on discrete lattices and often referred to as fractional kinetics.  
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The example being referred to is the Scher-Montroll model (Scher & Montroll, 1975) to 
explain the anomalous behaviour of transient photoconductivity in some amorphous 
semiconductors. In what is called “normal” transport, an optical pulse causes a constant 
current of finite duration depending on the length L of the semiconductor sample, 
terminated by a rounded cutoff and is well explained by a diffusive model of electron 
hopping between localized states. The current versus time graph for normal transport 
behaves rather like the breakthrough curve mentioned for porous solute transport in 1.3.  
However, for some semiconductors the current decreases continuously and over a much 
longer  period. The Scher-Montroll model explains this on the basis of a random walk 
model, which has asymmetric step times as a result of the external electrical field, 
somewhat similar in concept to the superposition of a drift velocity on stochastic 
displacements used in the work presented here. The resulting time behaviour of the 
carrier density variance is nonlinear, rather than the linear relation that explains normal 
transport – just as in our model, although the nature of the nonlinearity is a power law 
rather than the more complicated behaviour we obtain. Somewhat confusingly, this 
behaviour is termed “dispersive” transport in the context of photoconduction. A striking 
feature is that not only is the final current-time relation a fractional power law, but in fact 
a transition is predicted (and observed) between two different power laws, at a critical 
“transit time” determined by the sample length L. Although the details are quite 
different, on a global level there are striking parallels with the results on solute transport. 
A more detailed discussion of the Scher-Montroll model is given by (Zallen, 1998).  
These two examples show clearly that the ideas developed in this study are well aligned 
with current thinking in other fields of physical science, and may perhaps add weight to 
the main line of argument that was based on the intrinsic logic of mathematical 
reasoning applied to the specific problem under study. 
To end on a more philosophic note, some observations on the way in which the course 
taken by this research project was determined not only by the goals set and the deliberate 
choices made to pursue them, but also by the facilities and technology employed. 
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Referring to the remarks made in section 2.4 and elsewhere, it was always the intention 
to use analytical rather than numerical descriptions where possible. A demonstration of 
the advantages that were obtained from this, is the way in which an equation like (9.35) 
displays explicitly how the original descriptive variables – such as those characterizing 
the plume, step positions, several drift velocity values, etc – are combined into a smaller 
number of model parameters that eventually determine the actual behaviour of the 
dispersion. These in turn give much clearer guidelines about which variables need to be 
measured or controlled in experimental studies. 
However, the fact that the actual algebraic manipulation needed for this was done in the 
Mathematica computer algebra system, had a more profound effect on the project than 
merely saving labour or avoiding mistakes. It makes possible a far more creative and 
intuitive approach to working with formulas, because a speculative “what if” way of 
thinking about e.g. simplifying approximations becomes feasible. Even ideas that may 
seem preposterous if one is bound to a rigorous step-by-step approach to mathematics, 
yielded positive results surprisingly often, and sometimes were spectacularly successful. 
Of course many more ideas that looked equally good were found to be unproductive. But 
the point is that the technology makes it quick to reach a decision either way, and so to 
be fully exploited requires a more imaginative approach than has been possible before. 
This is a paradigm shift in methodology of similar magnitude to that produced in earlier 
decades by the power of numerical computing. As this shift gains momentum, software 
will hopefully develop to make this a little less haphazard than is necessary at the 
moment, e.g. by providing ways to visualize the algebraic structure of the complicated 
expressions that arise at the drop of a hat when using automated algebra. Even though 
“computational modelling” is at present usually understood to mean mainly numerical 
and graphical analysis, the time has come to include symbolic mathematics as a third 
equal partner in the range of tools available to the computational modeller. 
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