In this paper, we construct a new family of refinable functions from generalized Bernstein polynomials, which include pseudo-splines of Type II. A comprehensive analysis of the refinable functions is carried out. We then prove the convergence of cascade algorithms associated with the new masks and construct Riesz wavelets whose dilation and translation form a Riesz basis for L 2 (R). Stability of the subdivision schemes, regularity and approximation orders are obtained. We also illustrate the symmetry of the corresponding refinable functions.
Introduction
During the last decades, the study of refinable functions has attracted considerable attention. This will be followed by a description of the development of refinable functions. Initially, B-splines appeared as a special family of refinable functions, which satisfied the scaling equation in [] . After that, pseudo-splines of Type I were introduced by Daubechies et al. [] and Selesnick [] , along with the appearance of pseudo-splines of Type II in [] . Especially, the properties of them, such as stability, regularity, approxi- , and so on. Notice that almost all contributions above focus on the extensions based upon pseudo-splines. However, we discover that pseudo-Butterworth refinable functions, as an extension of pseudo-splines, lack compact support, although they have exponential decay to compensate the lack. It is natural to consider a new extension of pseudo-splines, which has compact support and exponential decay, in particular, masks of new refinable functions derived from generalized Bernstein polynomials [] by substitution and summation.
We start with generalized Bernstein polynomials, defined as 
n k t(t + α) · · · (t + [k -]α)( -t)( -t + α) · · · ( -
They include almost all masks of pseudo-splines of Type II [] when α = . Furthermore, the properties of the new refinable functions corresponding to the masks () are addressed.
Convergence of cascade algorithms is implemented, which guarantees the existence of refinable functions. At the same time, we construct their Riesz wavelets whose dilation and translation form a Riesz basis for L  (R). Finally, stability of the subdivision schemes, regularity, approximation orders, and symmetry are analyzed. The remainder of this paper is organized as follows: Section  collects some notations. Section  elaborates the convergence of cascade algorithms based on the masks. Section  constructs a Riesz basis for L  (R). Section  analyzes the stability of the subdivision schemes. Section  shows the regularity and the influences of the parameters m, l, α on the decay rate. Section  gives the approximation order of the new refinable functions. Section  illustrates the symmetry of the refinable functions.
Preliminaries
For the convenience of the reader, we review some definitions and properties as regards refinement masks in this section.
By L  (R), we denote all the functions f (x) satisfying
and by l  (Z) the set of all sequences c defined on Z such that
A compactly supported function φ ∈ L  (R) is refinable if it satisfies the refinement equation
where τ , called the refinement mask of φ, is a finitely supported sequence. The Fourier transform of φ is
For a given finitely supported sequence c, its corresponding Laurent polynomial is defined bỹ
The corresponding trigonometric polynomial iŝ
With the above, the refinement equation () can be written in terms of its Fourier transform aŝ
We callτ the refinement mask for convenience, too. By the iteration of equation (), the corresponding refinable function φ can be written in terms of its Fourier transform aŝ
where L ∞ (T) denotes the space of all π -periodic measurable functions with finite essential upper bound. The notation T and the space L ,∞ (R) were introduced in [] and [], respectively.
holds and the span of {ψ n,k : n, k ∈ Z} is dense for L  (R). The function ψ is called a Riesz wavelet if the X(ψ) form a Riesz basis for L  (R), which is also called a Riesz wavelet system. A function φ ∈ L  (R) is called stable if there exist two positive constants A  , B  , such that for any sequence c ∈ l  (Z)
It is well known that this condition is equivalent to the existence of two other positive constants A  , B  , such that
for almost all ξ ∈ R []. The upper bound always holds if φ has compact support and the lower bound is equivalent to
for all ξ ∈ R, where  denotes the zero sequence. In particular, we consider the stability of the compactly supported centered B-splines,
Since it is obvious that there is
Hence all B-splines are stable. We use
Under certain conditions on φ (e.g., if it is compactly supported andφ() = ), the StrangFix condition is equal to the requirement thatτ  has a zero of order m at each of the points in {, π} \ . In [] , if φ satisfies the Strang-Fix condition of order m and the corresponding markτ  satisfies  -
at the origin, then the approximation order is
In the following, we will adopt some of the notations from [] . The transition operator Tâ for π -periodic functionsâ and f can be defined as
For τ ∈ R, a quantity is defined by
.
The notation ρ(â) is defined by
A function f belongs to the Hölder class C β (T) with β > , if f is a π -periodic continuous function such that f is n times continuously differentiable and there exists a positive number C satisfying
for all x, y ∈ T, where n is the largest integer such that n ≤ β.
Convergence of cascade algorithms based on the masks
In this section, a demonstration of the convergence of cascade algorithms in the space L ,∞ (R) is given. For notational simplicity, we will introduce the following three definitions:
We will provide three lemmas about the relations of the quantities ρ τ (â, ∞) associated with masks and a condition of the convergence of cascade algorithms which are necessary for the following theorem. A useful condition of proving the convergence of cascade algorithms is described in the following lemma.
Lemma  For two positive integers
We claim that
Since l < m -, for j = , , . . . , l, we have
There are two cases to consider: Case I: Suppose that cos(ω) ≥ . By () and (), it is easy to see that
This implies Condition (). Case II: Suppose that cos(ω) < . In the same way, we get
for j = , , . . . , l. Then () holds. This concludes the claim (). By using (), one gets
Similarly, one has
For any x, notice that
and B  (ω), which is a continuous function on [-π, π] and is differentiable on (-π, π), has the maximum value at ω = π . The reason as follows:
. Therefore, applying (), (), (), (), and
we get the inequality ().
Theorem  If we let τ m,l,α  (ω) be the mask (), then the cascade algorithm associated with the mask
Applying
and Lemma , we obtain
Bringing Lemma  and Lemma  together yields
Thus, by Lemma , the cascade algorithm associated with the mask τ
Riesz wavelets
In this section, we shall construct Riesz wavelets based on the masks (). The following two lemmas analyze recurrence relations of τ m,l,α  (ω), which are useful for the construction of Riesz wavelets.
Proof By the summation of l +  terms of generalized Bernstein polynomials satisfying the recurrence []
we can derive that
By using (), one obtains
Thus, the conditions () and () are demonstrated.
It follows from the above two equalities of |τ
The first inequality follows from the general formula of the Bernoulli inequality. Substi-
First of all, f (y) is derived as follows:
Additionally,
Here,
The condition () follows from the fact that g(x) is increasing on [, +∞]. It is obviously true for f () >
. This concludes the claim (). Assume () holds when l = k -. Consider the case l = k. By using () in Lemma , we have
Combining together the above equalities so that
where
The condition () follows from the fact that
This concludes the proof of Lemma .
Conditions for constructing a Riesz wavelet basis are given by the following lemma. 
Therefore, condition (i) in Lemma  holds true. ρ(τ m,l,α  (ω)) <  has been proved in Theorem . Noting that
Combining () and () in Lemma  yields
By using Lemma  and Lemma , it is derived that
Consequently, condition (ii) in Lemma  holds true.
Stability of the subdivision schemes
In this section, we will prove the stability of refinable functions based on the masks (). 
The following lemma gives the recurrence relations of T m,l,α  (ω).

Lemma  If we let
τ m,l,α  (ω) be the mask (), then T m,l,α  (ω) satisfies T m+,l,α  (ω) = T m+,l-,α  (ω) + cos  ( ω  ) + mα cos  ( π  )( + (m + l)α) G m,l,α l (ω), for |ω| = π,()
(±π). ()
Proof We consider into two cases. Suppose that |ω| = π . Equation () is applied in Lemma  so that
Suppose, on the other hand, that |ω| = π ; we check the condition (). Note that
This establishes the lemma. Proof We claim that the condition () holds. Indeed, the refinable functions with the masks τ m,l,α  (ω), which belong to L  (R) as shown in Theorem , have been proved. They are compactly supported for finite refinement masks. In the following, we derive the inequality
Applying the stability of B-splines yields the existence of two positive constants A  , B  , such that
where B m denotes the B-spline of order m. It implies that | B m (ω)| has the finite functional value. Combining () with () yields
this leads to
Thus, there exist two positive constants A  , B  , such that
This concludes the theorem.
Regularity
This section is devoted to an analysis of the regularity of refinable functions φ 
where n is the maximal multiplicity of the zeros of τ at π and L(ω) is a trigonometric polynomial with L() = . Therefore, one obtains
which shows the decay of |φ| can be characterized by |τ | as stated in the following theorem. 
Theorem  ([], Lemma .) Let τ be the refinement mask of the refinable function φ of the form
Notice that
Indeed, since l =  and l < m -, m ≥ . When m = , one has
Then it is obvious that
Thus,
h (α) is derived as follows:
Note Table  . Table  shows that for 
Approximation orders
In this section, the approximation orders of refinable functions with the mask τ 
) has a zero of order (m -). We conclude that 
Symmetry
Symmetric coefficients of the mask are of great significance in image processing. In the following, we will give a symmetry proof and provide a graphical illustration.
m+l+ , by using (), we obtain
Since the coefficient determinant of () In the following, Table  In the following, Table  
