ABSTRACT High-frequency oscillations (HFOs) of 80∼500 Hz in the intracranial electroencephalogram (iEEG) recordings are considered as a reliable marker for epileptic location. However, a significant challenge to the clinical use of HFOs is due to the time-consuming procedure of visually identifying them. A new methodology is presented in this paper for the automated detection of HFOs based on their 2D time-frequency map employing the short-time energy (STE) estimation and the convolutional neural network (CNN) classification algorithm. The effectiveness and usefulness of the proposed method are evaluated using the clinical iEEG data acquired from five patients (28.4 ± 13.0 years) with medically intractable epilepsy. The proposed methodology presents the following significant advantages: 1) compared with the recently reported HFOs detector based on the CNN using only the 1D temporal EEG signal, the proposed method achieves a higher accuracy using the deep CNN classifier on 2D time-frequency map of HFOs, of which the evaluated sensitivity and false discovery rate (FDR) for identifying ripples are 88.16% and 12.58%, respectively, and the corresponding sensitivity and FDR are 93.37% and 8.1% for detecting fast ripples, respectively; 2) it is capable of automatically extracting the shared features of HFOs events of different patients and would be much robust, unlike other automated methodologies proposed in the literature where the characteristics of HFOs were extracted manually on the basis of researchers' knowledge, which, probably, is prone to observer bias; and 3) with the proposed STE estimation, all suspicious ripples and fast ripples could be initially found out and transformed into time-frequency map for subsequently CNN-based classification, rather than transforming and classifying the raw data, thus requiring a lower computational resource. In addition, the time occurrence of each transient event of the HFOs can be identified to be potentially useful for further seizure analysis. In conclusion, this automated detection of the HFOs combing the STE and the CNN could allow analyzing large amounts of data in a short time while assuring a relatively higher accuracy and, thus, would potentially serve to provide a clinically useful tool.
I. INTRODUCTION
At present, although manual analysis remains the gold standard of high frequency oscillations (HFOs, 80-500 Hz)
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identification, a significant challenge to the clinical use of HFOs is the time-consuming procedure of identifying them in intracranial electroencephalogram (iEEG) recording owing to their short duration and low signal-to-noise ratio, which requires reviewers with exceptional experience and has poor inter-viewer concordance [1] , [2] . Moreover, the length of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ iEEG recordings collected in patients may span days and the acquired data include up to hundreds of channels, making visual review for HFOs impossible (generally one epileptogenesis may takes an hour to review 10 min of data from a single channel) [2] . Since 2002, many automated HFOs detectors have been proposed by different research groups [3] - [11] . The general implementation of an automated HFOs detection follows a two-stage procedure, after a common spectral analysis by restricting the range of interest frequencies to detect HFOs events represented by a particular 'characteristic' frequency. For the first step, the aim of most detectors is to identify a reliable threshold that is used to isolate events of interest [3] . A number of techniques have been proposed on basis of a statistical power threshold by monitoring the energy variations of oscillatory activity and select events from background, such as the root mean square (RMS) energy [4] , the line-length energy [5] , the Hilbert transform envelope [6] and complex Morlet wavelet transforms [7] . The problem of such thresholding-based techniques even provides a perfect sensitivity to detect HFOs is of a low specificity. To overcome this shortcoming, further analytical algorithms could be a second step recognizing HFOs from spurious isolate events of interest, such as spikes, high frequency components of artifacts, or specific electrical noise. On the basis of a mathematical definition and certain heuristics of HFOs such as the characteristics of frequency band, the amplitude, and the waveforms, or the number of oscillations, more complex algorithms were suggested to be useful for HFOs detection, such as support vector machines [8] , linear discriminant analysis [9] , clustering [11] , and neural networks [5] , [10] . Nevertheless, the design of such automatic detectors is still based on manually extracted features or characteristics of HFOs event, which is not only a highly subjective way for various groups due to currently limited knowledge about the mechanism of HFOs, but also tends to be a good performance if appropriate features used, and vice versa [12] . Deep learning is a machine learning technique based on imaging learning where the system automatically learns and discovers the complex features from the raw data and performs the classification in an end-to-end manner. Most recently, a few preliminary studies on convolutional neural network (CNN) with one dimensional (1D) temporal signal raised the hope that we get a deeper understanding by posing our questions to a well-trained network for detecting epileptic seizure in EEG [13] , [14] and HFOs events in iEEG [15] . For the reported 1D CNN based HFOs detector [15] , a relative low performances of sensitivities of 77.04% for ripples (Rs) and 83.23% for fast ripples (FRs) and specificities of 77.04% for Rs and 83.23% for FRs would still make it difficult for application in clinical setting. Additionally, a lack of the start and stop time and the missing consideration of spectrum of this previous study could also decrease its performance and limit its application. In other hand, deep learning has already proven its capability and has outperformed humans in image recognition tasks. Meanwhile the 2D image of time-frequency representation has demonstrated well to be a promising approach to distinguish valid HFOs among isolate events of interest [13] - [15] .
In such a situation, a deep learning method based on timefrequency representation of oscillation events is employed to automatically identify Rs and FRs in iEEG in this study. To our best knowledge, this is the first attempt to employ deep 2D CNN for the automated classification of HFOs by using its 2D time-frequency representation rather than 1D temporal representation. Moreover, the approach of shorttime energy (STE) estimation was used as an initial detection for rapidly selecting all candidate HFOs with lower cost of computation in raw iEEG, which could also provide the time occurrence of each transient event. Finally, we examined the performance of the proposed method in five patients with medically intractable epilepsy, and compared with other classical methods based on time-frequency representation in terms of the sensitivity, specificity and false discovery rate (FDR). This automated method could allow analyzing large amounts of data in a short time while assuring a relative high accuracy, and thus would potentially serve to provide a clinically useful tool.
II. MATERIAL A. SUBJECTS
Five consecutive patients with medically intractable epilepsy (three male and two female patients; age, 28.4±13.0 years; range, 19-54 years) were involved in the study. All patients underwent presurgical clinical evaluation with routine scalp EEG, and imaging (MRI and CT of brain), and subsequently been implanted with intracranial electrodes for a long-term iEEG recording from November 2016 to August 2017 in the department of neurosurgery of the West China Hospital (affiliated to Sichuan University, Chengdu, China). Four of them underwent excision of epileptic foci, and surgical intervention was not performed on another one patient who had been observed as a dispersion of epileptogenic area by his pre-surgery evaluation. Postsurgical seizure outcome was classified according to Engel's score, dichotomized into good (Engel I) and poor (Engel ≥II). Follow-up was >1 year. Detailed descriptions of patient characteristics, electrode implantation information, and surgery outcome are given in Table 1 . All experimental protocols were approved by the Institutional Review Board (IRB) of the West China Hospital, where data collection was performed, and written informed consent was obtained from all patients.
B. DATA ACQUISITION
For each patient, a presurgical monitoring was performed in the epilepsy monitoring unit of the department of neurosurgery of this hospital. Specifically, around 46-110 intracranial EEG electrodes formatted in subdural silastic grids (4 mm diameter electrode contacts, 10 mm inter-electrode spacing) were implanted on the cortical surface of every patient which all referenced to a bipolar montage along the length of the grid, as shown in Fig. 1(A) . As such, a long-term intractable EEG recording (68-208 hours) was collected in a sampling rate of 4096 Hz by using a multichannel bio-amplifier with XLTEK EMU128FS system (Natus neurology, USA), as given in Table 1 . Note that no hardware filter was used in the acquisition procedure, except the high-pass filter with 0.1 Hz as a cutoff frequency classically used to remove the offset of the baseline.
Moreover, the raw data recorded was exported in European Data Format (EDF) without being filtered and subsequent data segment selection for each recoding was carried out VOLUME 7, 2019 using bipolar montages with neighboring electrodes along the length of the grid with the help of the software NeuroWorks 8 (Natus Medical Incorporated, Canada). Then, we randomly selected two hours of continuous raw data during sleep and another two hours of data in waking states for each patient, which were at least 60 min prior to the onset of a seizure. Following a visual inspection of all raw data, totally corrupted channels with artifacts and noise enormous amplitudes were excluded. As shown in Table 1 , numbers of the selected channels (bipolar montages), the total recorded channels and total recording time were given in detail for each patient.
C. VISUAL MARKING OF HFOs
Following data acquisition in patients, all selected channels were used to create a labeled dataset for further machine learning experiments. Specifically, each HFOs event was marked visually by two experience reviewers with a double-blind trial, by using the reported method of the wavelet time-frequency map, as the 2D time-frequency map has demonstrated to be a promising approach to distinguish valid HFOs among background [16] - [18] , [32] . Thereinto, two kinds of HFOs event such as the Rs and FRs were analyzed separately, owing to the different generation mechanisms and electrophysiological characteristics between of them, where a 4-order Butterworth finite impulse response (FIR) filter was used to perform band-pass filtering for the data. The cutoff frequencies were 80-250 Hz and 250-500 Hz for the Rs and FRs, respectively. Additionally, the visually marking of HFOs were performed on a three-second data section in one channel that continuously cut from all of the selected channels in this work, with the help of our custom designed GUI software on the basis of MATLAB software package (Mathworks, Natick, MA), where a three-second epoch of raw EEG was present as raw data, filtered signal, and time-frequency map. Examples of a true Rs event and a true FRs event both present in a time series and the corresponding time-frequency map with an 'island', as shown in Fig. 1(a) and Fig.1(b) , respectively. As shown in the bottom of Fig.1 , real HFOs either of an Rs or an FRs event is represented obviously by an isolated island phenomenon, which was marked visually as a HFOs when the doctor inspected iEEG data.
For all patients, the visually marked database therefore consisted of 14,998 real HFOs. For the automatic analysis described below, a total 90 % of database (dataset I) was selected randomly and was used for the training procedure and subsequent validation procedure of the designed CNN model, as shown in Fig. 2 . The data from the remaining 10% (dataset II) was used in testing for our proposed detector, where the number of visually marked Rs and FRs is 1166 and 332, respectively.
III. METHODOLOGY A. OVERVIEW
The schematic diagram of the proposed automatic HFOs detector on the basis of 2D CNN is illustrated in Fig. 2 . Briefly, an EEG signal is firstly segmented by a certain length of time (15 minutes in this study), and each segment is filter and normalized as time series signals in both of Rs band (80∼250Hz) and FRs band (250∼500Hz). Secondly, an initial detection based on the method of STE is performed to identify the suspicious HFOs, and each found suspicious HFOs in 1D 200 milliseconds EEG section are further converted into a 2D time-frequency map by using the continuous wavelet transform (CWT). Thirdly, the result of initial detection is taken as the input of the 2D CNN based classifier for a final identification of HFOs.
B. DATA PREPROCESSING
In this study, the collected iEEG signal of each patient was cut into 15-minute segments for data preprocessing for further automatic HFOs detection. All data preprocessing was performed with the help of MATLAB software package. Briefly, a 50 Hz notch filter is used to eliminate the power-line interference. Then, each data segment was filtered with a 4-order Butterworth FIR bandpass filter, so as to reconstruct HFOs both of the Rs event (80∼250Hz) and FRs (250∼500Hz) event. Noted that other parameters in higher frequency were discarded, this played a small role in HFOs according to previous studies [5] - [7] . After filtering, all filtered segments of these two frequency ranges were normalized for subsequent processing.
C. INITIAL DETECTION WITH SHORT-TIME ENERGY ESTIMATION
The method of STE estimation is a published HFOs detection method which is defined as a sum of squares of the samples in a frame [19] , which has a very high sensitivity in HFOs detection but it suffers from the high false positive detection rate. As such, the method of STE was designed as an initial detection of HFOs for rapidly selecting all candidate HFOs with lower cost of computation in raw iEEG in this study, as we know that it would take lot of time for the subsequent CNN classifier if all of raw iEEG data are directly input in terms of 2D time-frequency map. Besides that, the time occurrence of each transient HFOs event can be determined. Specifically, each of 15-min segments is further divided into numerous of successive 10-ms frames, and the corresponding value of the STE is calculated individually for each frame. If energy values of three adjacent frames all exceed a certain threshold level, a 200-ms data section is automatically indentified as a candidate HFOs event, the center of which in time window is correspondingly set as the middle of the beginning and ending time of these three frames. The threshold E 0 is given in the formula:
In this work, the value of the threshold E 0 is set for an initial detector with a high sensitivity and a low specificity, to find all suspicious HFOs with a high sensitivity and a high false positive rate, meanwhile exclude a part of iEEG signals which are not HFOs. Furthermore, 1D time series section of all candidate HFOs is converted into 2D time-frequency map by using the method of Morse CWT function [8] , which is input into the subsequent CNN for automatic features extraction and precise classification of HFOs. The obtained 2D representation of each candidate HFOs includes features in both time-scale and frequency-scale, as known that the CWT is a formal tool that offers a representation of a signal by letting the translation and scale parameter of the wavelets vary continuously.
D. TIME-FREQUENCY MAP BASED CNN CLASSIFIER 1) ARCHITECTURE OF CNN
As the third step of the proposed method, a CNN is designed as a binary classifier which distinguishes between HFOs and other signals in this work, as shown in Fig. 3 . CNN is a kind of feed-forwarding neural networking which is applied to visual imagery and proved to be accurate [20] - [22] . A CNN is usually built with several layers including the input layer, the convolutional layer, the pooling layer, the activation layer, the fully connected layer and the output layer. In this work, 5 layers of a CNN are designed respectively as following:
(1) The input layer is designed to input all the suspected HFOs time-frequency images. All the pixels of the 2D images are seen as neurons, and there are three dimensions for color images: width, height and depth (3 primary colors).
(2) The convolutional layer is the core layer of a CNN. For 1-dimension convolution, the process of convolution is to calculate the integral of the pointwise multiplication and the equation is shown below:
This convolution formula could be seen as a weighted average of the function x(a). The weight is defined by w(−a) shifted by amount t and is called the convolution kernel. If a 2D matrix is the input, the convolution uses a 2D kernel and the equation is shown below:
The kernels are learnable in each convolutional layer. Another parameter of CNN which is able to reflect and enforce the local connectivity pattern between neurons of adjacent layers and this parameter is called receptive field. The convolution layer computes the dot product of the weight matrix (kernel) and the input matrix, and produces a 2D activation map of that filter as the output of the layer. The kernels reflect the feature at some specific position of the input matrix and when the convolutional layer receive a matrix and detect some same feature, it will activate.
(3) A pooling layer usually follows a convolutional layer and is a non-linear down-sampling method. It's aimed at progressively reducing the spatial size of the representation, reducing the amount of the computation and controlling overfitting. The max pooling is mostly used, which partition the input last layer into a set of non-overlapping rectangles and output the maximum of each region.
(4) The activation layer applies an activation function which is not saturating to increasing the nonlinear properties of a decision function. It doesn't affect the receptive field of each convolutional layer. The common activation function is ReLU, which is shown below:
(5) The fully connected layer is after the convolutional layer and max pooling layer and deals with the high-level reasoning. It feeds back by refreshing the weight and the bias of the layers before and decreasing the loss of information of features. After the fully connected layer, an output layer serves to output the result of the classifier and the accuracy and the loss. Loss means the deviation between the predicted and true label and two mostly used loss functions are Softmax loss and sigmoid loss. According to different tasks, different loss functions are chosen.
2) PARAMETERS OPTIMIZATION OF CNN
In this work, 2D CNN is used as a classifier of pictures with 875*656 pixels and three colors. So for the input layer, the size of each data is 875*656*3, as shown in Table 2 . Two convolutional layers were designed in the CNN and each has 
3) TRAINNING and TESTING OF CNN
A total of 27,000 pictures including 13,500 HFOs and 13,500 false HFOs with tags from dataset I are transformed by the process of CWT for training and testing in the CNN. 80% of these pictures are used as training set including 10,800 HFOs and 10,800 false HFOs. 20% are used as a testing set including 2,700 HFOs and 2,700 false HFOs. For each picture, the CNN gave a probability of either 'HFOs' or 'false HFOs' and made a judgment. With the testing process of CNN, we get an evaluation of the designed CNN and make sure it is suitable for HFOs detection. 
4) VALIDATION OF THE DESIGNED CNN MODEL
In this work, three indexes including the precision, the recall, and the F1 are calculated to validate the performance of the proposed CNN classifier. The Precision is defined as the fraction of relevant instances among the retrieved instances, and the Recall is the fraction of relevant instances that have been retrieved over the total amount of relevant instances. The F1 score is a measure of a classifier's accuracy considering both the precision and the recall of the test to compute the score. In binary classification, there are four situations which are shown in Table 3 . These three performances can be calculated with the formulas:
where TP is true positive, FN is false negative, FP is false positive, TN is true negative.
E. PERFORMANCE OF THE PROPOSED HFOs DETECTION
Finally, the proposed HFOs detection method by coming the initial STE detection and CNN classifier is tested and the corresponding performances in terms of the sensitivity and FDR are evaluated and compared with previous studies. The data set for detection is from dataset II and has 30 min data (half comes from awake and half from asleep) per patient which includes 1,166 Rs and 332 FRs. Also, after filtering and initial STE detection, this data set also has tags indicating Rs, FRs and other noise. This data is put into the proposed CNN and a result of either 'HFOs' of 'false HFOs' will be given for each picture. The sensitivity and FDR are usually used to evaluate a HFOs detector. Sensitivity is also known as true positive rate which means the percentage of actual illness correctly diagnosed by diagnostic criteria. In this work, the detection level is calculated with the dataset II and evaluates the process including the filters, the initial STE detection and the CNN classifier. The sensitivity and the FDR of Rs and FRs are both calculated and analyzed with the formulas: 
FDR = false det ections automatic det ections

IV. RESULTS
A. EXAMPLES OF AUTOMATED DETECTION OF HFOs
As shown in the Fig. 4 , examples of automatic detection of Rs, FRs, spike and noise are listed in raw signal, filtered signals after 80-250Hz filter and 250-500 filter, 2D timefrequency maps and short time energy figure. The Rs and FRs were distinguished by different filter, and noise and spike were excluded through visually marking with the timefrequency maps. By controlling the threshold of short time energy, the initial STE detector is helpful in HFOs detection process.
B. RESULTS FROM OUR AUTOMATIC DETECTION
A total of 10,800 HFOs and 10,800 fHFOs pictures are used for CNN training. The max training step was 10,000 and training accuracy and loss are outputted every 50 steps. After training, 5,398 pictures including 2,700 HFOs and fHFOs are sent into the designed CNN for validation. These pictures are in a random order and have no tags. The CNN classifier gives the result of each picture and a probability of either HFOs or fHFOs in 0.2 seconds. As shown in Table 3 , 2,394 HFOs and 2,471 fHFOs are correctly judged in this work. The Precision, Recall and F1 of the proposed CNN were 88.67%, 91.27% and 89.95%, respectively, which are high for HFOs detection. The specificity is 91.52%, which means the CNN classifier also performs well in determine fHFOs, as shown in Table 4 . Moreover, 1,166 Rs and 332 FRs from 30 min data (15 min in awake and 15 min in asleep) per patient are used for the whole detection process with the pre-processing filters, initial STE detector and CNN classifier. Comparing the statistics in the Table 5 , we find that when detecting the Rs, our detector has a higher sensitivity of 88.16% while FRs detection has a better performance in the FDR of 93.37%.
C. COMPARISON TO EXISTING DETECTORS
Furthermore, compared with earlier studies that are most close to our proposed method [4] , [9] , [15] , our performance has a great increase in sensitivity and a lower FDR especially for the Rs detection, such as 88.16% and 12.58%, respectively, as shown in table 6. Meanwhile, the corresponding performance of FRs detection is also better than those reported methods, with a sensitivity of 93.4% and FDR of 8.0%.
V. DISUSSION A. MAIN CONTRIBUTION OF THE STUDY
Epilepsy is one of the most frequent chronic neurological diseases affecting an estimated number of 65 million people of worldwide and occurs in all age ranges [23] , [24] . The current surgical outcomes of epilepsy are unfavorable 40-50% VOLUME 7, 2019 of well-selected patients, which has led to a search for new biomarkers that could result in better postsurgical outcomes [25] . In past decades, a number of studies reported that interictal HFOs (80-500 Hz) in the recorded intracranial EEG have been shown to be a reliable biomarker. As a significant challenge to the clinical use of HFOs owing to the time-consuming procedure of visually identifying them, many automated HFOs detectors have been proposed by different research groups since 2002 [3] - [11] . Besides these complex algorithms on basis of certain heuristics of HFOs extracted by researchers, the recent proposed deep CNN technique would be a good opportunity for exploring an automatic HFOs detector [20] - [22] , which discovers the complex features from the raw data and performs the classification in an end-to-end manner.
In this study, we tried to detect the HFOs automatically from clinically recorded iEEG data by using a 2D CNN model based on time-frequency map of oscillation events, without any manually extracted features of HFOs. Meanwhile, we introduced the approach of STE as an initial detector to be combed with the subsequent CNN classifier for providing the time occurrence of each transient event and saving computation time. With experiments in ten thousand of HFOs from five patients with medically intractable epilepsy, the automatic detection presented in this work matched the expert observers' visual marking. Compared to other automated detection methods, our proposed method by combing the STE and CNN has a higher accuracy and lower false discovery rate. Besides that, the HFOs including the Rs and FRs can be identified separately with our method, which offers a considerable benefit when a direct comparison of HFOs in these two different frequency bands is needed. To our best knowledge, this is the first study where a deep 2D CNN was employed for the automated classification of HFOs by using its 2D time-frequency representation and corresponding power energy, thereby it provides practical advantages in analyzing large amounts of EEG data in a short time while assuring a relative high accuracy.
B. PERFORMANCE OF OUR DETECOTR
HFOs detection techniques have been widely discussed over recent ten years. Nevertheless with currently limited understanding of the mechanism and of HFOs event and related characteristics, conventional HFOs detection based on manual features extraction has been suffering from false positives introduced by noise, epileptic spikes, and other oscillatory events that contain harmonics, which resulted in a lower performance either of the sensitivity or the FDR. The pitfalls related to manual features extraction of HFOs were recently addressed in one report which tried to test the possibility of a CNN based algorithm that has fewer human disturbances on features extraction for automatic HFOs detection [15] . Rather than only feeding the time domain information of HFOs to the 1D CNN model, our proposed algorithm refined the detection by inputting its 2D time-frequency map and introducing an initial HFOs detector considering its occurrence time and a lower computation cost. As shown in Table 6 , with 2D information of time and frequency of HFOs and without any manual feature extractions, the 2D CNN algorithm was able to detect the Rs and FRs at a relative higher accuracy and lower FDR, comparing with the 1D CNN based detector with information of HFOs [15] and two of conventional methods [9] . One of the reasons of the proposed method providing a better performance can be addressed as that much more information of each HFOs have been considered such as the morphologic information in time domain, the distribution in spectrum, and its energy, all related features of which are automatically extracted by the CNN model. Moreover, the proposed approach would be robust because of employing 2D map with the CWT, which helps to exclude the disadvantageous effects of inter-patient variability and the noises.
C. AUTOMATED INDENTIFICATION OF OCCURRENCE TIME OF EACH HFOs EVENT
In this study, the method of STE was designed as an initial detection of HFOs for rapidly selecting all candidate HFOs with lower cost of computation in raw iEEGs. Besides that, the time occurrence of each transient HFOs event can be determined on basis of the detected HFOs that has been marked with the beginning and ending time during the initial detection. Specifically, each of 15-min segments of the recorded iEEG is further divided into numerous of successive 10-ms frames, and the corresponding value of the STE is calculated individually for each frame. If energy values of three adjacent frames all exceed a certain threshold level, a 200-ms data section is automatically identified as a candidate HFOs event, the center of which in time window is correspondingly set as the middle of the beginning and ending time of these three frames. The occurrence time each HFOs event would be a useful tool for further analyzing the distribution of seizure [26] , [27] in time domain and further detecting the corresponding epileptogenic zone [28] - [30] .
D. LIMITATIONS AND FUTURE WORKS
However, we are still working on few limitations of this study in our future study. First, the relatively small patient data was collected in the present work. Further work would be interested to collect a great number of clinical data to train the proposed CNN for a higher accuracy. Meanwhile, it should be noted that the problem of overfitting may appear during the training process that may reduce the accuracy of the recognition of real HFOs. Which means the production is too close to the training set and it may therefore fail to fit additional data or predict future observations reliably. In this study, an attempt was tried to deal with this problem as the training set is increased and the complexity of the training model is reduced. Additionally, a cross-validation with other clinic data like video would be useful to handle the problem of overfitting. The training process of CNN classifier could take a relatively long time. However, the currently computational ability of power computer would help on saving time of training. By the way, the time consuming of testing process for clinical application is much short and efficient.
VI. CONCLUSION
This study suggested that the convolutional neural network could serve as an accurate and universal tool for automatic detection of HFOs. The proposed methodology would present the following significant advantages. (1) Compared with the recently reported HFOs detector based on the CNN using only temporal EEG signal, the proposed method achieves a higher accuracy using the deep CNN classifier on 2D time-frequency map of HFOs, thus considering more specific information not only in the time domain, but also in the spectrum domain and the power energy. (2) It is capable of automatically extracting the shared features of HFOs events of different patients, unlike other methodologies proposed in the literature where characteristics of HFOs were extracted manually on basis of researchers' knowledge that generally is prone to observer bias. (3) With the proposed initial short time energy estimation, suspicious Rs and FRs could be found out and transformed into time-frequency map for subsequently CNN based classification, rather than all raw data, thus requiring a lower computational resource. Additionally, trained with previous data, the proposed CNN classifier and automated detector could figure out the occurrence and duration of each Rs and FRs in each channel and their number within 15 minutes thus could help doctors to localize the SOZ of patient with medically intractable epilepsy efficiently. As such, this HFOs detector combing the STE and the CNN could allow analyzing large amounts of data in a short time while assuring a relative high accuracy, and thus would potentially serve to provide a clinically useful tool. 
