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ABSTRACT 
A method which combines the classical quadrature rules and Monte Carlo 
integration methods is proposed. Any quadrature formulae of 
interpolative type can be used in the new method. The method composes 
of two stages. In the first stage, classical quadrature rule is used to 
give an estimate of the integral of interest. In the second stage, 
Monte Carlo integration is employed to estimate the discrepancy between 
the estimate in the first stage and the true value of the integral. The 
use of the family of Newton Cotes quadratures in stage one is discussed. 
Some examples of other interpolative type quadrature formulae are also 
given. The orders of the mean square errors of these estimators are 
derived. The new method is proved to be superior to the classical rule 
by a factor of 1/N in the order of MSE. 
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Chapter 1 Introduction 
1.1 Basic concepts of Monte Carlo integration 
As the dimension of the range of integration increases, the effect 
of the dimension, which we call the dimensional effect, is a big problem 
in classical quadrature methods. For example, we use a product Newton 
Cotes rule to integrate a function over a 6-dimensional hypercube. For 
a moderate choice of n, the number of points along each axis, say 10, we 
need 10^ functional evaluations. It is quite time-consuming. On the 
other hand, the error of the integration rule usually depends on the 
dimension d. For instance, the error of the product trapezoidal rule, 
with the given total number of points N, is As the dimension 
increases, the convergence rate of the estimate decreases. As a result, 
we need many points to get required accuracy. Monte Carlo integration 
provides an alternative way to handle high dimensional integration 
problems. 
For simplicity, let us consider a very simple case which is called 
crude Monte Carlo integration. We start with an one-dimensional 
integral: 
pb 
1= g(x)dx -00 < a < b < 00. (1.1) 
Ja ' 
We generate x^, x^, x^ which are identically and independently 
distributed (iid) on (a,b) uniformly. A simple estimate of I is 
A 1 n 
= (b-a) - ^S^g(x^). (1.2) 
1 
Obviously, we can verify, 
A 
E(I^) = I 
A . r b 
and var(I^) = ^ (b-a) g ^ x ) d x 一 • (1.3) 
L Ja J • 
A 
Let us explore some probabilistic properties of I^. Recall the strong 
law of large numbers： 
Theorem (Strong law of large numbers): 
Let X^, X^,... be iid random variables with 
E(Xi) = p. and var(X ) = (t^  < oo. 
- 1 n i 
Define X = - Z X . Then 
n n i=l i 
f — 
Pr i4s |Xn 一 H < e = 1 for all e > 0 . 
V > 
We say X^ converges almost surely (a.s.) to fi. 
Let X^, X^, . . . be a random sample from the uniform distribution on 
interval (a,b). If E(g(x)) exists and var(g(x)) exists and is bounded, 
then 
A 
Pr = I = 1. (1.4) 
V 4 
A 
Therefore, in crude Monte carlo method, we can see the estimate I 
1 
converges to the true value of the integral almost surely. 
A difference between Monte Carlo methods and the deterministic ones 
is that the former gives the stochastic error bound. Let 
"b 广 、 
2 2 
<r = g(x) - I / (b - a) dx 
^a J 
「b 2 2 
= g ( X ) / (b - a) dx - r . (1.5) 
Ja 
2 
By central limit theorem, if z ^ ^ is the (l-a/2) percentage point of the 
standard normal distribution, 
Prf n ilg(Xi) 一 I / (b-a) ^ (n)"'^" z <r ] n i-i i (x/2 
J 
= a + 0(l/ni/2) ( 1 6 ) 
Hence, we can construct a (l-a)100% confidence interval (C.I.) for our 
A n 
estimate I = (l/n)(b-a) ^Z^gCx^). Besides the error estimate and the 
C.I., we have insight from above probability statement. 
In deterministic method, the convergence of error usually depends 
on the dimension. As dimension d increases, the number of points needed 
to attain a preassigned tolerance increases rapidly. In Monte Carlo 
method, the dimensional effect is eliminated. We can see that the 
variance of estimator decreases directly proportional to 1/n only. 
Hence, there are schemes such that the variance can be reduced without 
increasing the number of points. The methods are known as variance 
reduction methods. To end up this part, we will give the estimate of 
A 
the variance of I, 
J i ( g ( X i ) - 叫 (1.7) 
>• y 
n 
where g = (1/n) S g(x ), which can be used practically. 
1=1 i 
In the next sections, we introduce some techniques in estimation of 
integrals by Monte Carlo methods. Details of the following materials 
may be found in Hammersley (1964) and Rubinstein (1981). 
3 
1.1.1 Importance Sampling 
We will consider d-dimensional integral. The problem becomes 
estimating 
I = J g(X) dX. (1.8) 
D 
The idea of importance sampling comes directly from its name. In 
the previos section, we describe crude Monte Carlo method. The samples 
uniformly spread over the region of integration. In importance 
sampling, we may emphasize more in the relatively ,more important 
regions,. That is, in the ,more important regions', there are higher 
probabilities to have samples on them. A natural way to acheive this 
goal is by introducing a probability density function (pdf) f(x) such 
that f(x)^0 for all xeD. The integral (1.8) can be expressed as 
I = f [ g(X)/f(X) f(X) dX = E [ g(X) / f(X) ], (1.9) 
J D V -
where X is a random vector which has a density function f(•). Here f(•) 
is named importance function. 
The estimate of I by sample is obviously 
I = I I { g(x ) / f(x )] (1.10) 
2 n 一1 • 一1 . 
i=l 
Here {x > _ is a random sample from f (•). It is easy to verify 
1 i=l,. . . .n 
A A 
that I is unbiased and the variance of I is 
2 八 2 
varCl ) = i f「（ g2(x)/f(x)) dx - I H . (1.11) 
2 n — ' — — 
乂 ** D 
From (1.11), we may seek for a choice of f(•) to reduce the variance of 
A 
I . Consider the Cauchy-Schwartz inequality, 2 
r |g(x)|dx J [|g(x)|/[f(x)]^^^] [f(芒）]i々  dx 
4 
^ J g^(x)/f(x)dx] [ r f(x)dx 
^ D 八 J D ~> 
= / f(x) dx. (1.12) 
Hence iS^ |g(x)| dx)^ - is the smallest variance by setting 
f ( ^ ) 一 |g(x) 
一 / J g ( x ) | d x • (1.13) 
Moreover, from (1.13), one may immediately deduce that if 
f(x) = g(x)/l (1.14) 
A 
provided that g(x) > 0 for all x, the variance var(I^) = 0. From (1.14) 
the method of importance sampling seems nice. However, in practice, it 
does not work because I is what we want to estimate. If I is given, we 
have all the information which is sufficient to 'estimate' I exactly. 
Hence, the information that we can have in importance sampling scheme is 
from g(-). f(•) is chosen such that it is as similar to |g(.)| as 
possible. The choice of f(-) depends also on whether random variates 
can be easily generated from it. 
1.1.2 Control variate 
Instead of direct estimate of the integral, we consider estimate of 
the difference between the integral of interest and an analytic function 
in this scheme. 
Let e be a parameter in interest to be estimated. Z is called a 
control variate if it is a random variate with known expectation fx and 
is correlated with Y, an estimator of e. Then, 
X = Y - c(Z-^i) 
5 
is a new estimator of 9 for any real number c. Clearly 
var(X) = var(Y) - 2 c cov(Z,Y) + c^var(Z) 
It can be shown that if c cov(Z.Y) > c^(var(Z) )/2, then variance of X 
will be less than that of Y. The goal of variance reduction is 
acheived. 
The choice of c which leads to maximum variance reduction is proved 
to be: 
= c o v ( Z , Y ) 
var(Z)~~ 
For simplicity, we usually choose c to be +1 or -1. 
Apply this idea to estimation of (1.8). Function h(x) is chosen to 
have strong correlation with g(x). In practice, we generally choose h(x) 
such that it has similar shape to g(x). In addition expectation of 
一 A 
h(x), say Id, must be easily found. Let I be the estimate by crude Monte 
A 
Carlo method. Our new estimate I is ： 
3 
A A f 1 n 、 
I- = I - C : ? h(x ) - /LI con(D) (1.15) 
w XI 1=1 一 1 
V / 
where 
con(D) = content of D which is the range of integration, 
I = ^ H U M z g(x ) 
n i=i 6 -i 
and 
X , … ， X iid Uniform(D). 
— 1 — n 
1.1.3 Antithetic variates 
Two random variables are called antithetic variates if they come 
from the same distribution and are negatively correlated. Let Y and Y' 
6 
be antithetic variates. Note that if Y and Y' are unbiased estimators 
of G, i(Y + Y') is also unbiased. The variance of it is given by 
J var Y + 1 var Y, + 臺 cov(Y',Y). (1.16) 
One can see that if cov(Y',Y) < 0, the variance may be reduced. Let us 
return to our integration problem. For simplicity again, we restrict 
to one-dimensional integration of the form (1.1). We can use two crude 
Monte Carlo estimates to approximate (1.1). They are 
I = (b _ a) 5 • g ( V 
and 
〜 1 n 
I = (b - a)- E g(a+b-x ) 
n i=i。 i 
and the final estimate is 
A 1 A A来 
十 I + I ) (1.17) 
where x^, . . . , x^ are iid Uniform (a, b). It can be proved that 
are pairs of antithetic variates. In addition, {g(x ),g(a+b-x )} are 
i 八i 八 
negatively correlated provided that g(-) is monotonic. Thus, I and I 
are also antithetic variates with negative correlation. Therefore, the 
A 
new estimate I will have a smaller variance. 
4 
A 
The variance of I is given by: 
4 
r 
^ 1 1 r r^ 2 fb 5 
var(I^) = - 2 (b-a) g (x)dx + g(x)g(a+b-x)dx - I (1.18) 
a J a • • m 
1.1.4 Stratified Sampling 
We partition the integration region D into k regions which are 




I = g(x) f(x)dx. 
Jd 一 一 
For ith subregion D^, the integral over it is expressed as 
\ = (1.19) 
''d 
i 
The notion of stratified sampling is similar to that of importance 
sampling. According to the degree of ‘importance' of each subregion, 
we may have different number of points allocated to it. More important 
regions may have more samples. Define 
P k 
P = f i x ) dx and S p = 1. (1.20) 
Jd 1 
i 
where f(x) is a pdf over region D. The integral over D is: 
r k 广 k 
I = g(x)f(x)dx = 5 g(x)f(x)dx = I . (1.21) 
Jd ^D ^ 
i 
Moreover, we define: 
/ g(x) if X € D 
一 — i 
g , ( x ) = -
1 — 
0 otherwise . 
The integral over D^ is: 
r 




= P j g^(x) f(x)/p^ dx = Pi Ei (gi(x)). (1.22) 
D 乂 乂 
Note that (f(x)/p )I (x) is a density on D where I (x) takes 1 if 
一 i D — J i D — 
I i 
and 0 otherwise. E^(•) isexpectation over D^. The integral can 
be estimated by: 
A \ N 
I = p /N g(x ) i=l,...,k (1.23) 
i i' i r =1 _r 
I i 
8 
w h e r e 、 i s distributed according to (f(x)/p^)I^ (x). Therefore, the 
i i 一 
integral I can be estimated by 
Is = i?i li = k ( P / V ). (1.24) 
i i 
If x^ is a random vector iid according to (f(x)/p^)I^ (x) on the region 
A - Di -
Dj. The variance of is given by： 
var Is =i?i r var(g(芒i)) (1.25) 
where 
^ = var(g(x^)) = i f g^(x)f(x)dx - i V p ^ . (1.26) 
i 
The problem arises: how should we allocate different number of points 
to different region? We partition D into k regions and then minimize 
A k 
var(I ) subject to N = Z N,. The optimal division is, 
s i =1 i , 
k 
N广 N (PjVjSiPj^j^ (1.27) 
by theorem in stratified sampling (Cochran, 1977). The minimum of 
A 
varCl ) is 
s 
1 r k 
N i?i P i ^ • ( 1 . 2 8 ) 
m m 
A two stage sampling can be done in this case. Firstly, estimates of cr^  
is obtained by small sample for each stratum (region) and then by means 
of (1.27), we have an approximate division of the sample. 
Let us use which is called proportional stratification. The 
A 
variance of in this case is proved to be smaller than that in crude 
Monte Carlo method (where f(x) = l/con(D) for x € D and f(x) = 0 
otherwise). Put into (1.25). The variance becomes 
9 
A k 
var(Is) = N ill Pivar ( g U )), (1.29) 
Assuming f(x) = l/con(D), by Cauchy-Schwartz inequality, 
I 、 ) ' = [ J i d / o p r 2 ) ( 1 . 3 0 ) 
Also, from (1.26) 
k r p ^ 
i?i Pi var (g(x^)) = J^g (x)f(x)dx、签力？丄 
^ rg^(x)f(x)dx - l2 (1.31) 
In this case, the number of points in each region is equal. 
However, the variance is reduced. 
1.1.5 Biased Estimator 
In previous sections, we consider unbiased estimators. Sometimes, we 
may consider biased but consistent estimator. Consider the problem 
(1.8). Instead of using importance sampling estimate, 
A 1 n f , 




I = where u, iid Uniform[D], i=l,...,n. 
o n 一 i 
S f (u ) 
A i=l -i 
I can be proved to be consistent. 6 
In this method, one only need to generate random variates from 
uniform distribution which is simpler than that in importance sampling. 
A similar application of this method will appear at the end of this 
chapter. 
10 
1.2 Some special methods in Monte Carlo integration 
1.2.1 Haber's modified Monte Carlo quadrature I 
The problem changes to: 
% 
1 = g(x)dx, (1.32) 
D 
Where D is the hypercube 0 ^ x^ < 1. i=l,2,...,d. Divide D into n V 
subcubes with side length 1/m. Let the cubes be S^, i=l,...,N. We 
generate a random point uniformly on each subcube. The estimate is now: 
^ Jig(gi) 
7 N (1.33) 
where p^ is independently uniformly distributed on S " i=l,...,N. 
Haber (1966) showed that if the first partial derivative of g(.) are 
continuous in D, then 
A (r + € f 
v a r d ) = 1 
7 .,1 + 2/d 
N 
where c^ -> 0 as N -> and 
2 r 「 f a g ]2 fag ]2 1」 
1 d x , d x - . 
Compared with crude Monte Carlo method, there is a gain of N^zd. 
However, it has the same problem as that of deterministic methods： 
dimensional effect. Hence the improvement is not so large as d is 
large. 
1.2.2 Haber，s modified Monte Carlo quadrature II 
Based on the idea in section 1.2.1, Haber (1967) used antithetic 
variates to give another estimate of (1.32). Let p* be a point such 
一 i 
11 
that is the centroid of S^. Define the new estimate be 
= 2H iSi(f(£i)+f(E:)). (1.34) 
This method combines the idea of antithetic variates and stratified 
sampling. However, there is only a minor improvement. If all the 
second partial derivative are continuous in D, then 
A (y + e f 
v a r d ) = _ 
8 -,1 + 4/d 
N 
Where r^ contains second-order derivatives and 〜 t e n d s to zero as N 
tends to infinity. One should note that N is not the total number of 
evaluations. In fact it is the number of pairs of antithetic variates. 
The number of points used is double of the previous method of Haber,s. 
1.2.3 Weighted Monte Carlo integration 
This method was proposed by Yakowitz et. al. (1978). The idea 
combines that of the classical and stochastic method. The method 
developed based on the classical product trapzoidal rule. In 
one-dimension, we want to approximate I = 产 g ( x ) dx. Let {x } 
a i i=l,..,n 
be the ordered sample obtained from n independent samples from 
Uniform(a,b) • Let a and b. Combining the ordered sample 
together with the deterministic end-point, we have the estimate of I as 
I9 = i [Xig(a) + ( b 疆 ( 1 . 3 5 ) 
The estimate is weighted in the sense by the differences of order sample 
(the widths) and the end points. Suppose that the second derivative of 
f is continuous. 
12 
f 9 - 1 ) 1 < (1.36) 
A k J n 
I9 is actually the estimate by the trapezoidal rule with random nodes. 
The extension to the d-dimensional integral is straightforward. We 
want to estimate g(x) dx where D = [a b lx[a .b ]x...x[a ]. We 
J Q 1 1 2 2 d d 
use product trapezoidal rule. Let {U > be independent sample 
from Uniform[D]. Let U denote the 广 coordinate of U defined above 
1 J 一 i 
for i=l,2,...,n. Let Y ,...,Y ， denote the ordered sample from 
1J nj r 
< Ui 产1’ … " n >, Yoj=aj, for J=l,...’d. 
The estimate is 
A / r d X 1 N 
I = 2 J n Y - Y z g(Y) / fi T n 
10 k \ j=i ic: .j k ,J Y€S(k) ^ / 么 U . J H 
一 、 L j+1 j i -I 一 一 y 
Where k = {k^ . . . ,n. For a fixed vector, k. 
1 = ( Y、,广 . . ^ d ) : or k , , j=l,...,d}. 
Assuming all the second partial derivatives of g(x) exists, then 
r r A 2^-1 w 
E I - I < (1 38) 
10 4/d 
L V J J n 
where M is a constant. 
A 
Compared this result with the variance of I by Haber，s methods, 8 
this method is obviously inferior. From (1.38), the variance depends on 
the dimensional d. The order of the variance of this estimator 
decreases as dimension increases. 
1.2.4 Adaptive importance sampling 
Oh and Berger (1992) deal with the estimation problem of 
一 s y(e)g(9)d9 
E(识） J'g(e)de 【1-39) 
13 
where 6 is a p-dimensional real vector, <p(-) is a measurable function, 
— 识 广 . . 々 ’ € rL and g(e)/J'g(e)de is a density function. E (炉） i n 
(1.39) is the componentwise expectation of (p. 
Introducing the idea of importance sampling and a density function 
f(.), let w(8)=g(e)/f(9). The estimator of (1.39) is 
E ⑷ = — = — , (1.40) 
w i S i ， ） 
where {9^} is iid according to density f(•). This is called the basic 
estimator. The estimator is consistent if exists and support of 
f(•) contains support of g(•). 
A 
It was shown that 
e B ⑷ is asymptotically normally distributed 
with mean E(识）and variance <r^/n where 
2 \ ( \ 
(T = var ((pw) 一 2E((p)cov^(^w,w) + (E^)^var (w) • (1.41) 
(/g(e)de)2 I ^ ^ ^ 
The variance mainly depends on the choice of f. Afterward, an adaptive 
concept is introduced. Instead of changing the entire function f, they 
firstly choose a family of density function and then iteratively update 
the parameter of the density function adaptive to the problem. The 
family of density functions is denoted by 
F={f入：入 e A } . (1.42) 
X may be matrix, vector or scalar, or mixture of them. 
In importance sampling, we may choose f (•) proportional to g( •). 
Therefore, in order to find a good density f, we would set the parameter 
of f^(-) by 
14 
/?(e)g(e)d9 
哪 = … 。 (1.42) 
where ？ = (、（e), . . . ’？①⑴））.For example if、⑴）=e, then it means that 
we choose as the mean of g. Initially, we need an estimate X of 
(0) 
X(usually the MLE of E(?)). Hence we have f、 w h i c h depends on 入 . 
(0) (0) 
We proceed the adaptive scheme stage by stage. In each stage, the 
density function f is refined. In stage k, we have to, draw n iid 
k 
from f say 6 Q n 
(k) y 口 100， 份n (k) 
k 
Let (1.43) 
The new parameter estimate of f is 
, 一 fjSi ⑴) • 、 ⑴ … ) 〜 ) … ! ⑴ ) , 
(k) k n ， … ’ - — 
i?i 〜 ) 〜 ” ） 〜 A 。 ) ） i-
(1.44) 
Hence we form f入⑴⑷ and we can proceed to stage k+1 if the stopping 
h 
criterion is not met. Define n = S n . The stopping criterion is set 
V n j 1=1 1 
to be: 
r c ) 
n ( h ) ( 。 ⑷ ( 1 . 4 5 ) 
where z is the (l-a/2)^^ percentile of N(0,1), var (w) and w are 
认‘么 (h) (h) 
the sample variance and the sample mean of w’ s in form of (1.43) in 
stage h respectively. Since one wants 
Prf I 二 ⑷ I “ “ 卜 a (1.46) 
l _ l J 
A 
where E {(p) is the estimate at k-stage and the variance estimate of w 
\ K i 
15 
is 
k n f > 2 k n 
A Z Z W (9 ) f — u f« � � 2 
var (W) = i = i j=i ⑴…j(i)J iSi jSi w ⑴ (％ i ) ) 
(k) (1.47) 
n n oc) n(k) . 
A consistent estimator of S^^^^is also given. The final estimate is 
E (,) = I -- 、(ein! j i k 〜……”。乂』 
( h ) h n ,.•., h i T 
jSi 、 ⑴ … } 卜⑴⑴…} J. 
(1.48) 
A 
E ( h )⑷ is proved to be consistent and have the following property： 
( E ( h ) (炉） - E (炉）） N C O . c r ^ ) (1.49) 
when i5i々(n(h)尸 _ > 0 as 广)__> «,. 
16 
Chapter 2 New methods 
In this section, we introduce a method which combines the 
deterministic quadrature rule and the Monte Carlo method. The idea used 
is control variate. In stage one, we get an estimate of the integral by 
deterministic (classical) method such as Newton Cotes quadrature 
formulae or Guass quadrature formulae. In stage two, we use Monte Carlo 
method to adjust the error which is introduced in stage one. The only 
criterion in applying this new method is that the quadrature formula 
used must be of interpolative type. 
In section 2.1, we discuss the new method by using Newton Cotes 
rule in stage one. For illustrative purpose, trapezoidal rule is used 
as the deterministic rule and then the extension to higher dimensional 
case is shown. For completeness, the new method using higher order 
one-dimensional Newton Cotes formulae will also be discussed. In 
section 2.2’ we will demonstrate the use of one-dimensional Guass rule 
and discuss the difficulties in applying the method with the Guass rule. 
Finally, we give some variations of the new method. Some of the 
variations aim at reducing the variance of the estimate. 
2.1 The use of Newton Cotes quadrature formulae in stage one 
2.1.1 Using one-dimensional trapezoidal rule 
We apply the trapezoidal rule in the deterministic part. We start from 
the one-dimensional case and then extend the idea to two and in general 
d-dimensional integration in the next section. 
17 
The problem considered is: 
pb 
I = J g(x) dx. ( 2 . 1 ) 
Denote the approximate of I by composite trapezoidal rule by where is 
in fact the integral of a piecewise interpolative function h(x) on 
A 
interval [a,b], that is, can be expressed as A ( x ) d x . Combining 
classical and probabilistic methods, we consider the following estimator 
of I 
m m 
I = (b-a) i _ (b-a) ini~~L- _ I , (2 2) 
a m m t 乂 么 • 么 J 
> J 
where u " . . . ,、 a r e iid from the Uniform(a,b) distribution. This problem 
• m 
is the same as the one in control variates. Here, (b_a) Z h(u )/m is 
i = 1 i ' 
our control variate. Rearranging (2.2) we get： 
m / X 
A 5 g(u ) _ h(u ) 
1 = 1 + (b-a) ^ ~ ^ LJ_. ( 2 3 ) 
a t m 、 么 … 
A 
The problem is split into two stages. Firstly, we find by composite 
trapezoidal rule based on n nodes which are equally spaced. Secondly, 
we generate 
m points on the interval (a.,b) uniformly. The second term 
on the right hand side of (2.3) may be treated as the estimate to the 
A 
bias of the estimate I . 
t 
Expressing (2.3) explicitly, we have 
I ^ i?! [ g ( V + 〜 ) ] + i ( b - a ) j J g C u ^ ) - h(Uj)] ’ (2.4) 
where 
i - 1 
n _ 1 (b-a) + a, i=l n 
Uj is iid Uniform(a,b) J=l,...,m. 
Clearly, 
E d ) = I. (2.5) 
a 
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Hence is unbiased for I. Let us examine the mean square error (MSE) 




= v a r C l ) 
fb-a") ® f 
= v a r - ^ i J i g(Ui) - h(Ui) 
V J 
1 2 ( 
= ^ (b-a) var g(u) - h(u) ’ (2.6) 
V" J 
where u is from the UniformCa,b) distribution. Define 
r(x) = g(x) - h(x) ( 2 . 7 ) 
We restrict our attention on the interpolation on the interval 
Assume the second derivative of g(- ) exists. By theory of 
interpolation, r(x) can be expressed as 
(x-x )(x-x ) 
r ( x ) = — — i 2! g ⑵ ( y x ) ) for ？ (^x) € i=l,..,n 
(2.8) 
From (2.8), we have 
var(g(x)-h(x)) 
^ E(r^(x)) 
n一 1 ^ (x-x f (g⑵(C, (X)))2 
= 5 — ~ clx. (2.9) 
JXi 4 b - a 
Consider 
(x - X ) ( x - x ) dx 
Jx i i+l 
i 
(X - Xi) 
Let y = • Thus (x - x )dy = dx. Therefore, 
(x - X ) i+l i 
i+i I 
pX 
(x - X ) ( x - x ) dx 
, I i+l 
i 
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=；：(Xi+1 (y _ 1)2 (Xi + i _Xi) dy 
= ( X i + i _ X / [ / / 5 _ y 4 / 2 + yV3]J 
(Xi + l -
= — Since x - x = (b-a)/(n-l) 
30 i 
f \ 5 
一 b-a 
= " I P T " ( 2 . 1 0 ) 
V. 4 
Assuming all the absolute values of the second derivatives are bounded 
by a constant, say M and put (2.10) into (2.9), we get 
var(r(x)) < E(r^(x)) 
= ( n - l ) f b-a m2 
120 n=ir b-a 
\ y 
“ T ^ ' M , ( 2 . 1 1 ) 
Substitute (2.11) into (2.6), we have: 
运 ( 去 “2. (2.12) 
Hence, 
MSEC I ) = 0(l/mn^). (2.13) 
di 
We seek for a choice of m and n given that there are totally N 
points. The optimal choice is in the sense to minimize 1/mn^. The 
problem can be expressed as maximizing mn^ subject to m = N - n. Now 
define 
f(n) = m n^ 
= ( N - n) n^ 
= N n ^ - n^. (2.14) 
Taking derivative with respect to (w.r.t.) n, we get 
f ( n ) = 4Nn^ - Sn*. (2.15) 
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Set (2.15) to 0. The choice of n to maximize is 
n : (4/5) N. (2.16) 
Therefore, if we can afford only N points on the integration problem, 
we allocate the points in the ratio 
n : m = 4 : 1. (2.17) 
In fact we only require that ratio of the n/m tends to 4 as N tends to 
infinity. Putting (2.16) into (2.13) we have, 
M S E d J = 0 ( 1 / N ^ ) (2.18) 
which is superior to the trapezoidal rule by a factor l/N. 
2.1.2 Using two-dimensional and higher dimensional product trapezoidal 
rule 
In two-dimensional integration, we consider the estimation problem 
of 
* rb2 rbi 
I = j gCx^.x^) dx^dx^. (2.19) 
Same as the case in one-dimension, we have an interpolative function of 
g. The integration rule we use is product trapezoidal rule. The 
A 
estimate is the integral of the interpolative function h. 
We partition the range of integration into (n-1)^ rectangles. 
Firstly, we consider the approximation of g by h in the region 
[Li,UJx[L2,U2] which is a region in the range of integration. We 
interpolate variable by variable in the case. To approximate g(x ,x ) 
1 2 
where L ^ x ^ U , L ^ x s U , let 1 1 1 2 2 2 
X - L X - U 
(2.20) 
1 1 1 1 
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g = - x r u 
1 u - L gii (2-21) 
1 1 1 1 
where 
gio = g ( U i ’ V , goo = 
and 
gii = g⑴1’口2), g^i = (2.22) 
Having g。and g estimate of g(x ,x ) is 
1 2 
X。- L。 X - U 
hfv V 1 一 2 2 2 2 
M X i . x ^ J 一 — g - g . ( 2 . 2 3 ) 
U - L U - L 0 2 2 2 2 
The estimate bases on four functional values g , g 0 and s The 
idea can be illustrated by the following diagram: 
14 ^ ^ ^ ^ 
� 
L, 
— 1 > X. 
L, 认/ 
The final error of the interpolation is given by: 
x , - 「 （X, - L ) (X - U ) , 
- J _ 1 - 「 _ I 1 1 L _ g ⑵ - ) 1 
n T 。 〜 | x =L 
2 2 1 2 2 J 
X。- U r (X - L ) (X - U ) 
- - i _ 1 - 「 _ 1 _ _ 1 _ _ i _ _ L _ g ⑵ (e ) 
" T o X |x =U ^12 
U _ L L 2 1 2 2 J 
(X - L )(x - U ) 
+ … 2 … 《 k = ( 、 〜 , 2 ( V - -
22 
(2) 
where g x | x = L (、 i ) represents the second derivative evaluated at 
1 2 2 
乂2 = and x^ = ？u for some ？^^ in [L^, U J . Assume that the absolute 
value of the second derivative is bounded by a constant say M. Then we 
have the error 
「（X - L )(U - X ) ( X , - L J ( U - X ) 1 
I error I ^ - i — — I _ I — — L _ m + ^ ^ ^ ^ 1 
L 2 2 
M 2 
= 2 i?i (Xi - L ^ H U ^ _ Xi). (2.25) 
Define g(x) = gCx^.x^) where x = (x^.x^)' € x [L^^U^], and 
r(x) = g(x) - h(x). — — 
Then we have 
Ir(x)| = |g(x) - h(x)| — — —> 
2 
s |(M/2)igi(Xi - Li) (Ui - Xi)| (2.26) 
where x = (x^.x^)'^ x [L^.U^]. Similar to the estimate in 
section 2.1.1, the estimate for two-dimensional case is 
A (b - a )(b - a ) m 
lb = It + —— — - (2.27) 
A m A 
where is the estimate of I by product trapezoidal rule with n^ 
points and v , v , ••., v are iid Uniform[(a ,b )x(a ,b )]• 
一 1 一 2 —m 1 1 2 2 
Again, we have E(I )=I*. I is unbiased for I*. The MSE bound for 
b b 
I will not be given here. Rather we will extend the idea to 
D 
d-dimension and study the MSE in general case. 
When extended the case to d-dimension, the problem becomes 
estimating 
id = g(x)dx (2.28) 
Jc 一 一 
d 
23 
where C^ = x ... x [a^.b^] is a hyperrectangle. 
We have to find the interpolative formula for g(x). Now, consider 
approximation of g(x) by h(x) in the region R = [L ,U ]x. . . x [L ,U ] 
d 1 1 d d 
where x = (x . ,x ) € R . Let 
一 1 d d 
g (X , … ’ X )丨 
d-l 1 d-1 X =V 
d 
Xj - L 
_ d-1 d-l , 
g. J ^ , X^ ) I „ 
n 一 T d-2 1 d-2 X, =U ,x =V 
V l d-1 d-1, d d 
x^ - U 
d-l d-1 . 、, 
“ g. (X ..’X ) I 
TT _ T d-2 1 d-2 X =L ,x =V 
d-1 Ld一1 d-1 d-l' d d 
(X^ ^ - L ) (X - U ) 
+ d-1 d-1 d-1 d-1 (2) (亡 门, 
十 — g (？」，（X)) 
o X d-1 — X =(U +L )/2,x =v 
已 d-1 i I i ‘ d 
i^id-l, i=l,... ,d-2 
(2.29) 
where 
g ⑵ (x)) , 
V l d-1 - Xi = (Ui+Li)/2’Xd=v 
is the second partial derivative with respect to x and evaluated at x 
d-1 d 
= V = + Li)/2 f o r i = 1’•..，d-2. (x) lies in 
[L .U ]. V」can take the value U or L • In addition, 
d-1 d-l d d d 
g (X »•..,X ) 
k 1 k X =v ,.... X =v 
k+1 k+1, d d 
is the function g( •) with variables x ,…，x and evaluated at 
1 k 
X, =v .... ,x where k=l,...,d-l. Finally, we denote 
k+1 k+1 d d ‘ 
g。 V v i , X , V 2 , . . . , X , V d 
= g ( V l , V 2’..- , V 
where v =U or v =L for i=l,…，d. Note that g (•) are all 
i i i i cl-2 1 
defined backwardly based on the vertices of the hyperrectangle C 
d 
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defined in (2.28). Having this definition, g(x) can be expressed in 
terms of summation of interpolative polynomial corresponding to the 
trapezoidal rule and the error terms with second derivatives, 
X - L 
^ g (x )| 【T 
T T T d - 1 1 d - 1 X = U 
Ud _ Ld d d 
X - U 
d d , 、• 
Ud _ Ld d d 
(x^ - L )(x - U ) 
. d d d d ( 2 )〜 M、 i , 、 
+ g (?,(x)) , (2.30) 
9 o X 、d — X =(U +L /2 ^ ^ 
^ d i I i 
i 实 < l , i = l d-1 
where ？ (^x) € . The procedure is done by using interpolations 
iteratively 2^-1 times. Defining the interpolation function h(-) be the 
polynomials excluding the derivative terms in (2.30), we have the 
estimate of (2.28) by the new method: 
八 r d 1 p m 
Ic = It + J i ( b i - a i ) - h(v^) / m (2.31) 
• J L • 
A 
where is the trapezoidal estimate by n^ points which partitioned the 
C into (n-l)d equal regions and v " v … . . ， v are d-dimensional 
d — 1 — 2 — m 
A 
vectors iid U n i f o r m [ C J . Again, it is easy to show that E(I ) = I. 
d c 
We will find the order of MSE of this estimator based on the following 
theorem. 
Theorem 2.1: 
Let e be the error of the interpolation in (2.30) and M be the upper 
d 
bound of the absolute values of the second derivatives. Then 
d 
|€ I (M/2) S (x^ - L )(U - X ) 
d i =1 I i i i 
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Proof： 
When d=l and d=2, it follows from (2.8) and (2.25) respectively. Assume 
that the theorem is true for value d and we have, from (2 30) for c 
d' 
X - L u - X 
e = d+i d+i e + d+i 〜+1 
U d + i - L d + i dixd+i 〜 1 Ud+i - L d + i、丨 W L . i 
(x - L ) (x - U ) 
_ _ _ ( X ) ) , ( 
2 Xd+i d+l — = 
Where ^ (x) e [L .U ]. Hence, 
a+l — d+1 d+l 
…d+1 … 〉 卜 丨 + i 》 + i ? + i I , 
(X - L )(x - U ) 
+ I _ ^ _ d + l d + l I M 
< r Xd+1 - Ld+1 二 
L U - L i = i 2 
d+l d+l 
. U d + i 〜 d (Xi -Li)(Ui - X i ) 
- i = i 2 
d+l d+l 
(X^ - L )(U - X 
丄 d+l d+l d+l d+l .. 
+ M 
d+l 2 J 
iSi (Xi - V ⑴i - V 
= M 2 
Q.E.D. 
Theorem 2.1 states the error bound for the interpolation in a 
definite cell with all the vertices of the hyperrectangle given. Recall 
the new estimate of the integral I which appears in (2.31). Applying 
c 
Theorem 2.1 on (2.31), we get 
d 
MSEC I ) = n (b. - a var(g(v) - h(v))/m 
C 1=1 1 i 一 — ‘ 
m _ 
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r d 1 
^ iSi(bi - ai)2 E[(g(v) - h(v))^]/m • • 
d 广 
= - ai)] J [g(v) _ h(v)]^ dv / m. 
d 
(2.32) 
The integral in (2.32) can be easily found. Since we partition C into 
d 
(n-l) hyperrectangles as used in product trapezoidal rule, we can 
express the integral as summation of integrals over these (n_l〕d cells. 
Consider a single cell as the one in (2.32), 
Rd=[Li,Ui]x[L2,U2]x...x[Ld,Ud]. Consider the integral, 
… （g(v) - h(v))2 dv dv … d v 
J l J l 一 一 1 2 d 
d 1 
2 r"d 广 " 1 r d -,2 
s ( M / 4 ) ... S (V, - L )(U - V ) dv . . . d v . (2.33) 
Jl JL L i i i i • 1 d 
d 1 
Before evaluating (2.33), we need two results first. Firstly, note that 
pU pU, 
... (V - L )(U - V )(v, - L - V ) dv ...dv 
Jl JL i i i i J J •) 1 d 
d 1 
= 4 ( U f V 广 广 ( V 「 v a v v ( v -L )(u -V )dvidv 
k^^i, j ''l ^L • • J J J J 1 J 
L J J i 
= i i ⑴ k - V 广 ( v 「 V ( U 「 V d v j \ v -L )(U -v )dv 
k^ti, J 、 "^ L J J J J 
J i J 
“d "I 
= , n (U -L ) (-1/6) [(U - L )3(U - L f ] 
k 妄 k k J J i i • • 
“d 
= ( 1 / 3 6 ) n (U - L ) (U - L )2(U - L (2.34) 
k = l k k i I J j 
• m 
Secondly, we have 
d ... 1 (V - L 尸(U - V dv . • .dv 




= j c | (Uk-Sc) (1/30) (Ui 
• n 
= ( 1 / 3 0 ) _ Lk) (U _ L / . (2.35) 
• _ 
We have partitioned the integration region into (n-l)x(n-l) 




Where A " 一 _ - a^f and (2.35) is reduced to 
( • ) 7 " ^ ’ (2.37) 
•n-1) 
where B^ = ^n^ (b^ 一 _ 汪！）*. Using (2.36) and (2.37) and putting 
them into (2.33), we have, for a single cell, sum over i and J, the 
error is bounded by 
pU pU 
… ( g ( v ) - h (V ) ) 2 d v d v … d v 
Si \ - - 1 2 d 
^ (m2/4) [ _ _ + A d ( d - l ) • 
= ( M V 4 ) [ 些 + _ _ L ^ (2.38) 
L 30 36 J 
where A and B are sums of A^^ and B^ defined in (2.36) and (2.37) 
respectively. Equation (2.38) involves no information of the point in 




MSECI ) . i互i(bi 一 、 ) (n - l)d y ! I•些 + (d-l)dA 1 
e m 4 L 30 36 J ( n - l ^ 
2 
con(C^) M r rAfri 1 ^ A ir i 
^ 碧 + f T H M (2.39) 
4ni ‘“ J J 
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where con(C ) is the content of C • Therefore 
a d ‘ 
MSE(I^) = 0( W ) (2.40) 
where m is the number of random number in second stage and n is the 
number of points equally spaced along each axis. Again, assume that we 
can only afford N functional evaluations in the estimation. Then, we 
have N = m + nd. We decide the optimal n through maximizing mn^ that 
is, to maximize (N - Let 
f(n) = (N - = Nn^ - 严 
Taking derivative with respect to n, we get 
f ( n ) = 4Nn^ - (d+4)nd+3. 
Set f (n) = 0 and the root of this equation is the optimal n which 
maximizes m i A The optimal n is 
nd = [4/(d+4)]N. (2.41) 
Thus, we want, as N tends to infinity, 
N d + 4 . 
Equation (2.41) suggests an allocation of number of points similar to 
that in one dimensional case (2.16). Indeed, it is a generalization of 
(2.16). Put (2.41) into (2.40). We get 
MSEC I ) = 0(l/Ni+4/d). (2.42) 
c 
For Monte Carlo method, the order of the MSE of its estimate is 0(1/N) 
while for the product trapezoidal rule, the order of MSE is OCl/N^^"^). 
In fact, our method is superior to both of them. 
Practically, the length of the range along each axis may not be the 
same. It may be desirable to hit more points on the axis with wider 
range. That is, the number of points along each axis is no longer the 
29 
same. 
Suppose that there are n^ points along the axis corresponding 
to the variable x ^ i=l,...,d. Hence, we have totally H n points and 
d i — 1 i 
iSi^^i _ “ cells. Let the estimate of the integral be I . Recall 
d 
(2.32), 
MSEC I ) 
d 
(l/m) con(C ) (g(v) - h(v))^ dv 




= ( 1 / m ) con(C ) ... M g ( v ) - h(v))^ dv ...dv 
^ K K - 一 I d 
d 1 
n -1 n -1 pX 产 
= ( 1 / m ) con(C ) S ... S d ... (g(v) • f(v))^dv ...dv 
d V I '「1 K K - - I d 
d,i -Id l,i -1 
(2.43) 
where 
(b _ a ) 
X = ~ ^ — — ^ (i ) + a 
J»ij 〜 - 1 j 
and 
(b - a ) 
= n - 1 (ij - 1) + a』’ j=l,...,d and ij=0’...,n,l. 
Applying the technique used previously, consider a small cell, say R., 
R.= [L ,U ]x...x[L ,U ]. We have 
1 1 d d 
rU pU 
... (g(v) - h(v))^ dv (2.44) 
Ld “ 
where U^ - L^ = (b^ - - 1), i=l d. From Theorem 2.1 again, 
d … 1 (g(v) - h(v))^ dv 
Jl JL - 一 一 
d 1 
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2 r"d 「Ui r d 12 
- ( M / 4 ) ... z (v - L )(U - V ) dv ...dv 
Jl JL Li-1 i i i i • 1 d 
d 1 
？ r^H pU r. d 
= ( M V 4 ) d . 1 2 (V - L 一 V )2 
Jl Jl i i i i 
d 1 
+ 2 S^Z ( v ^ L^)(U _ Vi)(Vj - L j K U j - Vj)l 
= ⑴ 2/4) [ J ^ ^ I l i R J c u _ Li)4 + 2 Z Z ^ ^ (U 一 L _ L 尸] 
L 30 i i i J 36 j J i i . 
2 • r 1 d 广 b -a 4 d d 广 b -a^ 、2, b -a 
= ( M V 4 ) con(R ) 4 Z i / | - i - J - | f - L - L . ] 
L 30 i=i n^-1 18 i<j [ n -1 J 、n -1 
J i • 
(2.45) 
Recall (2.43). The MSE depends on the points x along 产 axis. 
i > j 
However, we can see from (2.45) that it does not contain the 
information of them. Therefore, from (2.45) we can evaluate (2.32): 
M^ p 「 1 d b -a d d , b -a b -a .2-, 
MSEC I ) ^ ^ con^CC ) 4 S ^ + ^ Z Z [ ^ M f - J - J _ l 1 
d 4m d 30 i = i n - 1 18 i<j n -1 n -1 
i 乂 ^ j ' ^ i '“‘ 
(2.46) 
Suppose that the number of intervals divided for each axis are n^, 
n ^ , . . . r e s p e c t i v e l y as given previously. Without loss of generality, 
let the minimum of the {n ^ ^ be n . We define k =n /n where 
1 1=1,.. . ,d d i i d 
k^ ^ 1 for i=l,...,d. Substituting all these terms into (2.46) we get 
the order of the MSE (I ) which is obviously 
d 
MSE(I ) = OCl/mn^). 
d d 
f d - 1 N d d - 1 
We have N = IT k n"^  + m. Let K = IT k . Similarly, we want the MSE i=l I d i=i i J 
\ / 
to be optimal. We want n^ / N > 4/[ (d+4)K]. Therefore, the order 
d ‘ 
of the MSE of the I is OCl/N^*'^^'^). 
d 
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2 . 1 E x t e n s i o n to Higher order one dimensional Newton Cotes formulae 
Newton Cotes quadrature formulae are interpolative quadrature 
formulae. The idea of Newton Cotes method is illustrated previously. 
To approximate the integral Jg(x)dx, we use an interpolative polynomial, 
h(x), of degree n using as nodes to approximate g(x). After 
integrating h(x), we get the Newton Cotes formulae. Define the error of 
interpolation by g(x) - h(x). 
Our method combines deterministic and stochastic methods. The 
stochastic stage uses control variates as an adjustment to the error 
introduced in the deterministic stage. Previously, we use trapezoidal 
rule as our basic rule. The extension to higher degree Newton Cotes 
formula is natural and straightforward. 
There is one important feature for the Newton Cotes methods. For 
odd order, say j, quadrature formulae, the method gives exact integral 
for the polynomial with degree j or less. However, for the even order, 
say k, quadrature formulae, the method will give exact integral if the 
integrand is a polynomial of degree k+1 or less. For instance, although 
Simpson's formulae is of order 2, it is exact for polynomials of degree 
3 or less. That is, the even degree Newton Cotes formulae has the same 
accuracy as that of the formulae with one degree higher. The effect is 
the same as fitting a function h(x) with one degree higher. For 
example, in Simpson* s rule, given 3 nodes in the integration range, the 
final estimate is like integrating an "interpolating" polynomial of 
degree three. Therefore, the problem arises if we want to apply the 
Simpson* s rule in the first stage. In general, there is problem if the 
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basic rule is Newton Cotes formulae of even order. There are not enough 
points for fitting h(x) of equivalent degree. In Simpson's case, we 
need 4 points instead of 3 points. However, there are solutions for 
this problem. The first one is the simplest one. Suppose a composite 
Simpson's rule is used in stage 1. For each panel, there is only 3 
nodes. To construct h(x) for each panel, we can make use of the nodes 
in consecutive panels and then fit a polynomial of degree 3 on that 
panel. The second method is by introducing pairs of random points. The 
procedure is that firstly determine the number of pairs of points for 
the second stage say m. Then we randomly choose panels with replacement 
in which pairs of points are allocated. Assume u and u are now 
1 2 
allocated to the panel i. Including the deterministic points, say x^, 
and X3, in that panel, there are totally 5 points. We fit two degree 
3 polynomials with respect to the points {u , x , x , x } and {u , x , 
1 1 2 3 2 1， 
V We call the polynomial be h (x) and h (x) respectively. 
1 2 
Obviously, and g(u^) - h^Cu^) are two 'adjustments' due to 
the panel i. We take the average of them. Therefore, the final 
estimate of the error of the estimate of the integral in stage one is 
the mean of all these m averages. 
The final estimate due to both approaches will leads to an unbiased 
estimate of the integral I as will be shown later. 
We have mentioned the difficulty in applying our new method for the 
even order Newton Cotes formulae. The difficulty is not found in the 
odd order formulae. We will firstly discuss the order of the MSE of the 
estimator based on the odd order formulae since there are enough points 
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in panel to fit a polynomial of equivalent degree to the integration 
rule. Afterwards, we will proceed to the two approaches dealt with the 
even order formulae. In both cases, we consider the integral in 
one-dimension, 
pb 
I = dx. (2.47) 
For odd order, say k, Newton Cotes formulae, we have the following 
definition of the estimator. The idea is the same as that used for the 
trapezoidal rule in the first stage. 
Definition 2.2 
For odd order Newton Cote's quadrature formulae, the new estimator of 
pb 
the integral g(x) dx is 
Ja 
A A _ X m 
I。广 ( g ( V _ h ( v ) , 
where -« < a < b < co, {u } is random sample from Uniform(a,b), 
A I b 1, • • • , in 
IJ is the estimate of the g(x) dx based on the J-th (j is odd) degree 
Newton Cotes composite rule with n panels and h(.) is the degree J 
interpolative polynomial defined peicewisely on the n panels. 
Definition 2.2 defines our new estimate for the odd order Newton 
Cotes formula. The following theorem gives the properties of the 
A 




For odd order Newton Cotes quadrature formulae, we have the following 
properties for the estimator in definition 2.2: 
A 
i) I is an unbiased estimator of I. oj 
ii) Assume that all the (j + derivatives of g(.) exist and 
A 
are bounded in absolute values. The order of the MSE of I is 
oj 
A 1 
MSEC! ) = 0 ( ) 
mn 
Proof 
i) The result is obvious. 
A A 
ii) MSEC! ) = var (I ) 
Oj oj 
= ( b : a) var (g(x) - h(x)) 
^ (b : a)2 E[(g(x) - h(x))2] (2.48) 
Then, the nodes are x , . . . , x … . L e t w = (b - a) /(jn). Consider 
1 Jn 十 1 
the 产 panel of the range (a,b). The nodes found in this panel are, 
for simplicity say, z z which are ordered. z and z are the 
1 J+i 1 j+i 
two end points of this panel. Then for x in the 产 panel, by the error 
analysis of the interpolation, 
g(x) - h ( x ) = (丄 ) ! (X - Zi) (X - - Zj+i) g(J+i)(?i(x)) 
(2.49) 
w h e r e、 ( x ) is in between z^ and We make the assumption that the 
U+l)th derivatives are bounded. Let M be a bound of their absolute 
X - Z X - z 1 1 
values. Let y = = ： . Then 
z - z jw 
j+i 1 J 
jwy + z^ = X and jwdy = dx. (2.50) 
When X = y = 1 and when x= z^, y = 0. Let 
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l ^ T T T C m2 where C = 
Square (2.49) and take integration on both sides. We get 
PZ 
(g(X) - M X ) ) 2 dx 
Jz 1 
s C m2 广 J w2。+ l)+l (Jy - i - 1)2 dy 
J q 1 - 1 
一 f b - a ]2(j+i)+i . 2 
[ j n J k m (2.51) 
where K is a constant independent of the n and is the same for all 





^ (b a) E[(g(x) - h(x))2] 
< 化 - 「 5 C b _ a )2(_)+i)+i * 2"! 1 
- m [i?i - J I T K M j 
= ( b - a ) _ ) r 1 ) 2 ( j + m i ？ 
m ^ . — ^ k m 
ru 、2(j+2) . 
= 1 _ K V 
= 0 ( ）• 
2(j+l) 
mn Q.E.D. 
The theorem states the MSEs of the estimators in definition 2.2 for 
the odd order Newton Cotes quadrature formulae. For example, if we put 
J = 1, we get the MSE for the case that we use trapezoidal rule in the 
first stage of the estimation. The following definition states the 
estimator in which Newton Cote's even order formula is used. This is 
the first approach as mentioned previously. 
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Definition 2.4 
For even order Newton Cotes quadrature formulae, when approach 1 is 
applied, the new estimator of the integral f g(x) dx is 
A Ja 
lek = Ik + ^ ^ ^ iii ( g ( V -
< a < b < ⑴’ {u^}^^^^ ^^ is random sample from Uniform (a, b), 
Ik is the estimate of the | g(x) dx based on the k-th (k is even) 
Ja 
degree Newton Cotes composite rule with n (n>l) panels and h(.) is an 
interpolative function defined peicewisely on the n panels with degree 
k+1. Let the nodes used in stage 1 be x . x , . . . , x • Define p(y; 
1 2 kn+1 ^ ^  * 
yi,..,yk+2) be the degree k+1 interpolative polynomial constructed by 
the data point {(y ,g(y )} h(x) is defined as follows: 
* 1 1 — 11 • • , lC+2 
h(x) = p(x; x"…，Xk+i,Xk+2) for X in panel 1； 
h(x)=p(x;Xk“_i),Xk(M)+i,...,Xki+i)forx in panel i, 
where i=2,…，n. 
In definition 2.4, for each panel, there are only k+1 points. They 
are not enough for fitting a degree k+l polynomial corresponding to the 
one in the integration rule as previously described. Hence, for the 
first panel, we get one more data point from the second panel. For the 
产 panel where i=2,...,n, we take a point from ( 1 - 1产 panel. 
Therefore, the final polynomial fitted is of piecewise type with degree 
A 
k+1. With the estimate we have the following theorem. 
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Theorem 2.5 
For approach 1 dealt with even order Newton Cotes formulae, we have 
A 
the following properties for the estimator I ： 
A ek 
i) ^ek is an unbiased estimator of I. 
ii) Assume that all the (k + derivatives exist and are bounded in 
A 
absolute values. The order of the MSE of I is given as 
ek 
A 1 




i) The result is obvious. 
A A 
ii) MSE (I ) = v a r d ) 
ek ek 
(b - a)2 
= var (g(x) - h(x)) 
2 
s (b ；； a) E[(g(x) - h ( x ) ) 2 ] (2.52) 
The nodes over the own integration range are x ’ … ， x . Let 
1 kn+l 
w = (b - a) /(kn). 
Consider the first panel in the integration range (a,b). The nodes found 
are {x^, " ' Note that x^^^ is the node in the second 
panel. B y the h(x) found in definition 2.4 and the error analysis in 
interpolation, 
pX 
k+1 (g(x) -h (X))2 dx 
Jx 1 
= ( k I 2 ) X f k + l (X - ••• (X - Xk+2)2 (g(k+2)(专(X)))2dx, 
‘ X 
1 
where ？(x) lies between x and x . Let 
1 k+2 
y = (X - x j / ( x，， - X ) = (X - X )/(kw). 
1 k+l 1 1 
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Then kwy + x^ = x and kw dy = dx. When x = x , y = o and when x=x 
1 k+l' 
y=l. Assume the absolute value of the second derivatives are bounded by 
M . Then, we have 
〜+1 (g(x) -h(x))2 dx 
Jx 
1 
w \ 2 k+2 
< M 「 1 2(k+2)+l „ r ,, 、 p 
(k + 2)! k W n [(k + 1) y - i dy 
''o 
M^k / b - a X 2 ( k + 2 ) + i 1 k+2 
^ ^ ^ T T ^ l " ^ ] Jo - [ ( k + l ) ” i - l ] 、 y 
* 广 b - a 2 ( k + 2 ) + l 
= K -- (2.53) 
乂 kn 乂 
来 
where K is a constant which does not depend on n. 
Consider the panel of the range (a,b). The nodes found in this 
panel are, for simplicity say, z . ,z • z。 a n d z are the end 
1 2 lc+2 
points of this panel while z^ are the one before the end point of the (i 
th X - z X - z 
“ 1 ) panel. Let y = - ~ = ~ i T U " " ^ . Then kwy + z = x and 
Zk+2 k w 2 
kwdy = dx. When x = y = 1 and when x = z^, y = 0. Then, assume 
the absolute values of the k+2^^ derivatives are bounded by M and we 
will get similar expression as (2.53), 
^ k+2 (g(x) -h(X))2 dx 
Jz 2 
一 M f^ , 2(k+2)+l 2 , 
^ (k + 2)! k W 2 [(k + 1) y - i] dy 
‘‘0 
2 
M k ^ b - a X 2 ( k + 2 ) + l pi k+2 
= r ,n [(k + 1) y - i]2 dy 
(k + 2)!^ ^ kn Jq 
•華 / b - a N 2(k+2)+l 
= K (2.54) 
、 k n J 
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where K * is a constant which does not depend on n. We have x^ = a and 





s (b m a) E[(g(x) - h(x))2] 
b _ a 「b 
= ~ ^ ~ (g(x) - h(x))2 dx 
_ P - a Pki+l H 、 、、 2 , 
m ( g ( x ) - h(x)) dx 
k(i-l)+l 
= - h(X))2 dx + Z 广ki+1 (G(X) _ h(x))2 ^x 
J X i-d J 
1 *k(i-l)+l • 
b - a 「 . （ ^ b 一 a > 2 ( k + 2 ) + i ** 广 b - a 、 2 ( k + 2 ) + i 
= K —— + ( n - l ) 广 — — 





The next definition will give another estimator when even order 
Newton Cote's quadrature formulae are used in stage one. It bases on 
the second approach discussed previously. 
Definition 5.6 
Even order Newton Cote’ s formula is used in stage one and second 
approach is applied. Let {r.}. be a random sample with 
1 1=1,...,m 
replacement of size m from discrete uniform distribution on {1 n>. 
u^ J is the jth random variate generated uniformly on the panel 
40 
* * 
where K is a constant which does not depend on n. We have x^ = a and 




/ ^  -v 2 
^ 二 aJ E[(g(x) - h(x))2] 
b - a r ^ 
= ~ ^ ~ (g(X) - h(X))2 dx 
Ja 
= ^ ^ 丄产+1 (g(x) - h(X))2 dx 
= f ^ + l ( g ( X ) - h(X))2 dx + I (g(x) - h(x))2 dx 
X Jx 
^ 1 k(i-l)+l J 
b _ a 「 . （ ^ b - a x 2(k+2)+i •* 广 b - a、2(k+2)+i • 
= K + (n - 1) K 







The next definition will give another estimator when even order 
Newton Cote’s quadrature formulae are used in stage one. It bases on 
the second approach discussed previously. 
Definition 5.6 
Even order Newton Cote's formula is used in stage one and second 
approach is applied. Let {r } be a random sample with 
i 1—1}...,m 
replacement of size m from discrete uniform distribution on {1,...,n}. 
u is the random variate generated uniformly on the r ^^ panel 
V i 
40 
corresponding to the Newton Cotes quadrature formulae. Taking 
expectation on d^, we get 
E(5 ) 
= L 。广 ki+l 广 ki+1 f , 、 ， 、 
2 ( X … - X , f g(u )+g(u )-h ( u J - h (u ) du du 
ki+l k(i-l)+l) Jjc Jx 2 il 2 1 1 2 
k(i-l)+l k(i-l ) +1 
一 1 f^ ki+i > 
- J ^ T g(u) - h(u) du. 
ki+l k(l-l)+l' Jx 、 
k(i -1 ) +1 
The integration of h^Ju^) and h^^(u^) on the given range will have the 
same quantity since both of them passes through the set of points 
{ 〜 〜 T h a t is 
广 ki+l 广 ici+l “ ， … 
h!4 (u )du du K K n 2 1 2 
k(i-l)+1 k(i-l)+1 
一 r* ki+l 广 ki+l , , ^ 
- h _ ( u )du du 
K K i2 1 1 2 
k(i-l)+1 k(l-l)+1 




= E ( |产 panel)) 
_ 1 ; f 1 (^ki+i r , , , 1 , ^ 
- H 1?1 ^ ) g(u) - h(u) du 
ki+l k(i-l)+l 、 
k ( l - l ) + 1 乂 
1 n 「b 
= - K — — r (g(u) - h(u)) du n D - a J 
Bi 
1 fb 
= b _ a (g(u) - h(u)) du. 
a 






pb A A 
Since h(u)du = where is the Newton Cotes estimate with order k. 
\ b 
Therefore, is an unbiased estimator of g(u)du. 
Ja 
ii) Let the upper bound of the absolute value of the (k+2)^^ derivative 
of g(x) be M. Consider the variance of d^ in i % a n e l . We use the 
notation in part (i) of this proof. 
var(d^) 
= 1 -
4(x -X 尸 
ki+l k(i-l)+l 
r ^ w 广ki+l f , 、 ， 、 ， 、 
g(u )+g(u )-h (u )-h (u ) du du . (2.55) 
•‘ J ^  V, 上 1 丄 <2 1 J 1 2 
k(i-l)+1 k(i-l)+1 
By the error analysis in interpolation, define 
pk+l 1 
n (u - X ) I (u - u ) 




n I (u - X ) I (u - u ) 
|eJ - |g(u ) - h (U)| S L l ^ _ k ( i - l ) + r _ 
2 il 2 (k+2)! 
Note that u and u are cyclic. Then reduce (2.55) to 
X & 
var(d^) 
4 MX jmX f 2 \ 2 
< 1 ，广ki+l 广 ki+l _ \ , , 
^ - t t t : r2 Z e du du 
一 X j r = l r 1 2 
ki+l k(i-l)+l 〜 ^x ^ > 
k(i-l)+1 k(i-l)+1 
< 1 广ki+l 广ki+l 
- 4 ( x ^ ) 




n (u - X )2 (u - 11 
i • + 
L (k + 2 V . 
-k+l pk+1 
丄 W n J i l (Ui 一 u / ] 3 
^ r t i T ? J" d u i d、 
(2.56) 
We have w = ^ ^ and - = (b - a)/n. Then define 
u 一 X u - X 
y = 1 k(i-l)+l = 1 
X - X 一 ^ . 
ki+1 k(i-l)+l KW 
U^ - X , u - X 
z = 2 k(i-l)+l 二 2 k (1-1)^1 
X - X 一 ^ 
ki+1 k(i-l)+l 
Then 
k W + = Ui and kwdy = du^. 
kwz + = u^ and kwdz = du^. 
When u , u^ = \ ( 卜 y = z = 0; 
u = u = X , y = Z = 1. 
1 2 fci+1 ‘ ^ 丄. 
var(d^) 
w IT (y - r -1) (y - z) + 
2(k+2)! W Jq Jq L 
2w + , n (y - r - 1 ) n (z - r _1) (y - z)^ dy dz 
r = l r = 1 
• ‘ i . 
2(k+2) _ 
= W C, (2.57) 
where C is a constant which does not depend on w. Consider the MSE of 
our estimator and using (2.57), 
MSE(I ) 
ek 
^ (b - a) w C/m 
44 
= ( b - a 严 3 ) c 
= 0 ( I — — ) 
…2(k+2)' 
mn n 17 
Q.E.D. 
Theorem (2.3), (2.5) and (2.7) states the order of the MSE of the 
estimates. In the first stage, Newton Cote's rules with odd and even 
order can be used. The allocation of the number of the random points 
and the deterministic points can be determined by minimizing the order. 
The extension to higher dimensional integration is by means of the 
product Newton Cote's Rule. We apply product Newton Cote's rule to find 
an estimate of the integral in the first stage. In the second stage, 
the interpolation function corresponding to the Newton Cotes rule used 
is constructed, say h(x). The random points used in estimating 
g(x)-h(x) dx are generated iid uniformly in the region of 
J D、 “ 
integration. 
2.2 The use of Guass rule in stage one 
We have extended the idea to all the Newton Cotes quadrature 
formulae. In fact, it can be seen that the idea can be extended to 
quadrature formulae which are of interpolative types. Another popular 
rule used is Guass quadrature formulae. We will use it as an 
illustration of the extension. Because of illustration purpose, we 
pb 
consider the estimation of the integral g(x) dx of one dimensional 
Ja 
type. The corresponding estimator we considered is Gauss-Legendre 
formula with two nodes. For the integration range [a,b], we will apply 
45 
the Guass rule n times. Again, the interval is divided into n equal 
panels. In the 产 panels, we have the end points, x and x For 
i i+1 
the integral in this range, we have the transformation 
g(t) dt 一一 f ( X i + i 、 ) ] + 气 - x ^ n dx 
、 2 J-i 2 • 
y 
(2.58) 
The estimate for (2.58) is 
卜 - V ) 2 ^x^ + Xi+i + a (Xi+「 
where w, = w^ = 1 and a = -a = -（1/3广2. 1 2 1 2 
Note that the Guass rule with t nodes is exact for polynomials with 
degree 2t-l or less. In this case, the number of nodes is two. Hence 
the rule is exact for polynomials with degree 3 or less. The same 
problem arises as in the even order Newton Cotes rule. In the second 
stage of the new method, we need to construct h(x). In (2.59) we can 
see there are not enough points to construct an interpolative polynomial 
with equivalent degree. Four points are needed for each panel in this 
case. However, in (2.59), there are only 2 nodes for each panels. The 
solutions for this problem are the same as that in the case of Newton 
Cotes method. The solutions are 
i) using points in neighbor panels to fit the interpolative polynomial; 
ii) using sets of three random points that is similar to the using of 
pairs of random points in Simpson's rule. 
We will derive the order of MSE of the estimators based on these 
two different methods. 
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Method 1 
The interval (a,b) is divided into n panels with equal lengths. 
Let w be the length. Clearly w = (b - a) / n. Denote the end point of 
the i panel by x^ and 父丄+广 Furthermore, denote the nodes in the 
panels by 
c + + y x i + i - x^) 
i 2 
d 一 Xi + Xi+i + a2(Xi+i- Xi) 
、 (2.60) 2 
where a^ = -a^ = _(1/3)1Z2. Given all the nodes in each panel, the 
interpolative polynomial h(•) used in stage 2 is 
h(x) = p(x; Ci’ di, c^, d^) if X in panel 1； 
h(x) = p(x; di_i’ Ci, di, Ci+i) if X is in panel 
h(x) = P(X； Cn_i’ dn_i, Cn’ d j if x is in panel n, 
where p(x;a, b, c, d) is the interpolative polynomial of degree 3 
depending on the data points a, b, c and d. Having these definitions, 
A 
we have the estimator I 
gi 
A n f(x - X ) , 、1 m 
Igl =iSi ~ ~ + + ( g ( V - h(Ui)) 
(2.61) 
where u , u ,..., u are iid from Uniform(a,b). 
1 2 m 
A b 
I 1 is unbiased for the integral g(x) dx. To consider the MSE 





(b - a")2 
= ~ J I J — ^ var(g(u) - h(u)) 
s (b I a) r (g(u) - h(u))^du 
Ja 
- ( b 一 a )；广 i + i H 、 “、、2j 
m ~ i?i (g(u) - h(u)) du. (2.62) 
X 
i 
Assume that the fourth derivative of g(x) exists and the maximum 
absolute value of the fourth derivatives is M. We will evaluate (2.62) 
by considering three cases. 
(CASE 1) 
Consider the panel where i = 2,...,n-l. The interpolation uses 
di_i, Ci, di, Ci+i to fit the polynomial. By the error analysis of 
interpolation, 
- c )(x - d )(x - c. )(x - d ) 、2 
(g(x) _ h(x))2 = ^ ^ L ^ 
4! 、 
Cm i^r 
s j r (x - c )(x - d )(x - c )(x - d, ) (2.63) 
1 1 1+1 1-1 • 
where 
Xi + Xi+i - W / 严 X^ + Xi+1 + w / 严 
c = , d = and 
2 i 2 
Xi+i + X i + 2 - w / 严 + Xi + w / 严 
'i+i r , 卜 1 2 • 
Here, w = x - x . Let 
1+1 i 
1/2 
A = w / 3 = d^ - c^ f o r i = 2 ,…， n - l a n d 
X - c 
y = ~ =» X = Ay + c and A dy = dx. (2.64) 





X = Xi+i, y = ( 3 、 l ) / 2 = z^;uhen 
X = y = (-3I/2+ l)/2 = z^. (2.65) 
Therefore, after putting (2.64) and (2.65) into (2.63), we get 
pX 
+1 (g(u) - h(u))^du 
Jx 
1 
fM 「 l2 
- ^ (Ay) (Ay - A) (Ay - w) (Ay + w - A) Ady . ) \ L 
=？ r ) 二 2 I" y(y _ l)(y - (y + _ 1)]' dy. (2.66) 
81(3) Jz L . 
1 
Obviously, the integral in (2.66) does not depend on w. Thus we have 
pX 
i+1 (g(u) - h(u))^du ^ K W^ 
Jx 1 
I 
where K^ is a positive constant which is independent of w. 
(CASE 2) 
Consider the first panel. We make use of the two nodes in the second 
panel and the nodes in the first panel to fit the polynomial. 
Similarly, we have 
^ /(x - c )(x - d )(x - c )(x - d ) 、2 
( g ( x ) - h ( X ) ) 2 = 1 i ？ i - g ⑷ ) 
4! 1 J 
/w N 2 
^ ^ (x - c )(x - d )(x - c )(x - d ) . (2.67) 
4 • 1 1 2 2 
\ y \ 
where 
X, + X。- w / 3IZ2 X + X + w / 3IZ2 
1 2 , 1 2 J 
c = , d = and 
2 1 2 
X + X - w / 3 I Z 2 X + X + w / 3 I Z 2 
2 3 , 2 3 
C = , d = . 
2 2 2 2 
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Following the same procedure in CASE 1’ we get for the first panel 
(g(u) - h(u))^du 
Jx 1 
f M 1 2 pZ^ 厂 2 
- 4 7 (Ay) (Ay - A) (Ay - w) (Ay - W - A)] Ady 
• ) \ L J 
= K w9. 
2 
Zi and z^ are found in (2.65) and K^ is a positive constant independent 
of w . 
(CASE 3) 
Following the exact procedure in CASE 2, we have, for the n^^ panel, 
pX 
n (g(X) - h(X))2 dx ^ K w9. K 3 
n-1 
Again K^ is a positive constant independent of w. 
Combine the results in case 1, 2 and 3. K , K and K are all 
1 2 3 




^ ^ ^ ^ iii fi+i ( g⑷ - h ( u ) ) ^ d u . 
X 
i 
^ (b 一 (K + (n - 2)K + K ) 
m 1 2 3 
fb -
= — ~ ~ — (K + (n - 2)K + K ) 
9 1 2 3 
mn 
1 ^ 




The MSE of the is given by (2.68). Let the total number of points 
be N = m + 2n. If 2n/N tends to a. where 0 < a < 1. a reasonable 
choice of a is 8/9 as it maximizes mn®. Then, the order of MSE is 
0(1/N )• Actually, the bias of estimator by applying only the Guass 
rule is 0(1/N^). Therefore, the new method is better. 
Method 2 
The first method uses the information from the deterministic 
points to construct the interpolative polynomial. In this method, 
random points are used for constructing this polynomial. Having the 
Guass estimate for the integral, we have n panels with equal sizes. 
Then we proceed to stage 2. Firstly, we get a sample with replacement 
from the n panels. For each of these panels, 3 points are randomly 
generated uniformly in the panel. Thus, for each panel, there are 2 
deterministic points and 3 stochastic points. Assume 产 panel is 
chosen. Let c^ and d^ be the deterministic points used in the first 
stage. Let u^, u^ and u^ be the stochastic points. Every time, 2 
stochastic points are chosen. Including the 2 deterministic points, we 
can fit 3 interpolative polynomials for that panel. We have the 
following definition for the new estimator. 
Definition 2.8 
Let {r } be a random sample with replacement of size m from 
i i=i,...,m f 
discrete uniform distribution on {1,…，n} and u be the 广 random 
variate generated uniformly on the r^^^ panel where j =1,2,3. Define 
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h s t t ( . ) be the degree 4 interpolative polynomial based on the 2 
1 2 
deterministic nodes c and d and the random point u and u in the 
® ® s t S t 
1 2 




= — ^ — — - g ( C i ) + g ( V 
2 ^ J 
\ J 
b m 3 r 、 ， 
+ q" a 2 g(u ) - h - h (u ) - h (u ) 
d m i=l j=l r J r 12 r 3 r 23 r 1 r 13 r 2 
, ^ I i I i I i i 
4 
where 
X + X … - w / 3IZ2 X + X + w / 3IZ2 
^ _ i i+1 , i i+1 
c = — — , d = 
i 。 i • 2 2 
Having the definition, we will firstly prove that the estimator is 
unbiased and then prove the order of the MSE of the estimator is 
0(l/mn®). 
Suppose the 产 panel is selected. Define 
/ X 一 if 3 r ^ 
d = ^ Z g(u ) - h (u ) - h (u ) - h (u ) 




1 r i+1 1 i+1 r i+1 „ , 、1 
3(x - X Jx Jx Jx ^ “ 
i+1 i i i i 
- h (u ) - h (u ) - h (u ) du du du。• （2.69) 
il2 13 123 il 113 12 11 12 13 
J 
Since the integral of any interpolative polynomial of degree 3 which 
passes through the two deterministic points will give the same value 
52 
which is the Guass rule on that panel, (2.69) becomes 
1 r^ ( ， 
J ^ _ X ) +1 g(u) - h(u) du, 
1+1 i Jjc 、 
i 
where h(-) is the interpolative polynomial corresponding to the Guass 
pb 
rule applied. That is, h(x) dx gives the estimate same as the one 
Ja 
which is given by applying composite rule on the interval [a,b]. 
Therefore， 
E(d^) 
= E ( E ( d ^ 丨产 panel)) 
= ( 1 / n ) (X X ) fi+i g(u) - h(u)l du 
l+l i J x 、 
i 
1 r「b 「b ‘ 
= b _ a g(x) dx - h(x) dx . (2.70) 
L Ja Ja • 
Therefore, taking expectation on both sides of the definition 2.8 by 
A pa 
making use of (2.70), we have E(I ) = g(x) dx = I. Thus, the 
g2 Jb 
estimator is unbiased for I. In the following context, we will consider 
the MSE of the estimator. 
Given the 产 panel, by error analysis of interpolation and 
assuming that the absolute values of all fourth derivatives are bounded 
by a constant M , consider 
E(d^^li) 
F 
1 ^ ^ ^ 3 广 \ 
1 ri+i [ i+i rl+l _ ( , x] 
= S g(u ) 
9(x - X )3 K K K ” 
i+i I i i i ^ , 
\ 2 
- h (u ) - h (u ) - h (u ) du du du 
112 13 123 il il3 12 il 12 13 
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s l^i+1 广 i+1 广 i+1 
• 3(113 - C)2(U3 - di)2(U3 _ X l ^ f i u ^ - U ^ f 
. ( 
_ - Ci)(Ui - di)(U2 - Ci)(U2 - di)(Ui - u / ( u i - V ( U 2 - V . 
(4! 
du du du . 
1 2 3 
(2.71) 
In the following, let 
D = d - c 
i i 
U - C 
3 i 
V = u = Dv + c and du = Ddv 
d - c 3 i 3 
i i 
U - C 
y = 今 u = Dy + c and du = Ddy 
d - c 1 i 1 
i i 
U - C 
2 1 „ 
z = =» u = Dz + c and du = Ddz 
J _ 2 i 2 a - c 
I i 
Therefore, 
1+1 I i+1 广i+1 ( .Zf J 、2, 、2 
(u - c) (u - d ) (u - u ) (u - u )^du du du 
K K K 3 3 1 3 1 3 2 1 2 3 
i e i。 e i 
=d 3 f 2 f 2 f 2 D y D 2 ( y - l ) V ( v - y ) V ( v - z)^dydzdv 
Jc Jc Jc 
1 1 1 
c c c 
= d 1 1 P r 2 「 2 y2(y 一 i)2(v _ y)2(v _ z f d y d z d v 
Jc Jc Jc 
1 1 1 
= D " K^ (2.72) 
where c^ = - 1) / 2 and c^ = + 1) / 2. It is obvious that 
K is positive and is independent of D. On the other hand, 4 
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Xi jxi 
(U - C ) ( u - d , ) (u - C ) ( u - d ) ( u - u ) 2 ( u - u ) (u - u ) 丄 * 1 i 2 1 2 1 1 2 1 3 2 3 
(4!)2 
du du du 
1 2 3 
3 广。2 「。2 
= D DyD(y - l)DzD(z - l)D^(y - z f u i z 一 y)D(z - v)dudvdz 
^c Jc Jc 
1 1 1 
11 「"^ 2 2 
= D y(y - l)z(z - l)(y - z) (z - y)(z - v M u d v d z 
Jc Jc Jc 
1 1 1 
= D 1 1 K^. (2.73) 
Substitute (2.72) and (2.73) into (2.71), we have 
E(d^|i) 
=s — i — [3D11 K + 6D11|K |] M^. 
9(x - X r (4! r 4 S 
i + 1 i 
Note that D = d - c = (x - x ) / and hence (b - a)/n = D. 
i i 1+1 i 
Therefore, 
E(d^^li) 
{ - ] ' [K4 + 2 I K J ] M2 
9(3 严 4!^  4 5 
、8 
= K . 
h J 6 八 
Having this result we can find the MSE of I . 
A 
var (I ) 
g 2 




^ (b - a)2fb - a广 
m n 6 
= o h ) . 
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A 
The order of MSE of is the same as that of the The optimal 
order is 0(1/N^) if N is the total number of random and deterministic 
points. 
In the section, we use the second order Guass rule to illustrate 
the extension of our new method to other interpolative type quadrature 
formulae. Once the integration rule is of interpolative type, the 
corresponding interpolative formula can be found, and the new method can 
be applied. 
2.3 Some variations of the new method 
In this section, we will discuss some variations of our new 
methods. One of the variation is the importance sampling which aims at 
reducing the variance of our estimators. 
2.3.1 Using probabilistic points in both stages 
As previously mentioned, the new method uses deterministic points 
and random points in the first and second stage respectively. In this 
section, we will introduce a method using random points in both stages. 
For simplicity we will focus on the integral 
pi 
I = g(x) dx (2.74) 
Jq 
and trapezoidal rule is used in the first stage. All integral of the 
「b • 
form g (X) dx can be transformed to (2.74). Suppose that there are no 
J a 
singularities in the range of integration in (2.74). Define x^ = 0 and 
X = 1 . Following our idea, we have the following estimate 
n+l 
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A n 「 
le = (1/2) - V ( g ( X i + i ) + g ( V ) ] + 一 h(u^)) 
(2.75) 
In (2.75), Xi,..., x^ are no longer deterministic. They are ordered 
samples from uniform distribution on (0,1). h(.) is the piecewise 
interpolative function defined by points x x . Details may 
0 n+l ^ 
refer to previous section. After defining h(-), in the next stage, 
Ui,..., \ is generated iid from Uniform(0,1). 
One can see that the first term on the right hand side of (2.75) is 
the weighted Monte Carlo estimate suggested by Yakowitz et. al. (1978). 
A 
Obviously, the estimate I is unbiased. We now derive the order of the 
A ® 
MSE of I , Before deriving the order we need some preliminary results 
about the moments of the order statistics. Similar results may be found 
in Yakowitz (1978). 
X ....,X are ordered sample drawn from Uniform(0,1). Let Z = X I n 1 1 
,Zi+i = Xi+i - X^ and Z^^^ = 1 - X。for i=l,...,n. The density of Z^ 
is 
f (z) = n(l - z)n-i. 
z 
i 
Hence, the fifth moment of Z is 
i 
广1 
E(Z^) = Z 卜 （ 1 - dZi. (2.76) 
0 
It is known that 
r(n + 6) „5 f. 7、n-l 
r(6)r(n) (1 - Zi) 
is the probability density function of Beta distribution of parameters 
(6,n). Therefore from (2.76), we have 
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一 r.厂（n)r(6) 5! n! 
E(、）一 n r(6 十 n) = (n + 5 )!• 
A 
Consider the expectation of I . 
e 
A A 
E d ) = E(E(I I stage l,h(.))) = E(I) = I © © 
A A 
shows that I is an unbiased estimator of I. The MSE of I is 
® e 
A A 
MSE (I ) = v a r d ) 
e e 
A A 
= E ( v a r ( I |x x x )) + var(E(I |x ’ …， x )) 
e 0 1 n+1 e 0 n+1 
A 
= E ( v a r ( I |x , x ’ . . . ， x )) + 0. (2.77) 
e 0 1 n+1 
We also note that, 
A 
var(I |x, X , . . . , X ) 
• e 0 1 n+1 
A 
E C l ^ l x X … ， X ) 
e 0 1 n+1 
n (X - X 
^ ( 1 / m ) 入 — ^ — C2 (2.78) 
i=o 120 
where C is an constant upper bound for absolute value of the second 
derivatives introduced by the interpolative function. The order simply 
follows from substituting (2.78) into (2.77): 
A r n (x - X )5 、 
MSE (I ) ^ E (1/m) S — C^ 
e i=。 120 
n 
= ( l / 1 2 0 m ) C ^ S E(x - X f . 
I=0 i+l i 
A 
Thus, the order of MSE of I is 
C 
A 2 
MSE (I ) (l/120m) (n + 1) 5! n! / (n + 5)! 
e 
= ( 1 / m ) c2 (n + 1)! / (5 + n)! 
= ( c V m ) /[(n + 5)(n + 4)(n + 3)(n + 2)] 
= O C l / m n ^ ) . (2.79) 
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Assume N = m + n* where n* = n + 2. One still get the optimal order 
一). (2.80) 
In the sense of order of MSE, this method is as good as our 
previous method. The idea of extension to higher dimensional 
integration is the same as that in the case in which deterministic 
points are used in stage one. The only difference is that we use 
stochastic points in the stage one. In stage one, weighted Monte Carlo 
integration (Yakowitz et.al. 1978) is used. Based on the random nodes 
generated in the first stage, interpolative polynomial can be 
constructed axis by axis iteratively. Details may refer to section 
2.1.2. However, it should be noted that in this method, we take more 
efforts on the stage one. We need to generate n random variates and 
then sort it. In our previous method, we need not do this. Actually, 
it is better to use deterministic points instead of random points in 
stage one if the order of MSE retains the same. 
2.3.2 Importance sampling 
In this section, we introduce the idea of importance sampling in 
the second stage of the estimation of the integral. That is, we want to 
reduce the variance in estimation. For instance, in one-dimensional 
case, we want to estimate 
pb 
g(x) - h(x) dx 
where g(x) is the integrand in interest and h(x) is the interpolative 
function corresponding to the integration rule in the first stage. 
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Hence, if f(•) is the importance function used, the above integral can 
be expressed as: 
i f g(x) - h ( x n f(x) dx = £ f g ⑷ - h ( x ) ) 
Ja、 f(x) f (x) 
Therefore, in stage two, the above integral can be estimated by： 
1 m g(x ) - h(x ) 
- z L . 
m 1=1 cf 、 
f (x^) 
where ^ are random samples distributed according to the 
importance function f(•). 
2.3.2.1 Triangular distribution 
Assume that we want to approximate a one-dimensional integral 
pb 
g(x)dx by our proposed method 2 points only. In stage 2, we have to 
Ja 
generate m points uniformly on the requested range so as to estimate 
pb 
(g(x)-h(x))dx, where h(x) is the linear interpolative function. 
Ja 
However, we may think: * Is it reasonable to consider that all the 
functional value on the range are equally important in determining the 
estimate of the integral?' . Obviously, it is not. The values near the 
two end points are trivially less important than those in the middle as 
it is known that g(a)-h(a) =0, and g(b)-h(b)=0. In stage 2, we should 
generate more points on the region where we have less information about. 
Therefore, the solution comes, importance sampling. 
The importance function should be chosen so that random variates 
can be easily generated from it. One may use trigonometric functions 
such as sine or cosine to achieve our goal. However, a simple and 
efficient method is to generate two independent uniform variates on 
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interval (a,b), the range of integration, and then take the average of 
them. The density of the new variable concentrates on the middle of the 
range. The distribution is known as triangular distribution. The 
following lemma gives the density of the new random variable. 
Lemma 2.9 
Let U and U^ iid Uniform(a,b). Then the pdf of Z = (U + U ) / 2 is 
1 2 1 2 
4(z - a) a ^ z ^ (a + b)/2 
(b - a)2 
f (z)=^ 一 
細 一 (a + b)/2 < z ^ b 
(b - a)^ , 
(2.81) 
Let us reconsider the procedure where composite trapezoidal rule is 
used in stage 1. We use n deterministic points and m random points. 
However, the random points are now distributed according to the 
following new importance function: given any two consecutive nodes from 
stage 1, say v and v (v < v ), 
e , i i+1 i i+1 
4(z - V ) 1 
， i f V < z ：£ (v + V ) / 2 
(V - V ) (b - a) 
jrf 、 i+1 i 
f ( z ) = -
4(v - z ) 1 
— , i f (v + V ) / 2 < z、 V… 
, 、 ,, 1+1 i i + 1 
(V - V J (b - a) 
i+1 i 
(2.82) 
where [a,b] is the range of integration. The importance function is now 
a piecewise linear function defined by the n fixed nodes in stage one. 
Therefore, the procedure changes. Firstly, we get an estimate by 
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composite trapezoidal rule with the range being divided into n _ 1 
intervals. Secondly, we generate m random variates from the importance 
function (2.82). Hence, the new estimate is 
A A m 
If = It + (g(Xi) - h(Xi)) / f(Xi) (2.83) 
where x^ is iid from the density f(.) for i = 1,…’n and h(-) is the 
interpolating function obtained by the nodes in stage 1. It can be 
easily verified that the estimate is unbiased. 
A 
一 fb (g(X) - h(x)) • 
- f(x) dx + I 
Ja f(x) t 
pb 
= g(x) dx 
Ja 
= I . 
Following the notation in previous section and assuming all the second 
A 
derivatives exist, we have, from (2.83), the MSE of I^, 
MSE (I ) = (1/m) varf ^ ⑷ _ h(x)) 
f f(x) 
s (1/m) Ef _ - Mx))2， 
f ( X ) 2 
n - 1 V (X 一 V - V , )2 
= ( 1 / m ) i+1 ^ ^ g⑵（§,(x))2 dx 
… \ 4f(x) ‘ 
(2.84) 
for some ？i(x) in (v^,v^^^) for i=l,...,n - 1. Consider 
-V (X - V, )2(x - V 4 )2 
i+1 i i+1 , 
dx 
J 、 4f(x) 
2 2 
产 ( V +v )/2 (X - V ) (X — V ) (V — V ) ( b — a ) 
= 「 i + 1 I L ^ i dx 
J 、 4 4(x - v^) 
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+ 广i+1 (X _ - V i + / (Vi+i _ Vi)(b - a) 
J ~ ~ dx 
V 、 + i ) / 2 4 4 ( V i + i " X ) 
一 ) ( X - v / ( x _ V i + / (Vi+i - v^)(b - a) 
_ ^ ~ dx. 
\ 4 4(x - Vi) 
(x - V ) 
Let y = (Vi , v S / 2' Then (v^^^ - v^ )y / 2 + v^ = x and 
(Vi+i 一 Vi) dy / 2 = dx. Thus 
广i+i (X 一 _ Vi+i)2 
dx 
\ 4 
9 fi [(Vi+1 “ V i ) / 2 ] 3 y 2 [ Vi - V i + i + (Vi+i - V i ) y / 2 
一 ^ — dy 
0 4 f (Xi + (Vi+i - v^)y/2) 
(X _ X )5(b • a) 1 
= y (y/2 — 1)2 dy 
32 Jq 
11 (b - a)6 
= (2.85) 
1536 (n - i r 
We have assumed that all the second derivatives exist and their absolute 
A 
values are bounded, say by M. Therefore the MSE of is 
MSE(I ) ^ - i i — (b _ a) M^. (2.86) 
1536m (n - 1) A 
Therefore the order of MSE of is again 0(l/mn^). The optimal 
allocation of m and n is the same as that before. One may note that 
there is a little improvement on the MSE of the estimate although the 
order does not change. We can compare (2.86) with (2.12). Suppose that 
we use the same nodes in stage 1 in both methods, that is, the former 
with uniform random points and the latter with random points by 
importance function. It is noted that M is the same in both cases. 
Comparing the coefficient in the error term, we find that the latter 
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method improves a little. 
The extension to multidimensional integration with importance 
sampling is obvious. Along each axis, we have an importance function 
which is defined similarly to (2.82). We just generate random ordinates 
axis by axis. The random points generated may have similar property to 
that in the one-dimensional case. The probability of appearance of the 
points is higher in the region farther from the nodes in stage 1 than 
that near the nodes. However, we will see from the simulation later 
that the extension to higher dimension is not as good as we expected. 
It will be discussed in next chapter. Nevertheless, the result is good 
when it is applied in one-dimensional case. 
2.3.2.2 Beta distribution 
Using the notation in Section 2.1.2, given x is in 
[Li,Ui]x[L2,U2]x...x[Ld,Ud], the error of interpolation based on the 
vertices of the hyperrectangle and their functional values in 
d-dimensional case is given by 
d 
lg(x) - h(x) I ^ (M/2) (x - L )(U - X ), (2.87) 
一 — i =1 i i i i 
provided that the absolute values of all the second derivatives on the 
range of integration are bounded by a constant M. In section 1.1.1, we 
have mentioned that in order to have the largest reduction in the 
variance of the estimator, the importance function f (x) is suggested to 
be proportional g(x), that is f (x) <x g(x). To make full use of the 
information we have, we can consider (2.87). We find an importance 
function which has a form similar to (2.87). In order to illustrate the 
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idea more clearly’ we give three examples later. First two of the 
examples use trapezoidal rule in the first stage of estimation. The 
first example is of one-dimensional case while the second one is of 
two-dimensional. In the third example, we illustrate the possibility to 
extend the idea to higher order interpolative formula. The rule chosen 
is Siinpson-3/8 rule. 
Example 1 
This example considers the estimation by using trapezoidal rule in the 
first stage. However, in stage two we will use an importance function 
which is proportional to the error of interpolation. For simplicity, 
assume that the range of integration is (0,1) and a 1-panel trapezoidal 
rule is applied. The error of the interpolation is bounded 0.5x(l-x)M 
where M is the bound of absolute values of all the second derivatives of 
g(.). Obviously, the importance function is selected to be Beta 
distribution with parameter (2,2), that is Beta(2,2). Furthermore, 
denote the beta function evaluated at a and b by B(a,b). We have the 
importance function f(x) = 6x(l - x). 
Extend the idea to the estimation problem with integration range 
(a,b) and stage one using an n-panel trapezoidal rule. The nodes are 
denoted by {v } and are equally spaced. Given x€(v ,v )’ 
i 1=1, • . . ,n+1 1 i+l 
for i=l,…，n, the importance function is, 
6 (X - V ) (V - X) 
f(x) = ^ . (2.88) 
(Vi+i - v^) (b - a) 
Define r(x) = g(x) - h(x) where h(x) is the interpolative function and 
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A 
denote the estimator by I^. Consider the MSE of our estimator based on 
(2.88) and assume that the absolute values of all the second derivatives 
are bounded by M , 
MSEC I ) = (1/m) varf 笆⑷ 一 h(x)、 
y ^ f(x) 
s (1/m) Ef ( g ⑷ - h ( x ) ) 2 
n-1 pV (X - V )2(x - V 
s (1/m) ^ ^ m2 dx. 
“ \ 4f(x) 
n-1 广V (X - V ) (X _ V ) 
= ( M V m ) 5 i+i ^ ^ ( v 1 - V )^(b-a) dx 
Jvi 24 i 
2 C：广 1 
= ( M /24m) (b - a) J (V + - V ) y( 1 - y) dy 
~ Jq 
= ( m V i 4 4 ) (b - a)6 / [(n - 1 ) V ] (2.89) 
The order of MSE does not change as expected. However, when comparing 
the coefficient of the bound of MSE with (2.56), there is a little 
improvement. One may use triangular distribution as the importance 
function instead of the distribution described above since random 
variates from triangular distribution is easier to generate. The random 
variate according to density (2.88) can be generated firstly a random 
variate x from Beta(2,2) and then take a linear transformation on x. 
The linear mapping is from (0,1) to (v^,v^ i). 
Example 2 
We can see in example 1 that the new importance function does not take 
much advantages in the estimation than triangular distribution. 
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However, in high dimensional case, using transformed beta distribution 
is better than using joint triangular distribution. In next chapter’ we 
will see that using Joint triangular distribution does not give better 
result than just using joint uniform distribution as the importance 
function. However, the importance function describe in this section 
will give better results. 
In two dimensional case, given x is in the region [L ,U ]x[L ,U ], 
1 2 2 2 
the error of the interpolation based on the vertices of this rectangle 
and their functional values is given by 
2 
lg(x) — h(x) I ^ (M/2) S (x - L )(U - X ). 
一 — i =1 i i i i 
The importance function is now proportional to 
(Xi 一 V ( U i - x^) + (Li - x^). 
Scaling by normalizing constant, given the content of the range of 
integration con(R), the importance function becomes 
3(Xi-Li)(Ui _ X i ) I 3(X2_L2)(U2 - X 2 ) 
(U - L )^con(R) (U - L )^con(R) . (2.90) 
A X ^ ^ 
Define 
6(x - L )(U - X ) 
P = 1/2 and f (x) = — f o r i=l,2. 
(U - L )^con(R) 
i i 
The problem is how to generate random variate from (2.90). We can use 
composition method in this case. We express (2.90) in the form 
f(x X ) = p f (x) + p f (x). 
1 2 1 1 — 2 2 一 
Thus, the random variates from (2.90) can be generated as follows: 
1 Generate u^ and u^ iid from UniformCO,1). 
2 Generate X from Beta(2,2). 
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3 If < 1/2 then Y = (U - L )X + L, and Y , = (U - L )u + L , 
丄 1 1 1 2 2 2 2 2 
Otherwise Y = (U _ L )X + L and Y = (U - L )u + L 
么 2 2 2 1 1 1 2 1 * 
4 Deliver (Y^.Y^) as a random vector distributed according to (2.90). 
There are good and efficient generators for beta distribution. In 
fact, the idea can be easily extended to d-dimensional case. The 
corresponding error term for interpolation is given by (2.87). Hence, 
given X € . the importance function is 
1 d 6(x - L )(U - X ) 
E i i i 
d con(R) (Ui _ Li)2 (2.91) 
The algorithm for generating the random vector from (2.91) is given as 
follows: 
1 Generate z from DU[1,...,d] where DU is the discrete uniform 
distribution. 
2 Generate u^ iid Uniform(0,1) for i=l d. 
3 Generate X from Beta(2,2). 
4 Y = (U - L )X + L and 
z z z z 
\ = (Ui - + Li for i =1 n. 
It can be seen that this method will become similar to that just using 
uniform distribution as the importance function since only one beta 
random variate is generated for each generation of a random vector. 
Therefore, it is expected that the method may be close to the original 
method as the dimension increases. In fact, from the simulation result 




In this example, we use composite Simpson 3/8 as our basic rule used in 
stage one. Given four points x x . x， a n d x , the error of 
interpolation based on these points is 
g(x) - h(x) 
=(1/24) (x - X )(x - X J ( x - X J ( x - X ) g ⑷（协）） 
1 2 3 4 
where ？(x)€[x^ ,x^ ]. We seek for an importance function which is similar 
to the above function. In stage 2, given a panel [x ,x ], a random 
1 4 
point has different probabilities to fall in any one of the three 
intervals formed by the four nodes. For simplicity, we will illustrate 
the idea in three cases as follows. 
(Case 1 - The random point x falls in the first interval) 
Assume x = 0, x = 1, x = 2, x = 3. Then, consider 
1 2 3 4 
x(l - x)(2 - x)(3 一 X) 
= 2 x ( l - X ) + 3 x ( l - x ) 2 + x ( l - x ) 3 
Transforming the above equation to a density, we multiply it by a 
normalizing constant. Thus, we get 
f^(x) 
= ( 3 0 / 1 9 ) [(l/3)b(2,2,x) + (l/4)b(2,3,x) + (l/20)b(2,4,x)] 
=(10/19)b(2,2’x) + (15/38)b(2,3,x) + (3/38)b(2,4,x) (2.92) 
where b(i,j,x) stands for the density function of BetaCi,j) 
distribution. 
(Case 2 - X falls in the second interval) 
Assume x = - 1 , x = 0, x = 1 , x = 2. Consider 
1 2 3 4 (X + l)x(x - l)(x - 2) 
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= - x)2 + X(1 - x)3 + 2x^(l-x) + 2x^(1 一 x)2. 
Similarly, we convert it into a density, we have 
f^Cx) 
= ( 3 0 / 1 1 ) [(l/12)b(2,3,x) + (l/20)b(2,4,x) + (l/6)b(3,2,x) 
+(l/15)b(3.3,x)] 
= ( 5 / 2 2 ) b ( 2 , 3 , x ) + (3/22)b(2,4,x) + (5/11)b(3,2,x) + (2/11)b(3,3,x) 
(2.93) 
(Case 3 - X falls in the third interval) 
Similarly, we let x = -2’ x。= -1, x = 0, x = 1 . Then 
1 2 3 4 
(X + 2)(x + l)x(l - X) 
= 2 x ( l - + 6x3(1 - X) + 7x2(1 - x)2 
and 
y x ) 
=(30/19)[(l/10)b(2’4,x) + (7/30)b(3,3,x) + (l/10)b(4,2,x)] 
= ( 3 / 1 9 ) b ( 2 , 4 , x ) + (7/19)b(2,2,x) + (9/19)b(4,2’x). (2.94) 
We use the same linear transformation in example 2, we get the density 
function for x in (x^.x^) and respectively. 
Based on the equation (2.92) to (2.94), we define for x€(x ,x ), 
X 2 
(X - X ) (X - x) (x - X ) (x - X ) 2 
f (X) = (10/19) + (15/38) 
B(2,2)(X2 - Xi)3 B(2,3)(X2 - Xi)4 
(X - X )(X - X)3 
+ (3/38) 
B(2,4)(x， - Xi)5 , 
^ X 
for x€(x ,x ), 
2 3 
70 
(x - X )(x - x f (X - X。）(X - X ) 3 
奈 ( X ) = (5/22)- ^ + (3/22) 5 _ I 
B(2,3)(x - x，)4 B(2,4)(x - x , 
\ 2 3 2 
(X - X ) (X - X ) (X - X )2(x - X ) 2 
+ (5/11) ？——2———+ (2/11) 2 3 
B(3,2)(x - X ) B(3,3)(x - x , 
3 2 3 2 
and for x€(x ,x ), 
3 4 
(X 一 X )(X - X)3 (X - x。）（x - X) 
f3^(x) = (3/19) ^ + (7/19) ^ 1 
B ( 2 , 4 ) ( x 力 - B ( 2 , 2 ) ( x - x 尸 
3 4 3 
(X - X ) (X - x) 
+ (9/19) 
B(4,2)(x - X 
4 3 . 
For the above three density functions, they take value 0 if x does not 
fall in the corresponding ranges given. Hence, the importance function 
over (X ,x ) is 
1 4 
f(x) = P^f^^(x) + p / ^ j ^ ) + P3f2»(x) (2.95) 
where p^ = 19/49, p = 11/49 and p = 19/49. 
1 2 
p , p and p are constants which are defined according to the 
X 4m O 
constants 19/30, 11/30 and 19/30 in (2.92), (2.93) and (2.94) 
respectively. Again, we can use composition method to generate random 
variate from density (2.95). For each density f^^(x), we can apply 
composition once again. Consider a term 
(x - X 广i(x - x)b-i 
i ^ 
B(a’b) (x^+i -
in each f ^ ^(x), random variate from the above density can be generated 
firstly by generating a random variate Y from Beta(a,b) and then taking 
a linear transformation on Y, say Z = (x^^^ - x^)Y + x^. 
In short, when we use any higher order interpolative quadrature in 
our new method, we can make use of the mixtures of transformed beta 
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distributions as our importance function. Composition method is used in 
generating random variates from the importance function. However, we 
have to decompose the error of interpolation into mixtures of function 
like k(c_x)a(x-d)b and determine the probabilities p " Simulation 
results will be found in next chapter. 
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Chapter 3 Examples 
3.1 Example One: using trapezoidal rule as basic rule 
We carry out tests of our new method which uses trapezoidal rule in 
the first stage as described in the previous chapter. We will deal with 
one-dimensional and two dimensional cases. We compare the results of 
the new method with that of the classical method. 
3.1.1 One dimensional case 
In this section, we deal with one-dimensional integral. We use the 
following integrals as our examples: 
广1 
1. xiZ2dx = 2/3 
Jq 
广1 
2. x3Z2dx = 0.4 
Jo 
广1 
3. 2/(2+sinl07rx) dx = 1.15470054 
Jq 
pi p 1 
4. l/(l+x^) dx = ~ ^ log[ (2+2^72)2/2 + TT = 0.866972987 
」0 4(2严L J 
广1 
5. l/(l+x) dx = In 2 
pi 
6. l/(l+exp(x)) dx = log[2-2/(l+e)] = 0.37988549 
These are the integrands which may be found in Davis (1984,p.100). 
1/2 
They are in order of increasing smoothness. x has a singularity at 
3/2 
x=0 in the first derivative. x has a singularity at x = 0 in the 
second derivative. The function 2/(2+sinl07rx) is analytic on [0,1] but 
has a singularity at x = -(.05 + .04181). The function l/(l+x” has 
four singularities on |z| = 1 and (1+x)"^ has one singularity on |z|=l. 
73 
l/(l+exp(x)) has a singularity at x = 7ri. Therefore, the difficulty of 
integrating these functions decreases from (1) to (6). 
We carry the comparison of the new method with the method using 
trapezoidal rule. We will perform the simulation with 250 repetitions. 
For each integrand, different number of points are used. They are 10, 
30, 50, 70 and 90. In the new method, the ratio of the number of random 
points to that of the deterministic ones, which is shown to be optimal 
in previous chapter, is 1 to 4. In the comparison, we use the MSE of 
the two estimates. For the trapezoidal rule, the MSE is the square of 
the bias, that is, (estimate - true value) . In the case of new method, 
250 A A 
the MSE estimate is Z (I - true value)^250 where I is the estimate 
1—1 i 1 
of the integral in the 产 simulation. 
Besides using uniform random numbers in the second stage, as in 
the previous chapter mentioned, we can impose the concept of importance 
sampling in the second stage. The one we described previously is the 
triangular distribution and transformed beta distribution on each panel. 
But, in practical case, we can use more complicated importance functions 
which are smoother on the interval. Here, we will use an importance 
function of trigonometric type. Given interval [ x ^ a n d [a,b] is 
the integration range, the importance function is defined as: 
f \ x - x 
f(x) = tttu^——r Sin — 7 1 for x in [x ,x ]. (3.1) 
2(b - a) X — X I 1+1 
i+l i V / 
We can generate random variate from this density by inverse 
transformation method. The integrands, total number of points and the 
number of simulations are all the same as in the previous simulation. 
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The results of the estimate using triangular distribution and the 
importance function (3.1) are listed on the same tables for each 
integrand. 
The results based on different methods are listed on the same table 
for the same integrand, ,Classical, means composite trapezoidal rule is 
used. 'New method, means new method with composite trapezoidal rule 
applied in stage one is used. ,Uniform, means uniform distribution is 
used as importance function. ,Triangular, and ,Beta, represent the 
corresponding importance sampling techniques are applied. In each 
table, the estimated MSE (entitled MSE). All the results are listed in 
Table 3.1.1.1 to Table 3.1.1.6 for the integral (1) to (6). Table 




Comparison of methods estimating x dx = 2/3 
Jq 
New Method 
Classical Uniform Triangular Beta 
n m MSE MSE MSE 
1 0 _ 8 _ 2 .5163E-4 .2831E-3 .3345E-3 .3050E-3 
30 2 4 _ 6 .1643E-5 .1135E-4 .1276E-4 .8229E-5 
50 40 10 .3466E-6 .1746E-5 .1831E-5 .2450E-5 
70 56 14 .1253E-6 .6765E-6 .1022E-5 .8022E-6 




Comparison of methods estimating x^^^dx = 0.4 
Jq 
New Method 
Classical Uniform Triangular Beta 
1 0 _ 8 _ 2 .2069E-5 .1741E-5 .9695E-6 .9036E-6 
30 2 4 _ 6 .2045E-7 .7434E-8 .5197E-8 .3675E-8 
50 40 10 .2554E-8 .5263E-9 .4654E-9 .3891E-9 
70 56 14 .6556E-9 .1115E--9 .88Q8E-10 •8537E-10 
901 721 18 I .2382E-9 .3523E-1Q| .2683E-10 .2610E-10 
Table 3.1.1.3 
pi 
Comparison of methods estimating 2/(2+sinl07rx) dx = 1.15470054 
Jq 
New Method 
Classical Uniform Triangular Beta 
_ N n _ _ m MSE MSE M ^ MSE 
1 0 _ 8 _ 2 .4448E-15 .1255EQ0 .1088E00 .1177E00 
30 2 4 _ 6 .2850E-15 .1733E-2 .1649E-2 .1549E-2 
50 40 10 .2853E-15 .1683E-3 .1266E-3 .1221E-3 
70 56 14 .2776E-15 .2952E-4 .2707E-4 .2301E-4 




Comparison of methods estimating l/Cl+x"^) dx = 0.866972987 
Jq 
New Method 
Classical Uniform Triangular Beta 
_ _ B _ _ m MSE M ^ MSE3 
1 0 _ 8 _ 2 .1061E-5 .1810E-5 .1195E-5 .1066E-5 
30 2 4 _ _ 6 .9820E-8 .5455E-8 .4662E-8 .3704E-8 
50 40 10 .1204E-8 .3446E-9 .3245E-9 .2562E-9 
70 56 14 .3062E-9 .8115E~10 .4972E~10 .4948E-10 
901 721 181 .11Q6E-9 72060E-10| .1396E-lo| .1273E-10 
Table 3.1.1.5 
广1 
Comparison of methods estimating l/(l+x) dx = In 2 
Jq 
New Method 
Classical Uniform Triangular Beta 
_ N n m MSE h ^ ^ MSE 
10 _ _ 2 . 5935E-6 .5605E-6 .3129E-6 .2945E-6 
30 2 4 _ 6 .5521E-8 .1410E-8 .9065E-9 .7428E-9 
50 40 10 .6775E-9 .1146E-9 .8459E-10 .5931E-10 
70 56 14 .1723E-9 .1869E-10 .1183E-10 .1211E-11 




Comparison of methods estimating l/(l+exp(x)) dx = 0.37988549 
Jq 
New Method 
Classical Uniform Triangular Beta 
N n m MSE ^ MSE 
1 0 _ 8 _ 2 .3019E-8 •1825E-8 .1202E-8 .1068E-8 
30 2 4 _ 6 .2797E-10 .6174E-11 .3364E-11 .2791E-11 
50 40 10 .3427E-11 .3522E-12 .2846E-12 .2146E-12 
70 56 14 .8701E-12 .7536E-13 .4309E-13 .4359E-13 
901 721 isl .3136E-I2I .2634E-13| .1162E~13 .98Q8E-14 
Table 3.1.1.7 The simulation results of the estimation of integral 1 to 
6 by using importance function (3.1) 
N 1 2 3 4 5 6 
10 .2160E-3 .8237E-6 .1075E0Q .1198E-5 .2855E-6 .1056E-8 
30 .3488E-4 .5224E-8 .1607E-2 .4306E-8 .8911E-9 .2845E-11 
50 .1332E-5 .4006E-9 .1216E-3 .3025E-9 .7448E-10 .2507E-12 
70 .9420E-6 .7781E-10 .253QE-4 .4564E-10 .9622E-11 .37EEE-13 
901 .3797E-6 .2625E-lo| .6503E-5 .1412E-lo| .2944E-ll| .9928E-14 
N o t e : T h e n u m b e r in e a c h c e l l is t h e M S E of t h e e s t i m a t e . N is the 
n u m b e r of e v a l u a t i o n s a n d t h e r a t i o of d e t e r m i n i s t i c p o i n t s 
to r a n d o m p o i n t s is 4 : 1 . 
From Table 3.1.1.1, we can see that our new method is not as 
satisfactory as what we expected. It is because that the second 
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derivative of function has a singularity at x=0. In the MSE 
analysis of the new method, we assume that the second derivative of the 
function exists and bounded. In table 3.1.1.2, the methods do not 
perform well for small N. However, they are better for moderate and 
large N. The reason is also that the second derivatives of the function 
3/2 
X is not bounded at x=0. In Table 3.1.3, we inspect something 
surprising. With only using ten points, the trapezoidal rule alone 
gives an MSE of order lO"^^. It can be shown that if the integrand is 
of periodic type, the convergence rate of the trapezoidal is very fast. 
Hence, in the second stage of the new method, the interpolation function 
h(.) may not really reflect the interpolative function used in the 
trapezoidal rule in the first stage. Hence, the introduction of the 
stage two may even make the estimate worse. For the other 3 integrand, 
we can see that when the number of points applied is 10, the two 
estimates have similar accuracy. However, when the number of points 
increases, beyond 10, the new estimate is superior to the trapezoidal 
estimate. That is, the superiority of our new method becomes more 
significant if the number of points used increases. 
Comparing the MSE of the methods applying importance sampling 
technique with the one using uniform random number, we can see that the 
MSE is improved in magnitude but not in the order. For the case using 
triangular distribution, the estimated MSEs are smaller than those where 
uniform distribution is used. Moreover, the one using transformed beta 
distribution is also better than triangular distribution. However, the 
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improvement is not so significant. 
From table 3.1.1.7, we can see the method using importance function 
(3.1) is a little bit better than the ones using the triangular 
distribution but is inferior to the ones using transformed beta 
distribution. This is due to the fact that the (3.1) is smoother than 
the triangular density function while beta distribution takes advantages 
of using the information of the form of the error term of the 
interpolation. 
However, in generating random numbers from distribution according 
to (3.1), we need an arcsin function evaluation. The effort in the 
later is larger than that in the former. Of course, one can use density 
even smoother than (3.1) but the trade off is the computational time. 
The result will not be improved significantly when compared to the one 
using the simple triangular distribution. On the other hand, in 
generating random variates from transformed beta distribution, the time 
used is also more than that in the triangular distribution. Hence, 
there is trade off between the computational time and the relative 
accuracy of the methods. 
3.1.2 Two-dimensional case 
In this section, we will estimate the following integrals: 
p2 p2 
1. X y exp(xy)dy dx = -2 + (exp(4)-l)/2 
Jq JQ 
r2 A 2 2 
2. xy(x - y ) dy dx = 1.5 
Jq J o 
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pTT TT 
3. cosCx + y) dy dx = -4 
J 0 J 0 
pi -1 
2 2 
Ix + y - 0.251 dy dx = 5/3 + 71/16 
pi pi 
5. Ix - y|iz2 dx dy = 8/15 
Jq JQ 
The first two integrands are of smooth type even on the higher 
derivatives. The integrand (3) is of continuous type but periodic. For 
(4), there is singularity along the circle of radius 1/2. For (5), 
singularity appears along x = y. 
The number of points used are the square of 10, 20, 30, 40 and 50. 
The ratio of the number of random points to that of the deterministic 
points is nearly 2:1. Note that in the new method, the axes of x and y 
ranges will be cut into n-1 equal intervals. That is, there are totally 
(n-1) cells with equal sizes produced in stage one. In the simulation, 
square of nl is the number of deterministic points and m is the number 
of random points allocated. In the same table of each integral, we will 
list the MSE of the estimate by product trapezoidal rule, new method 
with uniform random variates and new method with importance sampling 
technique applied. The importance function mentioned in the last method 
is the density function of triangular distribution and the transformed 
beta distribution described in section 2.3.2.2. We will list the 
estimated MSE under each method in every table corresponding to 
different integrands. In each tables, 'Classical* means only classical 
product trapezoidal rule is applied. ’New’ means new method is applied. 
Three importance functions are used. They are uniform distribution, 
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triangular distribution and transformed beta distribution which are 
named as 'uniform,, ,triang., and 'beta' respectively. 
Table 3.1.2.1 
Comparison of methods： x y exp(xy)dy dx = -2 + (exp⑷-1)/2 
^ Jq JQ 
Classical New Method 
Method uniform triang Beta 
nl m MSE MSE MSE 
1 0 _ g 36 .5167E 00 .2314E 00 .2777E 00 .7054E 00 
20 16 144 .2552E-01 .2252E-Q2 .1582E-01 .1235E-01 
30 24 324 .4687E-02 .2144E-03 .3556E-03 .2992E-Q3 
40 32 576 .1432E-02 .3302E-Q4 .6235E-04 .5660E-04 
50 I 40 900 .5742E-03 .9648E-05 .1628E-04 .1482E-04 
Table 3.1.2.2 
p2 1 
Comparison of methods: xy(x^ - y^) dy dx = 1.5 
Jq JQ 
Classical New Method 
Method uniform triang Beta 
n nl m MSE ^ MSE 
1 0 _ 8 36 •3429E-03 .4006E-04 .2440E-03 .3501E-04 
20 16 144 .1726E-04 .3584E-06 .4262E-05 .3896E-06 
30 24 324 .3181E-05 .4308E-07 .1494E-Q6 .3657E-07 
40 32 576 •9726E-06 .5398E-08 .3559E-07 .6449E-Q8 




Comparison of methods: cos(x + y) dy dx = -4 
Jq JQ 
Classical New Method 
Method uniform triang Beta 
n nl m MSE ^ E ^ MSE 
1 0 _ 8 36 .6558E-02 .1182E-02 .3017E_02 .1105E-02 
20 16 144 .3318E-03 .1396E-04 .3411E~04 .1141E-Q4 
30 24 324 .6117E~04 .1018E-05 .2948E-05 .9113E-Q6 
40 32 576 •1871E-04 .2042E-06 •4047E-06 .1376E-06 
501 40 900 .7508E-05 .4734E-07 .1655E-06 •4487E-07 
Table 3.1.2.4 
fi 2 2 
Comparison of methods; |x + y - 0.25| dy dx = 5/3 + n/16 
J-i J-i 
Classical New Method 
Method uniform triang Beta 
n nl m MSE ^ MSE 
1 0 _ 8 36 .4825E-02 .3629E-03 .2696E-02 .2873E-03 
20 16 144 .1978E-03 .7344E-05 .1936E-04 .5855E-05 
30 24 324 .4399E-04 .7243E-06 .2085E-05 .7895E-Q6 
40 32 576 .1207E-04 .2430E-06 .5350E-06 .2004E-06 




Comparison of methods: |x - y|iZ2 ^x dy = 8/15 
Jq JQ 
Classical New Method 
Method uniform triang Beta 
n nl m MSE ^ MSE 
1 0 _ 8 36 .1226E-03 .2441E-Q4 .2150E-02 .2130E-04 
20 16 144 .1652E-04 •1805E-05 .4308E-05 .1956E-Q5 
30 24 324 .5084E~05 .3360E-06 .1691E-05 .3470E-06 
40 32 576 .2198E-Q5 •9556E-07 .6324E-Q6 .1396E-06 
501 40 I 9001 .1146E-Q5| .4689E-07 .2048E-06 .3591E-07 
The improvement in using the new method is significant. Every 
estimate has an improvement in order of nearly lO" . However, in 
applying importance sampling, especially triangular distribution, the 
results become worse. This may be due to the fact that the joint 
triangular distribution concentrates too much on the center of each 
cell. In using the transformed beta distribution, the results is 
comparative to the one by using uniform distribution. This is expected 
since in section 2.3.2.2, we have shown that if (x,y) is a random point 
generated according to the transformed beta distribution, the marginal 
distribution of one of them is from uniform distribution. Actually, in 
d-dimensional case, the marginal distributions of d-1 elements of the 
random vector are all uniform. Therefore, the result will be similar 
in using these two density functions as the importance functions. 
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However, in transformed beta distribution method, we make use of the 
information of the error term of the interpolation. There is actually 
improvement in the estimation. Nevertheless, the effect becomes less 
significant as the dimension increases. Hence, in very large 
dimensional case, uniform density as the importance function is good 
enough. 
3.2 Example two: Using Simpson's 3/8 rule as basic rule 
In this example, Simpson，s 3/8 rule is used as the deterministic 
rule in our new method. We will compare the classical method, new 
method and new method with importance sampling applied. The importance 
function applied here is the transformed beta distribution as described 
in example 3 in section 2.3.2.2. The estimated MSE of the estimate are 
printed. 
In the table, N is the total number of panels used. n is the 
number of panels used in stage 1. m is the number of random points 
used. Hence, in each estimation total number of points used is 3N + 1. 
The number of repetition of the simulation is 250. For illustration 
purpose, we test only one function. 
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N n m Classical Uniform Beta 
2 0 _ 1 9 3 .7484E-22 .1456E-21 .1039E-21 
50 47 _ 9 .4902E-25 .3444E-25 .2327E-25 
80 76 12 .1412E-26 .6890E-27 .5568E-27 
100 I 951 15 I .1915E-27| .8023E-28 .7176E-28 
* Classi c a l ' : S i m p s o n ' s 3/8 r u l e . 
* U n i f o r m ' : New m e t h o d with u n i f o r m r a n d o m points. 
' B e t a ' : New m e t h o d w i t h t r a n s f o r m e d b e t a distribution as 
i m p o r t a n c e f u n c t i o n . 
There are two insights from the results. First, we can see that 
our method becomes better if the number of points increases. However, we 
cannot further verify this due to the limitation of the accuracy of the 
number representation in computer and the roundoff error in the 
calculation. Secondly, the one using transformed beta distribution as 
the importance function gives better results. Having the same problem 
as that in the trapezoidal rule, once there is singularity of fourth 
derivatives, the estimation in the second stage becomes poor. 
3.3 Example three: Using Guass rule as basic rule 
We use second order Guass rule as an illustration of the idea when 
Guass rule is used in the first stage of the estimation. We compare the 
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results using the classical Guass rule and the methods described in 
section 2.2 (approach 1 and 2). Again MSE of the estimates are given. 
The number of repetitions in the simulation is 200. N is the total 
number of panels used in classical method. The percentage of random 
points used is 10% approximately. 
pi 
Table 3.3.1 Comparison of the method estimating dx 
Jq 
by using Guass order 2 rule. 
N Classical Appr. 1 Appr. 2 
14 .2663E-14 .2453E-11 .1938E-12 
54 .2439E-15 .2417E-15 .2355E-15 
94 .2394E-15 .2394E-15 .2387E-15 
134 .2390E-15 .2389E-15 .2388E-15 
174 .2389E-15 .2389E-15 .2388E~15 
2141 .2389E-15 .2388E-15 .2388E-15 
'Classical，： G u a s s r u l e is used. 
' A p p r . 1* : New m e t h o d w i t h a p p r o a c h one applied. 
* A p p r . 2* : New m e t h o d w i t h a p p r o a c h two applied. 
From the above table, we can see that approach 2 is better than 
approach 1. In approach 2, we generate a group of three random points 
for the panel selected while in approach 1, one point is generated for 
the panel selected per time. Our new method is better for large N. The 
case is similar to that of the Simpson's 3/8 rule. The rate of 
convergence of the methods become much slower when N increases. 
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Chapter 4 Conclusion and discussions 
We have introduced a method which composes of two stages in 
estimation of an integral. In the first stage, an interpolative type 
quadrature rule is used to get an initial estimate of the integral. In 
the second stage, the Monte Carlo integration is used to adjust the 
estimate obtained in the stage one. We can also introduce the 
importance sampling technique in the second stage to reduce the variance 
of the estimate. 
In pure classical method, there is dimensional effect. As the 
dimension increases, the rate of convergence of the estimate decreases. 
In pure Monte Carlo method, the dimensional effect does not exist but 
the MSE of the estimate is bounded by the rule of 1/n. The new method 
has the advantage of that of classical and Monte Carlo methods. The 
order of MSE of the new method is proved to be better than that of both 
approaches. In high dimensional case, the method is expected to be 
A 
similar to the pure Monte Carlo method, for example, like the I by 
8 
Haber(1967) since the dimensional effect in the classical methods is 
significant. However, for the new method, not all the points are random 
points. A large portion of the points are deterministic ones while 
others are deterministic points in stage one. In pure Monte Carlo 
A 
method, like I , with the same number of points, we may get the same 8 
order of MSE. However, it should be noted that the new method needs 
less time in the generation of the random points. Therefore, our method 
is expected to be better than the classical and pure Monte Carlo method 
when the dimension is high. 
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However, there are still problems remained to be solved in the 
future. For example, as mentioned in the chapter 3, our new method does 
not seem good if Guass rule is used in the stage one. Guass rule 
satisfies our requirement that it is of interpolative type but in stage 
two we cannot find the exact interpolative polynomial which is 
corresponding to the quadrature rule used in stage one. Similar problem 
appears in the even order member of the family of the Newton Cotes 
quadrature formulae. Our solutions mentioned in the previous chapter 
are by using the nodes in the adjacent panels or by adding random points 
in that panel. An interpolative polynomial with the same degree 
corresponding to the quadrature rule is fitted by using the extra nodes. 
However, from the simulation results, these methods are not so 
satisfactory. Therefore, we need seeking for some other means when we 
apply Guass rule, even order Newton Cotes rules or other similar rules 
as the basic rule in stage one. 
On the other hand, in the context, we only deal with the basic 
theory of the new method. Indeed, adaptive algorithm should be 
introduced for practical usage. In the examples of chapter 3, when the 
integrand is not so smooth like the new method does not give good 
result when total number of points is small. Adaptive algorithm can 
help in this situation. More points will be allocated to the region 
where the function is less smooth. Global strategy can be applied in 
the adaptive algorithm to control the overall MSE of the estimate. The 
region of integration is continuously divided until some of the stopping 
criteria are met, for instance, a preassigned tolerance of the accuracy 
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is met, roundoff tolerance is exceeded or total number of function 
evaluations permitted is attained, etc. The most important thing in 
constructing the adaptive algorithm is to find a good estimate of the 
error. The quality of the error estimate will greatly affect the 
quality of the final estimate and the efficiency of the method. 
However, the information used in the error estimate should be reused in 
the estimation of the integral. In the evaluation of the adaptive 
algorithm, the efficiency of the method is an important factor. 
Usually, the indication of the efficiency is the number of functional 
evaluations used to obtain a definite accuracy. A lot of materials 
about adaptive algorithms may be found in Davis (1984). 
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