A Recursive Online Weight Average filter (ROWA) is proposed to remove and replace noisy data obtained from eye tracker. Since the filter can be implemented online, it can detect and replace noisy data using solely past records. Simulations results indicate that the filter achieved the same performance compared to other standard offline filters while being simpler.
Introduction 1
Eye tracking technologies customized into virtual reality settings has been used in a wide variety of applications as a window to cognitive process. For example, eye tracking has been used in health [Satava, 1995] , driving [Land & Lee, 1994] , arithmetic [Suppers, 1990] , fire-fighter training [Gamberini et al., 2003 ] and clinical psychology Renaud et al., 2005] ; see Duchowski [2002] for a survey. However, this particular type of tracking is prone to noise. Noise degrades the signal and it is usually desirable to remove it before any analysis can be performed. Noise is due mainly to signal loss and eye blink. Usually, noise is simply discarded from the data, resulting in some cases in up to 10 to 30% data loss [Law, 2003] . Moreover, noise removal is done offline, after data collection. To our knowledge, no method was developed to remove and restore signal losses in real time (online) eye tracking performed in virtual immersion. In this paper, we propose an online filter that can remove noise from corrupted signals and replace it with the best approximation while leaving the remaining signals untouched.
The paper is divided as follows: Section 2 introduces the eye tracker noise encounter in a virtual reality setup. Section 3 presents the methodology and the section 4 presents results and comparisons between several filters. Finally, Section 5 discusses the results and provides the conclusions of this work. *e-mail sylvain.chartier@uottawa.ca † e-mail : renaud.patrice@uqo.ca
Eye Tracker Noise
In our study, eye tracking is done with an ASL Pupil/Corneal Reflection Tracking System combined with a V8 Virtual Research head mounted display. This eye tracker system relies on the corneal reflection of an infra-red source that is measured relative to the pupil centre location. These particular corneal reflections can be located with video-based eye trackers collecting infra-red reflections. A single eye tracker returns 2 DOF (i.e. variations in x and y planes, at 60 Hz with a margin of error ± 0.5 degrees). Data files generated with ASL software contain information on time and position relative to eye movements. From that information, angular deviations between a given target and the point of regard can be computed, which is called: Gaze Radial Angular Deviations (GRAD) ].
As stated previously, when collecting data, there is usually some noise present due to eye blink and failure in capturing corneal reflections (i.e.: signal loss). Figure 1 illustrates an example of GRAD data obtained from the eye tracker. From the figure it can be seen that this noise is similar to impulse noise encountered by image analysis. Impulse noise is defined as consisting of random occurrences of energy spikes having random amplitude and spectral content (ATIS Committee T1A1). The major differences between noise found in eye tracker data and impulse image data is the number and the duration of the signal loss. Contrary to image data, noise in eye tracker data is less frequent but when it is present, it lasts longer. With eye tracker data, the signal loss duration can be quite significant, such as a duration varying between 1/60th of a second to more than one second. Impulse noise can be considered a special case of eye tracker noise. Standard linear filters cannot be used to filter data for the simple reason that they fail to distinguish between corrupted and uncorrupted data. Consequently, signal restoration is usually accomplished by nonlinear filter [Garnett et al., 2005] . These filters are used extensively since they remove high amplitude signal values in relation to their adjacent values. There are two way to solve the problem: offline filters or online filters. The difference between the two is that for an online implementation the algorithm has access only to data already recorded. This contrast with offline filter where they can use recorded data before and after the corrupted data. This is illustrated in figure 2.
Therefore offline filters have an advantage over online filters; they can have a more accurate estimate of the noise and therefore they can replace the noisy data with a better approximation. A classic example of such offline filter is the median. Let x define the times series vector, t a particular location in time series and define v(t) as the window center around a particular data x i of length 2L+1. v(t) is thus express as
Given order statistics y 1 < y 2 < … < y L , where y 1 = min(v(t)) and y L = max(v(t)), the median is defined by
Median filters proved to be robust to remove noise, but the signal loss must be lower than half the filter convolution window [Chandra et al., 1999] . Since in the original image the maximum length of noise was 50 data (50/60 = 0.83 sec.), the window size was given a length of 101. With this length the median filter was able to remove and replace corrupted data. Still, for real time implementation, before a noisy data can be replaced there is a delay of about 0.83 second. Moreover, median filters are applied to whole signal time series, leading to the replacement of good uncorrupted samples by the median value. Ideally, only the corrupted samples should be replaced leaving uncorrupted ones intact. Although median filters give better performance than linear filters, their performance are far from optimal. To overcome these limits, several image processing decision-based filters were proposed [e.g. Abreu et al., 1996; Chandra et al., 1999; Chen et al. 1999; Chen & Wu, 2001; Garnett et al. 2005; Ko & Lee, 1991; Ma et al., 2003; ; Sun & Neuvo, 1994; Xiao et al., 2003; ].
The major difference between image data and eye tracker data is the role of time course. In real time applications, a system cannot grasp subsequent data without introducing a transmission delay. Consequently, the developed filter can only establish its decision on past time data. On the other hand, eye tracker data does not have edges which relax the constraint on the filter. Thus, some image filtering algorithms will perform poorer with eye tracking data even though they do well with image data. Considering specifications of eye tracker data, we used a Recursive Online Weight Average filter (ROWA) illustrated at figure 4.
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Noise detector Figure 4 : illustration of the filter procedure to remove noise from GRAD.
Removing Noise from Gaze Radial Angular Deviations
Define w(t) as the length window L+1 (L≥2) where the last data is x i . w(t) is thus expressed as
This contrasts with previous filters (e.g. Equation 1 ) where the studied data, x i , is situated at the centre of the convolution window. In this filter, the studied data lie at the end of it, thus there is no time delay before a decision can be made about whether or not the data is noisy. The detection processes are illustrated in Figure 4 . A noise will be detected if:
where T represents a standard threshold (0 < T < 180°). Equation 4 can be viewed as a speed limit by which a noise will be detected or not. Because the ASL eye tracker sampling is 60 Hz (standard on the market), the threshold is set to detect speeds that are higher than an eye's saccade, which is about 1000 degrees/second [Fischer & Boch, 1983; Stern, Dunham, 1990] . Thus, the threshold will be set more in the range of 600 to 1200 degrees/second. This speed is translated into a threshold set to 10° < T < 20°. If noise is detected then x i will be replaced by the new following value:
x i is thus replaced by the average over its L previous neighbors. It is noted that the proposed filter is not tied to any particular eye tracker brand or sampling frequency. If for example a higher frequency sampling eye tracker is used, then only the filter threshold will have to be modified according to sampling frequency.
The algorithm is implemented in a recursive manner where the noisy data in the current iteration is modified and it is used to help the detection of following noisy data. Because of this recursive implementation, the m th replacement will not be the arithmetic mean but rather a weighted mean. To show this, Equation 3 must be redefined where the last data (the possible noise data) is not part of the window. The new window is thus z = [z 1 , z 2 , …, z L ]. Then, as seen z L+1 will be replaced by:
If the next data is also replaced the output after the m th replacement will converge to the following fixed value:
This last equation has the desired property of giving more weight to data closer to the one to be replaced. For example, a window of size 3 will have the following weights: z = [z 1 , 2z 2 , 3z 3 ]. Consequently, z 3 has twice the influence compared with the combined influences of the other two data (z 1 +z 2 ). If the total influence equals 1, then z 1 , z 2 and z 3 have weighted influences of 1/6, 1/3 and 1/2 respectively. As the window size (L) increases, z 3 influence will decrease following 2/(L+1), in other words, as the window size increases, the new value will be close to the arithmetic mean. As the simulations in the next section show, to allow the best possible chance to correctly filter the data, the window size must be as small as possible; namely, the optimal window size is L = 2. Any value greater will result in a decrease in mean performance.
Methodology
The filter was compared with existing image and audio filters to process one-dimensional data. To do this, a noise free time series portion obtained from the eye tracker was selected and artificial noise was added. Since noise free signals are known, this condition was set to evaluate objectively the performance of the different filters. To accomplish this goal, five artificial noises were added to the time series. Each noise had its duration randomly varied from 1 to 50 time steps giving a signal loss between 1/60 th of second to 5/6 th of a second. Therefore, offline filters will need to set their window size to 101. Also, each noise had its amplitude varied from 10 to 80 degrees giving a speed of 600 to 4800°/sec. An example is illustrated at Figure 5 . To evaluate performance, peak signal-to-noise ratio (PSNR) [e.g. Garnett et al. 2005; ] was used. If x is the original time series of length n and x', the restored time series of length n, then, the PSNR of x' is given by: 
Where, 180 is the maximum possible angle deviation given by the GRAD. ROWA filter was compared with standard noise filters. The comparison was made between the median, ROAD [Garnett et al., 2005] , t-stats [Xiao et al., 2003 ], PA ], MSM [Chen & Wu, 2001] , SDROM [Chandra et al., 1999] , PCNN [Ma et al., 2003; Chartier & Renaud, 2006] and Tri-state [Chen et al., 1999] . To have an accurate estimate of the performance of each filter, Monte Carlo were performed, 100 noisy time series were generated per filter algorithm. Finally, the filters were tested on real data recorded from eye tracker to give a visual idea of the performance. The parameters for each given filter were set to give the best results. It is noted, that bad performance from the ROAD algorithm can be explained by the fact that ROAD seeks to preserve edges. Consequently, many noisy data were classified as if they were image edges and therefore were not removed. In addition, the filter ranking presented at Table 1 still holds when they are compared using real noisy data from human participants.
Results

Filter
Discussion and Conclusion
Results have shown that the proposed algorithms can be used to effectively remove noise from eye tracker data without using subsequent information. This property enables ROWA to be implemented in real time. The algorithm does not need a large window size to accomplish the task. A window of size 2 gives the best results, allowing less CPU resources to accomplish the task. ROWA gives the same performance as PCNN, MSM and SD-ROM. From those filter, only PCNN can also be used for online filtering, however this algorithm is more complex and more computations time is required which may cause a delay in response. MSM and SD-ROM are offline methods and as such, the maximum signal loss duration must be known. However, for online filtering, it is not possible to know such information in advance. Therefore, for its simplicity and is real time capability implementation ROWA presents a good choice. ROWA is not perfect; if the data are too noisy then this filter will output the same value after some times (Equation 7); in other words the time series will output time invariant straight line. However, this property could be used as guide to make certain that the eye tracker is adjusted adequately. Therefore, if ROWA output a straight line, then this could be an indication that calibration is needed. In addition further studies should break down the analysis to different eye movement behavior (e.g. saccades, pursuits, fixations) and see if the Finally, ROWA is not restrained to GRAD data. It could also be possibly applied to data of similar nature like pupil dilation measures [Nakayama & Shimizu, 2002] .
