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Abstract
Patch-based denoising algorithms like BM3D have
achieved outstanding performance. An important idea for
the success of these methods is to exploit the recurrence of
similar patches in an input image to estimate the underlying
image structures. However, in these algorithms, the similar
patches used for denoising are obtained via Nearest Neigh-
bour Search (NNS) and are sometimes not optimal. First,
due to the existence of noise, NNS can select similar patches
with similar noise patterns to the reference patch. Second,
the unreliable noisy pixels in digital images can bring a
bias to the patch searching process and result in a loss of
color fidelity in the final denoising result. We observe that
given a set of good similar patches, their distribution is not
necessarily centered at the noisy reference patch and can
be approximated by a Gaussian component. Based on this
observation, we present a patch searching method that clus-
ters similar patch candidates into patch groups using Gaus-
sian Mixture Model-based clustering, and selects the patch
group that contains the reference patch as the final patches
for denoising. We also use an unreliable pixel estimation al-
gorithm to pre-process the input noisy images to further im-
prove the patch searching. Our experiments show that our
approach can better capture the underlying patch structures
and can consistently enable the state-of-the-art patch-based
denoising algorithms, such as BM3D, LPCA and PLOW, to
better denoise images by providing them with patches found
by our approach while without modifying these algorithms.
1. Introduction
Image capturing has become a daily practice these days
and millions of images are taken every day. These im-
ages, however, sometimes suffer from noise due to sen-
sor errors. To solve this problem, image denoising has
been extensively studied. Numerous image denoising meth-
ods [13, 14, 17, 20, 29, 33, 35, 36, 37, 38, 45] have been de-
veloped. Recently, patch-based approaches [5, 8, 10, 13, 16,
18, 27, 39, 41] have shown great success. Their key idea is
to exploit the recurrence of similar patches in a noisy input
image to estimate the underlying patch structure. The qual-
Figure 1: Nearest Neighbour Search (NNS) is not optimal for
patch searching. Given a reference patch and a set of simi-
lar patches obtained by NNS (left), the estimated patch is close
to the noisy reference patch rather than the clean ground truth
patch(right). In this figure, patches are represented as 2D feature
points for the convenience of visualization.
ity of the selected similar patches is therefore an important
factor that can influence the final denoising result.
Nearest Neighbour Search (NNS), which selects each
patch’s nearest neighbours as potential similar patches, is
widely used for patch searching due to its simplicity. How-
ever, due to the existence of noise, this method can intro-
duce bias to the search results of similar patches. As shown
in Figure 1 (a), the reference patch is corrupted by noise
(marked in red). NNS thus prefers similar patches that con-
tain the same noise pattern as the reference one. Conse-
quently, the estimated patch is close to the noisy reference
rather than the ground truth clean patch (marked in green).
This bias can finally retain the noise pattern in the denoised
image, as shown in Figure 1 (b).
In this paper, we present a patch searching method to find
a set of good similar patches for patch-based denoising al-
gorithms, such as BM3D [14], LPCA [41] and PLOW [10].
We consider that a set of good similar patches should be
as similar to the noise-free version of the reference patch as
possible rather than the noisy reference patch. Our assump-
tion is that the distribution of these good similar patches can
be approximated as a Gaussian function although this dis-
tribution is not necessarily centered around the noisy refer-
ence patch. This is a popular assumption in image denois-
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Ground truth Noisy image BM3D, PSNR=18.97 BM3Dbst, PSNR=22.18
(a) Visual comparison on image Monarchc between BM3D and BM3Dbst.
Ground truth Noisy image PLOW, PSNR=17.20 PLOWbst, PSNR=17.97
(b) Visual comparison on image Vegetablesc between PLOW and PLOWbst.
Ground truth Noisy image LPCA, PSNR=20.21 LPCAbst, PSNR=24.22
(c) Visual comparison on image Pencilsc between LPCA and LPCAbst.
Figure 2: Visual comparison on denoised images by the original algorithms and our boosted algorithms.
ing. Based on this assumption, we develop the following
patch searching method. We first use Nearest Neighbour
Search to obtain a set of candidate similar patches for each
reference patch. We then model the distribution of these
candidate patches as a mixture of Gaussian components and
cluster them into several sub-groups. We finally take the
sub-group that contains the reference patch as the set of sim-
ilar patches for denoising. To further improve the quality of
similar patches, we pre-process the input noisy images us-
ing an unreliable pixel estimation to eliminate the influence
of unreliable pixels.
This paper contributes to the problem of image denois-
ing with a way to find better similar patches for image de-
noising. This paper shows that the performance of exist-
ing patch-based denoising algorithms can be consistently
improved by inputting them with a better set of similar
patches. Our method has an advantage that no modification
needs to be made to these existing denoising algorithms.
As shown in Figure 2, our method can enable the state-of-
the-art denoising methods like BM3D, LPCA and PLOW to
better denoise noisy images. We expect that our method can
also be married to other patch-based denoising methods.
2. Related Work
Image denoising aims to recover the underlying clean
image I from the corrupted noisy observation In, which can
be modeled as In = I +N , where N is the additive noise.
The additive noise is often assumed to have a Gaussian dis-
tribution with zero mean or a Poisson distribution [2, 7] and
thus is usually denoted as White Gaussian noise or Pois-
son noise. A variety of denoising methods [22, 23, 35]
have been developed based on different assumptions, mod-
els, priors or constraints.
As image denoising is an ill-posed problem, many meth-
ods exploit priors to denoise images [6, 9]. The EPLL algo-
rithm [45] learns Gaussian Mixture Models from external
clean patches and iteratively restores the underlying clean
image via Expected Patch Log Likelihood (EPLL) maxi-
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mization. Yue et al. [40] retrieved similar web images to
help with image restoration by combining 3D block de-
noising in both the spatial and frequency domains. Zon-
tak et al. [43] analysed the internal statistics of natural im-
ages and exploited internal patch recurrence across scales
to restore the underlying image content from the noisy in-
put [44]. Mosseri et al. [30] proposed a combining method
to locally select external or internal priors for image denois-
ing. The success of KSVD [1, 17] brought a new trend of
image denoising by training dictionaries for patch restora-
tion via sparse representation, including a number of varia-
tions and extensions [8, 26].
Based on the assumption that the underlying simi-
lar patches lie in a low-dimensional subspace, low-rank
constraint-based methods [15, 25, 31] have shown promis-
ing performance on image denoising in recent years. Gu et
al. [18] considered the patch denoising as a low-rank ma-
trix factorization problem for similar patches and proposed
a Weighted Nuclear Norm Minimization (WNNM) process
to assign different weights for different singular values.
Similar patch-based methods [5, 8, 10, 13, 16, 18, 27,
39, 41] are among the most popular denoising techniques
and have shown great success on image denoising. All
these methods exploit the image non-local self-similarity
prior—natural image patterns repetitively occur across the
whole image. The recent benchmark BM3D algorithm [14]
applies collaborative filtering in the transform domain on
3D similar patch blocks to estimate the latent image struc-
tures. LPCA [41] performs PCA on similar patch groups
and PLOW [10] restores the latent clean image structures
using similar patches via an adaptive Wiener filter. How-
ever, as demonstrated in Section 1, Nearest Neighbour
Search is not optimal for similar patch searching, espe-
cially in images with heavy noise. Our approach aims to
solve this problem via a clustering-based patch searching
approach. Our method modifies both the similar patch lo-
cations as well as the input similar patch values for similar
patch-based denoising algorithms.
While most patch-based denoising techniques use Near-
est Neighbour Search, clustering has already been proved
effective for similar patch searching. Chatterjee et al. [10]
used LARK [34] features to cluster the noisy image into re-
gions with similar patch patterns. However, in images with
heavy noise, LARK feature fails to capture properties of
the underlying patches and thus can not provide accurate
clustering results. Chen et al. [11] collected external clean
patches to train a fixed set of Gaussian Mixture Models and
cluster all noisy patches into clusters defined by the models.
However, this method independently assigns each patch to
a cluster with the maximum likelihood while our method
exploits the overall similar patch distributions for cluster-
ing. Our method also differs from this method in that 1) our
method does not require external clean patches for train-
ing, 2) rather than using fixed Gaussian Mixture Models for
all input noisy images, our method tries to estimate dedi-
cated Gaussian Mixture Models for each individual similar
patch group and thus works better across images with dif-
ferent contents and properties, and 3) our method adaptively
estimates the number of clusters via an optimization pro-
cess while the previous methods used fixed cluster numbers.
Thus, our method better exploits individual patch coherence
and can recover patch structure details more adequately.
Lotan and Irani provided needle-match [24], an effective
patch descriptor for patch searching for applications like de-
noising. While we share the same goal, our work is actually
orthogonal to theirs. They find nearest neighbors as good
patches according to their descriptor instead of pixel values
while our method finds good patches by selecting a subset
from the set of patches, which are currently found using
nearest neighbor search based on pixel colors. We expect
that combining our searching algorithm together with their
powerful descriptor will further help denoising.
3. Good Similar Patch Searching
Most existing patch-based image denoising methods
share a common two-step pipeline: first find a set of simi-
lar patches for each reference patch and then perform patch
group denoising to obtain the denoising result for the refer-
ence patch. Our similar patch searching algorithm can be
married with a patch-based denoising method by replacing
its original similar patch searching algorithm with ours or
embedded into the denoising method in-between these two
steps, as illustrated in Figure 3. The overall goal of our al-
gorithm is to provide a set of good similar patches to enable
better image denoising.
We consider good similar patches for a reference patch
should be close to its noise-free version. The widely used
Nearest Neighbour Search (NNS) finds a set of similar
patches that are closest to the reference. As shown in Fig-
ure 4 (a), many of these patches are faraway from the noise-
free reference patch (indicated in green). If such a set of
patches are used for denoising, the denoised result (indi-
cated in blue) can deviate from the noise-free patch signifi-
cantly, as illustrated in Figure 4 (b). Our assumption is that
the distribution of these good similar patches can be mod-
eled as a Gaussian function approximately around the noise-
free reference patch, as illustrated in Figure 4 (d). This is
a popular assumption in image denoising. Based on this
assumption, we can formulate the problem of good simi-
lar patch searching as a Gaussian Mixture Model (GMM)-
based clustering and group candidate patches into several
clusters. The patches in the cluster containing the reference
patch are selected as good similar patches for denoising.
Our algorithm starts by using NNS to find a set of can-
didate similar patches for each reference patch. While NNS
cannot find an optimal set of similar patches, it can filter
3
Figure 3: Algorithm overview. We embed our similar patch searching approach by first inserting an unreliable pixel estimation (section 3.2)
given the original similar patches obtained by NNS. The modified patches (with only values possibly changed) are used as clustering
candidates. Patches obtained by the clustering optimization (section 3.1) are then fed to the original denoising procedures. Note that NNS
is only applied once and is not re-applied to the modified input image.
out most outliers. We then select a set of good similar
patches from these candidates. In the rest of this section, we
first describe our GMM clustering-based good similar patch
searching algorithm, then discuss how to detect unreliable
pixels and update them to further improve our method, and
finally discuss the complexity of our method.
3.1. Similar Patch Clustering
As shown in Figure 4 (a) and (b), NNS only consid-
ers the distance to the noisy reference in selecting similar
patches. Outliers that are close to the noisy reference rather
than the ground truth clean patch are thus selected as valid
similar patch candidates. Ideally, the overall patch distri-
bution should be carefully investigated to find good simi-
lar patches. For the example in Figure 4 (c), all the candi-
date patches from NNS can be roughly clustered into three
groups. For the group that contains the reference patch, its
center is closer to the ground truth clean patch than to the
noisy reference patch, as shown in Figure 4 (d).
We model each patch group as a Gaussian function and
then the whole set of candidate patches can be approxi-
mated as a Gaussian Mixture Model (GMM). Specifically,
given a set of m n-dimensional candidate patches Q =
{qi|i=1,...,m}, we aim to estimate a GMM with K compo-
nents. We denote θ = {pik, µk, Rk}k=1...K as the parame-
ters of the GMM, in which Rk is the covariance matrix, µk
is the centroid vector and pik is the probability that a given
patch comes from the kth cluster. We regularize the estima-
tion of the GMM using the Minimum Description Length
(MDL) criteria introduced by Rissanen [32] as follows.
Figure 4: Insight of our patch searching approach. (a) A noisy reference
patch and its NNS candidates. (b) NNS only considers the patch distance
to the noisy reference and brings bias to the estimated patch. A good patch
searching approach should (c) be able to distinguish valid similar patches
and outliers by classifying them into different sub-groups, (d) select simi-
lar patches that are closest to the patch group center rather than the noisy
reference.
MDL(K, θ) = − log p
Q
(Q|K, θ) + λL log(mn), (1)
where the first term is a data term that encourages smaller
intra-patch distance in each cluster as follows.
− log p
Q
(Q|K, θ) =
K∑
k=1
mk∑
j=1
||qj − µk||2, (2)
where mk and µk are the number of patches in the kth clus-
ter and its centroid. The second term is a regularization term
that penalizes a large number of clusters. λ is a parameter
that balances the contribution of the data term and the reg-
ularization term. L is the number of parameters required to
define θ and is defined as
L = K(1 + n+ (n+ 1)n/2)− 1 (3)
Based on an observation that candidate similar patches
with complex structures are more likely to be generated
from more clusters, we adaptively compute λ according to
the average gradient magnitude of the reference patch to
prefer large cluster numbers for similar patches with com-
plex structures.
λ = α exp(− 1
β
(
1
n
n∑
i=1
||∇Ii||)2) (4)
where the image gradient of each pixel ∇Ii can be com-
puted from a preliminarily denoised version of the noisy in-
put, since most patch-based denoising methods either gen-
erate a basic estimation for better patch searching or per-
form iterative image denoising. α and β are two empirically
selected parameters.
To verify this observation, we select images with dif-
ferent noise levels and examine how gradients affect the
optimal cluster numbers. Specifically, we select the opti-
mal cluster number for a patch as the one that leads to the
best denoising result according to the corresponding ground
truth clean patch. We show the results in Figure 5 where
the intensity value of each pixel in the cluster number maps
(b), (c), and (d) encodes the optimal number of clusters for
the patch centered at that pixel. This shows that the cluster
number typically increases with the magnitude of the image
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(a) clean (b) σ = 20 (c) σ = 60 (d) σ = 100 (e) our CN
Figure 5: Optimal cluster numbers (CN) at different noise levels. (a) The
clean image. (b)-(d) Ground truth optimal cluster numbers for different
noise levels (σ = 20, 60, 100, respectively). (e) The cluster number map
estimated by our approach for σ = 100. In the cluster number maps (b),
(c), (d) and (e), red color indicates larger cluster numbers.
gradient, especially at higher noise levels. We also show
a cluster number map for σ = 100 estimated by our clus-
tering patch searching approach in Figure 5 (e). It shows
that our optimization approach properly estimates the clus-
ter numbers for patches that are close to the optimal ones.
3.1.1 Optimization Reduction
Minimization for Equation 1 can be solved by a modi-
fied Expectation-Maximization (EM) algorithm proposed
by Boumam et al. [4]. However, directly solving this opti-
mization for the cluster numberK and the clustering results
simultaneously is time-consuming. We reduce this prob-
lem with two ideas. First, we observe that the number of
the clusters is relatively small and therefore use brute-force
search to find an optimal cluster number since the searching
space of K is small. This step will not affect the optimality.
Second, we use a fast K-means++ [3] algorithm to solve the
GMM clustering problem given K. Note, given a cluster
number, the regularization term is a constant and therefore
can be ignored.
3.2. Unreliable Pixel Detection and Update
For a noisy pixel in a local reference patch, we can re-
trieve a group of similar pixels from the corresponding sim-
ilar patches. These similar pixels can be used to estimate
the latent clean intensity. However, outliers with pixel in-
tensity values far away from the center might exist and the
final estimated intensity would be biased.
We hence use a simple but effective unreliable pixel
estimation (UPE) algorithm to detect outliers and accord-
ingly modify their intensities in the input. For a reference
pixel xr and its m similar pixels {xi|i=1,··· ,m} ordered
in intensities, we first compute two dynamic thresholds at
both the high and low end (tl = max(0, xM − γσ) and
th = min(255, xM + γσ)), where xM is the median and
σ is the standard deviation of the m pixels. γ is an empir-
ically selected constant parameter with default value 2 for
BM3D/PLOW and 4 for LPCA. Pixels with intensities be-
yond these two thresholds are then discarded. Suppose nl
pixels have intensities smaller than tl and nh pixels have in-
tensities larger than th, we set t = max(nl, nh) and discard
t pixels at both ends. A truncated mean yˆ is then estimated
by averaging the remaining pixels.
For ones with many outliers, the small amount of re-
mained pixels may lead to inaccurate estimations. In this
case, we find that the threshold tl or th is a good approx-
imation of yˆ and directly assign tl or th according to the
number of outlier pixels at both the high and low end. For
pixels with only a few outliers, we simply keep its inten-
sity unchanged. Since each reference pixel xr is retrieved
from a patch and most denoising algorithms use overlapped
patches, each pixel can have multiple estimations. We sim-
ply use their weighted mean as the final modified intensity
y in the modified noisy input image, where the weight is set
to t to give more credits to pixels with more outliers.
Figure 6 shows that this simple and conservative strat-
egy significantly improves the quality of the noisy input im-
age. In addition, it can be seen that the UPE modifies the
flat regions more. This is because initial patch searching
step is biased more in flat areas than textured areas with
strong structures. To statistically verify the effectiveness of
UPE, we randomly sample 10,000 similar pixel groups and
derive 3 versions of them: the original groups (ORG), the
modified groups after UPE (UPE), and the final groups after
both UPE and clustering (ALL), respectively. We report the
average intensity difference between them and their corre-
sponding ground truth references in Figure 7. It can be seen
that UPE makes similar patches statistically closer to the
ground truth than the original ones and clustering further
reduces the difference.
There are two basic steps in a patch-based denoising
method: finding a set of similar patches and recovering the
clean patch from this patch set. The modified noisy input
clean noisy mod clean org mod
Figure 6: Our UPE improves the quality of the noisy input image.
clean: clean image, noisy: noisy input image, mod: modified noisy
image by UPE.
Figure 7: The difference between different groups of similar
patches to the ground truth reference patches. ORG: original
groups. UPE: groups modified by UPE. ALL: groups modified
by both UPE and clustering.
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image can help 1) find a better set of patches and 2) better
recover the clean patch since the unreliable pixels are cor-
rected, in addition to having better similar patches.
3.3. Complexity
Assume that each reference patch has m n-dimensional
similar patches in at most k clusters, the main computational
cost of our algorithm is the unreliable pixel estimation and
clustering. Since we use K-means++, the cost of the cluster-
ing isO(mnk). The unreliable pixel estimation hasO(mn)
operations. Suppose there are l reference patches in the im-
age, the total computational complexity isO(lmnk). In our
MATLAB implementation, given a 256×256 input noisy
image with standard deviation σ = 20, the running time
is about 10 seconds for our patch searching on BM3D, is
about 10 seconds on on a desktop with Intel(R) Core(TM)
i7-4770 CPU (3.40GHz). While the running time of our
patch searching part is similar on PLOW and LPCA, the
actual speed is slower as extra overloaded is added to incor-
porate our patch searching into the authors’ original code.
4. Experimental Results
4.1. Implementation Details
We apply our algorithm for similar patch searching to
three representative patch-based denoising methods, includ-
ing BM3D [14], PLOW [10] and LPCA [41]. For BM3D,
we use an open-source implementation (C++) proposed by
Marc [21]. For PLOW and LPCA, we utilize the source
code from the author’s website. All these methods share a
common two-stage framework in which a preliminary de-
noised image is generated in the first stage to improve the
similar patch searching in the second stage. Because sim-
ilar patches with better similarities can benefit more from
our clustering-based patch searching, we mainly apply our
method to the similar patches obtained in the second denois-
ing stage. We modify both the similar patches’ intensities as
well as the similar patch locations. The algorithms embed-
ded with our method for better patch searching are denoted
as BM3Dbst, PLOWbst and LPCAbst, respectively. In ad-
dition, since LPCA uses 250 similar patches for image de-
noising, it may suffer from an over-smoothing problem. We
thus modify LPCA by adaptively using NNS to search for
the same number of similar patches as used in our LPCAbst
for each noisy reference patch. We use this modified ver-
sion of LPCA as an additional baseline for comparison and
denote it as LPCAbas.
We extend our modified denoising algorithms to denoise
color images. Specifically, for PLOW and LPCA, we sepa-
rately apply our boosted denoising algorithms on individual
R,G,B channels, as proposed in the original algorithms. For
BM3D, the noisy images are first transformed from RGB
to YUV and the indices of similar patches are searched in
the Y channel. The denoising is then separately performed
on R,G,B channels using the same indices that have been
obtained in the patch searching step. Thus, in BM3Dbst for
color image denoising, we apply our unreliable pixel esti-
mation on all R,G,B and Y channels while the clustering-
based patch searching is only performed on the Y chan-
nel. Finally, the R,G,B channels are denoised separately
using our modified similar patches, in which the indices are
searched in the Y channel and the pixel intensities are re-
trieved from the modified R,G,B channels, respectively.
4.2. Parameter Settings
For similar patch group denoising, we use exactly the
same parameter settings as used in the original denoising
methods. Different parameter settings are selected for the
three denoising methods because 1) various quality of inter-
mediate results are generated during denoising and 2) dif-
ferent denoising methodologies are exploited.
Take the number of similar patch candidates m as an
example, denote morg as the number of similar patches
used in the original denoising algorithms. For BM3Dbst
and PLOWbst, as only a small amount of similar patch can-
didates are used in the original methods, we collect more
initial similar patch candidates (100 and 30, respectively).
While for LPCA, as 250 similar patches are used in the orig-
inal method, suffering from an over-smoothing problem, we
reduce m to 150 in our boosted method. We choose a small
number of patch candidates because 1) Nearest Neighbour
Search already provides a reasonable set of similar patch
candidates and 2) a large number of patch candidates are
slow to process.
Parameters α and β in Equation 4 are selected according
to how the image gradient is recovered in the basically de-
noised estimation. For BM3D, we set α = 2.5 and β = 72.
We select larger α and β values for PLOW (20,144) and
LPCA (25,100) as their corresponding basic estimations are
often over-smoothed, leading to biased gradient estimations
with magnitudes smaller than the ground truth.
We select the maximal cluster numberKmax = 4 empir-
ically. Specifically, we tested a large number of patches at
a range of noise levels and found that for about 90% of the
patches, the optimal cluster numbers are less than or equal
to 4. The maximal optimal cluster number is 6. More im-
portantly, the denoising quality difference between 4 and
6 is negligible. Since a small Kmax value leads to a fast
speed, we choose Kmax = 4 in all our experiments.
Figure 8: Standard test images used in our experiments.
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4.3. Results on standard test images
We test our method on 8 widely used standard test im-
ages as shown in Figure 8. To synthesize noisy images,
we add White Gaussian noise with zero mean and standard
deviation σ = 20, 40, 60, 80, 100. Noisy pixels that are
corrupted beyond the range of [0,255] are truncated. We
use the PSNR to quantitatively evaluate the performance of
our boosted patch-based denoising algorithms. In Table 1
we report the average PSNR results of the original simi-
lar patch-based denoising algorithms and our boosted algo-
rithms. Higher PSNR results for each patch-based denois-
ing algorithm on each noise level are highlighted in bold.
The results show that our similar patch searching algo-
rithm can effectively improve the performance of the three
patch-based denoising methods. By embedding our frame-
work for similar patch searching, BM3D achieves an aver-
age improvement of 0.05dB–0.98dB across different noise
levels. PLOW and LPCA’s performance are improved by
0.11dB-0.97dB and 0.03dB–1.66dB, respectively. One can
also see that while LPCAbas gains a little improvement
over LPCA, our LPCAbst still significantly performs bet-
ter. BM3Dbst performs superior among the three boosted
denoising algorithms. In addition, it can be seen in Fig-
ure 9 that images with higher noise levels gain larger im-
provements than the ones with lower noise levels. There are
two reasons. First, heavy noise can bring a larger bias in
the similar patch searching process. Second, images with
higher level of noise have more unreliable pixels. Thus,
these images can benefit more from our proposed similar
patch search approach.
In Figure 2 we compare the visual performance of
BM3D, PLOW and LPCA with their improved versions. It
can be seen that the improved algorithms that incorporated
with our patch searching method better recover fine image
details as well as better preserve color fidelity.
We also compare BM3Dbst, which performs superior
among the three improved algorithms, with the recent
state-of-the-art denoising algorithms, including EPLL [45],
WNNM [18], PGPD [39] and PCLR [11] in Table 1. It can
be seen that BM3Dbst generally outperforms all other meth-
ods on images with noise levels higher than σ = 60. For
images with σ = 20 and 40, BM3Dbst has comparable per-
formance with other methods. The visual comparisons of
these competing denoising methods on images with heavy
noise are shown in Figure 10, 11 and 12. Our boosted meth-
ods significantly outperform the other methods by as much
as 1.88dB, 1.99dB and 0.79dB, respectively. Fine image
Figure 9: The average PSNR improvement.
structures as well as the color fidelity are therefore better
reconstructed by our boosted denoising methods.
Table 1: Average PSNR results of the competing methods
σ 20 40 60 80 100
BM3D 31.34 27.97 25.71 23.82 22.10
BM3Dbst 31.39 28.11 26.00 24.35 23.08
PLOW 30.34 27.55 25.38 23.51 21.82
PLOWbst 30.46 27.72 25.62 24.10 22.79
LPCA 30.69 26.89 24.31 22.51 21.10
LPCAbas 30.69 26.91 24.36 22.58 21.19
LPCAbst 30.72 27.16 25.18 23.86 22.76
EPLL 31.16 27.83 25.41 23.13 21.12
PGPD 31.38 28.04 25.59 23.63 21.92
PCLR 31.58 28.11 25.46 23.03 20.91
WNNM 31.61 28.12 25.50 23.28 21.37
Table 2: Average PSNR results on different levels of Poisson noise
κ 20 35 50 65 80
BM3D 26.92 25.22 24.03 22.83 21.93
BM3Dbst 27.12 25.65 24.52 23.55 22.31
PLOW 25.35 22.90 22.17 21.79 20.80
PLOWbst 25.48 23.31 22.62 21.98 21.06
LPCA 25.64 23.67 22.59 21.29 20.71
LPCAbas 25.65 23.74 22.52 21.39 20.59
LPCAbst 26.04 24.34 23.19 21.57 21.22
Table 3: Average PSNR results of BM3Dbst and POD
POD (σ = 20/50/75) BM3Dbst (σ = 20/50/75)
31.04/26.70/24.19 31.39/27.03/24.75
Table 4: Comparison of clustering methods on BM3Dbst
σ 20 40 60 80 100
K-means++ 31.39 28.11 26.00 24.35 23.08
GMM 31.37 28.08 25.95 24.31 23.02
LSC 31.37 28.04 25.91 24.23 22.92
Table 5: Average SSIM scores of the competing methods
σ 20 40 60 80 100
BM3D .8655 .7867 .7285 .6823 .6401
BM3Dbst .8664 .7897 .7342 .6889 .6486
EPLL .8629 .7805 .7124 .6591 .6027
PGPD .8606 .7863 .7231 .6687 .6219
PCLR .8668 .7898 .7233 .6563 .5955
WNNM .8672 .7891 .7238 .6646 .6122
Table 6: Comparison on the BSD test images
σ 20 40 60 80 100
BM3D 29.35 25.89 23.86 22.22 20.79
BM3Dbst 29.45 26.16 24.35 23.04 22.04
PLOW 27.58 25.26 23.51 21.78 20.32
PLOWbst 27.66 25.43 23.96 22.68 21.62
LPCA 28.98 25.40 23.34 21.91 20.81
LPCAbas 29.00 25.43 23.40 21.96 20.85
LPCAbst 29.07 25.77 24.19 23.18 22.33
PGPD 29.30 25.82 23.71 22.13 20.79
PCLR 29.55 25.87 23.50 21.51 19.91
EPLL 29.45 26.01 23.87 22.03 20.65
WNNM 29.46 25.88 23.59 21.79 20.38
To test the robustness of our method across different
noise types, we apply the three boosted denoising algo-
rithms to images corrupted by Poisson noise. To add Pois-
son noise to a clean image I , we use N = κ·poissrnd(I/κ)
in MATLAB as proposed by Zhang et al. [42], where
poissrnd(x) generates a Poisson distributed random number
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with mean and variance of x. We set κ = 20, 35, 50, 65 and
80 to add different levels of Poisson noise. We report the
average denoising performance in Table 2. One can see that
the three patch-based methods still benefit from our patch
searching method on images with Poisson noise.
To evaluate the effect of unreliable pixel estimation
(UPE), we leave UPE out and compare the corresponding
PSNR improvement to that of our method with UPE in Fig-
ure 13. It shows that UPE contributes significantly to the
final result, especially with high levels of noise, and cluster-
ing further boosts the denoising performance.
We also compare our BM3Dbst to the Patch Ordering
(POD) [19] method that selects better sets of similar patches
for image denoising via patch ordering. We compare these
two methods on images with noise levels σ = 20, 50 and 75,
as the parameter settings for those noise levels in the Patch
Ordering method have been optimally set in the authors’
(a) Clean image (b) Noisy image (c) EPLL (d) WNNM
σ = 100 PSNR=20.48 PSNR=18.26
(e) PGPD (f) PCLR (g) BM3D (h) BM3Dbst
PSNR=18.57 PSNR=17.32 PSNR=17.97 PSNR=23.13
Figure 10: Comparison of BM3Dbst and other methods.
(a) Clean image (b) Noisy image (c) EPLL (d) WNNM
σ = 40 PSNR=29.22 PSNR=29.53
(e) PGPD (f) PCLR (g) BM3D (h) BM3Dbst
PSNR=29.07 PSNR=29.11 PSNR=30.31 PSNR=30.83
Figure 11: Comparison of BM3Dbst and other methods.
(a) Clean image (b) Noisy image (c) EPLL (d) WNNM
σ = 100 PSNR=15.59 PSNR=15.64
(e) PGPD (f) PCLR (g) PLOW (h) PLOWbst
PSNR=15.95 PSNR=15.10 PSNR=15.36 PSNR=16.74
Figure 12: Comparison of PLOWbst and other methods.
Figure 13: The effect of our method with and without UPE.
code. We report the average PSNR results in Table 3. It can
be seen that our method outperforms POD.
We test our similar patch searching algorithm using dif-
ferent clustering methods on BM3Dbst, including Gaussian
Mixture Model [4] clustering and Landmark-based Spectral
Clustering [12], and compare them with K-means++ in Ta-
ble 4. The results show that all three clustering algorithms
have comparable performance.
We report SSIM scores of our boosted BM3Dbst in Ta-
ble 5, which shows our method improves BM3D consis-
tently. Our boosted PLOWbst and LPCAbst have similar
performance improvement. We skip their quantitative re-
sults due to the lack of space.
4.4. Results on the BSD dataset
We use the 100 test images from the Berkeley Segmen-
tation Dataset [28] to generate 500 noisy images with 5 dif-
ferent noise levels and test our method on them. In Table 6
we compare our boosted denoising methods with the orig-
inal patch-based denoising algorithms as well as the com-
peting methods. One can see that the boosted algorithms
robustly outperform the original ones. Statistically, among
all the 500 noisy images, the improved denoising methods,
including BM3Dbst, PLOWbst and LPCAbst, beat their cor-
responding original methods for 482, 397 and 499 times,
respectively. In addition, comparing with other state-of-
the-art denoising methods, BM3Dbst has comparable per-
formance on images with σ = 20 and performs better on
higher noise levels. More visual examples of the boosted
algorithms can be find in the supplementary material.
5. Conclusion
This paper presented an approach to similar patch
searching for patch-based denoising algorithms. By
combing an unreliable pixel estimation algorithm and a
clustering-based patch searching with adaptively estimated
cluster numbers, better similar patches can be obtained for
image denoising. We showed that similar patches collected
by our approach can capture the underlying image intensity
fidelity and the image structures more adequately. Exper-
imental results demonstrated that our approach can effec-
tively improve the quality of searched similar patches and
can consistently enable better denoising performance for
several recent patch-based methods, such as BM3D, PLOW
and LPCA. Since patch-based methods have attracted a sig-
nificant amount of research effort and provide the state-of-
the-art performance, our method can be incorporated into
all the patch-based denoising methods.
8
References
[1] M. Aharon, M. Elad, and A. Bruckstein. K-svd: An algo-
rithm for designing overcomplete dictionaries for sparse rep-
resentation. Signal Processing, IEEE Transactions on, 2006.
[2] F. Alter, Y. Matsushita, and X. Tang. An intensity similarity
measure in low-light conditions. In ECCV. 2006.
[3] D. Arthur and S. Vassilvitskii. K-means++: The advantages
of careful seeding. In Proceedings of the Eighteenth Annual
ACM-SIAM Symposium on Discrete Algorithms (SODA),
2007.
[4] C. A. Bouman, M. Shapiro, G. Cook, C. B. Atkins, and
H. Cheng. Cluster: An unsupervised algorithm for model-
ing gaussian mixtures, 1997.
[5] A. Buades, B. Coll, and J.-M. Morel. A non-local algorithm
for image denoising. In CVPR, 2005.
[6] H. Burger, C. Schuler, and S. Harmeling. Image denoising:
Can plain neural networks compete with bm3d? In CVPR,
2012.
[7] P. Chatterjee, N. Joshi, S. B. Kang, and Y. Matsushita. Noise
suppression in low-light images through joint denoising and
demosaicing. In CVPR, 2011.
[8] P. Chatterjee and P. Milanfar. Clustering-based denoising
with locally learned dictionaries. Image Processing, IEEE
Transaction on, 2009.
[9] P. Chatterjee and P. Milanfar. Learning denoising bounds for
noisy images. In ICIP, 2010.
[10] P. Chatterjee and P. Milanfar. Patch-based near-optimal im-
age denoising. Signal Processing, IEEE Transactions on,
2012.
[11] F. Chen, L. Zhang, and H. Yu. External patch prior guided
internal clustering for image denoising. In ICCV, 2015.
[12] X. Chen and D. Cai. Large scale spectral clustering with
landmark-based representation. In Twenty-Fifth Conference
on Artificial Intelligence (AAAI’11), 2011.
[13] X. Chen, S. B. Kang, J. Yang, and J. Yu. Fast patch-based de-
noising using approximated patch geodesic paths. In CVPR,
2013.
[14] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian. Image
denoising by sparse 3-d transform-domain collaborative fil-
tering. Image Processing, IEEE Transaction on, 2007.
[15] W. Dong, G. Shi, and X. Li. Nonlocal image restoration with
bilateral variance estimation: a low-rank approach. Image
Processing, IEEE Transaction on, 2013.
[16] W. Dong, L. Zhang, G. Shi, and X. Li. Nonlocally central-
ized sparse representation for image restoration. Image Pro-
cessing, IEEE Transaction on, 2013.
[17] M. Elad and M. Aharon. Image denoising via sparse and
redundant representations over learned dictionaries. Image
Processing, IEEE Transaction on, 2006.
[18] S. Gu, L. Zhang, W. Zuo, and X. Feng. Weighted nuclear
norm minimization with application to image denoising. In
CVPR, 2014.
[19] R. Idan, E. Michael, and C. Israel. Image processing us-
ing smooth ordering of its patches. Image Processing, IEEE
Transaction on, 2013.
[20] C. Knaus and M. Zwicker. Dual-domain image denoising. In
ICIP, 2013.
[21] M. Lebrun. An analysis and implementation of the bm3d
image denoising method. Image Processing On Line, 2012.
[22] A. Levin and B. Nadler. Natural image denoising: Optimal-
ity and inherent bounds. In CVPR, 2011.
[23] A. Levin, B. Nadler, F. Durand, and W. T. Freeman. Patch
complexity, finite pixel correlations and optimal denoising.
In ECCV, 2012.
[24] O. Lotan and M. Irani. Needle-match: Reliable patch match-
ing under high uncertainty. In CVPR, 2016.
[25] S. Lu, X. Ren, and F. Liu. Depth enhancement via low-rank
matrix completion. In CVPR, 2014.
[26] J. Mairal, F. Bach, and J. Ponce. Task-driven dictionary
learning. Pattern Analysis and Machine Intelligence, IEEE
Transactions on, 2012.
[27] J. Mairal, F. Bach, J. Ponce, G. Sapiro, and A. Zisserman.
Non-local sparse models for image restoration. In ICCV,
2009.
[28] D. Martin, C. Fowlkes, D. Tal, and J. Malik. A database
of human segmented natural images and its application to
evaluating segmentation algorithms and measuring ecologi-
cal statistics. In ICCV, 2001.
[29] B. Mildenhall, J. T. Barron, J. Chen, D. Sharlet, R. Ng, and
R. Carroll. Burst denoising with kernel prediction networks.
CVPR, 2018.
[30] I. Mosseri, M. Zontak, and M. Irani. Combining the power
of internal and external denoising. In ICCP, 2013.
[31] A. Rajwade, A. Rangarajan, and A. Banerjee. Image denois-
ing using the higher order singular value decomposition. Pat-
tern Analysis and Machine Intelligence, IEEE Transactions
on, 2013.
[32] J. Rissanen. A universal prior for integers and estimation by
minimum description length. The Annals of statistics, 1983.
[33] S. Roth and M. Black. Fields of experts: a framework for
learning image priors. In CVPR, 2005.
[34] H. Takeda, S. Farsiu, and P. Milanfar. Kernel regression
for image processing and reconstruction. Image Processing,
IEEE Transactions on, 2007.
[35] C. Tomasi and R. Manduchi. Bilateral filtering for gray and
color images. In ICCV, 1998.
[36] G. Wang, C. Lopez-Molina, and B. De Baets. Blob recon-
struction using unilateral second order gaussian kernels with
application to high-iso long-exposure image denoising. In
ICCV, Oct 2017.
[37] J. Xu, L. Zhang, and D. Zhang. A trilateral weighted sparse
coding scheme for real-world image denoising. In ECCV,
September 2018.
[38] J. Xu, L. Zhang, D. Zhang, and X. Feng. Multi-channel
weighted nuclear norm minimization for real color image de-
noising. In ICCV, Oct 2017.
[39] J. Xu, L. Zhang, W. Zuo, D. Zhang, and X. Feng. Patch
group based nonlocal self-similarity prior learning for image
denoising. In ICCV, 2015.
[40] H. Yue, X. Sun, J. Yang, and F. Wu. Cid: Combined im-
age denoising in spatial and frequency domains using web
images. In CVPR, 2014.
[41] L. Zhang, W. Dong, D. Zhang, and G. Shi. Two-stage image
denoising by principal component analysis with local pixel
grouping. Pattern Recognition, 2010.
9
[42] L. Zhang, S. Vaddadi, H. Jin, and S. K. Nayar. Multiple view
image denoising. In CVPR, 2009.
[43] M. Zontak and M. Irani. Internal statistics of a single natural
image. In CVPR, 2011.
[44] M. Zontak, I. Mosseri, and M. Irani. Separating signal from
noise using patch recurrence across scales. In CVPR, 2013.
[45] D. Zoran and Y. Weiss. From learning models of natural
image patches to whole image restoration. In ICCV, 2011.
10
