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31 Einfu¨hrung und Ergebnisse
Ein ha¨ufig von verschiedenen Autoren behandeltes Problem ist die Frage nach Bedingungen oder
Kriterien fu¨r die Existenz einer Rechtsinversen r zu einer surjektiven Abbildung q. Diese Frage-
stellung tritt oft in Form einer kurzen exakten Sequenz von Fre´chetra¨umen
0→ E i→ G q→ F → 0
auf. Hier ist also q ◦ r = idF . F ist in diesem Fall isomorph zu einem projizierten Unterraum von
G, na¨mlich Bild r. Man sagt auch, daß die Sequenz zerfa¨llt.
Bekannte Beispiele fu¨r eine solche Fragestellung ergeben sich in der Komplexen Analysis in den
Situationen, in denen F der Raum der holomorphen Funktionen auf einer komplexen Unterman-
nigfaltigkeit V einer Steinschen Mannigfaltigkeit X ist.
IstX eine Steinsche Mannigfaltigkeit, dann sei stetsH(X) der Raum der holomorphen Funktionen
auf X. Fu¨r Definitionen und Sa¨tze in diesem Zusammenhang sei auf das Buch von Ho¨rmander
[8], Kapitel 5, verwiesen. Sei OX die Garbe von Keimen holomorpher Funktionen auf X. Es
sei mit Γ(X, JV ) der Raum der globalen Schnitte u¨ber X mit Werten in JV bezeichnet, wobei
JV die Idealgarbe in der Garbe OX der Keime holomorpher Funktionen auf X ist, die auf V
verschwinden (vgl. Kapitel 7 in [8]). Γ(X, JV ) ko¨nnen wir mit dem Teilraum der holomorphen
Funktionen auf X identifizieren, die auf V verschwinden.
Nach der Oka-Cartan-Theorie ist die Sequenz
0→ Γ(X, JV ) ↪→ H(X) R→ H(V )→ 0 (∗)
stets exakt. R ist hierbei die Restriktionsabbildung auf V . Die Surjektivita¨t von R bedeutet
gerade die globale Fortsetzbarkeit von holomorphen Funktionen auf V zu solchen auf X (Theorem
7.4.8 in [8]).
Mityagin und Khenkin haben eine Rechtsinverse zu R in (∗) konstruiert fu¨r den Fall, daß X ein
Gebiet in einem CI n ist, das sich darstellen la¨ßt durch eine strikt plurisubharmonische Funktion
u auf einer Umgebung X ′ von X als X = {z ∈ X ′ : u(z) < 0}, wobei zusa¨tzlich grad u 6= 0 auf
∂X ist. Es wird weiter vorausgesetzt, daß V den Rand von X transversal schneidet (Theorem
4.2 in [17]).
Haupthilfsmittel in [17] ist eine Abwandlung von Ho¨rmanders Theorem B mit Schranken (Theo-
rem 7.6.10 in [8]), angewandt auf die Garbe JV , die in diesem Fall durch endlich viele globale
Schnitte erzeugt wird. Im allgemeinen ko¨nnen wir nicht erwarten, daß die Idealgarbe einer ana-
lytischen Untervarieta¨t des CIN durch endlich viele globale Schnitte erzeugt wird.
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Wir werden in dieser Arbeit die Technik von Mityagin und Khenkin auf Situationen u¨bertragen,
in denen keine endliche Menge von erzeugenden Schnitten fu¨r JV existiert.
Von großer Bedeutung sind in diesem Kontext Potenzreihenra¨ume, da fu¨r viele Ra¨ume holomor-
pher Funktionen Darstellungen als Potenzreihenra¨ume bekannt sind. Ist α = (ak)k∈IN0 eine Folge
positiver reeller Zahlen mit ak ↗∞ fu¨r k →∞ und r ∈ {0,∞}, dann sei
Λr(α) := {x = (x0, x1, . . .) ∈ CI IN0 : ‖ x ‖%:=
∞∑
k=0
| xk | e% ak <∞ fu¨r alle % < r}
Im Falle r = 0 heißt Λr(α) Potenzreihenraum endlichen Typs, im Falle r = ∞ heißt Λr(α)
Potenzreihenraum unendlichen Typs.
Fu¨r die Charakterisierung von Fre´chetra¨umen mit aufsteigendem Fundamentalsystem von Halb-
normen (‖ ‖n)n, die zu einem Potenzreihenraum isomorph sind, sind die folgenden von D. Vogt
eingefu¨hrten linear topologischen Invarianten hilfreich (vgl. Kapitel 29 in [15]), wobei diese Ei-
genschaften auch in vielen anderen Zusammenha¨ngen bedeutsam sind. Sei hierfu¨r (E, ‖ ‖n) ein
Fre´chetraum:
(DN): Es gibt ein n0 ∈ IN, so daß fu¨r jedes k ∈ IN ein K ∈ IN, ein C > 0 und ein 0 < τ < 1
existiert mit
‖ x ‖k≤ C ‖ x ‖1−τn0 ‖ x ‖τK fu¨r jedes x ∈ E .
(DN): Es gibt ein n0 ∈ IN, so daß fu¨r jedes k ∈ IN ein K ∈ IN und ein C > 0 existiert mit
‖ x ‖2k≤ C ‖ x ‖n0‖ x ‖K fu¨r jedes x ∈ E .
(Ω): Fu¨r jedes n ∈ IN gibt es ein k ∈ IN, so daß zu jedem K ∈ IN ein C > 0 und ein 0 < τ < 1
existiert mit
‖ y ‖∗k≤ C ‖ y ‖∗1−τn ‖ y ‖∗τK fu¨r jedes y ∈ E′ .
(Ω): Fu¨r jedes n ∈ IN gibt es ein k ∈ IN, so daß zu jedem K ∈ IN ein C > 0 existiert mit
‖ y ‖∗2k ≤ C‖ y ‖∗n‖ y ‖∗K fu¨r jedes y ∈ E′ .
Hierbei sei ‖ ‖∗k die duale Norm zu der Halbnorm ‖ ‖k, d.h. fu¨r ein Dualelement Φ ist ‖ Φ ‖∗k=
sup{| Φ(x) | : ‖ x ‖k≤ 1} ∈ IR ∪ {∞}.
Wir unterscheiden die Fa¨lle, in denen H(X) isomorph zu einem Potenzreihenraum endlichen
Typs ist, von den Fa¨llen, in denen H(X) isomorph zu einem Potenzreihenraum unendlichen Typs
5ist. Es muß nicht zwingend einer der beiden Fa¨lle vorliegen. Wir sprechen vom endlichen bzw.
unendlichen Fall.
Mityagin und Khenkin haben gezeigt, daß die Isomorphie von H(V ) und Λ1(α) in dem von Ihnen
betrachteten endlichen Fall hinreichend fu¨r die Existenz einer Rechtsinversen der Restriktionsab-
bildung ist (Proposition 4.2 in [17]). In allen endlichen Fa¨llen ist die Isomorphie von H(V ) und
Λ1(α) nach einem Ergebnis von Mityagin aber auch notwendig, denn jeder unendlichdimensiona-
le, komplementierte Unterraum eines Potenzreihenraumes endlichen Typs ist isomorph zu einem
Potenzreihenraum endlichen Typs (siehe z.B. Folgerung 29.20 in [15]). Im unendlichen Fall gibt
es bislang keine analoge Aussage.
Sei jetzt der unendliche Fall betrachtet, daß V eine abgeschlossene Untermannigfaltigkeit des
CIN ist (vgl. [8], Def. 5.1.4.). V ist dann lokal endlich, d.h. jeder Punkt des CIN besitzt eine
Umgebung, die nur endlich viele Zusammenhangskomponenten schneidet.
H(CIN ) soll im folgenden stets die Fre´chetraumtopologie tragen, die durch die Suprema auf ei-
ner abza¨hlbaren kompakten Ausscho¨pfung des CIN erzeugt wird. Die Fre´chetraumtopologie von
H(V ) soll fu¨r eine abgeschlossene Untermannigfaltigkeit V stets durch die Spuren der kompakten
Ausscho¨pfung des CIN gebildet werden.
Wir wenden uns also solchen Untermannigfaltigkeiten V des CIN mit Dimension d zu, fu¨r die (∗)
zerfa¨llt, d.h. fu¨r die es einen linearen stetigen Operator E : H(V )→ H(CIN ) gibt mit (Ef) |V= f
fu¨r jedes f ∈ H(V ).
Fu¨r die Existenz eines solchen Ausdehnungsoperators haben verschiedene Autoren notwendige
und hinreichende Bedingungen gezeigt. Wir fassen diese in folgendem Satz zusammen und nennen
die Zuordnung zu den einzelnen Autoren im Beweis:
Satz 1.1. :
A¨quivalent sind:
1) Es gibt einen linearen stetigen Operator E : H(V ) → H(CIN ) mit (Ef) |V= f fu¨r jedes
f ∈ H(V ).
2) H(V ) besitzt (DN).
3) Jede beschra¨nkte plurisubharmonische Funktion auf V ist konstant (Stark-Liouvillesche Ei-
genschaft).
4) H(V ) ist isomorph zu Λ∞(k
1
d ).
5) H(V ) ist isomorph zu H(CI d).
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6) Es gibt eine Basisfolge (fk)k∈IN0 in H(V ), so daß fu¨r eine fest gewa¨hlte Folge %n ↗∞ gilt:
a) Zu jedem n ∈ IN gibt es ein m ∈ IN und ein C > 0, so daß
‖ fk ‖n≤ C%(k
1
d )
m fu¨r alle k ∈ IN0 .
b) Zu jedem n ∈ IN gibt es ein m ∈ IN und ein C > 0, so daß
%(k
1
d )
n ≤ C ‖ fk ‖m fu¨r alle k ∈ IN0 .
Beweis:
Fu¨r 2)⇔1) ist der Splittingsatz von Vogt fu¨r kurze exakte Sequenzen von Fre´chet-Hilbertra¨umen
anwendbar (siehe z.B. [15], Satz 30.1). Die hier vorliegenden Fre´chetra¨ume sind nuklear und
daher Fre´chet-Hilbert.
Der Vogtsche Splittingsatz besagt, daß (∗) (mit X = CIN ) spaltet, falls H(V ) die Eigenschaft
(DN) und Γ(CIN , JV ) die Eigenschaft (Ω) besitzt. Letzteres ist fu¨r jede analytische Teilmenge des
CIN der Fall (siehe z.B. [21]).
Wenn umgekehrt (∗) spaltet, dann istH(V ) isomorph zu einem projizierten Teilraum vonH(CIN ).
Auf abgeschlossene Teilra¨ume vererbt sich stets die Eigenschaft (DN). Also folgt, daß H(V ) auch
die Eigenschaft (DN) besitzt.
4)⇔5) ist elementar (siehe z.B. [2]).
3)⇔2) findet man in [2], Theorem I.12. Auch Vogt und Zaharyuta sind unabha¨ngig zu diesem
Ergebnis gekommen (siehe auch [1]; bzw. [23]).
4)⇒6) ist elementar. Man nehme als Basisfolge die Urbilder des IsomorphismusH(V )→ Λ∞(k 1d ).
Fu¨r 6)⇒4) zeigen wir, daß T : Λ∞(k 1d )→ H(V ), (λk)k∈IN0 7→
∑
k∈IN0 λkfk ein Isomorphismus ist.
Einerseits gibt es wegen a) zu jedem n ∈ IN ein m ∈ IN und ein C > 0, so daß fu¨r jedes
λ := (λk)k∈IN0 in Λ∞(k
1
d ) gilt:
‖ Tλ ‖n≤
∑
k∈IN0
| λk |‖ fk ‖n≤ C
∑
k∈IN0
| λk | %(k
1
d )
m = C ‖ λ ‖m .
Andererseits ist H(V ) nuklear, und daher ist (fk)k in H(V ) absolut nach dem Satz von Dynin-
Mityagin (siehe z.B. [15], Satz 28.12). Mit b) folgt also, daß zu jedem n ∈ IN ein m ∈ IN und ein
C > 0 existiert mit∑
k∈IN0
| λk | %(k
1
d )
n ≤ C ‖
∑
k∈IN0
λkfk ‖m fu¨r alle
∑
k∈IN0
λkfk ∈ H(V ) .
75)⇒2) ist klar, da H(CI d) die Eigenschaft (DN) besitzt.
Es verbleibt 2)⇒5) zu zeigen.
Im unendlichen Fall ko¨nnen wir nicht wie im endlichen Fall ein allgemeines Argument verwenden,
denn es ist offen, ob jeder unendlichdimensionale, komplementierte Unterraum eines Potenzrei-
henraumes unendlichen Typs wieder isomorph zu einem Potenzreihenraum unendlichen Typs ist
(vgl. [15] S. 354).
In ihrer Arbeit [4] konnten aber Aytuna, Krone und Terziogˇlu unter Verwendung eines Ergebnisses
von Vogt zeigen, daß 5) aus 2) folgt ([4], Proposition 2.1). Damit ist der Beweis vollsta¨ndig 2
Anmerkungen zum Beweis zu Satz 1.1:
Ist V eine Steinsche Mannigfaltigkeit, so kann man nach dem bekannten Einbettungssatz (siehe
z.B. [8], Theorem 5.3.9) V als abgeschlossene Untermannigfaltigkeit in den CIN einbetten. Die
Existenz des Extensionsoperators ha¨ngt nach Satz 1.1 nicht von der Art der Einbettung ab.
In Proposition 6.4 in [17] stellten Mityagin und Khenkin die These auf, daß 1) aus 5) folgt,
wenn man die aus der Isomorphie in 5) herru¨hrende Basisfolge in H(V ) gliedweise mit geeigneten
Schranken zu einer Folge ganzer Funktionen fortsetzen kann. Dies ist exakt die Technik in [17]
zur Konstruktion einer Rechtsinversen in der Situation, wo V eine abgeschlossene Untermannig-
faltigkeit in einem strikt pseudokonvexen Gebiet ist, die den Rand transversal schneidet.
Will man der Argumentation in [17] unter Verwendung von Ho¨rmanders Theorem B mit Schran-
ken folgen, so ergibt sich als wesentliches Hindernis, daß die Idealgarbe JV im allgemeinen nicht
durch die Keime endlich vieler globaler Schnitte u¨ber dem CIN erzeugt werden kann, so wie das
u¨ber beschra¨nkten pseudokonvexen Gebieten mo¨glich ist (siehe z.B. [8] Theorem 7.2.1 in Verbin-
dung mit Theorem 7.2.9).
Wir werden in dieser Arbeit zeigen, wie man dieses Hindernis u¨berwinden kann. Damit wird
die Konstruktion eines Ausdehnungsoperators durch Fortsetzungen von Basisfunktionen in H(V )
auch im unendlichen Fall mo¨glich.
Insbesondere geht es um die Frage, ob dieser konstruktive Ansatz weiterfu¨hrende Informationen
u¨ber die ”Qualita¨t“ der Stetigkeit des Ausdehnungsoperators liefert. Das bedeutet fu¨r jeweils
gegebene Gradierungen auf H(V ) und H(X), zu fragen, wie groß man zu einer vorgegebenen
Stufe in H(X) die Stufe in H(V ) wa¨hlen muß, damit sich die Fortsetzungen, die der Ausdeh-
nungsoperator liefert, gegen die Urbildfunktionen jeweils abscha¨tzen.
Tatsa¨chlich ermo¨glicht uns dieser Ansatz, eine Reihe von Kriterien und Bedingungen analog
zu denjenigen aus Satz 1.1 verschiedener Autoren zu einem Satz u¨ber die Existenz eines linear
zahmen Ausdehnungsoperators zusammenzufassen.
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Wir werden also die Argumentation von Mityagin und Khenkin wieder aufgreifen und ein Theorem
B mit Schranken fu¨r lokal endlich erzeugte Untergarben von Op, p ∈ IN, in einer Steinschen
Mannigfaltigkeit Ω zeigen. Hiermit ist eben auch die Idealgarbe JA einer beliebigen analytischen
Teilmenge A von Ω erfaßt.
Der Beweis umfaßt die Kapitel 2 bis 5. Die Grundstruktur ist ein Induktionsverfahren (vgl.
Beweis zu Theorem 7.6.10 in [8]).
Wir betrachten dazu das folgende kommutative Diagramm von linearen Ra¨umen und linearen
Abbildungen:
0 0 0
↑ ↑ ↑
· · · P1,2→ F1,2 P1,1→ F1,1 P1,0→ F1,0 → 0
↑ d1,2 ↑ d1,1 ↑ d1,0
· · · P2,2→ F2,2 P2,1→ F2,1 P2,0→ F2,0 → 0
↑ d2,2 ↑ d2,1 ↑ d2,0
· · · P3,2→ F3,2 P3,1→ F3,1 P3,0→ F3,0 → 0
↑ d3,2 ↑ d3,1 ↑ d3,0
...
...
...
(1.1.1)
In diesem Diagramm seien sa¨mtliche Zeilen und Spalten exakt bis auf die erste Spalte von rechts.
Diese sei lediglich ein Komplex.
Die folgende Induktion zeigt nun, daß auch die erste Spalte exakt ist. Dazu zeigen wir indukiv
u¨ber aufsteigendes n, daß fu¨r jedes k = 0, 1, . . . gilt: Zu jedem xk ∈ Fn,k mit dn−1,k xk = 0 und
Pn,k−1 xk = 0 gibt es ein yk ∈ Fn+1,k mit dn,k yk = xk und Pn+1,k−1 yk = 0 (hierbei setzen wir
Pn,−1 := 0).
Der Induktionsanfang ist klar, wenn wir uns vorstellen, man wu¨rde das Diagramm nach obenhin
durch Nullra¨ume und Nullabbildungen erweitern.
Um von n nach n+ 1 zu gelangen, sei x ∈ Fn+1,k mit dn,k x = 0 und Pn+1,k−1 x = 0. Wegen der
Exaktheit der Zeilen gibt es ein y1 ∈ Fn+1,k+1, so daß Pn+1,k y1 = x. Sei y2 = dn,k+1 y1, dann ist
wegen der Kommutativita¨t des Diagramms Pn,k y2 = dn,kPn+1,k y1 = dn,k x = 0.
Da auch dn−1,k+1 y2 = 0 ist, gibt es nach der Induktionsvoraussetzung ein y3 ∈ Fn+1,k+1 mit
dn,k+1 y3 = y2 und Pn+1,k y3 = 0. Es liegt y4 := y1 − y3 im Kern von dn,k+1. Da k + 1 ≥ 1 ist,
ist die k+1-te Spalte exakt. Also gibt es y5 ∈ Fn+2,k+1 mit dn+1,k+1 y5 = y4. Man rechnet leicht
nach, daß fu¨r y := Pn+2,k y5 ∈ Fn+2,k gilt dn+1,k y = x und Pn+2,k−1 y = 0.
9Fu¨r die Definitionen der im folgenden vorkommenden Begriffe wie dem des Kokettenraumes und
des Korandoperators δ verweisen wir auf [8], Chapter 7. Durch den Korandoperator werden
Koketten der La¨nge σ auf Koketten der La¨nge σ + 1 abgebildet.
Das klassische Beispiel fu¨r Koketten ist die Cousin-I-Verteilung bezu¨glich einer U¨berdeckung
(Ui)i∈IN eines Gebietes in CI bzw. allgemeiner einer Steinschen Mannigfaltigkeit. Die Cousin
Data sind nichts anderes als eine Kokette c = (cij)ij der La¨nge 1, bestehend aus holomorphen
Funktionen cij auf Ui ∩ Uj , fu¨r die δc = 0 gilt (vgl. [8], Theorem 5.5.1). Die Lo¨sung c′ = (c′i)i
des Cousin-I-Problems ist eine Kokette der La¨nge 0, bestehend aus holomorphen Funktionen ci
auf Ui, fu¨r die δc′ = c gilt. Aus der Lo¨sung des Cousin-I-Problems auf CI kann man z.B. den Satz
von Mittag-Leﬄer folgern.
Die Aussage des Theorem B von Cartan, na¨mlich daß die p-te Kohomologiegruppe Hp(Ω,F) einer
Steinschen Mannigfaltigkeit Ω mit Werten in einer koha¨renten analytischen Garbe F fu¨r jedes
p > 0 verschwindet (siehe z.B. [8], Theorem 7.4.3), ist wesentlich allgemeiner und abstrakter,
umfaßt aber die Lo¨sbarkeit von Cousin-I-Verteilungen auf Steinschen Mannigfaltigkeiten.
Sei jetzt U = (Ui)i∈IN eine U¨berdeckung einer Steinschen Mannigfaltigkeit Ω mit pseudokonvexen
relativ kompakten Gebieten mit der Eigenschaft, daß eine feste U¨berdeckungsmenge von ho¨chstens
M paarweise verschiedenen U¨berdeckungsmengen geschnitten wird. Dann ist der Schnitt von
M + 1 paarweise verschiedenen U¨berdeckungsmengen leer.
In das Diagramm (1.1.1) setzen wir fu¨r Fn,0, n = 0, . . . ,M + 1 jeweils den Kokettenraum
CM+1−n(U ,F) von Schnitten u¨ber Ui0,...,iM+1−n := Ui0∩. . .∩UiM+1−n mit Werten in F ein. dn,0 ist
dann der Korandoperator δ der StufeM−n. FM+2,0 sei Γ(Ω,F) und dM+1,0 : Γ(Ω,F)→ C0(U ,F)
definieren wir dann durch f 7→ (f |Ui)i∈IN. Fu¨r n ≥ M + 3 setzen wir Fn,0 := {0}, wodurch die
obige Induktion nach endlich vielen Schritten abgeschlossen ist.
Einen Kokettenraum von Koketten der La¨nge σ+1 ko¨nnen wir als Teilraum von
∏
i∈IN Γ(Ui0,...,iσ ,
F) auffassen und, wie wir im Kapitel 2 sehen werden, mit einer Fre´chetraumtopologie versehen,
die sich aus der Fre´chetraumtopologie der Ra¨ume Γ(Ui0,...,iσ ,F) herleiten la¨ßt. Da wir stets vor-
aussetzen, daß F eine Untergarbe einer p-fachen Kopie von O ist, ko¨nnen wir auf Γ(Ui0,...,iσ ,F) je-
weils die Fre´chetraumtopologie der kompakt gleichma¨ßigen Konvergenz auf einer ausscho¨pfenden
Folge von kompakten Teilmengen von Ui0,...,iσ fu¨r p-tupel holomorpher Funktionen auf Ui0,...,iσ
induzieren.
In jedem Schritt des oben beschriebenen Induktionsverfahrens werden wir die Stetigkeits- bzw.
Urbildabscha¨tzungen nachhalten, um zu einer Lo¨sungsabscha¨tzung fu¨r den δ-Operator zu gelan-
gen.
Die Hauptarbeit besteht nun darin, das Diagramm (1.1.1) mit Fre´chetra¨umen und stetigen li-
nearen Abbildungen so aufzufu¨llen, daß das Diagramm kommutiert und die erforderlichen Ex-
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aktheitsbedingungen der Zeilen und Spalten erfu¨llt sind. Ferner sind Stetigkeits- bzw. Ur-
bildabscha¨tzungen zu zeigen. Dies alles geschieht in den Kapiteln 3 bis 6.
Die Exaktheit der ersten Spalte in dem Diagramm unter Beru¨cksichtigung von Lo¨sungsabscha¨t-
zungen ist nichts anderes als das angestrebte Theorem B mit Schranken.
Wir wollen mit Φγ(U) die Menge der stetigen plurisubharmonischen Funktionen bezeichnen, fu¨r
die ϕ ≥ 0 und supUi ϕ ≤ γ
1
M infUi ϕ fu¨r jedes i ∈ IN gilt.
Das in Kapitel 6 gezeigte Theorem B mit Schranken ergibt dann auf der nullten Stufe den folgen-
den Satz, den wir hier ohne die Verwendung der Begriffe Kokette und Korandoperator formulieren
wollen:
Satz 1.2. :
Sei (Ki)i∈IN eine Folge von kompakten Teilmengen mit Ki ⊂ Ui fu¨r i ∈ IN und ψ eine nicht
negative plurisubharmonische Funktion auf Ω. Dann gibt es eine plurisubharmonische Funktion
χ auf Ω, so daß folgendes gilt:
Zu jeder Doppelfolge (ci,j)i,j∈IN mit ci,j ∈ Γ(Ui ∩ Uj ,F), ci,j = −cj,i und ci,j + cj,k + ck,i = 0 fu¨r
alle i, j, k ∈ IN, sowie jedem ϕ ∈ Φγ(U) gibt es eine Folge (c′i)i∈IN mit ci ∈ Γ(Ui,F), c′i − c′j = ci,j
fu¨r jedes i, j ∈ IN und eine Abscha¨tzung∑
i∈IN
sup
Ki
e−γϕ−ψ−χ sup
Ki
| c′i |≤
∑
i,j∈IN
sup
Ui∩Uj
e−ϕ sup
Ui∩Uj
e−ψ sup
Ui∩Uj
| ci,j | .
Das entscheidende an der gewonnenen Lo¨sungsabscha¨tzung ist, daß der Gewichtverlust χ nicht
von ϕ ∈ Φγ(U) abha¨ngt. Durch direkte Anwendung des Satzes von der offenen Abbildung auf
den Korandoperator kann dieses Ergebnis nicht gezeigt werden.
Wenn wir fu¨r Ω den CIN und fu¨r F die Idealgarbe JV der Keime der auf V verschwindenden
holomorphen Funktionen einsetzen, ko¨nnen wir mit Hilfe von Satz 1.2 lokale Fortsetzungen einer
auf V holomorphen Funktion zu einer ganzen Funktion zusammensetzen. Hierzu muß V nicht
singularita¨tenfrei sein. Da wir aber fu¨r die lokalen Fortsetzungen die Existenz eines holomorphen
Retraktes fu¨r V verwenden wollen und damit gewissermaßen optimale Daten fu¨r die Anwendung
von Satz 1.2 erhalten, haben wir gefordert, daß V eine abgeschlossene Untermannigfaltigkeit des
CIN , und damit Steinsch ist.
Wir erhalten aus Satz 1.2 den in Kapitel 8 gezeigten Fortsetzungssatz fu¨r holomorphe Funktionen
auf einer abgeschlossenen Untermannigfaltigkeit V des CIN ( siehe Satz 8.4):
Satz 1.3. :
Seien ϕ1 > 0 und ϕ2 > 0 stetige plurisubharmonische Funktionen auf dem CIN . Sei ferner
11
γ > 1 fest. Dann gibt es zu jedem Kompaktum K eine Konstante BK , so daß zu jedem f ∈ H(V )
und jedem α > 0 mit
log | f(z) |≤ ϕ1(z) + αϕ2(z) fu¨r jedes z ∈ V (1.3.1)
eine ganze Funktion F existiert mit
a) F (z) = f(z) fu¨r jedes z ∈ V ,
b) supK | F (z) |≤ eBKeγ supK(ϕ1+αϕ2) fu¨r jedes Kompaktum K.
Hierbei ha¨ngt BK zwar von ϕ1 und ϕ2 ab, aber nicht von α.
Aus Satz 1.3 folgt nun leicht in Anlehnung an die Argumentation in [17] die Existenz eines
Ausdehnungsoperators, wenn man eine Basisfolge in H(V ) zur Verfu¨gung hat, die von der vor-
ausgesetzten Isomorphie von H(V ) zu H(CI d) induziert wird.
Wir wollen hier wie angeku¨ndigt als Anwendung von Satz 1.3 die Bedingungen untersuchen, unter
denen der Ausdehnungsoperator daru¨berhinaus linear zahmen Abscha¨tzungen genu¨gt.
Eine stetig lineare Abbildung T : (E, ‖ ‖E,n) → (F, ‖ ‖F,n) zwischen den gradierten Fre´chet-
ra¨umen E und F wird als linear zahm bezeichnet, falls es a, b ∈ IN0 mit a 6= 0 gibt, so daß zu
jedem n ein Cn existiert mit
‖ Tx ‖n≤ Cn ‖ x ‖an+b fu¨r alle x ∈ E .
T heißt zahm, falls a = 1 gewa¨hlt werden kann. Gradierungen in einem Fre´chetraum heißen linear
zahm a¨quivalent, falls die Identita¨t in der jeweiligen Richtung linear zahm ist.
Eine linear zahme Isomorphie von H(V ) und Λ∞(k
1
d ) ist leicht durch Eigenschaften einer Basis-
folge (fk)k in H(V ) zu charakterisieren. Ist na¨mlich H(V ) zu Λ∞(k
1
d ) linear zahm isomorph, so
existiert eine Basisfolge (fk)k in H(V ) mit folgenden Eigenschaften:
B1) Es existieren a, b ∈ IN0, a ≥ 1, so daß es zu jedem n ∈ IN ein C ≥ 1 gibt mit
‖ fk ‖n≤ Ce(an+b) k
1
d fu¨r alle k .
12 1 EINFU¨HRUNG UND ERGEBNISSE
B2) Es existieren a, b ∈ IN0, a ≥ 1, so daß es zu jedem n ∈ IN ein C ≥ 1 gibt mit
| λk |≤‖ f ‖an+b e−nk
1
d
fu¨r alle f =
∑
k λkfk ∈ H(V ) und alle k.
Besitzt andererseits H(V ) eine Basisfolge (fk)k mit B1) und B2), dann ist H(V ) zu Λ∞(k
1
d ) linear
zahm isomorph, denn wegen B1) ist
‖
∑
k
λkfk ‖n≤ C
∑
k
| λk | e(an+b) k
1
d
und wegen B2) ist
∑
k
| λk | enk
1
d =
∑
k
| λk | e(n+1) k
1
d e−k
1
d ≤ C ‖ f ‖a(n+1)+b
∑
k
e−k
1
d = C ′ ‖ f ‖a(n+1)+b .
Fu¨r Potenzreihenra¨ume ist der Begriff linear zahm von besonderer Bedeutung, da zueinander
isomorphe Potenzreihenra¨ume Λ∞(ak) bzw. Λ∞(bk) stets linear zahm isomorph sind, vermo¨ge der
Identita¨t. Andererseits ist zum Beispiel bei nuklearen Potenzreihenra¨umen eine zahme Isomorphie
sehr viel seltener zu erwarten, da dies lim akbk = lim
bk
ak
= 1 impliziert. Wir bemerken hierzu
zuna¨chst, daß der nukleare Potenzreihenraum Λ∞(ck) stets per Identita¨t zahm isomorph zu
{x ∈ CI IN0 : ‖ x ‖n:=
∞∑
k=0
| xk |2 e2n ck <∞ fu¨r alle n ∈ IN}
ist. Dann erhalten wir dem Beweis zu Proposition 29.1 in [16] folgend zu jedem θ > 1 eine
Konstante D ≥ 1, so daß ak ≤ θbk +D fu¨r jedes k ∈ IN ist und umgekehrt.
Wir wollen durch die Suprema auf folgenden Polyzylindern des CIN
∆n := {z ∈ CIN : | zj |≤ en fu¨r alle 0 ≤ j ≤ N}
die Standardgradierung (‖ ‖n)n fu¨r H(CIN ) festlegen.
Auf V sei die Standardgradierung (‖ ‖H(V ),n)n gerade durch die Spuren ∆n ∩ V gegeben. Die
Gradierung ha¨ngt also von der Einbettung von V in den CIN ab. Ohne Einschra¨nkung ko¨nnen
wir 0 ∈ V annehmen.
Wenn wir die Polyzylinder ∆n, n ∈ IN, durch Bn := {z ∈ CIN : | z |< en} ersetzen, erhalten
wir auf H(CIN ) bzw. auf H(V ) eine zahm a¨quivalente Gradierung. Solche zahm a¨quivalente
Gradierungen fassen wir auch als Standardgradierungen fu¨r H(CIN ) bzw. H(V ) auf.
13
Auf H(V ) ist wegen der Surjektivita¨t der Einschra¨nkungsabbildung H(CIN )→ H(V ) ein Quoti-
entenhalbnormensystem durch
‖ f ‖qn:= inf{‖ F ‖n : F ∈ H(CIN ) , F |V= f}
gegeben. Es gilt natu¨rlich ‖ ‖n≤‖ ‖qn auf H(V ) fu¨r jedes n. Da der Satz von der offenen
Abbildung gilt, ist (‖ ‖qn)n ein zu (‖ ‖H(V ),n)n a¨quivalentes Halbnormensystem.
Die Monome in H(CIN ) besitzen bezu¨glich der Standardgradierung die Eigenschaften B1) und B2)
und zwar jeweils mit a = 1 und b = 0. Die Eigenschaft B2) ist a¨quivalent zu den Cauchyschen
Ungleichungen fu¨r ganze Funktionen auf den Polyzylindern ∆n (siehe z.B. [8], Theorem 2.2.7).
Wir haben also gezeigt, daß H(CIN ) sogar zahm isomorph zu einem Potenzreihenraum Λ∞(ak)
ist, falls ak gerade die Summe der Exponenten des k-ten Monoms ist.
H(CIN ) ist daher auch linear zahm isomorph zu Λ∞(k
1
N ), aber nicht zahm isomorph, falls N ≥ 2.
Um das einzusehen, sei (zl)k eine Abza¨hlung der Monome zα11 · . . . · zαNN , wobei α1, . . . , αN ∈ IN0,
mit der Eigenschaft, daß fu¨r s(zα11 · . . . · zαNN ) := α1 + . . .+ αN gilt s(zl) ≤ s(zk+1).
Man zeigt leicht, daß die Anzahl der Monome zl mit s(zl) ≤ m jeweils
(
N+m
m
)
betra¨gt. Es gilt
daher
m(
N+m
m
) 1
N
≤ s(zl)
k
1
N
≤ m((
N+(m−1)
m−1
)
+ 1
) 1
N
fu¨r alle k mit s(zl) = m. Die linke und die rechte Seite der Ungleichung haben den gleichen
Grenzwert fu¨r m → ∞. Wenn man den linken Ausdruck ausmultipliziert, sieht man sofort, daß
dieser gegen die N -te Wurzel aus N ! konvergiert fu¨r m→∞.
Fu¨r den angeku¨ndigten Charakterisierungssatz beno¨tigen wir noch einige Begriffe und Definitio-
nen.
Fu¨r einen gradierten Fre´chetraum (E, ‖ ‖n) wollen wir die Eigenschaften (DN) und (Ω) verscha¨r-
fen:
Wir sagen, daß (E, ‖ ‖n) (DN) in Standardform besitzt, falls fu¨r alle n ≥ 2 gilt
‖ ‖2n≤ Cn ‖ ‖n−1‖ ‖n+1 .
(E, ‖ ‖n) besitze (Ω) in Standardform, falls fu¨r alle n ≥ 2 gilt
‖ ‖∗2n ≤ Dn ‖ ‖∗n−1‖ ‖∗n+1
Aufgrund der Cauchy-Schwarzschen Ungleichung besitzt Λ∞(ak) stets (DN) und (Ω) in Stan-
dardform. Die Konstanten sind alle gleich 1.
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Von jetzt an wollen wir annehmen, daß V als analytische Untervarieta¨t des CIN nur aus einer
irreduziblen Komponente besteht. Dies ist genau dann der Fall, wenn V zusammenha¨ngend ist.
Da nach Satz 1.2 die Existenz eines Ausdehnungsoperators notwendig die Eigenschaft (DN) fu¨r
H(V ) voraussetzt, besitztH(V ) mindestens eine stetige Norm. Daher impliziert die Existenz eines
Ausdehungsoperators, daß V ohnehin nur endlich viele Zusammenhangskomponenten besitzen
kann.
V heißt algebraisch, falls es eine endliche Menge S von Polynomen im CIN gibt, so daß V = {z ∈
CIN : p(z) = 0 fu¨r alle p ∈ S}. Die Anzahl der Polynome in S kann man auf N begrenzen (siehe
z.B. [14], Chapter V.1).
Das nun folgende Kriterium fu¨r eine Teilmenge einer analytischen Untervarieta¨t des CIN , eine
Teilmenge einer algebraischen Varieta¨t zu sein, stammt von A. Sadullaev ([19], Theorem 2.2).
Sei dazu L die Menge aller plurisubharmonischen Funktionen auf dem CIN , fu¨r die es ein α(u) ∈ IR
gibt, so daß u(z) ≤ log(1+ ‖ z ‖) + α(u) auf dem CIN . Ist K ⊂ CIN ein Kompaktum, dann sei
S(z,K) := sup{u(z) : u ∈ L , u |K≤ 0} .
Die obere Regularisierte von S(z,K) heißt Siciaksche Extremalfunktion bezu¨glich K.
Das Kriterium besagt nun folgendes:
Eine Teilmenge A einer analytischen Menge im CIN ist genau dann eine Teilmenge einer algebrai-
schen Varieta¨t, falls es ein Kompaktum in A gibt, so daß S(z,K) lokal wesentlich beschra¨nkt ist
in A.
A. Aytuna verwendet in [3] dieses Kriterium, um fu¨r eine irreduzible Komponente V einer ana-
lytischen Varieta¨t im CIN (die also auch singula¨re Punkte haben darf) zu zeigen, daß V genau
dann algebraisch ist, wenn ein linear zahmer Ausdehnungsoperator H(V ) → H(CIN ) bezu¨glich
der Standardgradierungen existiert ([3], Theorem 2).
Wir werden das Kriterium von Sadullaev in Kapitel 10 dazu verwenden, ein Kriterium fu¨r die
Existenz eines linear zahmen Ausdehnungsoperators abzuleiten, das das Wachstum plurisubhar-
monischer Funktionen auf V relativ zu einer Standardgradierung beschreibt.
Ist ϕ plurisubharmonisch auf V , so sei fu¨r r ∈ IR+0
mϕ(r) := sup{ϕ(z) : z ∈ V, | z |< er} .
Das Kriterium ist erfu¨llt, falls es a ∈ IN und b ∈ IN0 gibt, so daß fu¨r jedes auf V plurisubharmo-
nische ϕ, fu¨r jedes λ ∈ [0, 1] und alle r1, r2 ∈ IR+0 gilt
mϕ(λr1 + (1− λ)r2) ≤ λmϕ(ar1 + b) + (1− λ)mϕ(ar2 + b) .
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Diese Eigenschaft ist sta¨rker als die Stark-Liouvillesche Eigenschaft (Satz 1.1, 3)), denn ist ϕ
plurisubharmonisch und beschra¨nkt auf V , dann gilt fu¨r r > b
mϕ(r) = mϕ(
n− 1
n
0 +
1
n
nr) ≤ n− 1
n
mϕ(b) +
1
n
mϕ(anr + b)
n→∞→ mϕ(b) .
Wegen des Maximumprinzips fu¨r plurisubharmonische Funktionen auf V (siehe z.B. [19], 1.3) ist
ϕ auf jedem Kompaktum, das in {| z |< er} enthalten ist, konstant. Damit ist ϕ auf ganz V
konstant.
Wir fassen nun alle Kriterien zusammen:
Fu¨r eine zusammenha¨ngende abgeschlossene Untermannigfaltigkeit V des CIN der Dimension d
gilt der folgende Satz:
Satz 1.4. :
A¨quivalent sind:
1) Es gibt einen linear zahmen Ausdehnungsoperator
E : (H(V ), ‖ ‖H(V ),n)→ (H(CIN ), ‖ ‖H(CIN ),n)
bezu¨glich der durch die Polyzylinder (∆n)n gegebenen Standardgradierungen auf H(V ) bzw.
H(CIN ).
2) (H(V ), ‖ ‖H(V ),n) ist linear zahm isomorph zu einem nuklearen gradierten Fre´chetraum
(F, ‖ ‖n), der (DN) in Standardform besitzt, und die Quotientenhalbnormen (‖ ‖qn)n auf
H(V ) sind linear zahm a¨quivalent zu (‖ ‖H(V ),n)n.
3) Es gibt ein Kompaktum K in V , so daß S(z,K) in V lokal wesentlich beschra¨nkt ist.
4) Es gibt a ∈ IN und b ∈ IN0, so daß fu¨r jede auf V plurisubharmonische Funktion ϕ, jedes
λ ∈ [0, 1] und alle r1, r2 ∈ IR+0 gilt mit mϕ(r) := sup{ϕ(z) : z ∈ V, | z |< er}:
mϕ(λr1 + (1− λ)r2) ≤ λmϕ(ar1 + b) + (1− λ)mϕ(ar2 + b) .
5) (H(V ), ‖ ‖H(V ),n) ist linear zahm isomorph zu Λ∞(k
1
d ).
6) (H(V ), ‖ ‖H(V ),n) ist linear zahm isomorph zu (H(CI d), ‖ ‖H(CI d),n).
7) In H(V ) gibt es eine Basisfolge (fk)k mit B1) und B2).
8) V ist algebraisch.
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Beweis:
1)⇒2) ist schlicht, denn das Bild von E ist linear zahm isomorph zu einem projizierten Teilraum
von Λ∞(k
1
N ), der darum (DN) in Standardform besitzt. Zum anderen ist fu¨r jedes f ∈ H(V ) die
Quotientenhalbnorm ‖ f ‖qn≤‖ Ef ‖H(CIN ),n. Also folgt auch die zweite Bedingung von 2) aus 1).
2)⇒5) ist ein Ergebnis von D. Vogt ([22], Theorem 2.3), das wir auf die wegen 2) linear zahme
Sequenz Λ∞(k
1
N ) → F → 0 anwenden. Wir erhalten eine linear zahme Isomorphie von F zu
einem Potenzreihenraum Λ∞(ak), woraus 5) folgt.
5)⇒1) ist der Spezialfall ϕ(z) := log | z | von Satz 9.3. Wir zeigen in Kapitel 9, daß Satz 9.3
leicht aus dem Fortsetzungssatz 1.3 folgt.
Die A¨quivalenzen 3)⇔8) und 1)⇔8) sind Spezialfa¨lle der oben zitierten Ergebnisse von A. Sadul-
laev bzw. A. Aytuna. Die A¨quivalenz 5)⇔6)⇔7) sind nach den obigen Ausfu¨hrungen klar.
1)⇒4) folgt aus Satz 10.4. 4)⇒8) folgt aus Satz 10.5 2
Die Eigenschaft 4) aus Satz 1.4 la¨ßt sich in einer Weise verallgemeinern, die unabha¨ngig von der
Einbettung der Steinschen Mannigfaltigkeit in einen CIN ist:
Eine Steinsche Mannigfaltigkeit V habe die Eigenschaft (LK), falls eine plurisubharmonische
Ausscho¨pfungsfunktion ψ, sowie a ∈ IN, b ∈ IN0 existieren, so daß fu¨r jede plurisubharmonische
Funktion ϕ auf V und alle r1, r2 ∈ IR+0 und jedes λ ∈ [0, 1] gilt
mψϕ(λr1 + (1− λ)r2) ≤ λmψϕ(ar1 + b) + (1− λ)mψϕ(ar2 + b) ,
wobei
mψϕ(r) := sup{ϕ(z) : z ∈ V , ψ(z) < r} ist fu¨r jeder r ∈ IR .
Eine in den CIN eingebettete abgeschlossene zusammenha¨ngende Untermannigfaltigkeit ist also
genau dann algebraisch nach Satz 1.4, falls sie (LK) mit ψ(z) = ln | z | fu¨r z ∈ V besitzt.
Ferner impliziert (LK) die Stark-Liouvillesche Eigenschaft (Satz 1.3, 3)) fu¨r zusammenha¨ngende
Steinsche Mannigfaltigkeiten.
Hieraus leiten sich zwei Fragen ab:
1) Ist jede Steinsche Mannigfaltigkeit mit (LK) biholomorph a¨quivalent zu einer algebraischen
Varieta¨t in einem CIN?
2) Ist die Stark-Liouvillesche Eigenschaft auf einer zusammenha¨ngenden Mannigfaltigkeit a¨qui-
valent zur Eigenschaft (LK)?
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Wenn und nur wenn beide Fragen eine positive Antwort haben, wa¨re jede zusammenha¨ngende
Steinsche Mannigfaltigkeit V , fu¨r die H(V ) die Eigenschaft (DN) besitzt, isomorph zu einer
algebraischen Varieta¨t eines CIN .
An dieser Stelle mo¨chte ich mich bei den Herren Dr. L. Frerick und Dr. M. Tidten sehr herzlich
bedanken fu¨r die Bereitschaft zu vielen Anregungen und Gespra¨chen, die das Entstehen dieser
Arbeit begleitet haben. Mein ganz besonderer Dank gilt meinem Doktorvater Herrn Prof. Dr.
D. Vogt, der durch seine geduldige und stetige Anregung und Unterstu¨tzung entscheidend zum
Gelingen dieser Arbeit beigetragen hat.
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2 Der verallgemeinerte Lo¨sungssatz fu¨r den Korandoperator δ
Wir fu¨hren in diesem Kapitel die in Kapitel 1 dargestellte Induktion in dem Diagramm (1.1.1)
durch, indem wir das Diagramm mit speziellen Fre´chetra¨umen und linearen stetigen Abbildungen
auffu¨llen. Dabei ist jede Spaltenabbildung ein Korandoperator. Wir behandeln die Kommutati-
vita¨t des Diagramms und die Exaktheitsbedingungen an die Zeilen und Spalten als Eigenschaften
der Familie der vorkommenden Fre´chetra¨ume. Wir zeigen, daß sich die Urbildabscha¨tzungen der
exakten Spalten auf die erste Spalte u¨bertra¨gt.
In den folgenden Kapiteln muß dann gezeigt werden, daß es ein solches Diagramm von Fre´chet-
ra¨umen gibt, wo in der ersten Spalte die Sequenz der Korandabbildungen zwischen den Koket-
tenra¨umen mit Werten in einer lokal endlich erzeugten Untergarbe von Op steht.
Sei I eine abza¨hlbare Indexmenge. Sei fu¨r jedes k ∈ IN0, σ ∈ IN0 eine Familie Sk,σ von
Fre´chetra¨umen gegeben, so daß zu jedem Multiindex α = i0, . . . , iσ ∈ Iσ+1, paarweise verschie-
dener Indizes aus I ein Fre´chetraum F kα mit einem jeweiligen aufsteigenden Halbnormensystem
(‖ ‖kα,n)n∈IN existiert. Es gelte F kpi(i0,...,iσ) = F ki0,...,iσ fu¨r jede Permutation pi der Indizes i0, . . . , iσ.
Fu¨r die lokalen Banachra¨ume von F ki0,...,iσ bezu¨glich ‖ ‖ki0,...,iσ ,n sollen die kanonischen Verbin-
dungsabbildungen injektiv sein und dichtes Bild besitzen.
Ferner sei fu¨r jeden Multiindex i1, . . . , iσ ∈ Iσ die Anzahl der Fre´chetra¨ume F ki,i1,...,iσ ∈ Sk,σ,
i ∈ I, die nicht der Nullraum sind, gleichma¨ßig fu¨r jedes k ∈ IN0 und σ ∈ IN0 durch eine Schranke
M ∈ IN beschra¨nkt. Die Menge solcher Indizes i zu einem Multiindex i1, . . . , iσ sei fu¨r jedes
k ∈ IN0 gleich. Wir bezeichnen sie mit Ii1,...,iσ . Wir verlangen ferner, daß Ij,i1,...,iσ ⊂ Ii1,...,iσ fu¨r
jedes j ∈ I und jedes i1, . . . , iσ ∈ Iσ ist.
Ist α = i0, . . . , iσ ∈ Iσ+1 ein Multiindex, dann sei mit αj derjenige Multiindex in Iσ bezeichnet,
der durch Streichung des Index ij entsteht.
Wir fu¨hren jetzt den Begriff einer Kokette auf Sk,σ, k ∈ N0, σ ∈ IN0 ein:
Definition 2.1. :
Eine Kokette c = (ci0,...,iσ)i0,...,iσ∈Iσ+1 der La¨nge σ auf der Stufe k sei ein Element aus
∏
i0,...,iσ∈Iσ+1
F ki0,...,iσ
mit der folgenden alternierenden Eigenschaft:
ci0,...,iσ = (−1)sign picpi(i0,...,iσ) ,
wobei pi eine Permutation der Indizes i0, . . . , iσ ist und sign pi die minimale Anzahl der Transpo-
sitionen angibt, in die pi zerlegt werden kann.
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Man beachte, daß ci0,...,iσ und cpi(i0,...,iσ) Elemente desselben Fre´chetraumes sind.
Die Menge aller Koketten der La¨nge σ sei mit C(Sk,σ) bezeichnet.
Wir wollen nun Ra¨ume gewichteter Koketten einfu¨hren und diese mit einer Fre´chetraumtopologie
versehen.
Ist J eine abza¨hlbare Indexmenge und (Fj)j∈J eine Familie von Fre´chetra¨umen mit aufsteigenden
Halbnormensystemen (‖ ‖j,n)n∈IN jeweils in dem Fre´chetraum Fj , dann sei
l1((Fj)j) := {x = (xj)j∈J ∈
∏
j∈J
Fj : ‖| x ‖|n:=
∑
j∈J
‖ xj ‖j,n<∞ fu¨r jedes n}
der Raum der bezu¨glich (Fj)j absolutsummierbaren Folgen. l1((Fj)j) ist also ein linearer Teil-
raum von
∏
j
Fj . Man zeigt wie im skalaren Fall, daß l1((Fj)j) versehen mit der durch (‖| ‖|n)n
induzierten Topologie ein Fre´chetraum ist.
Sei jetzt C = (Cα)α∈Iσ+1 eine Familie von Konstanten aus dem halboffenen Intervall (0, 1] mit
Cα = Cpi(α) fu¨r jede Permutation pi des Multiindex α. Dann sei
C(Sk,σ, C) := {c = (cα)α∈Iσ+1 ∈ C(Sk,σ) : C · c := (Cα · cα)α∈Iσ+1 ∈ l1(Sk,σ)} .
Fu¨r c ∈ C(Sk,σ, C) gilt also
‖| c ‖|kn,C :=
∑
α∈Iσ+1
Cα ‖ cα ‖kα,n<∞
fu¨r jedes n ∈ IN. Dasjenige Konstantensystem, das nur aus Einsen besteht, bezeichnen wir mit 1.
C(Sk,σ, C) ist versehen mit (‖| ‖|kn,C)n ein Fre´chetraum, denn C(Sk,σ, C) = l1((F kα)α∈Iσ+1), wobei
die Halbnormen in den F kα jeweils mit Cα skaliert sind.
Ferner sei
Cn(Sk,σ, C) := {c ∈ C(Sk,σ) : ‖| c ‖|kn,C<∞} .
Um einen Korandoperator fu¨r Koketten auf der Stufe k einfu¨hren zu ko¨nnen, beno¨tigen wir fu¨r
jedes α ∈ Iσ+1, σ ≥ 1 und j = 0, . . . , σ lineare stetige Abbildungen
ιk,ααj : F
k
αj → F kα
mit folgenden Eigenschaften:
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1) ‖ ιk,ααj x ‖kα,n≤‖ x ‖kαj ,n fu¨r jedes n ∈ IN
2) ιk,ααj ◦ ι
k,αj
(αj)i
= ιk,ααi ◦ ιk,αi(αi)j−1 fu¨r 1 ≤ i < j ≤ σ + 1
3) ιk,ααj ◦ ι
k,αj
(αj)i
= ιk,ααi+1 ◦ ι
k,αi+1
(αi+1)j
fu¨r 0 ≤ j ≤ i ≤ σ
4) ιk,ααj ist injektiv, falls F
k
α 6= {0} ist.
(2.1.1)
Falls klar ist, auf welcher Stufe k sich die Abbildungen befinden, lassen wir den Index k fort. Den
Korandoperator auf der Stufe k definieren wir nun wie folgt:
Fu¨r σ ≥ 0 sei
δσ : C(Sk,σ) 3 (cα)α∈Iσ+1 7→ ((δσc)β)β∈Iσ+2 ∈ C(Sk,σ+1)
mit (δσc)β :=
σ+1∑
j=0
(−1)jιββjcβj
Zwischen zwei Konstantensystemen C = (Cα)α∈Iσ+1 und D = (Dβ)β∈Iσ+2 sei die Vergleichsrela-
tion C Â D genau dann gegeben, falls
Cα ≥ max
i∈Iα
Di,α fu¨r alle α ∈ Iσ+1 .
Fu¨r den Korandoperator gilt das folgende
Lemma 2.2. :
Falls C Â D, dann ist δσ ein stetiger linearer Operator Cn(Sk,σ, C) → Cn(Sk,σ+1, D). Ferner
gilt
1) δσ ◦ δσ−1 = 0 fu¨r σ = 1, 2, . . ..
2) ‖| δσc ‖|kn≤M · (σ + 2)· ‖| c ‖|kn fu¨r jedes c ∈ Cn(Sk,σ, C).
Beweis:
Wir zeigen zuna¨chst δσ ◦ δσ−1c = 0 fu¨r ein c ∈ C(Sk,σ−1). Fu¨r α ∈ Iσ+2 gilt:
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(δσ(δσ−1c))α =
σ+1∑
j=0
(−1)jιααj
(
σ∑
i=0
(−1)iιαj(αj)ic(αj)i
)
=
∑
0≤i<j≤σ+1
(−1)i+jιααj ◦ ι
αj
(αj)i
c(αj)i +
∑
0≤j≤i≤σ
(−1)i+jιααj ◦ ι
αj
(αj)i
c(αj)i
Wir wenden die Kommutationseigenschaften (2.1.1) an und erhalten mit n := j und m := i+ 1
∑
0≤j≤i≤σ
(−1)i+jιααj ◦ ι
αj
(αj)i
c(αj)i =
∑
0≤j≤i≤σ
(−1)i+jιααi+1 ◦ ι
αi+1
(αi+1)j
c(αi+1)j
= (−1) ·
∑
0≤n<m≤σ+1
(−1)m+nιααm ◦ ιαm(αm)nc(αm)n .
Also ist (δσ(δσ−1c))α = 0.
Wir zeigen nun die Stetigkeitsabscha¨tzung:
‖| δσc ‖|kn =
∑
α∈Iσ+2
Dα ‖
σ+1∑
j=0
(−1)jιααjcαj ‖kα,n
≤
∑
α∈Iσ+2
Dα ‖
σ+1∑
j=1
(−1)jιααjcαj ‖kα,n +
∑
α∈Iσ+2
Dα ‖ cα0 ‖kα,n .
Fu¨r den zweiten Summanden der rechten Seite gilt:
∑
α∈Iσ+2
Dα ‖ cα0 ‖kα,n =
∑
β∈Iσ+1
∑
i∈Ik
β
Di,β ‖ cβ ‖kβ,n
≤ M
∑
β∈Iσ+1
Cβ ‖ cβ ‖kβ,n
= M ‖| c ‖|kn .
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Durch iteratives Abspalten der weiteren Summanden erhalten wir schließlich
‖| δσc ‖|kn≤ (σ + 2)M ‖| c ‖|kn .
2
Wir bemerken noch, daß fu¨r jeden Multiindex α ∈ IM+2 mit paarweise verschiedenen Indizes aus
I der Raum F kα stets der Nullraum ist fu¨r alle k. Denn es gibt ein j ∈ {1, . . . ,M + 1}, so daß
F ki0,ij = {0} ist, sonst wa¨re die Anzahl der Indizes in Ii0 gro¨ßer als M , was der Definition von M
widerspra¨che. Ohne Einschra¨nkung sei j = 1. Also ist Ii0,i1 = ∅. Daher ist Ii0,i1,...,iM = ∅, woraus
F ki0,...,iM+1 = {0} folgt.
Im folgenden wollen wir unter einem System (Sk,σ)k,σ stets ein System von Fre´chetra¨umen wie
oben verstehen, das einen wohldefinierten Korandoperator zula¨ßt.
Ein Beispiel fu¨r ein solches System Sk,σ mit festem k und σ = 0 wird durch die Ra¨ume holo-
morpher Funktionen auf jeweils einem Element einer offenen zusammenha¨ngenden U¨berdeckung
(Ui)i∈I einer komplexen Mannigfaltigkeit gegeben, wobei sich nicht mehr als eine feste Anzahl
von Elementen der U¨berdeckung schneiden sollen. Fu¨r gro¨ßere σ sind die Ra¨ume holomorpher
Funktionen auf den Schnittmengen von jeweils σ + 1 U¨berdeckungsmengen zu nehmen.
Die Halbnormensysteme der einzelnen Fre´chetra¨ume sind dann durch die Suprema auf kompakten
Ausscho¨pfungen der jeweiligen U¨berdeckungsmengen gegeben. Auf den Schnittmengen wa¨hlt man
die Schnitte der jeweiligen kompakten Ausscho¨pfungsmengen.
Die Abbildungen iααj fu¨r ein α ∈ Iσ+1 und j ∈ {0, . . . , σ} kann man als Einschra¨nkungen der
holomorphen Funktionen jeweils auf durch den Schnitt mit Uij entstehende kleinen Menge Uα
wa¨hlen. Hierdurch sind die Eigenschaften (2.1.1) sofort erfu¨llt.
Die Koketten werden in diesem Beispiel zu den u¨blichen Koketten holomorpher Funktionen einer
Cousin-I-Verteilung, δ1c = 0 ist dann exakt die Zykelbedingung.
Wir fassen weitere Voraussetzungen, die wir beno¨tigen, zu der folgenden Eigenschaft (E) zu-
sammen. Die Untereigenschaft (E.1) beschreibt die Bedingungen fu¨r die Kommutativita¨t des
Diagramms (1.1.1), die Exaktheit der Zeilen sowie Urbild- und Stetigkeitsabscha¨tzungen. Die
Untereigenschaft (E.2) beschreibt Urbildabscha¨tzungen der Spaltenabbildungen.
Definition 2.3. :
Ein System S = (Sk,σ)k,σ habe die Eigenschaft (E), falls die folgenden Eigenschaften (E.1) und
(E.2) erfu¨llt sind:
(E.1): Ist σ ≥ 0 fest, so gibt es fu¨r jedes α ∈ Iσ+1 eine exakte Sequenz von linearen stetigen Abbil-
dungen pkα, k ≥ 0, die 6= 0 sind, falls F k+1α 6= {0}, und die invariant unter Permutationen
der Indizes in α sind
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(E.1.1)
. . . F 3α
p2α→ F 2α
p1α→ F 1α
p0α→ F 0α → 0 .
Es gelten ferner
(E.1.2)
pkα ◦ ιααj = ιααj ◦ pkαj fu¨r α ∈ Iσ+1 , j = 0, . . . , σ , k ≥ 0 ,
sowie die folgenden Eigenschaften:
(E.1.3) Zu α ∈ Iσ+1, k ≥ 0 und n ∈ IN gibt es C > 0, so daß es fu¨r jedes x ∈ F kα mit
pk−1α x = 0 und ‖ x ‖α,n+1≤ 1 ein y ∈ F k+1α mit pkαy = x und ‖ y ‖α,n≤ C gibt. Hierbei
sei p−1α : F 0α → 0 die Nullabbildung.
(E.1.4) Fu¨r alle n ∈ IN, α ∈ Iσ+1 und k ≥ 0 gibt es ein Konstantensystem Cn,k = (Cn,k,α)α∈Iσ+1,
so daß
‖| pkαx ‖|kn,Cn,k≤‖| x ‖|k+1n,1 fu¨r jedes x ∈ F k+1α
(E.2): Fu¨r k ≥ 1 gelte: Es gibt eine nicht leere Menge Mγ zu einem festen γ > 1 mit
1. Mγ ⊂ {[C := (Cα)α∈Iσ+1 , C ′ := (C ′α)α∈Iσ ] : C ≺ C ′},
2. aus [C,C ′] ∈Mγ folgt [Cθ, C ′θ] ∈Mγ fu¨r jedes θ ≥ 1,
3. ist [C,C ′] ∈Mγ dann gibt es C ′′ ≺ C, so daß [C ′′, C] ∈Mγ,
fu¨r die gilt: Zu jedem Konstantensystem C1 = (C1,α)α∈Iσ+1 und n ∈ IN gibt es ein Kon-
stantensystem C2 = (C2,α)α∈Iσ , so daß fu¨r alle [C,C ′] ∈Mγ gilt:
Ist c ∈ Cn(Sk,σ, C · C1) mit δσc = 0, dann existiert ein c′ ∈ Cn−1(Sk,σ−1, C ′γ · C2) mit
δσ−1c′ = c und
‖| c′ ‖|kn−1,C′γ ·C2 ≤ ‖| c ‖|kn,C·C1
Der nun folgende Satz zeigt, daß auch auf der Stufe k = 0 Lo¨sungen fu¨r den verallgemeinerten
Korandoperator existieren, falls Eigenschaft (E) gilt.
Der Beweis verwendet das Induktionsverfahren, daß fu¨r den Beweis des Theorem B von Cartan
auf relativ kompakten holomorph konvexen Stufen verwendet wird (vgl. Beweis von Theorem
7.4.3 bzw. 7.6.10 in [8]).
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Satz 2.4. :
Sei (Sk,σ)k,σ ein System von Fre´chetra¨umen, fu¨r das die Eigenschaft (E) gilt. Dann gilt fu¨r
k = 0:
Sei γ > 1 und Mγ so gewa¨hlt wie in (E.2), dann gibt es zu jedem Konstantensystem C1 =
(C1,α)α∈Iσ+1 und n ∈ IN, n > 2(M + 1) ein Konstantensystem C2 = (C2,α)α∈Iσ , so daß fu¨r alle
[C,C ′] ∈Mγ gilt:
Ist c ∈ Cn(S0,σ, C ·C1) mit δσc = 0, dann existiert ein c′ ∈ Cn−2(M+1−σ)(S0,σ−1, C ′γM−σ ·C2) mit
δσ−1c′ = c und
‖| c′ ‖|0
n−2(M+1−σ),C′γM−σ ·C2 ≤ ‖| c ‖|
0
n,C·C1
Beweis:
Wir fu¨hren eine Induktion u¨ber fallende σ durch.
Wir zeigen die folgende von σ abha¨ngige Induktionsbehauptung fu¨r festes aber beliebiges k ≥ 0:
Zu jedem Konstantensystem C1 = (C1,α)α∈Iσ+1 und n ∈ IN, n > 2(M + 1) gibt es ein Konstan-
tensystem C2 = (C2,α)α∈Iσ , so daß fu¨r alle [C,C ′] ∈Mγ gilt:
Ist c ∈ Cn(Sk,σ, C · C1) mit δσc = 0 und pk−1α cα = 0 fu¨r alle α ∈ Iσ+1, dann existiert ein
c′ ∈ Cn−2(M+1−σ)(Sk,σ−1, C ′γM−σ · C2) mit
pk−1α c
′
α = 0 fu¨r alle α ∈ Iσ
δσ−1c′ = c und
‖| c′ ‖|k
n−2(M+1−σ),C′γM−σ ·C2 ≤ ‖| c ‖|
k
n,C·C1 .
Der Induktionsanfang σ =M + 1 ist klar, da nur Nullelemente auftauchen.
Zum Induktionschritt σ + 1 nach σ:
Sei C1 = (C1,α)α∈Iσ+1 ein Konstantensystem und n > 2(M + 1), n ∈ IN. Sei ferner [C =
(Cα)α∈Iσ+1 , C ′ = (C ′α)α∈Iσ ] ∈Mγ .
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Wir starten mit einem c ∈ Cn(Sk,σ, C · C1) mit δσc = 0 und pk−1α = 0 fu¨r alle α ∈ Iσ+1. Nach
(E.1.3) gibt es zu cα ∈ F kα ein dα ∈ F k+1α mit pkαdα = cα und ‖ dα ‖α,n−1≤ C˜α ‖ cα ‖α,n. Hierbei
ha¨ngt C˜α nur von α und n ab.
Wenn wir also C˜ := (C˜−1α )α∈Iσ+1 setzen, so erhalten wir ein d = (dα)α∈Iσ+1 ∈ Cn−1(Sk+1,σ, C · C˜ ·
C1) mit
‖| d ‖|k+1
n−1,C·C˜·C1
≤‖| c ‖|kn,C·C1
Wir wa¨hlen gema¨ß der 3. Eigenschaft von Mγ ein C ′′ ≺ C, so daß [C ′′, C] ∈ Mγ . Nach Lemma
2.2 folgt dann mit D′ := C˜ · C1 · (M(σ + 3))−1, daß d′ := δσ+1d ∈ Cn−1(Sk+1,σ+1, C ′′ ·D′) und
‖| d′ ‖|k+1n−1,C′′·D′≤‖| d ‖|k+1n−1,C·C˜·C1
Ist α ∈ Iσ+2, dann folgt wegen (E.1.2)
pkαd
′
α = p
k
α(δ
σ+1d)α
=
σ+2∑
j=0
(−1)jpkαiααjdαj
=
σ+2∑
j=0
(−1)jiααjpkαjdαj
= (δσ+1c)α
= 0 .
Wir ko¨nnen also auf d′ die Induktionsvoraussetzung auf der Stufe k+1 anwenden. Es gibt daher
ein Konstantensystem D′′, unabha¨ngig von C, C ′′ und d′, so daß zu d′ eine Lo¨sung der Gleichung
δσd′′ = d′ existiert mit d′′ in Cn−1−2(M+1−σ−1)(Sk+1,σ, CγM−σ−1 ·D′′), pkαd′′α = 0 fu¨r alle α ∈ Iσ+1
und
‖| d′′ ‖|k+1
n−1−2(M−σ),CγM−σ−1 ·D′′≤‖| d
′ ‖|k+1n−1,C′′D′ .
Hierbei ist ohne Einschra¨nkung D′′ ≤ C˜ · C1.
Wir setzen nun h := d− d′′ ∈ C(Sk+1,σ). Dann gilt
δσh = δσd− δσd′′ = d′ − d′ = 0 und
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‖| h ‖|k+1
n−1−2(M−σ),CγM−σ−1D′′ ≤ ‖| d ‖|
k+1
n−1,C·D′′ + ‖| d′ ‖|k+1n−1,C′′D′
≤ ‖| d ‖|k+1
n−1,C·C˜·C1
+ ‖| c ‖|kn,C·C1
≤ 2 ‖| c ‖|kn,C·C1
Also ist h ∈ Cn−1−2(M−σ)(Sk+1,σ, CγM−σ−1 ·D′′)
Wir wenden jetzt Eigenschaft (E.2) an:
Es gibt demnach ein von C und C ′ unabha¨ngiges D′′′ = (D′′′α )α∈Iσ , so daß fu¨r das Paar [Cγ
M−σ−1
,
C ′γM−σ−1 ] ∈ Mγ gilt: Zu obigem h ∈ Cn−1−2(M−σ)(Sk+1,σ, CγM−σ−1 ·D′′) gibt es wegen δσh = 0
ein h′ ∈ Cn−1−2(M−σ)−1 (Sk+1,σ−1, C ′γM−σ ·D′′′), so daß
δσ−1h′ = h und
‖| h′ ‖|k+1
n−1−2(M−σ)−1,C′γM−σ ·D′′′ ≤ ‖| h ‖|
k+1
n−1−2(M−σ),CγM−σ−1 ·D′′
Wir zeigen nun, daß c′ := (pkαh′α)α∈Iσ die gesuchte Lo¨sung ist.
Es ist klar, daß pk−1α c′α = 0 fu¨r alle α ∈ Iσ gilt. Ferner gilt fu¨r alle α ∈ Iσ+1, daß
(δσ−1c′)α =
σ∑
j=0
(−1)jιααjpkαjh′αj
(E.1.2)
=
σ∑
j=0
(−1)jpkαιααjh′αj
= pkα(δ
σ−1h′)α
= pkαhα
= pkαdα − pkαd′′α
= cα .
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Wegen (E.1.4) gibt es zur Stufe n− 2(M + 1− σ) ein Konstantensystem ˜˜C = ( ˜˜Cα)α∈Iσ+1 mit
‖| pkαx ‖|k
n−2(M+1−σ),˜˜Cα≤‖| x ‖|k+1n−2(M+1−σ),1
fu¨r jedes x = (xα)α∈Iσ+1 , xα ∈ F k+1α . Es folgt daher
‖| c′ ‖|k
n−2(M+1−σ),C′γM−σ ·D′′′· ˜˜C
2
≤ 1
2
‖| h′ ‖|k+1
n−2(M+1−σ),C′γM−σ ·D′′′
≤ 1
2
‖| h ‖|k+1
n−1−2(M+1−σ),CγM−σ−1 ·D′′
≤ ‖| c ‖|kn,C·C1
Wir setzen also C2 := D′′′ ·
˜˜
C
2 und erhalten damit c
′ ∈ Cn−2(M+1−σ)(Sk,σ−1, C ′γM−σ · C2). Damit
ist der Induktionsschritt bewiesen 2
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3 ∂-Lo¨sungen mit Abscha¨tzungen auf Steinschen Mannigfaltig-
keiten
Sei Ω eine komplexe Mannigfaltigkeit der Dimension n, die abza¨hlbar gegen unendlich ist. O sei
die Garbe von Keimen analytischer Funktionen auf Ω und F eine koha¨rente analytische Garbe
auf Ω. Wir identifizieren fu¨r eine offene Menge Ω′ ⊂ Ω die holomorphen Funktionen auf Ω′ mit
den Schnitten Γ(Ω′,O).
Eine (p, q)-Form f auf Ω sei dadurch definiert, daß sie sich auf jeder Karte als (p, q)-Form in den
lokalen Koordinaten schreiben la¨ßt, d.h. auf einer Karte U existieren Koefizientenfunktionen aus
L2(Ω, loc) bezu¨glich eines festen Volumenelementes dV , so daß f auf U in den lokalen Koordinaten
z1, . . . , zn die Form hat
f =
∑
|I|=p
′ ∑
|J |=q
′
fI,Jdz
I ∧ dzJ ,
wobei hier die Notation aus [Ho¨r] verwendet wird. Das bedeutet insbesondere, daß die Summie-
rung nur u¨ber aufsteigende Indizes der La¨nge p bzw. q erfolgt.
Der Raum der (p, q)-Formen auf Ω heiße L2p,q(Ω, loc).
Wir wa¨hlen eine hermitsche Metrik < ·, · >, die folgende Eigenschaft hat (siehe [Ho¨r], S. 113):
Es gibt eine Folge (ην)ν in C∞◦ (Ω), so daß 0 ≤ ην ≤ 1 und ην ≡ 1 auf einem beliebigen Kompaktum
in Ω, fu¨r ν genu¨gend groß, und
| ∂ην |2=< ∂ην , ∂ην >≤ 1 auf Ω ν = 1, 2, . . .
Mit einer Orthonormalisierung erreicht man, daß zu jedem z ∈ Ω eine offene Umgebung U
existiert, sowie (1, 0)-Formen ω1, . . . , ωn mit C∞-Koeffizienten, so daß
< ωj , ωk >= δjk fu¨r z ∈ U
Eine (p, q)-Form f la¨ßt sich in eindeutiger Weise in ω1, . . . , ωn entwickeln:
f =
∑
|I|=p
′ ∑
|J |=q
′
fI,J ω
I ∧ ωJ auf U
und es gilt
< f, f >=
∑
|I|=p
′ ∑
|J |=q
′ | fI,J |2 auf U.
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Sei ϕ ∈ C2(Ω) und f ∈ L2(Ω, loc), so daß
‖ f ‖2ϕ:=
∫
| f |2 e−ϕdV <∞ (3.0.1)
Der Raum dieser (p, q)-Formen sei mit L2p,q(Ω, ϕ) bezeichnet.
Sei von jetzt ab Ω Steinsch.
Es gilt das folgende Lemma u¨ber unbeschra¨nkte Operatoren zwischen Hilbertra¨umen (siehe [8],
Lemma 4.1.1).
Lemma 3.1. :
Sei T : H1 → H2 ein linearer dicht definierter abgeschlossener Operator. Es gebe C > 0, so daß
‖ f ‖H2≤ C ‖ T ∗f ‖H1 fu¨r alle f ∈ F ∩DT ∗ , (3.1.1)
wobei F ⊂ H2 abgeschlossen ist und fu¨r das Bild von T gilt RT ⊂ F .
Dann existiert zu jedem f ∈ F ein g ∈ H1, so daß
Tg = f und ‖ g ‖H1≤ C ‖ f ‖H2 (3.1.2)
gilt. Hierbei kann in (3.1.2) die gleiche Konstante C gewa¨hlt werden wie in (3.1.1).
Tatsa¨chlich beweist Ho¨rmander die A¨quivalenz von (3.1.1) und (3.1.2). Die Tatsache, daß in
(3.1.2) die gleiche Konstante gilt, wie in (3.1.1), folgt unmittelbar aus der Anwendung des Satzes
von Hahn-Banach im Beweis.
∂ definiert folgende lineare abgeschlossene dicht definierte Operatoren zwischen Hilbertra¨umen:
T : L2p,q(Ω, ϕ) → L2p,q+1(Ω, ϕ)
S : L2p,q+1(Ω, ϕ) → L2p,q+2(Ω, ϕ)
(3.1.3)
Den Raum der (p, q)-Formen auf Ω mit C∞-Koeffizienten und kompaktem Tra¨ger bezeichnen wir
mit D(p,q)(Ω).
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Wir beno¨tigen die folgende Aussage u¨ber die Lo¨sungen von ∂ auf einer Steinschen Mannigfaltig-
keit. Da die Beweisfu¨hrung sich weitestgehend auf den Beweis zu Theorem 5.3.4 in [8] stu¨tzt,
ko¨nnen wir uns hier kurz fassen.
Satz 3.2. :
Sei Ω eine Steinsche Mannigfaltigkeit. Dann existiert eine streng plurisubharmonische Funktion
ψ ∈ C2(Ω), so daß fu¨r jede plurisubharmonische Funktion ϕ auf Ω gilt:
Zu jedem f ∈ L2(p,q+1)(Ω, ϕ) mit ∂f = 0 existiert eine Lo¨sung u ∈ L2(p,q)(Ω, loc) der Gleichung
∂u = f , so daß
∫
Ω
| u |2 e−ϕ−ψdV ≤
∫
Ω
| f |2 e−ϕdV. (3.2.1)
Beweis:
Wir wa¨hlen eine streng plurisubharmonische Ausscho¨pfungsfunktion κ auf Ω (siehe z.B. [8], Thm.
5.2.10). Dann gibt es eine wachsende konvexe Funktion χ : IR → IR, so daß fu¨r jede zweimal
differenzierbare plurisubharmonische Funktion ϕ die sogenannte basic estimate
‖ f ‖2χ(κ)+ϕ≤‖ T ∗f ‖2χ(κ)+ϕ + ‖ Sf ‖2χ(κ)+ϕ fu¨r alle f ∈ Dp,q+1(Ω) (3.2.2)
gilt. Die basic estimate gilt auch fu¨r alle f ∈ DT ∗∩DS , da Dp,q+1(Ω) bezu¨glich der Graphennorm
‖ f ‖2χ(κ)+ϕ + ‖ T ∗f ‖2χ(κ)+ϕ + ‖ Sf ‖2χ(κ)+ϕ
dicht in DT ∗ ∩DS liegt.
Sei jetzt F der Kern von S, dann ist F abgeschlossen in L2(p,q+1)(Ω, χ(κ)+ϕ), da S abgeschlossen
ist. Wir erhalten also
‖ f ‖χ(κ)+ϕ≤‖ T ∗f ‖χ(κ)+ϕ fu¨r alle f ∈ F ∩DT ∗ .
Mit Lemma 3.1 folgt hieraus, daß zu jedem f ∈ L2(p,q+1)(Ω, χ(κ) + ϕ) mit ∂f = 0 ein u ∈
L2(p,q)(Ω, χ(κ) + ϕ) existiert mit
‖ u ‖χ(κ)+ϕ≤‖ f ‖χ(κ)+ϕ≤‖ f ‖ϕ .
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Fu¨r den U¨bergang zu einer beliebigen plurisubharmonischen Funktion ϕ verwenden wir die Stan-
dardargumentation wie z.B. im Beweis zu Theorem 4.4.2 in [8]. 2
Korollar 3.3. :
Ist Ω˜ ⊂ Ω offen und pseudokonvex, dann existiert zu jedem f ∈ L2(p,q+1)(Ω˜, ϕ) mit ∂f = 0 eine
Lo¨sung u ∈ L2(p,q)(Ω˜, loc) der Gleichung ∂u = f , so daß∫
Ω˜
| u |2 e−ϕ−ψdV ≤
∫
Ω˜
| f |2 e−ϕdV.
Hier ist ϕ eine beliebige plurisubharmonische Funktion auf Ω und ψ aus obigem Satz.
Beweis:
Wir ko¨nnen auf Ω˜ das eingefu¨hrte Volumenelement fu¨r Ω eingeschra¨nkt auf Ω˜ verwenden. Da
(3.2.2) auch fu¨r alle f ∈ Dp,q+1(Ω˜) gilt, kann man wie im Beweis zu Satz 3.2 argumentieren. 2
Lemma 3.4. :
Seien Ω1, Ω2 und Ω3 offene pseudokonvexe Teilmengen einer komplexen Mannigfaltifkeit Ω.
Sei Ω1 ⊂ Ω2 relativ kompakt und Ω2 ⊂ Ω3, ferner sei q ≥ 1 und ϕ ∈ PSH(Ω2).
Dann gibt es zu jedem f ∈ L2(0,q)(Ω2, ϕ) mit ∂f = 0 ein F ∈ L2(0,q)(Ω3, loc) mit
∂F = 0 und F = f auf Ω1
Beweis: Wir wenden Satz 3.2 auf f ∈ L2(0,q)(Ω2, ϕ) an und erhalten ein u ∈ L2(0,q−1)(Ω2, loc) mit
∂u = f .
Wir wa¨hlen eine C∞-Funktion χ mit Werten im Intervall [0, 1], so daß der Tra¨ger von χ in Ω2
liegt und Ω1 ⊂ χ−1(1).
Es sei w := χu und F := ∂w. Dann ist F ∈ L2(0,q)(Ω3, loc) und ∂F = 0. Ferner gilt
F |Ω1=
[
∂u · χ+ u · ∂χ
]
|Ω1= ∂u |Ω1= f |Ω1 .
2
Korollar 3.5. :
Seien Ω1 ⊂ Ω2 ⊂ Ω3 pseudokonvexe Teilmengen von Ω aus Satz 3.2 und sei Ω1 in Ω2 relativ
kompakt. Sei ferner ϕ ∈ PSH(Ω) und q ≥ 1.
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Dann gibt es zu jedem f ∈ L2(0,q+1)(Ω3, ϕ) mit ∂f = 0 eine Lo¨sung u ∈ L2(0,q)(Ω3, loc) der
Gleichung ∂u = f , so daß die Abscha¨tzung∫
Ω1
| u |2 e−ϕ−ψdVΩ ≤
∫
Ω2
| f |2 e−ϕdVΩ
mit ψ aus Satz 3.2 erfu¨llt wird.
Beweis: Wir wenden Korollar 3.3 auf f ∈ L2(0,q+1)(Ω3, ϕ) mit ∂f = 0 zweifach an und erhalten
u1 ∈ L2(0,q)(Ω2, ϕ+ψ) und u2 ∈ L2(0,q)(Ω3, ϕ+ψ) mit f = ∂u1 auf Ω2 und f = ∂u2 auf Ω3, sowie
∫
Ω2
| u1 |2 e−ϕ−ψdVΩ ≤
∫
Ω2
| f |2 e−ϕdVΩ und∫
Ω3
| u2 |2 e−ϕ−ψdVΩ ≤
∫
Ω3
| f |2 e−ϕdVΩ .
Dann erfu¨llt w := u2|Ω2 − u1 die Voraussetzungen von Lemma 3.4. Wir erhalten daher W ∈
L2(0,q)(Ω3, loc) mit ∂W = 0 und W = w auf Ω1.
Wir setzen u := u2 −W ∈ L2(0,q)(Ω3, loc). Da ∂u = ∂u2 − ∂W = ∂u2 = f gilt auf Ω3 und
∫
Ω1
| u |2 e−ϕ−ψdVΩ =
∫
Ω1
| u2 − u2 + u1 |2 e−ϕ−ψdVΩ
≤
∫
Ω2
| f |2 e−ϕdVΩ ,
ist das Korollar gezeigt 2
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4 Beweis eines Theorem B mit Schranken fu¨r Koketten mit Wer-
ten in der Garbe OΩ von Keimen holomorpher Funktionen auf
einer Steinschen Mannigfaltigkeit
Im na¨chsten Schritt werden wir ein Theorem B mit Lo¨sungsabscha¨tzungen beweisen fu¨r die
Garbe von Keimen holomorpher Funktionen auf einer Steinschen Mannigfaltigkeit. Dies wird die
Eigenschaft E.2 zeigen.
Ein ebensolches Lo¨sungstheorem mit pra¨zisen Angaben des Gewichtsverlustes findet sich in [8],
Proposition 7.6.2. Dieses Ergebnis bezieht sich jedoch lediglich auf die Situation im CI n. Deshalb
streben wir hier an, die Situation auf Steinschen Mannigfaltigkeiten zu untersuchen. Dabei werden
die Angaben des Gewichtsverlustes naturgema¨ß unpra¨ziser. Der Beweisgang wird im wesentlichen
gleich verlaufen und zwar als Induktion u¨ber σ, wobei in den Beweis des Induktionsanfangs σ = 1
der ∂-Lo¨sungssatz 3.2 eingehen wird.
Sei also Ω eine Steinsche Mannigfaltigkeit der Dimension n und U := (Ui)i∈I eine abza¨hlbare
U¨berdeckung mit Steinschen Gebieten und der Eigenschaft, daß eine feste U¨berdeckungsmenge
von ho¨chstens M verschiedenen U¨berdeckungsmengen geschnitten wird. W := (Wi)i∈I sei eine
Verfeinerung zu U . Insbesondere gelte Wi ⊂ Ui relativ kompakt und Wi Steinsches Gebiet fu¨r
jedes i ∈ I. (χi)i sei eine Teilung der Eins bezu¨glich (Wi)i. Wir wa¨hlen ferner eine plurisubhar-
monische Funktion ϕ, die (∑
i∈I
| ∂χi(z) |
)2
e−ϕ ≤ 1, z ∈ Ω ,
erfu¨llt. Es sei Hq die Garbe von Keimen von (0, q)-Formen. Auf den Stufenindex des Korand-
operators δ wird verzichtet, wenn sich die entsprechende Stufe aus dem Zusammenhang ergibt.
Fu¨r einen Multiindex i0, . . . , iσ bezeichnen wir mit Ui0,...,iσ den Schnitt Ui0 ∩ . . .∩Uiσ . Dies gelte
fu¨r Wi0,...,iσ entsprechend. Die Menge aller auf Ω plurisubharmonischen Funktionen bezeichnen
wie im folgenden mit PSH(Ω).
Poposition 4.1. :
Sei (W˜i)i∈I eine Familie von pseudokonvexen Gebieten mit Wi ⊂ W˜i relativ kompakt und
W˜i ⊂ Ui fu¨r jedes i ∈ I. Ist c ∈ Cσ(U ,Hq), δc = 0, ∂c = 0 und
∑
i0,...,iσ
∫
W˜i0,...,iσ
| ci0,...,iσ |2 e−κdV <∞ (4.1.1)
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fu¨r eine plurisubharmonische Funktion κ auf Ω, dann existiert c′ ∈ Cσ−1(U ,Hq) mit ∂c′ = 0, so
daß δc′ = c und
∑
i1,...,iσ
∫
Wi1,...,iσ
| c′i1,...,iσ |2 e−κ−(ϕ+ψ)·σdV ≤ Cσ
∑
i0,...,iσ
∫
W˜i0,...,iσ
| ci0,...,iσ |2 e−κdV, (4.1.2)
wobei ψ ∈ PSH(Ω) unabha¨ngig von κ und c gewa¨hlt werden kann.
Beweis:
Bemerkungen: Das ψ hier ist das gleiche wie in Satz 3.2. Die Konstanten Cσ ha¨ngen nicht von
den Gewichtsfunktionen ab.
Sei c ∈ Cσ(U ,Hq), δc = 0, ∂c = 0. Setze
bi1,...,iσ :=
∑
i
χici,i1,...,iσ
und b := (bi1,...,iσ)i1,...,iσ ∈ Cσ−1(U ,Hq). Man beachte, daß die Summe jeweils endlich ist. Es
gilt:
(δσ−1b)i0,...,iσ =
σ∑
k=0
(−1)k
∑
i
χici,i0,...,̂ik,...,iσ
=
∑
i
χi
σ∑
k=0
(−1)kc
i,i0,...,̂ik,...,iσ
=
∑
i
χici0,...,iσ
= ci0,...,iσ ,
(4.1.3)
denn δσc = 0.
Ist U ⊂ Ui1,...,iσ offen, dann gilt fu¨r β ∈ PSH(Ω) wegen der Cauchy-Schwarzschen Ungleichung:
∫
U
| bi1,...,iσ |2 e−βdV ≤
∫
U
∑
i
χi | ci,i1,...,iσ |2 e−βdV
≤
∑
i
∫
U∩Wi
| ci,i1,...,iσ |2 e−βdV .
(4.1.4)
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Setze fi1,...,iσ = (∂b)i1,...,iσ := ∂bi1,...,iσ . Hierdurch wird eine Kokette f := (fi1,...,iσ)i1,...,iσ ∈
Cσ−1(U ,Hq+1) definiert. Es gilt:
fi1,...,iσ = ∂bi1,...,iσ =
∑
i
∂(χici,i1,...,iσ)
=
∑
i
∂χi ∧ ci,i1,...,iσ ,
denn ∂c = 0. Da ∂ auf jedes einzelne lokale Element einer Kokette wirkt, vertauscht ∂ mit dem
Korandoperator δ auf jeder Stufe. Daher gilt
δσ−1f = δσ−1∂b = ∂δσ−1b = ∂c = 0.
Fu¨r jedes U ⊂ Ui1,...,iσ und jedes β ∈ PSH(Ω) gilt wegen der Wachstumseigenschaft von ϕ
∫
U
| fi1,...,iσ |2 e−ϕ−βdV ≤
∫
U
(∑
i
| ∂χi |
)(∑
i
| ∂χi || ci,i1,...,iσ |2
)
e−ϕ−βdV
≤
∫
U
∑
i
| ∂χi || ci,i1,...,iσ |2 e−
ϕ
2
−βdV
≤
∑
i
∫
U∩Wi
| ∂χi || ci,i1,...,iσ |2 e−
ϕ
2
−βdV
≤
∑
i
∫
U∩Wi
| ci,i1,...,iσ |2 e−βdV.
(4.1.5)
Wir fu¨hren nun eine Induktion u¨ber σ durch:
Fu¨r den Induktionsanfang σ = 1 sei c ∈ C1(U ,Hq), δ1c = 0, ∂c = 0 und
∑
i,j
∫
Ui,j
| ci,j |2 e−κdV <∞ .
b und f seien wie oben konstruiert, dann gilt δ0f = 0 und ∂f = ∂∂b = 0. f definiert also eine
(0, q + 1)-Form auf Ω, die ∂-geschlossen ist. Wir erhalten wegen (4.1.1) und (4.1.5)
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∫
Ω
| f |2 e−ϕ−κdV ≤
∑
j
∫
Wj
| fj |2 e−ϕ−κdV
≤
∑
j
∑
i
∫
Wi∩Wj
| ci,j |2 e−κdV
< ∞
(4.1.6)
Es gibt daher nach Satz 3.2 ein g ∈ L2(0,q)(Ω, loc) mit ∂g = f und
∫
Ω
| g |2 e−ϕ−ψ−κdV ≤
∫
Ω
| f |2 e−ϕ−κdV, (4.1.7)
wobei ψ unabha¨ngig von f und κ+ ϕ gewa¨hlt werden kann.
Setze c′i := bi− g fu¨r jedes i ∈ I. Dann wird durch c′ := (c′i)i eine Kokette in C0(U ,Hq) definiert,
fu¨r die
δ0c′ = δ0b− δ0g = δ0b = c
und
∂c′ = ∂b− ∂g = f − f = 0 gilt.
Wir ko¨nnen wegen (4.1.6) und (4.1.7) abscha¨tzen
∑
j
∫
Wj
| c′j |2 e−ϕ−ψ−κdV ≤ 2
∑
j
∫
Wj
| bj |2 e−ϕ−ψ−κdV + 2
∑
j
∫
Wj
| g |2 e−ϕ−ψ−κdV
≤ 2
∑
j
∑
i
∫
Wi∩Wj
| ci,j |2 e−ϕ−ψ−κdV + 2M
∫
Ω
| g |2 e−ϕ−ψ−κdV
≤ 2
∑
i,j
∫
Wi,j
| ci,j |2 e−κdV + 2M
∑
i,j
∫
Wi,j
| ci,j |2 e−κdV.
Mit C1 := 2(M + 1) ist der Induktionsanfang gezeigt.
Fu¨r den Induktionsschritt σ − 1→ σ sei c ∈ Cσ(U ,Hq), δσc = 0, ∂c = 0 und∑
i0,...,iσ
∫
W˜i0,...,iσ
| ci0,...,iσ |2 e−κdV <∞ .
Wir bilden b und f wie oben. Dann ist f ∈ Cσ−1(U ,Hq+1) und δσ−1f = 0, ∂f = 0.
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Wir ko¨nnen die Induktionsvorraussetzung auf f und κ+ ϕ anwenden, denn wegen (4.1.5) gilt
∑
i1,...,iσ
∫
W˜i1,...,iσ
| fi1,...,iσ |2 e−ϕ−κdV ≤
∑
i0,i1,...,iσ
∫
W˜i0,i1,...,iσ
| ci0,...,iσ |2 e−κdV
< ∞
(4.1.8)
Es existiert also b′ ∈ Cσ−2(U ,Hq+1), ∂b′ = 0 mit δσ−2b′ = f und
∑
i2,...,iσ
∫ ˜˜
W i2,...,iσ
| b′i2,...,iσ |2e−(κ+ϕ)−(ϕ+ψ)(σ−1)dV
≤ Cσ−1
∑
i1,...,iσ
∫
W˜i1,...,iσ
| fi1,...,iσ |2 e−κ−ϕdV ,
(4.1.9)
wobei (W˜ i)i eine Verfeinerung zu (W˜i)i ist mit Wi ⊂ W˜ i und W˜ i ⊂ W˜i jeweils relativ kompakt
fu¨r jedes i ∈ I.
Wir wenden Korollar 3.5 an auf jedes b′i2,...,iσ , Ui2,...,iσ und β = (κ+ϕ)+(ϕ+ψ)(σ−1) ∈ PSH(Ω),
sowie Wi2,...,iσ ⊂ W˜ i2,...,iσ ⊂ Ui2,...,iσ .
Es existiert also jeweils b′′i2,...,iσ ∈ L2(0,q)(Ui2,...,iσ , loc) mit
∂b′′i2,...,iσ = b
′
i2,...,iσ und∫
Wi2,...,iσ
| b′′i2,...,iσ |2 e−β−ψdV ≤
∫ ˜˜
W i2,...,iσ
| b′i2,...,iσ |2 e−βdV
(4.1.10)
Sei b′′ := (b′′i2,...,iσ)i2,...,iσ ∈ Cσ−2(U ,Hq). Mit (4.1.8), (4.1.9) und (4.1.10) erhalten wir
∑
i2,...,iσ
∫
Wi2,...,iσ
| b′′i2,...,iσ |2 e−β−ψdV ≤
∑
i2,...,iσ
∫ ˜˜
W i2,...,iσ
| b′i2,...,iσ |2 e−(κ+ϕ)−(ϕ+ψ)(σ−1)dV
≤ Cσ−1
∑
i1,...,iσ
∫
W˜i1,...,iσ
| fi1,...,iσ |2 e−ϕ−κdV
≤ Cσ−1
∑
i0,...,iσ
∫
W˜i0,...,iσ
| ci0,...,iσ |2 e−κdV.
(4.1.11)
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Wir setzen b′′′ := δσ−2b′′. Dann ist b′′′ ∈ Cσ−1(U ,Hq). Schließlich setzen wir c′ := b − b′′′ ∈
Cσ−1(U ,Hq). Dann gilt
δσ−1c′ = δσ−1b− δσ−1b′′′ = δσ−1b− δσ−1δσ−2b′′
= δσ−1b
= c.
und
∂c′ = ∂b− ∂b′′′ = f − ∂δσ−2b′′
= f − δσ−2∂b′′
= f − δσ−2b′
= f − f
= 0
Es gilt β + ψ = κ+ (ϕ+ ψ)σ. Daher erhalten wir aus (4.1.11) und (4.1.5):
∑
i1,...,iσ
∫
Wi1,...,iσ
| c′i1,...,iσ |2 e−κ−(ϕ+ψ)σdV
≤ 2
∑
i1,...,iσ
∑
i
∫
Wi∩Wi1,...,iσ
| ci,i1,...,iσ |2 e−κdV
+ 2
∑
i1,...,iσ
∫
Wi1,...,iσ
|
σ∑
j=1
(−1)j−1b′′
i1,...,̂ij ,...,iσ
|2 e−β−ψdV
≤ 2
∑
i0,...,iσ
∫
Wi0,...,iσ
| ci0,...,iσ |2 e−κdV
+ 2
∑
i1,...,iσ
σ∑
j=1
∫
Wi1,...,iσ
| b′′
i1,...,̂ij ,...,iσ
|2 e−β−ψdV
Es gilt fu¨r den letzten Summanden
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∑
i1,...,iσ
σ∑
j=1
∫
Wi1,...,iσ
| b′′
i1,...,̂ij ,...,iσ
|2 e−β−ψdV
=
∑
i2,...,iσ
∑
i
∫
Wi∩Wi2,...,iσ
| b′′i2,...,iσ |2 e−β−ψdV
+
∑
i1,...,iσ
σ∑
j=2
∫
Wi1,...,iσ
| b′′
i1,...,̂ij ,...,iσ
|2 e−β−ψdV
≤
∑
i2,...,iσ
M
∫
Wi2,...,iσ
| b′′i2,...,iσ |2 e−β−ψdV
+
∑
i1,...,iσ
σ∑
j=2
∫
Wi1,...,iσ
| b′′
i1,...,̂ij ,...,iσ
|2 e−β−ψdV,
denn Wi2,...,iσ wird von ho¨chstens M Mengen aus W geschnitten. Wenn wir diese Abscha¨tzung
fu¨r j = 2, . . . , σ iterativ fortsetzen erhalten wir
∑
i1,...,iσ
σ∑
j=1
∫
Wi1,...,iσ
| b′′
i1,...,̂ij ,...,iσ
|2 e−β−ψdV
≤ σM
∑
i2,...,iσ
∫
Wi2,...,iσ
| b′′i2,...,iσ |2 e−β−ψdV
≤ σMCσ−1
∑
i0,...,iσ
∫
W˜i0,...,iσ
| ci0,...,iσ |2 e−κdV.
Wir haben also mit Cσ := 2(1 + σ2MCσ−1) den Induktionsschritt gezeigt 2
Bemerkung: Der Beweis zu Proposition 4.1 ist auch mit Wi = Ui fu¨r jedes i ∈ I durchzufu¨hren.
Anstelle von Korollar 3.5 ist dann Korollar 3.3 anzuwenden. Daher gilt Proposition 4.1 sinngema¨ß
auch fu¨r Wi = W˜i = Ui fu¨r jedes i ∈ I.
Wir scho¨pfen jedes Ui, i ∈ I durch pseudokonvexe Gebiete Ai,n, n ∈ IN aus, fu¨r die fu¨r jedes
n ∈ IN jeweils Ai,n ⊂ Ai,n+1 relativ kompakt gilt. Ohne Einschra¨nkung sei ⋃i∈I Ai,1 = Ω. Fu¨r
(i0, . . . , iσ) ∈ Iσ+1 sei Ai0,...,iσ,n := Ai0,n ∩ . . . ∩Aiσ,n.
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Fu¨r eine Kokette der La¨nge σ, die aus Schnitten u¨ber den U¨berdeckungsmengen aus der U¨ber-
deckung U besteht mit Werten in der Garbe von Keimen von L2-Formen sei fu¨r ϕ ∈ PSH(Ω)
‖ c ‖2ϕ,n:=
∑
i0,...,iσ
∫
Ai0,...,iσ,n
| ci0,...,iσ |2 e−ϕdV
bzw.
‖ c ‖2ϕ:=
∑
i0,...,iσ
∫
Ui0,...,iσ
| ci0,...,iσ |2 e−ϕdV
eingefu¨hrt. Mit Cσn(U ,Hq, ϕ) bzw. Cσ(U ,Hq, ϕ) bezeichnen wir die Koketten aus Cσ(U ,Hq), fu¨r
die
‖ c ‖2ϕ,n<∞ bzw. ‖ c ‖2ϕ<∞ gilt.
Proposition 4.1 ko¨nnen wir also auch wie folgt formulieren:
Satz 4.2. :
Es gibt eine plurisubharmonische Funktion ψ, so daß fu¨r jedes n ∈ IN, eine beliebige plurisub-
harmonische Funktion κ und c ∈ Cσn+1(U ,Hq, κ) mit δc = 0 und ∂c = 0 ein c′ ∈ Cσ−1n (U ,Hq) mit
δc′ = c und ∂c′ = 0 existiert, so daß
‖ c′ ‖2κ+ψ,n≤‖ c ‖2κ,n+1
erfu¨llt ist.
Ein wichtiger Spezialfall von Satz 4.2 ist q = 0, denn die ∂-geschlossenen Schnitte u¨ber Ω mit
Werten in H0 sind die holomorphen Funktionen auf Ω.
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5 Konstruktion einer exakten Sequenz
Es sei Ω eine Steinsche Mannigfaltigkeit und U ⊂ Ω offen holomorph konvex. Sei F eine koha¨rente
analytische Garbe auf Ω. Ist U ⊂ Ω relativ kompakt, dann kann auf den Schnitten Γ(U,F) in
der folgenden Weise eine Fre´chetraumtopologie eingefu¨hrt werden:
Nach Theorem A von Cartan gibt es F1, . . . , Fq ∈ Γ(Ω,F), die F in U erzeugen. In der Umge-
bung eines jeden Kompaktums Kp, p ∈ IN einer holomorph konvexen kompakten Ausscho¨pfung
(Kp)p∈IN von U wird F von F1, . . . , Fq erzeugt, d.h. fu¨r jeden Schnitt x von einer Umgebung von
Kp in F gibt es auf einer Umgebung von Kp holomorphe Funktionen c1, . . . , cq, so daß in einer
Umgebung von Kp die Darstellung
x =
q∑
j=1
cjFj
existiert.
Es ist fu¨r jedes p ∈ N
‖ x ‖p:= inf
x=
∑
j
cjFj
q∑
j=1
sup
Kp
| cj | (5.0.1)
eine Halbnorm und (Γ(U,F), (‖ ‖p)p) ein Fre´chetraum (siehe z.B. [8],Cor. 7.2.6 ).
Der U¨bergang zu einem anderen Erzeugendensystem liefert ein a¨quivalentes Halbnormensystem.
Wir bezeichnen mitHU (F) den Raum Γ(U,F) zusammen mit erzeugenden Schnitten F1, . . . , Fq ∈
Γ(Ω,F) und einer holomorph konvexen kompakten Ausscho¨pfung von U . Auf dem Fre´chetraum
HU (F) ist damit eine Fre´chetraumgradierung festgelegt.
HU (O) fa¨llt mit dem Fre´chetraum der holomorphen Funktionen in U (mit dem durch Suprema auf
der kompakten Ausscho¨pfung gebildeten Normensystem) zusammen, falls als Erzeugendensystem
die konstante Funktion 1 gewa¨hlt wird. Im folgenden werden wir HU (O) stets in dieser Weise
auffassen, falls nichts anderes vermerkt ist.
Sei nun F ⊂ Or eine lokal endlich erzeugte Untergarbe, dann ist F koha¨rent nach dem Satz
von Oka (siehe z.B. [8],Theorem 7.1.5). Sei ferner F1, . . . , Fq ein Erzeugendensystem von F in U
und (Kp)p eine holomorph konvexe kompakte Ausscho¨pfung. Wir wollen nun die entsprechende
Gradierung (‖ ‖p)p auf HU (F) mit den Suprema auf den Kp vergleichen. Fu¨r f ∈ Γ(U,Or) sei
[f ]j die j-te Komponente von f . Γ(U,F) ist als Teilraum des Raumes der r-tupel holomorpher
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Funktionen in U in der kompakt gleichma¨ßigen Topologie abgeschlossen (siehe [8], Theorem
7.2.12), also induzieren die Supremumsnormen
| x |p:=
r∑
j=1
sup
Kp
| [x]j | , x ∈ Γ(U,Or)
eine Fre´chetraumgradierung auf Γ(U,F). Es gilt das folgende
Lemma 5.1. :
Fu¨r jedes p ∈ IN gilt
1) | x |p≤ Cp ‖ x ‖p und
2) ‖ x ‖p≤ C ′p | x |p+1
fu¨r jedes x ∈ Γ(U,F) mit unabha¨ngigen Konstanten Cp und C ′p.
Beweis:
Sei g ∈ Γ(U,F), g =∑qi=1 djFj , dann ist
| g |p =
r∑
j=1
sup
Kp
| [g]j |
=
r∑
j=1
sup
Kp
| [
q∑
i=1
diFi]j |
≤
r∑
j=1
q∑
i=1
sup
Kp
| dj | sup
Kp
| [Fi]j |
≤ Cp
r∑
j=1
sup
Kp
| dj |
Durch U¨bergang zum Infimum u¨ber alle Darstellungen g =
∑q
i=1 diFi erha¨lt man | g |p≤ Cp ‖ g ‖p.
Sei p ∈ IN fest, dann wa¨hle eine holomorph konvexe offene Menge U ′ und Kp+1 ⊃ U ′ ⊃ Kp. Sei
(An)n∈IN eine Ausscho¨pfung von U ′ mit holomorph konvexen kompakten Mengen mit A1 = Kp.
Die Abbildung
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ϕ : HU ′(Oq) → Γ(U ′,F)
c1, . . . , cq 7→
q∑
j=1
cjFj
(5.1.1)
ist stetig linear zwischen Fre´chetra¨umen, surjektiv und offen (Theorem 7.2.12 [8]).
Da ϕ offen ist, gibt es zu jedem n ∈ IN ein m ∈ IN und Cn,m, so daß zu jedem g ∈ Γ(U ′,F) ein
Element c = (c1, . . . , cq) ∈ HU ′(Oq) existiert mit g =
∑q
j=1 cjFj und
q∑
j=1
sup
An
| cj |≤ Cn,m
r∑
i=1
sup
Am
| [g]i | .
Hieraus folgt
inf
g=
q∑
j=1
cjFj
q∑
j=1
sup
Kp
| cj |≤ C
r∑
i=1
sup
Kp+1
| [g]j |,
fu¨r g ∈ Γ(U,F). Also gilt ‖ g ‖p≤ C ′p | g |p+1 2
Wir wollen fu¨r Abbildungen wie in (5.1.1) Urbildabscha¨tzungen zeigen, falls der Bildraum die
Gradierung (5.0.1) tra¨gt:
Lemma 5.2. :
Sei U eine Steinsche Mannigfaltigkeit und sei (Kp)p eine Ausscho¨pfung von U mit holomorph
konvexen kompakten Mengen. Seien ferner F1, . . . , Fq ∈ Γ(U,Or) und F ⊂ Or die von F1, . . . , Fq
erzeugte Untergarbe. Dann ist
ϕ : HU (Oq)→ HU (F) , c1, . . . , cq 7→
q∑
j=1
cjFj
eine stetige, lineare und surjektive Abbildung und es gilt fu¨r jedes θ > 1: Zu jedem f ∈ HU (F)
gibt es ein g ∈ HU (Oq) mit ϕ(g) = f und | g |p≤ θ ‖ f ‖p.
Beweis:
Nach Theorem 7.2.12 aus [8] ist ϕ, aufgefaßt als Abbildung in Γ(U,F), linear, stetig und surjektiv,
wobei Γ(U,F) die kompakt gleichma¨ßige Topologie von HU (Oq) tra¨gt. Wegen Lemma 5.1 ist
daher ϕ, aufgefaßt als Abbildung in HU (F) ebenfalls stetig.
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Sei θ > 1. Sei nun f ∈ HU (F) mit ‖ f ‖p≤ 1. Dann gibt es nach der Definition von ‖ f ‖p in
einer Umgebung von Kp holomorphe Funktionen c = c1, . . . , cq, so daß dort f =
∑q
j=1 cjFj gilt
und
∑q
j=1 supKp | cj |<
√
θ ‖ f ‖p≤
√
θ.
Sei R := R(F1, . . . , Fq) die Relationsgarbe von F1, . . . , Fq, d.h. Γ(U,R) ist der Kern von ϕ. R ist
nach dem Satz von Oka koha¨rent in U . Ist d = d1, . . . , dq ∈ HU (Oq) und ∑qj=1 djFj = f , dann
ist c− d ein Schnitt in die Relationsgarbe u¨ber einer Umgebung von Kp.
Wir ko¨nnen eine Folge (hn)n in Γ(U,R) finden, so daß ‖ hn − (c − d) ‖p→ 0 fu¨r n → ∞ (siehe
[8], Theorem 7.2.7). Nach Lemma 5.1 folgt
q∑
j=1
sup
Kp
| [hn]j − (cj − dj) |→ 0 fu¨r n→∞
Zu jedem ε > 0 ko¨nnen wir also h = h1, . . . , hq ∈ Γ(U,R) finden, so daß ∑qj=1 supKp | (hj +
dj) − cj |< ε. Also gilt h + d ∈ Γ(U,Oq), ϕ(h + d) = ∑qj=1(hj + dj)Fj = ∑qj=1 djFj = f und∑q
j=1 supKp | hj + dj |<
√
θ + ε. Mit ε := θ − √θ folgt daher | h + d |p≤ θ. Hieraus folgt die
Behauptung 2
Sei F wieder allgemein eine koha¨rente analytische Garbe u¨ber Ω und F1, . . . , Fq ∈ Γ(Ω,F) er-
zeugende Schnitte von F u¨ber U ⊂ Ω offen, holomorph konvex und relativ kompakt. Es gilt das
folgende
Lemma 5.3. :
Es gibt eine exakte Sequenz
. . .HU (Or3) p2→ HU (Or2) p1→ HU (Or1) p0→ HU (F)→ 0
Ferner gilt fu¨r i ≥ 1: Es gibt ein C > 0, so daß Bip+1∩Kern pi−1 ⊂ pi(CBi+1p ), wobei Bip := {f ∈
HU (Ori) :‖ f ‖p≤ 1}, i ≥ 1 und B0p := {f ∈ HU (F) :‖ f ‖p≤ 1}.
Fu¨r i = 0 gilt sogar B0p ⊂ p0(θB1p) fu¨r jedes θ > 1.
Beweis: 1) p0 : HU (Oq)→ HU (F), c1, . . . , cq 7→∑qj=1 cjFj ist eine lineare, stetige und surjektive
Abbildung nach Lemma 5.2. Setze also r1 = q. Es folgt sofort B0p ⊂ p0(θB1p) fu¨r jedes θ > 1.
2) Sei R die Relationsgarbe von F1, . . . , Fq. Es gibt Schnitte G1, . . . , Gr2 ∈ Γ(Ω,R), die R u¨ber
U erzeugen. Wie unter 1) ist p˜1 : HU (Or2) → HU (R), c1, . . . , cr2 7→
∑r2
j=1 cjGj linear, stetig und
surjektiv und es gilt {f ∈ HU (R) :‖ f ‖p≤ 1} ⊂ p˜1(θB2p) fu¨r θ > 1.
Wenn wir mit p1 die Abbildung p˜1, aufgefaßt als Abbildung in HU (Or1), bezeichnen, dann gibt
es nach Lemma 5.1, jetzt angewandt auf R, ein C ′ > 0, so daß
{f ∈ HU (Or1) : p0f = 0 und | f |p+1≤ 1
C ′
} ⊂ {f ∈ HU (R) :‖ f ‖p≤ 1} ⊂ p˜1(θB2p) = p1(θB2p)
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Mit C := C ′ · θ folgt die Behauptung fu¨r i = 1, denn B1p+1 = C ′ · {f ∈ HU (Or1) : | f |p+1≤ 1C′ }.
Durch Iteration des zweiten Schrittes mit den jeweiligen Relationsgarben folgt die Behauptung
fu¨r alle i 2
Wir betrachten fu¨r U ⊂ Ω offen holomorph konvex den Raum l1(HU (F)) := {x = (xj)j ∈
HU (F)IN,∑∞j=1 ‖ xj ‖p< ∞∀p ∈ IN}. Dies ist wiederum ein Fre´chetraum mit dem Halbnormen-
system
‖ (xj)j ‖p:=
∞∑
j=1
‖ xj ‖p, p ∈ IN,
wobei ‖ · ‖p die p-te Halbnorm auf HU (F) ist bezu¨glich einer holomorph konvexen kompakten
Ausscho¨pfung (Kp)p von U .
Wir wollen eine exakte Sequenz
. . . l1(HU (O)) p
U
2→ l1(HU (O)) p
U
1→ l1(HU (O)) p
U
0→ HU (F)→ 0
mit stetig linearen Abbildungen konstruieren. Hierbei soll fu¨r jedes U ′ ⊂ U ⊂⊂ Ω jeweils
pU
′
i |l1(HU (O))= p
U
i fu¨r i ≥ 0
gelten. Hierzu beno¨tigen wir zuna¨chst die folgende
Proposition 5.4. :
Sei F ein koha¨rente analytische Garbe auf einer Steinschen Mannigfaltigkeit Ω, (Kt)t≥0 eine
holomorph konvexe kompakte Ausscho¨pfung von Ω. Sei (fj) eine Folge in
⊕
l∈INHΩ(F).
Sei pU : l1(HU (O)) → l1(HU (F)), (λj)j 7→ ∑j λjfj fu¨r jedes U ⊂⊂ Ω offen, holomorph konvex,
eine wohldefinierte stetige lineare Abbildung.
Es gebe Folgen natu¨rlicher Zahlen (at)t≥0, (bt)t≥0 mit
at ≤ bt ≤ at+1, t ≥ 0 und bt < bt+1, t ≥ 0,
so daß auf einer Umgebung einer Stufe Ks es Gleichungen
fbt+i =
bt∑
j=1
ct,i,jfj
fu¨r alle t ≥ s und bt + i ≤ at+1 gibt mit Funktionen ct,i,j, die auf einer Umgebung von Ks
holomorph sind und
46 5 KONSTRUKTION EINER EXAKTEN SEQUENZ
sup
t≥s
1≤i≤at+1−bt
bt∑
j=1
sup
Ks
| ct,i,j |< 1 (5.4.1)
erfu¨llen.
Ferner gelte fu¨r eine Folge λ = (λj)j ∈ Kern pU , U ⊂⊂ Ks, r beliebig, daß aus λbr+i = 0 fu¨r alle
r ≥ t ≥ s, i = 1, . . . , ar+1 − br schon
λj = 0 fu¨r alle j ≥ at + 1 folgt. (5.4.2)
Sind die vorstehenden Voraussetzungen erfu¨llt, dann gibt es eine Folge (gj)j ∈ l1(HΩ(O)), so daß
fu¨r ein U ⊂⊂ Ω offen, holomorph konvex die Abbildung
qU : l1(HU (O)) → l1(HU (O))
λ = (λj)j 7→
∑
j
λjgj
stetig linear ist und BildqU = Kern pU ist. Ferner gelten fu¨r (gj)j die Eigenschaften (5.4.1) und
(5.4.2) entsprechend.
Beweis:
Fu¨r jedes offene holomorph konvexe U ⊂⊂ Ω sei eine holomorph konvexe kompakte Ausscho¨pfung
(Ap)p fest gewa¨hlt. Wir bezeichnen mit ‖ ‖p, p ∈ IN die p-te Halbnorm des Fre´chetraumes
l1(HU (O)).
Sei U ⊂ Ks offen holomorph konvex. Definiere fu¨r t ≥ s+ 1 eine Abbildung P t−1t : l1(HU (O))→
l1(HU (O)), λ := (λl)l 7→ µ := (µl)l durch
µl :=

λl +
∑at−bt−1
i=1 λbt−1+ict−1,i,l ; l ≤ bt−1
0 ; bt−1 + 1 ≤ l ≤ at
λl ; sonst
.
Eigenschaften von P t−1t :
1) P t−1t (Kern pU ) ⊂ Kern pU .
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2) P t−1t ◦ P t−1t = P t−1t .
3) P t−1t ist stetig mit ‖ P t−1t λ ‖p≤‖ λ ‖p, p ∈ IN.
ad 1): Sei λ = (λl)l ∈ Kern pU , das heißt
∑∞
l=1 λlfl = 0. Es ist
at∑
l=1
λlfl =
bt−1∑
l=1
λlfl +
at−bt−1∑
i=1
λbt−1+ifbt−1+i
=
bt−1∑
l=1
λlfl +
at−bt−1∑
i=1
λbt−1+i
bt−1∑
l=1
ct−1,i,lfl

=
bt−1∑
l=1
λl + at−bt−1∑
i=1
λbt−1+ict−1,i,l
 fl
=
bt−1∑
l=1
µlfl
Andererseits ist
at∑
l=1
λlfl = −
∞∑
l=at+1
λlfl = −
∞∑
l=at+1
µlfl = −
∞∑
l=bt−1+1
µlfl,
also ist P t−1t (λ) ∈ Kern pU .
Die 2. Aussage ist klar.
ad 3):
‖ P t−1t (λ) ‖p =
bt−1∑
l=1
sup
Ap
| λl +
at−bt−1∑
i=1
λbt−1+ict−1,i,l | +
∞∑
l=at+1
sup
Ap
| λl |
≤
bt−1∑
l=1
sup
Ap
| λl | +
at∑
l=bt−1+1
sup
Ap
| λl | +
∞∑
l=at+1
sup
Ap
| λl |
= ‖ λ ‖p,
da supAp | ct−1,i,l |< 1 fu¨r t ≥ s+ 1, i = 1, . . . , at − bt−1, l = 1, . . . , bt−1 .
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Definiere Cti ∈ l1(HU (O)) fu¨r i = 1, . . . , at+1 − bt, t ≥ s+ 1, durch die Komponenten
[
Cti
]
l
:=

ct,i,l ; l = 1, . . . , bt
−1 ; l = bt + i
0 ; sonst
Bemerkung: Es gilt
bt+1∑
l=1
[Cti ]lfl = 0
auf einer Umgebung von Kt, denn nach Voraussetzung gilt:
bt+1∑
l=1
[Cti ]lfl =
bt∑
l=1
ct,i,lfl + (−1)fbt+i = 0 .
Soweit die Bemerkung.
Es gilt
KernP t−1t =

at−bt−1∑
i=1
αiC
t−1
i : αi ∈ HU (O)
 ,
denn ist α ∈ HU (O), dann gilt fu¨r i = 1, . . . , at − bt−1
[
P t−1t (αC
t−1
i )
]
l
=
{
αct−1,i,l + α(−ct−1,i,l) ; l ≤ bt−1
0 ; sonst
= 0 .
Sei andererseits P t−1t λ = 0, dann folgt λl = 0 fu¨r l ≥ at + 1. Fu¨r l ≤ bt−1 gilt
λl = −
at−bt−1∑
i=1
λbt−1+ict−1,i,l
=
at−bt−1∑
i=1
(−λbt−1+i)[Ct−1i ]l ,
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und da fu¨r l = bt−1 + i, i = 1, . . . , at − bt−1
λbt−1+i = (−λbt−1+i)[Ct−1i ]l ist ,
folgt
λ = (λ1, . . . , λat) =
at−bt−1∑
i=1
(−λbt−1+i)Ct−1i .
Setze Qtt+n := P
t−1
t ◦ . . . ◦ P t+n−1t+n . Ist λ ∈ l1(HU (O)) fest, dann ist (Qtt+nλ)n Cauchyfolge in
l1(HU (O)):
Sei dazu xn := Qtt+nλ, dann ist fu¨r p ∈ IN
‖ xn+1 − xn ‖p = ‖ P t−1t ◦ . . . ◦ P t+n−1t+n ◦ P t+nt+n+1λ− P t−1t ◦ . . . ◦ P t+n−1t+n λ ‖p
≤ ‖ P t+nt+n+1λ− λ ‖p
=
bt+n∑
l=1
sup
Kp
| λl +
at+n+1−bt+n∑
i=1
λbt+n+ict+n,i,l − λl | +
at+n+1∑
bt+n+1
sup
Kp
| λl |
≤
at+n+1−bt+n∑
i=1
sup
Kp
| λbt+n+i |
bt+n∑
l=1
sup
Kp
| ct+n,i,l | +
at+n+1∑
bt+n+1
sup
Kp
| λl |
< 2
at+n+1∑
bt+n+1
sup
Kp
| λl | .
Es folgt
∞∑
n=1
‖ xn+1 − xn ‖p≤ 2 ‖ λ ‖p .
Wir setzen also Qt(λ) := limnQtt+n(λ) fu¨r λ ∈ l1(HU (O)). Dann ist Qt eine lineare Abbildung
Qt : l1(HU (O))→ l1(HU (O)). Es sei
Ft := {λ ∈ l1(HU (O)) : λl = 0 fu¨r l ≥ bt−1 + 1}
Eigenschaften von Qt:
1) Qt ist stetig und ‖ Qt(λ) ‖p≤‖ λ ‖p fu¨r λ ∈ l1(HU (O)), p ∈ IN.
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2) Qr(λ) = λ fu¨r λ ∈ Ft, r ≥ t.
3) Qt(λ)→ λ fu¨r t→∞ in l1(HU (O)).
4) Qt(Kern pU ) ⊂ Kern pU .
5) Qt(λ) ∈ Ft fu¨r alle λ ∈ Kern pU .
ad 1) ‖ Qtλ ‖p= limn ‖ Qtt+n(λ) ‖p≤‖ λ ‖p.
ad 2) P t−1t λ = λ, falls λl = 0 fu¨r l ≥ bt−1 + 1. Daher ist Qrr+nλ = λ, falls λ ∈ Ft, r ≥ t und
n ∈ IN0 .
ad 3) Sei p ∈ IN und ε > 0, dann gibt es ein t, so daß sich λ fu¨r r ≥ t schreiben la¨ßt als λ = λ1+λ2
mit λ1 ∈ Fr und ‖ λ2 ‖p< ε2 .
Es folgt fu¨r jedes r ≥ t
‖ Qr(λ)− λ ‖p = ‖ Qr(λ1 + λ2)− λ ‖p
= ‖ λ1 +Qr(λ2)− λ ‖p
= ‖ Qr(λ2)− λ2 ‖p
≤ ‖ λ2 ‖p + ‖ λ2 ‖p
< ε .
Bemerkung: Da F := {λ ∈ l1(HU (O)) : λ ∈ Fr fu¨r ein r} eine in l1(HU (O)) totale Menge
ist, folgt 3) direkt aus dem Satz von Banach-Steinhaus [Ko¨the Bd 2, S.142].
ad 4) Ist λ ∈ Kern pU , dann ist Qtt+n(λ) ∈ Kern pU . Da Kern pu in l1(HU (O)) abgeschlossen ist,
folgt Qt(λ) ∈ Kern pU .
ad 5) Sei r ≥ t, t+ n > r, µn := Qtt+nλ, λ ∈ Kern pU . Setze
µ′ := P rr+1(P
r+1
r+2 ◦ . . . ◦ P t+n−1t+n λ) ,
dann ist [µ′]br+i = 0 fu¨r i = 1, . . . , ar+1 − br. Andererseits ist µn = P t−1t ◦ . . . ◦ P r−1r µ′ und
damit µnl = µ
′
l fu¨r l ≥ ar + 1, also folgt µnbr+i = 0 fu¨r i = 1, . . . , ar+1 − br.
Sei µ := Qt(λ) = limnQtt+n(λ) = limn µ
n, dann gilt µnl → µl fu¨r n→∞ in HU (O), also ist
µbr+i = 0 fu¨r r ≥ t, i = 1, . . . , ar+1 − br. Nach Voraussetzung (5.4.2) gilt dann aber bereits
µl = 0 fu¨r l ≥ at + 1, daher ist µ ∈ Ft.
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Wir behalten die Situation U ⊂⊂ Ks bei und setzen fu¨r λ ∈ Kern pU
xt :=
{
Qs(λ) ; t = s− 1
Qt+1(λ)−Qt(λ) ; t ≥ s .
Es gilt
∞∑
t=s−1
xt = λ da Qt(λ)→ λ fu¨r t→∞ in l1(HU (O)).
Fu¨r t ≥ s gilt
P t−1t xt = P
t−1
t (limn Q
t+1
t+n(λ)− limn Q
t
t+n(λ))
= lim
n
(P t−1t ◦Qt+1t+n(λ)− P t−1t ◦Qtt+n(λ))
= 0 .
Also ist xt ∈ KernP t−1t = {
at−bt−1∑
i=1
αiC
t−1
i , αi ∈ HU (O)}.
Es gibt also αi,t ∈ HU (O), i = 1, . . . , at+1 − bt, so daß
xt =
at−bt−1∑
i=1
αi,tC
t−1
i .
Daher ist λ−Qs(λ) =
∞∑
t=s
at−bt−1∑
i=1
αi,tC
t−1
i .
Zeige nun, daß
∞∑
t=s
∑at+1−bt
i=1 supKp | αi,t |< ∞ fu¨r p ∈ IN ist, und damit (αi,t)i,t≥s ∈ l1(HU (O))
gilt:
Es gibt Dp ∈ IR+, so daß ‖
n∑
t=s
xt ‖p< Dp gleichma¨ßig in n ist. Sei also n ≥ s beliebig, dann gilt
Dp > ‖
n∑
t=s
xt ‖p
= ‖
n∑
t=s
at+1−bt∑
i=1
αi,tC
t
i ‖p
=
∞∑
l=1
sup
Kp
|
n∑
t=s
at+1−bt∑
i=1
αi,tdt,i,l | mit
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dt,i,l := [Cti ]l =

ct,i,l ; l = 1, . . . bt
−1 ; l = bt + i
0 ; sonst
.
Setze
βl :=
{
αi,t ; l = bt + i , 1 ≤ i ≤ at+1 − bt , s ≤ t ≤ n
0 ; sonst
.
Dann ist
∞∑
l=1
sup
Kp
| βl |=
∞∑
t=s
 at+1∑
l=bt+1
sup
Kp
| βl | +
bt+1∑
l=at+1+1
sup
Kp
| βl |
 = n∑
t=s
at+1−bt∑
i=1
sup
Kp
| αi,t | .
Also ist
Dp >
∞∑
l=1
sup
Kp
|
n∑
t=s
at+1−bt∑
i=1
αi,tdt,i,l |
=
∞∑
l=1
sup
Kp
| βl −
n∑
t=s
at+1−bt∑
i=1
bt+i6=l
αi,tdt,i,l |
≥
∞∑
l=1
sup
Kp
| βl | −
∞∑
l=1
n∑
t=s
at+1−bt∑
i=1
bt+i 6=l
sup
Kp
| αi,t | sup
Kp
| dt,i,l |
=
∞∑
l=1
sup
Kp
| βl | −
n∑
t=s
at+1−bt∑
i=1
sup
Kp
| αi,t |
bt∑
l=1
sup
Kp
| ct,i,l |
≥
n∑
t=s
at+1−bt∑
i=1
sup
Kp
| αi,t | −%
n∑
t=s
at+1−bt∑
i=1
sup
Kp
| αi,t | mit % < 1 geeignet
= (1− %)
n∑
t=s
at+1−bt∑
i=1
sup
Kp
| αi,t | .
Oben wurde gezeigt, daß Qs(λ) ∈ Fs, da λ ∈ Kern pU . Das bedeutet, daß ∑bsl=1[Qs(λ)]l · fl = 0.
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Da fj ∈⊕l∈INHΩ(F) ist fu¨r j = 1, 2, . . ., gibt es ein Ns, so daß (f1)z, . . . , (fbs)z einen Untermodul
(Fs)z von FNsz erzeugen fu¨r z ∈ Ω. Es ist
⋃
z∈Ω
(Fs)z =: Fs eine koha¨rente analytische Garbe
([11],Chap IV, Sec. B, Proposition 12). Fs wird also von f1, . . . , fbs in Ω global erzeugt ([8],
Theorem 7.2.9).
Ist Rs := R(f1, . . . , fbs) die Relationsgarbe von f1, . . . , fbs , dann gibt es zu jedem offenen ω ⊂⊂ Ω
endlich viele globale Schnitte, die Rs in ω erzeugen ([Grauert Fritzsche] ).
Wir konstruieren eine Folge (gj)j in l1(HU (O)) wie folgt:
g1, . . . , gm0 seien die in l1(HU (O)) kanonisch eingebetteten globalen Schnitte, die R0 in
◦
K0 erzeu-
gen. gms−1+1, . . . , gms seien die in l1(HU (O)) kanonisch eingebetteten globalen Schnitte, die Rs
in
◦
Ks erzeugen fu¨r s ≥ 1. Ohne Einschra¨nkung ko¨nnen wir annehmen, daß mt streng monoton
in t wa¨chst.
Fu¨r jedes λ ∈ Kern pU liegt Qs(λ) in dem Kern der Abbildung
pi : HU (Obs)→ HU (Fs) , c1, . . . , cbs 7→
∑
j
cjfj .
Nach Lemma 5.3 ist
HU (Oms)→ Kernpi , c1, . . . , cms 7→
∑
j
cjgj
eine stetige lineare surjektive Abbildung.
Insgesamt folgt:
Ist U ⊂ Ks offen holomorph konvex, dann ist die Abbildung
q˜U : HU (Oms)× l1(HU (O)) → l1(HU (O))(
(β1, . . . , βms), (αi,t)t≥s , 1≤i≤at−bt−1
) 7→ ms∑
j=1
βjgj +
∑
t≥s
at−bt−1∑
i=1
αi,tC
t
i
stetig linear mit Bild q˜U = Kern pU .
Bemerkung: Ist λ ∈ Kern pU ∩Fr fu¨r ein r ≥ s, dann gilt Qt+1(λ) = Qt(λ) = λ fu¨r t ≥ r. Daher
gilt
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λ =
∞∑
t=s−1
xt =
r−1∑
t=s−1
xt =
ms∑
j=1
βjgj +
r−1∑
t=s
at−bt−1∑
i=1
αi,tC
t−1
i . (5.4.3)
Die erzeugenden Schnitte Cti aus der Abbildung q˜U haben den Nachteil, daß sie lediglich jeweils
auf einer Umgebung von Ks definiert sind fu¨r t ≥ s.
Wir zeigen im na¨chsten Schritt, daß es globale Schnitte Gti, i = 1, . . . , at+1 − bt, t ≥ 0 gibt, so
daß
˜˜qU : HU (Oms)× l1(HU (O)) → l1(HU (O))(
(β1, . . . , βms), (αi,t)t≥s , 1≤i≤at+1−bt
) 7→ ms∑
j=1
βjgj +
∑
t≥s
at+1−bt∑
i=1
αi,tG
t
i
stetig linear ist mit Bild ˜˜qU = Kern pU fu¨r U ⊂⊂ Ks offen, holomorph konvex.
Hierzu beno¨tigen wir die folgenden zwei Lemmata:
Lemma 5.5. :
Sei E ein Fre´chetraum mit einem Fundamentalsystem von stetigen Halbnormen (‖ ‖p)p und
Φ : E → E stetig linear. Ferner gelte fu¨r die Identita¨t Id auf E, daß ‖ (Id−Φ)(x) ‖p≤ θp ‖ x ‖p
mit θp < 1 fu¨r jedes p ∈ IN.
Dann ist Φ invertierbar in L(E) und es gilt
‖ Φ−1x ‖p≤ 11− θp ‖ x ‖p
Beweis:
Es sei
Ψn :=
n∑
k=0
(Id− Φ)k mit (Id− Φ)0 := Id
Dann gilt fu¨r m ≥ n und fu¨r alle p ∈ IN und x ∈ E
‖ Ψm(x)−Ψn(x) ‖p=‖
m∑
k=n+1
(Id− Φ)k(x) ‖p≤
m∑
k=n+1
θkp ‖ x ‖p
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Hieraus folgt insbesondere ‖ Ψm(x) ‖p≤ 11−θp ‖ x ‖p.
Nach dem Satz von Banach-Steinhaus (siehe z.B. [13], S39, Nr. 5) gibt es ein Ψ ∈ L(E) mit
Ψn → Ψ punktweise. Es folgt daher wie beim von Neumannschen Lemma fu¨r jedes x ∈ E
Ψ ◦ Φ(x) = lim
n
Ψn ◦ Φ(x) = x
Genauso folgert man wegen der Stetigkeit von Φ, daß Φ ◦Ψ(x) = x.
Wir setzen also Φ−1 := Ψ. Fu¨r p ∈ IN gilt
‖ Φ−1 ‖p= lim
n
‖ Ψn(x) ‖p≤ 11− θp ‖ x ‖p 2
Lemma 5.6. :
Sei (E, (‖ ‖p)p) eine Fre´chetalgebra mit Eins und A = (ai,j)i,j eine unendliche Matrix mit
Eintra¨gen aus E, so daß A eine Abbildung aus L(l1(E)) repra¨sentiert. Ferner gebe es eine
aufsteigende Folge positiver ganzer Zahlen (nm)m ∈ IN0 mit n0 = 0, so daß
ai,j = 0 fu¨r i > nm(j) , falls nm(j)−1 < j ≤ nm(j)
Ferner gelte fu¨r die Einheitsmatrix I bestehend aus dem Einselement der Algebra auf der Diago-
nalen, daß fu¨r jedes v ∈ l1(E)
‖ (I −A)(v) ‖p≤ θp ‖ v ‖p mit θp < 1 fu¨r jedes p ∈ IN
Dann ist A invertierbar auf l1(E) und fu¨r A−1 = (bi,j)i,j gilt
bi,j = 0 fu¨r i > nm(j) , falls nm(j)−1 < j ≤ nm(j)
Beweis:
Sei cki,j das i, j-te Element von (I −A)k, dann zeigt man wie folgt induktiv u¨ber k, daß
cki,j = 0 fu¨r i > nm(j) , falls nm(j)−1 < j ≤ nm(j)
Der Induktionsanfang k = 1 ist nach der Voraussetzung an A klar. Fu¨r den Induktionsschritt
k → k + 1 sei zu festem j ein Index m(j) so gewa¨hlt, daß nm(j)−1 < j ≤ nm(j) ist. Fu¨r ein festes
i gibt es ein l ∈ IN, so daß nl−1 < i ≤ nl. Dann gilt
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ck+1i,j =
∞∑
ν=1
cki,νc
1
ν,j
=
nm(j)∑
ν=nl−1+1
cki,νc
1
ν,j
Damit ist ck+1i,j = 0, falls l − 1 ≥ m(j), was der Fall ist, wenn i > nm(j).
Ist bni,j das i, j-te Element von An :=
∑n
k=0(I −A)k, dann folgt
bni,j = 0 fu¨r i > nm(j) , falls nm(j)−1 < j ≤ nm(j)
Sei ej der j-te Einheitsvektor in l1(E). Dann ist das i-te Element des Vektors Anej gerade bni,j .
Da (Anej)n eine Cauchyfolge in l1(E) ist, die gegen A−1ej konvergiert, verschwindet fu¨r i > nm(j)
auch das i-te Element des Vektors A−1ej = bi,j 2
Wir kommen zuru¨ck zum Beweis der Proposition 5.4:
Bemerkung: Ist d ∈ Γ(ω, χ) ein Schnitt auf einer Umgebung ω von Ks in eine koha¨rente
analytische Garbe χ, dann gibt es eine Folge (dj)j ⊂ Γ(Ω, χ), so daß ‖ d − dj ‖Ks→ 0, wenn
j →∞, da Ks holomorph konvex ist ([8], Theorem 7.2.7).
Ist (Dtk)
kt
k=1 fu¨r t ∈ IN0 eine Folge von Schnitten in χ, so daß Dt1, . . . , Dtkt jeweils χ um Kt erzeugt,
und ist fu¨r eine offene Umgebung ω˜ von Kt
‖ x ‖Kt := inf
x=
∑kt
k=1
hkD
t
k
kt∑
k=1
sup
Kt
| hk | fu¨r x ∈ Γ(ω˜, χ) ,
dann gibt es zu vorgegebenem ε > 0 ein J , so daß ‖ d − dj ‖Kt< ε fu¨r j ≥ J , 0 ≤ t ≤ s. Soweit
die Bemerkung.
Sei % < 1 fest. Cti ist ein Schnitt in Rt+1 auf einer Umgebung von Kt. Wenden wir (5.4.3) auf
U =
◦
Kτ , τ ≤ t an, so wird Rt+1 in
◦
Kτ durch
Mτ := {g1, . . . , gmτ , (C li)l=τ,...,t,i=1,...,al+1−bl}
erzeugt. Nach Theorem 7.2.9 in [8], einer unmittelbaren Folgerung aus Theorem A von Cartan,
wird Rt+1 auch in pseudokonvexen Umgebungen von Kτ−1, die in
◦
Kτ liegen, durch Mτ erzeugt.
Sei fu¨r einen Schnitt x in Rt+1 um Kτ
‖ x ‖s,τ := inf{
ms+1∑
j=1
sup
Ks
| βj | +
t∑
l=s+1
al+1−bl∑
i=1
sup
Ks
| αi,l | : x =
ms+1∑
j=1
βjgj +
t∑
l=s+1
al+1−bl∑
i=1
αi,lC
l
i} .
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Dann gibt es entsprechend der obigen Bemerkung jeweils ein Gti ∈ Γ(Ω,Rt+1), so daß
‖ Cti −Gti ‖s<
%
2
fu¨r 0 ≤ s ≤ t− 1 , i = 1, . . . , at+1 − bt (5.6.1)
Auf diese Weise konstruieren wir fu¨r jedes t ≥ 0 jeweils Gti fu¨r i = 1, . . . , at+1 − bt.
Ist s fest, dann gibt es somit fu¨r jedes τ ≥ s jeweils um Ks−1 eine Darstellung
Gτj − Cτj =
ms∑
l=1
βτ,jl gl +
τ∑
t=s
at+1−bt∑
i=1
ατ,jt,i C
t
i
mit
ms∑
l=1
sup
Ks−1
| βτ,jl | +
τ∑
t=s
at+1−bt∑
i=1
sup
Ks−1
| ατ,jt,i |< %
Sei eine Abbildung H : l1(HU (O))2 → l1(HU (O))2 durch H(µ1, µ2) := (H1(µ1, µ2),H2(µ1, µ2))
definiert, wobei wir
[
H1(µ1, µ2)
]
l
:=
{
µ1l +
∑∞
τ=s
∑aτ+1−bτ
j=1 µ
2
bτ+j
βτ,jl ; l = 1, . . . ,ms
0 ; sonst
setzen und H2(µ1, µ2) = Aµ2 mit einer Matrix A = (al,n)l,n. Hierbei seien die Matrixeintra¨ge wie
folgt definiert:
al,n :=

ατ,jt,i ; l = bt + i , s ≤ t ≤ τ , i = 1, . . . , at+1 − bt , l 6= bτ + j , n = bτ + j
1 + ατ,jt,i ; l = n = bτ + j , t = τ , i = j
0 ; sonst
.
H ha¨ngt natu¨rlich von s ab. Wir schreiben aus Vereinfachungsgru¨nden H statt Hs.
Wir zeigen
1) ‖ H1(µ1, µ2) ‖p≤‖ µ1 ‖p + ‖ µ2 ‖p fu¨r alle p ∈ IN.
2) A ist eine Abbildung in L(l1(HU (O))). Es gilt ‖ Aλ ‖p≤ 2 ‖ λ ‖p fu¨r alle p ∈ IN, λ ∈
l1(HU (O)). A ist eingeschra¨nkt als Abbildung auf
Ns := {µ ∈ l1(HU (O)) : µ1 = . . . µbs = 0 , µaτ+j = 0 , τ ≥ 0 , j = 1, . . . , bτ − aτ}
in sich invertierbar.
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3) H ist eine stetige lineare Abbildung und ‖ H(µ1, µ2) ‖p≤ 3(‖ µ1 ‖p + ‖ µ2 ‖p) fu¨r p ∈ IN.
ad 1)
‖ H1(µ1, µ2) ‖p =
ms∑
l=1
sup
Ap
| µ1l +
∑
τ≥s
aτ+1−bτ∑
j=1
µ2bτ+jβ
τ,j
l |
≤
ms∑
l=1
sup
Ap
| µ1l | +
∑
τ≥s
aτ+1−bτ∑
j=1
sup
Ap
| µ2bτ+j |
ms∑
l=1
sup
Ks−1
| βτ,jl |
≤ ‖ µ1 ‖p + ‖ µ2 ‖p .
ad 2) Es ist Aµ ∈ Ns fu¨r µ ∈ Ns. Fu¨r λ ∈ Ns gilt
‖ (IdNs −A)λ ‖p =
∞∑
t=s
at+1−bt∑
i=1
sup
Ap
|
∞∑
τ=t

aτ+1−bτ∑
j=1
i 6=j , falls
t=τ
−ατ,jt,i λbτ+j
+ (1− (1− αt,it,i))λbt+i |
≤
∞∑
t=s
at+1−bt∑
i=1
∞∑
τ=t
aτ+1−bτ∑
j=1
sup
Ap
| ατ,jt,i || λbτ+j |
=
∞∑
τ=s
aτ+1−bτ∑
j=1
 τ∑
t=s
at+1−bt∑
i=1
sup
Ap
| ατ,jt,i |
 sup
Ap
| λbτ+j |
< %· ‖ λ ‖p
Hieraus folgt einerseits ‖ Aλ ‖p=‖ IdNsλ − (IdNs − A)λ ‖p≤‖ λ ‖p +% ‖ λ ‖p≤ 2 ‖ λ ‖p.
Andererseits folgt aus Lemma 5.6, daß A |Ns invertierbar ist.
Wir bezeichnen mit A−1 die kanonische Fortsetzung von (A |Ns)−1 auf l1(HU (O)). Fu¨r A−1
gilt ‖ A−1λ ‖p≤ 11−% ‖ λ ‖p fu¨r jedes p ∈ IN und jedes λ ∈ l1(HU (O)).
ad 3) 3) folgt direkt aus 1) und 2).
Wenn wir den Definitionsraum von q˜U und ˜˜qU jeweils kanonisch in (l1(HU (O)))2 einbetten, dann
gilt q˜U (H(µ1, µ2)) = ˜˜qU (µ1, µ2).
Berechne fu¨r λ ∈ l1(HU (O)) mit λτ,j := [λ]bτ+j , τ ≥ s, j = 1, . . . , aτ+1 − bτ :
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[Aλ]l =

∑
τ>t
aτ+1−bτ∑
j=1
al,bτ+jλτ,j ; l = bt + i , t ≥ s , i = 1, . . . , at+1 − bt
0 ; sonst
=

∑
τ>t
aτ+1−bτ∑
j=1
ατ,jt,i λτ,j
+
at+1−bt∑
j=1,i 6=j
αt,jt,iλt,i + (1 + α
t,i
t,i)λt,i
; l = bt + i , t ≥ s , i = 1, . . . , at+1 − bt
0 ; sonst
=

(∑
τ≥t
aτ+1−bτ∑
j=1
ατ,jt,i λτ,j
)
+ λt,i ; l = bt + i , t ≥ s , i = 1, . . . , at+1 − bt
0 ; sonst
Daher ist mit µ2τ,j := [µ
2]bτ+j
q˜U (H(µ1, µ2)) =
ms∑
l=1
[H1(µ1, µ2)]lgl +
∑
t≥s
at+1−bt∑
i=1
[Aµ2]l=bt+iC
t
i
=
ms∑
l=1
(µ1l +
∑
τ≥s
aτ+1−bτ∑
j=1
µ2τ,jβ
τ,j
l )gl +
∑
t≥s
at+1−bt∑
i=1
(
∑
τ≥t
aτ+1−bτ∑
j=1
ατ,jt,i µ
2
τ,j + µ
2
t,i)C
t
i
=
ms∑
l=1
µ1l gl +
∑
τ≥s
aτ+1−bτ∑
j=1
µ2τ,j
ms∑
l=1
βτ,jl gl +
∑
τ≥s
aτ+1−bτ∑
j=1
µ2τ,j
τ∑
t=s
at+1−bt∑
i=1
ατ,jt,i C
t
i +
∑
τ≥s
aτ+1−bτ∑
j=1
µ2τ,jC
τ
j
=
ms∑
l=1
µ1l gl +
∑
τ≥s
aτ+1−bτ∑
j=1
µ2τ,jG
τ
j
= ˜˜qU (µ1, µ2)
Also ist ˜˜qU : HU (Oms) × l1(HU (O)) → l1(HU (O)) stetig linear. Bleibt zu zeigen, daß Bild ˜˜qU =
Kern pU :
Sei x ∈ Kern pU = Bild q˜U . Finde also η = (η1, . . . , ηms), ξ = (ξj)j ∈ l1(HU (O)), so daß
x = q˜U (η, ξ) =
ms∑
l=1
ηlgl +
∑
t≥s
aτ+1−bτ∑
j=1
ξbt+iC
t
i
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Ohne Einschra¨nkung ist also ξj = 0 fu¨r j ≤ bs und j = at + i, t ≥ s, i = 1, . . . , at+1 − bt, d.h.
ξ ∈ Ns.
Setze λ := A−1(ξ) und
βl := ηl −
∞∑
τ=s
aτ+1−bτ∑
j=1
λbτ+jβ
τ,j
l , l = 1, . . . ,ms , β := (β1, . . . , βms)
Dann ist H1(β, λ) = η und H2(β, λ) = Aλ = ξ. Also ist˜˜qU (β, λ) = q˜U (H(β, λ)) = q˜U (η, ξ) = x .
Ist umgekehrt x ∈ Bild ˜˜qU , dann ist x ∈ Bild q˜U = Kern pU .
Im na¨chsten Schritt konstruieren wir aus den Folgen (gj)j und (Gti)i,t eine Folge (gl)l aus
⊕
l∈IN
HΩ(O),
die Kern pU in der gewu¨nschten Weise erzeugt und die Eigenschaften (5.4.1) und (5.4.2) erfu¨llt.
Wir setzen unter Verwendung der obigen Indexfolge (mt)t≥0
gmt+nt+1+i := gmt+i , i = 1, . . . ,mt+1 −mt , t ≥ −1
gmt+1+nt+1+i := G
t+1
i , i = 1, . . . , nt+2 − nt+1 , t ≥ −1 ,
wobei m−1 := 0 und nt :=
∑t
τ=1 aτ − bτ−1 fu¨r t ≥ 1, sowie n0 := 0.
Fu¨r jedes l ∈ IN ist damit gl wohldefiniert, denn, da mt strikt monoton wachsend ist, gibt
es zu jedem l ∈ IN ein t ≥ −1, so daß mt + nt+1 < l ≤ mt+1 + nt+2. Ist also im einen
Fall mt + nt+1 < l ≤ mt+1 + nt+1, dann setze i := l − (mt + nt+1). Ist im anderen Fall
mt+1 + nt+1 < l ≤ mt+1 + nt+2, dann setze i := l − (mt+1 + nt+1).
Wir wollen Eigenschaft (5.4.1) zeigen. Sei dazu l ∈ IN und es gelte mt + nt+1 < l ≤ mt+1 + nt+1
fu¨r ein t ≥ s ≥ −1, dann gilt das folgende
Lemma 5.7. :
Es gibt fu¨r U ⊂ Ks−1 Funktionen (µk)k aus HU (O), so daß
gl =
mt+nt+1∑
k=1
µkgk
Beweis: Es ist gl = gmt+i fu¨r ein i ∈ {1, . . . ,mt+1 − mt} Also ist gl ∈ Γ(Ω,Rt+1). Ist Ft :=
{λ ∈ l1(HU (O)) : λk = 0 fu¨r k ≥ bt−1 + 1}, dann gilt natu¨rlich auch gl ∈ Kern pU ∩ Ft+2. Fu¨r
Elemente aus Kern pU ∩ Ft+2 wurde gezeigt, daß die folgende Darstellung auf U existiert:
gl =
ms−1∑
k=1
β˜kgk +
t+1∑
τ=s−1
aτ−bτ−1∑
j=1
αj,τC
τ−1
j
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Sei α = (αl)l eine Folge mit αbτ−1+j = αj,τ fu¨r τ = s − 1, . . . , t + 1, j = 1, . . . , ατ − bτ−1 und
αl = 0 sonst, dann ist α ∈ Ns−1. Setze nun λ := A−1α und
βk := β˜k −
t+1∑
τ=s−1
aτ+1−bτ∑
j=1
λbτ+jβ
τ,j
l , k = 1, . . . ,ms , βk = 0 sonst.
Hieraus folgt β˜ = H1(β, λ) und α = H2(β, λ). Daher gilt
gl = q˜U (H(β, λ) = ˜˜qU (β, λ) = ms−1∑
k=1
βkgk +
∞∑
τ=s−1
aτ−bτ−1∑
j=1
λbτ−1+jG
τ−1
j
Da α =
∑t
τ=s−1
∑aτ+1−bτ
j=1 αbτ+jebτ+j ist, folgt mit Blick auf Lemma 5.6 λ = A
−1α ∈ Ft+1. Damit
haben wir
gl =
ms−1∑
k=1
βkgk +
t+1∑
τ=s−1
aτ+1−bτ∑
j=1
λbτ+jG
τ
j =
ms−1+ns−1∑
k=1
µkgk +
mt+nt+1∑
k=ms−1+ns−1+1
µkgk ,
denn {gk : k = 1, . . . ,ms−1} ⊂ {gk : k = 1, . . . ,ms−1+ns−1} und {Gτj : s−1 ≤ τ ≤ t+1 , j =
1, . . . , aτ+1 − bτ} ⊂ {gk : k = ms−1 + ns−1 + 1, . . . ,mt+1 + nt+2}.
Hieraus folgt das Lemma 2
Fu¨r t ≥ 0 setzen wir ut := mt+1 + nt+1 und vt := mt+1 + nt+2. Dann ist ut ≤ vt ≤ ut+1 und
vt+1 − vt ≥ mt+2 −mt+1 > 0 alle t ≥ 0. Sei l ∈ IN mit mt + nt+1 < l ≤ mt+1 + nt+1, dann ist
l = vt−1 + i mit i ∈ {1, . . . ,mt+1 −mt} = {1, . . . , ut − vt−1}.
Nach Lemma 5.7 gibt es Funktionen µt−1,i,k aus HU (O) fu¨r Ks−2 ⊂ U ⊂ Ks−1 und s ≤ t, so daß
gvt−1+i =
vt−1∑
k=1
µt−1,i,kgk .
Wir ko¨nnen, ohne die Erzeugungseigenschaft der Folge (gl)l zu vera¨ndern, die Folge (gl)l bezu¨glich
festem % < 1 wie folgt induktiv skalieren:
Sei g˜1, . . . , g˜vs bereits skaliert, dann gibt es Funktionen µ˜s,i,k ∈ HU (O), Ks−1 ⊂ U ⊂ Ks, so daß
gvs+i =
vs∑
k=1
µ˜s,i,kg˜k auf U .
Sei
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Ss,i :=
vs∑
k=1
sup
Ks
| µ˜t,i,k | fu¨r i = 1, . . . , us+1 − vs und
Ss := max
i=1,...,us+1−vs
Ss,i · 1
%
(5.7.1)
Fu¨r l = vs + i sei g˜l :=
gl
Ss
, i = 1, . . . , us+1 − vs. Fu¨r l = us+1 + i, i = 1, . . . , vs+1 − us+1 sei
g˜l = gl. Dann gilt fu¨r die auf diese Weise induktiv skalierte Folge (g˜l)l die Eigenschaft (5.4.1):
Ist l = vt+ i, i ∈ {1, . . . , ut+1− vt}, t ≥ s, dann gibt es in einer Umgebung von Kt−1 holomorphe
Funktionen µt,i,k, k = 1, . . . , vt, so daß
g˜vt+i =
vt∑
k=1
µt,i,kg˜k
und
vt∑
k=1
sup
Ks−1
| µt,i,k |≤
vt∑
k=1
sup
Kt−1
| µt,i,k |≤ % < 1 fu¨r alle t ≥ s
Wir benennen von hier an (g˜l)l in (gl)l um und definieren fu¨r ein U ⊂⊂ Ω holomorph konvex
qU : l1(HU (O))→ l1(HU (O)) , (µl)l 7→
∑
l
µlgl
Wir zeigen jetzt, daß qU stetig ist:
Da U ⊂ Ks−1 gilt fu¨r alle t ≥ s und 1 ≤ i ≤ ut − vt
gvt+i =
vt∑
k=1
µt,i,kgk mit
vt∑
k=1
sup
U
| µt,i,k |< 1
Sei (Ap)p∈IN eine kompakte Ausscho¨pfung von U , dann folgt fu¨r die p-te Halbnorm des zugeho¨rigen
Halbnormensystems in l1(HU (O)) induktiv:
‖ gvt+i ‖p≤ Cp,s := max{‖ gk ‖p : 1 ≤ k ≤ vs}
fu¨r jedes t ≥ s und 1 ≤ i ≤ ut − vt.
Fu¨r t ≥ s und 1 ≤ i ≤ vt+1 − ut+1 gilt gut+1+i = Gt+2i . Um Ks−1 sind Ct+1i definiert fu¨r jedes
t ≥ s, 1 ≤ i ≤ vt+1 − ut+1 = at+3 − bt+2, und es gilt ‖ Ct+1i ‖p≤ 2 fu¨r alle p.
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Wegen (5.6.1) in Verbindung mit Lemma 5.1 gibt es C ′p,s, so daß
‖ Gt+1i ‖p≤ C ′p,s
fu¨r alle p und alle t ≥ s, 1 ≤ i ≤ vt+1 − ut+1 gilt.
Daher gibt es zu jedem p ∈ IN eine Konstante Cp, so daß
‖ qU (µ) ‖p≤ Cp ‖ µ ‖p fu¨r jedes µ ∈ l1(HU (O)) (5.7.2)
Bemerkung: Es ist gl ∈ Γ(Ω,Rt+1), fu¨r ut + 1 ≤ l ≤ ut+1.
Zum Schluß bleibt nur noch Eigenschaft (5.4.2) zu zeigen:
Sei µ = (µl)l ∈ Kern qU fu¨r ein U ⊂ Ks−1 holomorph konvex. Sei t ≥ s und µvr+i = 0 fu¨r alle
r ≥ t und i = 1, . . . , ur+1 − vr. Also ist
0 =
∑
l≥1
µlgl =
∑
l≤ut
µlgl +
∑
r≥t
(
∑
ur<l≤vr
µlgl +
∑
vr<l≤ur+1
µlgl)
=
∑
l≤ut
µlgl +
∑
r≥t
ar+2−br+1∑
i=1
µur+iG
r+1
i ,
denn vr−ur = nr+2−nr+1 = ar+2− br+1. Da ∑l≤ut µlgl ∈ Γ(Ω,Rt+1), folgt nach Indexverschie-
bung
0 =
∑
r≥t+1
ar+1−br∑
i=1
µ˜r,i[Gri ]k mit µ˜r,i = µur−1+i fu¨r k ≥ bt+1 + 1
Also auch nach Umrechnung
0 =
∑
r≥t+1
ar+1−br∑
i=1
[Aµ˜]br+i[C
r
i ]k fu¨r k ≥ bt + 1 ,
wobei µ˜ eine Folge ist mit µ˜l = µ˜r,i fu¨r l = br + i, i = 1, . . . , ar+1 − br und r ≥ t+ 1 und µ˜l = 0
in allen anderen Fa¨llen.
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Setze λ = (λl)l und λl := [Aµ˜]br+i fu¨r l = br + i, i = 1, . . . , ar+1 − br und r ≥ t + 1 und sonst
gleich Null. Da [Cτj ]bτ+j = −1 fu¨r τ ≥ t+ 1, j = 1, . . . , aτ+1 − bτ , folgt
sup
Ap
| λbτ+j |= sup
Ap
|
∑
r≥t+1
ar+1−br∑
i=1
i 6=j,falls r=τ
λbr+i[C
r
i ]bτ+j |
fu¨r alle p, wobei (Ap)p die oben fest gewa¨hlte Ausscho¨pfung von U ist.
Also gilt
∑
τ≥t+1
aτ+1−bτ∑
j=1
sup
Ap
| λbτ+j | =
∑
τ≥t+1
aτ+1−bτ∑
j=1
sup
Ap
|
∑
r≥t+1
ar+1−br∑
i=1
i 6=j,falls r=τ
λbr+i[C
r
i ]bτ+j |
≤
∑
r≥t+1
ar+1−br∑
i=1
sup
Ap
| λbr+i |
∑
τ≥t+1
aτ+1−bτ∑
j=1
j 6=i,falls r=τ
sup
Ap
| [Cri ]bτ+j |
=
∑
r≥t+1
ar+1−br∑
i=1
sup
Ap
| λbr+i |
r−1∑
τ=t+1
aτ+1−bτ∑
j=1
sup
Ap
| cr,i,bτ+j |
≤
∑
r≥t+1
ar+1−br∑
i=1
sup
Ap
| λbr+i | ·θ
fu¨r ein θ < 1 nach Eigenschaft (5.4.1) der Voraussetzung.
Hieraus folgt λbr+i = 0 fu¨r r ≥ t+ 1, i = 1, . . . , ar+1 − br.
Da µ˜ ∈ Nt+1 folgt µ˜ = A−1λ = 0. Also ist µ˜r,i = 0 fu¨r r ≥ t + 1, i = 1, . . . , ar+1 − br. Dies
bedeutet nach Ru¨ckverschiebung der Indizes µur+i = 0 fu¨r r ≥ t, i = 1, . . . , vr − ur. Insgesamt
ist also µl = 0 fu¨r alle l ≥ ut + 1.
Hieraus folgt Eigenschaft (5.4.2) und die Proposition 5.4 ist bewiesen 2
Ist U ⊂⊂ Ω holomorph konvex. (Ap)p eine holomorph konvexe kompakte Ausscho¨pfung von U .
Dann sei
Bp := {f ∈ l1(HU (O)) : ‖ f ‖p≤ 1}
B0p := {f ∈ HU (F) : ‖ f ‖p≤ 1}
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Wir kommen nun zum Hauptergebnis dieses Abschnittes.
Satz 5.8. :
Sei F ein koha¨rente analytische Garbe u¨ber Ω. U ⊂⊂ Ω holomorph konvex. Dann gibt es eine
exakte Sequenz
. . . l1(HU (O)) p
U
2→ l1(HU (O)) p
U
1→ l1(HU (O)) p
U
0→ HU (F)→ 0 . (5.8.1)
Hierbei ko¨nnen die Abbildungen pUi , i = 0, 1, . . ., so gewa¨hlt werden, daß p
U
i =
∑
l
λlf
i
l mit von U
unabha¨ngigen f il ∈ l1(HΩ(O)) fu¨r alle i ≥ 1 bzw. f il ∈ HΩ(F) fu¨r i = 0.
Es gilt ferner
Bp+1 ∩Kern pUi−1 ⊂ pUi (C ·Bp) fu¨r i ≥ 1 (5.8.2)
und einer von p und i abha¨ngigen Konstante C, sowie
B0p ⊂ pU0 (θ ·Bp) fu¨r jedes θ > 1 . (5.8.3)
Beweis:
Sei (Kt)t eine holomorph konvexe kompakte Ausscho¨pfung von Ω. Sei 0 < % < 1 fest. Ferner
gelten die Bezeichnungen wie in der Proposition 5.4.
Wir zeigen die Exaktheit von (5.8.1) u¨ber die induktive Konstruktion der (f il )l:
Im Beweis werden wir i′ statt i verwenden.
1) Induktionsanfang i′ = 0:
Ist t ∈ IN0, dann gibt es nach Theorem A von Cartan f˜1, . . . , f˜at ∈ Γ(Ω,F), die F um Kt
erzeugen. Ohne Einschra¨nkung ist (at)t≥0 strikt monoton steigend. (Ist z.B. F endlich erzeugt,
dann werden die Erzeuger dupliziert.)
Setze ferner f01 := f˜1, . . . , f
0
a0 := f˜a0 . Es seien fu¨r t > 0 die Schnitte f
0
1 , . . . , f
0
at durch Skalierung
mit Konstanten aus f˜1, . . . , f˜at hervorgegangen. Betrachten wir f˜at+i in einer Umgebung von Kt
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nahe genug an Kt, dann lassen sich um Kt holomorphe Funktionen λt,i,j , j = 1, . . . , at finden, so
daß
f˜at+i =
at∑
j=1
λt,i,jf
0
j gilt.
Wir setzen Ct,i :=
∑at
j=1 supKt | λt,i,j | und f0at+i := f˜at+i · %Ct,i fu¨r i = 1 . . . , at+1 − at.
Dann erzeugen f01 , . . . , f
0
at die Garbe F um Kt. Fu¨r jedes U ⊂⊂ Ks holomorph konvex erhalten
wir eine Abbildung
pU0 : l1(HU (O))→ HU (F) , (λl)l 7→
∑
l
λlf
0
l ,
die surjektiv und stetig linear ist. Denn es gilt fu¨r U ⊂⊂ Ks und eine kompakte Ausscho¨pfung
(Ap)p∈IN von U , sowie fu¨r t ≥ s
sup
Ap
| f0at+i | = sup
Ap
|
at∑
j=1
λt,i,jf
0
j |
%
Ct,i
≤ atmax
j=1
sup
Ap
| f0j | sup
Ap
| λt,i,j | %
Ct,i
<
atmax
j=1
sup
Ap
| f0j |
Also induktiv
sup
Ap
| f0l |≤
asmax
l=1
sup
Ap
| f0l |=: Cp,s fu¨r alle l ≥ as .
Also gilt
sup
Ap
|
∑
l
λlf
0
l | ≤
∑
l
sup
Ap
| λl | sup
Ap
| f0l |
≤ Cp,s
∑
l
sup
Ap
| λl |
= Cp,s ‖ (λl)l ‖p
(5.8.4)
Wir bemerken, daß die Cp,s eine gleichma¨ßige obere Schranke in p besitzen.
(f0l )l erfu¨llt die Eigenschaften (5.4.1) und (5.4.2) aus der Proposition mit bt := at alle t. Ei-
genschaft (5.4.1) ist wegen der obigen Skalierung erfu¨llt und Eigenschaft (5.4.2) gilt automatisch
wegen at = bt fu¨r alle t.
67
2) Die Folgen (f i
′
l )l fu¨r i
′ ≥ 1 erhalten wir induktiv durch Anwenden von Proposition 5.4.
Bezogen auf die Folge (f i
′−1
l )l ist damit
f i
′
l =
gl−nt+1
St−1
fu¨r vt−1 + 1 ≤ l ≤ ut und
f i
′
l = G
t+1
l−nt fu¨r ut−1 ≤ l ≤ vt, wobei
die St fu¨r t ≥ 1 die Skalierungskonstanten aus (5.7.1) sind.
3) Es bleibt (5.8) und (5.8.3) zu zeigen. Sei f ∈ HU (F) fu¨r ein U ⊂⊂ Ω holomorph konvex und
sei ‖ f ‖p≤ 1. Es sei s so gewa¨hlt, daß U ⊂ Ks. Da f01 , . . . , f0as globale erzeugende Schnitte von
F u¨ber U sind, kann Lemma 5.3 angewandt werden.
Es gibt daher fu¨r θ > 1 Funktionen λ1, . . . , λas ∈ HU (O) mit
∑as
l=1 λlf
0
l = f und
∑as
l=1 supAp |
λl |≤ θ. Damit ist f ∈ pU0 (θBp).
Sei jetzt i′ ≥ 1, f ∈ Kern pUi′−1 und ‖ f ‖p+1≤ 1 mit f = (fk)k. Da U ⊂ Ks ko¨nnen wir mit in U
holomorphen Funktionen β = (β1, . . . , βms) und α = (αi,t)t≥s , i=1,...,at+1−bt
f =
ms∑
l=1
βlgl +
∑
t≥s
at+1−bt∑
i=1
αi,tC
t
i schreiben, wobei
(at)t, (bt)t, sowie (Cti )t,i etc. von der Folge (f
i′−1
l )l herru¨hren gema¨ß Proposition 5.4.
Da gl ∈ Γ(Ω,Rs) fu¨r l = 1, . . . ,ms ist, gilt [gl]k = 0 fu¨r k ≥ bs + 1. Also gilt
fk =
∑
t≥s
at+1−bt∑
i=1
αi,t[Cti ]k fu¨r k ≥ bs + 1
Wie im Beweis der Proposition 5.4 gezeigt wurde, gilt
1 ≥
∑
k≥bs+1
sup
Ap+1
| fk | =
∑
k≥bs+1
sup
Ap+1
|
∑
t≥s
at+1−bt∑
i=1
αi,t[Cti ]k |
≥ (1− %)
∑
t≥s
at+1−bt∑
i=1
sup
Ap+1
| αi,t | ,
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wobei % < 1 gema¨ß (5.4.1) gewa¨hlt ist. Sei f˜ := f −∑t≥s∑at+1−bti=1 αi,tCti . Dann ist
‖ f˜ ‖p+1 ≤ ‖ f ‖p+1 +
∑
t≥s
at+1−bt∑
i=1
sup
Ap+1
| αi,t |‖ Cti ‖p+1
≤ 1 + 1
1− % · 2
Da g1, . . . , gms die Garbe R(f i
′−1
1 , . . . , f
i′−1
bs
) um Ks erzeugt, kann in Anwendung von Lemma 5.3
und Lemma 5.1 γ1, . . . , γms ∈ HU (O) gefunden werden, so daß
f˜ =
ms∑
l=1
γlgl und
ms∑
l=1
sup
Ap
| γl |≤ Ci,p ,
wobei Ci,p von f unabha¨ngig ist. Wir setzen α := (αl)l mit αbt+i := αi,t fu¨r t ≥ s, i = 1, . . . , at+1−
bt und al = 0 sonst. Sei λ := A−1α. Dann gilt ‖ λ ‖p+1≤ 11−% ‖ α ‖p+1≤ 1(1−%)2 .
Wir bilden µ = (µl)l durch
µl :=

γmt+i · St−1 ; fu¨r l = vt−1 + i , t ≤ s− 1 , i = 1, . . . , ut − vt−1
λi,t ; fu¨r l = ut + i , t ≥ s− 1 , i = 1, . . . , vt − ut
0 ; sonst
Dann folgt
pUi′ µ =
∑
l
µlf
i′
l
=
∑
t≤s−1
ut−vt−1∑
i=1
γmt+i · St−1f i
′
vt−1+i +
∑
t≥s−1
vt−ut∑
i=1
λi,tf
i′
ut+i
=
∑
t≤s−1
ut−vt−1∑
i=1
γmt+igmt+1 +
∑
t≥s−1
vt−ut∑
i=1
λi,tG
t+1
i
=
ms∑
l=1
γlgl +
∑
t≥s−1
at+2−bt+1∑
i=1
λi,tG
t+1
i
= f˜ +
∑
t≥s
at+1−bt∑
i=1
αi,tC
t
i
= f
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und ‖ µ ‖p=‖ γ ‖p + ‖ λ ‖p≤ Ci,p + 1(1−%)2 =: C˜i,p. Also ist f ∈ pUi (C˜i,pHp)2
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6 Theorem Bmit Schranken fu¨r lokal endlich erzeugte Untergar-
ben von OpΩ
Wir wollen nun Satz 2.4 anwenden auf Koketten Werten in lokal endlich erzeugten Untergarben F
von Op fu¨r ein beliebiges natu¨rliches p. O sei hier die Garbe von Keimen holomorpher Funktionen
auf einer Steinschen Mannigfaltigkeit Ω. Nach dem Satz von Oka (siehe z.B. [8], Theorem 6.4.1)
ist F eine koha¨rente analytische Garbe.
Sei (Ui)i∈I eine U¨berdeckung von Ω mit relativ kompakten, Steinschen Gebieten in Ω, wobei es
eine Schranke M geben soll, so daß Ui nicht von mehr als M verschiedenen Mengen aus (Ui)i∈I
geschnitten wird.
Es sei (Ai,n)i∈I,n∈IN0 ein System von holomorph konvexen kompakten Mengen in Ω, so daß fu¨r
jedes i die Folge (Ai,n)n eine Ausscho¨pfung von Ui bildet. Ohne Einschra¨nkung sei Ω ⊂ ⋃i∈I ◦Ai,0
und Ai1,0 ∩ . . . ∩ Aiσ ,0 = ∅ genau dann, wenn Ui1 ∩ . . . ∩ Uiσ = ∅. Fu¨r α = (i1, . . . , iσ) sei
Aα,n := Ai1,n ∩ . . . ∩Aiσ ,n.
Auf den Fre´chetra¨umen der holomorphen Funktionen auf Ui0,...,iσ := Ui0 ∩ . . .∩Uiσ ist jeweils eine
Gradierung durch
| f |i0,...,iσ,n:= sup
Ai0,...,iσ,n
| f(z) |
gegeben.
Es sei fu¨r α ∈ Iσ+1, σ ≥ 0, jeweils F kα := l1(H(Uα)), falls Uα 6= ∅ fu¨r k = 1, 2, . . .. Hiebei tra¨gt
F kα die folgende Gradierung:
‖ (fl)l∈IN ‖α,n:=
∞∑
l=1
| fl |α,n , n ∈ IN .
Fu¨r k = 0 und α ∈ Iσ+1, σ ≥ 0 sei jeweils F 0α = Γ(Uα,F) versehen mit der Gradierung, die sich
durch die Suprema auf (Aα,n)n ergibt.
Im Fall Uα = ∅ sei F kα := {0} fu¨r k = 0, 1, 2, . . ..
Sei also S = (Sk,σ)k,σ mit Sk,σ := {F kα , α ∈ Iσ+1}.
Fu¨r die Indexmengen Iα, α Multiindex, gilt dann Iα = {i ∈ I : Uα ∩ Ui 6= ∅}. Iα ist also fu¨r
jeden Multiindex α durch M beschra¨nkt und es gilt Iα,j ⊂ Iα fu¨r jeden Index j ∈ I und jeden
Multiindex α.
Fu¨r α ∈ Iσ+1, σ ≥ 0 mit Uα 6= ∅ und j ∈ {0, . . . , σ} sowie k ≥ 1 sei
ιk,ααj : l1(H(Uαj ))→ l1(H(Uα))
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diejenige Abbildung, die komponentenweise H(Uαj ) in H(Uα) einbettet. Diese Abbildung ist
stetig, linear und injektiv und es gilt:
‖ ιk,ααj (fl)l∈IN ‖α,n≤‖ (fl)l∈IN ‖αj ,n .
Ist Uα = ∅, dann soll ιk,ααj komponentenweise aus der Nullabbildung bestehen.
Ist k = 0, dann sei fu¨r α ∈ Iσ+1, σ ≥ 0 mit Uα 6= ∅ und j ∈ {1, . . . , σ}
ι0,ααj : HUαj (F)→ HUα(F)
die Einschra¨nkungsabbildung von Schnitten auf Uαj zu Schnitten auf Uα. Die Topologie auf
HU (F) fu¨r ein offenes U ⊂ Ω wurde in Kapitel 5 eingefu¨hrt. Diese Abbildung ist stetig linear mit
‖ ιk,ααj (fl)l∈IN ‖α,n≤‖ (fl)l∈IN ‖αj ,n
fu¨r alle n ∈ IN. ιk,ααj ist ebenfalls injektiv, da ja F ⊂ Op vorausgesetzt ist.
Ist Uα = ∅, dann soll auch ι0,ααj komponentenweise aus der Nullabbildung bestehen.
Die Eigenschaften (2.1.1) sind erfu¨llt, da die ιk,ααj jeweils Einschra¨nkungsabbildungen sind.
Wir wollen zeigen, daß fu¨r S die Eigenschaft (E1) gilt:
Wir setzen dazu pkα := p
Uα
k fu¨r jedes k ≥ 0 und α ∈ Iσ+1, σ ≥ 0, mit pUαk aus Satz 5.8. Der
Satz besagt gerade, daß die Folge (pUαk )k∈IN0 mit absteigendem k die in (E.1.1) geforderte exakte
Sequenz bildet.
Es gilt fu¨r (λl)l ∈ l1(HUαj (O))
pkα ◦ ιk+1,ααj ((λl)l) =
∑
l
[
ιk+1,ααj ((λl)l)
]
l
fkl |Uα=
∑
l
λl |Uα fkl |Uα= ιk+1,ααj ◦ pkα((λl)l)
fu¨r α ∈ Iσ+1, j = 0, . . . , σ, k ≥ 0. Hierdurch wird (E.1.2) erfu¨llt.
Die Eigenschaft (E.1.3) ist wegen (5.8) bzw. (5.8.3) erfu¨llt. (E.1.4) folgt aus (5.7.2).
Wir zeigen nun, daß auch Eigenschaft (E.2) fu¨r S gilt.
Es sei fu¨r ein γ > 1
Pγ := {ϕ ∈ PSH(Ω) : ϕ ≥ 0 , sup
Ui
ϕ ≤ γ inf
Ui
ϕ fu¨r jedes i ∈ I}
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Wir setzen
Mγ := {[(sup
Uα
e−ϕ)α∈Iσ+1 , (sup
Uα
e−ϕ)α∈Iσ ] : ϕ ∈ Pγ}
Wir behaupten, daß zu jedem γ > 1 die offensichtlich nicht leere Menge Mγ die Eigenschaften 1)
bis 3) aus (E.2) besitzt:
dazu:
1) Sei [C,C ′] ∈ Mγ , dann gilt fu¨r alle α ∈ Iσ+1 beziehungsweise β ∈ Iσ, daß 0 < Cα ≤ 1 und
0 < C ′β ≤ 1. Ist ferner α ∈ Iσ, dann gilt
C ′α = sup
Uα
e−ϕ ≥ sup
Uα∩Ui
e−ϕ
fu¨r jedes i ∈ Iα. Also gilt C ≺ C ′.
2) Ist θ > 1 und ist [C,C ′] ∈Mγ , dann [Cθ, C ′θ] ∈Mγ , denn θϕ ∈ Pγ .
3) Sei [C,C ′] = [(supUα e
−ϕ)α∈Iσ+1 , (supUα e
−ϕ)α∈Iσ ] ∈Mγ . Dann gilt fu¨r C ′′ := (supUα e−ϕ)α∈Iσ+2 ,
daß [C ′′, C] ∈Mγ ist.
Es sei C1 := (C1,α)α∈Iσ+1 und n ∈ IN. Es sei [C,C ′] ∈Mγ und c ∈ Cn(Sk,σ, C · C1) mit δσc = 0.
Fu¨r festes α ∈ Iσ+1 und k ≥ 1 ist cα = (cα,l)l∈IN ∈ l1(H(Uα)). Wir setzen cl := (cα,l)α∈Iσ+1 .
Jedes cl ist eine Kokette der La¨nge σ bezu¨glich der U¨berdeckung (Ui)i∈I . δσc = 0 bedeutet
gerade, daß δσcl = 0 fu¨r jedes l ∈ IN.
Es gilt fu¨r jedes n ∈ IN
∞ >‖| c ‖|2n,C·C1 =
 ∑
α∈Iσ+1
CαC1,α
∑
l∈IN
sup
Aα,n
| cα,l |
2
≥
∑
α∈Iσ+1
C2αC
2
1,α
∑
l∈IN
sup
Aα,n
| cα,l |
2
≥
∑
α∈Iσ+1
∑
l∈IN
C2αC
2
1,α sup
Aα,n
| cα,l |2 .
Es sei ϕ ∈ Pγ die zu C geho¨rige Funktion. Wir wa¨hlen eine plurisubharmonische Funktion auf
Ω, so daß fu¨r jedes α ∈ Iσ+1 auf Uα
eψ1 ≥ C−21,α ·Dα
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gilt, wobei Dα :=
∫
Uα
dΩ(z).
Also gilt
‖ cl ‖22ϕ+ψ1,n :=
∑
α∈Iσ+1
∫
A◦α,n
| cα,l |2 e−2ϕ−ψ1dΩ(z)
≤
∑
α∈Iσ+1
Dα sup
Aα,n
| cα,l |2 sup
Aα,n
e−2ϕ−ψ1
≤
∑
α∈Iσ+1
C2αC
2
1,α sup
Aα,n
| cα,l |2<∞
Wir wenden nun das in Satz 4.2 gewonnene Theorem B mit Schranken fu¨r die Garbe O = H0
an auf n ∈ IN und die plurisubharmonische Funktion 2ϕ + ψ1. Danach gibt es eine von n
unabha¨ngige plurisubharmonische Funktion ψ2, so daß zu jeder holomorphen Kokette cl eine
holomorphe Kokette c′l existiert mit δσ−1c′l = cl und
‖ c′l ‖2ϕ+ψ1+ψ2,n−1≤‖ cl ‖2ϕ+ψ1,n .
Bezu¨glich des Maßes e−ψ1dΩ und einer jeweils festen offenen Umgebung U˜α von Aα,n−2 mit
U˜α ⊂⊂ A◦α,n−1, α ∈ Iσ gibt es Konstanten Kα,n, α ∈ Iσ, so daß
sup
U˜α
| f(z) |2≤ Kα,n
∫
A◦α,n−1
| f(z) |2 e−ψ1dΩ(z)
fu¨r jedes f ∈ H(A◦α,n−1) ∩ L2(A◦α,n−1, e−ψ1dΩ).
Es gilt daher
‖ cl ‖22ϕ+ψ1,n ≥ ‖ c′l ‖22ϕ+ψ1+ψ2,n−1=
∑
α∈Iσ+1
∫
A◦α,n−1
| c′α,l |2 e−2ϕ−ψ1−ψ2dΩ
≥
∑
α∈Iσ
K−1α,n−1 inf
Aα,n−1
e−ψ2 inf
Aα,n−1
e−2ϕ sup
Aα,n−2
| c′α,l |2
Wir setzen C2,α := K
− 1
2
α,n−1 infUα e
− 1
2
ψ2n(α)−1 mit einer Funktion n : Iσ → IR+, so daß∑
α∈Iσ
n(α)−2 ≤ 1 .
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Es gilt fu¨r α ∈ Iσ
C ′2γα = sup
Uα
e−2ϕγ = e−2(infUα ϕ)γ ≤ e−2 supUα ϕ = inf
Uα
e−2ϕ ≤ inf
Aα,n−1
e−2ϕ .
Insgesamt folgt:
‖| c′ ‖|2n−2,C′γC2 =
∑
α∈Iσ
C ′γαC2,α
∑
l∈IN
sup
Aα,n−2
| c′α,l |
2
≤
∑
l∈IN
(∑
α∈Iσ
n(α)−2
) 1
2
(∑
α∈Iσ
K−1α,n−1 inf
Uα
e−ψ2C ′2γα sup
Aα,n−2
| cα,l |2
) 1
2
2
≤
∑
l∈IN
(‖ cl ‖22ϕ+ψ1,n)
1
2
2
≤
∑
l∈IN
 ∑
α∈Iσ+1
C2αC
2
1,α sup
Aα,n
| cα,l |2
 12

2
≤
∑
l∈IN
∑
α∈Iσ+1
CαC1,α sup
Aα,n
| cα,l |
2
= ‖| c ‖|2n,CC1
Damit ist nach Umnummerierung Eigenschaft (E.2) gezeigt.
Wir kommen nun zum Hauptergebnis dieses Abschnittes:
Sei Ω eine Steinsche Mannigfaltigkeit und F eine lokal endlich erzeugte Untergarbe von Op auf
Ω fu¨r irgendein natu¨rliches p. Sei ferner (Ui)i∈I eine abza¨hlbare Steinsche U¨berdeckung von Ω,
wobei ho¨chstens M paarweise verschiedene U¨berdeckungsmengen eine feste U¨berdeckungsmenge
schneiden.
Fu¨r jedes α ∈ Iσ+1, σ ≥ 0 wird durch erzeugende Schnitte F1, . . . , Fq ∈ Γ(Ω,F) eine Fre´chetraum-
topologie auf Γ(Uα,F) induziert. Die einzelnen Stufen werden durch eine kompakte holomorph
konvexe Ausscho¨pfung (An)n von Uα gegeben:
‖ f ‖α,n:= inf
f=
∑q
j=1
djFj
q∑
j=1
sup
An
| dj |
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fu¨r f ∈ Γ(Uα,F). Es gilt der folgende
Satz 6.1. :
Sei fu¨r jedes α ∈ Iσ+1, σ ≥ 0, ein zu (‖ ‖α,n)n a¨quivalentes Halbnormensystem (| |α,n)n
gegeben auf Γ(Uα,F) und sei m ∈ IN fest gewa¨hlt.
Dann gibt es zu jedem σ ≥ 0 ein Konstantensystem (Dα)α∈Iσ , 0 < Dα ≤ 1, so daß fu¨r jede auf
Ω plurisubharmonische Funktion ϕ ≥ 0, fu¨r die es ein γ > 1 gibt mit
sup
Ui
ϕ ≤ γ inf
Ui
ϕ fu¨r alle i ∈ I ,
das folgende gilt:
Zu jeder Kokette c = (cα)α∈Iσ+1, σ ≥ 0, mit cα ∈ Γ(Uα,F), δσc = 0 und
∑
α∈Iσ+1
sup
Uα
e−ϕ sup
n
| cα |n,α<∞ (6.1.1)
gibt es eine Kokette c′ := (c′α)α∈Iσ mit c′α ∈ Γ(Uα,F), δσ−1c′ = c und∑
α∈Iσ
Dα sup
Uα
e−γ
Mϕ | c′α |α,m≤
∑
α∈Iσ+1
sup
Uα
e−ϕ sup
n
| cα |n,α
Bemerkung: Wegen Lemma 5.1 sind die Supremumsnormen in H(Uα) auf einer jeweiligen
kompakten Ausscho¨pfung von Uα ein a¨quivalentes Halbnormensystem zu (‖ ‖α,n)n.
Beweis des Satzes: Fu¨r das in Kapitel 2 definierte System S von Fre´chetra¨umen ist oben
die Eigenschaft (E) nachgewiesen worden. Wir wollen Satz 2.4 fu¨r S anwenden bezu¨glich der
U¨berdeckung (Ui)i. Wir u¨bernehmen die Bezeichnungen aus Kapitel 2
Wir ko¨nnen ohne Einschra¨nkung der Allgemeinheit annehmen, daß es zu einem festen m ein
n ∈ IN und Konstanten (K1,α)α∈Iσ+1 gibt, so daß
K1,α | f |α,m≤‖ f ‖α,n−2(M+1)
fu¨r jedes f ∈ Γ(Uα,F) und jedes α ∈ Iσ+1.
Ferner gibt es K2,α, so daß
K2,α ‖ f ‖α,n≤ sup
k
| f |α,k
fu¨r jedes f ∈ Γ(Uα,F), fu¨r das die rechte Seite existiert.
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Da ϕ ∈ Pγ ist [C := (supUα e−ϕ)α∈Iσ+1 , C ′ := (supUα e−ϕ)α∈Iσ ] ∈Mγ . Es sei C1 := (K2,α)α∈Iσ+1 .
Sei also c = (cα)α∈Iσ+1 mit δσc = 0 und (6.1.1), dann folgt c ∈ Cn(S0,σ, C · C1), denn
‖| c ‖|n,C·C1=
∑
α∈Iσ+1
CαC1,α ‖ cα ‖α,n≤
∑
α∈Iσ+1
sup
Uα
e−ϕ sup
k
| cα |α,k<∞
Wir wenden Satz 2.4 an und erhalten c′ ∈ Cn−2(M+1−σ)(S0,σ−1, C ′γ
M−σ · C2) mit δσ−1c′ = c und
‖| c′ ‖|
n−2(M+1−σ),C′γM−σ ·C2
≤‖| c ‖|n,C·C1 .
Hierbei ist das Konstantensystem C2 unabha¨ngig von C, C ′ und c. Wir setzen Dα := C2,α ·K1,α
fu¨r α ∈ Iσ und erhalten
∑
α∈Iσ
Dα sup
Uα
e−γ
Mϕ | cα |α,m ≤
∑
α∈Iσ
C2,αC
′γM−σ ‖ c′α ‖α,n−2(M+1−σ)
≤
∑
α∈Iσ+1
C1,αCα ‖ cα ‖α,n
≤
∑
α∈Iσ+1
sup
Uα
e−ϕ sup
k
| cα |α,k .
Ende des Beweises 2
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7 Konstruktion einer U¨berdeckung des IRN
Wir zeigen in diesem Kapitel, daß es spezielle U¨berdeckungen des IRN mit achsenparallelen Kuben
gibt:
Proposition 7.1. :
Gegeben sei eine stetige Funktion ϕ : IRN → IR+, dann gibt es eine abza¨hlbare U¨berdeckung
(Ki)i∈I mit achsenparallelen offenen Kuben der Seitenla¨nge si, so daß folgendes erfu¨llt ist:
1) ϕ(x) > si fu¨r jedes x ∈ Ki und i ∈ I.
2) Fu¨r jedes i ∈ I ist die Anzahl der Elemente der Menge {j ∈ I : Ki ∩Kj 6= ∅} durch die
Zahl 4N − 2N beschra¨nkt.
Sei T ⊂ {f : IR+0 → IR+0 beschra¨nkt } durch folgendes definiert:
Ist f ∈ T , dann gibt es eine Folge 0 = t0 < t1 < t2 < . . . mit tk ↗∞, so daß
1) entweder
tk+1 − tk = tk − tk−1 oder tk+1 − tk = 12(tk − tk−1) gilt fu¨r alle k ∈ IN , (7.1.1)
2) f(x) = tk+1 − tk fu¨r jedes x ∈ [tk, tk+1[ und k = 0, 1, . . ..
Lemma 7.2. :
Sei (fk)k eine Folge wie oben, dann gibt es zu jedem k ∈ IN ein m ∈ IN und n ∈ IN0, so daß
tk = m(tk − tk−1) und tk − tk−1 = 2−n(t1 − t0)
Beweis: Wir fu¨hren eine Induktion u¨ber k durch. Der Induktionsanfang k = 1 ist klar. Sei die
Behauptung fu¨r k > 1 richtig. Dann gilt mtk−1 = (m − 1)tk. Ferner gibt es ein n ∈ IN, so daß
tk − tk−1 = 2−n(t1 − t0).
Ist im 1. Fall von (7.1.1) tk+1 − tk = tk − tk−1, dann folgt zum einen tk+1 − tk = 2−n(t1 − t0),
zum anderen folgt
mtk+1 = 2mtk −mtk−1 = (2m−m+ 1)tk
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also gilt
(m+ 1)tk+1 = (m+ 1)tk + tk+1 .
Im 2. Fall ist tk+1 − tk = 12(tk − tk−1). Dann folgt zum einen tk+1 − tk = 2−(n+1)(t1 − t0), zum
anderen folgt
2mtk+1 = 3mtk −mtk−1 = (3m−m+ 1)tk
also gilt
(2m+ 1)tk+1 = (2m+ 1)tk + tk+1 2
Lemma 7.3. :
Falls es ein n0 ∈ IN gibt, so daß t1 − t0 = 2−n0, dann gibt es zu jedem l ∈ IN ein k ∈ IN, so daß
tk = l.
Beweis: Da tk ↗∞, gibt es ein k ∈ IN, so daß tk−1 < l ≤ tk. Nach Lemma 7.2 gibt es n,m ∈ IN,
so daß tk = 2−nm, sowie tk − tk−1 = 2−n. Hieraus folgt tk−1 = (m− 1)2−n. Aus
(m− 1)2−n < l · 2n2−n ≤ m · 2−n
folgt
m− 1 < l · 2n ≤ m
Also gilt m = l · 2n und damit tk = 2−nl 2n = l 2
Lemma 7.4. :
Sei ϕ : IR+0 → IR+ eine stetige Funktion, dann gibt es ein f ∈ T , mit f < ϕ.
Beweis: Sei a˜k := inf{ϕ(x) : x ∈ [k, k + 1]} und ak := min{a˜l : l ≤ k} ∪ {1} jeweils fu¨r
k = 0, 1, 2, . . .. Dann ist (ak)k eine monoton fallende Folge positiver Zahlen mit a0 ≤ 1.
Wir konstruieren induktiv eine Folge (tk)k mit (7.1.1) und tk − tk−1 < al, falls tk ∈]l, l + 1].
Sei die Folge (tk)k bereits konstruiert bis zu einem tK = l und sei tK − tK−1 < al. Sei fu¨r j ≥ 1
mit tK+j ≤ l + 1
tK+j :=
{
tK+j−1 + 12(tK+j−1 − tK+j−2) , falls tK+j−1 − tK+j−2 ≥ al+1
tK+j−1 + (tK+j−1 − tK+j−2) , falls tK+j−1 − tK+j−2 < al+1 . (7.4.1)
Dann ist (7.1.1) erfu¨llt. Es ist klar, daß dann
tk − tk−1 ≤ tK − tK−1 < al fu¨r alle k ≥ K mit tk ≤ l + 1 gilt.
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Es gibt ein J , so daß tK+J = l + 1. Wir zeigen, daß tK+J − tK+J−1 < al+1 gilt:
Angenommen, es sei tK+J − tK+J−1 ≥ al+1, dann gilt fu¨r tK+J−i − tK+J−i−1 ≥ al+1 fu¨r jedes
1 ≤ i ≤ J . Aus der Konstruktion in (7.4.1) folgt daher fu¨r 1 ≤ i ≤ J
tK+J−i − tK+J−i−1 = 2−J+i(tK − tK−1)
Andererseits folgt wegen
1 = tK+J − tK =
J−1∑
i=0
(tK+J−i − tK+J−i−1)
= (tK − tK−1)
J−1∑
i=0
2−J+i
< tK − tK−1 < al ≤ 1
ein Widerspruch.
Der Induktionsschritt der Konstruktion ist damit gezeigt. Fu¨r das Intervall [0, 1] setzen wir t0 = 0
und t1 := 2−n0 , wobei 2−n0 < a0 gelten soll. Wir benutzen (7.4.1), um die weiteren tk bis zur
Stelle 1 zu konstruieren.
Sei f(x) := tk − tk−1 fu¨r x ∈ [tk−1, tk[. f ist in T und f(x) < ϕ(x) fu¨r jedes x ∈ IR+0 2
Beweis der Proposition: Wir setzen
At := {x ∈ IRN : | xj |≤ t fu¨r alle 1 ≤ j ≤ N}
Rt := ∂At
ψ(t) := inf
x∈Rt
ϕ(x) .
Da ψ stetig ist, ko¨nnen wir Lemma 7.4 anwenden. Wir erhalten eine Folge 0 = t0 < t1 < t2 < . . .
mit den genannten Eigenschaften. Nach Lemma 7.2 gibt es zu jedem k ≥ 1 ein m ∈ IN, so daß
tk = m ·(tk−tk−1). Daher la¨ßt sich Atk durch exakt (2m)N achsenparallele abgeschlossene Kuben
der Seitenla¨nge (tk − tk−1) u¨berdecken. Die Menge dieser Kuben sei mit Uk bezeichnet.
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Fu¨r K ∈ Uk gilt
tk − tk−1 < ϕ(x) fu¨r alle x ∈ K ,
denn wenn tk in ]l, l + 1] liegt, dann folgt
tk − tk−1 < al ≤ inf
t∈[0,l+1]
ψ(t) = inf
x∈Al+1
ϕ(x) ≤ inf
x∈K
ϕ(x)
Sei Wk := {K ∈ Uk :
◦
K ∩Atk−1 = ∅}. Dann sei (Li)i eine Abza¨hlung von
⋃
kWk. Es ist leicht zu
sehen, daß
⋃
i Li = IR
N .
Ist li die Seitenla¨nge von Li, dann gilt ferner, daß Li ∩Lj 6= ∅ entweder li = lj oder li = 2lj oder
lj = 2li impliziert, denn ist Li ∈Wk, dann ist Lj ∈Wk−1 ∪Wk ∪Wk+1, wenn Li ∩ Lj 6= ∅ ist.
Hieraus folgt wiederum, daß die Anzahl der Elemente in Ji := {j ∈ I : Li ∩ Lj 6= ∅} durch
4N − 2N beschra¨nkt ist.
Die gesuchte U¨berdeckung (Ki)i∈I erhalten wir durch jeweilige Vergro¨ßerung der Li zu einem
Kubus Ki der Seitenla¨nge si mit
1)
◦
Ki⊃ Li,
2) li < si < infx∈Ki ϕ(x) und
3) Ki ∩Kj 6= ∅ nur dann, wenn Li ∩ Lj 6= ∅,
fu¨r alle i, j ∈ I 2
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8 Ein Fortsetzungssatz fu¨r holomorphe Funktionen auf Stein-
schen Mannigfaltigkeiten
Als Anwendung von Satz 6.1 zeigen wir den folgenden Fortsetzungssatz fu¨r holomorphe Funktio-
nen auf Steinschen Untermannigfaltigkeiten des CIN .
Sei V eine abgeschlossene und damit Steinsche Untermannigfaltigkeit des CIN . Dann gilt der
folgende
Satz 8.1. :
Zu jedem Kompaktum K ⊂ CIN und jedem γ > 1 gibt es eine Konstante BK,γ, so daß fu¨r alle
f ∈ H(V ), und jede stetige Funktion Cf : CIN → IR+0 das folgende a¨quivalent ist:
i) Es gibt eine plurisubharmonische Funktion ϕ > 0 auf dem CIN , so daß
a) log | f(z) |≤ ϕ(z) fu¨r jedes z ∈ V ;
b) supK ϕ(z) ≤ supK∩V log | f(z) | +supK Cf (z) fu¨r jedes K ⊂ CIN kompakt mit K∩V 6=
∅ und K ⊃6= Kf := {z ∈ V : | f(z) |≤ 1}.
ii) Fu¨r jedes γ > 1 gilt: Zu jedem m ∈ IN und jedem Kompaktum K0 ⊂ CIN mit K0 ∩ V 6= ∅
und K0 ⊃6= Kf gibt es eine ganze Funktion Fm,K0, so daß
a) Fm,K0(z) = f
m(z) fu¨r jedes z ∈ V ;
b) supK | Fm,K0(z) |≤ eBK,γ+mγ supK Cf supK∩V | fm(z) |γ fu¨r jede kompakte Menge
K0 ⊇ K ⊃6= Kf mit K ∩ V 6= ∅.
iii) Fu¨r jedes γ > 1 gilt: Zu jedem m ∈ IN gibt es eine ganze Funktion Fm, so daß
a) Fm(z) = fm(z) fu¨r jedes z ∈ V ;
b) supK | Fm(z) |≤ eBK,γ+mγ supK Cf supK∩V | fm(z) |γ fu¨r jede kompakte Menge K ⊃6=
Kf mit K ∩ V 6= ∅.
Bevor wir mit dem Beweis des Satzes beginnen, beno¨tigen wir zwei Lemmata:
Lemma 8.2. :
Sei X ein lokalkompakter, σ-kompakter topologischer Raum. Sei (Kn)n∈IN0 eine kompakte
Ausscho¨pfung von X mit
◦
Kn+1⊃ Kn fu¨r jedes n ∈ IN0 und (δn)n∈IN eine monoton fallende Folge
positiver Zahlen. Dann gibt es eine stetige positive Funktion ψ auf X, so daß fu¨r jedes x ∈ X ein
n ∈ IN existiert mit ψ(x) ≤ δn und x ∈ Kn.
Beweis:
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Nach dem Lemma von Urysohn finden wir Funktionen ϕn : X → [0, 1], n ∈ IN, so daß ϕn(x) = 1
fu¨r x ∈ Kn−1 und ϕn(x) = 0 fu¨r x ∈ X\Kn (siehe [15], Lemma 4.18). Sei ψn := max(δ1ϕ1, . . . ,
δnϕn). Dann gilt ψn(x) ≤ δj fu¨r jedes x ∈ X\Kj−1, j = 1, . . . , n, und ψn(x) ≥ δn fu¨r jedes
x ∈ Kn−1. Es gilt fu¨r jedes m ≥ n und jedes x ∈ Kn−1 daher ψn(x) = ψm(x). Es wird also durch
ψ(x) := limn ψn(x) auf X eine stetige positive Funktion definiert mit ψ(x) = ψn+1(x) ≤ δn fu¨r
jedes x ∈ Kn\Kn−1 2
Lemma 8.3. :
Sei γ > 1, ψ > 0 eine stetige reellwertige Funktion auf einer offenen Menge Ω ⊂ CIN . Dann
gibt es eine stetige reellwertige Funktion ξ > 0 auf Ω, so daß fu¨r jedes relativ kompakte, offene
U ⊂ Ω mit sup{| x− y | : x, y ∈ U} < infU ξ(z) folgt
sup
U
ψ ≤ γ inf
U
ψ
Beweis:
Zu jedem K ⊂ Ω kompakt wa¨hlen wir rK > 0, so daß | logψ(x)− logψ(y) |< log γ fu¨r x, y ∈ K
mit | x− y |< rK . Hieraus folgt ψ(x)ψ(y) < γ fu¨r | x− y |< rK .
Sei (Kn)n∈IN0 eine kompakte Ausscho¨pfung von Ω. Ohne Einschra¨nkung ist rn := rKn , n ∈ IN,
eine monoton fallende Folge. Dann gibt es nach Lemma 8.2 eine stetige positive Funktion ξ auf
Ω, so daß zu jedem x ∈ Ω ein n ∈ IN existiert mit ξ(x) ≤ rn und x ∈ Kn.
Sei U ⊂ Ω relativ kompakt mit diam(U) := sup{| x − y | : x, y ∈ U} < infU ξ(z). Sei n ∈ IN so
gewa¨hlt, daß U ⊂ Kn und es gibt ein x ∈ U mit x 6∈ Kn−1, dann folgt ξ(x) ≤ rn. Also gilt fu¨r
alle z, y ∈ U , daß | z − y |< ξ(x) ≤ rKn . Daher folgt supU ψ ≤ γ infu ψ 2
Beweis von Satz 8.1: Wir zeigen zuna¨chst die A¨quivalenz von ii) und iii), wobei iii) ⇒ ii)
klar ist.
ii) ⇒ iii): Sei (Kn)n∈IN eine kompakte Ausscho¨pfung des CIN mit K1 ⊃6= Kf und K1 ∩ V 6= ∅,
dann ist (| Fm,Kn |)n eine gleichma¨ßig auf Kompakta beschra¨nkte Folge ganzer Funktionen. Nach
dem Satz von Stieltjes-Vitali in mehreren komplexen Vera¨nderlichen (siehe z.B. [8], Corollary
2.2.5) gibt es eine ganze Funktion Fm, deren Betrag ein Ha¨ufungspunkt der obigen Folge ist.
Damit erfu¨llt Fm die Aussagen iii), a) und iii), b).
i)⇒ ii): Wir nehmen zuna¨chst an, daß ϕ stetig ist und wenden Lemma 8.3 auf ϕ an.
Es gibt eine offene Umgebung W von V im CIN und eine holomorphe Retraktionsabbildung
pi : W → V mit pi(z) = z fu¨r jedes z ∈ V (siehe z.B. [11], Chap. VIII, Sec. C, Theorem 8).
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Allgemeiner als hier beno¨tigt zeigt Siu in [20], Corollary 1, daß fu¨r jede komplexe Untermannig-
faltigkeit V einer Steinschen Mannigfaltigkeit Ω ein holomorpher Retrakt von einer in Ω offenen
Umgebung von V auf V existiert.
Sei γ > 1. Wir wenden Lemma 8.3 auf ϕ, γ undW an und erhalten eine stetige positive Funktion
ξ auf W mit den entsprechenden Eigenschaften.
Sei fu¨r ein U ⊂ W offen und relativ kompakt in CIN und x ∈ U jeweils Bx,U die kleinste Kugel
um pi(x), die U entha¨lt.
Es sei K ⊂ V kompakt, x0 ∈ K beliebig. Da ξ stetig und positiv ist auf W , gibt es daher ein εK ,
so daß fu¨r jedes y ∈ K ∪ (B2εK (x0) ∩ V ) gilt B2εK (y) ⊂W und
inf{ξ(x) : x ∈ B2εK (y)} ≥
1
2
ξ(y) ≥ 4εK .
Andererseits gibt es ein δK , so daß fu¨r jedes x0 ∈ K gilt
| pi(x)− x |< εK fu¨r alle x ∈ BδK (x0) und
δK ≤ εK und damit δK ≤ ξ(x0) .
Sei x0 ∈ K und η eine stetige positive Funktion auf dem CIN mit η(x0) ≤ δK . Dann gilt fu¨r jede
offene zusammenha¨ngende Umgebung U von x0 in W mit diam(U) < infU η, daß U ⊂ BδK (x0).
Damit ist | pi(x)− x |< εK fu¨r jedes x ∈ U . Sei y ∈ U , dann ist
diam(By,U ) ≤ 2(| pi(x)− x | +diam(U)) ≤ 2(εK + δK) ≤ 4εK .
Da | pi(y)− x0 |< 2εK , gilt 4εK ≤ ξ(pi(y))2 . Also folgt
diam(By,U ) ≤ inf{ξ(x) : x ∈ By,U} .
Sei nun (Kn)n∈IN0 eine kompakte Ausscho¨pfung von V und δn := δKn , dann gibt es nach Lemma
8.2 eine stetige positive Funktion η auf V , so daß zu jedem x0 ∈ V ein n ∈ IN existiert mit
η(x0) ≤ δn und x0 ∈ Kn. Sei η˜ eine positive stetige Funktion auf dem CIN mit η˜(x) = η(x) fu¨r
jedes x ∈ V nach dem Theorem von Tietze-Urysohn (siehe z.B. [7], Theorem 2.1.8). Dann hat η˜
die Eigenschaft, daß fu¨r eine offene zusammenha¨ngende Menge U ⊂ CIN , U ∩ V 6= ∅ mit
sup{| x− y | : x, y ∈ U} < inf
U
η˜(z) (8.3.1)
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schon folgt U ⊂W und sup{| z − y | : z, y ∈ Bx,U} < infBx,U ξ(z) fu¨r jedes x ∈ U .
Wir wenden Satz 7.1 auf ψ := 1√
2N
η˜ an und erhalten eine U¨berdeckung des CIN = IR2N mit
achsenparallen Kuben (Ui)i∈I .
Ist M := 16N − 4N , dann haben ho¨chstens M paarweise verschiedene U¨berdeckungsmengen aus
(Ui)i∈I einen nichtleeren Schnitt mit einer festen U¨berdeckungsmenge aus (Ui)i∈I .
Es gilt sup{| x− y | : x, y ∈ Ui} < infUi η˜ fu¨r jedes i ∈ I. Hieraus folgt:
1) Ist Ui ∩ V 6= ∅, dann folgt Ui ⊂W fu¨r alle i ∈ I.
2) Ist x ∈ Ui fu¨r ein Ui mit Ui ∩ V 6= ∅, dann folgt sup{| z − y | : z, y ∈ Bx,Ui} < infBx,Ui ξ.
Mit Lemma 8.3 folgt hieraus supBx,Ui ϕ ≤ γ infBx,Ui ϕ fu¨r jedes x ∈ Ui.
Sei Ui ∩ V 6= ∅ und x ∈ Ui, dann folgt
log | f(pi(x)) | ≤ ϕ(pi(x))
≤ sup
Bx,Ui
ϕ
≤ γ inf
Bx,Ui
ϕ
≤ γ inf
Ui
ϕ
Also folgt
sup
Ui
log | f(pi(x)) |≤ γ inf
Ui
ϕ (8.3.2)
Wir setzen
fi(x) :=
{
f(pi(x)) , falls x ∈ Ui und Ui ∩ V 6= ∅
0 , sonst
.
Sei ferner fij(x) := fi(x)− fj(x) fu¨r alle x ∈ Uij := Ui ∩ Uj , i, j ∈ I, Ui ∩ Uj 6= ∅.
Sei J := {(i, j) ∈ I2 : Ui ∩ V 6= ∅ und Uj ∩ V = ∅ oder umgekehrt }.
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Es gilt fu¨r (i, j) ∈ J
sup
Uij
| fij |≤
{
supUi | f(pi(x)) | , falls Ui ∩ V 6= ∅
supUj | f(pi(x)) | , falls Uj ∩ V 6= ∅
.
Ist (i, j) ∈ I2\J , dann folgt fij ≡ 0.
Sei h : I → IR+ eine Funktion mit ∑i∈I h(i) ≤ 1. Wir setzen hij := min(h(i), h(j)) fu¨r (i, j) ∈ I2.
Es folgt
∑
(i,j)∈I2
i6=j
hij sup
Uij
e−γϕ sup
Uij
| fij | =
∑
(i,j)∈J
hij sup
Uij
e−γϕ sup
Uij
| fij |
≤
∑
i∈I
Ui∩V 6=∅
h(i) sup
Ui
e−γϕ sup
Ui
| f(pi(z)) |
≤
∑
i∈I
h(i) sup
Ui
e−γϕeγ infUi ϕ
≤ 1
Sei JV die Garbe von Keimen holomorpher Funktionen, die auf V verschwinden. JV ist eine
analytische koha¨rente Garbe (siehe z.B. [8], Theorem 6.5.2 i.V.m. Theorem 7.1.5).
Wir wenden nun Satz 6.1 auf die Kokette (fij)(i,j)∈I2 an. Es gilt fij ∈ Γ(Uij ,JV ) und δ1((fij)ij) =
0, denn fu¨r i, j, k ∈ I gilt fij + fjk − fik = 0 auf Ui ∩ Uj ∩ Uk. (6.1.1) ist mit γϕ erfu¨llt. Sei
Vi ⊂⊂ Ui, i ∈ I jeweils eine offene holomorph konvexe Teilmenge und es gelte ⋃i∈I Vi = CIN .
Satz 6.1 liefert dann eine Kokette (di)i∈I mit di ∈ Γ(Ui,JV ), i ∈ I und δ0((di)i) = (fij)ij also
di − dj = fij auf Uij fu¨r alle (i, j) ∈ I2.
Ferner liefert der Satz Konstanten (Di)i∈I mit 0 < Di ≤ 1, die unabha¨ngig von ϕ und (fij)ij
sind, so daß die folgende Abscha¨tzung gilt:
∑
i∈I
Di sup
Ui
e−γ
M+1ϕ sup
Vi
| di |≤
∑
(i,j)∈I2
i 6=j
hij sup
Uij
e−γϕ sup
Uij
| fij |≤ 1
Sei ohne Einschra¨nkung Di ≤ hi fu¨r alle i ∈ I.
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Wir erhalten zu f eine Fortsetzung F auf dem CIN , indem wir
F (z) := fi(z)− di(z)
fu¨r jedes z ∈ Ui, i ∈ I, setzen. F ist wohldefiniert und ganz, denn es gilt fi(z) − di(z) =
fj(z)− dj(z) auf jeder nichtleeren U¨berlappungsmenge Uij .
Wir untersuchen nun supK | F (z) | fu¨r ein Kompaktum K ⊂ CIN :
Sei IK := {i ∈ I : Vi ∩ K 6= ∅}. IK ist endlich, denn angenommen, es gebe eine Folge (ij)j
paarweise verschiedener Indizes in IK , dann sei (zj)j eine Folge von Punkten aus K mit zj ∈ Vij .
Sei z ∈ K ein Ha¨ufungspunkt von (zj)j , dann gibt es ein l ∈ IK , so daß z ∈ Vl. Vl hat dann
allerdings einen nichtleeren Schnitt mit mehr als endlich vielen Vi, i ∈ IK , was ein Widerspruch
zu der endlichen U¨berlappungsordnung von (Vi)i ist.
Es gilt
sup
K
| F (z) | ≤ sup
K
| F (z) | sup
K
e−γ
M+1ϕ sup
K
eγ
M+1ϕ(min
i∈IK
Di)(min
i∈IK
Di)−1
≤
(
sup
K
eγ
M+1ϕ
)
(min
i∈IK
Di)−1
∑
i∈IK
Di sup
Vi
| F (z) | sup
Vi
e−γ
M+1ϕ .
Wegen
∑
i∈IK
Di sup
Vi
| fi(z)− di(z) | sup
Vi
e−γ
M+1ϕ ≤ 1 +
∑
i∈IK
hi sup
Vi
| fi(z) | sup
Vi
e−γ
M+1ϕ
≤ 1 +
∑
i∈IK
Vi∩V 6=∅
hie
γM+1 infUi ϕe−γ
M+1 infUi ϕ
≤ 2
erhalten wir mit BK,γ := log(2(mini∈IK Di)
−1)
sup
K
| F (z) |≤ eBK,γ sup
K
eγ
M+1ϕ ≤ eBK,γ+γM+1 supK Cf sup
K∩V
| f(z) |γM+1 . (8.3.3)
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Hierbei ha¨ngt die Konstante BK,γ nur von K, γ und der gewa¨hlten U¨berdeckung (Ui)i ab. M ist
nur von N abha¨ngig.
Wir betrachten nun die Potenzen fm, m ∈ IN.
Es gilt fu¨r jedes Kompaktum K ⊃6= Kf mit K ∩ V 6= ∅
log | fm(z) | ≤ m · ϕ fu¨r jedes z ∈ V
sup
K
m · ϕ(z) ≤ sup
K∩V
log | fm(z) | +m sup
K
Cf (z) .
Nach dem bisher Bewiesenen erhalten wir Fm ∈ H(CIN ), m ∈ IN, mit
Fm = fm(z) fu¨r jedes z ∈ V und
sup
K
| Fm(z) | ≤ eBK,γ+γM+1m supK Cf sup
K∩V
| fm(z) |γM+1 (8.3.4)
fu¨r jedes Kompaktum K ⊃6= Kf mit K ∩ V 6= ∅.
Sei jetzt ϕ eine beliebige plurisubharmonische Funktion, die i) erfu¨llt. Dann wa¨hlen wir eine
fallende Folge plurisubharmonischer C∞-Funktionen (ϕk)k∈IN, die punktweise gegen ϕ strebt
(siehe z.B. [12], Theorem 2.9.2).
Es gibt also nach Lemma 8.2 stetige positive Funktionen (Gk)k∈IN auf dem CIN , so daß
sup
K
ϕk ≤ sup
K∩V
log | f(z) | +sup
K
(Cf +Gk)
fu¨r jedes Kompaktum K ⊃6= Kf mit K ∩ V 6= ∅, wobei supK Gk → 0, falls k →∞. Wir erhalten
also (8.3.4) auch mit Cf +Gk an Stelle von Cf .
Wenn wir abha¨ngig von K ein genu¨gend großes k wa¨hlen, erhalten wir in Anwendung von (8.3.4)
ein Fm,k, wobei m supK Gk durch ein weiteres γ abgefangen werden kann. Es gibt also fu¨r jedes
m ∈ IN ein Fm,K ∈ H(CIN ) mit
Fm,K = fm(z) fu¨r jedes z ∈ V und
sup
L
| Fm,K(z) | ≤ eBL,γ+γM+2m supL Cf sup
L∩V
| fm(z) |γM+2
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fu¨r jedes kompakte L mit K ⊃ L ⊃6= Kf und L ∩ V 6= ∅.
Da wir den Beweis fu¨r jedes γ > 1 durchlaufen lassen ko¨nnen, folgt ii).
ii) ⇒ i): Wir wa¨hlen eine kompakte Ausscho¨pfung (Kn)n∈IN mit K1 ⊃ Kf und K1 ∩ V 6= ∅. Es
sei ϕm,n := log | Fm,Kn | fu¨r n,m ∈ IN, wobei das zugeho¨rige γ in ii) jeweils 1 + 1n sein soll.
Fu¨r ein n ∈ IN ist die Funktion
ϕn(z) := lim
ζ→z
lim
m
ϕm,n(ζ)
m
plurisubharmonisch, denn die (ϕn,m/m)m sind in m lokal gleichma¨ßig nach oben beschra¨nkte
plurisubharmonische Funktionen (vergleiche Theorem 2.9.17 in [12]).
Sei Kn ⊃ K und
◦
K⊃ L fu¨r kompaktes L und L ⊃6= Kf . Ist z im Inneren von K, dann folgt
ϕn(z) ≤ lim
m
sup
ζ∈K
| ϕm,n(ζ)/m |≤ (1 + 1
n
) sup
K
Cf + (1 +
1
n
) sup
K∩V
| f |
Wegen der Stetigkeit von Cf und | f | folgt
inf{(1 + 1
n
) sup
K
Cf + (1 +
1
n
) sup
K∩V
| f | : K ⊃ L} = (1 + 1
n
) sup
L
Cf + (1 +
1
n
) sup
L∩V
| f |
und damit
sup
L
ϕn ≤ (1 + 1
n
) sup
L
Cf + (1 +
1
n
) sup
L∩V
| f | .
Mit der gleichen Argumentation ist
ϕ(z) := lim
ζ→z
lim
n
ϕn(ζ)
plurisubharmonisch und es gilt fu¨r jedes K ⊂ CIN kompakt mit K ∩ V 6= ∅ und K ⊃6= Kf
sup
K
ϕ ≤ sup
K
Cf + sup
K∩V
log | f | .
Ferner gilt fu¨r z ∈ V
ϕn(z) ≥ lim
ζ→z
ζ∈V
lim
m
m log | f(ζ) |
m
= log | f(z) | .
Hieraus folgt ϕ(z) ≥ log | f(z) | fu¨r jedes z ∈ V 2
Fu¨r Anwendungen ziehen wir aus dem Beweis des Satzes 8.1 folgendes Ergebnis:
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Satz 8.4. :
Seien ϕ1 > 0 und ϕ2 > 0 stetige plurisubharmonische Funktionen auf dem CIN . Sei ferner
γ > 1 fest. Dann gibt es zu jedem Kompaktum K eine Konstante BK , so daß zu jedem f ∈ H(V )
und jedem α > 0 mit
log | f(z) |≤ ϕ1(z) + αϕ2(z) fu¨r jedes z ∈ V (8.4.1)
eine ganze Funktion F existiert mit
a) F (z) = f(z) fu¨r jedes z ∈ V ,
b) supK | F (z) |≤ eBKeγ supK ϕ1+αϕ2 fu¨r jedes Kompaktum K.
Hierbei ha¨ngt BK zwar von ϕ1 und ϕ2 ab, aber nicht von α.
Beweis:
Es gibt nach doppelter Anwendung von Lemma 8.3 eine Funktion ξ, so daß fu¨r jedes U ⊂ Ω mit
sup{| x− y | : x, y ∈ U} < inf
U
ξ(z)
folgt
sup
U
ϕ1 ≤ γ inf ϕ1 und sup
U
ϕ2 ≤ γ inf ϕ2 .
Fu¨r solche U gilt dann aber
sup
U
(ϕ1 + αϕ2) ≤ sup
U
ϕ1 + sup
U
αϕ2
≤ γ inf
U
ϕ1 + αγ inf
U
ϕ2
≤ γ inf
U
(ϕ1 + αϕ2)
(8.4.2)
fu¨r jedes α ∈ IR+0 .
In dem Beweis zu Satz 8.1 kann daher fu¨r jedes α > 0 die gleiche U¨berdeckung (Ui)i gewa¨hlt
werden.
Ist f ∈ H(V ) mit (8.4.1) gegeben, dann existiert nach (8.3.4) fu¨r jedes γ > 1 eine ganze Funktion
F mit
sup
K
| F (z) |≤ eBK,γ sup
K
eγ
M+1(ϕ1+αϕ2),
wobei BK,γ unabha¨ngig von f und α ist 2
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9 Ein Kriterium fu¨r die Existenz eines linear zahmen Fortset-
zungsoperators
Sei V eine in den CIN eingebettete zusammenha¨ngende abgeschlossene Untermannigfaltigkeit. ϕ
sei eine stetige plurisubharmonische Ausscho¨pfungsfunktion des CIN mit infz∈V ϕ(z) < 1.
Sei
Kn := {z ∈ CIN : ϕ(z) < n} fu¨r n ∈ IN
und
‖ F ‖n := sup
z∈Kn
| F (z) | fu¨r F ∈ H(CIN ) bzw.
| f |n := sup
z∈Kn∩V
| f(z) | fu¨r f ∈ H(V )
Wir fixieren die Halbnormensysteme (‖ ‖n)n und (| |n)n und behandeln (H(CIN ), ‖ ‖n) bzw.
(H(V ), | |n) von nun an als gradierte Fre´chetra¨ume.
Definition 9.1. :
Seien (X, ‖ ‖n) und (Y, | |n) gradierte Fre´chetra¨ume, dann bezeichnen wir einen Operator T :
(X, ‖ ‖n) → (Y, | |n) als linear zahm, falls es Konstanten α ∈ IN und β ∈ IN0 gibt, so daß zu
jedem k ∈ IN ein Ck > 0 existiert mit
| T (x) |k≤ Ck ‖ x ‖αk+β fu¨r alle x ∈ X .
Kann α = 1 gewa¨hlt werden, so heißt der Operator zahm.
Zwei gradierte Fre´chetra¨ume X,Y heißen linear zahm bzw. zahm isomorph zueinander, falls es
einen Isomorhismus Φ : X → Y gibt, so daß Φ und Φ−1 linear zahm bzw. zahm sind. Zwei
Gradierungen (| |n)n und (‖ ‖n)n auf X heißen linear zahm bzw. zahm a¨quivalent zueinander,
falls die Identita¨t (X, | |n)→ (X, ‖ ‖n) ein linear zahmer bzw. zahmer Isomorphismus ist.
Die Restriktionsabbildung R : (H(CIN ), ‖ ‖n)→ (H(V ), | |n) ist ein zahmer Operator.
Sei 0 ≤ a0 ≤ a1 ≤ . . . eine wachsende Folge von Zahlen mit ak ∼ k 1d fu¨r ein festes d ∈ IN, d.h. es
gibt eine Konstante C > 0, so daß
1
C
k
1
d ≤ ak ≤ Ck
1
d fu¨r alle k ∈ IN .
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Der Potenzreihenraum unendlichen Typs, definiert durch
Λ∞(ak) := {x ∈ CI IN0 : ‖ x ‖∞n :=
∞∑
k=0
| xk | enak <∞}
ist dann nuklear und zahm isomorph zu Λ∞(k
1
d ) (vergleiche hierzu [15], Satz 29.6).
Bemerkung: Ist V eine Steinsche Mannigfaltigkeit der Dimension d und ist H(V ) isomorph
zu einem Potenzreihenraum unendlichen Typs Λ∞(ak), dann ist ak ∼ k 1d (siehe hierzu z.B. [2],
Proposition I.1).
Satz 9.2. :
Zu jedem linear zahmen Operator T : (Λ∞(ak), ‖ ‖∞n )→ (H(V ), | |n) gibt es ein linear zahmes
Lifting L : (Λ∞(ak), ‖ ‖∞n )→ (H(CIN ), ‖ ‖n) mit T = R ◦ L
Beweis:
Sei fk := Tek, wobei ek der k-te Einheitsvektor in Λ∞(ak) sei, k ∈ IN0. Dann folgt
sup
Kn∩V
| fk |≤ Cne(αn+β)ak
fu¨r jedes n ∈ IN und jedes k ∈ IN0.
Wir wa¨hlen eine stetige plurisubharmonische Funktion ϕ1 auf dem CI IN, so daß fu¨r jedes n ≥ 2
gilt
inf
z /∈Kn−1
ϕ1(z) ≥ logCn und ϕ1(z) ≥ logC1 fu¨r alle z ∈ CIN .
Ferner sei eine plurisubharmonische Funktion ϕ2 fu¨r jedes z ∈ CIN durch
ϕ2(z) := max(α(ϕ(z) + 1) + β, α+ β)
definiert. Fu¨r diese gilt
sup
Kn
ϕ2 ≤ α(n+ 1) + β fu¨r alle n ∈ IN .
Da wir Satz 8.4 anwenden wollen bei festem γ > 1, mu¨ssen wir (8.4.1) zeigen:
Sei z ∈ (Kn\Kn−1) ∩ V , n ≥ 2, dann folgt fu¨r jedes k ∈ IN0
log | fk(z) |≤ sup
Kn∩V
log | fk |≤ logCn + (αn+ β)ak .
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Andererseits ist fu¨r jedes z /∈ Kn−1 ∩ V
ϕ1(z) ≥ logCn und ϕ2(z) ≥ α((n− 1) + 1) + β
Ist z ∈ K1 ∩ V , dann folgt
log | fk(z) |≤ sup
K1∩V
log | fk(z) |≤ logC1 + (α+ β)ak ≤ ϕ1(z) + akϕ2(z)
Hieraus folgt insgesamt
log | fk(z) |≤ ϕ1(z) + akϕ2(z) fu¨r alle z ∈ V
Satz 8.4 liefert also fu¨r jedes k ∈ IN0 eine ganze Funktion Fk mit
a) Fk(z) = fk(z) fu¨r jedes z ∈ V , k ∈ IN0,
b) supKn | Fk(z) |≤ eBKn+γ supKn(ϕ1+akϕ2) fu¨r jedes n ∈ IN und k ∈ IN0.
Dies wenden wir fu¨r γ = 2 an und erhalten eine Folge ganzer Funktionen (Fk)k mit a) und b).
Wir setzen fu¨r eine Folge (λk)k ∈ Λ∞(ak)
L((λk)k) :=
∞∑
k=0
λkFk .
Durch die folgende Abscha¨tzung wird die Wohldefiniertheit und linear Zahmheit gleichzeitig ge-
zeigt. Die Linearita¨t von L ist offensichtlich. Fu¨r jedes n ∈ IN gilt
‖ L((λk)k) ‖n = sup
Kn
|
∞∑
k=0
λkFk |
≤
∞∑
k=0
| λk | eBKn+2 supKn(ϕ1+akϕ2)
≤ eBKne2 supKn ϕ1
∞∑
k=0
| λk | e2(α(n+1)+β)ak
= Dn ‖ (λk)k ‖2αn+2(α+β) .
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Der Satz ist bewiesen 2
Wir zeigen nun das angeku¨ndigte Ergebnis:
Korollar 9.3. :
Ist (H(V ), | |n) linear zahm isomorph zu einem Potenzreihenraum unendlichen Typs Λ∞(ak),
dann gibt es einen linear zahmen Ausdehnungsoperator (H(V ), | |n)→ (H(CIN ), ‖ ‖n).
Beweis: Sei T : (Λ∞(ak), ‖ ‖∞n )→ (H(V ), | |n) ein linear zahmer Isomorphismus.
Wir verwenden das im Beweis zu Satz 9.2 konstruierte linear zahme Lifting L : (Λ∞(ak), ‖ ‖∞n
)→ (H(CIN ), ‖ ‖n) mit T = R ◦ L. Wir setzen nun E := L ◦ T−1. E ist daher linear zahm und
es gilt
R ◦E(
∞∑
k=0
λkfk) = R ◦ L((λk)k) = R(
∞∑
k=0
λkFk) =
∞∑
k=0
λkfk .
Also gilt R ◦E = idH(V ) 2
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10 Konvexita¨t plurisubharmonischer Funktionen auf abgeschlos-
senen Untermannigfaltigkeiten des CIN
In diesem Kapitel wollen wir die Konvexita¨t plurisubharmonischer Funktionen auf Steinschen
Untermannigfaltigkeiten V des CIN untersuchen und zwar relativ zu den Kugeln im CIN mit
Radius r und Mittelpunkt im Ursprung.
Wir werden die Algebraizita¨t von V in einen Zusammenhang mit der Qualita¨t der Konvexita¨t
plurisubharmonischer Funktionen auf V bringen.
Ausgehend von der Existenz eines linear zahmen Ausdehnungsoperators verwenden wir die Argu-
mentation von A. Aytuna in [3], um eine Konvexita¨tsbedingung fu¨r plurisubharmonische Funk-
tionen auf V herzuleiten. Wa¨hrend A. Aytuna direkt die zur Algebraizita¨t von V a¨quivalente
Bedingung von A. Sadullaev (siehe [19], Theorem 2.2, bzw. Kapitel 1) zeigt, werden wir hier
ferner zeigen, daß die Bedingung von A. Sadullaev a¨quivalent zu der angesprochenen Konve-
xita¨tsbedingung fu¨r plurisubharmonische Funktionen auf V ist.
Wir beno¨tigen zuna¨chst das folgende Lemma (siehe [18], Corollary 17.1.5), das direkt aus dem
Satz u¨ber konvexe Hu¨llen von Caratheodory folgt (siehe [18], Theorem 17.1).
Hier ko¨nnen wir uns auf die Situation in der reellen Ebene beschra¨nken:
Lemma 10.1. :
Sei f : IR+0 → IR eine monoton wachsende Funktion und sei E := {(x, f(x)) : x ∈ IR+0 }. ch(E)
sei die konvexe Hu¨lle von E. Sei ferner h(x) := inf{y : (x, y) ∈ ch(E)}. Dann ist h eine konvexe
Funktion und es gilt
h(x) = inf{λf(x1) + (1− λ)f(x2) : x = λx1 + (1− λ)x2 , λ ∈ [0, 1] , x1, x2 ∈ IR+0 }
Hieraus folgt eine Aussage u¨ber eine schwache Form von Konvexita¨t:
Proposition 10.2. :
Sei f : IR+0 → IR eine monoton wachsende Funktion und seien a, b ∈ IR+0 , a ≥ 1. Dann sind
a¨quivalent:
1) f(λx1 + (1− λ)x2) ≤ λf(ax1 + b) + (1− λ)f(ax2 + b) fu¨r alle λ ∈ [0, 1], x1, x2 ∈ IR+0 .
2) Es gibt ein konvexe Funktion h, so daß
h(x) ≤ f(x) fu¨r alle x ≥ 0 und
f(x) ≤ h(ax+ b) fu¨r alle x ≥ 0 .
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Beweis: 2)⇒1): Sei x1, x2 ∈ IR+0 und λ ∈ [0, 1], dann gilt
f(λx1 + (1− λ)x2) ≤ h(a(λx1 + (1− λ)x2) + b)
≤ λh(ax1 + b) + (1− λ)h(ax2 + b)
≤ λf(ax1 + b) + (1− λ)f(ax2 + b) .
1)⇒2): Wir wa¨hlen zu f die Funktion h aus Lemma 10.1. h ist konvex und liegt unterhalb von
f . Sei x ∈ IR+0 fest. Ist ε > 0, dann ko¨nnen wir nach Lemma 10.1 x1, x2 ∈ IR+0 wa¨hlen, so daß
ax+ b = λx1 + (1− λ)x2 und λf(x1) + (1− λ)f(x2) ≤ h(ax+ b) + ε. Wegen 1) ist
λf(x1) + (1− λ)f(x2) ≥ f(λ(x1 − b
a
) + (1− λ)(x2 − b
a
))
= f(x) .
Fu¨r ε↘ 0 erhalten wir f(x) ≤ h(ax+ b). Da x ∈ IR+0 beliebig gewa¨hlt war, folgt 2) 2
Sei Φ ∈ PSH(CIN ), dann sei MΦ(r) := sup{Φ(z) : | z |= er} fu¨r r ∈ IR+0 . MΦ(r) ist eine
konvexe wachsende Funktion nach dem Hadamarschen Drei-Kreise-Satz fu¨r plurisubharmonische
Funktionen (siehe z.B. [9], Theorem 4.1.13).
Sei V eine abgeschlossene Untermannigfaltigkeit des CIN und sei durch die Spuren der Kugeln
Br := {z ∈ CIN : | z |< er}, r ∈ IR+0 , auf V eine Gradierung ‖ f ‖n:= supBn∩V | f |, n ∈ IN,
f ∈ H(V ), fu¨r H(V ) gegeben.
Es gilt der folgende Satz:
Satz 10.3. :
Sei E : H(V ) → H(CIN ) ein linear zahmer Ausdehnungsoperator, d.h. es gebe a, b ∈ IN0, a ≥ 1,
so daß fu¨r alle n ∈ IN ein Cn > 0 existiert mit
sup
Bn
| E(f)(z) |≤ Cn ‖ f ‖an+b fu¨r alle f ∈ H(V ) . (10.3.1)
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Dann gibt es zu jedem ϕ ∈ PSH(V ) ein Φ ∈ PSH(CIN ) mit
sup
Br∩V
ϕ(z) ≤ MΦ(r) und
MΦ(r) ≤ sup
Bar+a+b∩V
ϕ(z) fu¨r alle r ≥ 0 .
Beweis:
Jedes ψ ∈ PSH(CIN ) besitzt nach einem Ergebnis von Bremermann ([5], Theorem 2) eine Har-
togsdarstellung auf dem CIN
ψ(z) = lim
n
log | fn(z) |
cn
mit fn ∈ H(CIN ) fu¨r alle n ∈ IN .
Ohne Einschra¨nkung gilt cn ↗∞. Der Fortsetzungssatz fu¨r plurisubharmonische Funktionen auf
einer abgeschlossenen komplexen Untermannigfaltigkeit des CIN von Sadullaev (siehe [6], Theorem
1.1) zeigt, daß auch jedes ϕ ∈ PSH(V ) eine Hartogsdarstellung
ϕ(z) = lim
n
log | fn(z) |
cn
mit fn ∈ H(V ) fu¨r alle n ∈ IN (10.3.2)
besitzt. Sei also ϕ ∈ PSH(V ) mit einer Darstellung wie in (10.3.2) gegeben.
Wir zeigen, daß { log|E(fn)|cn : n ∈ IN} eine lokal gleichma¨ßig beschra¨nkte Familie ist.
Sei Dr := supBr∩V ϕ(z), r ≥ 0. Nach dem Hartogslemma (siehe z.B. [19], Theorem 1.4) gibt es
zu jedem ε > 0 und jedem r′ < r ein n0, so daß fu¨r alle n ≥ n0
sup
Br′∩V
log | fn(z) |
cn
≤ Dr + ε .
Wir setzen b′ := a+ b. Fu¨r jedes r ∈ IR+0 liefert (10.3.1) fu¨r jedes f ∈ H(V ) die Abscha¨tzung
sup
Br
| E(f)(z) |≤ Cr ‖ f ‖ar+b′ ,
wobei Cr = Cm fu¨r m− 1 ≤ r ≤ m ist.
Wir erhalten zu jedem ε > 0 und jedem r′ < r ein n0, so daß fu¨r n ≥ n0 gilt
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sup
Br′
log | E(fn)(z) |
cn
≤ logCr′
cn
+ sup
Bar′+b′∩V
log | fn(z) |
cn
≤ logCr′
cn
+Dar+b′ + ε .
Also ist { log|E(fn)|cn : n ∈ IN} eine lokal gleichma¨ßig beschra¨nkte Familie. Daher ist
Φ(z) := lim
ζ→z
lim
n
log | E(fn)(ζ) |
cn
eine plurisubharmonische Funktion auf dem CIN (siehe z.B. [12], Theorem 2.9.17).
Fu¨r r′ < r′′ < r und jedes ε > 0 gilt dann
MΦ(r′) ≤ sup{Φ(z) : | z |< er′′}
≤ sup
Br′′
lim
n
log | E(fn)(z) |
cn
≤ lim
n
(
logCr′′
cn
+Dar+b′ + ε)
= Dar+b′ + ε .
Da MΦ(r) stetig ist in r, folgt insgesamt MΦ(r) ≤ supBar+a+b∩V ϕ(z).
Wegen des Maximumprinzips fu¨r plurisubharmonische Funktionen auf V gilt umgekehrt auch
supBr∩V ϕ(z) ≤MΦ(r) fu¨r r > 0 2
Man beachte, daß wegen der Regularisierung zwar ϕ(z) ≤ Φ(z) fu¨r jedes z ∈ V , aber nicht
notwendig ϕ(z) = Φ(z) gilt.
Sei fu¨r ein ϕ ∈ PSH(V ) eine Funktion mϕ : IR+0 → IR durch mϕ(r) := supBr∩V ϕ(z) definiert,
wobei wie oben Br := {z ∈ CIN : | z |< er} sei.
Kombiniert mit Proposition 10.2 ergibt sich
Satz 10.4. :
Unter den Voraussetzungen von Satz 10.3 gilt fu¨r jedes ϕ ∈ PSH(V ) und jedes λ ∈ [0, 1], sowie
jedes r1, r2 ∈ IR+0
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mϕ(λr1 + (1− λ)r2) ≤ λmϕ(ar1 + b′) + (1− λ)mϕ(ar2 + b′) , (10.4.1)
wobei a, b aus Satz 10.3 sind und b′ = a+ b.
Wir zeigen nun, daß aus (10.4.1) bereits folgt, daß V algebraisch ist.
Satz 10.5. :
Sei V eine abgeschlossene Untermannigfaltigkeit des CIN und fu¨r jede plurisubharmonische Funk-
tion auf V gelte (10.4.1), dann ist V algebraisch.
Beweis:
Wir zeigen, daß die Siciaksche Extremalfunktion S(z,K) fu¨r mindestens ein Kompaktum K ⊂ V
lokal beschra¨nkt ist auf V . Dann ko¨nnen wir ein Ergebnis von Sadullaev anwenden, nach dem
dann und nur dann V algebraisch ist. Sadullaevs Ergebnis ist allgemeiner als hier beno¨tigt, es
erfaßt na¨mlich auch Varieta¨ten, die singula¨re Punkte besitzen ([19], Theorem 2.2).
S(z,K) ist fu¨r ein Kompaktum K ⊂ V wie folgt definiert:
S(z,K) := lim
ζ→z
sup{u(ζ) : u ≤ 0 auf K , u ∈ L} ,
wobei
L := {u ∈ PSH(CIN ) : es gibt α = α(u) : u(z) ≤ log(1+ | z |) + α fu¨r alle z ∈ CIN} .
Sei u ∈ L, u ≤ 0 auf B0 ∩ V . Sei ϕ := u |V . Aus Proposition 10.2 folgt die Existenz einer
konvexen Funktion h, so daß h(r) ≤ mϕ(r) und mϕ(r) ≤ h(ar + b) fu¨r alle r ≥ 0. Also ist
h(r) ≤ sup{log(1+ | z |) + α(u) : | z |< er}
≤ log(1 + er) + α(u)
≤ r + α(u) + log 2
fu¨r r ≥ 0.
Damit ist h eine lineare Funktion mit Steigung kleiner oder gleich 1 auf IR+0 und wegen h(0) ≤
mϕ(0) ≤ 0 liegt h unterhalb der Identita¨t IR+0 → IR+0 .
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Ist z ∈ V , dann wa¨hlen wir r ≥ 0, so daß z ∈ Br ∩ V . Also gilt
u(ζ) = ϕ(ζ) ≤ mϕ(r) ≤ h(ar + b) ≤ ar + b
fu¨r alle ζ ∈ V nahe z. Damit ist S(z,B0 ∩ V ) lokal beschra¨nkt in V 2
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