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Abstract
Let A be an artin algebra and e∈A an idempotent with add(eAA) = add(D(AAe)). Then a
projective resolution of AeeAe gives rise to tilting complexes {P(l)•}l¿1 for A, where P(l)• is
of term length l+1. In particular, if A is self-injective, then EndK(Mod-A)(P(l)•) is self-injective
and has the same Nakayama permutation as A. In case A is a ;nite dimensional algebra over
a ;eld and eAe is a Nakayama algebra, a projective resolution of eAe over the enveloping
algebra of eAe gives rise to two-sided tilting complexes {T (2l)•}l¿1 for A, where T (2l)• is of
term length 2l+ 1. In particular, if eAe is of Loewy length two, then we get tilting complexes
{T (l)•}l¿1 for A, where T (l)• is of term length l+ 1.
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0. Introduction
The notions of tilting complexes and two-sided tilting complexes were introduced by
Rickard [13,15]. After that, derived equivalences between self-injective algebras have
been studied by many people (see, e.g. [2,12,14,16,17] and their references). The notion
of tilting complexes is a generalization of that of tilting modules (see, e.g. [4,6,7,11]).
In the case of a self-injective algebra A, a tilting module TA is just a projective generator
and thus EndA(TA) is Morita equivalent to A. On the other hand, there have been
known several examples of derived equivalent self-injective algebras which are not
Morita equivalent. Especially, Rickard [14] showed that the Brauer tree algebras with
the same numerical invariants are derived equivalent to each other. This generalizes
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the earlier work of Gabriel and Riedtmann [5] that the Brauer tree algebras with the
same numerical invariants are stably equivalent to each other, since derived equivalent
self-injective algebras are stably equivalent [10,14]. Recently, Okuyama [12] introduced
a method of constructing tilting complexes associated with idempotents over symmetric
algebras. Also, Rouquier and Zimmermann [18] gave an example of two-sided tilting
complexes associated with local idempotents over symmetric algebras. In this note, we
develop these constructions and provide a systematic method of constructing tilting
complexes and two-sided tilting complexes over self-injective algebras (cf. [9]).
Let A be a ring and e∈A an idempotent. For any ;nite projective resolution f :Q• →
(1− e)Ae in Mod-eAe and for any l¿ 1, we construct a complex P(l)• ∈Kb(PA) of
term length l+1 and show that P(l)• is a tilting complex if and only if ExtiA(A=AeA; eA)=
0 for 06 i¡ l (Theorem 2.3). In particular, if A is a self-injective artin algebra and if
add(eAA) = add(D(AAe)), then EndK(Mod-A)(P(l)•) is also a self-injective artin algebra
whose Nakayama permutation coincides with that of A (Theorem 3.7). Next, we deal
with the case of A being a ;nite dimensional algebra over a ;eld k. For any ;nite pro-
jective resolution f : S• → eAe in Mod-(eAe)e and for any l¿ 1, we construct a com-
plex T (l)• ∈Kb(Mod-Ae) of term length l+1 and show that if add(eAA)=add(D(AAe))
and if add(Z−l+1(S•)eAe) = PeAe, as a complex of right A-modules T (l)• is a tilting
complex (Proposition 4.2). Furthermore, if eAA ∼= D(AAe) and if Z−l+1(S•) is faithfully
balanced, then T (l)• is a two-sided tilting complex (Theorem 5.4). Finally, as applica-
tions, we deal with the case where eAA ∼= D(AAe) and eAe is a Nakayama algebra. We
show that as a complex of right A-modules T (l)• is a tilting complex for all l¿ 1 and
that T (2l)• is a two-sided tilting complex for all l¿ 1 (Proposition 6.2). In particular,
if eAe is of Loewy length two, then T (l)• is a two-sided tilting complex for all l¿ 1
(Proposition 6.3). Furthermore, we provide decompositions of these two-sided tilting
complexes in the derived Picard group (Remark 4.5 and Propositions 6.2 and 6.3).
Throughout this note, rings are associative rings with identity and modules are unitary
modules. Unless otherwise stated, modules are right modules. For a ring A, we denote
by Aop the opposite ring of A and consider left A-modules as Aop-modules. In case
A is a ;nite dimensional algebra over a ;eld k, we denote by Ae the enveloping
algebra Aop ⊗k A and consider A-A-bimodules as Ae-modules. Sometimes, we use the
notation XA (resp., AX ) to stress that the module X considered is a right (resp., left)
A-module. We denote by Mod-A the category of A-modules and by PA the full additive
subcategory of Mod-A consisting of ;nitely generated projective modules. For an object
X in an additive category A, we denote by add(X ) the full additive subcategory of
A consisting of objects isomorphic to direct summands of ;nite direct sums of copies
of X . For an additive category A, we denote by K(A) the homotopy category of
cochain complexes over A and by K−(A);Kb(A) the full subcategories of K(A)
consisting of bounded above and bounded complexes, respectively. In case A is an
abelian category, we denote by D(A) the derived category of cochain complexes over
A. Also, we denote by Bi(X •);Zi(X •);Z′i(X •) and Hi(X •) the ith boundary, the ith
cycle, the ith cocycle and the ith cohomology of a complex X •, respectively. We
refer to [8,19,1] for basic results in the theory of derived categories and to [13,15] for
de;nitions and basic results in the theory of tilting complexes.
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1. Preliminaries
Throughout this note, A is a ring and e∈A is an idempotent. We identify Mod-
(A=AeA) with the full subcategory of Mod-A consisting of X ∈Mod-A with Xe = 0.
In this section, we collect several basic facts which we need in later sections.
Lemma 1.1. For any l¿ 1 the following statements are equivalent.
(1) ExtiA(A=AeA; eA) = 0 for 06 i¡ l.
(2) ExtiA(−; eA) vanishes on Mod-(A=AeA) for 06 i¡ l.
Remark 1.2. For any X ∈Mod-A we have functorial isomorphisms
X :X ⊗A Ae ∼→Xe; x ⊗ a → xa; X :Xe ∼→HomA(eA; X ); x → (a → xa):
Remark 1.3. The functor −⊗AAe : Mod-A→ Mod-eAe is exact and has a fully faithful
left adjoint − ⊗eAe eA : Mod-eAe → Mod-A. Furthermore; these functors induce an
equivalence add(eAA)
∼→PeAe.
Denition 1.4. For any X ∈Mod-A and M ∈Mod-eAe; we have a bifunctorial isomor-
phism
M;X : HomeAe(M;X ⊗A Ae) ∼→HomA(M ⊗eAe eA; X )
such that M;X (f)(m⊗a)=X (f(m))a for f∈HomeAe(M;X ⊗AAe); m∈M and a∈ eA.
Thus for any X • ∈K(Mod-A) and M• ∈K(Mod-eAe) we have a bifunctorial isomor-
phism
Hom•eAe(M
•; X • ⊗•A Ae) ∼→Hom•A(M• ⊗•eAe eA; X •)
and; by applying H0(−); we get a bifunctorial isomorphism
˜M• ;X • : HomK(Mod-eAe)(M•; X • ⊗•A Ae) ∼→HomK(Mod-A)(M• ⊗•eAe eA; X •):
We set
X • = ˜X •⊗•A Ae; X •(idX •⊗•A Ae) :X
• ⊗•A Ae ⊗•eAe eA→ X •;
M• = ˜M• ;M•⊗•eAeeA
−1(idM•⊗•eAeeA) :M
• → M• ⊗•eAe eA⊗•A Ae
for X • ∈K(Mod-A) and M• ∈K(Mod-eAe); respectively.
Remark 1.5. The following statements hold.
(1) X • is an isomorphism for all X • ∈K(add(eAA)).
(2) M• is an isomorphism for all M• ∈K(Mod-eAe).
Lemma 1.6 (Auslander). For any f :P → X in Mod-A with P projective; the following
statements are equivalent.
(1) The induced epimorphism Mf :P → Imf; x → f(x) is a projective cover.
(2) f is right minimal; i.e.; every h∈EndA(P) with f ◦ h= f is an automorphism.
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Lemma 1.7. For any X ∈Mod-A the following statements hold.
(1) For any f :Q → X ⊗A Ae in Mod-eAe with Q∈PeAe; if f is right minimal then
so is Q;X (f).
(2) For any g :P → X in Mod-A with P ∈ add(eAA); if g is right minimal then so is
g⊗A Ae.
Lemma 1.8. Let A be a 8nite dimensional algebra over a 8eld k. Then for any
V ∈Mod-Ae the following statements hold.
(1) If VA ∼= AA and AV ∼= AA; then V is faithfully balanced.
(2) If VA ∈PA and AV ∈PAop ; and if V is faithfully balanced; then V is a two-sided
tilting complex.
2. General case
The next lemma will play a key role in our argument below.
Lemma 2.1. Let A be an additive category and P an object of A. Let l¿ 1 and
P• ∈Kb(A) with Pi ∈ add(P) for −l6 i¡ 0 and with Pi = 0 for i¿ 0 and i¡− l.
Then the following statements hold.
(1) If Hi(Hom•A(P; P
•)) = 0 for i =− l; then HomK(A)(P•; P•[i]) = 0 for i¿ 0.
(2) If Hi(Hom•A(P
•; P)) = 0 for i = l; then HomK(A)(P•; P•[i]) = 0 for i¡ 0.
Proof. (1) Let 0¡i6 l and f :P• → P•[i] a cochain map. Put h0 = 0 :P−i+1 → P0.
Since HomA(P−i ; d−1P ) is epic; there exists h
−1 :P−i → P−1 such that f−i − h0 ◦
d−iP = d
−1
P ◦ h−1. Next; let 06 j6 l − i and assume there exist h−k :P−k−i+1 →
P−k such that f−k−i+1 − h−k+1 ◦ d−k−i+1P = d−kP ◦ h−k for all 06 k6 j. Then; since
d−jP ◦ (f−j−i − h−j ◦ d−j−iP ) = 0; and since
HomA(P−j−i ; P−j−1)→ HomA(P−j−i ; P−j)→ HomA(P−j−i ; P−j+1)
is exact; there exists h−j−1 :P−j−i → P−j−1 such that f−j−i − h−j ◦ d−j−iP = d−j−1P ◦
h−j−1. Thus; by induction we get a homotopy h :f 	 0.
(2) Similar to (1).
Denition 2.2 (Hartshorne [8]). For a complex X • and n∈Z; we de;ne the following
truncations
"6n(X •) : · · · → X n−2 → X n−1 → X n → 0→ · · · ;
"¿n(X •) : · · · → 0→ X n → X n+1 → X n+2 → · · · :
Theorem 2.3. Assume (1− e)AeeAe admits a projective resolution f :Q• → (1− e)Ae
with Q• ∈K−(PeAe). Denote by P• the mapping cone of ˜Q• ; (1−e) A(f). Let l¿ 1 and
set P(l)• = eA[l]⊕ "¿−l(P•). Then the following statements hold.
(1) P(l)• is a tilting complex if and only if ExtiA(A=AeA; eA) = 0 for 06 i¡ l.
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(2) Assume ExtiA(A=AeA; eA)=0 for 06 i¡ l. Then add (P(l)
•) does not depend on
the choice of f.
Proof. We need the following claims.
Claim 1. Hi(P(l)• ⊗•A Ae) = 0; i.e.; Hi(P(l)•)∈Mod-(A=AeA) for i =− l.
Proof. Since P• ⊗•A Ae is isomorphic to the mapping cone of f; P• ⊗•A Ae is acyclic.
Claim 2. add (P(l)•) generates Kb(PA) as a triangulated category.
Proof. Note that eAA is a direct summand of P(l)•[ − l]; that P(l)0 = (1 − e)A and
that "6−1(P(l)•)∈Kb(add(eAA)). Thus the assertion follows because we have a dis-
tinguished triangle in Kb(PA) of the form
"6−1(P(l)•)[− 1] d
−1
P→ (1− e)A→ P(l)• → :
Claim 3. The following statements are equivalent.
(1) Hi(Hom•A(P(l)
•; eA)) = 0 for 06 i¡ l.
(2) ExtiA(A=AeA; eA) = 0 for 06 i¡ l.
Proof. We have H0(P(l)•) = (1 − e)A=(1 − e)AeA ∼= (1 − e)(A=AeA) ∼= A=AeA. Thus
H0(Hom•A(P(l)
•; eA)) ∼= HomA(A=AeA; eA). Let l¿ 2 and assume HomA(A=AeA; eA) =
0. Then by Claim 1 HomA(H−i(P(l)•); eA)= 0 for all 06 i¡ l. For each 0¡i¡l; let
#−i :P−i → Z′−i(P(l)•) be the canonical epimorphism and ’−i : Z′−i(P(l)•) → P−i+1
with d−iP = ’
−i ◦ #−i. Then we have exact sequences
(ci) : 0→ H−i(P(l)•)→ Z′−i(P(l)•) ’
−i
→ P−i+1 → Z′−i+1(P(l)•)→ 0
for 0¡i¡l. For any 0¡i¡l; by applying HomA(−; eA) to (ci); we get
Hi(Hom•A(P(l)
•; eA))∼=Cok(HomA(’−i ; eA))
∼=Ext1A(Z′−i+1(P(l)•); eA):
In particular; H1(Hom•A(P(l)
•; eA)) ∼= Ext1A(A=AeA; eA). Next; let l¿ 3 and assume
ExtiA(A=AeA; eA) = 0 for 06 i¡ l − 1. Then by Lemma 1.1 ExtiA(−; eA) vanishes on
Mod-(A=AeA) for 06 i¡ l − 1. Thus; by applying HomA(−; eA) to (cl−2); : : : ; (c1)
successively; we get Hl−1(Hom•A(P(l)
•; eA)) ∼= Extl−1A (A=AeA; eA).
(1) The “if” part. This follows by the claims and Lemma 2.1.
The “only if” part. Since we have
Hi(Hom•A(P(l)
•; eA))∼=HomK(Mod-A)(P(l)•; eA[i])
∼=HomK(Mod-A)(P(l)•; eA[l][i − l])
= 0
for i = l, the assertion follows by Claim 3.
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(2) Let f′ :Q′• → (1 − e)Ae be another projective resolution in Mod-eAe with
Q′• ∈K−(PeAe). Denote by P′• the mapping cone of ˜Q′• ; (1−e)A(f′) and set P′(l)• =
eA[l]⊕"¿−l(P′•). Then P′(l)• is also a tilting complex. Furthermore, since Hi(P(l)•⊕
P′(l)•) ∼= Hi(P(l)•) ⊕ Hi(P′(l)•)∈Mod-(A=AeA) for i = − l, it follows by Claim 3
and Lemma 2.1 that
HomK(Mod-A)(P(l)• ⊕ P′(l)•; (P(l)• ⊕ P′(l)•)[i]) = 0
for i =0. Thus P(l)• ⊕ P′(l)• is a tilting complex. Set P′′(l)• = P(l)• ⊕ P′(l)• and
B = EndK(Mod-A)(P′′(l)•). Let h :P′′(l)• → P(l)• → P′′(l)•; h′ :P′′(l)• → P′(l)• →
P′′(l)• be the composites of canonical homomorphisms. Then we have equivalences
of triangulated categories
D−(Mod-B) ∼→D−(Mod-hBh); D−(Mod-B) ∼→D−(Mod-h′Bh′)
which send hB (resp., h′B) to hBh (resp., h′Bh′). Thus, hB and h′B are tilting complexes
for B, i.e., projective generators for Mod-B. It follows by Morita theory that add(hB)=
PB=add(h′B) in Mod-B and hence add(P(l)•)=add(P′′(l)•)=add(P′(l)•) in Kb(PA).
3. The case of self-injective artin algebras
In this section, A is an artin algebra over a commutative artin ring R and {e1; : : : ; en}
is a basic set of orthogonal local idempotents in A. Set I = {1; : : : ; n} and I0 =
{i∈ I |ei ∈AeA}. Let E be an injective envelope of the R-module R=rad R. We set
D =HomR(−; E) and *= D ◦ HomA(−; A).
Remark 3.1. For any i∈ I the following statements are equivalent.
(1) i∈ I0.
(2) ei(A=AeA) = 0.
(3) (A=AeA)ei = 0.
Denition 3.2. Let l¿ 1. For i∈ I0 we set Pi(l)•= eiA[l]. For i∈ I − I0; let fi :Q•i →
eiAe be a minimal projective resolution in Mod-eAe; P•i the mapping cone of ˜Q•i ;eiA(fi)
and Pi(l)• = "¿−l(P•i ). We set P0(l)
• =
⊕
i∈I Pi(l)
•.
Remark 3.3. Let i∈ I − I0. Then P0i = eiA and Pri = Qr+1i ⊗eAe eA∈ add(eAA) for all
r ¡ 0. Also; by Remark 1.3 and Lemma 1.7(1) drPi is right minimal for all r ¡ 0.
Proposition 3.4. Assume add(eAA) = add(D(AAe)). Then P0(l)• is a tilting complex
for all l¿ 1.
Proof. Let f :Q• → (1− e)Ae be a minimal projective resolution in Mod-eAe and P•
the mapping cone of ˜Q• ; (1−e)A(f). Let l¿ 1 and set P(l)•=eA[l]⊕"¿−l(P•). Then by
Theorem 2.3(1) P(l)• is a tilting complex. Thus it suQces to show that add(P(l)•) =
add(P0(l)•). It is obvious that add(eA[l])=add(
⊕
i∈I0 Pi(l)
•). Let 1−e=g1+ · · ·+gm
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with the gj orthogonal local idempotents in A. We may assume gjA ∈ add(eA) for
16 j6 r and gjA∈ add(eA) for r ¡ j6m. Put g(1) = g1 + · · ·+ gr and g(2) = gr+1 +
· · ·+gm. Then add(g(1)A)=add(
⊕
i∈I−I0 eiA) and g
(2)Ae⊗eAe eA∼→g(2)A canonically. It
follows that add(P•) = add(
⊕
i∈I−I0 P
•
i ) in K
−(PA). Thus add(P(l)•) = add(P0(l)•).
Denition 3.5. Assume A is self-injective. Then we have a permutation , of I ; called
the Nakayama permutation; such that *(eiA) ∼= e,(i)A for all i∈ I .
Remark 3.6. Assume A is self-injective. Then the following statements are equivalent.
(1) add(eAA) = add(D(AAe)).
(2) add(eAA) is stable under *.
(3) I0 is stable under ,.
Theorem 3.7. Assume A is self-injective and add(eAA) = add(D(AAe)). Then for any
l¿ 1 we have
DHomK(Mod-A)(Pi(l)•; P0(l)•) ∼= HomK(Mod-A)(P0(l)•; P,(i)(l)•)
for all i∈ I ; i.e.; EndK(Mod-A)(P0(l)•) is a self-injective artin R-algebra whose
Nakayama permutation coincides with ,.
Proof. We claim ;rst that *(Pi(l)•) ∼= P,(i)(l)• for all i∈ I . Since I0 is stable under ,;
we have *(Pi(l)•) ∼= *(eiA)[l] ∼= e,(i)A[l] ∼= P,(i)(l)• for i∈ I0. Next; let i∈ I−I0. Note
that *(P•i ) ⊗•A Ae ∼= DHom•A(P•i ; eA) is acyclic and that "6−1(*(P•i ))∈K(add(eAA)).
Thus; by Remark 1.3 and Lemma 1.7; we have minimal projective resolutions in
Mod-eAe
d−1*(P•i ) ⊗
•
A Ae : "6−1(*(P
•
i ))⊗•A Ae[− 1]→ *(eiA)⊗A Ae;
d−1P,(i) ⊗•A Ae : "6−1(P•,(i))⊗•A Ae[− 1]→ e,(i)A⊗A Ae:
Take an isomorphism ’ : *(eiA)
∼→ e,(i)A. Then there exists an isomorphism
- : "6−1(*(P•i ))⊗•A Ae ∼→ "6−1(P•,(i))⊗•A Ae such that (d−1P,(i) ⊗•A Ae) ◦ -[− 1] = (’⊗A
Ae) ◦ (d−1*(P•i ) ⊗•A Ae). Also; by Remark 1.5(1) we have isomorphisms
"6−1(*(P•i )) : "6−1(*(P
•
i ))⊗•A Ae ⊗•eAe eA ∼→ "6−1(*(P•i ));
"6−1(P•,(i)) : "6−1(P
•
,(i))⊗•A Ae ⊗•eAe eA ∼→ "6−1(P•,(i))
and hence there exists an isomorphism ’ˆ : "6−1(*(P•i ))
∼→ "6−1(P•,(i)) such that
’ˆ ◦ "6−1(*(P•i )) = "6−1(P•,(i)) ◦ (-⊗•eAe eA). Then
’ ◦d−1*(P•i )◦ "6−1(*(P•i ))[−1] =’ ◦ *(eiA) ◦ (d
−1
*(P•i )
⊗•A Ae ⊗•eAe eA)
= e,(i)A ◦ (’⊗A Ae ⊗eAe eA) ◦ (d−1*(P•i ) ⊗
•
A Ae ⊗•eAe eA)
= e,(i)A ◦ (d−1P,(i) ⊗•A Ae ⊗•eAe eA) ◦ (-⊗•eAe eA[− 1])
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= d−1P,(i) ◦ "6−1(P•,(i))[− 1] ◦ (-⊗•eAe eA[− 1])
= d−1P,(i) ◦ ’ˆ[− 1] ◦ "6−1(*(P•i ))[− 1]:
Thus ’ ◦ d−1*(P•i ) = d
−1
P,(i) ◦ ’ˆ[− 1] and hence *(P•i ) ∼= P•,(i). It follows that *(Pi(l)•) ∼=
P,(i)(l)•. Now; the assertion follows by [9; Lemma 3.1].
4. Complexes of bimodules
Throughout the rest of this note, A is a ;nite dimensional algebra over a ;eld k and
D =Homk(−; k).
In this section, we assume d= dimk eAe¿ 2.
Denition 4.1. Applying De;nition 1.4 to the idempotent e ⊗ e∈Ae; for any X • ∈
K(Mod-Ae) and M• ∈K(Mod-(eAe)e) we have a bifunctorial isomorphism
HomK(Mod-(eAe)e)(M•; eA⊗•A X • ⊗•A Ae) ∼→HomK(Mod-Ae)(Ae ⊗•eAe M• ⊗•eAe eA; X •);
which we denote by .˜M• ;X • .
Proposition 4.2. Let f : S• → eAe be a projective resolution in Mod-(eAe)e with
S• ∈K−(P(eAe)e ). Denote by T • the mapping cone of .˜S• ;A(f) and set T (l)• =
"¿−l(T •) for l¿ 1. Assume add(eAA) = add(D(AAe)). Let l¿ 1 and assume add
(Z−l+1(S•)eAe) =PeAe. Then as a complex of A-modules T (l)• is a tilting complex.
Proof. Denote by Sˆ
•
the mapping cone of f. Note that eA ⊗•A T • is isomorphic to
Sˆ
• ⊗•eAe eA and that Sˆ
• ∈K−(PeAe) is acyclic. It follows that eA ⊗•A T • is acyclic.
Thus eA ⊗•A T (l)• ∼= Z−l(eA ⊗•A T •)[l] ∼= Z−l+1(S•) ⊗eAe eA[l] in K(Mod-A). Since
add(Z−l+1(S•))=PeAe; by Remark 1.3 add(Z−l+1(S•)⊗eAe eA)= add(eAA). Similarly;
T •⊗•AAe and hence (1−e)A⊗•A T •⊗•AAe are acyclic. Put Q•="6−1((1−e)A⊗•A T •⊗•A
Ae)[−1]. Then we have a projective resolution f′ :Q• → (1− e)Ae in Mod-eAe. Note
that "6−1(T •)[−1] ∼= Ae⊗•eAe S•⊗•eAe eA. Thus Q•⊗•eAe eA ∼= "6−1((1−e)A⊗•AT •)[−1]
and (1−e)A⊗•AT • is isomorphic to the mapping cone of ˜Q• ; (1−e)A(f′). Since T (l)• ∼=
(eA⊗•A T (l)•)⊕ "¿−l((1− e)A
⊕•
A T
•); the assertion follows by Theorem 2.3(1).
Corollary 4.3. Let f : S• → eAe be the standard free resolution in Mod-(eAe)e; i.e.;
the mapping cone of f is the standard complex of eAe in the sense of [3; Chapter
IX]. Denote by T • the mapping cone of .˜S• ;A(f). Assume add(eAA) = add(D(AAe)).
Then as a complex of A-modules T (l)•= "¿−l(T •) is a tilting complex for all l¿ 1.
Proof. Note that Z−l+1(S•) ∼= eAe(s) in Mod-eAe; where
s= dl − dl−1 + · · ·+ (−1)l−1d+ (−1)l¿ 1:
Thus; add(Z−l+1(S•)) =PeAe in Mod-eAe.
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Remark 4.4. Assume in Corollary 4.3 that eAA ∼= D(AAe). For j¿ 0 we set sj(t) =
(tj+1 + (−1)j)=(t+1); a polynomial of degree j. Then it is not diQcult to see that for
any l¿ 1 we have
T (l)• ⊗•A Hom•A(T (l)•; AA)∼= A⊕ (Ae ⊗k eA)(s)
∼=Hom•A(T (l)•; AA)⊗•A T (l)•
in K(Mod-Ae); where s = sl−1(d)(sl(d) + (−1)l). Thus T (l)• is a two-sided tilting
complex if and only if l=1 and d=2. However; even if l¿ 2 or d¿ 3; it is possible
for EndK(Mod-A)(T (l)•) to be Morita equivalent to A (cf. Sections 5;6 below).
Remark 4.5. Consider the case where e = e(1) + e(2) with the e(i) idempotents in eAe
such that e(1)Ae(2) = 0 = e(2)Ae(1). Let fi : S•i → e(i)Ae(i) be a projective resolution in
Mod-(e(i)Ae(i))e with S•i ∈K−(P(e(i)Ae(i))e) for i=1; 2 and set f=diag(f1; f2) : S•1⊕S•2 →
e(1)Ae(1)⊕e(2)Ae(2). For i=1; 2 we denote by T •i the mapping cone of .˜(i)S•i ; A(fi); where
.˜(i) denotes the bifunctorial isomorphism obtained by replacing e with e(i) in De;nition
4.1. Also; we denote by T • the mapping cone of .˜S•1 ⊕S•2 ; A(f). For l¿ 1; we set
Ti(l)• = "¿−l(T •i ) for i = 1; 2 and T (l)
• = "¿−l(T •). Then for any l¿ 1 we have
T1(l)• ⊗•A T2(l)• ∼= T (l)• ∼= T2(l)• ⊗•A T1(l)•
in K(Mod-Ae).
5. Two-sided tilting complexes
In this section, we assume eAA ∼= D(AAe). We set (−)∗ =HomeAe(−; eAeeAe).
Lemma 5.1. The following statements hold.
(1) D(Ae ⊗k eA) ∼= Ae ⊗k eA in Mod-Ae.
(2) eAe ∼= D(eAe) in Mod-eAe. In particular; eAe and hence (eAe)e are self-injective.
(3) eA ∼= (Ae)∗ in Mod-((eAe)op ⊗k A).
Proof. (1) and (2) are evident.
(3) We claim that the canonical homomorphism in Mod-((eAe)e ⊗k A)
’ : eA→ (Ae)∗; v → (u → vu)
is an isomorphism. We have isomorphisms in Mod-A
eA∼=D(Ae)
∼=D(Ae ⊗eAe eAe)
∼=HomeAe(Ae; D(eAe))
∼= (Ae)∗
and the composite of these coincides with ’.
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Lemma 5.2. For any V ∈P(eAe)e the following statements hold.
(1) V ∗ ∈P(eAe)e .
(2) Ae ⊗eAe V ⊗eAe eA∈ add(AAe ⊗k eAA).
(3) HomA(Ae ⊗eAe V ⊗eAe eA; AA) ∼= Ae ⊗eAe V ∗ ⊗eAe eA in Mod-Ae.
Proof. (1) and (2) are evident.
(3) Note that if X ∈PeAe or Y ∈PeAe then the canonical homomorphism
Y ⊗eAe X ∗ → HomeAe(X; Y ); y ⊗ h → (x → yh(x))
is an isomorphism and that Ae ⊗eAe V ∈PeAe and V ∗ ∈PeAe. Thus by Lemma 5.1(3)
we have isomorphisms in Mod-Ae
HomA(Ae ⊗eAe V ⊗eAe eA; AA)∼=HomeAe(Ae ⊗eAe V; Ae)
∼= Ae ⊗eAe (Ae ⊗eAe V )∗
∼= Ae ⊗eAe HomeAe(Ae; V ∗)
∼= Ae ⊗eAe V ∗ ⊗eAe (Ae)∗
∼= Ae ⊗eAe V ∗ ⊗eAe eA:
Lemma 5.3. For any V1; V2 ∈P(eAe)e we have V1 ⊗eAe V ∗2 ∈P(eAe)e .
Proof. This follows by the fact that V ∗2 ∈P(eAe)e .
In the following, we ;x a projective resolution f : S• → eAe in Mod-(eAe)e with
S• ∈K−(P(eAe)e ). We denote by T • the mapping cone of .˜S•A(f) and set T (l)• =
"¿−l(T •) for l¿ 1.
Theorem 5.4. Let l¿ 1 and assume Z−l+1(S•) is faithfully balanced. Then T (l)• is
a two-sided tilting complex.
Proof. We set T˜ (l)•=Hom•A(T (l)
•; AA). We denote by V • the mapping cone of f and
set V (l)•= "¿−l(V •); V˜ (l)•=Hom•eAe(V (l)
•; eAeeAe). Also; we set W−p;q=V−p⊗eAe
(V−q)• for 06p; q6 l.
Claim 1. We have T (l)• ⊗•A T˜ (l)• ∼= H0(T (l)• ⊗•A T˜ (l)•) in K(Mod-Ae) and
A⊕

 l⊕
p=1
Ae ⊗eAe W−p;p ⊗eAe eA


∼= H0(T (l)• ⊗•A T˜ (l)•)⊕ B0(T (l)• ⊗•A T˜ (l)•)⊕ B1(T (l)• ⊗•A T˜ (l)•)
in Mod-Ae.
Proof. By Proposition 4.2; as a complex of A-modules T (l)• is a tilting complex.
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Thus
Hi(T (l)• ⊗•A T˜ (l)•)∼=Hi(Hom•A(T (l)•A; T (l)•A))
∼=HomK(Mod-A)(T (l)•; T (l)•[i])
= 0
for i =0. Also, it follows by Lemma 5.2(3) that T (l)• ⊗•A T˜ (l)• is isomorphic to the
total complex of the following double complex
Ae ⊗W−l; l ⊗ eA→ · · · → Ae ⊗W−1; l ⊗ eA→ Ae ⊗W 0; l ⊗ eA
↑ ↑ ↑
...
...
...
↑ ↑ ↑
Ae ⊗W−l;1 ⊗ eA→ · · · → Ae ⊗W−1;1 ⊗ eA→ Ae ⊗W 0;1 ⊗ eA
↑ ↑ ↑
Ae ⊗W−l;0 ⊗ eA→ · · · → Ae ⊗W−1;0 ⊗ eA−−−−−→ A;
where the tensor products are taken over eAe. Note that by Lemmas 5.1(1), 5.2(2) and
5.3 Ae ⊗eAe W−p;q ⊗eAe eA is projective-injective in Mod-Ae unless p = q = 0. Thus
T (l)•⊗•AT˜ (l)• ∼= H0(T (l)•⊗•AT˜ (l)•) in K(Mod-Ae) and B0(T (l)•⊗•AT˜ (l)•);B1(T (l)•⊗•A
T˜ (l)•) are projective-injective in Mod-Ae. It follows that
A⊕

 l⊕
p=1
Ae ⊗eAe W−p;p ⊗eAe eA


∼= Z0(T (l)• ⊗•A T˜ (l)•)⊕ B1(T (l)• ⊗•A T˜ (l)•)
∼= H0(T (l)• ⊗•A T˜ (l)•)⊕ B0(T (l)• ⊗•A T˜ (l)•)⊕ B1(T (l)• ⊗•A T˜ (l)•):
in Mod-Ae.
Claim 2. We have
l⊕
p=1
W−p;p ∼= B0(V (l)• ⊗•eAe V˜ (l)•)⊕ B1(V (l)• ⊗•eAe V˜ (l)•)
in Mod-(eAe)e.
Proof. Note that V (l)• ∼= Z−l(V •)[l] ∼= Z−l+1(S•)[l] in D(Mod-(eAe)e). Thus by
Lemma 1.8 V (l)• is a two-sided tilting complex and hence V (l)•⊗•eAe V˜ (l)• ∼= eAe in
D(Mod-(eAe)e); i.e.; Hi(V (l)•⊗•eAe V˜ (l)•)=0 for i =0 and H0(V (l)•⊗•eAe V˜ (l)•) ∼= eAe
in Mod-(eAe)e. Note also that V (l)• ⊗•eAe V˜ (l)• is the total complex of the following
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double complex
W−l; l → · · · → W−1; l → W 0; l
↑ ↑ ↑
...
...
...
↑ ↑ ↑
W−l;1 → · · · → W−1;1 → W 0;1
↑ ↑ ↑
W−l;0 → · · · → W−1;0 → W 0;0:
Since by Lemmas 5.1(2) and 5.3 W−p;q is projective-injective in Mod-(eAe)e unless
p= q= 0; as in the proof of Claim 1; we have
l⊕
p=0
W−p;p
∼= H0(V (l)• ⊗•eAe V˜ (l)•)⊕ B0(V (l)• ⊗•eAe V˜ (l)•)⊕ B1(V (l)• ⊗•eAe V˜ (l)•)
in Mod-(eAe)e. Then; since W 0;0 ∼= eAe ∼= H0(V (l)• ⊗•eAe V˜ (l)•); it follows by the
Krull-Schumidt theorem that
l⊕
p=1
W−p;p ∼= B0(V (l)• ⊗•eAe V˜ (l)•)⊕ B1(V (l)• ⊗•eAe V˜ (l)•)
in Mod-(eAe)e.
Claim 3. We have
B0(T (l)• ⊗•A T˜ (l)•) ∼= Ae ⊗eAe B0(V (l)• ⊗•eAe V˜ (l)•)⊗eAe eA;
B1(T (l)• ⊗•A T˜ (l)•) ∼= Ae ⊗eAe B1(V (l)• ⊗•eAe V˜ (l)•)⊗eAe eA
in Mod-Ae.
Proof. By Claim 2 we have a split exact sequence in Mod-(eAe)e
0→ B1(V (l)• ⊗•eAe V˜ (l)•)→ W 1 → · · · → Wl → 0;
where Wm =
⊕l−m
p=0 W
−p;p+m for 16m6 l; and hence we have an exact sequence in
Mod-Ae
0→ Ae ⊗eAe B1(V (l)• ⊗•eAe V˜ (l)•)⊗eAe eA→ X 1 → · · · → X l → 0;
where Xm = Ae ⊗eAe Wm ⊗eAe eA for 16m6 l. On the other hand; by Claim 1 we
have an exact sequence in Mod-Ae
0→ B1(T (l)• ⊗•A T˜ (l)•)→ X 1 → · · · → X l → 0:
Thus the ;rst isomorphism follows. Similarly; we have the last isomorphism.
Claim 4. We have T (l)• ⊗•A T˜ (l)• ∼= A in K(Mod-Ae).
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Proof. By Claims 1–3 we have
H0(T (l)• ⊗•A T˜ (l)•)⊕

 l⊕
p=1
W−p;p

 ∼= A⊕

 l⊕
p=1
W−p;p


in Mod-Ae and the assertion follows by the Krull-Schmidt theorem.
By symmetry, we also have Hom•A(T (l)
•; AA)⊗•A T (l)• ∼= A in K(Mod-Ae).
Proposition 5.5. Let m¿ 1 and assume S• ∼= "6−m(S•)[−m] as complexes of (eAe)e
-modules. Then for any l¿ 1 we have isomorphisms in K(Mod-Ae)
T (m)• ⊗•A T (l)• ∼= T (m+ l)• ∼= T (l)• ⊗•A T (m)•:
Proof. Let - : S• ∼→ "6−m(S•)[−m] be an isomorphism of complexes. There exists a
monomorphism g : eAe → S−m+1 such that d−mS ◦ -0 = g ◦ f. Then we have an exact
sequence in Mod-(Aop ⊗k eAe)
0→ Ae Ae⊗g−→ Ae ⊗eAe S−m+1 → · · · → Ae ⊗eAe S0 Ae⊗f−→ Ae → 0:
Put ’=Ae ⊗eAe g ⊗eAe eA : Ae⊗eAe eA→ T−m. Then we have a homomorphism ’[m] :
Ae⊗eAe eA[m]→ T (m)• in K(Mod-Ae). We claim ;rst that ’[m]⊗•A "6−1(T (l)•) is an
isomorphism in K(Mod-Ae) for all l¿ 1. Let S ∈P(eAe)e and T = Ae ⊗eAe S ⊗eAe eA.
Since S ⊗eAe eA∈P(eAe)op ; by applying −⊗eAe S ⊗eAe eA to the above exact sequence;
we get an exact sequence in Mod-Ae
0→ T ’⊗T−→T−m ⊗A T → · · · → T−1 ⊗A T → T 0 ⊗A T → 0
and hence; since T−i ⊗A T ∈ add(AAe ⊗k eAA) for all 06 i6m; an isomorphism in
K(Mod-Ae)
’[m]⊗•A T : T [m] ∼→T (m)• ⊗•A T:
Thus ’[m]⊗•A T−l[l− 1] is an isomorphism in K(Mod-Ae) and it follows by induction
on l¿ 1 that ’[m] ⊗•A "6−1(T (l)•) is an isomorphism in K(Mod-Ae) for all l¿ 1.
Next; we have an isomorphism of sextuples in K(Mod-Ae)
"6−1(T (l)•)[m− 1] @−−−→ T (m)• −−−→ T (m+ l)•−−−→
–
 Ae⊗"¿−l+1(-)⊗eA[l]
∥∥∥∥
∥∥∥∥
"6−m−1(T (m+ l)•)[− 1] d
−m−1
T [m]−−−−→ T (m)• −−−→ T (m+ l)•−−−→
and the top sextuple is also a distinguished triangle in K(Mod-Ae). Note that g ◦ f =
(S−m+1 ⊗eAe f) ◦ (g⊗eAe S0). Thus d−mS ◦-0 = (S−m+1 ⊗eAe f) ◦ (g⊗eAe S0) and hence
d−m−1T ◦(Ae⊗eAe-0⊗eAeeA)=(T−m⊗Ad−1T )◦(’⊗AT−1). Now; we have an isomorphism
of distinguished triangles in K(Mod-Ae)
"6−1(T (l)•)[m− 1] @−−−→ T (m)• −−−→ T (m+ l)• −−−→
–
 ’[m]⊗"6−1(T (l)•)[−1] –
 can:

T (m)• ⊗•A "6−1(T (l)•)[− 1]
T (m)•⊗d−1T−−−−−−→ T (m)• ⊗•A A −−−→ T (m)• ⊗•A T (l)•−−−→
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and hence T (m + l)• ∼= T (m)• ⊗•A T (l)• in K(Mod-Ae). By symmetry; we also have
T (m+ l)• ∼= T (l)• ⊗•A T (m)• in K(Mod-Ae).
6. Applications
In this section, we assume e =
∑
i∈I0 ei with the notation in Section 3 and eAA
∼=
D(AAe). We set J=rad A and assume dimkeiAe=eiJe=dimk eiJe=eiJ 2e=1 and dimk eiAe=
d¿ 2 for all i∈ I0. Then eAe is a self-injective Nakayama algebra and e⊗e=
∑
i; j∈I0 ei⊗
ej with the ei⊗ej orthogonal local idempotents in (eAe)e. Note that we do not exclude
the case of e being a local idempotent. Also, eAe may fail to be connected.
There exists a permutation , of I0 such that eiJe=eiJ 2e ∼= e,(i)Ae=e,(i)Je in Mod-eAe
for all i∈ I0. For any i∈ I0 we ;x wi ∈ eiJe,(i)−eiJ 2e,(i). Then for each i∈ I0 we have
a k-basis {ei; wi; : : : ; wiw,(i) · · ·w,d−2(i)} for eiAe. For l¿ 0 we set
S−l =
⊕
i∈I0
eAei ⊗k e<(i)Ae;
where <= ,rd if l= 2r and <= ,rd+1 if l= 2r + 1. We set
f : S0 → eAe; u⊗ v → uv:
Let r¿ 0 and == ,rd. We de;ne homomorphisms in Mod-(eAe)e
d−2r−1S : S
−2r−1 → S−2r ; d−2r−2S : S−2r−2 → S−2r−1
by d−2r−1S (ei ⊗ e,=(i)) = wi ⊗ e,=(i) − ei ⊗ w=(i) and
d−2r−2S (ei ⊗ e,d=(i)) = ei ⊗ w,=(i) · · ·w,d−1=(i)
+
d−2∑
j=1
wi · · ·w,j−1(i) ⊗ w,j+1=(i) · · ·w,d−1=(i)
+wi · · ·w,d−2(i) ⊗ e,d=(i):
for all i∈ I0, respectively.
Lemma 6.1. We have a projective resolution f : S• → eAe in Mod-(eAe)e.
Proof. For the bene;t of the reader; we include a proof. It is evident that f is epic.
Also; we have f ◦ d−1S = 0 and d−lS ◦ d−l−1S = 0 for all l¿ 1. It suQces to prove the
following claims.
Claim 1. Cok d−2r−1S ∼= eAe in Mod-(eAe)op for all r¿ 0.
Proof. Let V =Cok d−1S and # : S
0 → V the canonical epimorphism. Put vi=#(ei⊗ei)
for i∈ I0. Then wiv,(i)=viwi for all i∈ I0 and hence V=
∑
i∈I0 eAeivieiAe=
∑
i∈I0 eAeivi.
Thus; since there exists an epimorphism f′ : V → eAe with f = f′ ◦ #; V ∼= eAe in
Mod-(eAe)e. Next; let r¿ 0 and = = ,rd. There exists a k-algebra automorphism - :
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eAe ∼→ eAe such that -(ei)=e=(i) and -(wi)=w=(i) for all i∈ I0. Then the isomorphism
id ⊗k - : eAe⊗k eAe ∼→ eAe⊗k eAe in Mod-(eAe)op induces S• ∼→ "6−2r(S•)[− 2r] as
complexes of (eAe)op-modules and hence Cok d−2r−1S ∼= eAe in Mod-(eAe)op.
Claim 2. Im d−2rS ∼= eAe in Mod-(eAe)op for all r¿ 1.
Proof. Let m be the exponent of ,d. Then S−2m = S0 and we have an epimorphism
f : S−2m → eAe. De;ne a homomorphism g : eAe → S−2m−1 in Mod-(eAe)op by
g(e) =
∑
i∈I0 d
−2m
S (ei ⊗ ei). Then d−2mS = g ◦ f. Also; it is easy to see that g is a split
monomorphism. Thus Im d−2mS ∼= eAe in Mod-(eAe)op. Next; let r¿ 1 and = = ,rd.
There exists a k-algebra automorphism - : eAe ∼→ eAe such that -(ei) = e=(i) and
-(wi)=w=(i) for all i∈ I0. Then the isomorphism id⊗k - : eAe⊗k eAe ∼→ eAe⊗k eAe in
Mod-(eAe)op induces "6−2m+1(S•)[− 2m+1] ∼→ "6−2r+1(S•)[− 2r +1] as complexes
of (eAe)op-modules and hence Im d−2rS ∼= eAe in Mod-(eAe)op.
In the following, we denote by T • the mapping cone of .˜S• ; A(f) and set T (l)
• =
"¿−l(T •) for l¿ 1.
Proposition 6.2. The following statements hold.
(1) As a complex of A-modules T (l)• is a tilting complex for all l¿ 1.
(2) T (2l)• is a two-sided tilting complex for all l¿ 1.
(3) Let m be the exponent of ,d. Then
T (2m)• ⊗•A T (l)• ∼= T (2m+ l)• ∼= T (l)• ⊗•A T (2m)•
in K(Mod-Ae) for all l¿ 1.
Proof. Note that S−leAe ∼= eAe(d)eAe and eAeS−l ∼= eAeeAe(d) for all l¿ 0. Thus
Z−l(S•)eAe ∼= eAe(s)eAe and eAeZ−l(S•) ∼= eAeeAe(s); where s=1 if l is odd and s= d− 1
if l is even. Thus (1) follows by Proposition 4.2. Also; (2) follows by Lemma 1.8 and
Theorem 5.4. Finally; let m be the exponent of ,d. Then S• ∼= "6−2m(S•)[ − 2m] as
complexes of (eAe)e-modules and (3) follows by Proposition 5.5.
Proposition 6.3. Assume d= 2. Then the following statements hold.
(1) T (l)• is a two-sided tilting complex for all l¿ 1.
(2) Let m′ be the exponent of ,. Then
T (m′)• ⊗•A T (l)• ∼= T (m′ + l)• ∼= T (l)• ⊗•A T (m′)•
in K(Mod-Ae) for all l¿ 1.
Proof. (1) We have Z−l(S•)eAe ∼= eAeeAe and eAeZ−l(S•) ∼= eAeeAe for all l¿ 1.
(2) In case m′ is even, m′ = 2m with m the exponent of ,2. So we may assume m′
is odd. We have T 0 = A and
T−l =
⊕
i∈I0
Aei ⊗k e,l−1(i)A
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for l¿ 1. The diSerentiation d−lT : T
−l → T−l+1 are given by
d−lT (ei ⊗ e,l−1(i)) =


ei if l= 1;
wi ⊗ e,l−1(i) − ei ⊗ w,l−2(i) if l= 2s with s¿ 1;
ei ⊗ w,l−2(i) + wi ⊗ e,l−1(i) if l= 2s+ 1 with s¿ 1
for all i∈ I0. Let l¿ 1. Note that
T−p ⊗A T−l =
(⊕
i∈I0
Ae,(i) ⊗k kei ⊗k e,p+l−1(i)A
)
⊕
(⊕
i∈I0
Aei ⊗k kw,p−1(i) ⊗k e,p+l−1(i)A
)
for all p¿ 1. De;ne a homomorphism ’l : T−m
′−l → T−m′ ⊗A T−l in Mod-Ae by
’l(ei ⊗ e,l−1(i)) = wi ⊗ ei ⊗ e,l−1(i) − ei ⊗ w,m′−1(i) ⊗ e,l−1(i)
for all i∈ I0. Then ’l is a split monomorphism and (d−m
′
T ⊗A T−l) ◦ ’l = 0. Thus, as
in the proof of Proposition 5.5, we get a split exact sequence in Mod-Ae
0→ T−m′−l ’l→T−m′ ⊗A T−l → · · · → T−1 ⊗A T−l → T 0 ⊗A T−l → 0
and hence an isomorphism in K(Mod-Ae)
’l[m′] : T−m
′−l[m′] ∼→T (m′)• ⊗•A T−l:
Also, we have (T−m
′ ⊗A d−1T ) ◦ ’1 = d−m
′−1
T and
(T−m
′ ⊗A d−l−1T ) ◦ ’l+1 =−’l ◦ d−m
′−l−1
T
for all l¿ 1. It now follows by a slight modi;cation of the proof of Proposition
5.5 that T (m′ + l)• ∼= T (m′)• ⊗•A T (l)• in K(Mod-Ae). By symmetry, we also have
T (m′ + l)• ∼= T (l)• ⊗•A T (m′)• in K(Mod-Ae).
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