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Abstract—Are 5G connection and UAVs merely parts of an
extravagant and luxurious world, or are they essential parts
of a practical world in a way we have yet to see? To aid
in a direction to address the issue, we provide a practical
framework for immersive aerial monitoring for public safety.
Because the framework is built on top of actual realizations
and implementations designed to fulfill specific use cases, high
level of practicality is ensured by nature. We first investigate
5G network performance on UAVs by isolating performance for
different aspects of expected flight missions. Finally, the novel
aerial monitoring scheme that we introduce relies on the recent
advances brought by 5G networks and mitigates the inherent
limitations of 5G network that we investigate in this paper.
Index Terms—UAV, immersive media, aerial monitoring, com-
mercial 5G testbed, mobile edge computing, communication-
computation tradeoff
I. INTRODUCTION
Immersive media, e.g. virtual reality (VR) and augmented
reality (AR), gifts users immersive remote presence in a
virtual world or physically distant locations. While the major-
ity of immersive contents are currently consumed for video
games and more broadly to entertain, its usage outside of
entertainment deserves more attention. Apart from use cases
regarding entertainment services, it is still disputable, thus
needing more research on whether the extra immersiveness
brought by immersive media improves the key quality of the
associated activity, as in quality of learning during a science
lab [1]. Nevertheless, real-time immersive aerial monitoring is
a promising way to improve public safety, e.g. in fire fighting
scenario of [2]. In addition, aerial monitoring using low cost
UAVs is presented to improve the resolution of agricultural
remote sensing [3]. In consequence, in this paper, we focus
on designing a system, which supports immersive media, to be
actually helpful, instead of merely adding flair to the system,
which could end up as a distraction and overhead, given the
gravity of the use cases we are concerned with.
Notwithstanding the public regulations, aerial vehicles, and
more specifically unmanned aerial vehicles (UAVs), provide
extended flexibility in mobility, diversity of sensing, and
reduction of mission latency. Extended flexibility enables the
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drones to traverse to locations that are necessary to be covered
but unreachable to terrestrial fire fighting vehicles. By reaching
different locations in 3 dimensions, UAVs naturally add an
extra dimension to the visual awareness of the situation. Lastly,
UAVs that arrive to the incident site earlier shortens the time
to actively engage in the mission.
Now, it seems convenient to take advantage of both com-
ponents mentioned above by coupling them. However, there
are specific limitations that we have to overcome to do so.
Firstly, getting immersive media on air requires a stable uplink
bitrate from 25 Mbps to 150 Mbps for standard 4K resolution
video and 10K resolution video, respectively. Secondly, the
transmission stream should maintain low latency, and more
stringently, it should be as close to real-time as possible.
Although the definition of being real-time is changing as the
transmission technologies including radio access techniques
and transportation layer protocols are improving, we say the
live stream has low latency and ultra low latency when it is
getting streamed with sub 5 seconds and 1 second latency,
respectively [4].
While maintaining low latency for media transportation is
an important focus of this paper, it is also imperative for the
entire system to maintain low latency and stability. To do so,
the communication latency should be optimized together with
the computation latency depending on the resources available
to the system. While this framework focuses on the practical
aspect, it is nevertheless important to note that it is in line
with the analytical mobile edge computing researches on such
issues like [5] and [6].
In Section II, we formulate the problem of immersive real-
time aerial monitoring, with the emphasis on the interplay and
tradeoff between different units capable of different computa-
tion and communication. In Section III, we explain our immer-
sive real-time aerial monitoring framework we have designed.
Then, in Section IV we illustrate the current capabilities and
limitations of 5G networks in general by experimental results
that point to the necessity of Section IV, in which we introduce
a real-time bidirectional mission planning scheme. Finally,
in Section VI, we demonstrate the implementation of the
system in action, then wrap up by pointing to future research
directions in Section VII.
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II. PROBLEM FORMULATION AND CONTRIBUTION
In this section, we formulate a general public safety prob-
lem, and the critical moments until the problem terminates. A
general public safety problem consists of the problem site,
objects in danger, and the entities involved in solving the
problem. In a public safety problem, the problem site has
its central location given in 3 dimensional coordinates, i.e.
(x,y,z), which is the origin of the problem, whether it is the
location fire started, an explosion occurred, or a person fell,
and so on. For certain types of incidents, the origin may not be
unique, but for simplicity, we consider the origin to be unique.
Next we define the range of the problem as a 3 dimensional
volume, where the original source of incident is causing a
significant change of states to occur, e.g. buildings that caught
on fire, explosion radius, or possible gunshot range. Secondly,
the objects in danger are individuals and properties within the
problem site’s range, excluding the source of the problem.
Finally, the entities involved in solving the problem are the
primary mission executors, e.g. firetruck, fire fighters, and
public UAVs, directly involved and exclusively interested in
solving the problem.
Now we have to formulate the critical moments until the
problem fully terminates. The start time is defined as the time
the problem occurs at its origin. The observed time is the
time when a first observer, not restricted to a human, notices
the problem site or its range. The reported time is the time
when an observer issues the problem to a public safety agency,
e.g. fire station. The virtual awareness time is the time when
an entity from the agency gains direct visual and auditory
awareness of the problem site; note this is different from
gaining a secondhand awareness from an observer in site. The
physical awareness time is the time when an entity from the
agency physically arrives at the problem site. The termination
time is when the entire range of the problem site is resolved
of its issue. The goal of the general problem is to shorten the
duration between each critical moments defined above while
minimizing the damage incurred to the objects in danger. In
Section III, we illustrate an effective framework to reduce the
duration between the reported time and virtual awareness time
by merging different state-of-the-art components to design an
immersive aerial streaming pipeline. Subsequently in Section
V, we introduce an effective way to minimize the damage
incurred to the objects in danger by leveraging communication
and computation tradeoff that arises from our framework in
Section III.
In short, this work is motivated by the needs for developing
an immersive aerial monitoring system that effectively aids
public safety missions. This work also tries to address the
difficulty of high data rate aerial communication in the real
world. Finally, on top of the low latency capabilities provided
by the 5G network, it tries to minimize damage by enabling
a stable low latency network for the framework mentioned
above by leveraging the trade-off between communication and
computation. This paper presents three major contributions to
the field of aerial monitoring for public safety:
UAV-5GP
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Fig. 1. System Equipment: UAV-5GP, in the local area where the incident
occurs, is connected to 5G gNB that is connected to the GCS, in a remote
area, through 5G core. UAV-5GP mainly transmits high quality immersive
media to the users, e.g. fire fighters and fire trucks.
• Practicality: rather than taking a rigorous theoretical
approach, this framework takes a very straightforward
and practical approach for accomplishing the objectives
within the frame of cooperative mission execution for
public safety. This includes the efforts to merge different
state-of-the-art projects, both open source and proprietary,
to achieve the best result possible.
• Bidirectional Mission Planning: within the frame of plan-
ning missions for public safety, instead of taking a cen-
tralized mission structure, this framework points toward
a distributed mission structure inspired by the extended
connectivity promised by the 5G networks, enabling each
agents in the mission to participate in the mission more
fluidly in real-time.
• Commercial 5G network: to maintain the sense of prac-
ticality to the highest level while trying to satisfy the
stringent requirements for low latency, connectivity, and
reliability along with wide range of support for diverse
missions, this framework uses a commercial 5G network,
which is still evolving but equally promising.
III. IMMERSIVE REAL-TIME AERIAL MONITORING
FRAMEWORK
A. Equipment
Following equipment are sufficient to cover the needs for
the framework. Some components may be switched with a
different module that has a similar or better capability, but
each component’s compatibility has to be checked strictly.
• Ground Control Station (GCS): Heavy Computing Server
(HCS) and Virtual Reality Head-Mounted Device (VR
HMD, Oculus Rift CV1).
• Edge Computing Station (ECS): Light Computing Server
(LCS)
• Unmanned Aerial Vehicle 5G Platform (UAV-5GP):
Drone (DJI M600 Pro), 5G device (Samsung Galaxy
5G DEVICE & ONBOARD COMPUTER 
  : receives captured video from camera

  : post-processes the video for immediate action from the UAV

  : pre-processes the video for transmitting to ECS or GCS

  : transmits the video through 5G network
IMMERSIVE CAMERA 
  : captures the video of incident site in the air

  : delivers the video to on board computer
DRONE 
  : flies around the incident site

  : carries out the mission immediately 
Fig. 2. UAV-5GP: the hexarotor drone has an onboard computer, 5G device,
and immersive camera mounted on it.
S10 5G), Onboard Computer (NVidia Jetson Xavier),
Immersive Camera (Insta 360 Pro 2)
The GCS, which is terrestrial, indoor, static, and wired, has
the highest computing and communicating capabilities. It also
has most programs relevant to the mission in it. However, it is
the farthest from the problem site, which makes it the entity
with highest transportation latency. Some entities located at
the GCS are virtually present at the incident site. For virtual
presence, Oculus Rift CV1 was used for its compatibility with
openHMD as well as its own proprietary libraries.
The ECS, which is terrestrial, moving, and wireless in a
dedicated manner, e.g. moving eNB, has medium computing
and communicating capabilities. It has some but not all pro-
grams relevant to the mission. Programs that are frequently
used are cached in the ECS. It is at somewhere between GCS
and the problem site, and virtual presence is possible at the
ECS too.
The UAV-5GP, which is aerial, moving, and wireless, has
low computing and communicating capabilities. It has the least
but most frequently used programs relevant to the mission
cached in its hardware. Rotary-wing UAVs are chosen among
different types of UAVs to satisfy the flexibility and precision
required by the missions. The ability to hover enables mon-
itoring to be more directed, stable, and precise. The major
drawback of using a rotary wing is its battery duration, so
this factor has to be taken into consideration according to the
type of mission the UAVs are involved in. For the experimental
purposes, DJI M600 Pro, which is a hexarotor drone, was used
as the UAV, and Samsung Galaxy S10 5G was used as the 5G
device. Lastly, Insta 360 Pro 2 was attached to capture the
situation in 360 videos, and Magewell Pro Capture 4K Plus
was mounted on the onboard computer to capture the video
stream from the 360 camera.
Since visual monitoring and processing is required at all
levels, all equipment should be capable of certain level of
GPU acceleration. Nvidia Jetson Xavier module was mounted
on the UAV to enable GPU acceleration; Lenovo Legion Y740-
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Fig. 3. Real-time High Quality Video Streaming and Processing Pipeline.
15IRhg acted as the LCS; and Nvidia RTX 2080 ti was
mounted on the HCS at the GCS.
B. Real-time High Quality Video Streaming and Processing
Pipeline
Equipment specified above ensures the capabilities to stream
and process high quality immersive videos in real-time. The
end-to-end latency of the overall pipeline consists of mainly
four elements: communication, encoding, decoding, and pro-
cessing, as it is modeled in the following equation.
The overall pipeline for Real-time High Quality Video
Streaming and Processing is shown below.
TE2E = Tenc + Tcomm + Tdec + Tproc (1)
• Tenc: As shown in Fig. 3, it covers the following time
spent inside the UAV-5GP: stitching captured videos from
multiples devices for a VR video, encoding (h264, h265,
and etc.) that fits the specific requirements at the ECS or
GCS for a more general video.
• Tcomm: Latency incurred during the transportation of
data to ECS or GCS through a 5G gNB. This depends
on the network protocols (UDP, TCP, SRT, and etc.)
and the communication channel. This latency element is
inherently more uncertain than the other elements, thus
minimization of Tcomm is necessary for system stability.
This is the main reason behind the design of BIRD
scheme introduced in Section V and where the scheme
exploits system gain.
• Tdec: Latency for decoding the video into a format that
the user can read. It depends on the computation power
and thus variable.
• Tproc: Latency required for post-processing the data re-
ceived by the user for immediate response to the data to
happen. This element is the most dependent on compu-
tation power, especially due to the recent developments
of programs with neural networks.
The length of the pipeline varies depending on where the
user acquires and uses the data. For instance, when the GCS
uses the data, the data must travel to the GCS physically. In
contrary, when the UAV is the source of the data as well
58.9m
26.5m
Altitude 
(0~100m)
UAV-5GP
5G gNB
Fig. 4. Experimental setup: 5G gNB, which is 26.5 m above ground level, and
UAV-5GP, which is varied from 0 to 100 m above ground level, is separated
58.9 m apart from each other at the ground level.
as the user, Tcomm to a server may be a waste. However,
the channel conditions may also affect the destination of the
data. For example, it is favorable for the GCS to acquire
the information when the channel is good and more so when
heavy computation is required. Conversely, a bad channel and
low complexity makes the UAV-5GP the most likely user,
minimizing the latency by omitting Tenc, Tcomm, and Tdec.
IV. AERIAL 5G THROUGHPUT EXPERIMENTS
Although the 5G network gifts us with higher data rates,
reliability, and lower latency under certain settings, it causes
more difficulty in other settings. To test its level of robustness
in different settings, especially in settings that are relevant to
public safety missions, we provide the following results.
A. Experiment Setting
The following results are valid under the current config-
uration and firmware of various components used during the
experiment, some significant changes made to the 5G core and
gNB parameters may alter the tendencies shown here.
A single 5G gNB (32TRX active antenna unit from Sam-
sung Electronics) was located at 3722’49.4”N 12640’10.6”E,
26.5 m above ground level. At the time of the experiment,
the gNB was non-standalone (NSA), and operated at 3.5GHz.
The UAV-5GP was located at 3738’03”N, 12667’03”E, which
is 58.9 m away from the gNB. The experiment was conducted
during the afternoon hours, and the location was fixed to
isolate location specific channel characteristics. On the UAV-
5GP, a 5G device was attached face up on top of the UAV,
oriented to the direction of the gNB.
B. Altitude
Depending on the mission, drones have to fly at different
altitudes. To test how the throughput changes with different
altitudes, we measure the throughput at different altitudes. To
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Fig. 5. Aerial 5G downlink and uplink throughput experiment results
depending on the altitude. The altitude varies from 0 m to 100 m above
ground with 10 m interval. For each altitude, at least 3 GB and 500 MB
of data was transmitted for downlink and uplink, respectively. Additionally,
rotation’s effect on throughput is also investigated.
TABLE I
LATENCY AND THROUGHPUT ON AIR
Performance Isolated Flight Aspects
Metric Rotation Low altitude High altitude
Latency (ms) 19.8 20.06 22.28
DL Throughput (Mbps) 339.97 356.77 264.62
UL Throughput (Mbps) 57.99 48.13 37.12
aLow and high altitude denote 0-50 m and 50-100 m respectively.
isolate the effect of altitude, we measured the performance
while the drone was in position mode, in which the drone is
fixed to a position in all axis of movement. The performance
was isolated to measure the instances at positional and mo-
tional stability. In addition, network performance was tested
with FTP mode to ensure full allocation of resources. Finally,
the range of altitudes was chosen deliberately to cover the
range of possible public safety missions.
C. Angular velocity
Along with the effect of flight altitude, the effect of an-
gular velocity is taken into consideration. Significant angular
velocity occurs when the drone abruptly changes direction and
when it rotates along a specified axis. The UAV was fixed at
10 m and 30 m above the ground, and it rotated with the speed
of 0.7757 rad/sec on average.
D. Analysis
In Fig. 5, the graphs illustrate downlink and uplink through-
put performances as the altitude is altered and rotation is
applied. The lines represent throughput for the altitude exper-
iment, circular dots represent real sample throughput, and the
filled squares represent throughput for the rotation experiment.
As it is shown in Table 1, the network performed robustly
against different altitudes within the range of the experiment,
more so for uplink communication (with standard deviation of
11.83) than downlink communication (with standard deviation
of 72.09). By dividing the range into high and low altitudes,
the overall performance degradation is mild but evident, which
is in accordance with theory. Here, we provide possible
explanations for the performance illustrated by the experiment.
First of all, downlink has higher capacity than uplink mainly
for these reasons at this moment: downlink is supported by
256 QAM modulation from a 4T4R radio unit whereas uplink
from the 5G device we used is supported by only 64 QAM
with 1T4R units with limited power. On the other hand,
downlink is less robust than uplink because its high level of
modulation and coding scheme rapidly degrades as the channel
condition weakens. Also, for downlink, MIMO layers decrease
from 4 layers opposed to uplink only has one layer to begin
with. Finally, rotation had no significant effect on the network
performance, which is an expected result for the placement
and orientation of the 5G device on the UAV.
The experiment on a real field using commercial 5G net-
work has its own merits but it comes with a cost. Although
some elements of flight missions are isolated to test the
tendencies of performance, it may not be considered as a
definitive indicator of performance due to following sources
of error. Firstly, drones are never in precise position mode,
but rather in approximate position mode. Secondly, this was
only tested in one setting, using the base station located above
the power plant building in Yonsei University International
Campus, Incheon, Korea. Despite these sources of error, the
three experiments provided above are useful because they
provide evidence for robust network performance for the
possible settings in a public safety mission.
V. PLANNING MISSIONS FOR PUBLIC SAFETY
In this section, we provide an example case for public safety
then introduce a novel system that suits the need for such case.
A. An Example Mission for Public Safety
A fire incident breaks out in an urban area. Fire engine
equipped with LCS that is connected to 5G network is on its
way to the incident site. Before the fire truck arrives, a drone
fleet, with each drone connected to 5G network and having
its own sensing and computing devices, arrives on the site.
Although most commercial drones have limited flight duration,
i.e. under 20 minutes, it is sufficient to cover the mission until
the arrival of the fire truck; and we define this time as the
pre-arrival time. The missions executed during the pre-arrival
time is vital for the following reasons. Firstly, by allowing
virtual presence in the fire site for fire fighters in the fire truck,
fire fighters can obtain accurate information regarding the fire
sight that they need. Secondly, fire fighters can command the
drone agents in the fire site to execute the missions that the
drone agents can handle, e.g. aiding evacuation by providing
guidance.
B. BIdirectional Real-time Distributed (BIRD) Scheme for
Autonomous Aerial Fire Fighting
The main strength of BIRD is its ability to maintain low
latency. Due to the nature of the problem, the necessity to
maintain low latency is inevitable. Low latency is achieved
by striving for autonomy, its reliance on low complexity
algorithms, and efficient distribution of workloads.
To elaborate, the distribution happens in two directions:
sensing and autonomous decision making. For the UAVs on
site to be considered as an autonomous agent, it must possess
the ability to decide with a certain level of intelligence.
The decision happens in the realm of trajectory planning,
which is more traditional, and situation awareness, which
is more modern. Consequently, UAVs are not simply agents
for sensing, storing, and delivering message, but they act as
independent decision makers for certain parts of the mission
like having curiosity for more detail, e.g. capturing the video
at a better location. However, for safety concerns, level of
autonomy is still likely to be controlled by the primary agent,
typically the fire fighter inside the fire engine. Secondly,
sensing is distributed in a different manner. Distributed sensing
has its foundation on distributed intelligence. Because each
agent, whether it be the primary or the secondary, possesses
the ability to decide for itself, and the agents decide based on
the results derived from the sensory data, the data becomes
relevant for both types of agents. To add, the UAVs act upon
the result by processing their own information autonomously,
e.g. taking a better look at a person, and they can also have
awareness on what is happening according to the data received
from the fire truck. For instance, the human fire fighters may
be delayed for the mission, then the drones can be aware of
their delay by processing their location and traffic conditions.
Again, low latency should be maintained by leveraging the
communication and computation tradeoff described in Section
III. Some essential parts for doing so are designing and using
low complexity algorithms on the UAV-5GP, deciding which
resources to exploit according to the constraints set by the
situation and mission specifics.
The technical focus of BIRD is to figure out the current
position within the timeline of a mission to realize situation
awareness for both autonomous and human fire fighters, so that
appropriate actions could be taken to successfully minimize
the critical times defined in Section II. First, we define a setting
with a UAV-5GP and servers, Si = {i : i = server index},
where S0 corresponds to the UAV-5GP and the rest of the in-
dices corresponding to the linked computing servers including
the GCS and ECS.
To explain the update procedure, at each time instance ti,
specified by an update interval tint, the UAV issues an update
request to the servers containing the current position within
the timeline tpos and the list of programs pi for a task or part
of a task to offload. The list of tasks, e.g. object detection,
VR stitching, trajectory optimization, and etc., depend on the
necessary tasks, e.g. surveillance, evacuation, and etc., that
are explicitly ordered by a commander or implicitly required
by the current timeline position. Each task is then matched
to programs that exist within program tables, which indicate
the programs each server has coupled with their capability and
latency information. The matched programs are then offloaded
to the most appropriate server by an offloading policy, which
Mission start
Decision making process start
Deliver detail action to actuator 
Task complete: 
Sensory data acquisition
Decision maker = actuator?
Yes
No
Start
TONproc   TCS,iproc > TCS,ienc + TCS,idec + 2TCS,icomm
<latexit sha1_base64="OXaIu9eEYzGWDE3NcSzl4KuE04o=">AAADFXicjVFBT9RAGH1UEUTQVY9eGjcmJsCmJSZyMgQunnSNLJAgbNrZASfbdprplIRs9nf4T7x5M1w5GhOvGv 0Xvhm7AhKC07R93/u+92a++dIyU5WNoq9TwY2b07dmZm/P3ZlfuHuvdf/BVqVrI2RP6EybnTSpZKYK2bPKZnKnNDLJ00xup8MNl98+kqZSuti0x6Xcy5PDQh0okVhS/VZ3sz8qjRbj/dHrV+Pls2jj7ZIahy9CMrL4SywyHMizfLi4QkboPJ9Q/VY76kR+hZdB3IA2mtXVrS94hwE0BGrkkChgiTMkqPjsIkaEktweRuQMkfJ5iTHmqK1ZJVmRkB3ye8hot2ELxs6z8mrB XTK+hsoQT6jRrDPEbrfQ52vv7NirvEfe053tmP+08crJWrwne51uUvm/OteLxQFWfQ+KPZWecd2JxqX2t+JOHp7rytKhJOfwgHlDLLxycs+h11S+d3e3ic//9JWOdbFoamv8cqfkgON/x3kZbK104qgTv3nWXltvRj2LR3iMp5znc6zhJbro0fsjvuE7fgQfgk/B5+DkT2kw1Wge4sIKTn8DqTSvgw==</latexit><latexit sha1_base64="OXaIu9eEYzGWDE3NcSzl4KuE04o=">AAADFXicjVFBT9RAGH1UEUTQVY9eGjcmJsCmJSZyMgQunnSNLJAgbNrZASfbdprplIRs9nf4T7x5M1w5GhOvGv 0Xvhm7AhKC07R93/u+92a++dIyU5WNoq9TwY2b07dmZm/P3ZlfuHuvdf/BVqVrI2RP6EybnTSpZKYK2bPKZnKnNDLJ00xup8MNl98+kqZSuti0x6Xcy5PDQh0okVhS/VZ3sz8qjRbj/dHrV+Pls2jj7ZIahy9CMrL4SywyHMizfLi4QkboPJ9Q/VY76kR+hZdB3IA2mtXVrS94hwE0BGrkkChgiTMkqPjsIkaEktweRuQMkfJ5iTHmqK1ZJVmRkB3ye8hot2ELxs6z8mrB XTK+hsoQT6jRrDPEbrfQ52vv7NirvEfe053tmP+08crJWrwne51uUvm/OteLxQFWfQ+KPZWecd2JxqX2t+JOHp7rytKhJOfwgHlDLLxycs+h11S+d3e3ic//9JWOdbFoamv8cqfkgON/x3kZbK104qgTv3nWXltvRj2LR3iMp5znc6zhJbro0fsjvuE7fgQfgk/B5+DkT2kw1Wge4sIKTn8DqTSvgw==</latexit><latexit sha1_base64="OXaIu9eEYzGWDE3NcSzl4KuE04o=">AAADFXicjVFBT9RAGH1UEUTQVY9eGjcmJsCmJSZyMgQunnSNLJAgbNrZASfbdprplIRs9nf4T7x5M1w5GhOvGv 0Xvhm7AhKC07R93/u+92a++dIyU5WNoq9TwY2b07dmZm/P3ZlfuHuvdf/BVqVrI2RP6EybnTSpZKYK2bPKZnKnNDLJ00xup8MNl98+kqZSuti0x6Xcy5PDQh0okVhS/VZ3sz8qjRbj/dHrV+Pls2jj7ZIahy9CMrL4SywyHMizfLi4QkboPJ9Q/VY76kR+hZdB3IA2mtXVrS94hwE0BGrkkChgiTMkqPjsIkaEktweRuQMkfJ5iTHmqK1ZJVmRkB3ye8hot2ELxs6z8mrB XTK+hsoQT6jRrDPEbrfQ52vv7NirvEfe053tmP+08crJWrwne51uUvm/OteLxQFWfQ+KPZWecd2JxqX2t+JOHp7rytKhJOfwgHlDLLxycs+h11S+d3e3ic//9JWOdbFoamv8cqfkgON/x3kZbK104qgTv3nWXltvRj2LR3iMp5znc6zhJbro0fsjvuE7fgQfgk/B5+DkT2kw1Wge4sIKTn8DqTSvgw==</latexit><latexit sha1_base64="OXaIu9eEYzGWDE3NcSzl4KuE04o=">AAADFXicjVFBT9RAGH1UEUTQVY9eGjcmJsCmJSZyMgQunnSNLJAgbNrZASfbdprplIRs9nf4T7x5M1w5GhOvGv 0Xvhm7AhKC07R93/u+92a++dIyU5WNoq9TwY2b07dmZm/P3ZlfuHuvdf/BVqVrI2RP6EybnTSpZKYK2bPKZnKnNDLJ00xup8MNl98+kqZSuti0x6Xcy5PDQh0okVhS/VZ3sz8qjRbj/dHrV+Pls2jj7ZIahy9CMrL4SywyHMizfLi4QkboPJ9Q/VY76kR+hZdB3IA2mtXVrS94hwE0BGrkkChgiTMkqPjsIkaEktweRuQMkfJ5iTHmqK1ZJVmRkB3ye8hot2ELxs6z8mrB XTK+hsoQT6jRrDPEbrfQ52vv7NirvEfe053tmP+08crJWrwne51uUvm/OteLxQFWfQ+KPZWecd2JxqX2t+JOHp7rytKhJOfwgHlDLLxycs+h11S+d3e3ic//9JWOdbFoamv8cqfkgON/x3kZbK104qgTv3nWXltvRj2LR3iMp5znc6zhJbro0fsjvuE7fgQfgk/B5+DkT2kw1Wge4sIKTn8DqTSvgw==</latexit>
Yes
i = i+ 1
<latexit sha1_base64="Ujw/qUXuycM9otps7pkY+BU6wOY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkUQhJKIoBuh6EZcVTBt oRZJptM6NE3CZKKU4sYfcKtfJv6B/oV3xhTUIjohyZlz7zkz994gCUWqHOe1YM3Mzs0vFBdLS8srq2vl9Y1GGmeScY/FYSxbgZ/yUETcU0KFvJVI7g+DkDeDwamON2+5TEUcXapRwjtDvx+JnmC+IsoTx2LPvS5XnKpjlj0N3BxUkK96XH7BFbqIwZBhCI4IinAIHy k9bbhwkBDXwZg4SUiYOMc9SqTNKItThk/sgL592rVzNqK99kyNmtEpIb2SlDZ2SBNTniSsT7NNPDPOmv3Ne2w89d1G9A9yryGxCjfE/qWbZP5Xp2tR6OHI1CCopsQwujqWu2SmK/rm9peqFDkkxGncpbgkzIxy0mfbaFJTu+6tb+JvJlOzes/y3Azv+pY0YPfnOKdB Y7/qOlX34qBSO8lHXcQWtrFL8zxEDWeowyNvgUc84dk6txLrzhp9plqFXLOJb8t6+ABGzZCY</latexit><latexit sha1_base64="Ujw/qUXuycM9otps7pkY+BU6wOY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkUQhJKIoBuh6EZcVTBt oRZJptM6NE3CZKKU4sYfcKtfJv6B/oV3xhTUIjohyZlz7zkz994gCUWqHOe1YM3Mzs0vFBdLS8srq2vl9Y1GGmeScY/FYSxbgZ/yUETcU0KFvJVI7g+DkDeDwamON2+5TEUcXapRwjtDvx+JnmC+IsoTx2LPvS5XnKpjlj0N3BxUkK96XH7BFbqIwZBhCI4IinAIHy k9bbhwkBDXwZg4SUiYOMc9SqTNKItThk/sgL592rVzNqK99kyNmtEpIb2SlDZ2SBNTniSsT7NNPDPOmv3Ne2w89d1G9A9yryGxCjfE/qWbZP5Xp2tR6OHI1CCopsQwujqWu2SmK/rm9peqFDkkxGncpbgkzIxy0mfbaFJTu+6tb+JvJlOzes/y3Azv+pY0YPfnOKdB Y7/qOlX34qBSO8lHXcQWtrFL8zxEDWeowyNvgUc84dk6txLrzhp9plqFXLOJb8t6+ABGzZCY</latexit><latexit sha1_base64="Ujw/qUXuycM9otps7pkY+BU6wOY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkUQhJKIoBuh6EZcVTBt oRZJptM6NE3CZKKU4sYfcKtfJv6B/oV3xhTUIjohyZlz7zkz994gCUWqHOe1YM3Mzs0vFBdLS8srq2vl9Y1GGmeScY/FYSxbgZ/yUETcU0KFvJVI7g+DkDeDwamON2+5TEUcXapRwjtDvx+JnmC+IsoTx2LPvS5XnKpjlj0N3BxUkK96XH7BFbqIwZBhCI4IinAIHy k9bbhwkBDXwZg4SUiYOMc9SqTNKItThk/sgL592rVzNqK99kyNmtEpIb2SlDZ2SBNTniSsT7NNPDPOmv3Ne2w89d1G9A9yryGxCjfE/qWbZP5Xp2tR6OHI1CCopsQwujqWu2SmK/rm9peqFDkkxGncpbgkzIxy0mfbaFJTu+6tb+JvJlOzes/y3Azv+pY0YPfnOKdB Y7/qOlX34qBSO8lHXcQWtrFL8zxEDWeowyNvgUc84dk6txLrzhp9plqFXLOJb8t6+ABGzZCY</latexit><latexit sha1_base64="Ujw/qUXuycM9otps7pkY+BU6wOY=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkUQhJKIoBuh6EZcVTBt oRZJptM6NE3CZKKU4sYfcKtfJv6B/oV3xhTUIjohyZlz7zkz994gCUWqHOe1YM3Mzs0vFBdLS8srq2vl9Y1GGmeScY/FYSxbgZ/yUETcU0KFvJVI7g+DkDeDwamON2+5TEUcXapRwjtDvx+JnmC+IsoTx2LPvS5XnKpjlj0N3BxUkK96XH7BFbqIwZBhCI4IinAIHy k9bbhwkBDXwZg4SUiYOMc9SqTNKItThk/sgL592rVzNqK99kyNmtEpIb2SlDZ2SBNTniSsT7NNPDPOmv3Ne2w89d1G9A9yryGxCjfE/qWbZP5Xp2tR6OHI1CCopsQwujqWu2SmK/rm9peqFDkkxGncpbgkzIxy0mfbaFJTu+6tb+JvJlOzes/y3Azv+pY0YPfnOKdB Y7/qOlX34qBSO8lHXcQWtrFL8zxEDWeowyNvgUc84dk6txLrzhp9plqFXLOJb8t6+ABGzZCY</latexit>
Receive detail action plan
Offload decision making
 process to   -th computing server
End
Deliver decision 
making process to 
actuator
i
<latexit sha1_base64="arFPHreXCSnhQ+sVJQoGmRR1ZMs=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkUxGUL9gG1SJJO69BpEiYTo RT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3rePuOyYwn8ZWapKw3DoYxH/AoUEQ1+E254lU9s9x54FtQgV31pPyCa/SRIEKOMRhiKMICATJ6uvDhISWuhylxkhA3cYZ7lEibUxajjIDYEX2HtOtaNqa99s yMOqJTBL2SlC4OSJNQniSsT3NNPDfOmv3Ne2o89d0m9A+t15hYhVti/9LNMv+r07UoDHBqauBUU2oYXV1kXXLTFX1z90tVihxS4jTuU1wSjoxy1mfXaDJTu+5tYOJvJlOzeh/Z3Bzv+pY0YP/nOOdB66jqe1W/cVypndlRF7GHfRzSPE9QwyXqaBrvRzzh2blwhJM5+WeqU7CaXXxbzsMHR3yPbg==</l atexit><latexit sha1_base64="arFPHreXCSnhQ+sVJQoGmRR1ZMs=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkUxGUL9gG1SJJO69BpEiYTo RT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3rePuOyYwn8ZWapKw3DoYxH/AoUEQ1+E254lU9s9x54FtQgV31pPyCa/SRIEKOMRhiKMICATJ6uvDhISWuhylxkhA3cYZ7lEibUxajjIDYEX2HtOtaNqa99s yMOqJTBL2SlC4OSJNQniSsT3NNPDfOmv3Ne2o89d0m9A+t15hYhVti/9LNMv+r07UoDHBqauBUU2oYXV1kXXLTFX1z90tVihxS4jTuU1wSjoxy1mfXaDJTu+5tYOJvJlOzeh/Z3Bzv+pY0YP/nOOdB66jqe1W/cVypndlRF7GHfRzSPE9QwyXqaBrvRzzh2blwhJM5+WeqU7CaXXxbzsMHR3yPbg==</l atexit><latexit sha1_base64="arFPHreXCSnhQ+sVJQoGmRR1ZMs=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkUxGUL9gG1SJJO69BpEiYTo RT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3rePuOyYwn8ZWapKw3DoYxH/AoUEQ1+E254lU9s9x54FtQgV31pPyCa/SRIEKOMRhiKMICATJ6uvDhISWuhylxkhA3cYZ7lEibUxajjIDYEX2HtOtaNqa99s yMOqJTBL2SlC4OSJNQniSsT3NNPDfOmv3Ne2o89d0m9A+t15hYhVti/9LNMv+r07UoDHBqauBUU2oYXV1kXXLTFX1z90tVihxS4jTuU1wSjoxy1mfXaDJTu+5tYOJvJlOzeh/Z3Bzv+pY0YP/nOOdB66jqe1W/cVypndlRF7GHfRzSPE9QwyXqaBrvRzzh2blwhJM5+WeqU7CaXXxbzsMHR3yPbg==</l atexit><latexit sha1_base64="arFPHreXCSnhQ+sVJQoGmRR1ZMs=">AAACxHicjVHLSsNAFD2Nr1pfVZdugkVwVRIRdFkUxGUL9gG1SJJO69BpEiYTo RT9Abf6beIf6F94Z5yCWkQnJDlz7j1n5t4bpoJnyvNeC87C4tLySnG1tLa+sblV3t5pZUkuI9aMEpHIThhkTPCYNRVXgnVSyYJxKFg7HJ3rePuOyYwn8ZWapKw3DoYxH/AoUEQ1+E254lU9s9x54FtQgV31pPyCa/SRIEKOMRhiKMICATJ6uvDhISWuhylxkhA3cYZ7lEibUxajjIDYEX2HtOtaNqa99s yMOqJTBL2SlC4OSJNQniSsT3NNPDfOmv3Ne2o89d0m9A+t15hYhVti/9LNMv+r07UoDHBqauBUU2oYXV1kXXLTFX1z90tVihxS4jTuU1wSjoxy1mfXaDJTu+5tYOJvJlOzeh/Z3Bzv+pY0YP/nOOdB66jqe1W/cVypndlRF7GHfRzSPE9QwyXqaBrvRzzh2blwhJM5+WeqU7CaXXxbzsMHR3yPbg==</l atexit>
No
Be aware of immediate task in 
the mission timeline
Sensory data
Mission timeline over?
Mission end
Yes
No
Fig. 6. Flow chart of bidirectional real-time distributed scheme for autonomous aerial fire fighting. All entities participate in the mission as candidates for
sensing data and planning tasks. Data is transferred in all directions and mission is deployed in a decentralized manner. Simple optimization policy is used
for offloading tasks, and mission timeline is updated to ensure situation awareness for all entities.
is decided by the optimizing equation (1).
A server responds to the update request by executing the
program, returning the result of the program, and reporting
its current location (for a moving server). After all update
requests are responded, the UAV-5GP becomes fully aware of
the situation and updates tpos to the appropriate position. The
workflow of BIRD during the pre-arrival time is shown below
as a schematic.
VI. CONCLUSION
In short, the paper presents a practical framework that uses
the recent advances of 5G and UAVs for improving public
safety missions. We formulate a general problem structure to
cover and assess the improvements brought to public safety
with emerging technologies. With the equipment and system
configurations presented in the paper, one can implement a
system suitable for aerial streaming of high quality immersive
media via 5G. After we address the suitability of our frame-
work by providing evidence for aerial 5G network robustness
under public safety mission settings, we end by presenting a
novel mission planning scheme that could improve missions
by enabling bidirectional, real-time, and distributed mission
planning. Here, we end the paper with possible directions for
further research.
A. Future Work
Whereas drones were only connected directly to computing
servers in this work, drone-to-drone network could be added
to further advance efficient and accurate monitoring of the
situation. Furthermore, drones could be linked in a hierarchical
manner as shown in [2].
This work is only concerned with reducing the duration
between reported time and virtual awareness time, but further
research on sensor networks can reduce the duration between
the start time and the reported time. Another line of work that
may reduce the critical times by increasing network perfor-
mance is designing efficient ways to control the orientation
and positioning of UAV-5GP, e.g. real-time adjustment of 5G
device placement on a UAV-5GP. Lastly, experimental results
that show the effectiveness of the proposed framework in
simulated missions can further strengthen the points made in
this paper.
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