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We compute the cross section for scattering of light string probes by randomly
excited closed strings. For high energy probes, the cross section factorizes and can
be used to define effective form factors for the excited targets. These form factors
are well defined without the need for infinite subtractions and contain information
about the shape and size of typical strings. For highly excited strings the elastic form
factor can be written in terms of the ‘plasma dispersion function’, which describes
charge screening in high temperature plasmas.
I. INTRODUCTION
Classically, a string is a one dimensional object and its shape is simply given by the set of
functions Xµ(σ, τ). However, when we try to define the size and shape of a quantum string
we run into trouble, since the coordinates Xµ become quantum fields on the worldsheet and,
as such, undergo infinite zero-point fluctuations [1]. For instance, if we try to compute the
mean square radius of a ground state string (i.e. a tachyon, photon or graviton, depending
on the concrete string theory) we find
〈X2〉 ∼ α′
∞∑
1
1
n
= α′ log∞ . (1.1)
This, however, is not the end of the story, as was recognized long ago [2]. The reason we
get an infinite result for the mean square radius is that we are summing over the infinite
modes of the string. But any real attempt to measure the size of the string will be limited
by the time resolution ǫ of the experiment, and all modes with frequency ω > 1/ǫ will be
averaged out and effectively cut off, so that 〈X2〉 ∼ α′ log(1/ǫ).
A very natural way to measure the shape of a string is by a scattering experiment.
Consider for instance the Veneziano amplitude A(s, t) describing the scattering of two open
string tachyons. In the Regge limit of fixed momentum transfer t = −q2 and high energy E
(with s ∼ 2E2) the amplitude can be written as [3, 4]
A ∼ s1−α′q2Γ(α′q2 − 1) . (1.2)
At low momentum transfer the amplitude is dominated by the photon pole in the gamma
function and can be interpreted as the product of the photon propagator times the form
factors F(q2) of the scattered strings [5]:
A ∼ E
2
q2
(e−α
′q2 logE)2 =
E2
q2
F2(q2) . (1.3)
2Using the relation between form factors and mean square radius one finds
〈X2〉 ∼ −∂q2F(q2)|q2=0 ∼ α′ logE . (1.4)
This agrees with the previous estimate for the square radius if we relate the resolution
time with the energy according to ǫ ∼ 1/E. The same kind of argument can be applied to the
scattering of closed string tachyons. In the Regge limit, the corresponding Virasoro-Shapiro
amplitude behaves like [3, 4]
Ac ∼ s2− 12α′q2
Γ(1
4
α′q2 − 1)
Γ(2− 1
4
α′q2)
∼ E
4
q2
(e−
1
2
α′q2 logE)2 =
E4
q2
F2c (q2) , (1.5)
giving again a mean radius that grows logarithmically with the energy.
The fact that the size of the string depends on the energy has important consequences re-
garding the behavior under Lorentz transformations [6] (transverse spreading) and the black
hole complementarity principle [5], but we shall not dwell on these interesting applications
here. For us, the moral of this simple example is that defining the size and shape of strings
is problematic only if we assume infinite resolution; as long as we use finite resolution probes
such as other strings we get well defined, finite answers.
The same method could be used, in principle, to compute form factors for excited states,
but there are many different states at every mass level and most of then are described by
very complicate vertex operators. As far as we know, only for states on the leading Regge
trajectory of the open string has the method been used [7]. The vertex operators for these
states are quite simple, and the computed form factors describe a ring distribution. This
agrees with the classical interpretation of states on the leading Regge trajectory as rigidly
rotating rods, with the ends describing a circumference of radius proportional to the energy.
Strings on the leading Regge trajectory are rather special, maximum angular momentum
states with properties which can be very different from those of a typical excited string.
Indeed, it has been recently shown that closed strings on the leading Regge trajectory have
lifetimes proportional to their masses [8, 9]. There are other families of states not on the
leading Regge trajectory, but still described by relatively simple vertex operators, which
show an even more striking stability, with lifetimes proportional to higher powers of the
mass [10]. Given the exponential growth of mass degeneracies, we have plenty of ground to
explore and it seems likely that we can still find many surprises as we consider other families
of excited states.
On the other hand, there are different contexts, such as the collapse of highly excited
strings to form a black hole [11, 12] as the mass grows above the correspondence point [13],
string interactions in the Boltzmann equation approach to a Hagedorn gas [14, 15, 16, 17], or
the production of ‘string balls’ in a collider [18], where one is interested in general, statistical
properties of typical excited strings. These general properties (typical sizes, decay and
interaction rates, etc.) can be obtained by averaging over all states in a given mass level.
This is the approach followed in [19], where the averaged massless emission spectrum of
highly excited strings was shown to be that of a black body at the Hagedorn temperature
and in [20], where the complete decay spectrum of excited strings, including branching ratios,
was computed.
In this paper we follow the last approach. Rather than studying individual excited
states, we compute the equivalent of ‘unpolarized’ cross-sections, as we average over all the
excited states at given mass levels of the target string, and from them extract effective form
3factors. In a sense, we obtain highly detailed information about the spatial distribution of
excited strings by directly ‘looking’ at a statistical ensemble of them in a Rutherford type
experiment. These form factors contain information not only about the geometry of excited
strings, but also about their effective interactions with other strings.
This paper is organized as follows. In Section 2 we derive an exact formula for the
averaged cross section corresponding to the scattering of light strings by an excited closed
string and show that, for high energy probes, this result can be used to define an effective
form factor for the massive string. This form factor is explicitly evaluated in Section 3 in
the case of very heavy target strings, and the spatial distribution of strings of mass M is
investigated in detail. Section 4 considers 1/E corrections, where E is the energy of the
probe, and our conclusions and outlook are presented in Section 5.
II. AVERAGED CROSS SECTIONS AND FORM FACTORS
We begin by computing the averaged cross section for scattering of tachyons by excited
closed strings. The reason we choose closed strings is twofold. On one hand, since closed
strings interact by split-join interactions that can take place anywhere along their length,
the cross section contains information about the spatial distribution of the whole string; in
the case of open strings, only the positions of the endpoints are mapped out. On the other
hand, the computation with open strings is more involved, since one has to take into account
different orderings of the vertex operators, as well as group theory factors. Similarly, we
choose tachyons as probes for the sake of simplicity. As we will see, the form factors are
independent of the nature of the probe, which only shows up as polarization dependent
factors in the cross-section.
The averaged interaction rate is defined by averaging over all initial target states at mass
level N and momentum p and summing over all final target states at mass level N ′ and
momentum p′. Concretely,
Rc(N,N ′, k, k′) ≡ 1Gc(N)
∑
Φi|N
∑
Φf |N′
|Ac(Φi,Φf , k, k′)|2 , (2.1)
where the masses of the initial and final states are given by α′M2 = 4(N − 1) and
α′M ′2 = 4(N ′ − 1) respectively, Gc(N) is the degeneracy of the N th closed string mass level,
and k and k′ are the momenta of the incoming and outgoing tachyons. Since every closed
string state can be written as the product of two open string states, it is convenient to use
the well known holomorphic factorization property of 4-point tree amplitudes [3, 4]
Ac(1, 2, 3, 4; 4α′) = − sin(2πα′k · k′)Ao(1, 2, 3, 4;α′)A∗o(1, 3, 2, 4;α′) , (2.2)
which expresses the (unique) closed string amplitude in terms of two inequivalent cyclic
orderings for the open string vertex operators. Then, given that Gc(N) = Go(N)2, the
averaged cross sections are related by
Rc(N,N ′, k, k′; 4α′) = sin2(2πα′k · k′)Ro(N,N ′, k, k′;α′)Ro(N,N ′, k′, k;α′) . (2.3)
In what follows, we will set α′ = 1/2, which implies that our closed string rates are valid for
α′ = 2.
4We can use the operator formalism to write an explicit formula for Ro(N,N ′, k, k′),
extending the computations carried out in [19, 20] for three-point functions. The details are
presented in Appendix A, where it is shown that
Ro(N,N ′, k, k′) = 1Go(N)
∫ 1
0
dxxk·p
∫ 1
0
dyyk·p
∮
Cw
dw
w
w−Nf(w)2−D
∮
Cv
dv
v
vN−N
′
· 〈V0(−k, 1)V0(−k′, y)V0(k′, yv)V0(k, xyv)〉w . (2.4)
The contours Cw and Cv satisfy |w| < |v| < 1 and f(w) is related to the Dedekind η-function
by
f(w) =
∞∏
n=1
(1− wn) = w−1/24η
(
lnw
2πi
)
, (2.5)
D is the number of space-time dimensions and V0 is the oscillator part of the open string
tachyon vertex operator
V (k, z) =: eik.X(z) := V0(k, z)z
k·p−1eik·x . (2.6)
In order to evaluate (2.4), one should use the oscillator part of the two point correlator
on the cylinder
〈V0(k, z)V0(k′, z′)〉w = ψˆ(z′/z, w) k·k
′
(2.7)
with
ψˆ(v, w) = (1− v)
∞∏
n=1
(1− wnv)(1− wn/v)
(1− wn)2 . (2.8)
The w and v contour integrals should be done first, giving a linear combination of powers
of x and y. Then, the remaining x and y integrals can be written in terms of Beta functions
by analytic continuation.
Note that (2.4) is closely related to the formula giving the 4-tachyon one-loop ampli-
tude for the open string (see, for instance, Chapter 8 of [3]). The main differences are in
the treatment of the zero modes (there is not loop-momentum integration, the correlator
involves only the oscillator parts of the vertex operators) and in the presence of contour
integrals. Indeed, this formula can be understood as the projection of the usual 4-tachyon
loop amplitude onto (initial) states with momentum p and level N and (final) states with
momentum p′ and level N ′, as shown in fig. 1.
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FIG. 1: Averaged rate as projection of one-loop four-tachyon amplitude.
5The computation of the differential cross-section is completed by using (2.3), which gives
the closed string rate, and adding the appropriate phase space factors and closed string
coupling constant gc
( dσ
dΩ
)
cm
=
g2c
2Ep2E|vp − v|
kD−3
(2π)D−2
1
4Ecm
Rc(N,N ′, k, k′) , (2.9)
where Ep and E are the initial energies of the target and probe string respectively, vp and
v are their velocities in the center of mass frame, and Ecm = Ep + E.
A. Factorization and Form Factors
Here we will show that the exact formula (2.4) for the interaction rate factorizes for
high energy probes at fixed momentum transfer q2 = (k + k′)2, allowing the definition of a
form factor for the probe. We begin by noting that the Regge limit (1.2) of the Veneziano
amplitude, which one usually obtains by using Stirling formula for the Gamma functions in
A(k · p, k · k′) = Γ(k · p+ 1)Γ(k · k
′ + 1)
Γ(k · p+ k · k′ + 2) =
∫ 1
0
dxxk·p(1− x)k·k′ , (2.10)
can also be obtained directly from the integral representation1. In the k · p→∞ limit (with
fixed k · k′) the integral is dominated by the x ∼ 1 region, and one can use Laplace method
for integrals dominated by endpoint contributions [21]. The change of variable x = e−ǫ gives
A =
∫ ∞
0
dǫe−ǫ(k·p+1)ǫk·k
′
[1 +O(ǫ)] ∼ (k · p)−k·k′−1Γ(k · k′ + 1)[1 +O( 1
k · p)] (2.11)
and generates an asymptotic expansion in 1/k · p. The first term of this expansion is (1.2)
(use k · k′ + 1 = q2/2 − 1 and −k · p ∼ s/2). Note that this is quite different from the
‘hard scattering limit’ considered by Gross collaborators [22, 23] where both k · p and k · k′
are large. In that case the integral is dominated by a saddle-point in the middle of moduli
space, and (1.2) can not be recovered from the hard scattering approximation by taking the
fixed k · k′ limit, since the Gamma function is not reproduced.
The same kind of argument can be used with our formula for the averaged rate (2.4).
In this case, k · p = −ME, where M is target mass and E is the probe energy in the
target rest frame. For E ≫ 1 in string units and fixed q2, the x and y integrals in (2.4) are
endpoint dominated and one should be able to use Laplace method to generate an asymptotic
expansion in 1/E. To this end, make the change of variables x = e−ǫ1, y = e−ǫ2, and note
that the leading term in the expansion corresponds to the lowest powers of ǫ1 and ǫ2. These
can be easily identified by using the following OPEs
V0(−k, 1)V0(−k′, y) ∼ V0(−q, 1)ǫk·k′2 + . . . , V0(k′, yv)V0(k, xyv) ∼ V0(q, v)ǫk·k
′
1 + . . .
(2.12)
1 One should note that the integral is not defined in the physical region where k · p < 0, and has to be
analytically continued.
6with q = k + k′. Upon substitution of these OPEs in (2.4) we get
Ro(N,N ′, k, k′) ∼ 1Go(N)
∫ ∞
0
dǫ1e
−ǫ1k·pǫ1
k·k′
∫ ∞
0
dǫ2e
−ǫ2k·pǫ2
k·k′
·
∮
Cw
dw
w
w−Nf(w)2−D
∮
Cv
dv
v
vN−N
′〈V0(−q, 1)V0(q, v)〉w . (2.13)
The 1/E corrections to this formula come from the higher powers of ǫ1 and ǫ2 neglected in
the OPEs. The ǫ1 and ǫ2 integrals can be done in terms of Gamma functions, giving
Ro(N,N ′, k, k′)∼ (EM)2−q2Γ(q2/2− 1)2
· 1Go(N)
∮
Cw
dw
w
w−Nf(w)2−D
∮
Cv
dv
v
vN−N
′〈V0(−q, 1)V0(q, v)〉w. (2.14)
This factorized form for the interaction rate suggests the following definition for the target
effective form factor
FNN ′(q2) = M
−q2
Go(N)
∮
Cw
dw
w
w−Nf(w)2−D
∮
Cv
dv
v
vN−N
′〈V0(−q, 1)V0(q, v)〉w . (2.15)
One can motivate this definition by noting that substituting (2.14) with (2.15) into (2.3)
and using the identity Γ(x)Γ(1 − x) = π/ sin(πx) gives the following expression for the closed
string interaction rate in the Regge limit
Rc(N,N ′, k, k′) ∼M4
∣∣∣∣∣∣
Γ( q
2
2
− 1)
Γ(2− q2
2
)
(EE ′)1−
q2
2
∣∣∣∣∣∣
2
|FNN ′(q2)|2 . (2.16)
For N = N ′ (elastic scattering) and M ≫ E, where target recoil can be neglected (E = E ′),
and for low momentum transfer q2 ∼ 0, this gives
Rc(N,N ′, k, k′) ∼
∣∣∣∣∣(ME)
2
q2
Fc(q2)FNN(q2)
∣∣∣∣∣
2
(2.17)
and we recognize the square of the Regge limit of the Virasoro-Shapiro amplitude describing
tachyon-tachyon scattering (1.5), with one tachyon form factor Fc(q2) replaced by FNN(q2).
Thus, the effective form factor characterizes the difference between tachyon-tachyon and
tachyon-probe scattering. This is analogous to the situation in field theory, where form
factors ‘measure’ the departure of real particles from ideal point-like objects. Here, what
we are actually measuring is the departure from being ‘tachyon–like’, or as point–like as a
string can be.
It is important to note that, even though we have considered a very special limit (heavy
target, elastic scattering and low momentum transfer) in order to obtain (2.17) and motivate
our definition, the effective form factors are useful also for inelastic scattering (N 6= N ′) and
light targets. The reason is that (2.16) holds as long as we are in the Regge limit of high
energy probes (E,E ′ →∞) and fixed (not necessarily small) momentum transfer q2, where
strings are known to interact by exchanging the leading Regge trajectory as a whole. In
this sense, the effective form factors describe the coupling of the target to the leading Regge
trajectory or ‘Reggeon’.
7The formula for the effective form factor contains the correlator of two off-shell tachyon
vertex operators. In fact (2.15) is essentially the off-shell extension of the tachyon emission
rate for a typical open string at mass level N which decays into any string at mass level
N ′ (see eq. (2.26) of [20]). Is this related to our use of tachyons as probes? What happens
if one uses other probes, such as gravitons or massive states? The only difference is that,
instead of (2.12), one has to compute the OPEs of the corresponding vertex operators, but
the tachyons still appear as the leading term (lowest power of ǫ1 and ǫ2) in the r.h.s., giving
rise to the same formula for the form factor (2.15). In other words, the form factors describe
the coupling of the target string to the leading Regge trajectory, and this is controlled by
eq. (2.15). Using other probes just changes the coupling of the probe to the the leading
Regge trajectory. This shows up as overall polarization dependent factors in (2.16), but the
target form factor is unchanged.
One can obtain the spatial distribution of the target by Fourier transforming the elastic
(N = N ′) form factor
ρ(x) =
1
(2π)D−1
∫
dD−1q eiq·xFNN(q2) . (2.18)
A first consistency check of our definition is obtained by using
〈V0(−q, 1)V0(q, v)〉w = ψˆ(v, w)−q
2
(2.19)
and noting that
FNN ′(0) = δNN ′ . (2.20)
This implies that, for an experimenter which uses only very low momentum transfers
(q2 ∼ 0), the target will look point-like, i.e. ρ(x) ∼ δ(x).
III. ELASTIC FORM FACTORS FOR HEAVY TARGETS
For the rest of the paper we will study the spatial distributions of very heavy target strings
and be concerned only with elastic form factors, which we write as FM(q2) ≡ FNN(q2). We
assume that M is the largest scale in the problem, i.e. M ≫ E ≫ 1, and neglect all
corrections of order O(1/M). In this limit the center of mass frame coincides with the
target rest frame where Ep = M , and the cross section (2.9) can be written as
( dσ
dΩ
)
cm
=
g2c
16EM2
kD−3
(2π)D−2
Rc(N,N ′, k, k′) . (3.1)
The computation of the effective form factor (2.15) can be simplified by using the well
known fact that, for N ≫ 1, the w-integral
∮
Cw
dw
w
w−Nf(w)2−D (3.2)
is dominated by a saddle-point at w ≈ 1, where the function f(w) can be approximated by2
ln f(w) =
1
2
ln 2π − 1
2
ln β +
1
24
β − π
2
6β
+O(e−4π
2/β) (3.3)
2 See [3] and Appendix B of [20] for details.
8with w ≡ e−β. For w ≈ 1, f(w) is a rapidly varying function, whereas the variation of the
two-point correlator in the complete integral (2.15) is much slower. Thus the approximate
position of the saddle-point can be obtained by solving N = (D − 2)∂β ln f(w), with the
result
β ≈ π
√
D − 2
6N
=
1
2MTH
, (3.4)
where M =
√
2N and TH is the Hagedorn temperature
TH =
1
2π
√
3
D − 2 . (3.5)
The solution (3.4) for β is accurate up to (relative) corrections of order O(1/M). We
will check a posteriori that the shift in the saddle-point position due to the presence of the
2-point correlator is also of order O(1/M). Thus, in the saddle-point approximation, the
correlator enters only as a multiplicative correction. Taking into account that f(w)2−D is
the partition function for the open string
∮
Cw
dw
w
w−Nf(w)2−D = Go(N) , (3.6)
we arrive at the following simple formula for the elastic form factor, valid for M ≫ 1
FM(q2) = M−q2
∮
Cv
dv
v
〈V0(−q, 1)V0(q, v)〉β , (3.7)
where the correlator should be evaluated on a cylinder with modular parameter w = e−β,
with β given by (3.4).
The correlator (2.8) is written in terms of theta functions in Appendix B, where the
following explicit formula, valid for M ≫ 1, is obtained for the elastic form factor
FM(q2) = (2πTH)q2I(β, q2) (3.8)
with
I(β, q2) ≡ 1
π
∫ π
0
dξ exp
[
q2
(
ξ2
2β
− ln cosh(πξ
β
)
)]
. (3.9)
A. Evaluation of I(β, q2)
The integral (3.9) can not be done analytically without further approximations, and these
depend on the range of q2 we are interested. For q2 ≫ 1/M (q2 ≫ β), the change of variable
z = πξ/β shows that the quadratic term in the exponent can be neglected and we are left
with
I(β, q2) ≈ β
π2
∫ ∞
0
dz (cosh z)−q
2
=
β
2π3/2
Γ( q
2
2
)
Γ( q
2+1
2
)
, q2 ≫ 1
M
. (3.10)
Evaluating the effect of the neglected term perturbatively shows that this formula is accurate
up to relative corrections of order O(1/Mq2). One can check the consistency of the saddle-
point method used to evaluate the w-integral at the beginning of this section by noting that
9ln I(β, q2) has a logarithmic dependence on β, to be compared to the leading 1/β dependence
of ln f(w) in (3.3).
For q2 <∼ 1/M , the quadratic term can not be neglected and (3.10) is no longer valid.
Instead, one can use the approximation ln cosh z ∼ z − ln 2, valid for z ≫ 1, giving
I(β, q2) ≈ 2
−q2
π
∫ π
0
dξ exp
[
− q
2
2β
ξ(2π − ξ)
]
. (3.11)
The relative corrections to this formula are of order O(q4), and the approximation is valid
not only for q2 <∼ 1/M , but for any q2 ≪ 1. This integral can be done in terms of the
‘imaginary error function’, defined by
Erfi(z) ≡ 2√
π
∫ z
0
dtet
2
. (3.12)
The result is
I(β, q2) ≈
√
π
2z
e−z
2
Erfi(z) , z ≡ πq√
2β
, 0 ≤ q2 ≪ 1 , (3.13)
where we have set 2−q
2 ≈ 1. In this region one can set (2πTH)q2 ≈ 1 and FM(q2) = I(β, q2).
Now the dependence on β is more involved, but one can still verify the consistency of the
method used to evaluate the w-integral by noting that the exact equation for the saddle
point is N = (D − 2)∂β ln f(w) − ∂β lnI(β, q2), with ∂β = −(z/2β)∂z . The contribution
from ∂β ln I(β, q2) is of order O(1/β), and can be neglected against ∂β ln f(w), which is of
order O(1/β2)
It is interesting to note that (3.13) coincides with the function g1(q) describing static
screening in an electron gas at high temperature. 3 This is related to the real part of the
plasma dispersion function Φ(x) [24] by
g1(x) =
2
√
π
x
Φ(
x
4
√
π
) , Φ(x) = 2e−x
2
∫ x
0
dy ey
2
. (3.14)
The coincidence may be due to the fact that g1 is obtained from a one-loop diagram evaluated
in the high temperature limit where the electron gas behaves classically, i.e. where one can
use Boltzmann distribution as an approximation to Fermi-Dirac (see [25] for details). Our
effective form factor is obtained as an open string one-loop correlator (3.7) which, due to
the simplifications used in the large-M limit, somehow seems to go over to a (thermal) field
theory one-loop correlator. On a more speculative level, this coincidence may suggest a
correspondence between an ensemble of highly excited strings and a high temperature gas
of particles or ‘string bits’ [26, 27, 28].
Expanding (3.13) around z = 0 gives
FM(q2) =
∞∑
n=0
(−2z2)n
(2n+ 1)!!
= 1− π
2
3β
q2 +O(q4) (3.15)
3 I am indebted to M. Valle for making me aware of this coincidence.
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FIG. 2: Left: I(β, q2) as a function of z for q2 ≪ 1 as given by (3.13). Right: log I(β, q2) versus
log q2 according to eq. (3.10). Note the change in slope from −1 to −12 around q2 = 1.
that, using the well known relation between the power series of the form factors and the
distribution moments, can be used to obtain 〈r2n〉 for arbitrary n. In particular, the mean
square radius is given by
〈r2〉 = −2(D − 1)∂q2F(q2)|q2=0 = (D − 1)2π
2
3β
=
4π2
3
(D − 1)THM . (3.16)
As far as we know, the higher distribution moments have never been computed before, but
the second moment was obtained long ago by Mitchell and Turok [29] by oscillator methods.
They found
〈r2〉 = D − 1
T
√
N
6(D − 2) , T =
1
2πα′
, (3.17)
which agrees with (3.16) for α′ = 2.
The ranges of validity for the two approximate expressions (3.10) and (3.13) overlap for
1/M ≪ q2 ≪ 1. In this region, the integral is well approximated by
I(β, q2) ≈ 1
2z2
=
β
π2q2
, 1/M ≪ q2 ≪ 1 , (3.18)
which can be obtained as the q2 → 0 limit of (3.10) or the q2 →∞ limit of (3.13), and has
relative corrections of order O(1/Mq2) and O(q4). In this regime the interaction rate (2.16)
will be proportional to M2, giving a cross-section (3.1) which is totally independent of the
target mass! In other words, a Rutherford type experiment designed to explore the inner
structure of highly excited strings would show that this structure is independent of M , as
long as 1/M ≪ q2 ≪ 1. We will find a very natural interpretation for this fact below.
Lastly, for q2 ≫ 1, the q2 →∞ limit of (3.10) gives
I(β, q2) ≈ β√
2π3/2q
, q2 ≫ 1 . (3.19)
To summarize, most of the structure of I(β, q2) is concentrated around q2 <∼ 1/M . Away
from this region, the integral exhibits a simple power-like behavior, with a cross-over from
1/q2 to 1/q at the string scale q2 ∼ 1 given by (3.10) (see fig. 2).
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B. Spatial Distribution of Heavy Strings
The spatial distribution is obtained by Fourier transforming the form factor. Since the
radius of heavy strings is given by (3.16), and most of the interesting structure arises at
low q2, one must use (3.13) for the form factor. Doing the q-integral gives
ρ(r) =
1
(2π)d
∫
ddq eiq·rFM(q2) = 1
π
(
β
2π
) d
2
∫ π
0
dξh(ξ)−
d
2 exp
(
− βr
2
2h(ξ)
)
, (3.20)
where h(ξ) ≡ ξ(2π − ξ) and d ≡ D − 1. Although ρ(r) can not be evaluated analytically, it
is obvious from (3.20) that ∫
ddxρ(r) = 1 . (3.21)
As the form factor describes the coupling of the string to the first Regge trajectory, and at
low momentum transfer this is dominated by the graviton multiplet, we may assume that
ρ(r) is proportional to the mass distribution of the string. The proportionality constant is
fixed by (3.21) and we define the mass density by ρM(r) ≡Mρ(r).
In general, ρM (r) has to be computed numerically, but the behavior at ‘short distances’
1≪ r ≪√M can be obtained by setting h(ξ) ≈ 2πξ in (3.20). The result is
ρM (r) ≈ Adr2−d , Ad = π
−2−d/2
8 TH
Γ(
d
2
− 1) (3.22)
and we see that the inner mass distribution of the string is entirely independent of the total
mass M . This explains the lack of dependence with M in the cross section that we found
after (3.18), which is in fact the Fourier transform of (3.22): The inner structure of the string
is universal and independent of M , even at distances much larger than the string scale. Also
note that the string has a rather ‘hard’ core, as exhibited by the singular behavior of ρM
in (3.22).
In the opposite limit r ≫ √M the integral in (3.20) is dominated by a saddle-point at
ξ = π and can be approximated by
ρM(r) ∼ A
′
d
r
exp(−βr
2
2π2
) . (3.23)
where A′d = 2
−(d+1)/2π−3(d−1)/2β(d−1)/2.
When r is neither very large nor small compared to the mean radius R given by (3.16),
ρM(r) must be obtained numerically. Given the singular behavior at small r given by (3.22),
it is convenient to consider instead the radial density defined by
dm
dr
= ρM(r)Ωd−1r
d−1 , Ωd−1 =
2πd/2
Γ(d/2)
, (3.24)
and the mass m(r,M) within a sphere of radius r
m(r,M) =
∫ r
o
dr
dm
dr
. (3.25)
These are represented in fig. 3 for d = 25 with r in units of the mean radius R andm(r,M)
in units of M . Note that the linear behavior for dm/dr predicted by (3.22) actually holds
for r up to about half the mean radius. Correspondingly, we see that the inner structures
of strings with masses M and 2M coincide for r <∼ R/2.
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FIG. 3: 1M
dm
dr (left) and m(r,M)/M (right) as functions of r/R.
IV. LOW ENERGY CORRECTIONS
In this Section we will consider corrections to the factorized form (2.16) for the averaged
interaction rate. This was obtained by using (2.13) as an approximation to the exact for-
mula (2.4). For light targets, the exponent k · p = −ME in (2.4) is large only for E ≫ 1,
and it is obvious that the validity of the asymptotic approximation requires the use of high
energy probes.
On the other hand, one might be tempted to think that, for very heavy targets, the
factorization property (2.16) would hold even at low energies since, as long as EM ≫ 1,
the averaged rate (2.4) seems to be endpoint dominated even for low energy probes. In
what follows4 we will show that this is not the case, and that (2.16) is the first term in an
asymptotic expansion controlled by the small parameter 1/E, not 1/EM .
The exact formula (2.4) contains the 4-point correlator
〈V0(−k, 1)V0(−k′, y)V0(k′, yv)V0(k, xyv)〉w =
ψˆ(x)k·k
′
ψˆ(xv)−k·k
′
ψˆ(xyv)−2ψˆ(v)−2ψˆ(yv)−k·k
′
ψˆ(y)k·k
′
. (4.1)
One obtains (2.13) by making the substitutions
ψˆ(x)k·k
′ → ǫk·k′1 , ψˆ(y)k·k
′ → ǫk·k′2 (4.2)
and setting x = y = 1 in the other two-point functions. The corrections to (2.13) are
obtained by expanding the correlators in powers of ǫ1 and ǫ2, and this involves differentiating
the two-point function ψˆ. Each power of ǫ1 or ǫ2 carries a factor 1/EM from∫ ∞
0
dǫ1e
−ǫ1k·pǫ1
k·k′+n = (EM)1−q
2/2+nΓ(q2/2− 1 + n) (4.3)
but, according to Appendix B, in the large M limit
ψˆ(v, w) ∼ β
π
exp
(
γ2
2β
− γ
2
)
sin
(
πγ
β
)
, (4.4)
4 Since in this paper we have considered the large mass limit only for elastic form factors, for the rest of
this Section we assume E = E′.
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where v ≡ e−γ . Thus, the nth derivative of ψˆ carries a factor of β−n ∝Mn, and the leading
terms in the asymptotic expansion are powers of 1/E. We conclude that, in general, the
factorized form (2.16) for the interaction rate is valid only for E ≫ 1.
This statement needs some qualifications, however, since so far we have neglected the
scale set by the momentum transfer q2. For q2 ≫ 1 we have another large parameter, which
has to be taken into account. In this limit one can take k ·k′ ∼ q2/2 and it is obvious that the
leading corrections will come from ψˆ(x)k·k
′
ψˆ(xv)−k·k
′
and ψˆ(yv)−k·k
′
ψˆ(y)k·k
′
in (4.1). One
should identify the terms with the highest powers of q2 per power of ǫ1 or ǫ2. These are
easily isolated by using
(ψˆ(x)/ψˆ(xv))q
2/2 ∼

 sin πǫ1β
sin π
β
(γ + ǫ1)


q2/2
∼

 πǫ1β
sin πγ
β


q2/2
exp
[
− q
2
2
πǫ1
β
cot
πγ
β
]
. (4.5)
where we have exponentiated (1+ x)a ∼ exa. Comparing this to (4.3), it is obvious that the
resummed corrections in the q2 ≫ 1 limit are equivalent to the substitution
k · p→ k · p
(
1 +
1
2
q2
k · p
π
β
cot
πγ
β
)
(4.6)
which gives an overall multiplicative correction to the ǫ1-integral
(EM)−q
2/2 → (EM)−q2/2 exp
(
−1
4
q4
k · p
π
β
cot
πγ
β
)
. (4.7)
Taking into account an identical contribution from the ǫ2-integral and making the change
of variables γ = β/2 + iξ as in Appendix B, we see that instead of (3.9) we now have
I(β, q2)→ 1
π
∫ π
0
dξ exp
[
q2
(
ξ2
2β
− ln cosh(πξ
β
)
)
+
i
2
q4
k · p
π
β
tanh
πξ
β
]
. (4.8)
In the q2 ≫ 1 limit this integral can be approximated by a gaussian, and it is easy to see
that the effect of the new term in the exponent is an overall factor
I(β, q2)→ I(β, q2) exp
(
− π
2q6
8(k · p)2β2
)
∼ I(β, q2) exp
(
−π
2T 2Hq
6
2E2
)
, (4.9)
where we have used k·p = −EM and the value of β given by (3.4). Thus, for large momentum
transfer it is not enough to have E ≫ 1, and the condition on the energy becomes E ≫ q3.
This implies very small scattering angles and is typical of the Regge region, modified in this
case by the presence of a large mass.
V. DISCUSSION
In this paper we have used factorization and Regge limit asymptotics to obtain effective
form factors for typical excited closed strings. These are written in terms of two point
functions for open string tachyons on a cylinder (2.15) and, for very heavy targets and
elastic scattering, take the simple form
FM(q2) = M−q2
∮
Cv
dv
v
〈V0(−q, 1)V0(q, v)〉β . (5.1)
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We have done this by following an old suggestion to define physically sensible string form
factors by extracting them from scattering amplitudes [2, 5, 7]. This way the problem of
infinite size is overcome by using light strings as finite resolution probes, which effectively
cut-off the infinite sums over string modes. Moreover, the factorization process gives a well
defined prescription for the off-shell correlator in (5.1). In this regard, we must remember
that (5.1) is not conformally invariant, and is valid only for a particular parametrization of
the world-sheet, namely the one where the two point function is given by (2.8).
The elastic form factor FM(q2) has a rather simple behavior and for q2 ≪ 1 can be
written in closed form in terms of the ‘plasma dispersion function’ (eqs. (3.13) and (3.14))
Since this is associated with static charge screening in a hot plasma [25], its appearance in
this context is somewhat surprising, and may be related to the possibility of a ‘string bit’
interpretation for the statistical ensemble of excited strings [26, 27, 28].
Fourier transforming the formula for FM(q2) valid for q2 ≪ 1 gives the mass distribution
for r ≫ 1, i.e. at low resolution with respect to the string scale. This is shown in fig. 3, which
can be considered as a ‘picture’ of the string ensemble obtained by using light string probes
in a Rutherford type experiment. The fact that the interior of the string is independent of
the mass indicates that, as the mass is increased, the string grows by piling up new shells
on top of another, while the core is unchanged.
The form of the density ρ(r) given by (3.20) implies the following scaling property for
the mass m(r,M) within a sphere of radius defined by (3.25)
m(r,M) = Mm(r/
√
M, 1) . (5.2)
This kind of scaling is characteristic of random walks, and in particular implies 〈r2〉 ∝ M .
This property of the second moment is usually taken to mean that, in some sense, highly
excited strings are random walks [14, 29]. The highly detailed information about the spatial
distribution of excited strings obtained in this paper could be used to test this idea. In
particular, one could compare the higher moments 〈r2n〉, which are not uniquely determined
by scaling but can be obtained from the Taylor expansion (3.15) of FM(q2), to the ones
predicted by some concrete realization of the random walk model.
Although we have only considered elastic scattering by heavy targets in this paper, the
analysis could be extended to inelastic processes, giving information about the dynamical
response of highly excited strings. One possible application is the study of thermalization in
a Hagedorn gas. In particular, one could investigate how the energy of very energetic light
strings gets redistributed among internal (string excitations) and external (kinetic energy)
degrees of freedom after colliding with slow heavy strings.
In this paper we have studied the bosonic string for the sake of simplicity, but the tech-
nique could be extended to the superstring, although we do not expect qualitatively new
results. Another question that we have omitted entirely is the effect of higher loop correc-
tions. Since we were primarily interested in the internal structure of free excited strings,
we have implicitly assumed that the coupling constant is so small that the tree level results
can be trusted. Going beyond this approximation is a hard problem, but one might try
something along the lines of [30, 31]. According to our analysis in Section 4, factorization
holds in the Regge limit where one could try to do an eikonal resummation of leading loop ef-
fects, although this may be hampered by the fact that effective form factors, unlike ordinary
amplitudes, contain no phase information.
15
Acknowledgments
It is a pleasure to thank I.L. Egusquiza, R. Emparan, M. Uriarte, M.A. Valle-Basagoiti
and M.A. Va´zquez-Mozo for useful and interesting discussions. This work has been sup-
ported in part by the Spanish Science Ministry under Grant FPA2002-02037 and by Uni-
versity of the Basque Country Grant UPV00172.310-14497/2002.
APPENDIX A
Here we compute the averaged open string rate. This can be written as
Ro(N,N ′, k, k′)≡ 1Go(N)
∑
Φi|N
∑
Φf |N′
|〈Φf |V (k′)∆V (k)|Φi〉|2
=
1
Go(N)
∑
Φi|N
∑
Φf |N′
〈Φi|V †(k)∆V †(k′)|Φf〉〈Φf |V (k′)∆V (k)|Φi〉 , (A1)
where V is the tachyon vertex operator and ∆ is the open string propagator
∆ =
∫ 1
0
dx
x
xL0−1 , L0 = Nˆ +
p2
2
. (A2)
Then the sums are converted into a trace with the help of the level projection operators
PˆN =
∮
C
dz
z
zNˆ−N , Nˆ =
∞∑
n=1
α−n · αn . (A3)
The result is
Ro(N,N ′, k, k′) = 1Go(N)
∮
C
dz
z
z−N
∮
C′
dz′
z′
z′−N
′
Tr [zNˆV †(k)∆V †(k′)z′
Nˆ
V (k′)∆V (k)] (A4)
where C and C ′ are small contours around the origin. Using
zL0 V (k, 1)z−L0 = V (k, z) , zNˆ V0(k, 1)z
−Nˆ = V0(k, z) , (A5)
where V0 is the oscillator part of the tachyon vertex operator
V (k, z) =: eik.X(z) := V0(k, z)z
k·p−1eik·x (A6)
and making the change of variables v = z′ and w = xyzz′ gives
Ro(N,N ′, k, k′)= 1Go(N)
∫ 1
0
dxxk·p
∫ 1
0
dyyk·p
∮
Cw
dw
w
w−N
∮
Cv
dv
v
vN−N
′
· Tr [V0(−k, 1)V0(−k′, y)V0(k′, yv)V0(k, xyv)wNˆ ] , (A7)
where p is the initial momentum of the target string. This can be converted into a 4-point
correlator on a cylinder of modular parameter w by using the identity5
Tr [V0(−k, 1)V0(−k′, y)V0(k′, yv)V0(k, xyv)wNˆ ]
= f(w)2−D〈V0(−k, 1)V0(−k′, y)V0(k′, yv)V0(k, xyv)〉w , (A8)
5 In order to obtain this result one should also introduce ghosts and add the corresponding contribution to
the number operator in the projectors (A3).
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where f(w) is given by (2.5) and D is the number of space-time dimensions.
The final formula for the averaged rate is
Ro(N,N ′, k, k′) = 1Go(N)
∫ 1
0
dxxk·p
∫ 1
0
dyyk·p
∮
Cw
dw
w
w−Nf(w)2−D
∮
Cv
dv
v
vN−N
′
·〈V0(−k, 1)V0(−k′, y)V0(k′, yv)V0(k, xyv)〉w. (A9)
APPENDIX B
In order to evaluate the integral in (3.7) one should use (2.19) together with
ψˆ(v, w) =
√
v exp
(− ln2 v
2 lnw
)
ψ(v, w) , (B1)
where ψ(v, w) is the scalar correlator on the cylinder
〈Xµ(1)Xν(v)〉 = −ηµν lnψ(v, w) (B2)
which is related to the Jacobi ϑ1 function by [3]
ψ(v, w) =
2πi
τ
ϑ1(ν|τ)
ϑ′1(0|τ)
, τ ≡ − 2πi
lnw
, , ν ≡ ln v
lnw
. (B3)
Using the product formula for the theta function yields the following expression
ψ(v, w) = − 2π
ln q
sin πν
∞∏
1
1− 2q2n cos 2πν + q4n
(1− q2n)2 , q = e
iπτ = e−2π
2/β . (B4)
The infinite product in this formula is equal to one, up to corrections which are exponentially
suppressed in the large M limit. Using (B1) and defining v ≡ e−γ gives
ψˆ(v, w) ∼ β
π
exp
(
γ2
2β
− γ
2
)
sin
(
πγ
β
)
. (B5)
We are now ready to give an explicit formula for the v-integral. Since Cv can be any
circle with 1 > |v| > |w|, in terms of the variable γ the integral runs along γ = c+ iξ, where
0 < c < β and ξ is a real variable. Using the convenient choice c = β/2 gives
∮
Cv
dv
v
〈V0(−q, 1)V0(q, v)〉β =
1
2π
(
β
π
)−q2
eβq
2/8
∫ π
−π
dξ exp
[
q2
(
ξ2
2β
− ln cosh(πξ
β
)
)]
. (B6)
As we are assuming that the momentum transfer q2 is very small compared to the mass M
of the target, we can set βq2/8 ≈ 0, and using (3.4) one has the following simple expression
for the elastic form factor
FM(q2) = (2πTH)q2I(β, q2) (B7)
where
I(β, q2) ≡ 1
π
∫ π
0
dξ exp
[
q2
(
ξ2
2β
− ln cosh(πξ
β
)
)]
. (B8)
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