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Given a ring R with involution, then the algebraic structure of R as a ring 
is, to a large extent, determined by the algebraic nature of its set of symmetric 
elements S or its set of skew-symmetric elements K. There has been a series 
of works recently, by various authors, in which this interdependence of R 
and S or K has been successfully explored. 
In [IO] Osborn showed that if R is a simple ring of characteristic not 2 
in which every nonzero symmetric element is invertible, then R must either 
be a division ring or the set of all 2 x 2 matrices over a field. In [ll] he 
extended this result as follows: if R is semisimple and 2-torsion free (i.e., 
2x = 0 implies x = 0) and if every symmetric element of R is either nil- 
potent or invertible, then R is a division ring, a direct sum of a division ring 
and its opposite, or the 2 x 2 matrices over a field. In a paper which is to 
appear, Lanski [6] shows that if R is semiprime (i.e., no nonzero nilpotent 
ideals) and 2-torsion free, and if the symmetric elements in R are not zero 
divisiors, then R is a domain, a subring of the direct sum of a domain and its 
opposite, or an order in the 2 x 2 matrices over a field. In his Tata Institute 
notes Jacobson [5] has the following result: let R be a ring with involution * 
such that no nontrivial ideal of R is invariant with respect to *. Suppose 
further that all nonzero x + x* and XX* are invertible in R. Then R is a 
division ring, a direct sum of a division ring and its opposite, or the 2 x 2 
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matrices over a field with the standard involution. (Note: Jacobson actually 
states a more general result in that R is allowed to be alternative; we have 
given only the associative version of the theorem here.) 
In this paper we do two things. First, we extend the above theorems by 
conditioning only T = {x + x* / x E R), the set of traces of R. In doing so, 
we develop a technique with which we are able to establish parallel results 
for the skew elements. 
Before proceeding, we introduce some notation which will be maintained 
throughout. R will denote an associative ring with involution *; S will be 
{x~Rjx* = x}, the set of symmetric elements of R, and K will be 
{x~Rlx* = - x>, the set of skew-symmetric elements of R. By the set of 
traces of R we shall mean the set T = {x + x* 1 x E R}; of course T is a 
subset of S, and, when 4x exists in R for any x in R it is immediate that 
T = S. The set of skew-traces will be K, = {x - x* 1 x E R}; K,, is a subset 
of K and, when 4x exists in R for any x in R, then K,, = K. Note that in 
characteristic 2, K, = T. 
1. INVERTIBLE TRACE AND SKEW ELEMENTS 
We begin the paper proper with 
THEOREM 1. Let R be a primitive ring with *, and suppose that a # 0 
in S is such that aK,,a = 0. Then R contains a minimal right ideal p such that 
the commuting ring of R on p is a field. Moreover, if R is a simple ring with unit 
element, then R is isomorphic to F, , the set of n x n matrices over the $eld F, 
f or some n. 
Proof. If A is any right ideal of R and if U = {x E A 1 xA = 0} then it is 
easy and well known that U is an ideal of A and A/U is primitive; if R should 
happen to be simple, then so is A/U simple. 
Now, by assumption, a E S is such that a # 0 and aKoa = 0. Thus, 
for any x E R, a(x - x*)a = 0; that is, axa = ax*a. Therefore, if x, 
y E R, then a(xay)a = a(xay)*a = ay*ax*a = ayaxa. This says that 
(axay - ayax)a = 0. If A = aR then A is a right ideal of R, and the relation 
just obtained says that for u, v E A, uv - vu E U = (x E A 1 xA = O}. 
Thus A/U is commutative; being primitive, we know that A/U must be 
a field. This easily forces A to be a minimal right ideal of R, and the com- 
muting ring of R on A to be isomorphic to the field F = A/U. 
Suppose, now, that R is simple and has a unit element 1. Let R, be the sum 
of the minimal right ideals of R; R, is an ideal of R hence, by the simplicity 
of R, R, = R. Since 1 E R, 1 must be in the sum of a finite number of 
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minimal right ideals pi + ..’ + pn of R. But then we get R = p1 + ... + plz , 
where the pi are minimal right ideals of R. This tells us that R is artinian. 
Since R is a simple artinian ring, R w D, where the division ring D is the 
commuting ring of R on any minimial right ideal of R. But we saw above that 
D must then be isomorphic to the field F = A/U. The theorem is now proved. 
This theorem allows us to prove for the skew elements the result which 
parallels Osborn’s theorem [lo] for symmetric elements. Moreover, the next 
theorem also generalizes Theorem 3.9 of Jacobson’s notes [5] in that we can 
remove the condition imposed there that all nonzero XX* are invertible. 
(For characteristic # 2 this is trivial; for characteristic 2 it will follow from 
our Theorem 2.) 
THEOREM 2. Let R be a ring having no nontrivial ideals invariant with 
respect to f. If all nonzero elements of K0 are invertible in R, then R is a division 
ring, the direct sum of a division ring and its opposite, OY F2 , the 2 x 2 matrices 
over a field F. 
Proof. If I # R is a nonzero ideal of R then In I* and I + I* are ideals 
of R invariant with respect to *. By our assumption on R, we get that I n I* = 
0, I + I* = R. Hence R is the direct sum of I and I*. If x E R, then x = 
iI + is*, where il , 2 i EI, and so x=&--il*+(il+iz)*EK,+I*. 
Hence every element in R/I* is the image of an element of K,, , so is invertible. 
In short, R/I* is a division ring. Similarly R/I is a division ring. But R = 
I@I* M R/I* @ R/I, so that R is the direct sum of the division ring R/I 
and (as is easily seen) its opposite R/I*; the involution on R/I @ R/I* inter- 
changes the components. Therefore, if R has a nontrivial ideal, it must be the 
direct sum of a division ring and its opposite. 
We may thus assume that R is simple. If R is not a field, then K, # 0, 
hence 1 E R. If every nonzero symmetric element of R is invertible, by 
Osborn’s theorem [IO] (as amended in characteristic 2 by McCrimmon [5]), 
R is a division ring or Fz , the 2 x 2 matrices over a field F. Suppose, then, 
that some s # 0 in S is not invertible. Since sK,s C K0 and no element of SK,+ 
is invertible, by our hypothesis we have that SK,+ = 0. Hence, by Theorem 1, 
we know that R m F, , the n x n matrices over a field F. 
We claim that n = 2. For, let x E R be of rank 1; then, since we are 
working with matrices over a field, x* is of rank 1. Hence the rank of x - x* 
is at most 2. But, it is trivial that we can pick an x of rank 1 such that X* # x. 
Hence x - x* as a nonzero element in Ku, is invertible in F,; since the rank 
of x - x* it at most 2, we get n < 2. This finishes the proof of the theorem. 
We conclude this section with a theorem which describes rather precisely 
those rings in which the elements of K,, are invertible. 
THEOREM 3. Let R be a noncommutative ring with involution in which 
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every nonzero element of K, is invertible in R. If N is the maximal nil ideal of R, 
then: 
I. every x E N satisfies x2 = 0; moreover, N is the sum of nilpotent ideals. 
2. R/N is a division ring, the direct sum of a division ring and its opposite, 
or F, , the 2 x 2 matrices over aJield F. 
Proof. Since R is not commutative, K,, # 0. We claim that any proper 
ideal I of R which is invariant under * must satisfy: 
1. aEIimpliesa2 = 0, 
2. a E I implies RaR is nilpotent. 
For, since I n K, C K,, , and the nonzero elements of K,, are invertible, 
InK,=O.Hence,ifx~1,x-x * = 0; that is I C S. But then I must be 
commutative. Let s ~1 and x E R; then sx - x*s ~1 n K,, = 0, hence 
sx = x*s. Thus s2x = sx*s = xs2. We therefore have that s2 E 2, the center 
of R. Hence, if k E K,, , s2K E K,, . If s2K # 0 then it is invertible in R, which 
would make s invertible in R. Thus s2K,, = 0. Since K0 # 0 and the nonzero 
elements of K, are invertible, we have s2 = 0. Hence s2 = 0 for all s E I. 
Since sx = x*s for all x E R, s E I, and since s2 = 0, we immediately have 
that (RsR)~ = 0. Because I is the sum of all RsR, s E I, we have that I is a 
sum of nilpotent ideals. Our claim about I is substantiated. Hence, in parti- 
cular, I C N, the maximal nil ideal of R. 
The argument given for I, applies equally for N so that we know that each 
a E N satisfies a2 = 0 and N is the sum of nilpotent ideals. 
Consider R/N. Since N* = N, the involution of R induces one on R/N. 
Moreover every element in R/N of the form x - f* is the image of x - x* 
in R; but x - x* is either 0 or invertible in R. Hence 3 - E* is either 0 or 
invertible in R/N; that is, R/N inherits our hypothesis on KO. Now R/N has 
no nontrivial nil ideals, and so by the argument in the previous paragraph 
R/N has no nontrivial ideals invariant with respect to *. Invoking Theorem 2 
we have our result. 
Note that if R is 2-torsion free, a little more can be said. For since x2 = 0 
for all x E N, we have (x + Y)~ = 0 for x, y E N, hence xy + yx = 0. But 
since N is commutative (N C S), xy = yx. Thus 2xy = 0 and so xy = 0. 
This says that N2 = 0. 
Note also that if we insist that every nonzero skew element is invertible, 
we again get that N2 = 0. For if k is skew, 2k is skew; therefore 2K = 0 or 2K 
is invertible. If 2k is invertible, then 2 must be invertible. Hence R must be 
2-torsion free, whence N2 = 0 from the above. On the other hand, if 2k = 0 
for every skew element k, picking a k # 0 and using that it is invertible 
48112512-13 
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we get that 2 = 0. Hence R is of characteristic 2; our hypothesis then says that 
every symmetry element is invertible. Hence there are no ideals invariant re*. 
But then N = 0. In any case, here too we have that N* = 0. 
2. REGULAR ELEMENTS 
We now propose to generalize most of the results of Section 1 from the 
situation there, where the nonzero elements of K, were supposed to be 
invertible, to the situation where we merely assume that the nonzero elements 
of K,, are not zero-divisors. In fact one can obtain the previous results from 
the ones we are about to establish. However, since the techniques used in 
Section 1 and here are quite different, both may be of interest. 
We recall a familiar notion. 
DEFINITION. A nonzero element in R is said to be regular if it is neither 
a left nor right zero divisor in R. 
THEOREM 4. Let R be a prime ring with involution in which the nonzero 
elements of K,, are regular. Then R is either a domain or an order in the 2 x 2 
matrices over a jield. 
Proof. Lanski [6] has recently shown that if in a prime ring with * the 
nonzero symmetric elements are regular, then the ring satisfies the conclusion 
of Theorem 4. His proofs and statements are for 2-torsion free rings, but they 
can easily be adjusted to cover the presence of 2-torsion. 
Thus we may assume that there is an element a E S, a # 0, such that a is a 
zero-divisor in R. Since aK,,a C K0 and since the nonzero elements of K,, are 
not zero-divisors, we must have that aKoa = 0. Hence, if r E R, a(r - r*)a = 0, 
and so ara = ar*a. Now, if ri, ra E R then a(r,ar,)a = a(r,ar,)*a = 
ar,*ar,*a = arzar,a. In consequence, R satisfies the generalized polynomial 
identity axaya - ayaxa. 
Using the construction of Martindale [8], we can construct a ring B IJ R, 
having as its center a field C, such that B = RC. Moreover, given b # 0 
in B, there exists an ideal U # 0 of R with 0 # bU C R. Since R satisfies 
the generalized polynomial identity axaya - ayaxa, so does B = RC. By 
a result of Martindale [8], B is a primitive ring with minimal right ideal p. 
Erickson [I] has shown that we can extend the involutions * on R to an 
involution (which we also denote by +) on B. We shall show that any nonzero 
element of the form u - u* in B is regular in B. That is, we shall show that 
the hypothesis on R carries over to the primitive ring B. 
Let k, = u - u* # 0 be in B, and suppose that k,t = 0 for some t # 0 
ELEMENTS IN RINGS WITH INVOLUTION 395 
in B. By the fundamental property of B, there exists on ideal U # 0 in R 
such that 0 # tU C R. Hence iz,tU = 0, and so k, annihilates a nonzero 
element of R. We can find an ideal W # 0 in R such that both uW C R and 
U* W C R, hence k,W C R. Let V = WW*; since V C W, it follows that 
UV C R, u*V C R, k,V C R, V%, C R and furthermore, k,Vk, = 
(k,W)(k,W)* C R. 
If ~1 E V n K0 , then k,vk, E R and is a zero-divisor in R since k, annihilates 
a nonzero element of R. But k,vk, E K,,; in short k,vk, = 0 for all v E V n Ku . 
Now, if s E V n S, then for k E K,, , sks E V n K, , hence k,sksk, = 0 from 
the above. Therefore (sk,s) K,,(sk,s) = 0. But sk,s is in Vk,V C R and sk,s = 
sus - su*s; since sus and su*s are in R, sk,s is in K, . As such, it is 0 or 
regular. Since (sk,s) KO(skls) = 0, sk,s is not regular. Hence sk,s = 0 for 
anysEVnS. 
Let x E V; then x - x* E V n K, whence k,(x - x*) k, = 0. Thus 
k,xk, = k,x*k, . Therefore k,xk, is symmetric, and is in V. Since k,xk, E V n S, 
xk,xk,x* E V n S. But then, as we have seen, (xk,xk,x*) k,(xk,xk,x*) = 0. 
However, we know that k,x*k, = k,xk,; the above relation becomes, on 
multiplying on the right by k, , (xk$ = 0 for all x E V. Every element in 
the nonzero left ideal Vk, is nilpotent of index 6 or less; by Lemma 1.1 of [3] 
R must have a nonzero nilpotent ideal. This, of course, is not possible in a 
prime ring. Hence k, is regular in B. 
We have so far shown that B is a primitive ring, with minimal right ideal p, 
having an involution * such that the nonzero elements in B of the form 
u - u* are regular in B. By the results of Section 12, Chapter IV of [4] 
there exists a vector space M with a nondegenerate Hermitian or skew- 
Hermitian inner product such that B can be identified as a subring of 9(M), 
the ring of all continuous linear transformations on M, in such a way that the 
* of B can be identified with the adjoint (relative to the inner product) on 
9(M). In addition, B must contain all elements in 9(M) of finite rank. 
Let x E Z(M) be of finite rank; thus x E B. But then x* is of finite rank 
and so x - x* must be of finite rank. Pick x E Y(M) such that x - x* j: 0; 
then x - x* is regular in B. This is impossible if M is infinite-dimensional. 
Hence M is finite-dimensional, and so B is an artinian simple ring. Therefore 
a nonzero-divisor in B must be invertible in B. Consequently the nonzero 
elements of K, are invertible in B. By Theorem 2, B is a division ring or the 
2 x 2 matrices over a field. If B is a division ring, since R C B we have that R 
is a domain. On the other hand, if B = F, where F is a field, then R is a prime 
ring satisfying a polynomial identity. Martindale’s proof of Posner’s theorem 
[8] then shows that R is an order in F2 . This completes the proof of Theorem 4. 
We conclude this section with the semiprime version of Theorem 4. 
THEOREM 5. Let R be a noncommutative semiprime ring with involution 
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such that all the nonzero elements of KO are regular. Then R is a domain, a 
subring of the direct sum of a domain and its opposite, or an order in the 2 x 2 
matrices over a $eld. 
Proof. If R is a prime ring, then the theorem follows immediately from 
Theorem 4. Hence we may assume that AB = 0 for some nonzero ideals A 
and B of R. 
We claim that AA* = 0. Consider C = A n A*. If x E C then x* E C 
and (x - x*)B = 0. By our hypothesis on K,, , x - x* = 0. Thus every 
element in C is symmetric; this tells us that C is a commutative ideal of R. 
It is easy and wellknown that a commutative ideal in a semiprime ring must 
be in the center. For completeness we digress to prove this. Let W be a 
commutative ideal in the semiprime ring R and let w1 , wa E W and r E R. 
Since wIr E W, (wlr) wa = w,(w,r) and so wirwa = w,w,r = w1w2r. Thus 
wI(wzr - rwJ = 0, whence W(w,r - rw,) = 0. Hence wzr - rw2 is in the 
intersection of Wand its right annihilator; this intersection is a nilpotent ideal 
of R, so is 0 since R is semiprime. Hence w2r - rwp = 0 and wz is in the 
center of R for every wz E W. 
By the remark just made, C must be contained in the center of R. Since R 
is not commutative, K,, # 0; let K # 0 be in K, . If c E C, then c* = c and c 
is in the center of R; hence ck must be in K0 . But ck is a zero divisor in R, hence 
ck = 0. Since k is not a zero divisor, we have c = 0. In short C = A n A* = 0; 
since AA* C A n A* = 0 we have established that AA* = 0. 
We assert that A is a domain; for if a,~, = 0 with a, , a, E A then since 
a,az* E AA* = 0, al(a, - a%*) = 0. If a, # 0, by our hypothesis on Kc, 
this forces a2 - a2 * = 0, and so uz = a2 *~AnA*=O.Thusu~u~=O 
forces a, = 0 or u2 = 0. 
Let u f 0 be in R and suppose that u2 = 0. Then Au C A, uA C A and 
(Au)(uA) = 0; so, if a, , u2 E A, (alu)(ua2) = 0. Because A is a domain, 
a,u=Oorua,=O.LetA1={u~A~au=O}andA,={u~A~uu=O}; 
A, and A, are additive subgroups of A and A, v A, = A. This is only 
possible if A, = A or A, = A. If A, = A then Au = 0; if A, = A, 
uA = 0. Since R is semiprime, if Au = 0 then (uA)~ = 0, so uA = 0. 
Hence we have that u2 = 0 forces uA = 0. The argument on A also applies 
to A*, hence uA* = 0. But then u(a - a*) = 0 for 0 # a E A. Since 
a - a* # 0 is not a zero-divisor, we have u = 0. In other words, R has no 
nilpotent elements. 
By a result of Lanski [6], there must be a symmetric element s # 0 in R 
which is a zero-divisor, otherwise the theorem is true (here too the result of 
Lanski can be shown to be true even if there is 2-torsion). Let 
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if sx = 0 then (xs)~ = 0 so xs = 0. Thus we get that I’ # 0 is an ideal of R. 
Since s = s*, I’ = I/*. However V can have no nonzero elements of K,,; 
thus every element of V is symmetric, and so I’ is a commutative ideal of R. 
Thus, as we saw above, V is contained in the center of R. As before for C, 
we get that V = 0. With this contradiction Theorem 5 is proved. 
3. A THEOREM OF OSBORN 
We conclude the paper by extending a theorem of Osborn on nilpotent and 
invertible symmetric elements [ll]. We first show that his conclusions still 
hold of only the traces are assumed to be nilpotent or invertible, and if no 
assumptions are made about the characteristic of the ring. Finally, we prove 
the analogous result for the skew traces. 
We first record a known 
LEMMA. Let R be a simple ring which is not a radical ring and let a E R 
be such that a2 # 0. Then aRa has a unique maximal ideal M, M3 = (0) 
and aRajM is a simple, nonradical ring. In addition, aMa = (0). 
PYOO~. By a result of Herstein [2], aRa has a unique maximal ideal M, 
M3 = 0 and aRa/M is simple. Since R is simple and nonradical, it must be 
primitive; by a result of Martindale [7], aRa/M is primitive. Hence aRa/M 
is a simple, nonradical ring. The proof of [7] also shows that aMa = (0). 
We prove 
THEOREM 6. Let R be a simple, nonradical ring with involution. Suppose 
that every nonzero element of K, is either nilpotent OY invertible. Then R is 
either a division ring or the ring of 2 x 2 matrices over a field. 
Proof. If every nonzero element of K,, is invertible, then we are done by 
Theorem 2. 
Hence we may assume that there are nilpotent elements in K0 . However, 
not all elements of K, are nilpotent, otherwise R is a radical ring. For say 
k f 0 E K,, , k” = 0, kn-l # 0. Let s = &-l. Then either s E K,, or s E S, 
and sa =O. Now if se:K ,, , then sr + rs E Ka , so is nilpotent. Hence 
(sr + Y*s)” = 0; multiply from the right by SY to get (sr)“+l = 0. Therefore 
sR is a nil right ideal of R, which forces R to be a radical ring. A similar 
argument works if s E S. 
We now assert that every nilpotent element of K, must have square 0. 
If not, let a E I&, a nilpotent, but a2 # 0. By the lemma, A = aRa/M is 
a simple, nonradical ring. Clearly (aRa)* C aRa so * induces an involution 
on A. Every element in A of the form x - g* comes from on element u in 
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K, n aRa. Since u E K,, it is nilpotent or invertible; since u E aRa, it cannot 
be invertible. Hence u is nilpotent, whence all ff - f* in A are nilpotent. 
If there exists a nonzero trace in A, then by the above observation A is a 
radical ring, a contradiction. We may thus assume that every trace in A is 0. 
This implies aK,a C Af, so by the lemma aZK,,a2 = 0. Since a2 E S, it now 
follows from Theorem 1 that R G F, , the n x n matrices over a field F. By 
examining the possible involutions on F, and using our hypothesis that 
every element of K,, is nilpotent or invertible, we see that n = 2, and we 
would be done. We may therefore assume that every nilpotent element in K,, 
has square 0. 
Let a # 0 be in K, with a2 = 0. If s E K, , then sas E K,, and is not 
invertible; hence, by the above (sa~)~ = 0. This gives sas2as = 0. Since 
SE&, s2 = 0 or s is invertible; in either case, from sus2as = 0 we get 
us2u = 0 for all s E K,, . Linearizing this on s, we get a(t,t, + t,t,)a = 0 for 
all t, , t, E K, . 
If ch R # 2, and R is not 4-dimensional over its center, by a result of 
Herstein [3, Theorem 2.31 the linear span of all t,t, + t,t, with t, , t, E K 
is all of S. Hence a& = 0; as in the proof of Theorem 2.6 of [3] we conclude 
that a = 0, a contradiction. If ch R = 2, since then a[Z’, T]u = 0, by a result 
of Montgomery [9, Lemma 41 we must have that a = 0 or that R is 4-dimen- 
sional over its center. Since a # 0 we conclude that R is 4-dimensional over 
its center. This completes the proof. 
We are now able to finish the generalization of Osborn’s theorem 
THEOREM 7. Let R be any ring with involution in which every element of T 
is nilpotent or invertible. Ij J(R) is th e J ace b son radical of R, then R/J(R) is a 
division ring, the direct sum of a division ring and its opposite, the 2 x 2 matrices 
over a jield, or a commutative ring of characteristic 2 with trivial involution. 
Proof. First of all, we claim that our hypothesis on R is inherited by 
a = R/J(R). For since J(R)* = J(R), a has an involution induced by *, 
and every trace x + %* E i? is the image of x + x* E T. We may thus assume 
that R is semisimple. 
First consider the case when T = 0. In this situation, x* = -x, and so 
x2 E S, for every x E R. If there exists x E R so 2x # 0, then (2~)~ = 
2x2 + 2x2 E T, and so (2~)~ = 0. But then 2xR is a nil right ideal, which 
contradicts R being semisimple. Thus 2x = 0, all x E R, and R has charac- 
teristic 2. But then x* = x, all x E R, and R = S is commutative. We may 
thus assume that T # (0). If every t E T is nilpotent, then R = J(R) as in 
Theorem 6, a contradiction. Thus there exists t, E T with to invertible. 
We claim that R contains no proper*-invariant ideals. For, let I be such 
an ideal. Then every trace in I is nilpotent, so if 1 n T # (0), I C J(R) = 0. 
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h’ow if I n T = (0), let II = {x ~.7 / 2x = 0). Then II n T = 0 implies 
Ii C S, and so I1 C 2, the center of R, since in a semiprime ring every 
commutative ideal is in the center. But then Irt, E T n II = (0); since t, is 
invertible, this gives 1r = (0). That is, I is 2-torsion free. But then I n S = 
I n T = (0) which implies I is nil. This contradicts R being semisimple 
unless 1 = (0). 
Now if R is simple, R is a division ring or 2 x 2 matrices by Osborn’s 
theorem if char # 2, and by Theorem 6 if char = 2. We may therefore 
assume that R is not simple. Now 1 E R (since t, is invertible) and thus R 
contains a maximal ideal, call it I. As in the proof of Theorem 2, we see that 
R = I @I* g R/I* @ R/I, and every element in R/I* is the image of an 
element of T. Thus I is a simple ring in which every element is nilpotent or 
invertible. I cannot be a radical ring, as R is semisimple; thus I is a division 
ring. We have shown that R = I @ I* is the direct sum of a division ring and 
its opposite. Thus the theorem is proved. 
THEOREM 8. Let R be any ring with involution in which every element of KO 
is nilpotent or invertible. Then R/](R) is a division ring, the direct sum of a 
division ring and its opposite, or a commutative ring with trivial involution. 
Proof. This is an easier version of the proof of Theorem 7. 
In closing, we note that a related question remains open: if R is a semisimple 
ring with involution in which the traces are nilpotent or regular, do the 
conclusions of Theorem 5 hold? That is, must R be a domain, an order in 
2 x 2 matrices, or the subdirect sum of a domain and its opposite ? 
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