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Abstract
The original content of this thesis is comprised of three parts.
First, we investigate the foundations of the Abstract Boundary. We start by pre-
senting a one-to-one correspondence between the set of envelopments and a subset
of the set of distances on our manifold. This correspondence allows us to define the
Abstract Boundary in terms of mathematical structures defined on the manifold,
rather than having to use structures additional to the manifold. We take the ideas
used in the correspondence and generalise the Abstract Boundary to be applica-
ble to any first countable topological space. Then, using the correspondence and
the generalisation we give two alternative constructions for the Abstract Boundary.
These new methods of construction allow us to bring many new tools to the analysis
of the Abstract Boundary and thus enrich the subject and provide new avenues for
research.
Second, we discuss how the limiting behaviour of curves relates to the Abstract
Boundary. We restrict our attention to the manifold itself and give a classification
of the behaviour of curves via the number of limit points they possess. As an
application of the classification we weaken the causality assumption of the Abstract
Boundary singularity theorem. As an illustration of the problems that curves in
a certain class of the classification can cause we give a definition of causality for
Abstract Boundary points. In the process of doing so we generalise the distinguishing
and strong causality conditions for the boundaries of envelopments and the Abstract
Boundary itself.
Third, we investigate the link between the Penrose-Hawking singularity theorems
and the Krolak strong curvature condition. We review the singularity theorems and
analyse their proofs to determine what can be said about the predicted incomplete
geodesics. We see that the conclusions that can be made and the criteria for the
Krolak strong curvature condition do not mesh easily. For this reason we present
two necessary and sufficient conditions for a geodesic to satisfy the Krolak strong
curvature condition, that provide a link between the conclusions and the Krolak
condition. The result is that we need to investigate the limiting behaviour of ja-
ix
xcobi fields along conjugate point free geodesics. Hence we provide a preliminary
result showing that maximal extension of the metric places real constraints on the
behaviour of parallelly propagated frames. This material provides some interesting
results, and opens the door to a number of new problems.
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Chapter 1
Introduction
1.1 Conventions
We shall include proofs of theorems in four cases: either, the proof is instructive,
we use the details of the proof, the result is not obvious, or the result is original.
Throughout this thesis we take our manifolds to be paracompact, connected and
hausdorff. We assume that the transition functions between charts are C∞. A Ck
(or Ck−) manifold is a manifold with a metric, g, where g is Ck (or Ck−). Unless
otherwise stated all indices giving components of tensors run across all dimensions.
A Lorentzian metric of dimension n is a metric with signature n − 2. Thus if our
manifold is 4 dimensional a Lorentzian metric would have signature 2 and for any
point p ∈M there would exist coordinates so that,
gab(p) =


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .
We shall often consider ‘sequences’ or countable subsets of a topological space X as
sets; that is as sequences with no ordering. We shall denote any such ‘sequence’ by
s, so that s ⊂ X. For various proofs we shall sometimes need to impose an order on
s; in this case we shall write s = {si}i, where we consider that si = f(i) for some
bijective function f : N → s. Technical considerations about ordering only affect
the results of chapter 5. In section 5.1.1 we discuss our notation and its justification
further.
Where unambiguous we shall drop the brackets from expressions like φ(M) and
write φM instead. Likewise, when dealing with a function f : X → Y we shall
quite happily apply f to both elements of X as well as subsets. For example, if
1
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s = {xi} ⊂ X is some sequence then fs = {f(xi) : xi ∈ s}, or if U ⊂ X then
fU = {f(x) : x ∈ U}.
Given a function φ : X → Y between two topological spaces we shall often write
∂φX to denote the boundary of the image of X in Y . That is, ∂φX = φ(X)−φ(X).
We sometimes drop the ◦ from function compositions and write φψ rather than
φ ◦ ψ.
Let X be a set. Given a function f : [a, b) → X, we will often treat f as a subset
of X. For example, given x ∈ X we write x ∈ f meaning x ∈ f([a, b)) and given
g : [c, d)→ X we will write f ⊂ g rather than f([a, b)) ⊂ g([c, d)).
If X is a topological space we shall denote the set of open neighbourhoods about a
point x ∈ X by N(x). If U ⊂ X we shall write N (U) for the set of open neighbour-
hoods of U . If f : X → Y is a continuous map and y ∈ Y we shall sometimes write
Nf (y), rather than N (y), to emphasise that we are using the topology relative to Y .
Similarly if U ⊂ Y we shall write Nf (U) for the set of open neighbourhoods about
U in Y respectively.
We shall always refer to a metric d : X × X → R on a topological space as a
distance. We do this to distinguish a distance, d : X × X → R, from the metric
g : TM × TM → R.
1.2 Thesis overview
1.2.1 Part one
The first part of this thesis gives a review of singularities and the Abstract Bound-
ary.
Chapter two
We begin by discussing singularity theorems and the need for boundary construc-
tions in the analysis of singularities. We spend a while doing this to highlight the
distinction between incomplete geodesics and singularities.
We do not spend as much time reviewing boundary constructions since this has
been done elsewhere [3, 101]. We do, however, focus on the ideological differences
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between boundary constructions and try to display the historical development of
the ideas behind boundary constructions so that the reader can better understand
why the Abstract Boundary is needed and how it arose.
Chapter three
We present here a review of the body of knowledge about the Abstract Boundary
that is relevant to this thesis.
1.2.2 Part two
Part two gives the details of two alternative constructions for the Abstract Boundary,
that reveal its mathematical structure more clearly than the original construction.
Chapter four
This chapter is the first of the original content, in this thesis. We present a one-to-
one correspondence between equivalence classes of the set of envelopments, Φ(M)
of a manifold M and a certain subset, D(M), of the set of equivalence classes of
topological metrics on the manifold. This chapter lays an important conceptual and
mathematical framework for the next three chapters.
Chapter five
Chapter five continues the ideological arguments of chapter four and presents similar
material. This time we abstract away from manifolds and distances and work instead
only with the set of sequences without limit points and a set, DSeq(M), of functions
on these sequences, which parallels the set D(M). In the course of this discussion
we show how to construct Abstract Boundary-like sets for any topological space.
Chapter six
We review and reformulate the Abstract Boundary construction, so that the under-
lying structure is made clearer. Then we use the material of chapters four and five
to give two alternative constructions for the Abstract Boundary. By doing so we
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show that the Abstract Boundary is fundamentally about sequences and the ‘dis-
tance’ between sequences. This in turn shows that the Abstract Boundary straddles
the same fine line between topology and analysis as does the study of topological
metrics.
Chapter seven
We discuss the important problem of classifying the metrics that belong to D(M).
This is a non-trivial problem and we make no attempt to solve it. We do, however,
present a number of examples to illustrate metrics that do and do not belong to
D(M), as well as discuss several ways to attack the problem.
1.2.3 Part three
In this part we discuss the relationship between curves and the Abstract Boundary.
Our motivation is to better meld the physical content of space-times with the Ab-
stract Boundary as well as to illustrate a particular problem that can occur. We
give two examples by strengthening the Abstract Boundary singularity theorem and
by defining the past/future of Abstract Boundary points.
Chapter eight
We begin by discussing the importance and behaviour of ‘winding’ curves. We
present a number of results pertaining to the classification of curves by the number
of accumulation points they possess and then use them to improve the Abstract
Boundary singularity theorem.
Chapter nine
As an example of the problems discussed in chapter eight, we give a definition of
causal structure for the Abstract Boundary. We encounter a problem in the guise
of ‘winding curves’ and generalise the strong causality condition to overcome it. We
also discuss some of the differences between our definition and the usual definition
of causality.
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1.2.4 Part four
In part four we build on the research program suggested by Ashley and Scott in [5],
by investigating the problem of the physical properties of the incomplete geodesics
predicted by the singularity theorems in [59]. While the material here does not
directly refer to the Abstract Boundary, it is none-the-less intimately connected via
the material in [5].
Chapter ten
We start by reviewing the details of the Penrose-Hawking singularity theorems. By
analysing their proofs we are able to make a handful of conclusions about the prop-
erties of the predicted incomplete geodesics. We discuss these conclusions within the
context of the increasing strength and the physicality of each singularity theorem’s
assumptions. We finish the chapter by suggesting a set of conditions with which to
start investigation of the physical properties of the predicted incomplete curves.
Chapter eleven
By comparing the conclusions of the singularity theorems, derived in chapter ten, to
the Krolak strong curvature condition we observe that there is a problem with fitting
them together. To solve this problem we prove necessary and sufficient conditions
for a geodesic to satisfy the Krolak strong curvature condition. This reduces the
problem of connecting physical properties to predicted incomplete geodesics to an
analysis of the limiting behaviour of a single divergence along the geodesic. We then
give a preliminary result which shows that maximal extension of a metric is related
to the behaviour of parallelly propagated frames. Future work, linking parallelly
propagated frames and jacobi fields would allow us to derive the necessary results
about the limiting behaviour of divergence along geodesics.
1.2.5 Part five
Chapter twelve
We provide a final review of the material presented here, placing it within a single
context and emphasising future research directions.
6 Chapter 1. Introduction
1.2.6 Appendix
Appendix A
We give a large number of standard results, for the benefit of the reader. For the
most part, the results listed here are given in the thesis where they are first used.
Part I
Preliminary Material
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Chapter 2
Singularities and their legacy
2.1 Singularities in general relativity
Singularities are a general feature of physics. A common example comes from clas-
sical electrodynamics. The potential of an electric field generated by an electron has
the form 1
r
, in polar coordinates. This potential diverges to ∞ as we let r go to 0.
We can say that the potential tends to infinity in finite parameter length. Typically,
this behaviour is called singular and the origin is called the singularity. Think of
the potential as ‘containing’ the singular behaviour and the polar coordinates as
‘describing’ the behaviour.
In general relativity we see similar behaviour. This behaviour, however, has one very
important difference from other classical physics theories. In general relativity the
mathematical object that contains the singular behaviour is intimately connected
to the object that describes the behaviour. In the example above the object that
contains the singular behaviour is the field, 1
r
, but the object that describes the
behaviour is the background space; in 4 dimensions it could be R4 plus a Lorentzian
metric, g, that describes distance (among other things). In general relativity the
mathematical object that contains the singular behaviour is the metric, g, itself.
This causes substantial problems, indeed the majority of this thesis is about devel-
oping mathematical tools to adequately deal with these problems.
As mentioned general relativity uses a Lorentzian metric on a manifold to describe
space-time. By definition, the metric must be non-degenerate on the manifold.
This means that the metric must be well-behaved at all points on the manifold, or
that there are no points that are ‘singular’. There may be singular behaviour, but
there are no points which can be called singular. It is this issue which causes the
mathematical problems relating to singularities in general relativity.
To clarify I shall illustrate our two examples in more mathematical detail.
9
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First, the case of a simplified electric field generated by an electron. The underlying
manifold is R4 and we choose Euclidean coordinates, (t, x, y, z)1. The object with the
singular behaviour is a function from R4 to R, defined by f(t, x, y, z) = 1√
x2+y2+z2
.
Note that the singular behaviour occurs as we limit to the origin and that the origin
forms part of the mathematical structure.
Second, the case of the gravitational potential inside a non-rotating, non-charged,
black hole, called the interior Schwarzschild space-time. Let m ∈ R, then the
manifold is B3\{origin}×R (where B3 is the three dimensional ball) and we choose
Euclidean coordinates, (t, x, y, z), so that 0 <
√
x2 + y2 + z2 < 2m. The object
with the singular behaviour is the metric, g, which in these coordinates takes the
form


−
(
1− 2m√
x2+y2+z2
)
0 0 0
0
(
1− 2m√
x2+y2+z2
)−1
0 0
0 0 x2 + y2 + z2 0
0 0 0 (x2 + y2 + z2) sin2 θ


In this case we can see that the metric has components that tend to 0 and ∞
as
√
x2 + y2 + z2 tends to 2m and to 0. These are an examples of singular be-
haviour. Unlike the previous example, even though the singular behaviour occurs
as
√
x2 + y2 + z2 tends to 2m and 0 the points (t, x, y, z), where
√
x2 + y2 + z2 is
equal to 0 can not be part of the mathematical structure; if they were the function
g would be degenerate and hence not be a metric. This same fact is not true for the
points (t, x, y, z), where
√
x2 + y2 + z2 is equal to 2m. By choosing different coordi-
nates, it is possible to define a metric on a larger manifold than extends g through
these points [74]. This is an example of what is called a coordinate singularity: the
singular behaviour is a figment of our own construction, via our choice of coordi-
nates. This neatly illustrates that the study of singular behaviour can be complex.
See [16] and either [19] or [45] for further examples of coordinate singularities.
To summarize: for the first example the singularity is a part of the mathematical
structure and in the second example it is not. This is forced on us by the definition
of the objects that contain the singular behaviour.
1We use a euclidean coordinate system here to avoid technical issues with the origin not being
part of spherical coordinates.
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We have seen that there can be no singularities in general relativity, in the usual
sense. This does not, however, mean that we can ignore ‘singular behaviour’. Indeed
by virtue of singularities influencing physical behaviour near by it, we are compelled
to examine the singular behaviour near them, see [45]. The study of singular be-
haviour in general relativity comprises of two problems; location and definition. I
shall continue this chapter by discussing and illustrating both problems.
2.2 The problems of singular behaviour in general
relativity
The obvious approach to studying singular behaviour is to use limits. This can be
done by using a chart to describe the direction of the limit. Unfortunately, this
raises the problem of location.
The limiting location of singular behaviour, studied via a particular chart, is co-
ordinate dependent. For example, in the interior Schwarzschild space-time we can
analyse the singular behaviour via the two limits r → 2m, t = 1, φ = pi
2
, θ = pi
2
and
r → 2m, t = 1, φ = 3pi
2
, θ = pi
2
. This gives us the behaviour as we approach the differ-
ent coordinate points (2m, 1, pi
2
, pi
2
) and (2m, 1, pi
2
, 3pi
2
). Alternatively, we can analyse
the singular behaviour in the coordinates, t, r′, θ, φ where r′ = r − 2m. Under this
transformation the two limits above become the limits r′ → 0, t = 1, φ = pi
2
, θ = pi
2
and r′ → 0, t = 1, φ = 3pi
2
, θ = pi
2
. In this chart we study the behaviour as we ap-
proach the two points (0, 1, pi
2
, pi
2
) and (0, 1, pi
2
, 3pi
2
), which (because of the polar nature
of the r′ coordinates) are both the same point. Thus, in two different charts, the
‘same’ limits give different locations for the singular behaviour. In one chart we lo-
cate the singular behaviour at two different locations, (2m, 1, pi
2
, pi
2
) and (2m, 1, pi
2
, 3pi
2
),
in the other chart the singular behaviour is located at one location (0, 1, θ, φ).
This is a simplistic example. In many cases the location of the singular behaviour
under different coordinates is not as clear as in this example, see [98, 97]. We need
to find some way to describe the location of singular behaviour that accounts for
changes of coordinates, or a definition of the location of singular behaviour that is
coordinate invariant. This is the problem of location.
The next problem associated with singular behaviour is its classification. We call
this the problem of definition: when does singular behaviour imply the existence of
a singularity?
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To clarify we will again use the interior Schwarzschild example. As originally pre-
sented in the coordinates (t, r, θ, φ) the metric took the form


− (1− 2m
r
)
0 0 0
0
(
1− 2m
r
)−1
0 0
0 0 r2 0
0 0 0 r2 sin2 θ


The metric seems to have singular behaviour towards r = 2m and r = 0. There
is, however, no pathological behaviour for r = 2m. We can express the metric in a
different chart. Let,
r∗ =
∫
1
1− 2m
r
dr
= r + 2m log |r − 2m|
and define v = t + r∗. We shall use new coordinates (v, r, θ, φ) in which the metric
is given by, 

− (1− 2m
r
)
1 0 0
1 0 0 0
0 0 r2 0
0 0 0 r2 sin2 θ


which we can see has no singular behaviour towards r = 2m.
We can define a new space-time with manifold R3\{origin}×R and with coordinates
v, r, θ, φ where 0 < r and the metric is


− (1− 2m
r
)
1 0 0
1 0 0 0
0 0 r2 0
0 0 0 r2 sin2 θ


Then the region given by 0 < r < 2m is diffeomorphic to the interior Schwarzschild
space-time. The singular behaviour of the Schwarzschild space-time at r = 2m has
thus been shown to be a result of a bad choice of coordinates.
There is a wide variety of behaviour that can be transformed, like this, to look very
different, see [16, 19, 45, 98, 97]. In dealing with singular behaviour we must develop
some way to be able to identify these different behaviours. This is the problem of
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definition: when does singular behaviour lead to the existence of a singularity? Some
further discussion can be found in [42].
There have been two principle approaches in the literature to these problems. The
first is to approach them on a case-by-case basis, to analyse each space-time indi-
vidually using properties of the space-time to build understanding of the singularity.
See [25] for an advocation of a sophisticated example of this approach or [97] and
[98] for a more constructive example. The second is to find a ‘universal method’,
which can be applied to any space-time, for example, [99].
The first approach is useful. Its main flaw is that, by considering each space-time
separately, the definition of what constitutes singular behaviour can change. In
addition, for any particular space-time, what is and is not singular behaviour is
somewhat open to interpretation.
The second approach, avoids the ambiguity created by a case-by-case analysis by
providing a general construction applicable to a wide class of space-times. The
usual approach, [42, 44, 94], is to attach boundary points to the manifold to give a
unique location for the singularity. This can be problematic. In the Schwarzschild
space-time, should we represent the singularity at the origin as a point, or a sphere,
or some other surface? In the case of complicated space-times, such as the Curzon
space-time ([98, 97]), one choice of points cannot do justice to the full range of
singular behaviour and so by attaching points to the manifold we can unnecessarily
complicate the study of singularities.
The Abstract Boundary [99] avoids both of these problems by giving a prescription
of the location of a singularity that allows for re-expression of its location in any
coordinates. So that in one representation the singularity is a point and in another
it is a surface.
Of course all of this is not quite as black and white as we have discussed above. For
singularities that are a subset of what Ellis and Schmidt, [31], called ‘quasi-regular
singularities’, the local structure is such that a well defined notion of location can be
given without reference to any boundary construction [115]2. Hence the problem of
location is readily answered in this particular case. In addition, Vickers has discussed
such singularities within the context of cosmic strings and distributional solutions to
Einstein’s field equations [105, 114, 115, 116]. The result is an answer to the problem
2This is done via the use of a covering space and a group action leaving the ‘points’ of the
singularity fixed.
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of definition: Such singularities should be seen as physical objects. None-the-less,
in the majority of cases, boundary constructions are needed to properly work with
singular behaviour. Indeed in [116] Vickers uses the b-boundary to analyse a larger
class of quasi-regular singularity and in [115].
We now discuss the most common boundary constructions from the point of view
of the problems of location and definition. We do not give a detailed overview since
two excellent reviews already exist, see [3] and [101].
2.3 Boundary constructions and the problems of
location and definition
2.3.1 The g-boundary
The g-boundary [41] attaches a point to the end of every incomplete geodesic in the
space-time. The set of all of these points by ∂g. The elements of ∂g are identified via
an equivalence relation so that the space-time with attached points satisfies certain
topological properties. When the space-time is maximally extended every point of
∂g is classified as a singularity [41].
The g-boundary, as originally given, attempted to specify a unique boundary for
any space-time. Further investigation [43] has shown, however, that the equivalence
relation given in [41] produces unsatisfactory topological properties in some simple
space-times.
There are a number of problems with the g-boundary. Firstly, in [42] Geroch presents
a space-time with no g-boundary which contains an incomplete causal curve. The
presence of this curve shows that the space-time contains singular behaviour and
yet no g-boundary singularities. This shows a failure of the g-boundary to answer
the problem of location.
The g-boundary fails to answer the problem of definition, by defining all elements
of ∂g to be singular points, for a maximally extended space-time. As we shall see in
chapter 3, maximal extension is not a sufficient condition for a boundary point to be
a singularity. In addition there is some ambiguity in the choose of the equivalence
relation, [41], and the ensuing need to consider each space-time on a case-by-case
basis defeats the purpose of a boundary construction. Hence the g-boundary fails
to provide a sufficiently detailed answer to the problem of definition.
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None-the-less the g-boundary was an important step in the development of boundary
constructions. Geroch showed that it was possible to construct such a boundary and
he also demonstrated its importance, [41, 42].
For more information about the problems of the g-boundary refer to [3, 41, 42, 43].
2.3.2 The b-boundary
The b-boundary [92] constructs a topological metric on the bundle of linear frames
over the space-time and uses the continuous action of a group on the bundle to
create a projection from the cauchy completion of the bundle to a manifold. By
construction, this new manifold contains the original space-time as an open dense
set.
This construction gives a uniquely determined boundary, ∂b. For example there is
no choice of an equivalence relation. Each boundary point is located at the end of
an incomplete curve and every incomplete curve ends at a boundary point, [92]. A
singularity is a point p ∈ ∂b that is an element of ∂b for all extensions of the manifold,
[92]. Because of these properties the b-boundary solves the two main problems of
the g-boundary, mentioned above.
Where the g-boundary does not include enough boundary points, however, the b-
boundary includes too many. In particular, incomplete curves that are contained
in compact regions (such as occur in the Misner space-time) should not end at
singularities, since these singularities will not be T1 separated from the limit points
of the curve, see theorem 5.1 of [92]. In addition Johnson, [65], has shown that
the b-boundary gives non-Hausdorff behaviour for a large class of spacetimes, which
includes both the Schwarzschild and Friedmann solutions. The acceptance of such
behaviour is an ideological position, see [50, 51]. Geroch, Penrose and Kronheimer,
[44], have stated that
“...since so little is known at present about the details of the structure of
space-time singularities, one would like to have techniques that can - in
principle, at least - cope with virtually any type of situation consistent
with the requirements of causality.”
On this point the b-boundary fails. Additionally, since the abstract boundary avoids
the this non-T1 behaviour, while still capturing all the physical details of the b-
boundary, the acceptance of non-T1 becomes a moot point.
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The b-boundary also suffers from another problem. It identifies singularities which,
due to physical properties, are better considered to be separate, see [14, 15, 65, 66].
One example is the identification of the past and future singularities of the FRW
cosmology. Hence the b-boundary’s answer to the problem of location is inadequate.
The b-boundary answers the problem of definition by defining all points of ∂b that are
an element of ∂b for all extensions of the manifold to be singularities, [92]. In addition
there is a classification of these singular points based on the limiting behaviour of the
metric g and related tensors and scalars, [31]. While adequate, we shall see in chapter
3 that more detail can be added to this definition of singularity. We note in passing
that the classification given in [31] can be adapted to the essential singularities of the
Abstract Boundary. Hence, while the b-boundary does an adequate job of answering
the problem of definition the Abstract Boundary provides a more nuanced approach.
It is worthwhile noting that Dodson [28, 29] and Slupinski and Clarke [102] have
attempted to modify the definition of the b-boundary to avoid the problems men-
tioned above. These new constructions, however, suffer from other criticisms, see
[3] for a discussion. A great deal of work has been done on/using the b-boundary.
For more information please refer to [3, 14, 15, 23, 25, 28, 29, 30, 43, 49, 52, 61, 62,
65, 66, 95, 93, 94, 102, 103, 104, 113].
2.3.3 The c-boundary
The c-boundary uses the causal structure of the space-time to define a boundary [44].
A future (past) set C is a set so that I+(C) = C (I−(C) = C). An indecomposable
future (past) set is a future (past) set that is not the union of at least two proper
subsets that are also future (past) sets. In any distinguishing space-time there exists
a correspondence between the set of points in the space-time and a subset of all future
(past) indecomposable sets. The set of all future (past) indecomposable sets can be
given a topological structure and by using the (above-mentioned) correspondence
the space-time can be homeomorphically mapped onto its image. The points in the
set which are not in the image of the map are called the future (past) c-boundary, ∂fc
(∂pc ). In order to create a single boundary for the space-time an equivalence relation
is used to identify elements of ∂fc and ∂
p
c .
In [44] we are given the theorem:
2.3.1 Theorem. A subset of a space-time is of the form I−(γ) for some timelike
curve γ if and only if it is an indecomposable past set.
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Thus c-boundary points are located at the ends of causal curves, which do not have
endpoints in the space-time. The paper [44] does not give an explicit definition of
a singularity. It does imply, however, that the g-boundary can be classified into
singular points and points at infinity.
The equivalence relation given in the original c-boundary paper [44] gives unphysical
and unintuitive answers in many simple space-times [75, 79, 107, 76]. This has led
to some debate as to the correct form of the equivalence relation and the necessity
to use a topology, [17, 54, 77, 79, 86, 107, 108]3. To date, however, there is no strong
evidence for choosing any particular relation over any other, as similar problems have
been found with these suggestions [34, 77, 79, 76]. In the very recent paper [34] Flores
has claimed to have produced a construction in which, “...all previous objections
disappear”. Certainly Flores has shown that his construction gives suitable results
on many standard examples, but the construction is not necessarily unique, see
theorem 7.2 of [34]. In addition it is yet to be seen if new examples can be given
which show that Flores’ construction suffers from similar problems as those in [17,
86, 79, 107].
In addition to this ambiguity, as the c-boundary ascribes an endpoint to every causal
curve, it suffers from the similar non-T1 behaviour as the b-boundary. While it is
possible to remove these points directly from ∂c, as is done in [34], this behaviour may
indicate an underlying problem, depending on one’s idealogical position regarding
precompact incomplete geodesics, see chapter 8. Hence on these two counts the
c-boundary fails to give an adequate answer to the problem of location.
There is no systematic classification of c-boundary points. There is, however, no the-
oretical impediment to applying a similar classification as used in the b-boundary.
In [44] the authors discuss singular c-boundary points of the Schwarzschild space-
time, by an appeal to the incompleteness of geodesics. In [107] ‘naked’ boundary
points are defined through an appeal to the structure of TIP’s and TIF’s. This
indicates that a more thorough classification maybe possible. Hence, while the c-
boundaries answer to the problem of definition is deficient this is probably due to
lack of research.
3Correspondence between a reviewer and Geroch demonstrates that Geroch believes the use of
a topological structure in the original construction of the c-boundary was a mistake. Given the
complex structures that the definition of TIPs and TIFs entail, [34], this is an understandable
detour in a technical and complex landscape.
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Development of the c-boundary still continues. For further reading consult [1, 2,
3, 17, 20, 24, 34, 35, 53, 54, 55, 56, 68, 77, 75, 79, 86, 87, 91, 100, 108] and the
references therein.
2.3.4 The Abstract Boundary or the a-boundary
Unlike the previous boundaries the Abstract Boundary [99] makes no unique choice
of boundary. Rather it asserts that any topological embedding, φ : M → N
(dim M = dim N ), gives a viable boundary, ∂φ = φM− φM. This means that a
boundary is constructed for every such embedding of the manifold. An equivalence
relation is formed on the union of all subsets of each boundary. This allows us to
construct the abstract boundary, B(M). An element of B(M) is an equivalence
class of a point in a boundary ∂φ = φM− φM for some φ : M → Mφ an em-
bedding where Mφ is of the same dimension as M. Each subset in the equivalence
class expresses the same information but in a different way.
There is an interesting analogy (that only goes so far!) between vectors and el-
ements of B(M). Let v be a vector in R2, in different coordinates v could be
represented as (0, 0), (1, 2), (pi, pi
2
) or any other ordered pair. We can consider v as
the set of all ordered pairs, that in a given coordinate system represent v. So that
v = {(0, 0), (1, 2), (pi, pi
2
), etc...}. In fact, this is a way of representing vectors, as
an equivalence class on the set of all ordered pairs of all coordinates on R2. So,
just as elements of the equivalence class corresponding to v tell us different infor-
mation about v, so too do elements of an equivalence class of B(M) tell us different
information about that element of the boundary. We can think of embeddings as
coordinates and elements of B(M) as vectors.
As mentioned this analogy only goes so far. For example an element of the Abstract
Boundary might not have a representative in a particular embedding, while a vector
will always have a representation in a particular coordinate system.
It is remarkable that such an all encompassing structure as B(M) can give us any
information at all, let alone answers to the problems of location and definition. The
B(M) locates boundary points at the ends of sequences that have no limit points
in M. If the manifold also has a connection then these boundary points can be
classified into five types: pure and directional singularities, pure and mixed points
at infinity and indeterminate points. The definitions of pure and directional singu-
larities and pure and mixed points at infinity fit with our intuition. Indeterminate
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points are points through which it is possible to extend the manifold and connection,
in some embedding. This classification is dependent on a choice of preferred curves,
such as affinely parameterised causal geodesics, or causal curves with generalised
affine parameter.
The abstract boundary does not suffer from the same issues as the g, b or c-
boundaries. It does, however, have its own problems, but unlike the other boundaries
they are to do with calculation, rather than the ideology behind its construction.
Firstly, due to its definition B(M) is impractical to compute since it requires knowl-
edge of all possible embeddings of the manifold. There are, however, a number of
results (see figure 3.2) that can be used to gain information about B(M) without
explicitly constructing it. Examples of how these results are used can be found
in [85]. In part II we give an alternative construction of the Abstract Boundary
that, although not solving this problem, will allow for easier applications in some
situations.
Secondly, because boundary points are located at the end of sequences, rather than
curves, the curves that create the non-T0 behaviour in other boundary constructions
cause different problems, in certain situations. For example if we have a precom-
pact incomplete geodesic γ to which a boundary point p is associated then in any
reasonable topology on the manifold union boundary the point p will be non-T0 sep-
arated from the limit points of γ. When there exist two embeddings φ1 :M→Mφ1
and φ2 : M → Mφ2 so that for some curve γ, φ1(γ) has multiple limit points in
∂(φ1(M)) but φ2(γ) has only one limit point in ∂(φ2(M)), we see the ghost of this
non-T0 behaviour affect the a-boundary. These problems have to do with the inter-
play between the limiting behaviour of these curves and of sequences on the curves.
We discuss this problem and give more complete examples in part III.
Thirdly, because the classification of boundary points depends on a choice of pre-
ferred curves it is possible for the same boundary point to have a different classifi-
cation for different choices of curves. This is subtly different from the issue of the
choice of an equivalence relation in the g and c-boundary. For the g and c boundary
the choice of curves was used in the construction of the boundary, while for the
a-boundary the choice only affects the classification of boundary points, not the
construction of the boundary itself. Additionally, while we are free to make any
choice of curves we wish, there is a consensus in the community that in order to
study singularities it is necessary to work with all causal curves, or at the very least
all causal geodesics, see [42]. Thus we could choose our class of curves to be all
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causal curves with generalised affine parameter with no ill effects.
2.3.5 Other boundary constructions and approaches to sin-
gularities
There are a number of other boundary constructions. The most notable of which
are the atlas or A-boundary of Clarke, [26], the causal boundary (as distinct from
the c-boundary) of Garcia-Parrado and Senovilla [36, 37, 38, 39, 40] and the singular
cauchy boundary of Gruszczak, Heller and Pogoda [47, 48].
We do not discuss these boundaries here, either because they are rarely used in the
literature (the A-boundary is used for one theorem in [26], see page 51), are very
new and use a similar ideology as the a-boundary (the causal boundary [37]) or are
very similar to the b-boundary (the singular cauchy boundary [49]).
2.4 An overview of singularity theorems
When the first solutions to Einstein’s field equations were found to have singular-
ities, people thought that these were due to the very high level of symmetry built
into these solutions [7, 59, 101]. In 1955, however, the first singularity theorem was
published by Raychaudhuri [88], and independently confirmed in 1956 by Komar
[69] (see [101]). These theorems depended on precise forms of matter, however,
and so the debate about the existence of singularities continued. After the subject
had developed enough tools to handle the global properties of space-times, Penrose
published the first ‘modern’ singularity theorem [83]. This was quickly followed by
singularity theorems due to Hawking, Geroch, Ellis and others, see [113]. These
results showed that there must exist incomplete causal geodesics, if certain general
properties of matter and of the universe were satisfied. Due to the issues discussed
in section 2.2 we know that, without a proper definition of a singularity, one cannot
prove that incomplete geodesics imply that there must be a singularity. Nonetheless,
geodesic incompleteness is usually assumed to be a sufficient indicator of the exis-
tence of a singularity. Hence theorems of this sort are called singularity theorems
and are usually assumed to show that singularities are a generic feature of solutions
to Einstein’s field equations4, see page 750 of [101] for further discussion.
4The Abstract Boundary singularity theorem 3.3.3 gives both necessary and sufficient conditions
for geodesic incompleteness to be equivalent to the existence of a non-removable singularity.
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Here we review the more famous of the singularity theorems, in order to give the
reader some idea of the importance of them. Since we cover the details of four of the
modern singularity theorems in part IV we only give an outline of the field here.
Each of the singularity theorems has three basic assumptions; firstly, an assumption
about the nature of matter, secondly, an assumption about causality and thirdly, an
assumption about initial or boundary conditions of the collapse or expansion. Of
course each of these assumptions is open to debate and much work has gone into
weakening them, see [10, 11, 12, 13, 22, 67, 78, 89, 90, 101, 109, 113, 111] and the
references therein.
As mentioned previously, the first singularity theorem was proven, independently,
by Raychaudhuri in 1955, [88], and Komar in 1956, [69]. Here we state a modern
version of their result from [101].
2.4.1 Theorem. Assume that the matter content of the space-time can be described
by an energy-momentum tensor of the perfect fluid type and that the velocity, u of
the fluid is geodesic (non-accelerating) and irrotational. If the expansion is positive
at an instant of time and the energy condition R(u, u) ≥ 0 holds, then there is a
matter singularity in the finite past along every integral curve of u.
This theorem is specialised; however, it makes few assumptions about the geometry
of the space-time. At the time this was an important theorem to counter the claims
that singularities arose as a result of symmetry.
This theorem also relied on what is now known as the timelike Raychaudhuri equa-
tion,
d
dτ
θ = −Ric(γ′, γ′)− tr(ω2)− tr(σ2)− θ
2
n− 1
This equation relates the expansion (θ), vorticity or rotation (ω), and shear (σ) of
a congruence of timelike geodesics (γ) to the curvature of space-time (τ is the affine
parameter of the congruence and n is the dimension of the space-time). It can be
derived from the geodesic deviation equation, although when this result was first
published that was not the route followed. Note that there is also a version of the
Raychaudhuri equation for null geodesics.
The Raychaudhuri equation is fundamental to all singularity theorems since it is used
to place bounds on the length of affine parameter traveled before conjugate points
form along a geodesic. Conjugate points are fundamentally related to incompleteness
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in geodesics and therefore also to the proofs of the singularity theorems. Refer to
the proofs in section 10 for examples of this relationship.
This singularity theorem differs from the others in one important regard; it makes
specific claims about the nature of the singularity and where it is located. It is an
interesting feature of singularity theorems, that the more general they are, the less
specific the result becomes with regards to the nature of the singularity.
Singularity theorems that use global techniques to derive the existence of an incom-
plete geodesic are often referred to as ‘modern’ singularity theorems.
The first of these was proved by Penrose in [83]. We present here the version in [59,
pg 273].
2.4.2 Theorem. A space-time (M, g) cannot be null geodesically complete if
1. for all null vectors v, R(v, v) ≥ 0,
2. there exists a non-compact cauchy surface H in M,
3. there exists a closed trapped surface T in M.
This theorem generated allot of further research, along similar lines, see [113] for a
review. The idea behind the proofs of all of the majority of these theorems is the
same. It goes as follows: assume that the space-time is null/timelike/non-spacelike
geodesically complete; show that some set (D+(S), E+(S), . . .) is compact by using
the convergence condition, energy condition, the Raychaudhuri equation and the
completeness of the class of geodesics to show that along some congruence each
geodesic must have a conjugate point a finite distance in the future or past; then
use the causality condition to show that there is a contradiction.
This theorem makes no claims as to the nature of the singularity. Some information,
however, can be found after an analysis of the proof. This information is much less
revealing than for the Raychaudhuri-Komar result, but is still useful. See part IV.
As mentioned above, Penrose’s theorem sparked a great deal of interest in similar
results. Most of which involved weakening one or more of the conditions, see above
for a list of references. An excellent example was proved by Maeda and Ishibashi in
1996, [78].
2.4.3 Theorem. The following three statements cannot all hold simultaneously in
a space-time:
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1. Every endless causal geodesic (a geodesic with an affine parameter defined for
all of R) has a pair of conjugate points.
2. The space-time is not totally vicious and, if the chronology condition fails at
the set V ⊂M, then either,
(a) There exists p ∈ ∂V such that for all U ∈ N(p) and all closed future-
directed timelike curves, γ, intersecting V ∩U , there exists a compact set
K so that γ ⊂ K, or
(b) for all p ∈ V and all q 6∈ I+(p) ∩ I−(p) the set (∂J+(q) ∩ ∂J−(q)) ∩
(I+(p) ∩ I−(p)) is not empty.
3. There exists a trapped set.
In this theorem the energy condition has been replaced by 1. This can be done
because the energy condition in a singularity theorem is usually used to prove some
thing similar to 1 via the Raychaudhuri equation. Statement 2 is a rather technical
condition about the exact nature of causality violation. It is much weaker than the
usual causality condition used because it only deals with violation of the chronol-
ogy condition, while most other singularity theorems assume the strong causality
condition. We can see here that, without increasing the strength of the other two
conditions, the causality condition has been significantly weakened.
There are cosmologies that violate the energy conditions assumed by most singularity
theorems. Some work has been done to mitigate this problem, see [9, 67, 110]. Most
notably the strong energy condition can be replaced by the weak energy condition
and/or an averaged strong energy condition. Namely, that
∫
R(γ′, γ′) dτ ≥ 0
along a geodesic γ and where
∫
R(γ′, γ′) dτ = 0
only if R(γ′, γ′) = 0 everywhere on γ.
Additionally, in most cases it is possible to weaken one of the three conditions by
increasing the strength of another, see [11] and [12] for an example.
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Lastly, there are a number of results that exploit gravity waves to show that singu-
larities can form in vacuum solutions to Einstein’s field equations. This theorem is
taken from [112]; refer to [46] for a thorough review.
2.4.4 Theorem. Suppose that a space-time contains two global space-like killing
vectors ξ2 and ξ3 acting on space-like surfaces with R
2 topology. Take a pseudo-
orthonormal basis k, l, ξ2, ξ3 and assume that at least one of the Newman-Penrose
quantities σ, λ,Ψ0,Ψ4,Φ00,Φ22 is non-zero at some point p ∈ M. If ξi, i = 2, 3 is
tangent to a partial Cauchy surface Σ 3 p which is non-compact in the spacelike
direction orthogonal to ξi, and the null convergence condition holds, then M is null
geodesically incomplete.
Clearly, there is a wide variety of singularity theorems, some more useful than others,
with some giving more information about the singular behaviour than others. Be-
cause of the development of such theorems, singularities are assumed to be part and
parcel of dealing with General Relativity. Anyone who wishes to work in General
Relativity needs to be able to work with singularities and to work with singularities
requires a consistent, mathematically precise definition, which gives a location to
the singularity and does not need intuition to guide its application. We advocate
the Abstract Boundary as just such a tool.
Chapter 3
A review of the Abstract
Boundary
This chapter reviews the aspects of the Abstract Boundary needed for the rest of
the thesis. We do not attempt to give a thorough overview. For those that are
interested, please refer to the papers [4, 5, 32, 33, 99]. There is also additional
material in Ashley’s PhD thesis [3] and Philpot’s honours dissertation [85].
As mentioned earlier the Abstract Boundary takes a very different ideological ap-
proach to the construction of a boundary. It still attempts to answer the problems
of location and definition, but it does so in a very different way. After giving the
definition we shall discuss how the Abstract Boundary answers these two problems.
3.1 The Abstract Boundary
In this section we present the Abstract Boundary. Apart from a few remarks and a
definition, this section is a condensed version of the paper [99].
3.1.1 Preliminaries
Embeddings and boundary sets
This subsection covers the necessary definitions and results for the construction of
the Abstract Boundary. We begin by defining an envelopment, move on to boundary
sets and lastly define an equivalence relation on boundary sets that will allow us to
construct the Abstract Boundary.
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3.1.1 Definition. Let M and M′ be manifolds of the same dimension. If there
exists φ :M→M′ a C∞ embedding, then M is said to be enveloped by M′, M′
is the enveloping manifold and φ is an envelopment. Since both manifolds have the
same dimension, φM is open in M′.
3.1.2 Definition. A boundary point of an envelopment φ : M → Mφ is a point
p ∈ ∂φM. A boundary set of an envelopment is a non-empty set B ⊂ ∂φM.
We are now in a position to define a partial order (the covering relation) on the set
of all boundary sets of all envelopments. This partial order is used to construct the
equivalence relation necessary to form the the Abstract Boundary.
3.1.3 Definition. Let φ : M → Mφ and ϕ : M → Mϕ be envelopments. Let
Bφ be a boundary set of φ and Bϕ a boundary set of ϕ. Then Bφ covers Bϕ or
equivalently Bφ  Bϕ if for every U ∈ Nφ(Bφ) there exists V ∈ Nϕ(Bϕ) so that,
φϕ−1(V ∩ ϕM) ⊂ U.
When either of the boundary sets is a singleton {p} we shall write pB rather than
{p}B.
Before we give the equivalence relation, there are a number of important results
about the covering relation that we shall need later.
3.1.4 Theorem. A boundary set B covers a boundary set B′ if and only if B covers
every point p ∈ B′.
3.1.5 Theorem. A boundary set Bφ ⊂ ∂φM covers another boundary set Bϕ ⊂
∂ϕM if and only if for every sequence {xi} ⊂ M so that {ϕxi} has an accumulation
point in Bϕ, the sequence {φxi} has an accumulation point in Bφ.
Given the importance of this theorem in part II of this thesis, we provide an outline
of the proof.
Proof. Assume that Bφ  Bϕ. Suppose that {xi} is a sequence in M so that {ϕxi}
has an accumulation point in Bϕ. Choose some nested collection of open sets
Ui ∈ Nφ(Bφ) so that
⋂
Ui = Bφ then using the covering condition it is possible
to construct a subsequence {yi} of {xi} so that {φxi} has an accumulation point in
Bφ.
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Assume that Bφ 6Bϕ. Then there exists U ∈ Nφ(Bφ) so that for all V ∈ Nϕ(Bϕ),
φϕ−1(V ∩ϕM)\U 6= ∅. This condition can be used to construct a sequence {xi} so
that {ϕxi} has an accumulation point in Bϕ but {φxi} has no accumulation points
in Bφ.
We are now able to define the necessary equivalence relation.
3.1.6 Definition. Given two boundary sets, B,B′, if BB′ and B′B then B is
equivalent to B′ and we write B ≡ B′.
3.1.7 Theorem. The relation ≡ is an equivalence relation.
Curves
The classification of the boundary points requires the choice of a family of curves.
We remind the reader of a few definitions and then define a property that we require
our family of curves to satisfy.
3.1.8 Definition. A (parametrised) curve in a manifold M is a C1 function γ :
[a, b) → M whose tangent vector γ′ nowhere vanishes. Such a curve will be said
to start at γ(a). If b < ∞ the parameter is said to be bounded, otherwise the
parameter is said to be unbounded.
For convenience we give the following definition, which was not used in [99], but is
extremely useful.
3.1.9 Definition. Let γ : [a, b)→M be a curve. A full sequence in γ is a sequence
{xi = γ(ti)}, with {ti} ⊂ [a, b) a sequence so that so that i < j if and only if ti < tj
and limi ti = b.
This definition allows us to state the next definition more succinctly than in the
original paper. The concept of a full sequence is important in the Abstract Boundary,
as will be shown in part III.
3.1.10 Definition. Let γ : [a, b) → M be a curve. A limit point of γ is a point
p ∈M such that there exists a full sequence {ti} in γ so that {γ(ti)} → p.
We now discuss the relationships between limit points of a curve and the partial
order on boundary sets.
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3.1.11 Definition. Let φ :M→Mφ be an envelopment. A curve γ : [a, b)→M
approaches a boundary set B of φ if the curve φγ has a limit point in B.
3.1.12 Theorem. If a boundary set B covers a boundary set B′ then every curve
in M which approaches B′ also approaches B.
Theorem 3.1.12 has no converse in the general case. We can, however, give a converse
if we assume a connectedness condition.
3.1.13 Theorem. If every curve inM which approaches a boundary set Bϕ ⊂ ∂ϕM
also approaches a boundary set Bφ ⊂ ∂φM, and if for all V ∈ Nφ(Bφ) there exists
U ∈ Nφ(Bφ) such that U ⊂ V and φM\U is connected, then Bφ  Bϕ.
We continue the main development of this subsection.
3.1.14 Definition. An endpoint p ∈M of a curve γ is a point inM so that every
full sequence in γ has p as a limit point. We write γ → p.
Equivalently, an endpoint p ∈ M of a curve γ : [0, b) → M is such that for all
sequences {ti}i ⊂ [0, b) so that {ti} → b, then {γ(ti)}i → p.
An implication of this is that the curve γ can be extended slightly to a curve λ :
[0, b] → M by defining λ(t) = γ(t), ∀ t ∈ [0, b) and λ(b) = p, as long as limt→b λ
exists and is non-zero.
3.1.15 Definition. A curve λ : [c, d) → M is a subcurve of γ : [a, b) → M if
[c, d) ⊂ [a, b) and λ = γ|[c,d). If a = c and d < b then γ is said to be an extension of
λ. In this case we say that λ is extendible. An inextendible curve is one that has
no extension.
3.1.16 Definition. A change of parameter is a strictly monotone increasing C1
function, s : [a, b) → [c, d) so that s(a) = c. The curve λ : [c, d) → M is obtained
from γ : [a, b)→M by the change of parameter s if γ = λ ◦ s.
3.1.17 Definition. Let C be a family of parametrised curves in M such that,
1. for any p ∈M there is at least one curve, γ ∈ C, passing through p,
2. if γ ∈ C then so is every subcurve of γ,
3. for any pair of curves γ, λ ∈ C which are obtained from each other by a change
of parameter, either both parameters are bounded or both are unbounded.
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Then C is said to satisfy the bounded parameter property (b.p.p.).
Examples of such collections of curves are; geodesics with affine parameter in a man-
ifold, M, with affine connection, Cg(M); curves with generalised affine parameter
in a manifold with affine connection, Cgap(M); timelike geodesics with proper time
parameter in a Lorentzian manifold, Cgt(M).
3.1.18 Definition. A point p ∈ ∂φM, where φ is an envelopment, is a C-boundary
point or approachable if it is a limit point of some curve in C. If p is not approachable
then we say that it is unapproachable.
The following is stated in [99] but not proved.
3.1.19 Lemma. If p ≡ q and p is a C-boundary point then q is a C-boundary point.
Proof. Let p ∈ ∂(φ(M)) and q ∈ ∂(ψ(M)) be boundary points so that p ≡ q, where
φ : M →Mφ and ψ : M →Mψ are envelopments. Let γ ∈ C be a curve so that
p is a limit point of φ(γ) then by theorem 3.1.12 we know that q is a limit point of
ψ(γ). Therefore q is a C-boundary point as required.
3.1.2 The construction of the Abstract Boundary
We are now in a position to give the construction of the Abstract Boundary. We be-
gin by defining an Abstract Boundary set, then extend the covering relation to them.
Next we give a few useful results and finish by defining the Abstract Boundary.
3.1.20 Definition. An Abstract Boundary set is an equivalence class of boundary
sets, under the covering (). Given a boundary set B, we shall write [B] for the
equivalence class of B.
3.1.21 Definition. An Abstract Boundary set [B] is an Abstract Boundary point
if there exists {p} ∈ [B]. Rather than write [{p}] for such an Abstract Boundary
set, we shall write [p].
3.1.22 Definition. An Abstract Boundary point [p] is an abstract C-boundary
point, or approachable, if p is a C-boundary point. If [p] is not approachable then
we say that it is unapproachable.
It is possible to extend the covering relation to Abstract Boundary sets.
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3.1.23 Definition. Let [B], [B′] be two Abstract Boundary sets. If BB′ then we
shall say that [B] covers [B′] and write [B] [B′].
3.1.24 Theorem. Let [B], [B′] be two Abstract Boundary sets. The relation [B]
[B′] is well defined.
3.1.25 Theorem. If [B] [B′] and [B′] [B] then [B] = [B′].
Intuitively singularities are thought of as points, not sets. We hold to this idea in
the definition of the Abstract Boundary. This decision also prevents much of the
pathological nature of bad choices of boundary sets from making its way into the
Abstract Boundary.
An example of a bad choice of an Abstract Boundary set would be one that had a
cantor like set as a representative. This goes against our intuitive understanding of
singularities.
As has been showed in [33] such Abstract Boundary sets do not belong to the
Abstract Boundary. Fama and Scott have shown that if [B] ∈ B(M) then B is
compact. Thus Abstract Boundary points are nicely behaved.
We now define the Abstract Boundary.
3.1.26 Definition (The Abstract Boundary). The set of all Abstract Boundary
points is denoted by B(M), and is called the Abstract Boundary.
3.1.3 The classification of boundary points
We have now seen how to construct the Abstract Boundary. This answers the prob-
lem of location, since we know where the boundary points occur; at the topological
boundary of envelopments. The problem of definition, however, still remains. In
this section we present a classification of boundary points which can be generalised
to Abstract Boundary points. Note that although we define this classification using
a metric, we could equally well have defined it using an affine connection.
Figure 3.1, below, presents a schematic outline of the boundary point classification.
Regular points
Regular points are those boundary points through which it is possible to extend the
metric. We begin by defining what we mean by ‘extended’ and then define a regular
boundary point.
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3.1.27 Definition. Given a manifold M with a Ck pseudo-Riemannian metric g,
if there is an envelopment φ : M → Mφ so that there exists a C l (1 ≤ l ≤ k)
pseudo-Riemannian metric gφ on Mφ, where gφ induces g, we shall say that φ is a
C l extension, or thatMφ is a C l extension. Where l = k we shall simply write that
φ is an extension.
3.1.28 Definition (Regular boundary point). A boundary point p of an envelop-
ment φ :M→Mφ is C l regular for a metric g onM, if there exists a C l extension
Mϕ with metric gϕ so that Mϕ ⊂Mφ and φ|Mϕ = ϕ. Again, if l = k we drop the
C l.
Points at infinity
Points at infinity are boundary points that are ‘far away’, with respect to the chosen
family of curves. Points at infinity can be further subdivided into removable and
essential points at infinity. In turn, essential points, at infinity can also be subdivided
into mixed and pure points at infinity.
3.1.29 Definition (Point at infinity). Given a manifold M with a Ck metric g,
and a set C which satisfies the bounded parameter property, we shall say that a
boundary point p of the envelopment φ : M → Mφ is a C l point at infinity with
respect to C if,
1. the point p is not a C l regular boundary point,
2. the point p is a C-boundary point,
3. no curve in C approaches p with bounded parameter.
3.1.30 Definition (Removable point at infinity). A boundary point p which is a
point at infinity is removable if there exists a boundary set B which covers p, so
that for all x ∈ B, x is regular.
One can think of a removable point at infinity as a boundary point at infinity, that
when re-expressed in a different envelopment becomes a set of regular boundary
points.
3.1.31 Definition (Essential point at infinity). A point at infinity is an essential
point at infinity if it is not a removable point at infinity.
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Point at Infinity Singularity
Removable Essential
Mixed PureDirectionalPure
Removable Essential
BOUNDARY POINTS
Figure 3.1: The classification of boundary points.
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An essential point at infinity is a boundary point whose ‘far-awayness’ is a permanent
feature of the space-time with respect to our class of curves C.
3.1.32 Theorem. Let p ≡ p′, then if p is an essential point at infinity so is p′.
Lastly, essential points at infinity can be subdivided into mixed and pure points at
infinity. Mixed points at infinity have some character of regular points, where as
pure points at infinity do not.
3.1.33 Definition (Mixed point at infinity). An essential point at infinity which
covers a regular boundary point is a mixed point at infinity.
3.1.34 Definition (Pure point at infinity). An essential point at infinity which does
not cover a regular boundary point is a pure point at infinity.
Singular points
We are now able to give the definition of a singularity. Just as for points at infinity,
singular points can be subdivided into removable and essential singular points, and
essential singular points can be divided again into directional and pure singular
points.
3.1.35 Definition (Singular points). Let φ :M→Mφ be an envelopment with a
Ck metric g. A point p ∈ ∂φM is a C l singularity or is C l singular if,
1. the point p is not a C l regular boundary point,
2. the point p is a C-boundary point,
3. there exists a curve in C which approaches p with bounded parameter.
3.1.36 Definition. A boundary set B is C l non-singular if there does not exist an
x ∈ B so that x is C l singular.
3.1.37 Definition (Removable singularity). A C l singular boundary point p is C l
removable if it is covered by a C l non-singular boundary set.
3.1.38 Definition (Essential singularity). A C l singular boundary point p is C l
essential if it is not C l removable.
Just as for points at infinity, removable singularities are those boundary points
which represented in a different embedding lose their singular nature, while essential
singularities are those that will always retain it.
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3.1.39 Theorem. Let p be a removable singularity and let B be any non-singular
boundary set which covers p. Then B contains at least one regular boundary point.
3.1.40 Definition (Mixed/directional singularity). An essential singularity is a
mixed or directional singularity if it covers a boundary point which is either regular
or a point at infinity. That is, an essential singularity is a mixed or directional
singularity if it covers a C-approachable non-singular point.
3.1.41 Definition (Pure singularity). An essential singularity is a pure singularity
if it is not a mixed singularity.
Again, following the parallel with points at infinity, mixed singularities have some
non-singular behaviour associated with them, while pure singularities do not.
3.1.42 Theorem. Let p and p′ be equivalent boundary points, then if p is an essen-
tial singularity so is p′.
3.1.4 The classification of the Abstract Boundary
In order to generalise the classification given in the previous subsection to Abstract
Boundary points, we need to show that the classifications given are invariant under
the equivalence relation ≡.
A type of the classification, T , is invariant with respect to ≡ if and only if represen-
tative boundary points from T can never be equivalent to points from another type
T ′. This will be true for type T if and only if either T 6 T ′ or T ′ 6 T for every
category T ′ 6= T . It is easily verified that the only types that this is true for are
mixed and pure points at infinity and mixed and pure singularities; everything else
we shall call Indeterminate Abstract Boundary Points. Refer to figure 3.2.
We now give definitions of the classes of boundary points that are invariant under
≡.
3.1.43 Definition (Indeterminate Abstract Boundary point). An Abstract Bound-
ary point is an indeterminate Abstract Boundary point if it has a representative
that is either a regular approachable boundary point, a removable singularity or a
removable point at infinity.
3.1.44 Definition (Abstract point at infinity). An Abstract Boundary point is
an abstract point at infinity if it has a representative boundary point which is an
essential point at infinity.
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Figure 3.2: Covering table for boundary points.
3.1.45 Definition (Abstract mixed point at infinity). An Abstract Boundary point
is an abstract mixed point at infinity if it has a representative which is a mixed point
at infinity.
3.1.46 Definition (Abstract pure point at infinity). An Abstract Boundary point
is an abstract pure point at infinity if it has a representative which is a pure point
at infinity.
3.1.47 Definition (Abstract singularity). An Abstract Boundary point is an ab-
stract singularity if it has a representative which is an essential singularity.
3.1.48 Definition (Abstract mixed singularity). An Abstract Boundary point is
an abstract mixed singularity if it has a representative which is a mixed singularity.
3.1.49 Definition (Abstract pure singularity). An Abstract Boundary point is an
abstract pure singularity if it has a representative which is a pure singularity.
Figure 3.3 gives a schematic overview of the Abstract Boundary classification.
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Figure 3.3: The classification of Abstract Boundary points.
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3.2 The endpoint theorem
The endpoint theorem, proven by Clarke and Scott, allows one to construct an en-
velopment so that a particular sequence, in a manifold M, without accumulation
points inM, now converges. Given that it is possible to formulate the covering rela-
tion between boundary sets in terms of sequences (see theorem 3.1.5), this theorem
provides us with a way to construct an explicit envelopment so that the boundary in
this envelopment has particular, predetermined, relationship with other boundary
sets.
Since the Abstract Boundary is constructed via just these sorts of relationships,
the endpoint theorem takes on great importance. Of course, any other result that
allowed us to take a curve, or sequence, and construct an envelopment (based on
the limiting properties of the curve or sequence) would also be import. Despite this,
very little work has been done in this area.
3.2.1 Theorem (The endpoint theorem). Let M be a connected, hausdorff, para-
compact manifold of dimension n. If {xr} is a sequence of points in M without an
accumulation point, then there exists an envelopment φ : M → Mφ, so that the
sequence {φxr} converges to some y ∈ ∂φM.
The proof of this result proceeds in three parts. The first step is to construct a
non-self intersecting curve, λ so that {xr} ⊂ λ. The second step is to construct
a coordinate system about this curve. Lastly, we use this coordinate system to
construct an envelopment.
Proof. Let h be a complete metric onM. In order to construct a non-self intersecting
curve λ so that {xr} ⊂ λ we need to construct a cover of M by a collection {Vi} of
connected open submanifolds of M with compact closure so that
V i ⊂ Vi+1
and
xr ∈ Vr\V r−1.
We shall do this inductively. Let r ∈ R+ be such that for all i > 0, xi 6∈ Bh,r(x0).
Let V0 = Bh,r(x0).
Now for all i let,
ni = max{min
k>i
{dh(xk, x0)} − 1
2
, 0}
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and
i <
1
2
min
k>i
{dh(xk, V i−1)}.
Define V ii = {x ∈ M : dh(x, V i−1) < i}. By construction, for all k > i, xk 6∈
V ii ∪ Bh,ni(x0). Choose a curve ci : [0, 1] → M so that ci(0) ∈ V ii ∪ Bh,ni(x0),
ci(1) = xi and ci((0, 1)) ∩ {xk : k > i} = ∅. Let
ζi =
1
2
min
k>i
{dh(xk, ci)}
and let
N(ci, ζi) = {x ∈M : dh(x, ci) < ζi}.
Lastly, define Vi = V
i
i ∪ Bh,r(x0) ∪N(ci, ζi).
It is clear that Vi is an open submanifold of M, that Vi is connected as V ii ∩
Bh,ni(x0) 6= ∅ and that N(ci, ζi) ∩ (V ii ∪ Bh,ni(x0)) 6= ∅. Since Vi contains V ii , an
epsilon-neighbourhood of V i−1, we can see that V i−1 ⊂ Vi. Also, by construction,
xi 6∈ V i−1 and xi ∈ Vi, as required. Lastly, we see that the collection {Vi} coversM
follows from the fact that {xi} has no accumulation point in M and xi ∈ Vi.
Now, let λ0 be a non-self intersecting curve in V1 which joins x0 to x1. For each
i > 0, let λi be a non-self intersecting curve in Vi+1\V i−1 which joins xi to xi+1. We
may do this in such a way that λi ∩ λi−1 = xi. By ‘smoothing’ at the joins we get
a C∞ curve λ : [0, 1) →M which is non-self intersecting, such that {xi} ⊂ λ and,
letting λ(ti) = xi, ti < tj ⇔ i < j.
Note that we may ensure that each λi is composed of a finite number of segments that
are either timelike, spacelike or null geodesics. This may be done by choosing some
curve γi a non-self intersecting curve in Vi+1\V i−1 which joins xi to xi+1 so that γi∩
λi−1 = xi. We can cover γi with a finite number of convex normal neighbourhoods,
U0, . . . , Um so that when γi leaves Uj it enters Uj+1 and does not return. Let y0 = xi
and ym = xi+1, for each j = 1, . . . ,m − 1 choose yj = γi(tj) ∈ Uj−1 ∩ Uj. Since
yj, yj+1 ∈ Uj we know that they can be joined by a timelike, spacelike or null geodesic
curve. The union of all such curves, after smoothing at the joins, gives us λi with
the required properties. By increasing the number of convex normal neighbourhoods
we can ensure that λi is arbitrarily, pointwise, close to γi. This ensures that we can
propagate orthogonal frames along each λi by using Fermi-propagation, definition
A.4.11, on the spacelike and timelike segments and parallel propagation on the null
geodesic segments.
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Next we construct a coordinate system about λ. Let {Ei}i=1,...,n be a frame at
Tλ(0)M, so that En is tangent to λ. By construction, propagate this frame along λ
to get n functions Ei : [0, 1)→ TM so that Ei(t) ∈ Tλ(t)M and En(t) is tangent to
λ at λ(t).
Let µ′ : (0, 1)×Rn−1 →M be given by µ′(t, p) = expλ(t)(piEi), for i = 1, . . . , n− 1,
where well defined. We may inductively construct a sequence {ki} ⊂ R+ so that for
each i, µ′ is defined and injective on the set
Pi = {(t, p) ∈ (0, 1)× Rn−1 : ti ≤ t ≤ ti+1, ||p|| < ki}
and
µ′(Pi) ⊂ Vi+1\
(
V i−1 ∪
⋃
r<i
µ′(Pr) ∪ λ([ti+1, ti+2])
)
.
This is possible because the existence of a ki small enough is guaranteed by the
fact that if such a ki did not exist then λ|(ti,ti+1] would have to pass through the set
V i−1 ∪
⋃
r<i µ
′(Pr) ∪ λ([ti+1, ti+2]), which is a contradiction by assumption.
To define the coordinate system, we take a smooth function f : (0, 1) → R which
satisfies f(t) < ki, where t is such that ti ≤ t ≤ ti+1 and define a chart µ : (0, 1) ×
Bn−1 → M by µ(t, p) = expλ(t)(f(t)piEi(t)), where Bn−1 is the unit ball in Rn−1
under the usual euclidean distance. The conditions on ki and f ensure that µ is a
chart.
Now we can use µ to construct an envelopment of M. Let N be the set M ∪
([1, 2)× Bn−1). Give N an atlas consisting of all the charts of M as well as a new
chart ψ : (0, 2)×Bn−1 → N given by
ψ(t, p) =

 expλ(t)(f(t)p
iEi(t)) if t ∈ (0, 1)
(t, p) otherwise
(3.1)
The only non-trivial part of showing that N is a manifold is to show that it is haus-
dorff. This reduces to showing that the points {1} × Bn−1 are hausdorff separated
from M. This must be true, however, since for any p ∈ M there exists i so that
p ∈ Vi, and we can choose a neighbourhood, U of any point in {1} × Bn−1 so that
U ∩M ⊂ ψ((ti+1, 1)) and thus U ∩ Vi = ∅. Thus the set N is a manifold, which we
shall denote by N .
Let φ :M→N be the identity. Then φ is an envelopment of M and the sequence
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{φxi} converges to the point (1, 0) ∈ [1, 2)×Bn−1 of N , as required.
3.2.2 Corollary. Let M be a connected, hausdorff, paracompact manifold. Let
γ : [a, b) → M be a non-self intersecting curve without limit points in M. Then
there exists an embedding φ : M → Mφ so that the curve φγ has an endpoint in
∂φM.
Proof. Since γ is non-self intersecting, we may use it as the curve in the proof of the
Embedding Theorem. The construction of φ then implies that φγ → (1, 0).
3.3 The Abstract Boundary singularity theorem
In [3] Ashley and Scott proved the first theorem linking the existence of incomplete
geodesics with the existence of essential singularities. Since the proof of this theorem
is important for work in later chapters, we present it in full.
3.3.1 Definition. A Ck manifold, M, is C l maximally extended (1 ≤ l ≤ k) if
there does not exist a C l extension of M.
3.3.2 Definition. An incomplete curve in a Ck manifoldM is a generalised affinely
parametrised curve with bounded parameter.
We will not discuss the relevance of the differentiability conditions. Those that are
interested can find such a discussion in [3].
3.3.3 Theorem (The Abstract Boundary singularity theorem). Let (M, g) be a
strongly causal, C l maximally extended, Ck space-time (1 ≤ l ≤ k). There exists
γ ∈ C(M), the family of affinely parameterised causal geodesics in M, so that γ is
inextendible and incomplete if and only if B(M) contains a C l essential singularity.
Proof. ⇐ Let [p] ∈ B(M) be an abstract C l essential singularity. That is, there
exists µp :M→Mp an envelopment so that p ∈ ∂µpM is a C l essential singularity.
Thus there exists γ : [a, b) → M ∈ Cgc(M) so that p is a limit point of µpγ. Let
{xi = γ(ti)} be a full sequence in γ so that µpxi converges to p.
The geodesic γ must be incomplete by the definition of an essential singularity, so
suppose that there exists λ : [a, c) →M an extension of γ. Consider the sequence
{yi = λ(ti)}. Since λ is an extension of γ, xi = yi so that µpyi converges to p. Yet,
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{ti} → b and b < c so {yi} → λ(b). SinceM is hausdorff we see that λ(b) = p which
is a contradiction since λ(b) ∈M and p ∈ ∂µpM.
⇒ Let γ ∈ Cgc(M) be incomplete and inextendible. We have two cases:
Case 1 Suppose that there exists a full sequence {xi = γ(ti)} in γ so that {xi}
has no accumulation points in M. Then by theorem 3.2.1 there exists an
envelopment φ :M→Mφ so that {xi} converges to x ∈ ∂φM. We will now
proceed to classify x according to section 3.1.3.
Since M is C l maximally extended, x cannot be a C l regular point. By
assumption, x is approachable, so x is a Cgc(M)-boundary point and as x
is approached by φγ, which is incomplete, we can conclude that x is a C l
singularity. Suppose that x is a removable singularity, then by theorem 3.1.39
there exists a boundary set B so that B  x and B contains at least one C l
regular point. This is a contradiction, however, to our assumption that M is
C l maximally extended. Thus x is a C l essential singularity.
Case 2 Suppose that every full sequence in γ : [a, b) → M has an accumulation
point in M. We have two cases:
1. There exists p ∈ M so that every full sequence in γ converges to p. Let
N ∈ N(p) be a convex normal neighbourhood about p. Let c ∈ [a, b)
so that γ|[c,b) ⊂ N . Since γ is a geodesic, γ|[c,b) is the unique geodesic
from γ(c) to p (the geodesic does not contain p, however). This curve
has the form expp(tv). Let ρ(t) = expp(−tv) and define a new curve λ by
adjoining ρ to γ parametised affinely. The geodesic λ is an extension of
γ, however, which contradicts the inextendibility of γ and thus this case
cannot occur.
2. There exists p, q ∈ M, p 6= q and two full sequences {pi = γ(tpi )}, {qi =
γ(tqi )} in γ so that {pi} → p and {qi} → q. By strong causality we can
choose Np ∈ N(p) and Nq ∈ N(q) so that Np ∩ Nq = φ and no causal
curve exits and returns to Np.
Now, since {pi} → p there exists k so that pk ∈ Np. Since {qi} is a full
sequence there exists i∗ so that for all i > i∗, tqi > t
p
k and since {qi} → q
there exists l > i∗ so that ql ∈ Nq. By the same argument we can choose
m so that pm ∈ Np and tpk < tql < tpm.
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Since, γ(tpk) = pk ∈ Np, γ(tql ) 6∈ Np, γ(tpm) = pm ∈ Np and tpk < tql < tpm
we can see that γ exits and then returns to Np. This contradicts strong
causality and hence this case cannot occur.
As only case 1 may occur, we have proven our result.
Ashley goes on to prove the same theorem in the distinguishing case for a 2-
dimensional manifold. We generalise this result in chapter 8.
3.4 Partial cross sections
In the study of space-times it is often useful to know when one is working with
coordinates, or an embedding, that gives the best view of the space-time’s global
structure. Such embeddings are referred to as optimal. Because of the abstract
boundary’s approach, it is the best tool to answer questions such as, “What is an
optimal embedding?” or “When do I have an optimal embedding?”. Partial cross
sections are the Abstract Boundary mathematical objects which are used to study
these questions.
Given an envelopment φ : M → Mφ the set {[p] : p ∈ ∂(φ(M))} ⊂ B(M) is a
subset of the Abstract Boundary that has particular properties. Sets such as this
are referred to as partial cross sections induced by envelopments, see proposition
3.4.8 and definition 3.4.9. The properties of such sets can be generalised to two
relations on B(M), see definitions 3.4.1 and 3.4.4. Using these relations we can give
a general definition of a partial cross section. Because of this construction partial
cross sections are a generalisation of the boundary of an envelopment that allow for
the description of boundary points in terms of multiple envelopments. This allows
for combinations of the most appropriate envelopments to be used in the study of
boundary structures.
The study of optimal embeddings, and therefore partial cross sections, is beyond the
scope of this thesis. We do, however, use induced partial cross sections in chapter
4, and as such, include here only the relevant definitions. The most important are
definitions 3.4.1, 3.4.4 and 3.4.9.
This material is taken from [3].
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3.4.1 Definition. Let p ∈ ∂φM and q ∈ ∂ψM then p and q are in contact, p ⊥ q,
if and only if for all U ∈ Nφ(p) and for all V ∈ Nψ(q)
φ−1(U ∩ φM) ∩ ψ−1(V ∩ ψM) 6= ∅.
Just as for the covering relation, see theorem 3.1.5, there is an equivalent formulation
in terms of sequences.
3.4.2 Proposition. Let p ∈ ∂φM and q ∈ ∂ψM, then p ⊥ q if and only if there
exists a sequence {si} ⊂ M so that {φsi} → p and {ψsi} → q.
It is easy to show that the ‘in contact’ relation is invariant under the equivalence
relation ≡. Thus we can generalise it to the Abstract Boundary.
3.4.3 Definition. Let [p], [q] ∈ B(M) then [p] is in contact with [q], [p] ⊥ [q] if and
only if p ⊥ q.
If [p] ⊥ [q] we can think of [p] and [q] as having some similar and possibly some
different properties. For example, [p] and [q] must have a similar location with
respect to M, but might also encompass different parts of the boundary as well.
Note that if p, q ∈ ∂φM then p 6⊥ q. We can generalise this to boundary points
from different envelopments.
3.4.4 Definition. Let p ∈ ∂φM and q ∈ ∂ψM, then p and q are separate, p ‖ q, if
and only if there is no sequence {si} ⊂ M so that {φsi} → p and {ψsi} → q.
The previous definition has the equivalent formulation that p ‖ q if and only if there
exist U ∈ Nφ(p) and V ∈ Nψ(q) such that
φ−1(U ∩ φM) ∩ ψ−1(V ∩ ψM) = ∅.
This leads to the, following, obvious result.
3.4.5 Lemma. Let p ∈ ∂φM and q ∈ ∂ψM, then p ⊥ q if and only if p 6 ‖ q.
This in turn implies that ‖ is invariant under the abstract boundary equivalence
relation.
3.4.6 Definition. Let [p], [q] ∈ B(M), then [p] and [q] are separate if and only if
p ‖ q.
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The relations ⊥ and ‖ correctly generalise the topological ‘location’ properties of
the boundary of an envelopment. Using them we can now define subsets of the
Abstract Boundary that behave like the abstract boundary points corresponding to
an envelopment.
3.4.7 Definition. A subset σ of B(M) is a partial cross section if and only if for
every [p], [q] ∈ σ, [p] 6= [q] =⇒ [p] ‖ [q].
The subset σ is call partial because there may be elements, x ∈ B(M), for which
there is no y ∈ σ so that y  x. In other words, σ may not be able to tell us about
the whole of B(M), only a portion of it.
3.4.8 Proposition. Let φ :M→Mφ be an envelopment. Then the set σφ = {[p] ∈
B(M) : p ∈ ∂φM}, is a partial cross section.
3.4.9 Definition. We shall call the set σφ the partial cross section induced by φ.
There are a number of definitions and results concerning partial cross sections and
their relation to the best way to represent the abstract boundary. Please refer to
chapter 6 of [3].
Part II
Foundations of the Abstract
Boundary
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Chapter 4
The equivalence between distances
and envelopments
In this chapter we present a one-to-one correspondence between equivalence classes
of envelopments of a manifold and equivalence classes of certain topological metrics
on the manifold. The construction of the Abstract Boundary, given in chapter 3, uses
envelopments and boundary sets; two mathematical objects which are additional to
the manifold. In contrast to this, we can use the correspondence to define the
Abstract Boundary via objects defined solely on the manifold itself. See chapter
6 for the details. In addition, it is possible to introduce algebraic structures on
the objects used in this new definition, which allows us to generalise the Abstract
Boundary to any topological space; see chapter 5. All of this gives us new tools for
the analysis of, and to work with, the Abstract Boundary.
4.1 An equivalence on the set of envelopments
We wish to define an equivalence relation that tells us when two envelopments are
equivalent from the point of view of the Abstract Boundary. There is a natural way
to express this.
4.1.1 Definition. Let M be a manifold, let φ : M→Mφ and ψ : M→Mψ be
two envelopments of M. The envelopments φ and ψ are equivalent φ ' ψ if and
only if σφ = σψ. That is φ ' ψ if and only if for all x ∈ ∂φM there exists y ∈ ∂ψM
so that [y] = [x] and likewise for all y ∈ ∂ψM.
4.1.2 Proposition. The equivalence relation ' is well defined on the set of all
envelopments.
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Proof. This follows from the fact that ≡ is a well defined equivalence relation on
B(M).
This is not entirely satisfactory, however, as we would like to know when two embed-
dings are equivalent by only looking at structures onM. Since B(M) is not defined
in this way we need a different, yet equivalent definition, of '. By theorem 3.1.5 we
can see that the set of all sequences inM with endpoints in a boundary set, B, can
distinguish B from other boundary sets. Thus theorem 3.1.5 can be used to prove
what we want. There are, in fact, a great deal of equivalent definitions of '. We
collect the more useful definitions at the end of the section; before then, however,
we will need a few results.
We remind the reader that if s is a sequence we mean that s ⊂ M and that s is
countable, see chapter 1. Since our manifolds are first countable we do not worry
about a specific ordering of s. That we are able to do this is proved in some detail
in subsection 5.1.1. We have left this discussion to chapter 5 as the assumption of
first countability of our spaces is more fundamental to the material of that chapter.
By s→ x we mean that x is a limit point (definition A.1.2), not necessarily unique.
By s → A we mean that there exists at least one a ∈ A so that s → a. Note that
this means that there may also exist x ∈ M − A so that s → x. This notation
is non-standard but is used here to emphasise that, with regards to the Abstract
Boundary, it is not so important that sequences have unique limit points, but rather
than they have particular points as limits.
For example, if s is a sequence so that φ(s) converges to x ∈ ∂(φ(M)) uniquely, and
x  y for y ∈ ∂(ψ(M)), where φ : M→Mφ and ψ : M→Mψ an envelopments,
then ψ(s) has x as a limit point, but ψ(s) may have other limit points, even though
φ(s) had a unique limit point. The situation becomes further complicated when the
point x is replaced by a boundary set A ⊂ ∂(φ(M)). Hence we have adopted the
notation above.
It will occasionally be useful to refer to specific elements of a sequence s. In this
case we shall write si, or even s = {si}. The difference in font is to emphasise that
s is a sequence while si, x, y and so on are points.
4.1.3 Definition. Let Σ0(M) = {s : s is a sequence in M with no limit points in
M}. Where the context is clear we shall drop the M and write Σ0. Let M,N be
manifolds, φ :M→N an embedding, and A ⊂ ∂φM. Define Σ(φ,A) to be the set
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{s ∈ Σ0(M) : φs→ A}. We will often be interested in the case when A = {a} and
will write Σ(φ, a) rather than Σ(φ, {a}).
The following lemma is the result which makes it possible to define our equivalence
relation solely in terms of sequences in M.
4.1.4 Lemma. Let M be a manifold, let φ : M → Mφ and ψ : M → Mψ be
two embeddings of M. Then σφ ⊂ σψ if and only if for all x ∈ ∂φM there exists
y ∈ ∂ψM so that Σ(φ, x) = Σ(ψ, y).
Proof. We note that Σ(φ, x) 6= ∅ since x ∈ ∂(φ(M)) and as Mφ is first countable.
See theorem 10.4 of [118] for a proof.
Suppose that σφ ⊂ σψ. Let x ∈ ∂φM then [x] ∈ σφ so there exists y ∈ ∂ψM so that
[x] = [y], that is x ≡ y. Now, let s ∈ Σ(φ, x), then φs → x, but y  x so ψs → y
and s ∈ Σ(ψ, y). Therefore Σ(φ, x) ⊂ Σ(ψ, y). Since x  y we can use the same
argument to show that Σ(ψ, y) ⊂ Σ(φ, x) and hence Σ(φ, x) = Σ(ψ, y) as required.
Now, suppose that for all x ∈ ∂φM there exists y ∈ ∂ψM so that Σ(φ, x) = Σ(ψ, y).
Let [x] ∈ σφ and let y ∈ ∂ψM be such that Σ(φ, x) = Σ(ψ, y). Let q ⊂ M be
a sequence so that φq → x. Then as x ∈ ∂(φ(M)) we know that there exists
a subsequence φs of φq so that φs converges uniquely to x. This implies that
s ∈ Σ0(M), s ⊂ q and φs → x. Thus s ∈ Σ(φ, x) and therefore s ∈ Σ(ψ, y). As
ψs ⊂ ψq this implies that ψq→ y and hence y  x. Since Σ(φ, x) = Σ(ψ, y) we can
use the same argument to show that x y and therefore [x] = [y]. Thus σφ ⊂ σψ as
required.
Next we have our collection of equivalent definitions of '.
4.1.5 Proposition. Let M be a manifold, let φ :M→Mφ and ψ :M→Mψ be
two embeddings of M. The following are equivalent:
1. The embeddings φ and ψ are equivalent, φ ' ψ.
2. There exists a homeomorphism, f : φM→ ψM, so that fφ = ψ.
3. For all x ∈ ∂φM there exists y ∈ ∂ψM so that Σ(φ, x) = Σ(ψ, y) and for all
p ∈ ∂ψM there exists q ∈ ∂φM so that Σ(ψ, p) = Σ(φ, q).
Proof. 3⇔ 1 Apply lemma 4.1.4 twice.
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1⇒ 2 Since φ ' ψ we know that σφ = σψ. Therefore for each x ∈ ∂φM there
exists y ∈ ∂ψM so that x ≡ y; denote this y by xψ. Define f : φM → ψM
by
f(x) =

ψφ
−1(x) if x ∈ φM
xψ otherwise.
Since ψφ−1 is a homeomorphism, we need only consider f |∂φM.
We need to show that f is well defined. Suppose that there exist u, v ∈ ∂ψM
so that x ≡ u and x ≡ v, where x ∈ ∂φM. Since, ≡ is an equivalence relation
u ≡ v. By theorem 3.1.5 and asMψ is hausdorff, we can conclude that u = v.
Therefore f is well defined.
We need to show that f is surjective. Let y ∈ ∂ψM then, since φ ' ψ,
there exists x ∈ ∂φM so that [y] = [x] and hence f(x) = y. Therefore f is
surjective.
We need to show that f is injective. Suppose that x, y ∈ ∂φM are such that
f(x) = f(y), then x ≡ f(x) = f(y) ≡ y so that x ≡ y. As before by theorem
3.1.5 and as Mφ is hausdorff, we know that x = y.
We need to show that f is continuous. Since M is first countable we can
do this by showing that for every sequence {yi} ⊂ φM that converges to y,
{f(yi)} converges to f(y), see lemma A.1.5.
The proof that f is sequentially continuous is long. It is divided into five
sections. In the first section we show that f is continuous on φM. The second
section shows that any for any sequence {xi} ⊂ φM with unique limit point
x ∈ ∂(φ(M)) we have that {f(xi)} converges to f(x). The arguments of the
section also shows that a similar statement holds for f−1. The third section
shows that for any sequence {xi} ⊂ ∂(φ(M)) converging to x, necessarily
in ∂(φ(M)), it is the case that f(x) is a limit point of {f(xi)}. The fourth
section shows that the sequence {f(xi)} of the third section uniquely converges
to f(x). The fifth section considers sequences in φM whose elements are not
restricted to either φM or ∂φM. These arguments demonstrate that f is
sequentially continuous and therefore continuous. Since we shall repeat the
arguments of earlier paragraphs in later sections we will number all paragraphs
to make reference to the arguments easier.
1 First, since f restricted to φM is ψφ−1 we only need consider sequences that
converge to points in ∂φM.
4.1 An equivalence on the set of envelopments 51
2 Second, suppose that {xi} ⊂ φM converges to x ∈ ∂φM. Since f(x) ≡ x
we know that {f(xi)} must have f(x) as a limit point (by theorem 3.1.5). Any
subsequence {pi} of {xi} must also be such that {f(pi)} has f(x) as a limit
point by the same reasoning, since {pi} must converge uniquely to x. We will
show that f(x) is unique. Suppose that there exists q ∈ ψM and a subsequence
{qi} of {xi} so that {f(qi)} converges to q. Since {qi} ⊂ {xi} we know that {qi}
converges to x and as f(x) ≡ x we know that f(x) is an accumulation point
of {f(qi)} but, by construction, {f(qi)} converges to q. Therefore q = f(x).
Thus for all sequences s lying in φM so that s→ x ∈ ∂φM uniquely, we know
that f(s)→ f(x) uniquely. Since the argument of this paragraph can also be
applied to f−1 we know that for all sequences s ⊂ ψM so that s→ y ∈ ∂ψM
uniquely, we have that f−1(s)→ f−1(y) uniquely. We use these facts below.
3 Third, suppose that {xi} is a sequence in ∂φM converging to x and suppose
that {f(xi)} has no limit points, then we can choose an open neighbourhood V
of f(x) so that for all i, f(xi) 6∈ V . For each i choose a sequence {f(yij)} ⊂ ψM
that converges uniquely to f(xi). As {f(yij)} converges to f(xi) we know that
{f(yij)} ∩ V must be finite, hence without loss of generality we may assume
that for all i, j, {f(yij)} ∩ V = ∅ and therefore that for all i, j, f(yij) 6∈ V .
Using the same techniques as in paragraph 2 we can show that each {yij}
must converge uniquely to xi. Form a new sequence, {sk} =
⋃
i,j{yij}. By
construction, since each {yij} converges to xi, we know that {sk} has x as a
limit point and as {sk} ⊂ φM we know that {f(sk)} has f(x) as a limit point.
This implies that there exists an infinite subsequence, {f(ql)} of f(sk) so that
for all l, f(ql) ∈ V . This is a contradiction, however, as for each l there exists
il and jl so that ql = y
il
jl
where we know that f(ql) ∈ V and that f(yiljl) 6∈ V .
Therefore {f(xi)} must have f(x) as a limit point.
4 Fourth, suppose that {f(xi)} also has a limit point q ∈ ∂φM, where {xi}
is the sequence of paragraph 3. We may choose a sequence of open neigh-
bourhoods, Vi, so that xi ∈ Vi, for all j 6= i, xj 6∈ Vi and for all i, j, i 6= j,
Vi ∩ Vj = ∅. Let {yij} ⊂ φM be a sequence that converges uniquely to xi and
is such that for all j, yij ∈ Vi. Let {sk} =
⋃
i,j{yij} be a new sequence formed
from the union of the yij’s. Since {f(xi)} has q as a limit point we know that
{f(sk)} must also have q as a limit point. From paragraph 2 we know that
f−1(q) must be a limit point of {sk}. By construction this implies that f−1(q)
is either equal to xi for some i or equal to x.
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5 If f−1(q) = x then we are done, so suppose that there exists l so that
q = f(xl). Since q is a limit point of {f(xi)} we can choose a subsequence,
{qr} of {f(sk)} so that qr ∈ {f(yrj )} and {qr} uniquely converges to q. From
paragraph 2 we know that {f−1(qr)} must have f−1(q) = xl as a unique limit
point. This implies that {f−1(qr)} ∩ Vl must be infinite. But by construction
we know that for all r 6= l, yrj 6∈ Vl, and since qr = yrj for some j we know that
{f−1(qr)}∩ Vl is either empty or contains only the element f−1(ql). Therefore
we have a contradiction and q = f(x) as required.
6 Fifth, suppose that {xi} lies in φM and that it uniquely converges to x ∈
∂φM. If either {xi} ∩ ∂φM or {xi} ∩ φM is finite we can use the arguments
above to show that {f(xi)} uniquely converges to f(x), so suppose that neither
set is finite. In this case we know that both sequences f({xi} ∩ ∂φM) and
f({xi} ∩ φM) must uniquely converge to f(x), and therefore {f(xi)} must
also uniquely converge to f(x). Hence f is continuous.
Since xf(x), φψ−1 is continuous and f−1 is bijective the same argument can
be applied to show that f−1 is continuous and therefore f is a homeomorphism.
2⇒ 3 Suppose that there exists a homeomorphism, f : φM→ ψM so that fφ = ψ.
Let x ∈ ∂φM and y = f(x). Since fφ = ψ, it is clear that y ∈ ∂ψM. Let
s ∈ Σ(φ, x). By the continuity of f, s ∈ Σ(ψ, y), thus Σ(φ, x) ⊂ Σ(ψ, y).
Now, let t ∈ Σ(ψ, y). By the continuity of f−1, t ∈ Σ(φ, x). Hence Σ(ψ, y) ⊂
Σ(φ, x).
It follows that Σ(φ, x) = Σ(ψ, y). By a similar argument, it can be shown that
for all p ∈ ∂ψM there exists q ∈ ∂φM so that Σ(ψ, p) = Σ(φ, q).
The technique used in 1⇒ 2 can be very useful when working with the B(M).
4.1.6 Lemma. Let φ : M → Mφ and ψ : M → Mψ be envelopments, let x ∈
∂φM, y ∈ ∂ψM such that x ≡ y and let U ⊂ M. Then x ∈ φ(U) if and only if
y ∈ ψ(U).
Proof. Suppose that x ∈ φ(U). Then there exists a sequence {pi} ⊂ U so that
{φ(pi)} → x. From theorem 3.1.5 we know that {ψ(pi)} must have y as a limit
point. Since {ψ(pi)} ⊂ ψ(U) then y ∈ ψ(U). The same argument can be applied in
the reverse direction.
4.2 An equivalence on a class of distances 53
4.2 An equivalence on a class of distances
We have a way to describe when two envelopments produce the same Abstract
Boundary points in terms of structures on M. To complete our program we need
also to do away with envelopments. In this section we describe an equivalence class
on a set of distances which will allow us to replace envelopments with structures on
M.
First we need to define the structures with which we will be working.
4.2.1 Definition. Let d :M×M→ R be a distance. Let C(d) = {s ∈ Σ0(M) : s
is cauchy with respect to d}.
4.2.2 Definition. Let d :M×M→ R be a distance. Let Md denote the cauchy
completion ofM with respect to d. We think ofMd as the set of all cauchy sequences
in M under an equivalence relation. Two sequences u, v ∈ C(d) are equivalent if
limi,j→∞ d(ui, vj) = 0. Let u ∈ C(d), we shall denote the equivalence class of u
by [u]d. Where unambiguous we will drop the subscript and simply write [u]. We
topologiseMd by extending the distance d toMd. Let d∗ :Md×Md → R be such
that d∗([u], [v]) = limi,j→∞ d(ui, vj). Then there exists an isometry ıd : M → Md
so that ıd(x) = [wx] where wx is the constant sequence at x. Note that Md is not
necessarily a manifold; see example 7.1.1. It is, however, first countable since it is a
metric space, [118, p 33]. We refer the reader to proposition A.3.3, for a proof that
this equivalence relation is independent of our choice of ordering of our sequences.
For utility, we give the following trivial result.
4.2.3 Lemma. Let u = {ui} be a cauchy sequence with respect to d, then {ıd(ui)} →
[v] if and only if u ∈ [v].
Proof. Suppose that {ıd(ui)}i → [v]. Then for all  > 0 there exists i∗ ∈ N so
that for all i > i∗, d∗(ıd(ui), [v]) < . But d
∗(ıd(ui), [v]) <  is equivalent to
limi,j→∞ d(ui, vj) <  and so limi,j→∞ d(ui, vj) = 0. Thus u ∈ [v].
Suppose that u ∈ [v]. Then limi,j→∞ d(ui, vj) = 0, so that for all  > 0 there exists
i∗ ∈ N so that if i > i∗, then limi,j→∞ d(ui, vj) < . As before this implies that
d∗(ıd(ui), [v]) < , from which we can see that {ıd(ui)}i → [v].
Now we define an equivalence relation on the set of all distances on M.
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4.2.4 Definition. Let d and d′ be distances on M. Then d and d′ are equivalent,
d ' d′, if and only if C(d) = C(d′).
We are trying to define the Abstract Boundary via distances: mathematical objects
defined purely on the manifold itself. Hence at some point we must link distances
with envelopments.
It is reasonably easy, however, to give examples of distances on a manifold that
have no relation to any envelopments (see chapter 7 for examples). Hence we must
restrict the set of distances in which we are interested.
4.2.5 Definition. Let d :M×M→ R be a distance on M and define E(d) to be
the set of all non-trivial envelopments φ :M→Mφ so that there exists a complete
distance d′ :Mφ ×Mφ → R with the property that d′|φM×φM ' d.
The requirement that d′ be complete forces d to correctly encode the information
about the boundary ∂(φ(M)). In essence as d′ is complete we know that s ∈ C(d)
implies that there exists x ∈ ∂(φ(M)) so that φs converges to x uniquely.
Note that since d′|φM×φM is a distance on φM and d is a distance on M, writing
d′|φM×φM ' d is an abuse of notation. It is the case, however, that s ∈ C(d) if and
only if φs ∈ C(d′|φM×φM) since φ is a homeomorphism onto its image. We persist in
using the notation d′|φM×φM ' d since the issue with φ makes no material difference
and to mention it in what follows obscures more important details.
4.2.6 Definition. Let D(M) = {d : E(d) 6= ∅}.
It is interesting that D(M) = ∅ is equivalent with the compactness of M.
4.2.7 Proposition. Let M be a manifold. The set D(M) is empty if and only if
M is compact.
Proof. Assume that M is compact, then there are no non-trivial envelopments of
M. Hence for all distances d on M, E(d) = ∅. Therefore for all d, d 6∈ D(M) and
D(M) must be empty.
Suppose that M is not compact. Then there exists a sequence s in M that has no
limit points. By theorem 3.2.1, we may use this sequence to construct an embedding,
φ :M→Mφ so that φs converges to some point on ∂φM.
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Choose dφ : Mφ ×Mφ → R so that dφ is complete. Define d : M ×M → R
by d(x, y) = dφ(φ(x), φ(y)). Then d ' dφ|φM×φM so that φ ∈ E(d) and hence
d ∈ D(M).
Taking the contrapositive of this result we see that D(M) = ∅ implies that M is
compact.
Just as for envelopments, there are several different ways to express the relation ';
again we give only those that are useful.
4.2.8 Proposition. Let d and d′ be distances on M then d ' d′ if and only if there
exists a homeomorphism f :Md →Md′ so that fıd = ıd′.
Proof. The proof of this result follows the same format as the proof of step 1⇒ 2
in proposition 4.1.5.
⇒
Since d ' d′, we know that C(d) = C(d′), and hence we can define f : Md →Md′
by f([s]d) = [s]d′
1 where s is cauchy with respect to d. Note that s may have a limit
point in M, and hence would not be in Σ0(M).
Because C(d) = C(d′) we can easily see that f is surjective. If f([u]) = f([v]) then
the sequence w given by;
wi =

u i2 iff i = 2nv i+1
2
iff i = 2n+ 1
is such that w ∈ C(d′). Therefore w ∈ C(d) and [u]d = [v]d. We can conclude that f
is bijective and by definition we know that fıd = ıd′ . Thus f is continuous on ıdM.
Since Md is first countable to show that f is continuous everywhere it is enough
to show that if {xi} is a sequence in Md that converges uniquely to x ∈ Md then
{f(xi)} converges uniquely to f(x), see lemma A.1.5. Since f is continuous on ıdM,
we need only consider sequences in Md that converge to points in ∂ıdM.
The proof that f is sequentially continuous is long. We have divided the proof
into four sections. The first section shows that for any sequence s ⊂ ıdM so that
s → x ∈ ∂ıdM uniquely we have that f(s) → f(x) uniquely. The second section
1This is the unique f given by the lifting of ıd to Md′
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show that if s ⊂ ∂ıdM converges uniquely to x ∈ ∂ıdM then f(s) has f(x) as a, not
necessarily unique, limit point. The third section demonstrates that for s as in the
second section the limit point f(x) of f(s) is unique. The fourth section considers
sequences in Md without restriction to either ıdM or ∂ıdM. We shall sometimes
repeat the arguments of an earlier section in later portions of the proof. To aid
reference we have numbered the paragraphs.
1 First, let {xi} be a sequence in ıdM that converges uniquely to x ∈ ∂ıdM.
Since xi ∈ ıdM there must exist yi ∈ M so that ıd(yi) = xi. By lemma 4.2.3
we know that x = [{yi}]d. Therefore f(x) = f([{yi}]d) = [{yi}]d′ . Once again
by lemma 4.2.3 we know that {ıd′(yi)} converges uniquely to [{yi}]d′ = f(x). But
f(xi) = f(ıd(yi)) = ıd′(yi), and therefore f(xi) → f(x) as required. Thus for all
sequences s lying in ıdM so that s→ x ∈ ∂ıdM uniquely we know that f(s)→ f(x)
uniquely. Since the argument of this paragraph can also be applied to f−1 we know
that for all sequences s ⊂ ıd′M so that s → t ∈ ∂ıd′M uniquely, we have that
f−1(s)→ f−1(y) uniquely. We use these facts below.
2 Second, let {xi} be a sequence in ∂ıdM that converges uniquely to x ∈ ∂ıdM
and suppose that {f(xi)} has no limit points in Md′ . We may choose an open
neighbourhood V of f(x) so that for all i, f(xi) 6∈ V . For each i we can choose a
sequence {f(ıdyij)} converging uniquely to f(xi). This implies that {f(ıdyij)} ∩ V
must be finite and hence, without loss of generality, we can assume that {f(ıdyij)}∩
V = ∅ and therefore that for all i, j, f(ıdy
i
j) 6∈ V . From paragraph 1 we can
conclude that for each i the sequence {ıdyij} must converge uniquely to xi. Now,
by construction, for the sequence s =
⋃
i,j{ıd(yij)}, we can conclude that f(s) does
not have f(x) as a limit point. The sequence s has xi as a limit point for each i
and as {xi} → x we know that s has x as a limit point. Choose a subsequence,
p = {ıd(pk)} of s so that pk ∈ M and p → x. Hence, from above, we know that
x = [{pk}]d and that {f(ıdpk) = ıd′(pk)} → [{pk}]d′ = f(x). This is a contradiction,
since {f(ıdpk)} → f(x) implies that f(p) ∩ V 6= ∅, but p ⊂ s and f(s) ∩ V = ∅.
Therefore {f(xi)} has f(x) as a limit point.
3 Third, we will now show that f(x) is the unique limit point of {f(xi)}, where
{xi} and x are the sequence and point of paragraph 2. Suppose that q ∈ Md′ is
a limit point of {f(xi)}; since {xi} ⊂ ∂ıdM and {f(xi)} ⊂ ∂ıd′M we know that
q ∈ ∂ııd′M. We shall show that q = f(x). Since {xi} converges to x uniquely, we
may choose a sequence of open neighbourhoods, Vi, so that xi ∈ Vi, for all j 6= i,
xj 6∈ Vi and for all i, j, i 6= j, Vi ∩ Vj = ∅. Let {ıdyij} ⊂ φM be a sequence that
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converges uniquely to xi and is such that for all j, ıdy
i
j ∈ Vi. Let s =
⋃
i,j{ıdyij} be a
new sequence formed from the union of the {ıdyij}’s. Since {f(xi)} has q as a limit
point we know that {f(s)} must also have q as a limit point. From paragraph 1
we know that f−1(q) must be a limit point of s. By construction this implies that
f−1(q) is either equal to xi for some i or equal to x.
4 If f−1(q) = x then we are done, so suppose that there exists l so that q = f(xl).
Since q is a limit point of {f(xi)} we can choose a subsequence, q = {qk} of {f(s)}
so that qr ∈ {f(ıdyrj )} and q uniquely converges to q. From paragraph 1 we know
that {f−1(qr)} must have f−1(q) = xl as a unique limit point. This implies that
{f−1(qr)} ∩ Vl must be infinite. But by construction we know that for all r 6= l,
yrj 6∈ Vl, and since qr = yrj for some j we know that {f−1(qr)}∩Vl is either empty or
contains only the element f−1(ql). Therefore we have a contradiction and q = f(x)
as required. Thus for all sequences s lying in ∂ıdM with the unique limit point x we
know that f(s) has the unique limit point f(x) as required. Since the argument of
the last three paragraphs applies to f−1 we also know that for all sequences s ⊂ ıd′M
converging to x ∈ ∂ıd′M that f−1(s)→ f−1(x).
5 Fourth, suppose that x is a sequence in Md so that x→ x ∈ ∂ıdM. Suppose that
x∩ ∂ıdM is finite and let w be the sequence given by x∩ ıdM. Then from above we
know that f(w)→ f(x) uniquely. Since x−w is finite we also know that f(x) must
converge uniquely to f(x). We can use the same technique to show that f(x)→ f(x)
uniquely if x ∩ ıdM is finite. So suppose that x ∩ ıdM and x ∩ ∂ıdM are infinite
and let u = x ∩ ıdM and v = x ∩ ∂ıdM. From above we know that f(u) → f(x)
uniquely and that f(v) → f(x) uniquely, therefore f(x) = f(u) ∪ f(v) is such that
f(x)→ f(x) uniquely.
The continuity of f−1 follows by symmetry.
⇐
Let {xi} ∈ C(d). Then [{xi}]d ∈ Md and the sequence {ıd(xi)}i converges uniquely
to [{xi}]d. Since f(ıd(xi)) = ıd′(xi) and as f is a homeomorphism we know that
{ıd′(xi)}i must uniquely converge to [{xi}]d′ . Thus {xi} ∈ C(d′).
By symmetry we can conclude that C(d) = C(d′) and that d ' d′ as required.
This gives a useful corollary.
4.2.9 Corollary. Let d ∈ D(M) then there exists a homeomorphism f :Md → φM
so that fıd = φ, where φ ∈ E(d).
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Proof. Since φ ∈ E(d) there exists dφ a complete distance on Mφ so that
dφ|φM×φM ' d.
Let d′ = dφ|φM×φM. From proposition 4.2.8 we know that there exists a homeomor-
phism h :Md →Md′ where hıd = ıd′ .
As dφ is complete we know that φM is homeomorphic to Md′ , and by the uni-
versality of the cauchy completion we know that there exists a homeomorphism
g :Md′ → φM, so that gıd′ = φ.
Let f : Md → φM be defined by f = gh. Then fıd = ghıd = gıd′ = φ as
required.
4.2.10 Proposition. Let d, d′ ∈ D(M), then d ' d′ if and only if E(d) = E(d′).
Proof. ⇒
Let φ : M → Mφ be an element of E(d), then there exists a complete distance
dφ : Mφ ×Mφ → R so that dφ|φM×φM ' d. But as d ' d′ and since ' is an
equivalence relation, we can see that dφ|φM×φM ' d′. Hence φ ∈ E(d′).
By symmetry we can conclude that E(d) = E(d′).
⇐
Since E(d) = E(d′) we can choose φ :M→Mφ an embedding so that there exists
two complete distances
dφ :Mφ ×Mφ → R
and
d′φ :Mφ ×Mφ → R
so that
dφ|φM×φM ' d
and
d′φ|φM×φM ' d′.
Now let u be a sequence in φM. If u is cauchy with respect to dφ then there must
exist u ∈ φM so that u → u. Since u → u we can see that u must also be cauchy
with respect to d′φ. This argument implies that C(dφ|φM×φM) ⊂ C(d′φ|φM×φM). The
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same argument can be used, in the reverse direction, to show that C(d′φ|φM×φM) ⊂
C(dφ|φM×φM). Hence
dφ|φM×φM ' d′φ|φM×φM
and since ' is an equivalence relation we can conclude that
d ' d′
as required.
These results, once combined can give us the following corollary which is a converse
of 4.2.9.
4.2.11 Corollary. Let d be a distance on M and φ : M → Mφ a non-trivial
envelopment. If there exists a homeomorphism f :Md → φM so that fıd = φ, then
φ ∈ E(d).
Proof. Let dφ be a complete distance on Mφ. Let d′ = dφ|φM×φM then, by def-
inition, φ ∈ E(d′) and so d′ ∈ D(M). From corollary 4.2.9 there must exist a
homeomorphism h :Md′ → φM so that hıd′ = φ.
Let g : Md → Md′ be defined by g = h−1f . Then gıd = h−1fıd = h−1φ = ıd′ .
Hence by proposition 4.2.8 we can see that d ' d′. Therefore, from definition 4.2.5,
φ ∈ E(d) as required.
4.3 A correspondence between the equivalence
classes
We begin with some definitions.
4.3.1 Definition. Let Φ be the set of all envelopments of M.
4.3.2 Definition. Let [φ] denote the equivalence class of φ ∈ Φ under the equiva-
lence relation '.
4.3.3 Definition. Let [d] denote the equivalence class of d ∈ D(M) under the
equivalence relation '.
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We will show that there is a one-to-one correspondence between D(M)
'
and Φ
'
by con-
structing two functions which are inverses of each other. First we give the function
from D(M)
'
to Φ
'
.
4.3.4 Definition. For each d ∈ D(M) choose φ ∈ E(d). We shall denote this
chosen envelopment by φd. Define I :
D(M)
'
→ Φ
'
by letting I([d]) = [φd].
4.3.5 Lemma. The function I is well defined.
Proof. Let d, d′ ∈ D(M) such that d ' d′. Since ϕd ∈ E(d) and ϕd′ ∈ E(d′) there
exist two homeomorphisms h :Md → ϕdM and f :Md′ → ϕd′M. Also, as d ' d′
there exists a homeomorphism g : Md → Md′ . Therefore fgh−1 : ϕdM → ϕd′M
is a homeomorphism. By construction fgh−1ϕd = ϕd′ and therefore by proposition
4.1.5 ϕd ' ϕd′ . Thus I([d]) = I([d′]) and I must be well defined.
Now we construct the function from Φ
'
to D(M)
'
.
4.3.6 Definition. Let ψ ∈ Φ and choose d : Mψ ×Mψ → R to be a complete
distance. Let dψ : M×M → R be defined by dψ(x, y) = d(ψ(x), ψ(y)), for all
x, y ∈ M. Note that by construction ψ ∈ E(dψ) and thus dψ ∈ D(M). Define
J : Φ
'
→ D(M)
'
by J([ψ]) = [dψ].
4.3.7 Lemma. The function J is well defined.
Proof. Let ψ, φ ∈ Φ such that ψ ' φ, then there exists a homeomorphism g : ψM→
φM. Also, since ψ ∈ E(dψ) and φ ∈ E(dφ) there exist homeomorphisms h :Mdφ →
φM, f :Mdψ → ψM. Hence we have the homeomorphism f−1g−1h :Mdφ →Mdψ .
By construction f−1g−1hıdφ = ıdψ implying dφ ' dψ, by proposition 4.2.8. Therefore
J([ψ]) = J([φ]) so that J is well defined.
As presented I and J are dependent on a choice of an embedding and distance
respectively. It turns out this choice is immaterial.
4.3.8 Lemma. For each d ∈ D(M) the function I is independent of the choice of
φd.
Proof. Let d ∈ D(M), then in order to prove the result we need to show that if
ψ ∈ E(d) then ψ ' φd.
As ψ ∈ E(d) we know, from corollary 4.2.9, that there exists a homeomorphism
f : Md → ψM so that fıd = ψ. Likewise there must also exist a homeomorphism
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g : Md → φM so that gıd = φd. Let h = fg−1, so that h : φM → ψM is
a homeomorphism. Also we know that hφd = fg
−1φd = fıd = ψ so that, by
proposition 4.1.5, we can see that ψ ' φd as required.
4.3.9 Lemma. For each φ ∈ Φ the function J is independent of the choice of dφ.
Proof. Let φ : M → Mφ be an element of Φ then, in order to prove our result,
we need to show that for any two complete distances d : Mφ × Mφ → R and
d′ :Mφ×Mφ → R the induced distances dφ :M×M→ R and d′φ :M×M→ R,
given by dφ(x, y) = d(φ(x), φ(y)) and d
′
φ(x, y) = d
′(φ(x), φ(y)) (for all x, y ∈M) are
equivalent. That is we need to show that C(dφ) = C(d′φ).
Let s ∈ C(dφ) then s is cauchy with respect to dφ and since d is complete, by
construction there must exist p ∈ ∂φM so that s → p uniquely. But this implies
that s will be cauchy with respect to any distance on Mφ and therefore s is cauchy
with respect to d′. Hence, by construction, s is cauchy with respect to d′φ. Therefore
C(dφ) ⊂ C(d′φ).
By similarity we can see that C(d′φ) ⊂ C(dφ) and thus dφ ' d′φ as required.
For clarity, we show that IJ = 1 and JI = 1 in two steps.
4.3.10 Lemma. Let d ∈ D(M), then JI([d]) = [d].
Proof. Let I([d]) = [φd], then φd ∈ E(d) so there exists a homeomorphism f :
Md → φdM. Since J([φd]) = [dφd ] we know that there exists a homeomorphism
g : Mdφd → φdM. Thus f−1g : Mdφd → Md is a homeomorphism. By consulting
the definitions we can see that f−1gıdφd = ıd and therefore dφd ' d. Hence JI([d]) =
[dφd ] = [d].
4.3.11 Lemma. Let ψ ∈ Φ then IJ([ψ]) = [ψ].
Proof. Let J([ψ]) = [dψ] then there exists a homeomorphism f : Mdψ → ψM.
Let I([dψ]) = [φdψ ] then there exists a homeomorphism g : Mdψ → φdψM. Since
fg−1 : φdψM → ψM is a homeomorphism and as fg−1φdψ = ψ we conclude that
ψ ' φdψ . Therefore IJ([ψ]) = [φdψ ] = [ψ].
Lastly, we have the main result of this chapter.
4.3.12 Theorem. The function I : D(M)
'
→ Φ
'
is a bijective function with inverse
J . That is, the sets D(M)
'
and Φ
'
are in one-to-one correspondence with each other.
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Proof. This follows from lemmas 4.3.10 and 4.3.11.
This theorem shows us that any information that can be extracted from Φ
'
(e.g.
B(M)) can also be extracted from D(M)
'
. In particular, in chapter 6 we use the
correspondence to reconstruct the Abstract Boundary using only D(M)
'
and C(d).
This gives us a new way to construct and think about the Abstract Boundary.
Instead of thinking about boundary points in some envelopment, we can now think
about collections of cauchy sequences with respect to some distance. In chapter 5
we use this new way of thinking to describe some algebraic structures on the set
Σ0(M). In doing so we reformulate the correspondence of this chapter and show
how to define an Abstract Boundary-like set for any topological space. By doing so
we gain new tools to use in research and new ways to approach problems using the
Abstract Boundary.
4.4 Conclusions and future work
From a mathematical view point, connections between subject areas are very impor-
tant; they allow us to learn more and give us many more techniques for exploration.
A very well known example of this is the Galois correspondence. Since we have
given such a connection, between equivalence classes of envelopments and equiva-
lence classes of distances, we hope that it may be of great use to mathematicians.
From a physical point of view we have shown that the structure of the edge of the
universe can be deduced from the structure of distance in the universe.
Note, however, that in order to define the set of distances that we are interested in
we have had to use envelopments: the very objects we wished to avoid.
This presents an obvious area for future work: to give a classification of D(M)
that does not depend on structures from Φ. This is a very hard problem which
we discuss in chapter 7. For this correspondence to be truly useful a mathematical
language needs to be developed that can describe the differences between distances.
This language should be developed in such a way that the correspondence can be
used to re-express it using envelopments. The definitions of chapter 5 make this
problem easier. Lastly, further research should be done concerning the construction
of distance with particular properties. An example of the sort of results that need
to be developed is the endpoint theorem, 3.2.1.
Chapter 5
The equivalence between
boundary sets and sets of
sequences
After chapter 4 the reader may have the idea that the only structures on a manifold
that affect the construction of the Abstract Boundary are the sequences without
limit points and how they relate to one another. In this chapter we provide the
explicit details for this.
We explore, in more detail, the structure of sequences on a topological space and
show how this structure can be used to give a very general Abstract Boundary-like
construction. The result is definition 5.1.32. To get there, however, we delve into
what may appear as a rather abstract discussion of the algebraic structure of sets
of sequences. This expedition pays dividends as much of the following material is
clearer as a result. This very general construction has two main differences with
the construction given in chapter 3; we comment on them and then show what
additional information is needed to use the very general construction to reconstruct
the Abstract Boundary from the set of sequences on a manifold. This forms the
core of the rest of the chapter. Definition 5.2.1 provides the main object of study.
In effect this definition, and the subsequent results, are an attempt to generalise
information given by a distance on a manifold to a function on a set of sequences.
Note that we restrict ourselves to first countable topological spaces. There is little
to stop a generalisation of the results below to filters or nets. Such a generalisation
should be straight forward, thus to prevent the details of this chapter from being ob-
scured by mathematical structures which may be unfamiliar to those without a high
level of training in topology we use only sequences. Lemma 5.1.5 and proposition
5.1.6 then force us to restrict to first countable spaces.
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5.1 Binary operations on Σ0(M) and their prop-
erties
5.1.1 Justification for our sequence notation
We are interested in using sequences in a specific way: to identify boundary points.
Thus we only care about the limit points of sequences under some envelopment
and can restrict our attention to those sequences in M with no limit points in M.
Taking the set of all such sequences Σ0(M) we then view each sequence, s, under
each envelopment φ : M → Mφ ∈ Φ(M) and look at the limit points of φs. We
consider the sequence s to ‘identify’ its limit points under the embedding φ. By
construction these limit points must lie on ∂φM. As we show below this type of
limit point is independent of the ordering of the elements of s. They are in fact
accumulation points of the underlying set of the sequence φs considered as a subset
of Mφ. Within this section we give the necessary results and definitions to prove
these claims, within the more general setting of a topological space T .
Strictly speaking a sequence is a subset s ⊂ T of some topological space T and a
surjection f : N → s; we shall denote this by (s, f). As mentioned above, we are
only interested in sequences (s, f) that have no limit points in T . As we show below
if the set s is countably infinite and has no accumulation points then there exists
a bijective function f : N → s so that the sequence (s, f) has no limit points in
T . In addition a sequence (s, f) has no limit points, in T , only if s is countably
infinite and has no accumulation points. We go on to show that for any countably
infinite subset of T , without accumulation points, and for any continuous function
φ : T → Tφ, where Tφ is first countable, the accumulation points of φ(s) and the
limit points of (φ(s), φ ◦ f), in Tφ, are the same. Thus sequences (s, f) with no
limit points in T can be treated as sets. To emphasise this we denote such sets,
considered as sequences, using gothic font. That is, we shall write s rather than s.
On occasion, when constructing new sequences from old ones, we shall need to refer
to specific elements of s. In this case we shall write s = {si} for the sequence (s, f)
with f(i) = si.
5.1.1 Definition. Let (s, f) be a sequence in some topological space T . A subse-
quence (w, g) of (s, f) is defined as a pair (w, g) so that w ⊂ s and for all x, y ∈ w,
f−1(x) < f−1(y) implies g−1(x) < g−1(y). That is the ordering of the elements of w
under g is the same as the ordering of w, considered as a subset of s, under f .
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5.1.2 Definition. Let (s, f) be a sequence in T , then x ∈ T is a limit point of
(s, f) if, for all open U ∈ N(x), there exists a countably infinite subset N ⊂ N so
that n ∈ N implies f(n) ∈ U .
5.1.3 Definition. A point x ∈ T is an accumulation point of a set S ⊂ T if, for all
open U ∈ N(x), (U − x) ∩ S 6= ∅.
5.1.4 Proposition. Let s ⊂ T be a countably infinite set with no accumulation
points, then there exists a bijection f : N → s so that the sequence (s, f) has no
limit points.
Proof. Since s is countably infinite we know that there exists a bijective function
f : N → s. If there existed x a limit point of (s, f), then as s has no accumulation
points we can choose an open U ∈ N(x) so that (U−x)∩s = ∅. As x is a limit point
of (s, f), there must exist some countably infinite N ⊂ N so that n ∈ N implies
f(n) ∈ U . We can conclude that n ∈ N implies f(n) = x. Choosing v, u ∈ N we
know that f(v) = f(u), but f is bijective and therefore u = v. This provides us
with a contradiction as N is countably infinite.
5.1.5 Lemma. Let T be a first-countable topological space. If x ∈ T is an accu-
mulation point of a countably infinite set s ⊂ T then, for all surjective functions
f : N→ s, x is a limit point of (s, f).
Proof. Since T is first-countable, there exists a countable neighbourhood basis, {Ui}
at x. We may choose this basis so that if i > j, then Ui ⊂ Uj. For each i, choose
xi ∈ (Ui − x) ∩ s. Let f : N → s be a surjection, then for each xi, there exists
sj = f(j) so that xi = f(j). Let h : N → N be the function defined by h(i) = j.
That is h is the function that picks out the subset of N which under f can be
identified with {xi}. Define a surjection g : N → {xi} by g(i) = f ◦ h(i). Thus
we can see that g(i) = f ◦ h(i) = f(j) = sj = xi. With this definition, it is clear
that ({xi}, g) is a subsequence of (s, f). Since, by construction, x is a limit point of
({xi}, g) we can conclude that x is a limit point of (s, f) as required.
5.1.6 Proposition. Let (s, f) be a sequence in some topological space T that has
no limit points in T and let φ : T → Tφ be a continuous map of topological spaces,
where Tφ is first-countable. Then the set of limit points of (φ(s), φ◦f) in Tφ is equal
to the set of accumulation points of φ(s) in Tφ.
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Proof. Let x ∈ Tφ be a limit point of (φ(s), φ ◦ f) and suppose that x is not an
accumulation point. Then there exists an open U ∈ NTφ(x) so that (U −x)∩φ(s) =
∅. As x is a limit point, however, there exists a countably infinite set N ⊂ N so that
n ∈ N implies that φ ◦ f(n) ∈ U . Since φ ◦ f(n) ∈ φ(s) and (U − x) ∩ φ(s) = ∅ we
can conclude that n ∈ N implies that φ ◦ f(n) = x. As (s, f) has no limit points in
T we know that x ∈ ∂φT but x = φ ◦ f(n) ∈ φT . This is a contradiction, however,
and therefore x must be an accumulation point of φ(s).
From lemma 5.1.5 we already know that an accumulation point is a limit point.
Of course, all of this requires that our topological spaces T are first-countable. We
note, however, that through the use of filters it may be possible to generalise the
results of this section to arbitrary topological spaces and therefore generalise the
results that follow (as we only make use of first-countability in this section). For
our purposes, we do not need such generality and, within this chapter, we only want
to illustrate the generality within which one can define Abstract Boundary-like sets;
thus we shall not explore the details of filters here.
5.1.2 A preorder on Σ0(T )
As mentioned above we are interested in the set of countably infinite sets with no
accumulation points (sequences), in some first-countable topological space T . In
order to apply the results below to a space-time, we need only replace T with a
manifold M. We begin by generalising definition 4.1.3.
5.1.7 Definition. Let T be a first-countable topological space. Define, Σ0(T ) =
{s : s is a countably infinite subset of T with no accumulation points in T }. Since,
by proposition 5.1.4, for any s ∈ Σ0(T ) we can always choose a bijective function
f : N→ s so that (s, f) has no limit points in T , we shall also refer to the elements
of Σ0(T ) as sequences.
Given a continuous function φ : T → Tφ, where Tφ is a first-countable topological
space and A ⊂ ∂φT , define Σ(φ,A) to be the set {s ∈ Σ0(T ) : φs → A}. This is
the set of elements of Σ0(T ) that have at least one accumulation point in A.
To begin, we explore the algebraic structure of Σ0(T ). It turns out that Σ0(T )
is a commutative semigroup with identity and a preorder order, that is, Σ0(T ) is
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a preordered abelian group without inverses. Not only that, but there are many
sub-semigroups as well.
These results become important when we start looking at the relationships between
elements of Σ0(T ). They also reduce the complexity of many of the proofs in this
paper. First we give a preorder on Σ0(T ) and an equivalence relation.
5.1.8 Definition. Let u, v ∈ Σ0(T ), then we shall say that v is greater than u,
denoted u < v if u\v is finite. This implies that the accumulation points of u, under
any continuous map, are also accumulation points of v.
5.1.9 Definition. Given u, v ∈ Σ0(T ), u is equivalent to v if u < v and v < u. We
shall denote that u and v are equivalent by u ≈ v. In particular, if u ≈ v then u
and v differ from each other by a finite number of elements and they have the same
accumulation points under any continuous map. We shall denote the equivalence
class of u by < u >.
5.1.10 Lemma. The relation < is a preorder on Σ0(T ) and a partial order on Σ0(T )≈ .
Proof. Obvious from the definitions.
5.1.11 Definition. Let S ⊂ Σ0(T ), S 6= ∅, we define S< = {s ∈ Σ0(T ) : ∃w ∈
S with w < s} and define S> = {s ∈ Σ0(T ) : ∃w ∈ S with w > s}. The set S< is
the set of all elements of Σ0(T ) which contain, up to a finite set of points, at least
one element of S and S> is the set of all elements of Σ0(T ) which are, excluding a
finite set of points, a subsequence of at least one element of S. We can think of S<
as the set of sequences larger than S and S> as the set of sequences smaller than S.
5.1.12 Lemma. Let S ⊂ Σ0(T ), then (S<)> = Σ0(T ).
Proof. It is clear that (S<)> ⊂ Σ0(T ), so let s ∈ Σ0(T ) and let w ∈ S. Then
s ∪w ∈ S< and as s < s ∪w we can see that s ∈ (S<)>.
5.1.3 Binary operations on Σ0(T )
Next we give two binary operations on Σ0(T ) and show how the partial order,
equivalence relation and the binary operations are related.
5.1.13 Definition. Given u, v ∈ Σ0(T ), let u + v = u ∪ v, u − v = u\v and let
0 = ∅ be the empty subset. Note that 0 6∈ Σ0(T ) and that it can be the case that
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u−v 6∈ Σ0(T ) if u−v is finite. We extend the preorder < to Σ0(T )∪{0} by defining
0 < v for all v and u− v < 0 if and only if u < v. That is, 0 is less than all elements
of Σ0(T ), but larger than all finite differences of elements of Σ0(T ). Thus < 0 >
can be thought of as the equivalence class of all finite subsets of T .
Note that u ≈ v if and only if u− v and v− u are equivalent to 0.
5.1.14 Lemma. Let u, v,w ∈ Σ0(T ). If u < v then u + w < v + w and u − w <
v−w < v. In addition u < w if and only if u 6< v−w.
Proof. This follows easily from the definitions.
5.1.15 Lemma. The binary operations + and − on Σ0(T ) are invariant under ≈.
Proof. Follows from lemma 5.1.14.
Lastly we give the semigroup (page 16 of [64]) structure on Σ0(T )∪{0} and identify
a particular class of sub-semigroups.
5.1.16 Definition. A semigroup is a set S with a binary operation + : S × S → S
so that (a+ b) + c = a+ (b+ c). An identity is an element 0 of S so that u+0 = u.
A binary operation is commutative if v + u = u+ v.
5.1.17 Lemma. The pair (Σ0(T ) ∪ {0},+) is a commutative semigroup with iden-
tity.
Proof. This is true since for all u, v,w ∈ Σ0(M) ∪ {0};
• u+ v ∈ Σ0(M) ∪ {0}
• (u+ v) +w = u+ (v+w)
• u+ v = v+ u
• u+ 0 = u
as required.
In general the pair (Σ0(T ) ∪ {0},−) is neither associative nor commutative. In fact
we have the following result about commutativity.
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5.1.18 Lemma. Let u, v ∈ Σ0(T ), then u− v ≈ v− u if and only if u ≈ v.
Proof. ⇒ Suppose that v − u ≈ u − v and that u − v 6≈ 0. Then, since for all
x ∈ u−v, x 6∈ v−u we can see that (u−v)− (v−u) = u−v is infinite. By definition
this means that u − v 6≈ v − u, which is a contradiction. Therefore u − v is finite
and by symmetry v− u is also finite, therefore u ≈ v.
⇐ Suppose that u ≈ v then, by definition, u − v and v − u are finite. Therefore
u− v ≈ 0 ≈ v− u as required.
5.1.19 Lemma. Let φ : T → Tφ be a continuous map of first-countable topolog-
ical spaces, let A ⊂ ∂φT then the pair (Σ(φ,A) ∪ {0},+) is a commutative sub-
semigroup with identity of Σ0(T ) ∪ {0}.
Proof. The binary operation + is closed on Σ(φ,A) ∪ {0} for all A ⊂ ∂φ(T ), and
Σ(φ,A) ∪ {0} is clearly a subset of Σ0(T ) ∪ {0}.
In general it is not true that (Σ(φ,A) ∪ {0},−) is a semi-group as for any w ∈
Σ(φ,A) we may choose u ∈ Σ0(T )\Σ(φ,A), u 6< w, then w,w + u ∈ Σ(φ,A) but
(w+ u)−w 6∈ Σ(φ,A).
5.1.20 Proposition. The operations + and − are well defined on Σ0(T )∪{0}
≈
.
Proof. This follows directly from lemma 5.1.15.
5.1.4 An extremely general Abstract Boundary-like con-
struction
Given just the structures above it is possible to give a construction of an Abstract
Boundary-like set. As we shall see, this set is very large and missing some topological
information. This is not surprising since we are considering here only countably
infinite subsets without accumulation points. By suitably restricting the definitions
it is possible to show how to use the construction below to recover the Abstract
Boundary. We discuss such a restriction in the following section.
5.1.21 Definition. A cauchy set S is a subset of Σ0(T ) so that
1. S> = S,
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2. if u < v, v ∈ S and u+w ∈ S then v+w ∈ S.
A cauchy set is a set of elements of Σ0(T ) that has properties in common with a
set of cauchy sequences, without limit points, of some distance. Note that we make
no assumption that the ‘cauchy sequences’ in S limit to the same ‘point’. These
properties are enough to present a construction that mirrors the Abstract Boundary.
We give three examples to illustrate how we think of cauchy sets.
5.1.22 Example. Let M = {(x, y) ∈ R2 : y < 0} be a manifold and ı : M → R2
be the envelopment given by inclusion. Choose p, q ∈ ∂ıM = {(x, y) ∈ R2 : y = 0}
then we may define four cauchy sets:
Sp = {s ∈ Σ0(M) : p is the endpoint of s}
Sq = {s ∈ Σ0(M) : q is the endpoint of s}
Sp∪q = Sp ∪ Sq
Sp+q = {s ∈ Σ0(M) : either or both p and q are accumulation
points of s and s has no other accumulation points
or infinite subsequences without accumulation points}.
It is clear that Sp, Sq ⊂ Sp∪q ⊂ Sp+q, for if p ∈ Sp and q ∈ Sq then p, q ∈ Sp∪q
and p + q ∈ Sp+q. The difference between the two sets Sp∪q and Sp+q is that Sp∪q
represents the two points p and q while Sp+q represents one point; the identification
of p and q. This is because p+ q ∈ Sp+q while, p+ q 6∈ Sp∪q. That is, Sp+q considers
p+ q to be ‘cauchy’ while Sp∪q does not. This will be made clearer below.
5.1.23 Example. Following on from example 5.1.22 and using the same manifold and
embedding we can consider the two sets,
S+(2,0) =
{
s ∈ S(2,0) : ∀(x, y) ∈ s, x > 2
}
S−(2,0) =
{
s ∈ S(2,0) : ∀(x, y) ∈ s, x < 2
}
.
These sets represent boundary points of different envelopments that ‘expand’ out the
point (2, 0) to draw distinctions between the directions of approach. In this situation
we have the following inclusions mirroring the inclusions above: S−(2,0), S
+
(2,0) ⊂ S−(2,0)∪
S+(2,0) ⊂ S(2,0) where S(2,0) mirrors the set Sp+q above. Here we see that ı is the
embedding that identifies the two ‘points’ given by the sets S−(2,0) and S
+
(2,0).
We note that the set of all cauchy sets is much bigger than the set of all boundary
points.
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5.1.24 Example. Let M be a manifold, s ∈ Σ0(M) and let Ss = s> (Ss is the set of
all elements of Σ0(M) less than s), then we can show that Ss is a cauchy set that
cannot correspond to any boundary point under any envelopment of M. Suppose
that u < v, v ∈ Ss and that u + w ∈ Ss, then u + w < s so that v + w < s as
required. Also as S>s = (s
>)> = s> = Ss we can see that Ss is a cauchy set. Now
let φ : M →Mφ be some envelopment so that φ(s) has an endpoint x ∈ ∂φ(M).
Since M is first countable we can assume that s is a sequence without repetition
of elements and can apply the usual techniques for the analysis and creation of
sequences. With this is mind, for each si ∈ s choose ri ∈ R+ so that {ri} → 0.
Let wi ∈ B(si, ri)\
(
s ∪ {wj : j < i}
)
where B(si, ri) is the open ball centred on
si of radius ri with respect to the distance induced by the envelopment φ as given
in chapter 4. Then it is clear that the sequence w = {wi} is an element of Σ0(M)
and that φ(w) has x as an endpoint. With respect to the envelopment φ we wish
to think of w and s as equivalent, as they limit to the same point, yet w + s 6∈ Ss
so that the cauchy set Ss must be contained in the cauchy set Sx. Since this is the
case for all envelopments, we can think of Ss as identifying a ‘bit’ of the point x,
in the same way that S+(2,0) and S
−
(2,0) each identified a ‘bit’ of the point (2, 0). The
difference here is that the ‘bit’ of x identified by Ss is so small that no envelopment
can expand the point x enough so that Ss = Sr for some r ∈ ∂ϕ(M) for some
ϕ ∈ Φ. Hence, we see that the set of all cauchy sets contains cauchy sets which are
not given by a boundary point of some envelopment. Therefore the set of all cauchy
sets is much bigger than the set of all boundary points.
5.1.25 Definition. Given a cauchy set S we may define an equivalence relation
R(S) on S by R(S) = {(u, v) ∈ S × S : u + v ∈ S} or equivalently, uR(S)v if and
only if u+ v ∈ S.
5.1.26 Lemma. Given a cauchy set S the relation R(S) is an equivalence relation
on S.
Proof. Reflexivity Let u ∈ S then u = u+ u ∈ S so that uR(S)u.
Symmetry Let uR(S)v then u+ v = v+ u ∈ S so that vR(S)u.
Transitivity Let uR(S)v and vR(S)w. By assumption, as v < u + v, u + v ∈ S
and v+w ∈ S we know that u+ v+w ∈ S and since u+w < u+ v+w we
know that uR(S)w.
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Continuing the example from above we can see that R(Sp∪q) = Sp × Sp ∪ Sq × Sq
while R(Sp+q) = Sp+q × Sp+q. This makes clear the distinction between the sets
discussed above. The set Sp∪q gives two boundary points p and q, while Sp+q gives
one, the identification of p and q.
5.1.27 Definition. Let S and P be two cauchy sets. We say that S covers P or
SP if for all u ∈ P there exists v ∈ S, depending on u, so that v < u. We say that
S is equivalent to P , S ≡ P if S  P and P  S. We shall denote the equivalence
class of S by [S].
From the inclusions Sp, Sq ⊂ Sp∪q ⊂ Sp+q we can see that Sp+qSp∪qSp, Sq. Since
for any p ∈ Sp, we know that if v < p then v ∈ Sp and as Sp ∩ Sq = ∅ we can
conclude that Sp 6Sq and Sq 6Sp. To find an example where A 6⊂ B but B  A,
let A = Sp∪q and B = {s ∈ Sp+q : (1,−1) 6∈ s}, then we can choose v ∈ A so that
(1,−1) ∈ v. Hence v 6∈ B but the set u = v\{(1,−1)} is such that u < v and u ∈ B.
As this can be done for all v ∈ A we can conclude that B  A as required.
5.1.28 Lemma. Let P, S be cauchy sets so that P  S, and let p, q ∈ P . If there
exists n,m ∈ S so that n < p, m < q and n+m ∈ S, then p+ q ∈ P .
Proof. As P  S and n + m ∈ S there must exist r ∈ P so that r < n + m. Let
u = r − m and v = r − n, then we can see that u + v = r − (n ∩ m) < r so that
u+ v ∈ P and that u < n < p and v < m < q. Hence by point 2 of definition 5.1.21,
as p ∈ P we know that p+v ∈ P , but v < q and q ∈ P so we can see that p+ q ∈ P
as required.
5.1.29 Proposition. Let P, S be cauchy sets so that P ≡ S, then there exists a
bijective function f : P
R(P )
→ S
R(S)
. That is, the equivalence relations R(S) and
R(P ) have the same number of equivalence classes.
Proof. For each p ∈ P , as S  P there exists s ∈ S so that s < p. For each p ∈ P
we shall choose a particular s ∈ S so that s < p and denote it by pS; that is, pS = s.
We will show that the map f : P
R(P )
→ S
R(S)
defined by f([p]) = [pS] is well-defined.
Let q ∈ [p]; we need to show that qS ∈ [pS]. Since P  S there exists n,m ∈ P so
that n < pS and m < qS. Hence, by definition, n < p and m < q. Since n+m < p+q
and p+ q ∈ P , by assumption, we know that n+m ∈ P , thus by the lemma above
we can conclude that pS + qS ∈ S as required.
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We now show that f is injective. Suppose that f([p]) = f([q]), that is, that pS, qS ∈
[n] for some n ∈ S. Thus pSR(S)n and qSR(S)n which implies, by lemma 5.1.26,
that pSR(S)qS, or rather that pS+ qS ∈ S. From the lemma above, this means that
p+ q ∈ P or rather that pR(P )q. Hence [p] = [q] and f is injective as required.
The same argument, as above can be used to define sP ∈ P for each s ∈ S, with
sP < s and an injective function g :
S
R(S)
→ P
R(P )
. We show that f(g([s])) = [s] and
g(f([p])) = [p] and therefore that f is bijective. So let s ∈ S then f(g([s])) = [sP S]
where sP S < sP < s. Hence we can see that sP S + s < s and so sP S + s ∈ S. Hence
f(g([s])) = [sP S] = [s] as required. The same argument can be used to show that
g(f([p])) = [p], thus we have our result.
5.1.30 Definition. Let CS(Σ0(T )) = {S ⊂ Σ0(T ) : S is a cauchy set}.
5.1.31 Lemma. The relation  is a preorder on CS(Σ0(T )) and a partial order on
CS(Σ0(T ))
≡
.
Proof. We begin by showing that  is a preorder on CS(Σ0(T )).
Reflexivity This is trivially true, as u < u for all u ∈ S.
Transitivity Let S  P and P  R. Let r ∈ R, then there exists p ∈ P so that
p < r. It is also true, however, that there exists s ∈ S so that s < p. Then we
can see that s < p < r. Hence S R as required.
The partial order on CS(Σ0(T ))
≡
is given by [S]  [P ] if and only if S  P . First we
show that this definition is independent of choice. Suppose that S  P and that
Q ≡ S and T ≡ P ; we need to show that Q  T . As Q ≡ S and T ≡ P , however,
we know that QSP T and from the proof of transitivity above we know that
Q T as required. Combining the proof of independence of choice with the proofs
of reflexivity and transitivity above we conclude that we need only prove that  is
antisymmetric, but this is trivial by definition of ≡.
5.1.32 Definition. Let B(CS(Σ0(T ))) be the set
{
[S] ∈ CS(Σ0(T ))≡ : there exists Q ∈ [S] so that R(Q) = Q×Q
}
.
By proposition 5.1.29 this definition is independent of the choice of representative
for [S].
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From our previous example we see that [Sp], [Sq] and [Sp+q] are all elements of
B(CS(Σ0(M))), since R(Sp) = Sp×Sp, R(Sq) = Sq×Sq and R(Sp+q) = Sp+q×Sp+q.
We can also see that [Sp∪q] 6∈ B(CS(Σ0(M))) since R(Sp∪q) 6= Sp∪q × Sp∪q.
This set behaves in much the same way as the Abstract Boundary, as it has the
‘same’ construction, yet it is much bigger. In particular, we have allowed cauchy
sets that contain too few sequences to correspond to some abstracted topological
boundary, e.g. the set Ss. As we show in chapter 6, once we place a restriction on
allowed cauchy sets we can then construct the Abstract Boundary using the method
above.
The set B(CS(Σ0(T ))), while containing the bare minimum needed for the Abstract
Boundary, misses out on two important additional pieces of information. Each envel-
opment of a manifoldM, while providing Abstract Boundary points, also identifies a
partial cross section and a topology on that cross section. In the above construction,
while it is possible to add such an identification and topology, the results do not fit
with the ideas and definitions of the Abstract Boundary (refer to section 5.3 to see
that the other definitions of this subsection do fit with the Abstract Boundary).
In section 5.2 we show what additional structure is needed to recover these additional
pieces of information.
As an aside to the main results we give definitions for cauchy set generalisations of
‘in contact’ and ‘separate’ below.
5.1.33 Definition. The cauchy sets S and P are said to be in contact if there exists
u ∈ S ∩ P . We shall denote this by S ⊥ P .
5.1.34 Definition. The cauchy sets S and P are said to be separate if they are not
in contact. We shall denote this by S ‖ P .
5.1.35 Definition. The equivalence classes of cauchy sets [S] and [P ], under ≡, are
said to be in contact if S ⊥ P .
5.1.36 Lemma. Definition 5.1.35 is independent of the choice of representatives.
Proof. Let T ∈ [S] and R ∈ [P ] then we need to show that if S ⊥ P then T ⊥ R.
Since S ⊥ P there exists u ∈ S ∩P . Since u ∈ S and T  S, then there exists t ∈ T
so that t < u. As S  T there exists s ∈ S so that s < t < u and we can conclude
that s ∈ T ∩ P . The same argument can now be applied to T ∩ P to see that there
exists some p ∈ T ∩R as required.
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5.1.37 Definition. The equivalence classes of cauchy sets [S] and [P ], under ≡, are
said to be separate if S ‖ P .
5.1.38 Lemma. Definition 5.1.37 is independent of the choice of representatives.
Proof. This is clear from lemma 5.1.36, definition 5.1.34 and definition 5.1.37.
5.2 Pseudo-distances on Σ0(T )
What is required to identify partial cross sections and a topology on them is some
way to single out ‘special’ cauchy sets. In the usual Abstract Boundary construction
this is done via the set of all envelopments. The correspondence of chapter 4 tells
us that we can, when our topological space is a manifold, use the set D(M). Here
we generalise this to find a class of mathematical objects on Σ0(T ) which we can
also use to single out ‘special’ cauchy sets.
The set C(d), of cauchy sequences with respect to a distance d, is a cauchy set (in
fact it is this that inspired the name given above). Once we restrict further to
those distances that correspond to an envelopment then we can use the set C(d) to
identify the corresponding partial cross section. In addition the topology on C(d)
can be constructed by applying the distance to C(d). Having done all of this we can
construct the Abstract Boundary using the construction above. We give the details
in chapter 6 and here concentrate on the structures needed.
As before we generalise things to apply to any first-countable topological space T .
The definition below is an attempt to generalise the behaviour of a distance on
equivalence classes of cauchy sequences to a function on sets of sequences. As a
consequence we need to ensure that certain properties are true. Thus we have the
long, and perhaps obscure, definition 5.2.1.
5.2.1 Definition. Let f : Σ0(T )→ R+ ∪ {0,∞} be a function and let C(f) = {s ∈
Σ0(T ) : f(s) = 0}. We call f a pseudo-distance if the following conditions are true.
1. Let u < v, then f(u) ≤ f(v).
2. The relation, R(f), on C(f), defined by uR(f)v if and only if f(u+ v) = 0, is
an equivalence relation.
3. If f(s) ∈ R+ ∪ {0} then there exists u ∈ C(f) so that u < s.
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4. If f(s) =∞ then there exists x < s so that for all u ∈ C(f), u 6< x.
5. The function hf defined as hf :
C(f)
R(f)
× C(f)
R(f)
→ R, hf (< u >,< v >) = f(u+ v)
is a distance, where C(f)
R(f)
is the set of equivalence classes of C(f) with respect
to R(f) and < u > is the equivalence class of u under R(f).
We have deliberately chosen the duplicated notation C(f) and R(f) here (recall C(d)
from definition 4.2.1 and R(C(d)) from definition 5.1.25), as once we incorporate
pseudo-distances dS induced from a distance d, we shall see that C(dS) = C(d) and
R(dS) = R(C(d)). That is the definitions are in some sense the same.
It is worthwhile discussing our justification for the conditions above. For the most
part these conditions are taken so that a pseudo-distance mirrors certain properties
of distances. Condition 1 guarantees that an infinite subset of a ‘cauchy’ element of
Σ0(T ) is also ‘cauchy’. Condition 2 allows us to define an equivalence relation on
elements of C(f) that mirrors the equivalence relation used to define T d, where d is
a distance on a topological space T . Condition 3 ensures that if an element of Σ0(T )
is ‘bounded’ then it must be greater than a cauchy element of Σ0(T ). Condition 4
ensures that if an element of Σ0(T ) is not ‘bounded’, then it must be greater than
an element of Σ0(T ) that is not a union of cauchy elements of Σ0(T ). In effect, it
says that if s is made up of the union of a collection of elements, ui, of Σ0(T ) so
that f(ui) <∞ and f(s) =∞, then there must exist some x < s that is made up of
the union of elements from each ui in such a way that x ∩ ui is finite, and therefore
that f(x) = ∞. See figure 5.1 for an example. Condition 5 is added to ensure that
each partial cross section C(f)
R(f)
corresponding to a pseudo-distance, f , has an induced
topology. We must restrict to C(f)
R(f)
to ensure that hf (< u >,< v >) = 0 if and only
if uR(f)v.
As we shall see below, given a distance d on a manifold M, the function h given
by the pseudo-distance dS induced by d will create on
C(dS)
R(dS)
a topology isometric to
∂ıdM. This fact allows us to use induced pseudo-distances to construct the Abstract
Boundary from Σ0(M). It also allows us to use pseudo-distances f to identify partial
cross sections C(f)
R(f)
and to induce a topology on them, thus providing the ‘missing’
information from the construction in section 5.1.4.
These conditions have been chosen for expediency and have not been investigated in
full detail. It may be that they are not independent of each other or that they could
be reduced to a smaller, more simple set of conditions. In particular, the restrictions
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that the existence of a pseudo-distance place on a topological space have not been
determined.
M
s
Figure 5.1: An illustration of condition 4 of definition 5.2.1. The grey portion of the
diagram is the manifoldM enveloped by R2. The sequence s is given by a countable union
of cauchy sequences, the vertical sequences, limiting to the points (i, 0) where i ∈ N. We
can see that f(s) =∞ for the f induced by euclidean distance (see subsection 5.2.1). Any
horizontal line of dots gives the sequence x discussed in condition 4.
5.2.2 Lemma. Conditions 1 and 2 of definition 5.2.1 imply that C(f) is a cauchy
set.
Proof. Let f : Σ0(T ) → R+ ∪ {0,∞} be such that conditions 1 and 2 of definition
5.2.1 hold. Suppose that u ∈ C(f) and v < u, then f(v) ≤ f(u) = 0, thus v ∈ C(f).
Suppose that v < u, u ∈ C(f) and that v + w ∈ C(f). We need to show that
u + w ∈ C(f). Now we know that f(v + u) = f(u) = 0 and therefore that vR(f)u
and by assumption we know that vR(f)w. This implies that uR(f)w and therefore
that f(u+w) = 0 so that u+w ∈ C(f) as required.
This result tells us that each pseudo-distance induces an equivalence relation on
C(f) from lemma 5.1.27. It turns out that this equivalence relation R(C(f)) and the
equivalence relation R(f) must be the same.
5.2.3 Lemma. Let f be a pseudo-distance, then R(C(f)) = R(f).
Proof. It is clear that both equivalence relations are defined on the same set C(f).
Let u, v ∈ C(f) be such that uR(C(f))v, then u + v ∈ C(f). That is, f(u + v) = 0
and therefore uR(f)v. Let u, v ∈ C(f) be such that uR(f)v, then f(u + v) = 0.
That is, u+ v ∈ C(f) and therefore uR(C(f))v.
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So every pseudo-distance gives us a cauchy set and we can use the construction in
subsection 5.1.4 to get an Abstract Boundary-like set.
5.2.4 Definition. Two pseudo-distances, f, g, are equivalent, f ' g, if and only if
C(f) = C(g) and the topologies induced by hf and hg are the same.
Note the important difference in the definition of equivalence here from that in
definition 4.2.4. For distances in D(M), because they are complete, the topology
on ∂ıdM is specified by C(d). While condition 4 of definition 5.2.1 is a form of
‘completeness’, we have not investigated if it is enough to ensure that the distance
hf of a pseudo-distance f is given by C(f), and thus we are forced to add the
topological part to the equivalence above.
We now explore the structure of C(f). For the most part these results are parallels
of similar results for distances that we have taken to be important to ensure that
C(f) behaves in line with our intuition of a set of cauchy sequences.
5.2.5 Definition. Let s ∈ Σ0(T ) and f be a pseudo-distance, then define Cf (s) =
{u ∈ C(f) : u < s}. This is the set of elements of C(f) less than s ∈ Σ0(T ). We can
think of this as the set of cauchy elements of Σ0(T ), with respect to f , less than s.
5.2.6 Proposition. Let s ∈ Σ0(T ) and f be a pseudo-distance. If f(s) = r ∈
R+ ∪ {0}, then s ≈ Σu∈Cf (s)u ∩ s, where the summation is taken with respect to the
binary operation ‘+’ on Σ0(T ).
Proof. Let s′ = Σu∈Cf (s)u ∩ s. Since for all u ∈ Cf (s), u ∩ s ⊂ s we can conclude
that s′ < s. So let us consider the set w = s − s′. If w ≈ 0 then s < s′ and we
have our result, so suppose that w 6≈ 0. Then w is an element of Σ0(T ) such that
for all u ∈ Cf (s), u 6< w. Since w < s we know that f(w) ≤ f(s) = r ∈ R+ ∪ {0}
and therefore from condition 3 of definition 5.2.1 we can conclude that there exists
v ∈ C(f) so that v < w. This implies a contradiction as v < w < s implies that
v ∈ Cf (s), but as we saw above, for all u ∈ Cf (s), u 6< w.
Unfortunately it is not possible to perform the same type of decomposition of s into
cauchy elements of Σ0(T ) if f(s) =∞. In general the best we can do is below.
5.2.7 Lemma. Let s ∈ Σ0(T ) and f be a pseudo-distance. If f(s) = ∞ then for
each u < s so that f(u) ∈ R+ ∪ {0}, we know that f(s− u) =∞.
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Proof. Let x be the sequence given by condition 4 of definition 5.2.1. Then x < s
and for all u ∈ C(f), u 6< x. By condition 3 of definition 5.2.1 we can now conclude
that f(x) = ∞. Hence, as f(x) = ∞ we know that x 6< u, for each u < s so that
f(u) ∈ R+∪{0}. Thus from lemma 5.1.14 we can conclude that x < s−u. Therefore
f(x) ≤ f(s− u) and f(s− u) =∞ as required.
5.2.8 Lemma. Let f, g be pseudo-distances on Σ0(T ) such that f ' g and let
s ∈ Σ0(T ), then f(s) =∞ if and only if g(s) =∞.
Proof. Suppose that f(s) = ∞ and that g(s) = r ∈ R+ ∪ {0}. From conditions 3
and 4 of definition 5.2.1 there exists u < s so that f(u) = ∞ and for all v ∈ C(f),
v 6< u. Now as u < s it must be the case that g(u) ∈ R+ ∪ {0}. So from condition 3
of definition 5.2.1 we know that there exists w ∈ C(g) so that w < u. As C(f) = C(g)
we know that w ∈ C(f) and therefore, as w < s, we have that w ∈ Cf (s) and thus,
as mentioned above, that w 6< u. This is a contradiction and therefore g(s) = ∞.
The reverse direction follows similarly.
5.2.1 Induced pseudo-distances
We now consider the case when T is metrisable. It turns out (proposition 5.2.19)
that every distance d on T , so that every bounded subset is totally bounded (see
definition A.3.6), induces a pseudo-distance dS. In the case when T is a manifold
the construction in subsection 5.1.4 applied to the set of all cauchy sets of induced
pseudo-distances gives us the usual Abstract Boundary construction. We give the
details of the construction in chapter 6. Here we show how the distance d induces a
pseudo-distance and show how the induced cauchy sets relate to the boundary ∂ıdT .
For the remainder of this section we will now assume that T is metrisable and we
restrict our distances so that every bounded subset is totally bounded. This is done
to ensure that if a sequence is contained in a bounded set then it must have a limit
point. We remind the reader that given a distance d on T we denote the cauchy
completion of T by T d.
5.2.9 Definition. Let s ∈ Σ0(T ) and let A(s, d) = {x ∈ T d : x is an accumulation
point of ıd(s)}. This is the set of accumulation points of s in the cauchy completion
of T . If s ∈ C(d) then A(s, d) = {[s]d}, where [s]d is the equivalence class of s used
in the construction of T d.
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Since each s ∈ Σ0(T ) is countably infinite it is possible to choose a bijective function
f : N → s making s into the sequence {si = f(i)}. As T is a metric space and
therefore first countable, s will have no limit points. Therefore the accumulation
points of s under some continuous mapping of T will be the same as the limit
points of s under the same map. Hence, within this section, we can assume that all
s ∈ Σ0(T ) are sequences, s = {si}, without limit points in T .
5.2.10 Definition. Let d : T × T → R be a distance on T , so that every bounded
subset is totally bounded. We may define a function dS : Σ0(T )→ R+ ∪ {0,∞} by
dS(s) =


sup
a,b∈A(s,d)
{d∗(a, b)} iff ∃ > 0 : ∀n, d(s0, sn) < 
∞ iff ∀ ∃n : d(s0, sn) > ,
(5.1)
where d∗ is the distance on T d induced by d.
5.2.11 Lemma. Let d : T ×T → R be a distance on T so that every bounded subset
is totally bounded. If s = {si} ∈ Σ0(T ) is a sequence so that there exists  > 0 such
that for all n ∈ N, d(s0, sn) < , then A(s, d) 6= ∅.
Proof. Let D = B(s0, ) be the ball of radius  > 0 about s0 with respect to d. As
D is bounded we know that it is a totally bounded metric subspace, with the metric
induced by inclusion. Therefore, by applying lemma 10.1.7 of [106], we can conclude
that, in the subspace D, s must have a cauchy subsequence w. By definition of the
metric on D we know that w is a cauchy subsequence of s in T , with respect to d,
as required.
Thus the condition ∃ > 0 : ∀n, d(s0, sn) <  guarantees that A(s, d) 6= ∅ and
hence also that supa,b∈A(s,d){d∗(a, b)} is finite. We will also make use of the following
definition and result implicitly in what follows.
5.2.12 Definition. Let d : T × T → R be a distance on T , so that every bounded
subset is totally bounded, and let dS : Σ0(T ) → R+ ∪ {0,∞} be defined as in
definition 5.2.10. Define C(dS) = {s ∈ Σ0(T ) : dS(s) = 0}.
5.2.13 Lemma. Let d : T ×T → R be a distance on T , so that every bounded subset
is totally bounded and let dS : Σ0(T )→ R+∪{0,∞} be defined as in definition 5.2.10.
Then C(dS) = C(d). In particular, if s ∈ C(dS) then A(s, d) = {[s]d}.
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Proof. Let s ∈ C(d), then from the comment in definition 5.2.9 we know that
A(s, d) = {[s]d}, where [s]d ∈ T d is the element of the cauchy completion of T with
respect to d represented by s. Thus, by definition 5.2.10 it is clear that dS(s) = 0.
Likewise, let s ∈ C(dS), that is, dS(s) = 0. Since d∗ is a distance and since A(s, d) 6=
∅ we can conclude that A(s, d) = {p} for some p ∈ ∂ıdT . Thus every convergent
subsequence of s has p as its end point. Now suppose that s is not convergent. That
is, there exists an open neighbourhood U of p in T d so that there are an infinite
number of elements of ıd(s) = {ıd(si)} contained in T d−U . Let w be a subsequence
of s so that ıd(w) ⊂ T − U . By assumption, s is bounded and thus w is bounded.
So by lemma 5.2.11, w must have a cauchy subsequence, v. We choose v so that
v ⊂ w. As v < w < s we know that [v]d = p and therefore that there is at least one
element vi ∈ v so that ıd(vi) ∈ U . This is a contradiction since v ⊂ w ⊂ T − U .
Therefore no such w can exist and s is convergent. Hence, s ∈ C(d) and, as required,
p = [s]d.
We now show that dS is a pseudo-distance.
5.2.14 Lemma. Let u, v ∈ Σ0(T ), if u < v then dS(u) ≤ dS(v).
Proof. Case 1 Suppose that dS(u) ∈ R+ ∪ {0}. Since u < v implies that A(u, d) ⊂
A(v, d) we can conclude that, if dS(v) ∈ R+ ∪ {0}, then it must be the case
that dS(u) ≤ dS(v), and if dS(v) =∞, then we immediately have our result.
Case 2 Suppose that dS(u) = ∞. Then we know that ∀ ∃n : d(u0, un) > . If
u ⊂ v then it immediately follows that dS(v) =∞. So suppose that u 6⊂ v then
X = u − v must be non-empty and finite as u < v. Choose 0, 1 > 0 so that
0 > maxx∈X d(u0, x) and 1 > d(u0, v0), let  > 0 and let η = max{+ 1, 0}.
Since η > 0 there exists m ∈ N so that d(u0, um) > η. As η ≥ 0, we know
that there must exist some n ∈ N so that um = vn. Thus we can see that,
η < d(u0, um)
≤ d(u0, v0) + d(v0, um)
< 1 + d(v0, vn)
and hence d(v0, vn) > η − 1 ≥ + 1 − 1 =  and therefore dS(v) =∞.
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5.2.15 Lemma. The relation, R(dS) on C(dS), defined by uR(dS)v if and only if
dS(u+ v) = 0 is an equivalence relation.
Proof. Reflexivity Let u ∈ C(dS) then, by definition dS(u) = 0 so that uR(dS)u.
Symmetry Let u, v ∈ C(dS) and suppose that uR(dS)v. Then dS(u+ v) = dS(v+
u) = 0 so that vR(dS)u.
Transitivity Let u, v,w ∈ C(dS). If uR(dS)v and vR(dS)w, then dS(v+u) = 0 and
dS(v + w) = 0. This implies that A(u, d) = A(v, d) = A(w, d) which in turn
implies that dS(u+w) = 0 so that uR(dS)w as required.
5.2.16 Lemma. If dS(s) = r ∈ R+ ∪ {0} then there exists u ∈ C(dS) so that u < s.
Proof. This follows trivially from standard results in topology. As dS(s) is finite, s
must be bounded and hence, from lemma 5.2.11, A(s, d) 6= ∅. So choose x ∈ A(s, d),
then as x is an accumulation point of ıd(s) we can choose a countably infinite subset
of s, u, so that ıd(u) has the endpoint x = [u]d. Therefore u ∈ C(d) so that, by
lemma 5.2.13, u ∈ C(dS) as required.
5.2.17 Lemma. If dS(s) = ∞ then there exists x ∈ Σ0(T ), x < s, so that for all
u ∈ C(dS), u 6< x.
Proof. Letting |A(s, d)| denote the cardinality of A(s, d), we have three cases to
consider.
Case 1 If |A(s, d)| = 0 then as T d is complete with respect to d we know that
CdS(s) = ∅ and we may let x = s.
Case 2 If |A(s, d)| ∈ N then let y = Σu∈CdS (s)u∩s and x = s−y. Since |A(s, d)| ∈ N
we know that A(s, d) must be bounded with respect to d, and thus η is bounded
with respect to d. Therefore dS(y) ∈ R+ ∪ {0} and thus x 6≈ 0 as dS(s) =∞.
If dS(x) ∈ R+ ∪ {0} then by lemma 5.2.16, and as x < s, we know that there
exists u ∈ CdS(x) ⊂ CdS(s). As u ∈ CdS(s) we know that u < s or rather that
u\s is finite, hence we can conclude that u < u ∩ s < y. Therefore u 6< s − y
which is a contradiction. We can conclude that dS(x) = ∞ and that for all
u ∈ C(dS), u 6< x.
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Case 3 Otherwise |A(s, d)| ≥ ℵ0 and we may also assume that A(s, d) is un-
bounded, since if it was bounded we could apply the argument of case 2.
Choose a countable collection of cauchy sequences ui ∈ CdS(s) so that for
all i, j, d∗([ui], [uj ]) ≥ i + j. Such a collection of sequences must exist as,
|A(s, d)| ≥ ℵ0 and A(s, d) is unbounded and T d is a metric space. For all i
choose xi ∈ ui ∩ s so that d∗(ıd(xi), [ui]) < i where i < 1 and i → 0 as
i→∞. We can consider the following calculation:
i+ j ≤ d∗ ([ui], [uj ])
≤ d∗ ([ui], ıd(xi)) + d∗ (ıd(xi), ıd(xj)) + d∗ (ıd(xj), [uj ])
< i + j + d (xi, xj) .
Thus i+ j − i − j < d (xi, xj). Let  > 0 then we can choose i, j so that  <
i+j−i−j , thus  < i+j−i−j < d (xi, xj). Now suppose that there exists
 > 0 so that for all n, d(x0, xn) ≤ 12, then d(xi, xj) ≤ d(xi, x0)+ d(x0, xj) ≤ 
which contradicts the result above, therefore no such  exists. Let x = {xi}.
As xi ∈ s we also know that x ∈ Σ0(T ) thus we can conclude that x < s and
from definition 5.2.10 that dS(x) =∞.
Now suppose that there exists v ∈ CdS(x). Thus as v ∈ C(ds) we know that
there exists 0 > 0 so that for all n, d(v0, vn) < 0. Let w = v ∩ x and label v
and w so that w0 = v0, the elements of v − x are labeled v1, . . . , vk for some
k ∈ N with k the cardinality of v− x and for all i 6= 0, wi = vi+k. This can be
done as v− x must be finite since v < x. As w ⊂ x, for all wi ∈ w there exists
some xg(i) ∈ x so that wi = xg(i) where g : N→ N is an injection. Note that for
all n, d(w0, wn) = d(xg(0), xg(n)) > g(0)+ g(n)− g(0)− g(n). Since w and x are
countable and as N is well ordered, g(n) can have no upper bound, therefore
as n → ∞, g(0) + g(n) − g(0) − g(n) → ∞. In particular, we can choose n
so that g(0) + g(n) − g(0) − g(n) > 0. This implies that d(w0, wn) > 0 and
hence d(v0, vn+k) > 0. This is a contradiction, and therefore no such v exists
thus CdS(x) = ∅ which provides our result.
5.2.18 Lemma. The function given by hdS :
C(dS)
R(dS)
× C(dS)
R(dS)
→ R, hdS(< u >,< v >
) = dS(u+ v) is a distance.
Proof. First we show that hdS is independent of the choice of representative. Let
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p ∈< u > and q ∈< v >, then we know that p, q, u, v ∈ C(ds) = C(d) and hence that
A(p, d) = A(u, d) and A(q, d) = A(v, d) or rather that [p]d = [u]d and [q]d = [v]d.
By construction, and as v, u ∈ C(d), we know that A(u+ v, d) = {[u]d, [v]d}. Like-
wise, A(p+ q, d) = {[p]d, [q]d}. Therefore we have that A(u+ v, d) = {[u]d, [v]d} =
{[p]d, [q]d} = A(p+ q, d) and hence dS(p+ q) = dS(u+ v) as required.
Second, we show that hdS is a distance. Let u, v ∈ C(dS) then, as above,
A(u+ v, d) = {[u]d, [v]d}.
We also know that there exists 0, 1 > 0 so that for all n, d(u0, un) < 0 and
d(v0, vn) < 1. Let  > 0 + 1 + d(u0, v0) and consider x0 ∈ u and xn ∈ v. Then,
d(x0, xn) < d(x0, u0) + d(u0, v0) + d(v0, xn)
< 0 + d(u0, v0) + 1
< .
Since a similar calculation can be carried out for each of the cases x0, xn ∈ u,
x0, xn ∈ v and x0 ∈ v, xn ∈ u we can see that dS(u+ v) ∈ R+ ∪ {0}. From this, and
definition 5.2.10, we can conclude that dS(u + v) = d
∗([u]d, [v]d) and therefore that
hdS(< u >,< v >) = dS(u + v) = d
∗([u]d, [v]d). Thus as d
∗ is a distance, we have
our result.
As mentioned in definition 5.2.1 we must restrict to C(dS)
R(dS)
to ensure that hdS(< u >
,< v >) = 0 if and only if u and v are considered ‘the same’. If we let hdS be a
function on C(dS) × C(dS) then it would be possible to find u ∈ [v]d so that u 6= v
but hdS(u, v) = 0. This would prevent hdS from being a distance.
5.2.19 Proposition. Given a distance d on T , so that every bounded subset is
totally bounded, the induced function dS is a pseudo-distance. We shall refer to a
pseudo-distance that is induced by a distance on T (as given in definition 5.2.10) as
an induced pseudo-distance.
Proof. This follows directly from lemmas 5.2.14, 5.2.15, 5.2.16, 5.2.17 and 5.2.18.
The following two lemmas expand on the relationship between distances and induced
pseudo-distances.
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5.2.20 Lemma. Let d be a distance on T , so that every bounded subset is totally
bounded and let ds be the pseudo-distance induced by d. Let s ∈ Σ0(T ), if dS(s) =
r ∈ R+ ∪ {0}, then there exists u,w ∈ CdS(s) so that dS(u+w) = r.
Proof. As dS(s) = r ∈ R+ ∪ {0} we can find two sequences of points in A(s, d),
{ai} and {bi} so that d∗(ai, bi) → r as i → ∞. Since A(s, d) is bounded and as
T d is complete with respect to d, the sequences {ai} and {bi} must each contain a
cauchy subsequence. Without loss of generality, we may assume that {ai} and {bi}
are cauchy sequences. From the completeness of T d with respect of d∗, there thus
exists a, b ∈ ∂ıd(T ) so that {ai} → a and {bi} → b as i → ∞ and d∗(a, b) = r. As,
for all i, ai, bi ∈ A(s, d) ⊂ ∂ıd(T ) we can find ui, vi ∈ CdS(s) so that ui ∈ ai and
vi ∈ bi. For each i we may choose xi ∈ ui∩s so that d∗(ıd(xi), a) = d∗(a, ai)+i such
that i → 0 as i → ∞. Thus {xi} = x ∈ a and by construction xi ∈ ui ∩ s ⊂ s or
x < s. Therefore a ∈ A(s, d) and likewise we can find y < s so that y ∈ b ∈ A(s, d).
Hence y, x ∈ CdS(s) and dS(x+ y) = d∗([x], [y]) = d∗(a, b) = r as required.
5.2.21 Lemma. Let d, d′ be distances on T , so that every bounded subset is totally
bounded, and dS, d
′
S be the corresponding induced pseudo-distances on Σ0(T ). Then
d ' d′ if and only if dS ' d′S.
Proof. By construction C(dS) = C(d) and C(d′S) = C(d′), therefore since d ' d′ we
can see that C(dS) = C(d′S) and thus dS ' d′S. Equivalence of the topologies comes
from the universality of the cauchy completion. If dS ' d′S then C(d) = C(dS) =
C(d′S) = C(d′) as required.
To finish this section we prove a few results linking C(ds) and ∂ıdT , where d is a
distance and dS its induced pseudo-distance.
5.2.22 Lemma. There exists a surjective function ed : C(dS)→ ∂ıd(T ), defined by
ed(u) = [u]d, where ed(u) = ed(v) if and only if uR(dS)v.
Proof. If w ∈ C(dS), then w ∈ C(d), and since w ∈ Σ0(T ), the unique limit point
of ıd(w) is an element of ∂ıd(T ). Therefore we may define ed : C(dS) → ∂ıd(T ), by
letting ed(w) = [w]d. Let [u]d ∈ ∂ıd(T ), where u ∈ C(d), then u ∈ C(dS) and so
ed(u) = [u]d, hence ed is surjective.
Now suppose that ed(u) = ed(v). This implies that [u]d = [v]d = [u + v]d and
therefore that dS(u+ v) = 0 as required. The reverse follows similarly.
86 Chapter 5. Boundary sets and sets of sequences
The last part of lemma 5.2.22 implies that the induced function e∗d :
C(dS)
R(dS)
→ ∂ıdT
is a homeomorphism, or given any set of representatives, T ⊂ C(dS), of C(dS)R(dS) , that
ed|T is a homeomorphism.
5.2.23 Proposition. The function e∗d is an isometry with the metric hdS on
C(dS)
R(dS)
.
Proof. We know that hdS(< u >,< v >) = d
∗([u]d, [v]d) = d
∗(e∗d(< u >), e
∗
d(< v >))
as required.
5.3 Boundary sets of an envelopment and cauchy
sets
Within this section we show how the ideas of this chapter relate to the definitions
of boundary sets given in chapter 3.
We will use the following notation for this section: letM be a manifold, let φ, ψ ∈ Φ
and dφ ∈ J([φ]), dψ ∈ J([ψ]) be the induced distances from definition 4.3.6, let
dφS, dψS the corresponding induced pseudo-distances and let fφ : Mdφ → φM,
fφıdφ = φ and fψ : Mdψ → ψM, fψıdψ = ψ be the functions given by corollary
4.2.9.
We also note that if d ∈ D(M) then every bounded subset ofM, with respect to d,
must also be totally bounded. This is due to the completeness of φdM with respect
to d, where φd is an envelopment corresponding to d and the paracompactness of
the manifold. Thus we can apply the results of subsection 5.2.1.
We begin by giving some useful results.
5.3.1 Proposition. Let A ⊂ ∂φM be a boundary set, then e−1dφ f−1φ (A) is a cauchy
set.
Proof. Let s ∈ e−1dφ f−1φ (A) and suppose that u < s. Then we know that ed(s) =
ed(u) so that as s ∈ e−1dφ f−1φ (A) we can conclude that u ∈ e−1dφ f−1φ (A). Therefore(
e−1dφ f
−1
φ (A)
)>
= e−1dφ f
−1
φ (A) as required.
Now suppose that u < s, s ∈ C(dφS) and that there exists w so that u + w ∈
e−1dφ f
−1
φ (A). We can see that u+w ∈ C(dφS) and therefore that ed(u+w) = ed(w) =
ed(u) = ed(s) so that ed(s) = ed(s+w) so that s+w ∈ e−1dφ f−1φ (A) as required.
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5.3.2 Proposition. Let A ⊂ ∂φM be a boundary set, then Σ(φ,A) ∩ C(dφ,S) =
e−1dφ f
−1
φ (A).
Proof. Let a ∈ Σ(φ,A)∩C(dφS), then there exists a unique a ∈ A that is an endpoint
of φa. From this we can see that [a] = f−1φ (a) and therefore that a ∈ e−1dφ f−1φ (a) ⊂
e−1dφ f
−1
φ (A) as required. The reverse direction follows similarly.
5.3.3 Corollary. Let A ⊂ ∂φM be a boundary set, then Σ(φ,A) =
(
e−1dφ f
−1
φ (A)
)<
.
Proof. From proposition 5.3.2 we know that Σ(φ,A) ∩ C(dφS) = e−1dφ f−1φ (A) and
therefore (Σ(φ,A) ∩ C(dφS))< =
(
e−1dφ f
−1
φ (A)
)<
, but (Σ(φ,A) ∩ C(dφS))< = Σ(φ,A)
as required.
5.3.1 The covering relation
We first prove two rather trivial results, which give necessary and sufficient condi-
tions so that one boundary set is covered by another.
5.3.4 Lemma. Let A ⊂ ∂φM and B ⊂ ∂ψM then AB if and only if Σ(ψ,B) ⊂
Σ(φ,A)
Proof. Let s ∈ Σ(ψ,B) then ψs → B. By theorem 3.1.5 and as A  B we know
that φs→ A. Moreover as s ∈ Σ(ψ,B) we know that s ∈ Σ0(M) and therefore that
s ∈ Σ(φ,A) as required.
In fact we can do a little better than above, by restricting our interest to cauchy
sequences.
5.3.5 Proposition. Let B ⊂ ∂ψM and C ⊂ ∂ϕM, then B  C if and only if
Σ(ϕ,C) ∩ C(dϕS) ⊂ Σ(ψ,B).
Proof. Let B  C then from lemma 5.3.4 we know that Σ(ϕ,C) ⊂ Σ(ψ,B) and so
Σ(ϕ,C) ∩ C(dϕS) ⊂ Σ(ψ,B).
Suppose that Σ(ϕ,C) ∩ C(dϕS) ⊂ Σ(ψ,B). We need to show that B  C. From
above this is equivalent to showing that Σ(ϕ,C) ⊂ Σ(ψ,B). So let s ∈ Σ(ϕ,C) and
let x ∈ C be such that s ∈ Σ(ϕ, {x}). Then there exists u ⊂ s so that ϕu has x as
an endpoint, that is u ∈ Σ(ϕ,C)∩ C(dϕS). Hence u ∈ Σ(ψ,B). Therefore ψs has at
least one limit point in B and hence s ∈ Σ(ψ,B). Thus we have Σ(ϕ,C) ⊂ Σ(ψ,B)
as required.
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5.3.6 Proposition. Let A ⊂ ∂φM and B ⊂ ∂ψM be boundary sets. Then A
covers B in the sense of definition 3.1.3 if and only if e−1dφ f
−1
φ (A) covers e
−1
dψ
f−1ψ (B)
in the sense of definition 5.1.27.
Proof. ⇒ Suppose that AB in the sense of definition 3.1.3. From lemma 5.3.4 we
know that Σ(ψ,B) ⊂ Σ(φ,A). Corollary 5.3.3 then implies that
(
e−1dψ f
−1
ψ (B)
)<
⊂(
e−1dφ f
−1
φ (A)
)<
. We need to show that for all b ∈ e−1dψ f−1ψ (B) there exists a ∈
e−1dφ f
−1
φ (A) so that a < b. So let b ∈ e−1dψ f−1ψ (B) from above this implies that
b ∈
(
e−1dφ f
−1
φ (A)
)<
. In turn this implies, by definition 5.1.11, that there exists a < b
as required.
⇐ Suppose that e−1dφ f−1φ (A) covers e−1dψ f−1ψ (B) in the sense of definition 5.1.27. That
is for all b ∈ e−1dψ f−1ψ (B) there exists a ∈ e−1dφ f−1φ (A) so that a < b. From proposition
5.3.5 in order to show that A covers B in the sense of definition 3.1.3 it is enough
to show that Σ(ψ,B) ∩ C(dψS) ⊂ Σ(φ,A). Therefore, from proposition 5.3.2 and
corollary 5.3.3 we need to show that e−1dψ f
−1
ψ (B) ⊂
(
e−1dφ f
−1
φ (A)
)<
. So let b ∈
e−1dψ f
−1
ψ (B) by assumption there exists a ∈ e−1dφ f−1φ (A) so that a < b. Thus, by
definition 5.1.11, we know that b ∈
(
e−1dφ f
−1
φ (A)
)<
as required.
Hence we can see that the two definitions of ‘covers’ are equivalent. Indeed we
can see that the covering relation is completely defined if we only look at cauchy
sequences. In propositions 5.3.16 and 5.3.17 we show that this is true for the ‘in
contact’ and ‘separate relations’.
5.3.2 The ‘in contact’ and ‘separate’ relations
Before we prove results similar to proposition 5.3.6 for the ‘in contact’ and ‘sep-
arate’ relations we need to generalise definitions 3.4.1 and 3.4.4. This is because,
currently, these definitions only apply to Abstract Boundary points rather than
Abstract Boundary sets.
5.3.7 Definition. Two boundary sets A ⊂ ∂φM and B ⊂ ∂ϕM are in contact,
A ⊥ B, if and only if for all U ∈ Nφ(A) and for all V ∈ Nϕ(B),
φ−1(U ∩ φM) ∩ ϕ−1(V ∩ ϕM) 6= ∅.
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It is clear that if A = {p} and B = {q} then definition 5.3.7 is the same as definition
3.4.1. Thus definition 5.3.7 is a generalisation of definition 3.4.1.
The next two lemmas ease the transition between cauchy sets and boundary sets
and are useful in what follows.
5.3.8 Lemma. Let S, P ⊂ Σ0(T ) be cauchy sets, then S ∩ P is a cauchy set.
Proof. First, suppose that v ∈ S ∩ P and let u < v. Since v ∈ S we know that
u ∈ S, likewise u ∈ P , so that u ∈ S ∩ P . That is (S ∩ P )> = S ∩ P . Second
suppose that u < v, with v ∈ S ∩ P and suppose that u + w ∈ S ∩ P . Then since
v ∈ S we know that v +w ∈ S, likewise v +w ∈ P . Therefore v + w ∈ S ∩ P and
by definition 5.1.21 S ∩ P is a cauchy set.
5.3.9 Lemma. Let S, P,Q ⊂ Σ0(T ) be cauchy sets. If S ⊂ P< ∩Q< then P ∩Q is
non-empty.
Proof. Let s ∈ S. Then s ∈ P< so that there exists p ∈ P with p < s. Since p < s
and S is cauchy we know that p ∈ S so that p ∈ Q<. Then there exists q < p so
that q ∈ Q. As q < p and P is cauchy we know that q ∈ P . Therefore q ∈ P ∩ Q
as required.
We now generalise proposition 3.4.2.
5.3.10 Proposition. Two boundary sets A ⊂ ∂φM and B ⊂ ∂ϕM are in contact
if and only if
(
Σ(φ,A) ∩ C(dφ)
)
∩
(
Σ(ϕ,B) ∩ C(dϕ)
)
6= ∅.
Proof. Let s ∈
(
Σ(φ,A)∩C(dφ)
)
∩
(
Σ(ϕ,B)∩C(dϕ)
)
and U be an open neighbour-
hood of A in Mφ and V an open neighbourhood of B in Mϕ. Let s = {si}. Since
s ∈ Σ(φ,A) ∩ C(dφ) there must exist some N ∈ N so that for all i > N , φ(si) ∈ U .
Likewise as s ∈ Σ(ϕ,B)∩C(dϕ) there must exist someM ∈ N, so that for all i > M ,
ϕ(si) ∈ V . Thus for all i > max{N,M} we have that φ(si) ∈ U and ϕ(si) ∈ V .
That is, si ∈ φ−1(U ∩ φM) ∩ ϕ−1(V ∩ ϕM), as required.
Now suppose that A ⊥ B. For each i ∈ N, let Ui ∈ Nφ(A) be such that Ui ⊂ Ui−1,
and Vi ∈ Nϕ(B) so that Vi ⊂ Vi−1. For each i choose si ∈ φ−1(Ui ∩ φM)∩ ϕ−1(Vi ∩
ϕM). It is clear that, by construction, φs → A and ϕs → B. Since φs → A there
exists a < s so that a ∈ C(dφ).
Let a = {ak}. There exists f : N→ N so that ak = sf(k). Then for each f(k), k ∈ N,
ϕ(ak) ∈ Vf(k). This implies that a ∈ Σ(ϕ,B) and therefore there exists b < a so that
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b ∈ C(dϕ) ∩ Σ(ϕ,B). In addition as b < a and a ∈ C(dφ) we know that b ∈ C(dφ).
Lastly, letting b = {bi} and g : N→ N be the function so that bi = sg(i), we can see
that for all g(i), i ∈ N, φ(bi) ∈ Ug(i), which implies that b ∈ Σ(φ,A). Thus, as we
have shown that b ∈
(
Σ(φ,A)∩C(dφ)
)
∩
(
Σ(ϕ,B)∩C(dϕ)
)
, we have our result.
5.3.11 Definition. Let [A], [B] be Abstract Boundary sets, then [A] is in contact
with [B], [A] ⊥ [B] if and only if A ⊥ B.
5.3.12 Lemma. Definition 5.3.11 is independent of the choice of representative.
Proof. Let [A], [B] be Abstract Boundary sets, where A ⊂ ∂φM and B ⊂ ∂ϕM.
Suppose that A ⊥ B and let D ∈ [A] and C ∈ [B] be so that D ⊂ ∂ψM and
C ⊂ ∂χM. Since A ⊥ B we know from proposition 5.3.10 that
(
Σ(φ,A)∩C(dφ)
)
∩(
Σ(ϕ,B) ∩ C(dϕ)
)
6= ∅. Also as D ∈ [A], and C ∈ [B] we know that Σ(φ,A) ∩
C(dφ) ⊂ Σ(ψ,D) and Σ(ϕ,B) ∩ C(dϕ) ⊂ Σ(χ,C). Thus
(
Σ(φ,A) ∩ C(dφ)
)
∩
(
Σ(ϕ,B) ∩ C(dϕ)
)
⊂ Σ(ψ,D) ∩ Σ(χ,C).
Using proposition 5.3.2 and corollary 5.3.3 we can rewrite this as
e−1dφ f
−1
φ (A) ∩ e−1dϕ f−1ϕ (B) ⊂
(
e−1dψ f
−1
dψ
(D)
)<
∩
(
e−1dχ f
−1
dχ
(C)
)<
.
From lemmas 5.3.8 and 5.3.9 it is clear that e−1dψ f
−1
dψ
(D) ∩ e−1dχ f−1dχ (C) 6= ∅. Using
proposition 5.3.2 we see that Σ(ψ,D) ∩ Σ(χ,C) 6= ∅ as required.
5.3.13 Proposition. Let [A], [B], [C] be abstract boundary sets, where A ⊂ ∂φM,
B ⊂ ∂ϕM and C ⊂ ∂ψM. If [A] [C] and [B] [C] then [A] ⊥ [B].
Proof. Since [A]  [C] and [B]  [C] we know that Σ(ψ,C) ∩ C(dψ) ⊂ Σ(φ,A)
and Σ(ψ,C) ∩ C(dψ) ⊂ Σ(ϕ,B), by lemma 5.3.4. Therefore Σ(ψ,C) ∩ C(dψ) ⊂
Σ(φ,A) ∩ Σ(ϕ,B). We can rewrite this as
e−1dψ f
−1
ψ (C) ⊂
(
e−1dφ f
−1
φ (A)
)<
∩
(
e−1dϕ f
−1
ϕ (B)
)<
using proposition 5.3.2 and corollary 5.3.3. From lemma 5.3.9 it is clear that
e−1dφ f
−1
φ (A)∩e−1dϕ f−1ϕ (B) 6= ∅. Using proposition 5.3.2 we get that Σ(φ,A)∩Σ(ϕ,B) 6=
∅ as required.
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We now come to generalising the ‘separate’ relation. Since two boundary points x, y
are separate if and only if they are not in contact, generalising the separate relation
is trivial.
5.3.14 Definition. Two boundary sets A,B are separate, A ‖ B, if they are not in
contact.
5.3.15 Definition. Let [A], [B] be Abstract Boundary sets. We say that [A] is
separate from [B], [A] ‖ [B] if and only if A ‖ B.
With these new definitions for ‘in contact’ and ‘separate’ we are now able to give
the appropriate results mirroring proposition 5.3.6 for the ‘in contact and ‘separate’
relations.
5.3.16 Proposition. Let A ⊂ ∂φM and B ⊂ ∂ψM be boundary sets, then A is in
contact with B in the sense of definition 5.3.7 if and only if e−1dφ f
−1
φ (A) is in contact
with e−1dψ f
−1
ψ (B) in the sense of definition 5.1.33.
Proof. From proposition 5.3.2 we know that e−1dφ f
−1
φ (A) = Σ(φ,A) ∩ C(dφ) and
e−1dψ f
−1
ψ (B) = Σ(ψ,B) ∩ C(dψ). The result then follows directly from proposition
5.3.10.
5.3.17 Proposition. Let A ⊂ ∂φM and B ⊂ ∂ψM be boundary sets, then A is
separate from B in the sense of definition 5.3.14 if and only if e−1dφ f
−1
φ (A) is separate
from e−1dψ f
−1
ψ (B) in the sense of definition 5.1.34.
Proof. This follows directly from proposition 5.3.16 and definition 5.1.34.
Thus we can see that, in addition to the covering relation, the ‘in contact’ and
‘separate’ relations are completely specified by their behaviour on cauchy sequences.
5.4 Conclusions and future work
Within this chapter we have explored the structure of Σ0(T ) for a first-countable
topological space T , with an emphasis on showing exactly what structure is needed
to define the Abstract Boundary. We saw that, with the definition of a cauchy set,
we required only the partial order < to give a very general Abstract Boundary-like
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construction. This construction was missing information regarding partial cross sec-
tions and their induced topologies. After giving the definition of a pseudo-distance,
and exploring some of the resultant structure on Σ0(T ), we showed how a distance
on T induces a pseudo-distance and how the set of all induced pseudo-distances
and, in particular, their cauchy sets correspond to boundary sets. This provided
us with the ‘missing’ details of the construction in section 5.1.4 by telling us which
cauchy sets should be induced partial cross sections and what induced topology they
should possess. In chapter 6 we use these results to give an explicit definition of the
Abstract Boundary.
As mentioned in 4.4, giving necessary and sufficient conditions for a distance, d, to
be an element of D(M), which only discuss properties of d itself, is an important
but hard problem. Exploring the conditions necessary for a pseudo-distance to be
an induced pseudo-distance is, in effect, giving conditions on d so that d ∈ D(M).
Thus the material in this chapter provides an alternate route to investigate D(M).
In addition, more work is required on the conditions in definition 5.2.1. As men-
tioned earlier, the conditions were chosen for expediency, to prove the results which
followed. While we think that these results are a necessary part of the concept of
pseudo-distance, a thorough study of pseudo-distances and any discrepancies be-
tween their behaviour and the behaviour of an induced pseudo-distance is needed.
Refining the results of section 5.1.1 to apply to filters or nets would be an important
step towards a far more general definition of the Abstract Boundary than currently
possible.
We note that the construction of subsection 5.1.4 is applicable to sequence spaces
and therefore of use in areas involving functional analysis. An example of the types
of applications possible, after further development, is the use of the construction
to avoid working on a manifold with boundary. In [21] Chamseddine and Connes
use a manifold with boundary to show that the spectral action gives the correct
gravitational lagrangian. The boundary of the manifold is used to impose certain
boundary conditions on a linear operator. The conditions ensure that the operator is
self adjoint and therefore allow for the use of the spectral action principle. Because
of the use of a boundary, however, the lagrangian contains a boundary term. See
[82] for a discussion of the physical relevance of boundary terms in the gravitational
lagrangian.
Chapter 6
Alternative constructions for the
Abstract Boundary
In this chapter we give an application of the results of chapters 4 and 5. We show
how to construct two new sets which are isomorphic to the Abstract Boundary. The
differences between these sets and the usual Abstract Boundary construction, allow
us to apply new tools to the analysis of B(M). For example, it is sometimes easier
to find relations between distances than envelopments.
In chapter 4 we showed how envelopments can be represented by distances; using
this idea we construct the Abstract Boundary by using distances. We also note that
using the details given here an Abstract Boundary-like set can be constructed for
any metrisable space. In chapter 5 we showed how boundary sets can be represented
by using sets of sequences and how distances can be reduced to pseudo-distances.
We use these ideas to construct the Abstract Boundary by using sequences. The
construction given here is exactly that of subsection 5.1.4 applied to a manifold with
the added restriction of using induced pseudo-distances.
6.1 The canonical Abstract Boundary construc-
tion
We begin by presenting the Abstract Boundary construction from chapter 3 in lan-
guage which will better show the similarity between the two other constructions in
this chapter and reveal more of the underlying structure.
6.1.1 Definition. Let B(Φ(M)) = {(A, φ) : φ ∈ Φ(M), A ⊂ ∂φM}. This is the
set of all boundary sets indexed by their envelopment.
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We can define the covering, in contact and separate relations on B(Φ(M)) in the
obvious way.
6.1.2 Definition. Let (A, φ), (B,ψ) ∈ B(Φ(M))
The pair (A, φ) covers (B,ψ), (A, φ) (B,ψ) if and only if AB.
The pairs (A, φ) and (B,ψ) are in contact, (A, φ) ⊥ (B,ψ) if and only if A ⊥ B.
The pairs (A, φ) and (B,ψ) are separate, (A, φ) ‖ (B,ψ), if and only if A ‖ B.
The pair (A, φ) is equivalent to (B,ψ), (A, φ) ' (B,ψ), if and only if A ' B.
The previous equivalence relation is clearly well defined. Additionally, by construc-
tion, this equivalence relation is the same as the usual equivalence relation between
boundary sets.
We now define Abstract Boundary sets, with this new notation, and extend the
covering, in contact and separate relations to Abstract Boundary sets.
6.1.3 Definition. An Abstract Boundary set is an equivalence class [(A, φ)] of
B(Φ(M))
'
.
Let [(A, φ)], [(B,ψ)] ∈ B(Φ(M))
'
.
The Abstract Boundary set [(A, φ)] covers [(B,ψ)], [(A, φ)] [(B,ψ)] if and only if
(A, φ) (B,ψ).
The pairs [(A, φ)] and [(B,ψ)] are equal, [(A, φ)] = [(B,ψ)], if and only if (A, φ) '
(B,ψ).
The pairs [(A, φ)] and [(B,ψ)] are in contact, [(A, φ)] ⊥ [(B,ψ)] if and only if
(A, φ) ⊥ (B,ψ).
The pairs [(A, φ)] and [(B,ψ)] are separate, [(A, φ)] ‖ [(B,ψ)], if and only if (A, φ) ‖
(B,ψ).
6.1.4 Definition. Let B(Φ(M)) = {[(A, φ)] ∈ B(Φ(M))
'
: ∃({p}, ψ) ∈ [(A, φ)] where
p ∈ ∂ψM}.
All we have done is to make apparent the dependence of boundary sets on the
particular envelopment from which they arise. This is clear from the definitions of
the relations on B(Φ(M)). We formalise this in the following trivial proposition.
6.1.5 Proposition. There exists a bijection f : B(Φ(M)) → B(M), given by
f([(A, φ)]) = [A] so that the three relations ,⊥, ‖ are preserved by f and f−1.
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Proof. Let [(A, φ)] ∈ B(Φ(M)) and define f by f([(A, φ)]) = [A]. We can immedi-
ately see that f : B(Φ(M))→ B(M).
Let [(A, φ)], [(B,ϕ)] ∈ B(Φ(M)) and suppose that f([(A, φ)]) = f([(B,ϕ)]). Then
A ' B and therefore [(A, φ)] ' [(B,ϕ)], thus f is injective. Let [A] ∈ B(M)
so that A ⊂ ∂φM where φ ∈ Φ(M). Then [(A, φ)] ∈ B(Φ(M)) is such that
f([(A, φ)]) = [A]. Hence f is surjective.
Now, suppose that [(A, φ)]  [(B,ϕ)] then, by construction, [A]  [B] so that
f([(A, φ)]) = [A]  [B] = f([(B,ϕ)]) as required. Suppose that [A]  [B], where
A ⊂ ∂φM and B ⊂ ∂ϕM. Then f−1([A]) = [(A, φ)] and f−1([B]) = [(B,ϕ)] and
as AB we can see that [(A, φ)] [(B,ϕ)] as required.
The proofs for ⊥ and ‖ are similar.
It is worthwhile pointing out that any relation defined on B(M) can be defined on
B(Φ(M)), in the manner of definitions 6.1.2 and 6.1.3, and that f and f−1 will
preserve it as all we have done is to include a specific reference to the envelopment
to which each boundary set belongs.
6.2 The Abstract Boundary via distances
6.2.1 Distance boundary sets and relations
We define the covering, in contact and separate relations for ‘distance boundary
sets’. Naturally the definitions below are direct parallels of the similar definitions
for the Abstract Boundary translated using corollary 4.2.9.
6.2.1 Definition. A distance boundary set, A, is a subset of ∂ıdM. That is, A is
a distance boundary set if A ⊂ ∂ıdM.
6.2.2 Definition. Let B(D(M)) = {(A, d) : d ∈ D(M) and A ⊂ ∂ıdM}.
6.2.3 Definition. Let (A, d), (B, d′) ∈ B(D(M)), then (A, d) covers (B, d′), (A, d)
(B, d′) if and only if for every U ∈ N(A) there exists V ∈ N(B) so that
ıdı
−1
d′ (V ∩ ıd′M) ⊂ U.
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6.2.4 Proposition. Let d ∈ D(M), φd ∈ I([d]) be an embedding, where I is the
function given in definition 4.3.4, and A ⊂ ∂ıdM, then Σ(ıd, A) = Σ(φd, f(A))
where f is the function given in corollary 4.2.9.
Proof. Let s ∈ Σ(ıd, A) then ıds → A and as f :Md → φdM is a homeomorphism
such that fıd = φd we know that fıds = φds→ f(A). Hence s ∈ Σ(φd, f(A)).
Let s ∈ Σ(φd, f(A)) and as f−1 : φdM → Md is a homeomorphism such that
ıd = f
−1φd we know that f
−1φds = ıds→ f−1f(A) = A. Hence s ∈ Σ(ıd, A).
6.2.5 Proposition. Let (A, d), (B, d′) ∈ B(D(M)). Then (A, d)  (B, d′) if and
only if Σ(ıd′ , B) ⊂ Σ(ıd, A).
Proof. This follows from propositions 6.2.4 and 5.3.4.
6.2.6 Corollary. Let (A, d), (B, d′) ∈ B(D(M)) then (A, d) (B, d′) if and only if
(f(A), φd) (f
′(B), φd′) where φd, φd′ ∈ Φ(M) are the envelopments corresponding
to d and d′ given in definition 4.3.4 and f :Md → φdM, f ′ :Md′ → φd′M are the
functions given by corollary 4.2.9.
Proof. ⇒ Suppose that (A, d)  (B, d′) then from propositions 6.2.5 and 6.2.4 we
know that Σ(φd′ , f(B)) ⊂ Σ(φd, f(A)), but from lemma 5.3.4 this implies that
(f(A), φd)  (f
′(B), φd′). ⇐ This follows as above by application of the same re-
sults.
We can now define the in contact and separate relations on B(D(M)) as well as the
necessary equivalence relation.
6.2.7 Definition. Two distance boundary sets (A, d), (B, d′) ∈ B(D(M)) are in
contact, (A, d) ⊥ (B, d′), if for all U ∈ N(A) and V ∈ N(B) then
ı−1d (U ∩ ıdM) ∩ ı−1d′ (V ∩ ıd′M) 6= ∅.
6.2.8 Proposition. Two distance boundary sets (A, d), (B, d′) ∈ B(D(M)) are in
contact if and only if
(
Σ(ıd, A) ∩ C(d)
)
∩
(
Σ(ıd′ , B) ∩ C(d′)
)
6= ∅
Proof. From corollary 4.2.9 we know that the condition of definition 6.2.7 becomes,
φ−1d (f(U)∩φdM)∩φ−1d′ (f ′(V )∩φd′M), where f :Md → φdM and f ′ :Md
′ → φd′M
are homeomorphisms given by corollary 4.2.9. The proof of proposition 5.3.10 can
then be used to show that
(
Σ(φd, f(A)) ∩ C(d)
)
∩
(
Σ(φd′ , f
′(B)) ∩ C(d′)
)
6= ∅.
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Proposition 6.2.4 allows us to rewrite this as
(
Σ(ıd, A)∩C(d)
)
∩
(
Σ(ıd′ , B)∩C(d′)
)
6=
∅ as required.
6.2.9 Corollary. Let (A, d), (B, d′) ∈ B(D(M)) be two boundary sets, then (A, d) ⊥
(B, d′) if and only if (f(A), φd) ⊥ (f ′(B), φd′) where, as before, φd, φd′ ∈ Φ(M) are
the envelopments corresponding to d and d′ given in definition 4.3.4 and f :Md →
φdM, f ′ :Md′ → φd′M are the functions given by corollary 4.2.9.
Proof. The proof follows from propositions 6.2.8, 6.2.4 and 5.3.10 and is demon-
strated in the proof of the proposition 6.2.8.
6.2.10 Definition. Two distance boundary sets (A, d), (B, d′) ∈ B(D(M)) are
separate if they are not in contact.
6.2.2 The abstract distance boundary
6.2.11 Definition. Two distance boundary sets (A, d), (B, d′) ∈ B(D(M)) are
equivalent, (A, d) ' (B, d′), if and only if (A, d) (B, d′) and (B, d′) (A, d).
This allows us to define an abstract distance boundary set and to extend the cover-
ing, in contact and separate relations.
6.2.12 Definition. An abstract distance boundary set is an equivalence class,
[(A, d)] of B(D(M))
'
.
Let [(A, d)], [(B, d′)] ∈ B(D(M))
'
.
The set [(A, d)] covers [(B, d′)], [(A, d)] [(B, d′)], if and only if (A, d) (B, d′).
The sets [(A, d)] and [(B, d′)] are in contact, [(A, d)] ⊥ [(B, d′)], if and only if
(A, d) ⊥ (B, d′).
The sets [(A, d)] and [(B, d′)] are separate, [(A, d)] ‖ [(B, d′)], if and only if (A, d) ‖
(B, d′).
From the correspondence given between distance boundary sets and boundary sets
we can see that these definitions are independent of choice. Proofs of this are very
similar to the independence results in section 5.3.
We can now define the abstract distance boundary.
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6.2.13 Definition. The abstract distance boundary is the set
B(D(M)) =
{
[(A, d)] ∈ B(D(M))' : ∃({p}, d
′) ∈ [(A, d)], p ∈ ∂ıd′M
}
.
An abstract distance boundary point is an element of B(D(M)).
6.2.14 Theorem. There exists a bijective function f : B(D(M)) → B(Φ(M))
given by, f([(A, d)]) = [(gd(A), φd)], where gd is the homeomorphism of corollary
4.2.9, so that the relations ,⊥, ‖ are preserved by f and f−1.
Proof. We first need to show that f is well defined, that is, we need to show that
[(gd(A), φd)] ∈ B(Φ(M)) and that if (A, d) ' (B, d′) then (gd(A), φd) ' (gd′(B), φd′).
We know from corollary 4.2.9 that gdıd = φd and therefore, as A ⊂ ∂ıdM, that
gd(A) ⊂ ∂φdM, thus (gd(A), φd) is a boundary set. Suppose that (A, d) ' (B, d′),
that is Σ(ıd, A) = Σ(ıd′ , B) from proposition 6.2.5, and from proposition 6.2.4 we
can conclude that Σ(φd, gd(A)) = Σ(ıd, A) = Σ(ıd′ , B) = Σ(φd′ , gd′(B)) so that
(gd(A), φd) ' (gd′(B), φd′) from definition 6.1.2 and lemma 5.3.4, as required. Since
we know that there exists ({p}, d′′) ∈ [(A, d)], by the same argument we can see that
(gd′′({p}), φd′′) ∈ [(gd(A), φd)] and hence [(gd(A), φd)] ∈ B(Φ(M)) as required. Note
also that this definition is independent of the choice of φd corresponding to d, as by
lemma 4.3.8 and proposition 4.1.5, if φd, ψd ∈ I([d]) then (gφd(A), φd) ' (gψd(A), ψd).
Therefore f is well-defined.
Let [(A, d)], [(B, d′)] ∈ B(D(M)) be such that f([(A, d)]) = f([(B, d′)]). Then
gd(A) ' gd′(B) so that Σ(φd, gd(A)) = Σ(φd′ , gd′(B)) by lemma 5.3.4. As above, by
proposition 6.2.4 this implies that Σ(ıd, A) = Σ(ıd′ , B) and hence [(A, d)] = [(B, d
′)]
as required. Therefore f is injective. Let [(A, φ)] ∈ B(Φ(M)), so that A ⊂ ∂φM.
Then From above we know that [(g−1dφ A, dφ)] ∈ B(D(M)) since [(A, φ)] ∈ B(Φ(M)),
then f([(g−1dφ A, dφ)]) = [(A, φ)] and so f is surjective.
Definition 6.2.10, corollaries 6.2.6 and 6.2.9, and arguments similar to above, provide
the necessary results for the invariance of ,⊥ and ‖ under f and f−1.
It is worthwhile pointing out that if we let D(T ) be the set of all distances defined on
the topological space T , then the construction above defines an Abstract Boundary-
like set for metrisable spaces. This ‘Abstract Distance Boundary’ would contain all
information about limits of sequences and how those limits change under changes
of distances.
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In this sense what we have constructed above is a subset of B(D(T )), when T is a
manifold, as we have restricted ourselves to distances given by an envelopment.
6.3 The Abstract Boundary via sequences
Using the results of chapter 5 and, in particular, section 5.3 we show below how to
construct a set, equivalent to the Abstract Boundary, using the set of sequences on
a manifold and its set of induced pseudo-distances.
Just as we have commented at the end of section 6.2, the construction we give
below (B(Σ0(M)) of definition 6.3.5) is a subset of the Abstract Boundary-like set,
B(CS(Σ0(T ))) (definition 5.1.32), defined on any first-countable topological space.
This is done as we must restrict the cauchy sets to be those given by induced
pseudo-distances and require ‘point like’ representatives of the equivalence classes
(see definition 6.3.5).
6.3.1 Definition. Let DSeq(M) = {dS : d ∈ D(M)}. This is the set of all pseudo-
distances, on Σ0(M), that are induced by a distance on M that correspond to an
envelopment.
6.3.2 Definition. Let
B(Σ0(M)) = {(P, dS) : P ⊂ C(dS), P is a cauchy set and dS ∈ DSeq(M)}.
This is the set of all cauchy sets, restricted by induced pseudo-distances, indexed by
their induced pseudo-distance.
6.3.3 Definition. Let (P, dS), (Q, d
′
S) ∈ B(Σ0(M)).
We say that (P, dS) covers (Q, d
′
S), (P, dS) (Q, d
′
S), if and only if P Q.
We say that (P, dS) and (Q, d
′
S) are in contact, (P, dS) ⊥ (Q, d′S) if and only if
P ⊥ Q.
We say that (P, dS) and (Q, d
′
S) are separate, (P, dS) ‖ (Q, d′S) if and only if P ‖ Q.
We say that (P, dS) and (Q, d
′
S) are equivalent, (P, dS) ' (Q, d′S) if and only if
(P, dS)  (Q, d
′
S) and (Q, d
′
S)  (P, dS). That is (P, dS) ' (Q, d′S) if and only if
P ≡ Q.
6.3.4 Lemma. Let (P, dS) ∈ B(Σ0(M)) if
∣∣∣ PR(dS)
∣∣∣ = 1 then ed(P ) = {[v]d} for any
v ∈ P .
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Proof. Since
∣∣∣ PR(dS)
∣∣∣ = 1 we know that for all x, y ∈ P that xR(dS)y and therefore
from lemma 5.2.22 we know that for all x, y ∈ P that ed(x) = ed(y). We can
conclude that ed(P ) consists of a single point. Since for all x, y ∈ P , xR(dS)y we
know that dS(x+y) = 0. By definition 5.2.10 this implies that [x]d = [y]d. Therefore
ed(P ) = {[v]d} for any v ∈ P .
We can now define an abstract sequence boundary set, point and the set of all
abstract sequence boundary points.
6.3.5 Definition. An abstract sequence boundary set is an equivalence class of
B(Σ0(M))
'
.
An abstract sequence boundary point is an abstract sequence boundary set, [(P, dS)]
so that there exists some (Q, d′S) ∈ [(P, dS)] so that for all u, v ∈ Q, uR(d′S)v, that is
so that Q
R(d′
S
)
is a singleton, where R(d′S) is the equivalence relation given in definition
5.2.1.
Let B(Σ0(M)) = {[(P, dS)] ∈ B(Σ0(M))' : ∃(Q, d′S) ∈ [(P, dS)],
∣∣∣ QR(d′
S
)
∣∣∣ = 1}. By
lemma 6.3.4 we can see that the condition
∃(Q, d′S) ∈ [(P, dS)],
∣∣∣∣ QR(d′S)
∣∣∣∣ = 1
is the same as requiring a point like representative.
6.3.6 Definition. Let [(P, dS)], [(Q, d
′
S)] ∈ B(Σ0(M)).
The abstract sequence boundary point [(P, dS)] covers [(Q, d
′
S)], [(P, dS)] [(Q, d
′
S)],
if and only if (P, dS) (Q, d
′
S).
The abstract sequence boundary points [(P, dS)], [(Q, d
′
S)] are in contact, [(P, dS)] ⊥
[(Q, d′S)], if and only if (P, dS) ⊥ (Q, d′S).
The abstract sequence boundary points [(P, dS)], [(Q, d
′
S)] are separate, [(P, dS)] ‖
[(Q, d′S)], if and only if (P, dS) ‖ (Q, d′S).
6.3.7 Theorem. There exists a bijective function f : B(Σ0(M)) → B(Φ(M)),
defined by f([(P, dS)]) = [(gded(P ), φd)], so that it and its inverse preserve the cov-
ering, in contact and separate relations, where d is the distance that induces dS, ed
is given by lemma 5.2.22, gd is given by corollary 4.2.9 and φd ∈ I([d]) where I is
the function given in definition 4.3.4.
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Proof. Let [(P, dS)], [(Q, d
′
S)] ∈ B(Σ0(M)).
We first show that f is well defined. To do this we need to show that f([P, dS]) ∈
B(Φ(M)) and that if (P, dS) ' (Q, d′S) then (gded(P ), φd) ' (gd′ed′(Q), φd′). By
lemma 5.2.22 and corollary 4.2.9 we know that the image of gded, gded(C(dS)), is
∂φdM. Therefore (gded(P ), φd) ∈ B(D(M)). So suppose that (P, dS) ' (Q, d′S),
that is PQ andQP thus from proposition 5.3.6 we can see that gded(P )gd′ed′(Q)
and gd′ed′(Q)gded(P ) and therefore (gded(P ), φd) ' (gd′ed′(Q), φd′) as required. As
[(P, dS)] ∈ B(Σ0(M)) we know that there exists (A, d′′S) ∈ [(P, dS)] so that
∣∣∣ AR(d′′
S
)
∣∣∣ =
1 and by the above argument we can conclude that (gded(A), φd′′) ' (gded(P ), φd).
Thus by lemma 6.3.4 we know that gded(A) is a single point and we can see that
[(gded(P ), φd)] ∈ B(Φ(M)) as required. Note also that this definition is independent
of the choice of φd corresponding to d, as by lemma 4.3.8 and proposition 4.1.5, if
φd, ψd ∈ I([d]) then (gφded(P ), φd) ' (gψded(P ), ψd). Hence f is well defined.
Suppose that f([(P, dS)]) = f([(Q, d
′
S)]), then [(gded(P ), φd)] = [(gd′ed′(Q), φd′)], so
that by lemma 5.3.4 we know that Σ(φd, gded(P )) = Σ(φd′ , gd′ed′(Q)). By lemma
5.3.3 we see that P< = Q<. Let q ∈ Q then q ∈ Q< and so q ∈ P<. Therefore
there exists p ∈ P so that p < q hence P  Q. The same argument can be used
to show that Q  P and therefore that (P, ds) ' (Q, d′s). Thus f is injective.
Let [(A, φ)] ∈ B(Φ(M)). Then from proposition 5.3.1 and above we know that
[(e−1d g
−1
d (A), dφS)] ∈ B(Σ0(M)) so that f([e−1d g−1d (A), dφS)]) = [(A, φ)] and hence f
is surjective.
The preservation of ,⊥ and ‖ for f and f−1 follow from arguments similar to the
above and propositions 5.3.6, 5.3.16 and 5.3.17.
6.4 Conclusions and future work
Over the last three chapters we have shown that the Abstract Boundary can be
constructed from the cauchy completions of a certain set of distances on M as
well as the set of all sequences without limit points in M and the set of induced
pseudo-distances on it. We have explored the finer detail of the Abstract Boundary
construction and shown that an Abstract Boundary-like set can be constructed from
the set of sequences, without limit points, on a first-countable topological space.
While abstract, all of these results are important steps in the development of the Ab-
stract Boundary. By exploiting the different structures of the abstract, distance and
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sequence boundaries we will be able to prove new and interesting results about the
Abstract Boundary and embeddings of manifolds in general. By using the additional
generality shown here, whenever the need arises to study the ‘limiting behaviour’ of
a topological space an Abstract Boundary-like set can be constructed. These ‘ideal
points’ have demonstrated themselves to be useful in general relativity so we are
sure that the Abstract Boundary will find application in other areas. In addition,
the knowledge of exactly what the underlying structure of the Abstract Boundary
is gives us a better conceptual framework, which will lead to a better understanding
of the Abstract Boundary, embeddings of manifolds and general relativity.
Future work has already been discussed in the previous chapters 4 and 5. The most
pressing unresolved problem is the classification of D(M) which we discuss in the
next chapter.
Chapter 7
The classification of D(M)
When is a distance d in D(M)? From chapter 4 we know that this question is
equivalent to knowing when M can be enveloped. Indeed ‘classifying’ D(M) is the
same as classifying Φ(M): clearly a hard problem.
We do not provide a solution to this problem. The aim of this chapter is only to
suggest methods of attack. Since working with D(M) is, in some sense, easier than
Φ(M), we hope that this chapter will inspire further research into what we consider
to be an interesting problem.
The most obvious method to tackle the question, ‘When is a distance in D(M)?’
is, for each d ∈ D(M), to directly construct an envelopment φ ∈ Φ(M) so that
φ ∈ E(d). Without suitable insight into what prevents a distance from belonging to
D(M) we can expect to see such constructions fail. Such failures, however, give us
knowledge of the impediments that prevent d ∈ D(M).
The first section of this chapter provides two examples which illustrate some of the
pathologies involved. The second section discusses a number of ways to approach
the direct construction of an envelopment corresponding to a distance. We make no
attempt to ensure these approaches are rigorous. We present them here as examples
of how a constructive approach to this problem might be attempted. Indeed this
chapter is just a snap shot of thoughts regarding the hard problem of classifying
D(M).
7.1 Examples
7.1.1 How to make distances that are not in D(M)
We begin with a manifold of dimension 1 and show how to generalise to higher
103
104 Chapter 7. The classification of D(M)
dimensions.
7.1.1 Example. Let our manifold M be the interval (0,∞) of R with the usual
charts. Consider the embedding, φ :M→ R2, where φ(x) = (x, sin ( 1
x
)
). Take the
euclidean distance on R2. This induces a distance d on M, given by
d(x, x′) =
√
(x− x′)2 +
(
sin
(
1
x
)
− sin
(
1
x′
))2
.
φ(M)
y
x
Figure 7.1: The manifold M embedded into R2.
It should be clear that the cauchy completion of d is the set φM = φM∪ {(0, y) :
−1 ≤ y ≤ 1}. Since there are only two path-connected one dimensional manifolds
(R and S1), neither of which are homeomorphic to φM, we know that d 6∈ D(M).
To generalise this construction to n dimensions take the manifold,M, to be (0,∞)×
Sn−1 and the embedding φ : (0,∞)×Sn−1 → Rn+2 given by φ(x,y) = (x, sin( 1
x
),y),
where Sn−1 = {y ∈ Rn : |y| = 1} and we consider y to be a vector. We can take
the distance on the manifold that is induced by the euclidean distance on Rn+1
obtaining,
dn((x,y), (x
′,y′)) =
√
(x− x′)2 +
(
sin
(
1
x
)
− sin
(
1
x′
))2
+ |y − y′|2.
Because Sn−1 is compact there are only two possible embeddings ofM, R×Sn−1 or
Sn. Since the closure of the image of our embedded manifold is not homeomorphic
to either, we see that dn 6∈ D(M).
Thus for any dimension we can construct a distance, d, on a manifold, M, so that
d 6∈ D(M). Note that these distances are not in D(M) because they ‘spread out’
some of the the cauchy sequences too far. Intuitively these distances should be
defined on an n+ 1 rather than an n dimensional space.
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We use this idea for our next example.
7.1.2 A distance in D(M) that is not induced by a rieman-
nian metric
This example is very similar to example 7.1.1. We use the same type of embedding
but add the ‘missing’ dimension to M. The result is a distance, d, on M so that
d ∈ D(M), but d is not induced by a riemannian metric.
7.1.2 Example. Let M = {(x, y) ∈ R2 : 0 < x and y < sin( 1
x
)}, with the charts
induced by inclusion into R2. The inclusion, i : M → R2, is an envelopment. We
may induce a distance on M via this function. This gives us a distance d given by
d((x, y), (x′, y′)) =
√
(x− x′)2 + (y − y′)2.
M
y
x
γ
p q
1
x2 − x1
Figure 7.2: The manifold of example 7.1.2.
Suppose that there exists a riemannian metric, g, on M so that g induces d. That
is, g is such that,
d((x, y), (x′, y′)) = inf
γ∈C
(
(x,y),(x′,y′)
)L[γ]
where L[γ] =
∫ √
g(γ′(t), γ′(t))dt is the proper arc length of γ and C
(
(x, y), (x′, y′)
)
is the space of piecewise smooth curves from (x, y) to (x′, y′). Now let p = (x1, 0)
and q = (x2, 0) be two points as illustrated in figure 7.2. By letting x1, x2 → 0
it is possible to guarantee that d(p, q) < 1. Since d is induced by the metric g,
the distance along any curve in M from p to q must be bounded below by 2, as
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illustrated. Since this is a contradiction we know that d cannot be induced by a
riemannian metric even though d ∈ D(M).
7.2 Constructing an envelopment from a distance
In this section we present four ways of constructing an envelopment from a distance.
Two of them rely on an invariant of boundary points of an envelopment that carries
over to the cauchy completion of the manifold under a corresponding distance. We
discuss this invariant before presenting the approaches. Note that we give a heuristic
discussion of these approaches and make no attempt to provide a rigorous foundation
for them. They only serve to show how one could attack the classification of D(M).
7.2.1 Connected components around a boundary point
The boundary points of an embedding can be classified via the maximum number
of connected components that are ‘near’ the boundary point in question, relative to
the embedded manifold.
That is, given p ∈ ∂φM and a neighbourhood U ∈ N(p), let C(U, p) be the number
of path connected components of the submanifold φ−1(U ∩φM). Note that φ−1(U ∩
φM) does not contain p and therefore it is possible for C(U, p) to be infinite. We
can define ‘the connection number’ of a boundary point as C(p) = max{C(U, p) :
U ∈ N(p)}.
Given d ∈ D(M) we know that for any φ ∈ E(d) it must be the case that φM and
Md are isomorphic. Since the connection number of a point only uses topological
information on φM we can see that the connection number of points in ∂ıM, where
ı : M → Md is the inclusion of M into its cauchy completion with respect to d,
will be the same as the connection number of the corresponding boundary points in
∂φM.
Thus for any p ∈ ∂ıM we can define the point’s connection number in the same
way as before. Let C(U, p) be the number of path connected components of the
set ı−1(U ∩ ıM) where U ∈ N(p). Then the connection number of p is C(p) =
max{C(U, p) : U ∈ N(p)} and we know that C(p) = C(f(p)) where f :Md → φM
is the relevant isomorphism.
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x
y
φM
(u, v), u 6= 0, v 6= 0 (0, 0)
Figure 7.3: The envelopment of example 7.2.1.
Since the connection number of a boundary point can be determined from the dis-
tance this gives us a way to attempt to construct an envelopment φ so that φ ∈ E(d)
for any specific d.
We have already seen, in example 7.1.2, a manifold with C(p) = ∞, where p ∈
{(0, y) : −1 < y ≤ 1}. We give below examples of C(p) equal to 1 and 4 and show
how to produce an example for C(p) = n for n ∈ N. The papers [63] and [99] contain
many more useful examples and results.
7.2.1 Example (C(p) = 1). Let M = {(x, y) ∈ R2 : 0 < x2 + y2 < 1}, let the
envelopment φ :M→ R2 be given by inclusion.
The manifoldM is the “punctured disc”. By observation it is clear that all boundary
points have connection number 1, see figure 7.3.
We note, however, that the boundary point (0, 0) is substantially different from (u, v)
where u2 + v2 = 1. Homotopic methods are able to characterise this difference.
7.2.2 Example (C(p) = 4). Let M be the shaded portion of (0, 1) × (0, 1) given in
figure 7.4. Let the envelopment, φ, be the map into the sphere given by identifying
all ‘edges’ of (0, 1) × (0, 1). The corners (0, 0), (0, 1), (1, 0), (1, 1) are all mapped
to a point p, see figure 7.4. It is clear that C(p) = 4 and C(x) = 1 for all other
boundary points.
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(0,1) (1,1)
(0,0) (1,0)
p
Identify edges
Figure 7.4: C(p) = 4.
To generalise the previous argument to C(p) = n ∈ R, use a regular n-sided polygon
and map in a similar fashion. For example for n = 5 we have figure 7.5, and for
n = 8 we have figure 7.6
7.2.2 The -neighbourhood approach to construction
As mentioned above connection numbers may provide a useful invariant with which
we can attempt to construct new envelopments.
The idea is that for any envelopment φ ∈ Φ we are only interested in the topological
properties of Mφ on φM. Therefore to construct an envelopment corresponding to
a distance d ∈ D(M) it is only necessary to construct a sort of ‘epsilon’ neighbour-
hood.
Let S ⊂ Rn be a ‘nicely behaved set’ and U an -neighbourhood of S given by
U = {x : d(x, S) < }, where we have considered x = (x1, . . . , xn) to be a vector
and chosen  > 0. In this case we can see that U −S is a sort of fibre product of the
boundary of S. Specifically, assuming that S is ‘nice enough’, then U − int(S) =(
S − int(S))×[0, ). See figure 7.7 for an illustration. We aim to reverse engineer this
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Figure 7.5: C(p) = 1 and 5.
Figure 7.6: C(p) = 1 and 8.
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x
y
U − S
(
S − int(S))× [0, 1)
S − int(S)
Figure 7.7: The set U − S, described at the start of subsection 7.2.2, is shown in grey.
The set S − int(S) is given by the thin black circle. At the bottom right hand corner of
the annulus the decomposition of U − S into a fibre product is illustrated.
idea and apply it to build an “-neighbourhood” of M. We remind the reader that
this is a purely heuristic argument. We have made no attempt to mathematically
justify this sort of construction. We present what we think is a good approach to
discover the impediments to the construct of an envelopment from a distance.
We suggest using this idea in two, similar, ways. The first is a direct construction,
the other uses covering spaces to, perhaps, simplify things.
The direct approach
We start with a distance, d, and a manifold M. For each p ∈ ∂ıM , with C(p) <∞
attach C(p) copies of [0, 1) to p by identifying 0 with p. See figure 7.8a for an
example. The tricky part is to paste together these copies of [0, 1) in the right way,
we suggest that this is done inductively. Assuming that the pasting has been done
correctly for all p ∈ ∂ıM with C(p) = n, we can paste the copies of [0, 1) together
for p ∈ ∂ıM with C(p) = n + 1 by analysing both ∂ıM and the structure of the
pasted [0, 1)’s. For example figure 7.8.b shows the n = 1 step while figure 7.8.c
shows the n = 4 step.
Making the rather strong assumption that this induction can be done, we are left
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(a)
(b)
(c)
Figure 7.8: Figure 7.4 refers to an envelopment with boundary points with connection
numbers 1 or 4. Given the correspondence between distances and envelopments the same
figure could represent the cauchy completion of the manifold with respect to some distance.
With this in mind we use figure 7.4 to illustrate the direct approach outlined in the section
7.2.2. (a) Focusing on a neighbourhood of the C(p) = 4 boundary point the vertical
lines represent copies of [0, 1) attached to the boundary. Note that there are four copies
attached to the C(p) = 4 boundary point. (b) The copies of [0, 1) attached to C(p) = 1
boundary points are ‘pasted’ together by defining new open sets in a suitable way. We
note that this can be done for this example by considering the fact that {p ∈ ∂ıM :
C(p) = 1} is open in ∂ıM. (c) We paste each of the 4 remaining [0, 1)′s at the C(p) = 4
point to pairs of the eight pieces created in (b) for the C(p) = 1 points. The result is
an -like neighbourhood of the original cauchy completion Md, where d is the distance
corresponding to the envelopment of figure 7.4.
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(a)
(b) (c)
Figure 7.9: To illustrate the direct approach of section 7.2.2 for infinite connection num-
bers we use the distance of example 7.1.2. By construction this distance must have cauchy
completion given by the grey portion of figure 7.2. (a) Focusing on a small neighbour-
hood around a boundary point with infinite connection number we see that there are a
countable number of path connected components that ‘limit’ to the portion of ∂ıM in our
neighbourhood. (b) Through an analysis of ∂ıM we can see that we must add two copies
of [0, 1) to each point of ∂ıM in our neighbourhood. This is necessary to ensure that once
the [0, 1)’s are pasted together we get a 2-dimensional surface. (c) We have now pasted
the copies of [0, 1) to get a 2-dimensional surface. Each path connected component of ıM
in our neighbourhood is then embedded into the 2-dimensional surface. These ‘embed-
dings’ are used to identify the relevant points. The result is an -like neighbourhood of
the cauchy completion of M under d. Note that in this diagram we have not illustrated
the copies of [0, 1) attached to the C(p) = 1 boundary points, which would also need to
be embedded in a similar manner as the path connected components.
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with p ∈ ∂ıM so that C(p) =∞. These points are rather different to points where
C(p) is finite. In particular the copies of [0, 1) which would normally serve as “fibres”
now have to serve as the space in which the accumulation of the path connected
components occurs. Thus enough copies of [0, 1) must be adjoined to each p so
that we can then ‘embed’ other points in ıM which limit to p. The structure of
the set of all cauchy sequences with p as a limit point should provide the necessary
information to construct this ‘embedding’. See figure 7.9 for an example.
Of course to make this precise much more work is required. For example it will be
necessary to prove something like, ‘If C(p) is finite then p is the end point of a curve
in each connected component of ı−1(U ∩ ı(M)), where U is any open neighbourhood
of p’. We present this idea only as an example of how a direct construction may be
achieved.
The covering manifold approach
Given Md it may be possible to construct a covering space N with φ : N →M so
that if C(p) = n for some p ∈ ∂ıM then the set φ−1(p) has n distinct points and for
all x ∈ φ−1(p) we have that C(x) = 1. In this case the construction discussed above
is simplified.
We can take the relevant covering space, where the connection number of all bound-
ary points is 1 and perhaps, depending on the details of the construction, ∞. To
each boundary point in the covering space attach a single copy of [0, 1) and paste
them together, see figure 7.10. Once the issue of infinite connection number bound-
ary points is overcome and we have some space N˜ the relevant envelopment can be
given by projecting N ⊂ N˜ ontoM via φ and extending this to the relevant copies
of [0, 1) by continuity, see figure 7.11.
In a sense all we are doing is ‘unconnecting’ the multiple path connected components
‘adjacent’ to each finite connection number boundary point, doing the construction
outlined above and then projecting the resulting manifold ontoM to get the desired
result.
As before this is an entirely heuristic argument. A great deal of work would be
required to make this mathematically precise. None the less, as before, this idea is
one way to investigate what characteristics of distances prevent them from having
corresponding envelopments.
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(a)
(b)
x
x
∂ıM× [0, 1)
∂ıM× [0, 1)
ıM
ıM
⋃
{y:d(y,p)<} Fy()
⋃
{y:d(y,p)<}Gy(, (t, p))
{x ∈ ıM : d(x, p) < }
p ∈ ∂ıM
(p, t)
Figure 7.10: As an example of the open sets needed to ‘paste’ collections of [0, 1)’s
together we take our manifold as illustrated above. Note that we only consider the case
of boundary points with connection number 1 which form an open subset of ∂ıM. If
t ∈ [0, 1) then we shall write (p, t) to refer to the t in the copy of [0, 1) where 0 is
adjoined to p. Thus (p, 0) = p. (a) For a given p ∈ ∂ıM, choose  > 0 and take
Fy() = {(y, t) ∈ {y} × [0, 1) : |t| + d(y, p) < } then an open neighbourhood U is
given as the union of {x ∈ ıM : d(x, p) < } and ⋃{y:d(y,p)<} Fy. (b) Given (p, t),
t > 0, an open neighbourhood U of (p, t) is given by
⋃
{y:d(y,p)<}Gy(, (p, t)), where
Gy(, (p, t)) = {(y, s) : |s− t|+ d(y, p) < }. The results are shown schematically above.
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(a)
(b)
(c)
Figure 7.11: We use here the distance corresponding to the envelopment given in figure
7.4 to illustrate how covering spaces may be used to produce -like envelopments from
distances. (a) We take here a covering space so that all boundary points have connection
number one. Note that the arrow maps from the covering space to the cauchy completion.
(b) Focusing on the boundary we attach one copy of [0, 1) to each point boundary point
and then proceed to ‘paste’ as for the direct approach. Note that as every boundary
point has connection number 1, the pasting procedure is simplified. (c) Finally we use
the continuity of the covering space map to the cauchy completion to choose a suitable
identification of boundary points and their pasted copies of [0, 1). The result is an -like
envelopment of the cauchy completion.
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7.2.3 The endpoint theorem approach
The endpoint theorem constructs an envelopment of M that satisfies certain prop-
erties. In particular given s ∈ Σ0(M) we can construct φs :M→Ms so that φs(s)
has a unique limit point. Let d˜s be a complete distance on Ms. Then the distance
ds defined by ds(p, q) = d˜s(φs(p), φs(q)) is a distance on M which corresponds to φs
so that s is cauchy with respect to ds.
More generally any envelopment, φ, can be broken down into pieces φp, p ∈ ∂φM,
each of which only describes the envelopment locally around the boundary point
p. In particular each piece can be made to have the same form as the envelopment
given by the endpoint theorem. This gives us fine tuned control over what each
piece looks like. Similarly, if d is the distance corresponding to φ then we have also
broken d into a number of pieces. Each ‘piece’ is the distance dp corresponding to
each φp. Each distance dp describes d locally around each p ∈ ∂φM. We note that
each dp is such that dp = d|U×U where U ⊂ M is some open set. We can use this
idea as the base to tackle the construction of an envelopment corresponding to a
distance.
We follow the same idea as above, but in reverse. Let d be a distance on the manifold.
For each s that is cauchy with respect to d, use the endpoint theorem to construct
an envelopment φs :M→Ms. To each envelopment there corresponds a distance
ds. Since ds corresponds to an envelopment given by the endpoint theorem we note
that the function f(t) as used in the expression
φ(t,p) = expγ(t)
(
f(t)piei(t)
)
can be chosen to give ds particular characteristics. Let P be the set of all such
envelopments. Given φx and φy in P it may be possible to ‘paste’ them together using
d and the properties of dx and dy as a guide. Hence we can build the envelopment
φ corresponding to d by using each of the smaller ‘pieces’ corresponding to each ds,
see figure 7.12.
We note that, in addition to other properties, f(t) will need to be chosen so that ds
is such that; if u + w is cauchy with respect to d then u + w must be cauchy with
respect to ds. In turn this condition provides a link between the geometry of M
and the distance d, since f(t) must also be chosen so that expγ(t) is an isomorphism
onto its image. This is promising since, in some sense, it is a mismatch between the
distance d and the manifold’s geometry which causes d 6∈ D(M).
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(a)
(b)
(c)
ıM
φsM
⋃
s∈C(d) φsM≡
Figure 7.12: To illustrate the use of the endpoint theorem to build an envelopment from
a distance we take a simple example. LetM be {(x, y) ∈ R2 : y < r} for some r > 0 and d
the usual euclidean distance. (a) Take the set of all sequences s in C(d). We will illustrate
just three examples. (b) For each s ∈ C(d) use the endpoint theorem to construct an
envelopment φs : M → Ms so that φs(s) has a unique limit point. Care must be taken
to ensure that these envelopments are ‘compatible’. (c) Using the ‘compatibility’ of the
envelopments we paste them together via continuity and the common image ofM in each
envelopment. This gives us
⋃
s∈C(d) φsM under some equivalence relation ≡. The result
is an envelopment φ so that φ ∈ E(d).
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7.2.4 Classifying D(M) via chapter 5
It is well acknowledged in mathematics that generalising a problem can lead to an
easier solution. Two more recent and famous examples are the solutions of Fermat’s
Last Theorem [117] and Poincare´’s conjecture [18]. In chapter 5 we generalised the
structures required to build the Abstract Boundary. As such it may be easier to
classify D(M) by using induced pseudo-distances.
Any such approach would need to formulate a condition which guarantees that the
particular structure we are using is derived from a distance. For example, not every
pseudo-distance is induced, nor should we expect every cauchy set to be related to
a pseudo-distance. Once this condition is found, one could work backwards to find
a condition on distances, and in this way classify D(M). An example of such a
condition is the following.
7.2.3 Definition. Given f : Σ0(M)→ R+ ∪ {∞} and s ∈ f−1(0), if we can choose
µs : M → Ms and a corresponding distance ds : M ×M → R so that for all
x ∈ ∂µsM, if x ∈ Σ0(M) is such that µsx→ x then f(x+ s) = ds(x, s) then we say
that f is distance-like about s.
7.2.4 Conjecture (Induced pseudo-distance condition). Let f : Σ0(M) → R+ ∪
{∞} be a function. If for all s ∈ f−1(0), f is distance-like about s then there exists
d ∈ D(M) so that the pseudo-distance dS induced by d is equivalent to f .
The main problem with this approach is the formulation of the condition. Most
likely this would require a great deal of additional work exploring the structures of
chapter 5.
7.3 Conclusions and future work
Due to the obvious difficulty of this problem and time constraints on modern PhDs,
we have not attempted to tackle the problem discussed here. With regards to the
construction of the Abstract Boundary this is an important outstanding problem.
This problem should also be of interest to geometrically minded mathematicians,
since the classification of all embeddings of a manifold is closely related to the
classification of D(M).
Part III
Curves, the Abstract Boundary
and Causality
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Curves and their limit points
We have seen that the Abstract Boundary is built from sequences and the rela-
tionships between them, however, when working with space-times it is more often
non-spacelike curves that contain the physical content. For this reason it is neces-
sary to study how curves and sequences relate to each other in the context of the
Abstract Boundary.
We have already met one result, theorem 3.1.13, which tackles this question. While
this theorem considers the covering relation, and thus how limit points of curves
behave under changes of embeddings, we shall only consider the properties of limit
points of curves in the space-time itself. This will lay the ground work for further
analysis of how the limit points of curves, in different envelopments, are related to
each other. Answers to these questions are a necessary part of the development of
the Abstract Boundary.
We begin this chapter by presenting a result about the limiting behaviour of curves.
This result allows us to give a classification of curves via the number of limiting
points they possess. Following this we give examples which illustrate each of the
different cases of our classification. We are then able, using results from the classi-
fication, to weaken the causality assumption of the Abstract Boundary singularity
theorem 3.3.3.
8.1 The limiting behaviour of curves
The result of this section allows us to give a classification of curves by the number
of limit points they have. It is based on Arzela’s Theorem A.4.8, page 76 theorem
3.30 of [6] and is, essentially, a more precise form of proposition 3.31 of [7, p. 76] or
lemma 6.2.1 of [59, p. 185].
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8.1.1 Lemma. Let (M, g) be a space-time, with a complete metric d0 :M×M→
R, and N be a bounded subset of M. Let γi : [0, bi] → M be a sequence of arc
length parametrised curves in M, such that for some n0 ∈ N, n > n0 → γn ⊂ N .
Let b = sup bi, if b = ∞ let Yi = [0, bi) and X = [0,∞), otherwise let Yi = [0, bi]
and X = [0, b]. Then there exists a series of strictly monotonic increasing bijective
smooth changes of parameter fi : X → Yi, so that there is a subsequence of {γifi}
that converges uniformly, on compact subsets of X, to a continuous curve γ : X →
M, which lies in N .
Moreover, if M is time-orientable and for each i, γi is non-spacelike, then γ is
non-spacelike.
Proof. We have two cases to consider. If b =∞, let fi(x) = 2bipi arctan
(
pix
2bi
)
. Other-
wise b < ∞ and we let fi(x) = bixb . In either case, we know that fi : X → Yi is a
strictly monotonic increasing bijective smooth function.
We now show that in either case we have the relation fi(u) − fi(v) ≤ u − v and
therefore that {fi} is an equicontinuous family. When b 6=∞ we know that
fi(u)− fi(v) = bi
b
u− bi
b
v
=
bi
b
(u− v)
≤ u− v.
When b =∞ we note that
d
dx
fi =
1
1 +
(
pix
2bi
)2
≤ 1.
Let g(x) = x, then as fi(0) = 0 and g(0) = 0 and as 0 <
d
dx
fi <
d
dx
g for all x > 0 we
know that fi(x) < g(x) for all x > 0. Therefore we have that
fi(u)− fi(v) ≤ g(u)− g(v)
= u− v
as required.
We now show that, in either case, {γi ◦ fi} is an equicontinuous family. Since each
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γi is arc length parametrised we know that d0(γi(u), γi(v)) ≤ |u − v|. Thus we can
determine that for all t1, t2 ∈ [0,∞) or [0, b] respectively,
d0(γ˜i(t1), γ˜i(t2)) = d0(γifi(t1), γifi(t2))
≤ |fi(t1)− fi(t2)|
≤ |t1 − t2|.
Since |t1− t2| does not depend on i, the collection of functions γi ◦ fi = γ˜i : X →M
must be equicontinuous.
We now show that
⋃
i{γ˜i(t)} is bounded for each t ∈ X. Let t ∈ X and let xi = γ˜i(t).
Since γ˜i(X) = γi(Yi), we can see that for all n > n0, xn ∈ N , by assumption. Now
the set Xn0 = {xi : i ≤ n0} is finite and because N is bounded there must exist
B ∈ R so that d(xi, xj) < B for all i, j. Hence
⋃
i{γ˜i(t)} is bounded for each t ∈ X.
So, by Arzela’s theorem A.4.8, there exists some continuous curve γ such that there
is a subsequence of {γ˜i} which converges uniformly to γ on compact subsets of X.
To show that γ ⊂ N we must show that for all t ∈ X, γ(t) ∈ N . As there is a
subsequence {γ˜ki} of {γ˜i} that converges to γ uniformly on compact subsets of X
and as [t, t + ] is a compact subset of X, for some  > 0, we can conclude that
{γ˜ki(t)} → γ(t). We know, however, that for all n > n0, γ˜n(t) ∈ N thus there exists
some m0 ∈ N so that for all i > m0 we know that ki > n0 and therefore γ˜ki(t) ∈ N .
Hence γ(t) ∈ N as required.
Now, suppose in addition to the previous assumptions, that M is time-orientable
and that each γi is non-spacelike. Then the γ˜i are non-spacelike and hence γ must
be non-spacelike (see the second paragraph, page 77 within the proof of lemma 3.31
in [7]).
8.2 The classification of curves via their limit
points
We use the results of the previous section to divide curves in a manifold into three
classes and then provide a number of results demonstrating the ‘limiting’ behaviour
of curves of each class. The classification may seem elementary, but given its pivotal
role in the proof of theorem 3.3.3 and the problems that are caused by one of the
classes (see chapter 9 and [43, 92, 107]), we believe that the study of these curve
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classes within a space-time is very important to the understanding of boundary
constructions. Before we give the classification itself, we provide some introductory
results.
8.2.1 Introductory material
Before we begin we note that limit points, as defined in definition 3.1.10, are a
subset of the topological limit points, A.1.2, of the curve. There exist cases where
the curve converges to itself and therefore it is possible for points on the curve to also
be limit points. As a consequence the set of limit points can, in some cases, be the
same as the set of topological limit points. The curve γ of subsection 8.3.1 provides
an example. Since we shall work so closely with limit points, in this chapter, it is
important to keep these subtleties in mind.
8.2.1 Definition. Given γ a curve in a topological space X, let Wγ or simply W
be the set of limit points of γ.
Using this definition we have the following result which illustrates how W relates to
topological closure.
8.2.2 Lemma. Let γ : [0, a) → X be a curve in a topological space X. Then
γ = γ ∪W .
Proof. It is clear that γ ∪W ⊂ γ. Let x ∈ γ. If x ∈ γ then x ∈ γ ∪W , so suppose
that x ∈ γ\γ then there exists {si = γ(ti)} a sequence in γ so that {si} → x. If
{si} is full then x ∈ W , so suppose that {si} is not full. Then there exists t ∈ [0, a)
so that ti → t. Since γ is continuous, then {γ(ti)} → γ(t), hence γ(t) = x, and thus
x ∈ γ, a contradiction. Therefore γ ⊂ γ ∪W .
8.2.3 Definition. We say that a curve γ in a topological space X is a winding curve
if Wγ has at least two distinct elements.
8.2.2 The classification
For the rest of this section we shall assume thatM is a manifold, and γ : [0, a)→M
is a curve. We shall classify γ via the cardinality of W .
8.2.4 Proposition. Let γ andM be as above, then |W | = 0, |W | = 1 or |W | = |R|.
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Proof. Certainly it is possible for |W | to equal 0 or 1. So suppose that p, q ∈ W
and that p 6= q. Let N be a compact neighbourhood of p, so that p is in the interior
of N , int (N), and so that q 6∈ N . Let x = {xi = γ(txi )} and y = {yi = γ(tyi )}
be full sequences in γ so that x → p, y → q, x ⊂ N and txi < tyi . For each i, let
γi : [0, bi] → M be the arc length parametrised segment of γ from xi to yi that
is contained in N . That is γi = γ|[txi ,tyi ] ∩ N . Then by lemma 8.1.1 there exist a
series of C∞ functions fi : X → Yi so that there is a subsequence, {γkifki}, of {γifi}
that uniformly converges, on compact subsets of X, to a curve λ : X →M so that
λ ⊂ N .
As λ is continuous, if there exists u ∈ X so that λ(0) 6= λ(u) then |λ(X)| = |R|.
Since λ(X) ⊂ W ⊂ M we know that |R| = |λ(X)| ≤ |W | ≤ |M| = |R|, thus
|W | = |R|. So suppose that for all u ∈ X, λ(u) = λ(0).
For each i, by construction, we know that γi ∩ (N − int (N)) is non-empty. Let
tvi ∈ X so that γifi(tvi ) ∈ N − int (N). As N is compact, the sequence {γi(tvi )}
must have a limit point v. By construction v ∈ N − int (N), and as p ∈ int (N) we
know that v 6= p. For each tvi , we have the sequence {xij = γkjfkj(tvi )}j which must
converge to xi = λ(tvi ) as t
v
i is contained in a compact subset of X. Choosing d to
be a complete distance on M we know that
∀ > 0 ∃n() > 0 : i > n⇒ d(γifi(tvi ), v) < 
∀ > 0 ∃m() > 0 : j > m⇒ d(γkjfkj(tvi ), λ(tvi )) < ,
and as {γkjfkj(tvi )} → λ(tvi ) we know that
∀ > 0 ∃k() > 0 : p, q > k ⇒ d(γkqfkq(tvi ), γkpfkp(tvi )) < .
Let  > 0 choose p > max{n ( 
3
)
, k
(

3
)} and q > max{m ( 
3
)
, k
(

3
)}. Then we have
the following calculation
d(λ(tvkp), v) ≤ d(λ(tvkp), γkq(tvkp)) + d(γkq(tvkp), γkp(tvkp)) + d(γkp(tvkp), v)
=

3
+

3
+

3
= .
That is {λ(tvkp)} → v. By assumption, however, λ(X) = {λ(0)} and therefore asM
is hausdorff λ(0) = v. This is a contradiction, therefore there exists u ∈ X so that
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λ(u) 6= λ(0) and we have our result.
We note that for this proof to work it is only necessary that the sequence y does not
have p as a limit point. Then the compact neighbourhood N will exist and the rest
of the proof follows as written. In particular, if y has no cauchy subsequences, then
such an N will exist. That is if we have x → p and y with no cauchy subsequences
then |W | = |R|.
Using this result, we are now able to classify curves in space-time into three types;
|W | = 0, 1 or |R|.
8.2.3 |W | = 0
These curves are extremely well behaved and understood. Any inextendible geodesic
in Minkowski space-time is of this type.
8.2.5 Definition. A set U in a topological space is precompact if U is compact.
8.2.6 Definition. A curve γ : [0, a) → T in a topological space T is partially
imprisoned if there exists a compact set K ⊂ T and a full sequence, s in γ so that
s ⊂ K.
8.2.7 Definition. A curve γ : [0, a) → T in a topological space T is eventually
imprisoned if there exists a compact set K ⊂M and b ∈ [0, a) so that γ|[b,a) ⊂ K.
Note that if γ is eventually imprisoned then it must also be partially imprisoned.
8.2.8 Proposition. If |Wγ| = 0 then γ is inextendible, not precompact and not
partially nor eventually imprisoned.
Proof. If γ was extendible then there would exist λ : [0, b) →M so that a ∈ [0, b)
and for all 0 ≤ t < a, λ(t) = γ(t). This implies, however, that W = {λ(a)}, which
is a contradiction. Let {xi} be a full sequence in γ, then since |W | = 0, {xi} has
no convergent subsequence. Therefore γ is not precompact. Suppose that γ was
partially imprisoned or eventually imprisoned. By definition (see 8.2.6 or 8.2.7)
there must exist x ∈ W , but this is a contradiction.
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8.2.4 |W | = 1
We may think of these curves as those that can be extended.
8.2.9 Proposition. If Wγ has one element then γ is precompact.
Proof. Suppose that W = {p} has one element and suppose that γ is not precom-
pact. Then there exists a full sequence x in γ so that x has no limit points. This
being the case, there must also exist a full sequence y in γ so that y→ p. Let d be
a complete distance on M and choose U ∈ N(p) so that U is compact. If x ⊂ U
then x must have some limit point, as U is compact. Since this is a contradiction,
we know that x ∩ U is finite. Thus we can choose V ∈ N(p) so that x ∩ V = ∅.
In this situation we can employ the techniques of 8.2.4 to show that |W | = R. This
is a contradiction and therefore γ is precompact.
8.2.10 Corollary. Suppose that γ is of type |Wγ| = 1. Then γ is eventually im-
prisoned.
Proof. From proposition 8.2.9, γ is compact. Thus for any compact set K so that
γ ⊂ K, we know that γ is eventually imprisoned in K.
8.2.11 Corollary. If Wγ = {p} then p is the endpoint of γ : [0, a) →M. That is
every full sequence in γ as p as a limit point.
Proof. If there exists a full sequence with limit point q 6= p or with no limit point then
|Wγ| = |R| as shown in the proof of proposition 8.2.9. Since this is a contradiction
then γ must have p as an endpoint.
8.2.12 Proposition. The curve γ : [0, a)→M is extendible if and only ifWγ = {p}
and limt→a γ
′ exists and is non-zero.
Proof. Suppose that γ : [0, a) → M is extendible and let µ : [0, b) → M be a
curve so that µ|[0,a) = γ. By definition 3.1.8, µ′ is non-zero for all t ∈ [0, b), thus
limt→a γ
′ = µ′(a) = 0. It is also clear that Wγ = {µ(a)}.
Conversely suppose that Wγ = {p} and limt→a γ′ exists and is non-zero. From
corollary 8.2.11 we know that γ(t) → p. Let v = limt→a γ′ ∈ TpM, then v 6= 0 and
we can choose a curve λ : [0, b) → M, so that λ′(0) = v. We can extend γ, by
adjoining λ to γ, re-parameterising and smoothing if necessary.
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Note that up until proposition 8.2.12 we have only used results needing our curves
to be C0. Proposition 8.2.12, however, has the form it does because of definition
3.1.8. That is our curves must be C1 with non-zero tangent vector, hence the
requirement that the limit tangent vector exist and be non-zero in proposition 8.2.12.
If we relax definition 3.1.8, to allow for C0 piecewise C1 curves, the condition that
limt→a γ
′ exists and is non-zero can be replaced with the condition that there exists
a reparametrisation, s of γ so that γ ◦ s, rather than γ, can be extended.
We note that various differentiability conditions on γ can be satisfied for the curve
µ given by adjoining λ to γ. This can be done because, other than λ′(0) = v we
have no conditions on µ. In particular, if γ is Cn then λ can be chosen so that µ is
Cn.
8.2.5 |W | = |R|
These curves can prove problematic when working with the Abstract Boundary.
Chapter 9 provides a specific example by showing how their presence prevents a
simple extension of causality to the Abstract Boundary. Intuitively, these curves
revisit a point infinitely many times.
We give a number of examples of these curves in the next section.
8.2.13 Proposition. Let γ be a curve in M. If γ is of type |W | = |R| then γ is
inextendible.
Proof. Suppose that |W | = |R| then, from proposition 8.2.12, we know that γ is
inextendible.
We note that when using C0, piecewise C1, curves a similar result to proposition
8.2.13 can be proven using the altered form of proposition 8.2.12 mentioned above.
As we shall see in subsection 8.3.3, there are both precompact and non-precompact
curves of this type. Note that for boundaries such as the g, c, and b-boundary it
is the precompact curves of this class that create non-Hausdorff behaviour; see the
excellent review in [3] for details.
8.2.14 Proposition. Let γ : [0, a) → M be a curve and let d : M×M → R be
a complete distance on M. If the curve γ is of type |Wγ| = |R|, then there exists
an open set U , with U compact, so that γ is partially imprisoned, but not eventually
imprisoned, in U .
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Figure 8.1: Summary of the classification of γ. Read the figure from left to right, so that
curves of type |W | = 1 are extendible, precompact and eventually imprisoned. Note that
we have left off a few technical details, such as limt→a γ
′ exists and is non-zero.
Proof. Suppose that |Wγ| = |R|, and let {si = γ(tsi )} be a full sequence in γ so
that s converges to x ∈ W . Choose U ∈ N(x) so that U is compact and there
exists y ∈ W − U . We can choose a full sequence {pi = γ(tpi )} in γ so that for
all i, tsi < t
p
i < t
s
i+1 and {pi} → y. Then there exists i∗ so that for all j > i∗,
γ(tsj), γ(t
s
j+1) ∈ U and γ(tpj) 6∈ U , with tsj < tpj < tsj+1. Therefore γ is partially, but
not eventually, imprisoned in U .
From definitions 8.2.6 and 8.2.7 we can conclude that if γ is partially imprisoned
then either |Wγ| = 1 or |Wγ| = |R|. From proposition 8.2.14 and corollary 8.2.10 we
know, however, that if |Wγ| = 1 then γ is eventually imprisoned in all compact sets
K so that K ∩W 6= ∅. Whereas if |Wγ| = |R| then there exists a compact set K so
that K ∩W 6= ∅, but γ is not eventually imprisoned in K.
Using proposition A.6.4 we can prove the following result.
8.2.15 Proposition. If γ is a future directed, precompact, winding, causal curve
then the distinguishing condition fails to hold on γ.
Proof. As γ is winding, by proposition 8.2.4, |W | = |R| and therefore γ is inex-
tendible. Since γ is compact and γ is totally imprisoned in γ, by proposition A.6.4
(proposition 6.4.8 of [59]), we see that the distinguishing condition cannot hold on
γ.
8.2.6 Overview
From the results given we can see that each class of the classification has different
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properties with regards to extendibility, precompactness and imprisonment. We
summarise this in figure 8.1.
8.3 Some examples of winding curves
In this section we present the Carter and Misner space-times which allow us to give
examples of curves from each class of our classification.
8.3.1 The Carter space-time
This space-time was first constructed by Carter; we have taken the details from [59].
The Carter space-time is causal and contains a precompact, complete, winding, null
geodesic, γ, so that γ ⊂ W ; that is γ = W , whereW is a compact, null submanifold.
By removing a point, p, from the surface W we can produce two non-precompact
winding null geodesics, γi, i = 1, 2, so that γi = W − {p}. We give the details
below.
The manifold
The Carter space-time has the manifold M = R× S1 × S1. There is a chart given
by projecting the coordinates (t, y, z) ∈ R3 onto M via the identifications
(t, y, z) = (t, y, z + 1)
and
(t, y, z) = (t, y + 1, z + r)
where r ∈ R+ −Q.
The metric
Let h(t) = cosh(t)− 1, then the metric g in the given coordinates is,
gij =


−h2 −1
2
0
−1
2
h2 0
0 0 1

 .
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γ
S1
S1
S1 × S1
R
r
Wγ
Figure 8.2: The Carter space-time.
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The inverse is,
gij =


−4h2(4h4 + 1)−1 −2(4h4 + 1)−1 0
−2(4h4 + 1)−1 4h2(4h4 + 1)−1 0
0 0 1

 .
The connection coefficients and Riemann tensor
The non-zero connection coefficients are,
Γ000 = Γ
0
11 =
4h3h′
4h4 + 1
Γ010 = Γ
0
01 =
−2hh′
4h4 + 1
Γ100 = Γ
1
11 =
2hh′
4h4 + 1
Γ110 = Γ
1
01 =
4h3h′
4h4 + 1
,
where h′ = d
dt
h. These are better expressed as,
Γ000 = Γ011 = −hh′
Γ110 = Γ101 = hh
′
Γ010 = Γ001 = 0
Γ100 = Γ111 = 0.
Letting
H(t) =
(
h′2 (1− 4h4) + hh′′ (1 + 4h4))
(1 + 4h4)2
(see figure 8.3), the non-zero components of the Riemann curvature tensor are,
R0001 = R
1
110 = −R0010 = −R1101
= −2H(t)
R0101 = R
1
001 = −R0110 = −R1010
= 4h2H(t).
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H(t)
Figure 8.3: The graph of H(t). Outside of the domain shown the function approaches
zero from beneath.
The non-zero components of the Ricci curvature tensor are,
R00 = −R11 = −4h2H(t)
R10 = R01 = −2H(t).
The scalar curvature, R, is,
R = Ri i = 8H(t).
The Kretschmann scalar is,
K = 64H(t)2.
Lastly, the Ricci scalar, RijRij , is,
RijRij = 32H(t)
2.
A trapped winding null geodesic
The surface at t = 0 is a null surface, no two points of which are timelike related.
We derive the general equation for geodesics lying on this surface.
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The geodesic equations are,
d2t
dτ 2
− 4hh
′
4h4 + 1
dt
dτ
dy
dτ
+
4h3h′
4h4 + 1
((
dt
dτ
)2
+
(
dy
dτ
)2)
= 0 (8.1)
d2y
dτ 2
+
8h3h′
4h4 + 1
dt
dτ
dy
dτ
+
2hh′
4h4 + 1
((
dt
dτ
)2
+
(
dy
dτ
)2)
= 0 (8.2)
d2z
dτ 2
= 0 (8.3)
The equation for a null curve is,
−h2
(
dt
dτ
)2
+ h2
(
dy
dτ
)2
− dt
dτ
dy
dτ
+
(
dz
dτ
)2
= 0 (8.4)
We now solve for null geodesics with t = 0. Since h(t(τ0)) = 0, using equations 8.1
and 8.2, we see that,
d2t
dτ 2
=
d2y
dτ 2
=
d2z
dτ 2
= 0. (8.5)
Also using equation 8.4 we see that,
dt
dτ
dy
dτ
=
(
dz
dτ
)2
.
By assumption, however, we have dt
dτ
= 0 and therefore dz
dτ
= 0. Thus if we let
dy
dτ
= a, y(0) = b1 and z(0) = b2 then the equation of the null geodesic is,
γ(τ) = (0, aτ + b1, b2).
When we incorporate the identification on the torus, we see that γ(τ) = (0, aτ +
b1+n, b2+nr+m) where n is the number of ‘loops’ the geodesic has traveled in the
y and m the number of ‘loops’ the geodesic has traveled in the z direction. Because
of the irrational nature of r, γ is not closed and W = γ = {(t, y, z) : t = 0}. Figure
8.2 illustrates this for the curve γ(τ) = (0, aτ, b2).
Given γ(τ) : R→M, a specific null geodesic lying in W , choose  > 0, τ0 ∈ R and
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define two new null geodesics γi : [0,∞)→M, i = 1, 2 by
γ1(τ) = γ(τ + τ0 + )
γ2(τ) = γ(−τ + τ0 − ).
By definition both geodesics are such that W = γi. In addition, because r is
irrational, neither geodesic is closed. Therefore in the space time M − {γ(τ0)}
both γ1 and γ2 are null, winding, non-precompact, geodesics so that γi = Wγi =
W − {γ(τ0)}.
8.3.2 The Misner space-time
This space-time was originally presented in [81]; we have taken the details from [59].
The Misner space-time can be divided into three regions; in the first it is globally
hyperbolic, the second is a closed null curve and in the third there are closed timelike
curves. We have an example of a closed, null, incomplete, precompact, winding
curve, λ, and of an incomplete, null, winding curve, γ, so that Wγ = λ. There are
also incomplete, precompact, winding, timelike curves, δ, so that Wδ = λ. We shall
not discuss the timelike curves. It is possible to remove a point from the null curve
λ so that γ becomes a non-precompact, timelike, winding curve. We give the details
below.
The manifold
The manifold isM = R×S1 with a chart induced onM from the chart (t, ψ) ∈ R2
via the identification (t, ψ) = (t, ψ + 2pi).
The metric
In the given coordinates the metric is,
gij =
(
0 1
1 t
)
and the inverse is,
gij =
(
−t 1
1 0
)
.
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Figure 8.4: The Misner space-time.
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The connection coefficients and the Riemann tensor
The non-zero connection coefficients are given by,
Γ010 = Γ
0
01 =
1
2
Γ011 =
t
2
Γ111 = −
1
2
.
There are no non-zero components of the curvature tensor.
The geodesic equations
The geodesic equations are:
d2t
dτ 2
+
dt
dτ
dψ
dτ
+
t
2
(
dψ
dτ
)2
= 0 (8.6)
d2ψ
dτ 2
− 1
2
(
dψ
dτ
)2
= 0 (8.7)
The geodesics
We will derive the equations for the null geodesics. The null geodesic equation is,
2
dt
dτ
dψ
dτ
+ t
(
dψ
dτ
)2
= 0. (8.8)
From equations 8.8 and 8.6 we can see that
d2t
dτ 2
= 0,
and thus t = a0τ + b0. Equation 8.8 then gives us two cases. Either,
dψ
dτ
= 0 (8.9)
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or
dt
dτ
= − t
2
dψ
dτ
. (8.10)
Case 1 We assume equation 8.9. In this case we can see that ψ = b1 ∈ R and so
our geodesic has the equation,
γ1(τ) = (a0τ + b0, b1).
Note that τ ∈ R so that γ1 is complete.
Case 2 We assume equation 8.10. We have two further cases to consider; either
t = 0 for some τ , or t 6= 0 for all τ .
Case 2.1 We assume t = 0 for some τ . From equation 8.10 we see that dt
dτ
= 0
for some τ . We also know that d
2t
dτ2
= 0, however, and therefore t = 0 for
all τ . We now solve equation 8.7 to get the equation,
ψ = −2 ln (τ + 2a1) + b1 τ > −2a1.
Hence the equation for the geodesic is,
γ2(τ) = (0,−2 ln (τ + 2a1) + b1) τ > −2a1.
We note that as τ is bounded below γ2 is incomplete.
Case 2.2 We assume that t 6= 0 for all τ . We can solve equation 8.10 to get
the two solutions
ψ = −2 ln(−t) + b1 t < 0
and
ψ = −2 ln(t) + b1 t > 0.
Since we are interested in the case t < 0 we get the geodesic,
γ3(τ) = (t,−2 ln(−t) + b1) t < 0.
Since t < 0 it will be the case that τ is bounded. Hence γ3 is incomplete.
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So, in summary, we have three classes of null geodesics,
γ1(τ) = (a0τ + b0, b1) ∀τ ∈ R
γ2(τ) = (0,−2 ln (τ + 2a1) + b1) ∀τ > −2a1
γ3(τ) = (a0τ + b0,−2 ln(−a0τ − b0) + b1) ∀τ < − b0
a0
.
The curves γ1 run ‘vertically’ along the cylinder; they are complete, non-precompact
curves with |W | = 0. The curves γ2 are closed, incomplete, precompact, null
geodesics with |W | = |R| and W = γ2. The curves γ3 are incomplete, precompact,
null geodesics with |W | = |R| and Wγ3 = Wγ2 = γ2. By removing a point, (0, ψ0)
from M the curves γ2 and γ3 become incomplete, non-precompact, null geodesics.
8.3.3 Examples of the classification
|W | = 0
The curves γ1 of the Misner space-time are in this class. Additional examples include
all inextendible geodesics in Minkowski space.
|W | = 1
Examples of these curves can be constructed, in any space-time, by finding a curve,
γ : [0, a) → M and taking a subcurve of it: λ : [0, b) → M, where b < a and
λ(t) = γ(t) for all t ∈ [0, b). By construction |Wλ| = 1. Many examples of these
types of curves can be constructed in either the Carter or Misner space-times.
|W | = |R|
The curve γ, from the Carter space-time, and the curves γ2 and γ3, from the Misner
space-time are all examples of this class. The curve γ is complete while γ2 and γ3 are
incomplete. All three of these curves are precompact. Non-precompact examples
can be easily constructed by removing a point from the relevant set of limit points,
W .
140 Chapter 8. Curves and their limit points
8.4 The Abstract Boundary singularity theorem
As an application of the classification presented above, we show how to generalise
one of the assumptions used in the Abstract Boundary singularity theorem 3.3.3.
From the proof of theorem 3.3.3 we can see that the strong causality assumption
is used to rule out the existence of precompact, winding, non-spacelike geodesics.
Proposition 8.2.15 allows us to weaken the causality assumption to the distinguishing
condition.
8.4.1 Theorem. Let (M, g) be a distinguishing, C l maximally extended, Ck space-
time (1 ≤ l ≤ k) and let C(M) be the family of affinely parameterised causal
geodesics in M. Then B(M) contains a C l essential singularity if and only if
there is an incomplete, with respect to an affine parameter, and inextendible causal
geodesic in (M, g).
Proof. ⇒ This section of the proof remains unchanged from theorem 3.3.3.
⇐ Let γ ∈ C(M) be incomplete and inextendible. We have two cases:
Case 1 This case deals with curves of type |W | = 0 or non-precompact curves
of type |W | = R. The details of this case are unchanged from 3.3.3. By
proposition 8.2.4 we are left to consider precompact curves with |W | = |R| or
curves so that |W | = 1. That is, every full sequence in γ has an accumulation
point.
Case 2 Suppose that every full sequence in γ has an accumulation point. As before
we have two cases:
1. There exists p ∈ M so that every full sequence in γ converges to p; that
is, suppose that γ is of type |W | = 1 where W = {p}. As the class of
curves that we are considering is unchanged from theorem 3.3.3 the same
argument used there applies here. Hence there must exist an extension
of γ. This is a contradiction and thus this case cannot occur.
2. Suppose that γ is a precompact curve of type |W | = |R|. Proposition
8.2.15 tells us that the distinguishing condition fails to hold on γ, but
this is a contradiction and therefore this case cannot occur.
As only case 1 may occur, we have proven our result, just as for 3.3.3.
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8.5 Conclusions and future work
In order to link the physical properties of a space-time to its Abstract Boundary
we have investigated the limiting behaviour of curves. This allowed us to develop a
classification of curves in the space-time via the number of limit points they possess.
Note that we deliberately gave this classification for the space-time only, that is, we
did not consider what happens under different envelopments. We linked the classes
of the classification to the physical properties of extendibility, partial and eventual
imprisonment, and precompactness, and presented two space-times which contain
examples of curves from each class. These results allowed us to weaken one of the
assumptions of the Abstract Boundary singularity theorem.
Extending the classification to how the behaviour of curves can change under differ-
ent envelopments will immediately give important results for the Abstract Boundary.
In chapter 9 we illustrate how such work is important for the precise definition of
causality for the Abstract Boundary. In particular, we show what kinds of problems
can occur when the cardinality of Wγ changes under different envelopments.
Chapter 9
Causal relations for the Abstract
Boundary
In this chapter we extend the usual causal definitions to the boundary of an embed-
ding. We then show, under an assumption, that these extended definitions are well
defined on the Abstract Boundary. This extension of causal relations to the Abstract
Boundary involves side stepping a technical problem which was briefly discussed in
chapter 8. Here we discuss this problem in greater depth.
These results are important to the development of the Abstract Boundary. They
provide a further tool for the analysis of Abstract Boundary points. In particular,
there are applications to weak cosmic censorship results. In order to give a defini-
tion of weak cosmic censorship one needs to discuss ‘infinity’ in a space-time and
also have a definition of causality for ‘infinity’. In [70] and [73] the spacetime is
assumed to be weakly asymptotically simple and empty and in [71] Krolak uses the
idea of the ‘external region’ E to identify those points visible from infinity. The
external region is defined to be the set of past endpoints of all future-complete null
geodesics. As such the external region is a definition of ‘infinity’ by proxy. It may,
without further investigation, suffer from many of the problems of the boundary
constructions discussed in chapter 2. For example from [42] we know that it is nec-
essary to use a larger class of curves. Since this chapter extends causality to the
Abstract Boundary, and as we already know that the Abstract Boundary gives an
intuitive definition of infinity and singularity, this chapter opens up applications to
weak cosmic censorship results.
More technically, this chapter illustrates just how much of a problem winding curves
can be for the Abstract Boundary. It contains an extended discussion of why these
problems arise and, in order to prove results, an extension of the usual distinguishing
and strong causality conditions for the Abstract Boundary. The end result is a
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workable definition of causality for the Abstract Boundary achieved by employing
these new conditions. Of course, this leaves plenty of room for further investigation
of the behaviour of non-precompact winding curves under different envelopments as
well as weakening the assumptions we make in this chapter.
9.1 Causal definitions for boundaries
In this section we show how the usual causality relations can be extended to the
topological boundary of an embedding. Note that we make the explicit choice not to
allow ‘signals’ to be passed on by boundary points. We discuss this further below.
9.1.1 Definition. Let M be a manifold and let x, y ∈ M. We say that there is a
joining curve, γ : (0, 1) → M from x to y or that x is joined to y if γ(t) → x as
t→ 0, γ(t)→ y as t→ 1 and limt→0 γ′ and limt→1 γ′ both exist and are non-zero.
Note that we have not specified a particular parameter for γ. The choice of (0, 1)
as the domain of γ is arbitrary and used only to simplify some of what follows.
Ensuring that the limits of the tangent vectors, in both directions, exist and are
non-zero ensures that some physical object traveling along the curve will eventually
reach the end points.
9.1.2 Lemma. Let M be a manifold and let x, y ∈ M. Then x is joined to y if
and only if there exists a curve δ : [0, 1]→M so that δ(0) = x and δ(1) = y.
Proof. Suppose that γ : (0, 1) → M is a joining curve from x to y. Define δ :
[0, 1]→M by δ(0) = x, δ(1) = y and δ|(0,1) = γ. Since limt→0 γ′ and limt→1 γ′ both
exist and are non-zero by definition 3.1.8, δ is a curve.
Let δ : [0, 1] → M be such that δ(0) = x and δ(1) = y. Define γ : (0, 1) → M by
γ = δ|(0,1). Again, by definition 3.1.8, this implies that limt→0 γ′ and limt→1 γ′ both
exist and are non-zero, being equal to δ′(0) and δ′(1) respectively. Therefore γ is a
joining curve from x to y.
We are now able to give our new definition of causality.
9.1.3 Definition. Let M be a manifold, U ⊂ M a space-time and x, y ∈ U . If
there exists a future directed, timelike, joining curve γ from x to y so that γ ⊂ U
then we shall write x <jU y.
Similarly, if γ is future directed and non-spacelike (i.e. causal) we shall write x ≤jU y.
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Figure 9.1: The grey line has been removed from Minkowski space, hence C <j B and
B <j A but C 6<j A. Indeed we can see that there is no curve so that C <j A.
Note that the requirement that γ ⊂ U prevents <j and ≤j from being transitive, in
general. For x, y, z ∈ U , <j and ≤j reduce to the usual causal relations and thus
must be transitive. For x, z ∈ U and y ∈ U − U the same is not necessarily true.
For example, let γ : (0, a)→M be a future directed, timelike, joining curve from x
to y and µ : (a, b)→M a future directed, timelike, joining curve from y to z. Then
the joining curve, ρ : (0, b)→M from x to z given by
ρ(t) =


γ(t) t ∈ (0, a)
y t = a
µ(t) t ∈ (a, b)
is not contained in U . Thus for x ≤j z we need to show that there exists t1 ∈ (0, a)
and t2 ∈ (a, b) so that γ(t1) ≤ µ(t2), where ≤ is the usual causal relation. This is
not true, in general. See figures 9.1, 9.2 and 9.3.
Of course if we allowed γ ⊂ U then transitivity would immediately follow. This
would, however, produce the following unsatisfactory behaviour. LetM be a space-
time and φ :M→Mφ an envelopment so that there exists x, z ∈M and y ∈ ∂φM
so that x 6≤ z, but φ(x) ≤j y and y ≤j φ(z), e.g., any of the space-times shown in
figures 9.1, 9.2 and 9.3 enveloped by R2. If x ≤j z then we would have a causal signal
propagating to the boundary of the space-time then propagating back in; see figure
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A
B
C
Figure 9.2: The grey line has been removed from Minkowski space and just as for figure
9.1, C <j B and B <j A. In this case, however, the curve on the right shows that C <j A.
Note that this occurs away from the local structure of B.
9.3. Whether or not this makes sense depends on the type of boundary point of y.
It may very well be the case that y is an essential singularity, in which case it makes
little physical sense to speak of a signal propagating ‘through’ y. After all, what
comes out may have no relation to what went in. Yet if y is a regular point then
some form of propagation may make sense, depending on the differentiability of the
enveloping metric. Following this train of thought leads one to discussions of joining
curves and a series of relations x <j,l y where l is a measure of the differentiability
of enveloping metrics needed to causally relate two points.
While such a discussion would be entertaining and may produce some interesting and
novel results about boundary points and the influence they have on our space-time,
it is rather beyond the scope of this chapter. Thus we happily put such research
aside for a later date.
We continue to develop <j and ≤j by looking to the usual causality relations for
inspiration.
9.1.4 Definition. Let M be a manifold, U ⊂ M a space-time and x ∈ U . Then
I+j (x;U) = {y ∈ U : x <jU y}. We may define I−j (x;U), J+j (x;U) and J−j (x;U)
similarly.
Given A ⊂ U we define I+j (A;U) =
⋃
x∈A I
+
j (x;U). We can define I
−
j (A;U),
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Figure 9.3: As before the grey area has been removed from Minkowski space, hence
C ≤j B and B ≤j A but C 6≤j A.
J+j (A;U) and J
−
j (A;U) similarly.
We conclude this section by proving a few results which relate this new definition
of causality to the usual definition.
Given a set U , we shall denote the interior of U by int (U).
9.1.5 Lemma. Let M be a space-time, U ⊂ M an open subset and x ∈ U . Then
int
(
I+j (x;U)
) ⊂ int (U) and int (J+j (x;U)) ⊂ int (U).
Proof. We know that I+j (x;U) ⊂ J+j (x;U) and J+j (x;U) ⊂ U . Therefore
int
(
I+j (x;U)
) ⊂ int (J+j (x;U)) ⊂ int (U) ,
as required.
9.1.6 Lemma. Let M be a space-time, U ⊂ M an open subset and x ∈ U . Then
I+(x;U) = I+j (x;U)∩U ⊂ I+j (x;U). If in addition int
(
U
)
= U then I+j (x;U)∩U =
int
(
I+j (x;U)
)
.
Proof. It is clear that I+j (x;U) ∩ U ⊂ I+j (x;U). By definition we also know that
I+(x;U) ⊂ I+j (x;U) and I+(x;U) ⊂ U . Therefore I+(x;U) ⊂ I+j (x;U) ∩ U . We
need to show that I+j (x;U) ∩ U ⊂ I+(x;U).
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Let y ∈ I+j (x;U) ∩ U . Then there exists a future directed, timelike, joining curve,
γ : (0, 1) → U so that γ(t) → x as t → 0 and γ(t) → y as t → 1. Since x, y ∈ U ,
γ can be extended to δ : [0, 1] → U so that δ(0) = x, δ(1) = y and δ|(0,1) = γ. It
may be that δ′(0) and δ′(1) are null. There exists, however, q1, q2, p ∈ δ([0, 1]), so
that q1 <U p <U q2 and therefore x ≤U q1 <U p <U q2 ≤U y so that x <U y. Thus,
y ∈ I+(x;U) and therefore I+j (x;U)∩U ⊂ I+(x;U). Hence I+(x;U) = I+j (x;U)∩U .
We have therefore shown that I+(x;U) = I+j (x;U) ∩ U ⊂ I+j (x;U).
Lastly, let us assume that int
(
U
)
= U . Let y ∈ int (I+j (x;U)). Then by lemma 9.1.5
we know that y ∈ U . Let γ : (0, 1) → U be the future directed, timelike, joining
curve from x to y so that γ(t)→ x as t→ 0 and γ(t)→ y as t→ 1. As y ∈ U and
since x ∈ U there exists δ : [0, 1] → U so that δ(0) = x, δ(1) = y and δ|(0,1) = γ.
As before, even though δ′ may be null at 0 and 1, this implies y ∈ I+(x;U) and
thus int
(
I+j (x;U)
) ⊂ I+(x;U). By definition I+(x;U) ⊂ int (I+j (x;U)) so that
I+(x;U) = int
(
I+j (x;U)
)
.
Hence we can see that I+(x;U) = I+j (x;U) ∩ U = int
(
I+j (x;U)
)
as required.
9.2 Causality conditions for the Abstract Bound-
ary
Now that we have a definition of causality for an embedding we can extend it to
the Abstract Boundary. To do this, we need to give some definition of causality on
an Abstract Boundary point [p] ∈ B(M) that is independent of the representative
of [p]. The obvious way to do this is to show that if p ≡ A then I+j (p;M) ∩M =
I+j (A;M) ∩M. Unfortunately this is not easy to show.
Let γ : [0, a) → M be a past causal curve so that in the envelopment φ, φγ has
an endpoint p, then γ(0) ∈ I+j (p;M). In a different envelopment, ψ, it may be
the case that ψγ limits to a boundary set A, where A ≡ p, but has no endpoint
in A, see example 9.2.1. Because ψγ does not have an endpoint, it is not a joining
curve from γ(0) to any point in A. Therefore, under these conditions, in order to
show that γ(0) ∈ I+j (A;M) we need to prove the existence of a joining curve in
the embedding ψ. To do this without further information about the space-time is
a hard problem. It is, however, the essence of the issue discussed in chapter 8 to
do with non-precompact, winding curves. This example illustrates the more general
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problem of determining when a property of a boundary point extends to a property
of an Abstract Boundary point.
The Misner space-time [81] gives us a concrete example of this type of behaviour.
9.2.1 Example. Let M be the upper half Misner space-time [81] with manifold
(0,∞)× S1 and coordinates (t, ψ). In these coordinates the metric is
g =
(
−t−1 0
0 t
)
.
There are two envelopments φ1 :M→M1 and φ2 :M→M2 where M1 =M2 =
R× S1. The envelopments are given by
φ1(t, ψ) = (t, ψ − log t mod 2pi)
φ2(t, ψ) = (t, ψ + log t mod 2pi),
where we have parametrised S1 as [0, 2pi), with the metrics
g1 =
(
0 1
1 t
)
and
g2 =
(
0 −1
−1 t
)
respectively. We immediately see that the analysis of subsection 8.3.2 was an analysis
of the envelopment φ1. The same arguments, however, can be applied to φ2 to get
the same results.
Let γ be the pullback of the portion of the curve γ1 lying in φ1(M), where γ1 is
the curve given in subsection 8.3.2. That is φ1γ(τ) = (a0τ + b0, b1 mod 2pi) where
τ > − b0
a0
. Thus γ(τ) = (a0τ + b0, b1 + log(a0τ + b0) mod 2pi). We can calculate
that φ2γ(τ) = (a0τ + b0, b1 + 2 log(a0τ + b0) mod 2pi). Thus as τ → − b0a0 we see
that φ2γ wraps infinitely many times around the cylinder and has as its set of limit
points the surface t = 0. That is φ2γ corresponds to the class of curves denoted γ3
in subsection 8.3.2. Please refer to [59] for further details of this correspondence.
Using the map between curves it is possible to show that ∂(φ1(M)) ≡ ∂(φ2(M)).
We may choose a0, b0, b1 ∈ R so that φ1γ(τ)→ p ∈ ∂(φ1(M)) for any p as τ → − b0a0 .
From above we see that φ2γ limits to every point in ∂(φ2(M)) and hence has no
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endpoint. Thus while φ1γ(0) ∈ I+j (p;φ1(M)) we see that the curve γ is not sufficient
to conclude that φ2γ(0) ∈ I+j (q;φ2(M)) for any q ∈ ∂(φ2(M)). It is in this way
that winding behaviour causes problems for a definition of causality for Abstract
Boundary points using joining curves.
Despite the technical problem mentioned above, we still believe that if φγ limits to a
boundary set A but has no endpoint then γ(0) ∈ I+j (A;M). We have the following
conjecture.
9.2.2 Conjecture. Let M be a space-time, let φ : M →Mφ be an envelopment,
let γ : [0, 1)→M be a past directed, timelike curve with no limit points in M and,
lastly, let B ⊂ ∂φM so that γ approaches B. Then γ(0) ∈ I+j (B;φM).
Without a proof of this conjecture it is necessary to do something to force γ(0) ∈
I+j (A;M). There are several general ways to do this for a general property P that
relies on endpoints in envelopments.
• Alter the definition of P so that endpoints are not required,
• Give a definition of P for Abstract Boundary points that only uses boundary
point representatives rather than boundary set representatives of the Abstract
Boundary point.
• Find conditions that ensure that endpoints exist.
For our specific problem we opt for the last suggestion: find conditions that ensure
that endpoints exist.
Changing the definition of <j or ≤j so that ψγ(0) ≤j A is implied whenever ψγ
has a limit point in A is an easy thing to do. This would, however, destroy one
of the principle reasons for defining <j and ≤j as we have done; that they are the
same as the usual definitions when restricted to a space-time. The usual causality
relations < and ≤ would not consider A to be causally related to γ(0) unless there
was a causal curve from γ(0) to a point in A. Hence strong evidence would be
required before altering the definitions of <j and ≤j to allow for winding curves was
considered a good option. Since we know of no such evidence, we do not use this
option.
Restricting the definition of I−j ([A];M), where [A] is an Abstract Boundary point, so
that I−j ([A];M) = I−j (p;M), whenever {p} ∈ [A] would ensure that I−j ([A];M) =
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I−j ([B];M) whenever [A] = [B], since this definition is independent of the choice
of point representative. It does, however, introduce new technical problems. In
particular, there would be no predetermined relationship between I−j (A;M) and
I−j ([A];M) and determining the past of any particular boundary set would require
finding an envelopment in which the set is represented as a point. This situation,
while not producing any contradictions, is somewhat unpalatable since proofs would
seem to be unnecessarily complicated.
Thus we opt to find some condition which ensures that the conjecture is true. It
is interesting to note that similar types of problems arise in general relativity when
winding behaviour is allowed within the space-time. This type of winding behaviour
is usually ruled out using the distinguishing or strong causality conditions. Hence
we look to these conditions for inspiration.
In the rest of this section we show how the strong causality and distinguishing
conditions can be generalised to apply on the boundary of an envelopment of our
space-time. We then show that we can formulate both causality conditions for the
Abstract Boundary.
9.2.3 Definition (Boundary strong causality condition). Let N be a manifold and
M ⊂ N a space-time. The space-time is boundary strongly causal, or satisfies the
boundary strong causality condition at x ∈M if and only if for all U ∈ N(x) there
exists V ∈ N(x) so that V ⊂ U and for all causal curves γ : [0, a)→M there does
not exist b, c, d ∈ [0, a), b < c < d so that γ(b), γ(d) ∈ V and γ(c) 6∈ V .
9.2.4 Definition (Past boundary distinguishing condition). Let N be a manifold
and M ⊂ N a space-time. If for all p ∈ M and for all U ∈ N(p) there exists V ∈
N(p) so that V ⊂ U and for all past-directed, causal, joining curves γ : (a, b)→M
so that γ(t) → p as t → a, γ(c) ∈ V implies that γ|(a,c] ⊂ V , then we say that M
is past boundary distinguishing or that the past boundary distinguishing condition
holds for M .
We can define the future boundary distinguishing condition dually. A space-time
that is both future and past boundary distinguishing is said to be boundary distin-
guishing.
We give here the generalisation of a well-known result which links the strong causal-
ity condition and the distinguishing condition.
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9.2.5 Proposition. Let N be a manifold and M⊂ N a space-time. If M satisfies
the boundary strong causality condition, then it satisfies the boundary distinguishing
condition.
Proof. This is clear from the definitions.
Our definition of the boundary distinguishing condition follows the lead of [59], by
discussing the behaviour of curves. There is an alternate definition which focuses on
causal sets; see definition A.6.3 or [84]. A proof of their equivalence can be found in
[3, pg 83].
The result below gives one half of this equivalence for the boundary distinguishing
condition. See figure 9.4 for an illustration of this proof.
9.2.6 Proposition. Let N be a manifold and letM⊂ N be a past boundary distin-
guishing space-time. Then for all p, q ∈M, p 6= q, either I−j (p;M) = I−j (q;M) = ∅
or I−j (p;M) 6= I−j (q;M).
Proof. If I−j (p;M) = ∅ but I−j (q;M) 6= ∅ then it is clear that I−j (p;M) 6=
I−j (q;M). So suppose that I−j (p;M) = I−j (q;M) and that I−j (p;M) and I−j (q;M)
are both non-empty.
Choose Up ∈ N(p) and Uq ∈ N(q) so that Up ∩ Uq 6= ∅. By the past boundary
distinguishing condition there exist Vp ∈ N(p) and Vq ∈ N(q) so that Vp ⊂ Up,
Vq ⊂ Uq and satisfying the relevant condition about past-directed, causal, joining
curves.
Let x ∈ I−j (p;M) ∩ Vp ∩M, then x ∈ I−j (q;M) and there exists a past directed,
timelike, joining curve, γ : (a, b)→M from q to x. Choose y = γ(c) ∈M, for some
c ∈ (a, b), so that y ∈ I−j (q;M) ∩ Vq ∩M. Hence y ∈ I−j (p;M) and there exists a
past directed, timelike, joining curve λ : (d, c)→M so that λ(c) = y and λ(t)→ p
as t→ d. Let δ : (d, b)→M be the past directed, timelike, joining curve from p to
x defined by adjoining γ to λ and smoothing at the join.
We can now derive a contradiction. Since x ∈ I−j (p;M)∩Vp∩M and as I−j (p;M)∩
Vp ∩ M is open (this is because I−j (p;M) ∩ M = I−(p)) in M we can choose
t0 ∈ (c, b), as close to b as we like so that δ(t0) ∈ I−j (p;M) ∩ Vp ∩M. This implies
that δ|(d,t0] ⊂ Vp, by the past boundary distinguishing condition. However we can
choose t0 so that c ∈ (d, t0] but δ(c) = y 6∈ Vp. This is our contradiction and
therefore I−j (p;M) 6= I−j (q;M).
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λ
Figure 9.4: Schematic of the proof of proposition 9.2.6.
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This proof is a modified version of Ashley and Scott’s proof in [3, pg 83]. They prove
the converse as well, but their proof relies on the transitivity of < in a fundamental
way. Thus the converse of 9.2.6 is very unlikely to be true. We make no attempt to
prove it here.
We are now in a position to give causality conditions for the Abstract Boundary.
These will allow us to define the past and future of any Abstract Boundary set.
By restricting to envelopments that satisfy the boundary strong causality condition
we are able to prevent the problems caused by winding curves.
9.2.7 Definition. Let M be a space-time and φ : M → Mφ an embedding. We
say that φ is boundary strongly causal if φ(M) ⊂Mφ is boundary strongly causal.
9.3 The Abstract Boundary causality relations
We begin this section by proving the main lemma for this chapter. Without this
result it is impossible to prove the invariance of the causal relations defined in section
9.1 under the equivalence relation on boundary sets.
9.3.1 Lemma. Let M be a space-time, let φ : M → Mφ be a boundary strongly
causal envelopment, let γ : [0, 1) →M be a future directed, timelike curve with no
limit points in M so that limt→1 γ′ exists and is non-zero and, lastly, let B ⊂ ∂φM
so that γ approaches B. Then φ(γ(0)) ∈ I−j (B;φM).
Proof. Since γ approaches B, there exists x ∈ Wφγ, the set of limit points of φγ in
Mφ, where x ∈ B. Suppose there also exists y ∈ Wφγ, where x 6= y. It is clear
that y ∈ ∂φM. Choose disjoint open neighbourhoods Ux ∈ Nφ(x) and Uy ∈ Nφ(y).
As φ satisfies the boundary strong causality condition we know that there exists
Vy ∈ Nφ(y), Vy ⊂ Uy, so that γ does not exit and then return to Vy. This contradicts
that both x and y are limit points of φγ. It follows that Wφγ = {x}.
By lemma 8.2.11 and the assumption, φγ|(0,1) is a future directed, timelike, join-
ing curve from φ(γ(0)) to x, or φ(γ(0)) ∈ I−j (x;φM) and , since I−j (x;φM) ⊂
I−j (B;φM), we have our result.
We now continue to show that, with the assumption of the Abstract Boundary strong
causality condition, we can give a definition of causality for the Abstract Boundary.
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9.3.2 Lemma. Let M be a space-time and let φ : M → Mφ and ϕ : M → Mϕ
be two boundary strongly causal envelopments. Let Bφ ⊂ ∂φM and Bϕ ⊂ ∂ϕM. If
Bφ Bϕ then φ
−1
(
I+j (Bφ;φM) ∩ φM
)
⊃ ϕ−1
(
I+j (Bϕ;ϕM) ∩ ϕM
)
.
Proof. Let y ∈ ϕ−1
(
I+j (Bϕ;ϕM)∩ϕM
)
, so that there exists a past directed timelike
joining curve, ϕγ, from y to x ∈ Bϕ. That is γ approaches Bϕ. Since Bφ  Bϕ we
see that γ approaches Bφ, hence by lemma 9.3.1 y ∈ φ−1
(
I+j (Bφ;φM) ∩ φM
)
, as
required.
9.3.3 Theorem. Let M be a space-time and let φ :M→Mφ and ϕ :M→Mϕ
be two boundary strongly causal envelopments. Let Bφ ⊂ ∂φM and Bϕ ⊂ ∂ϕM. If
Bφ ≡ Bϕ, then φ−1
(
I+j (Bφ;φM) ∩ φM
)
= ϕ−1
(
I+j (Bϕ;ϕM) ∩ ϕM
)
.
Proof. This is clear from lemma 9.3.2.
Theorem 9.3.3 proves the invariance of our definition of causality on the boundary
under the equivalence on boundary sets. Hence we can make the following defini-
tion.
9.3.4 Definition. Let [B] be an Abstract Boundary set where B ⊂ ∂φM and φ
is boundary strongly causal, then define I+j ([B]) = φ
−1
(
I+j (B;φM) ∩ φM
)
. By
theorem 9.3.3 this definition is well defined.
Although it took an assumption, which restricts the sort of limiting behaviour that
causal curves are allowed, we have shown that it is possible to define an analog of
causality for the Abstract Boundary.
Note that the definition above applies to all Abstract Boundary sets, not just Ab-
stract Boundary points and that the past/future of an Abstract Boundary set in-
volves just points in the manifold, not other Abstract Boundary sets.
Note also that care must be taken when using the joining causal relations, since they
do not satisfy the same conditions as the usual causality conditions, for example they
are not transitive.
9.4 Conclusions and future work
We have given a definition of causality on the boundary of a space-time in some
larger embedding, and shown how this can be generalised to the Abstract Bound-
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ary. We have had to restrict to a specific class of envelopments in order to achieve
this. This work is important because it gives us additional physical interpretations
for the Abstract Boundary, more tools to analyse the Abstract Boundary and, we
believe, will lead to important results. In particular, there are direct applications to
the development of weak cosmic censorship results that assume no boundary con-
ditions on the space-time. This chapter takes the first small steps towards giving
the mathematical structure necessary to define things like future timelike infinity
for general space-times.
It is clear that more work needs to be done. In particular: the consequences of
restricting the class of envelopments needs to be considered; conjecture 9.2.2 should
be examined and, if not true, counter examples should be produced and applied to
proposition 8.2.15; a thorough review of the properties of I+j (x;M) and ≤j should
be conducted by trying to generalise the results in [84]; lastly, further development
of concepts related to causality and global techniques for the Abstract Boundary is
needed.
Part IV
Physical predictions from
singularity theorems
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Chapter 10
Consequences of the
Penrose-Hawking singularity
theorems
Ashley and Scott have advocated, [5], applying the Abstract Boundary singularity
theorem, theorem 3.3.3, to singularity results by linking ‘physical’ tensors and the
Penrose-Hawking singularity theorems.
The Penrose and Hawking singularity theorems prove the existence of incomplete,
inextendible geodesics. Little is said about the properties of these geodesics. The few
conclusions that can be made, e.g., that they are conjugate point free, say nothing
about the behaviour of the metric or Riemann tensor. The same is true for most
singularity theorems. Those that do make physical predictions about such geodesics
are usually highly specialised, applying to a small class of space-times, [101].
The assumptions of the singularity theorems, particularly the existence of a closed,
trapped surface can be equated with gravitational collapse; see for example [8] or
[96]. Indeed Hawking has commented in [58] that,
The main, indeed the only, reason for believing that singularities occur
in gravitational collapse is the singularity theorems.
Thus results linking the behaviour of ‘physical’ tensors to the geodesics predicted
by singularity theorems are of great importance. First, they would make predictions
about the behaviour of known objects in our universe. These predictions can then
be compared to observation, e.g., of suspected black holes. Second, they would dis-
cuss the points where general relativity fails to apply, so would provide additional
inspiration to more general theories, e.g., loop quantum gravity, string theory etc.
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Third, they would also provide additional data for investigation of any topic involv-
ing either an assumption of gravitational collapse or of the existence of singularities,
e.g., the Penrose inequality [80] or cosmic censorship [72].
Unfortunately, it is not easy to prove such results. The predictions of the most
general singularity theorems are vague and the assumptions, because of their math-
ematical form, are hard to link to physical conditions. Much, much work has been
done on the study of singularities with varying degrees of success (see [101] for a
review). Yet there has been no conclusive answer. This problem remains one of
the longest standing unsolved problems in general relativity. Here we review the
Penrose-Hawking singularity theorems with the intention of outlining what facts
can be concluded for the predicted incomplete, inextendible geodesics. The original
papers are [57], [60] and [83] for our analysis we have relied heavily on [7] and [59].
The chapter is divided into six sections, one for each of the theorems, a summary
of our conclusions and a discussion of additional work. Since this chapter contains
a great many standard definitions and to include them would obscure the results
below we have given them in the appendix. Please refer, in particular to sections
A.4, A.5, A.6 and A.7.
10.1 Theorem 1 of [59]
10.1.1 Theorem ([59, page 163]). Space-time (M, g) cannot be null geodesically
complete if:
1. For all null vectors, K, RabK
aKb ≥ 0,
2. There is a non-compact cauchy surface H in M,
3. There is a closed, trapped surface T in M.
Outline of proof. Suppose that M is null geodesically complete. Since there is a
cauchy surface, M is globally hyperbolic and therefore ∂J+(T ) = I+(T )\I+(T ).
Conditions 1 and 3 imply that every geodesic orthogonal to T contains a focal point
to T . This fact can be used to construct a map β : T × [0, c]× {0, 1} →M so that
its image contains ∂J+(T ), where c is an upper bound on the affine distance along
the geodesics orthogonal to T for the focal point to T . Hence ∂J+(T ) is compact.
From this a contradiction can be derived by using the non-compactness of H.
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Thus, assuming that the conditions of theorem 10.1.1 are true and since the con-
struction of β relies on the geodesics normal to T , we know that the following facts
hold:
• there exists an incomplete, inextendible, conjugate free, null geodesic γ,
• the geodesic γ is a generator of ∂J+(T ),
• the trace of the second fundamental form on T is negative at γ ∩ T ,
• the geodesic divergence defined at any initial point of γ has a negative deriva-
tive,,
• the space-time is globally hyperbolic.
10.2 Theorem 2 of [59]
10.2.1 Theorem ([59, page 267]). The following three conditions cannot all hold:
1. Every inextendible, causal geodesic contains a pair of conjugate points,
2. The chronology condition holds on M,
3. There is a trapped set S.
Outline of proof. Assumptions 1 and 2 imply that M is strongly causal and strong
causality and 3 imply that M is causally disconnected by E+(S). Lastly, we know
that ifM is strongly causal and is causally disconnected by E+(S) thenM contains
a future and past-inextendible, future directed, non-spacelike geodesic γ : (a, b) →
M which intersects E+(S) and is such that the L(γ|[s,t]) = d(γ(s), γ(t)) for all
a < s ≤ t < b, by proposition A.4.13. This implies that γ has no conjugate points,
by theorems A.7.9 and A.7.10. This is a contradiction so we have our result.
All three of the assumptions are used in a fundamental way in this proof. Thus it is
hard to conclude anything from this result except that one of the three conditions
must fail. If we allow ourselves to use more ‘physical’ assumptions then we can look
at the theorem below.
10.2.2 Theorem ([59, page 266]). A space-time (M, g) is not timelike and null
geodesically complete if:
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1. for all non-spacelike vectors v, R(v, v) ≥ 0,
2. the generic condition is satisfied,
3. the chronology condition holds on M,
4. there exists one of the following:
(a) a compact, achronal set without edge,
(b) a closed, trapped surface,
(c) a point p such that on every past (or future) null geodesic from p the
divergence becomes negative.
This theorem rephrases the ‘mathematical’ statements of theorem 10.2.1 into more
‘physical’ statements. Thus, even though it follows directly from theorem 10.2.1, we
can still make a few conclusions. We give the proof.
Proof of theorem 10.2.2. Assume thatM is timelike and null geodesically complete.
Then we can conclude that (see page 267 of [59] for justification):
• Completenes and conditions 1 and 2 imply condition 1 of theorem 10.2.1,
• Conditions 1 and 4 imply 3 of theorem 10.2.1,
• Condition 3 is the same as 2 of theorem 10.2.1.
Thus, we see that all three conditions of theorem 10.2.1 must hold. This is a contra-
diction, however. Therefore M is not timelike and null geodesically complete.
The difference here is that condition 1 of theorem 10.2.2 only implies that every
geodesic contains a pair of conjugate points if geodesics can be arbitrarily extended
in affine parameter. Thus, assuming the conditions of theorem 10.2.2, we at least
know that:
• there exists an incomplete, inextendible, conjugate free, non-spacelike geodesic
γ,
• the space-time is chronological.
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Strictly, from the proof of theorem 10.2.2, we are not able to show how γ and the
point/surface of condition 4 are related. This is because, while the proof relies on
γ ⊂ D+(E+(S)), where S is either the surface or point, this inclusion requires the
use of M being strongly causal which in turn relies on the assumption that M is
non-spacelike, geodesically complete, which is where the contradiction originates. If,
however, we give ourselves the luxury of assuming strong causality, we can conclude
the stronger statements:
• there exists a past (future) directed, incomplete, inextendible, conjugate free,
non-spacelike geodesic γ,
• the geodesic γ is either:
– a generator of J+(γ)− J+(γ), or,
– is contained in the globally hyperbolic region D−(E−(S)) or D+(E+(S)),
where S is the surface or point of condition 4,
• the divergence along γ with any initial condition has negative derivative.
We are not able to say anything about the geodesic divergence defined at p or the
trace of the second fundamental form at γ∩S, where S is the closed trapped surface,
since the proof does not imply that γ∩{p} or γ∩S is non-empty. In addition, if the
surface is only a compact, achronal set without edge, then even if γ∩S is non-empty,
there is no direct link to geodesic divergence to investigate. It is worth noting that
a more detailed investigation, proving additional results where necessary, is almost
certainly able to provide greater strength to the conclusions given above.
10.3 Theorem 3 of [59]
10.3.1 Theorem ([59, page 271]). If:
1. for every non-spacelike vector K, RabK
aKb ≥ 0,
2. the strong causality condition holds on (M, g),
3. there is some past-directed, unit, timelike vector W at a point p and a positive
constant b such that if V is the unit, timelike, tangent vector to the past di-
rected, timelike geodesics through p, then on each such geodesic the expansion
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θ = V a;a of these geodesics becomes less than
−3c
b
within a distance
b
c
from p,
where c = −W aVa,
then there is a past directed, incomplete, inextendible non-spacelike geodesic through
p.
For a discussion of why condition 3 is equivalent to the definition of expansion,
A.7.12, given in the appendix see sections 4.1 and 4.2, pages 78 - 88 of [59].
Outline of proof. By assumptions 1 and 3, and assuming that all past directed, null
geodesics from p are complete, we can conclude that E−(p) is compact. We may
choose F ⊂ TpM so that F is compact and D−(E−(p)) ⊂ expp(F ); note that
expp(F ) may not be defined for some k ∈ F . If, however, all past directed, non-
spacelike geodesics from p are complete, then expp(k) is defined for all k ∈ F and
therefore expp(F ) is compact. Since E
−(p) is compact, it is a past trapped set and
there must exist a past inextendible, incomplete, timelike curve γ ⊂ D−(E−(p)).
This provides us with our contradiction as γ ⊂ D−(E−(p)) ⊂ expp(F ) which is
compact, so that γ is totally imprisoned in expp(F ), which contradicts condition
2.
The proof of this result is very similar to the theorems discussed in the previous
section. Assuming the conditions of theorem 10.3.1 we know that either:
• there exists a past-directed, incomplete, inextendible, conjugate point free,
null geodesic γ starting at p,
• the geodesic γ is a null geodesic generator of J−(p),
• the geodesic γ is contained in the globally hyperbolic region D−(E−(p)),
• the space-time is strongly causal,
• the expansion along γ has negative derivative,
• the expansion, as given in the result, defined at the ‘start’ of γ becomes neg-
ative,
or, if all null geodesic generators of J−(p) are complete we have:
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• there exists a past-directed, incomplete, inextendible, conjugate point free,
timelike geodesic γ starting at p,
• the geodesic γ is contained in the globally hyperbolic region D−(E−(p)),
• the space-time is strongly causal,
• the expansion along γ has negative derivative,
• the expansion, as given in the result, defined at the ‘start’ of γ becomes neg-
ative.
10.4 Theorem 4 of [59]
10.4.1 Theorem ([59, page 272]). Space-time is not timelike geodesically complete
if:
1. For every non-spacelike vector K, RabK
aKb ≥ 0,
2. There exists a compact, spacelike three-surface S without edge; see definitions
A.5.4 and A.5.3,
3. The second fundamental form, χ, of S is such that χaa is everywhere negative
(or positive) on S; see definition A.5.5.
Outline of proof. By conditions 2 and 3 we know that D+(S) is compact, and for all
p ∈ D+(S), there exists a future directed, timelike geodesic orthogonal to S which
does not contain any focal points between S and p. From the lower semi-continuity
of the Lorentzian distance d(·, ·) : M×M → R it is possible to show that, for
every p ∈ H+(S), there exists a timelike geodesic of length d(S, p) from S. It is then
possible to show that along every null geodesic generator of H+(S) the function
d(S, ·) : H+(S)→ R is strictly decreasing in the past. As S is edgeless this implies
that each null geodesic generator can have no past endpoint. We know, however, that
H+(S) ⊂ D+(S) which is compact and therefore as d(S, ·) is lower semi-continuous
it must have a minimum on H+(S). Since this is a contradiction there must exist
some incomplete, inextendible, timelike geodesic orthogonal to S.
Assuming the conditions of theorem 10.4.1 and that χaa is everywhere negative in
the future direction then we know the following:
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• There exists a future directed, incomplete, inextendible, conjugate point free,
timelike geodesic γ orthogonal to S,
• The geodesic γ is contained in the globally hyperbolic region D+(S),
• The geodesic divergence has negative derivative along γ,
• The trace of the second fundamental form on S is negative at γ ∩ S.
10.5 Summary of conclusions
Considering the singularity theorems as a whole, it is clear that there is a ‘hierarchy’
of conclusions, each requiring additional assumptions about the space-time.
If our space-time is chronological and has a trapped surface then the absolute min-
imum we can conclude is that:
• there exists an inextendible, non-spacelike geodesic that does not contain a
pair of conjugate points.
This is due to theorem 10.2.1 and, in particular, condition 1 of theorem 10.2.1. In
some sense this theorem skips the more usual physical assumptions and jumps to
the conclusions that they are used to prove. If we allow ourselves to use these more
physical assumptions, then we should refer to theorem 10.2.2 rather than theorem
10.2.1. In this case, assuming the conditions of theorem 10.2.2, we know that:
• there exists an incomplete, inextendible, conjugate point free, non-spacelike
geodesic, γ,
• the space-time is chronological.
While this is not much more, it does at least tell us that there is an incomplete
geodesic in the space-time. As mentioned above, we are not able to conclude more
since the assumptions of theorem 10.2.2 are not enough to conclude that the space-
time is strongly causal.
If, in addition, we are willing to assume that the space-time is strongly causal, then
we know more:
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• there exists an incomplete, inextendible, conjugate free, non-spacelike geodesic
γ,
• the geodesic γ is contained in a globally hyperbolic region of space-time,
• the divergence along γ with any initial condition has negative derivative.
We note that we cannot quite conclude that the expansion along γ defined at its
initial point becomes negative, or that the trace of the second fundamental form
on some surface S is negative at γ ∩ S since the proof of theorem 10.2.1 does not
imply that γ ∩ S or γ ∩ {p} is non-empty. As mentioned above, however, we think
that there is certainly room for improvement in the conclusions we have drawn from
theorem 10.2.1, particularly to do with these types of questions.
Theorems 10.1.1, 10.3.1 and 10.4.1, however, all make statements about the non-
emptiness of γ ∩ S or γ ∩ {p}. Using these stronger statements we now know that:
• there exists an incomplete, inextendible, conjugate free, non-spacelike geodesic
γ,
• the geodesic γ is contained in a globally hyperbolic region of space-time,
• the divergence along γ with any initial condition has negative derivative,
• either,
– the trace of the second fundamental form on some surface at the initial
point of γ is negative, or,
– the divergence or expansion defined at the initial point of γ eventually
become negative.
In summary, the hierarchy is as follows. The weakest conclusion comes from theorem
10.2.1; the next strongest comes from converting the ‘mathematical’ conditions in
theorem 10.2.1 to more physical conditions; the next set of conclusions comes from
these physical conditions and the assumption of strong causality, and finally, the
strongest conclusions comes from theorems 10.1.1, 10.3.1 and 10.4.1.
Since linking physical properties to the incomplete geodesics is clearly a very hard
problem, we suggest working with the strongest set of conditions first. General-
isations of the relevant results can then be made so as to weaken the assumed
conditions.
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10.6 Future Work
We discussed the Penrose-Hawking singularity theorems, arguing that results link-
ing the predicted incomplete geodesics to ‘physical’ properties are important and
suggesting a certain set of assumptions based on this.
Our conclusions from the singularity theorems are based on the details on the proofs.
While this is enough to provide some direction we are sure that the full consequences
of the hypotheses of the theorems are not given in the proofs. Additional results may
be able to be proved by combining our conclusions, above, and the assumptions of
the theorems. Since such consequences may have very important applications to the
arguments advocated here it is important to investigate them fully. A more thorough
analysis could either reduce the number of levels of the hierarchy, or strengthen one
or more of the levels. Particular results of interest would be:
• results linking trapped sets and closed trapped surfaces,
• results linking the trace of the second fundamental form and geodesic diver-
gence,
• results showing the precise relationship between condition 4 of theorem 10.2.2
and any incomplete, inextendible, non-spacelike geodesics,
• results giving specific properties of the incomplete geodesic predicted in theo-
rem 10.2.1.
Chapter 11
Singularity theorems and the
Krolak strong curvature condition
Advances in the 90’s indicated a strong relationship between conjugate points, the
Krolak and Tipler strong curvature conditions, and the divergence of components of
the Riemann tensor in a parallelly propagated frame, [27]. In [5] Ashley and Scott
advocated linking the initially negative divergence along geodesics predicted by the
Penrose-Hawking singularity theorems with the Krolak strong curvature condition.
It is worthwhile noting that the negative divergence assumed by the singularity the-
orems is an assumption about the divergence along a geodesic, from a particular
point, while the Krolak and Tipler strong curvature conditions make assumptions
about the divergence along the same geodesic from all points. The main theorems of
this section give necessary and sufficient conditions, expressed in terms of the diver-
gence from a particular point, for a geodesic to satisfy the Krolak strong curvature
condition. Hence we take a further step towards establishing links discussed in [5].
Singularity theorems usually make the assumption that the space-time is maximally
extended in order to prevent the appearance of regular points on the boundary, e.g.,
page 58 of [59] or the assumptions of theorem 3.3.3. We give a preliminary result
showing that it is possible to link extension of the metric to the existence a chart built
using a parallelly propagated frame. The hope is that, with further development,
this result, combined with the necessary and sufficient conditions above, will provide
enough additional information, along with the conclusions that can be drawn from
the singularity theorems, to link physical conditions to the incomplete geodesics
given by the singularity theorems.
This chapter is divided into two sections. First we give a very brief introduction to
the Krolak strong curvature condition and use a result in [7] to derive the necessary
and sufficient conditions mentioned above. Second, we present the preliminary result
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linking the chart built from a parallelly propagated frame to an extension of the
metric.
11.1 Proving curvature singularity results for the
Penrose-Hawking singularity theorems
In the previous section we argued for accepting the following assumptions as a
reasonable first approximation to work with in our pursuit of curvature results for
the Penrose-Hawking singularity theorems:
• there exists an incomplete, inextendible, conjugate point free, non-spacelike
geodesic γ,
• the geodesic γ is contained in a globally hyperbolic region of space-time,
• the divergence along γ with any initial condition has negative derivative,
• either,
– the trace of the second fundamental form on some surface at the initial
point of γ is negative, or,
– the divergence defined at the initial point of γ eventually become negative.
As the Krolak and Tipler strong curvature conditions have strong links to results
about the behaviour of the Riemann, Ricci and Weyl tensors and as these conditions
can be expressed in terms of divergence, it makes sense to attempt to link the
assumptions above to these conditions. This is the approach advocated in [5].
There are two problems here. The first is that while the trace of the second funda-
mental form is related to geodesic divergence, the relationship may not be strong
enough to make statements about the Krolak or Tipler strong curvature conditions,
particularly when we consider that many of the singularity theorems use geodesic
expansion rather than divergence. The second, and more serious problem, is that
the Krolak and Tipler conditions make statements about the divergences defined at
every point along the geodesic, while the assumptions above make a statement only
about the divergence defined at a particular point.
In this section we prove results addressing the second problem. Specifically, we
give necessary and sufficient conditions for the Krolak strong curvature condition
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to hold on a geodesic in terms of only one solution to the geodesic equation. For
these results, we rely on the jacobi tensor formulation of the Krolak strong curvature
conditions.
The work below also builds on Clarke and Krolak’s work in [27] which gives neces-
sary and sufficient conditions for the Krolak and Tipler strong curvature conditions
to hold in terms of the Riemann, Ricci and Weyl tensors. We begin with some
definitions.
11.1.1 The Krolak strong curvature condition and geodesic
divergence
The Krolak strong curvature condition has been given in many different forms in
the literature. We define below the version that we shall use. Note that most of
the definitions are obviously equivalent, and those that are not can be seen to be
equivalent once an equation relating geodesic divergence and jacobi tensors is known;
see definition 11.1.4.
Since we will not be working with the Tipler strong curvature condition, we refer the
curious reader to definition A.7.7 in the appendix. Also, the results in subsection
11.1.2 are only valid for the case that our incomplete, inextendible, non-spacelike
geodesic is timelike. Please see section A.7 for a full discussion of the Krolak and
Tipler conditions. While we do not transfer the results to the null case, since almost
all results about jacobi tensors transfer, via use of the quotient discussed in definition
A.7.5, we feel confident that those below will do so also.
11.1.1 Definition. Let γ : [0, a)→M be a timelike geodesic. Let V ⊥(γ) be the R
vector space of all piecewise smooth vector fields Y along γ so that g(Y (t), γ′(t)) = 0.
Let N(γ(t)) denote the (n− 1)-dimension subspace of Tγ(t)M consisting of vectors
orthogonal to γ′(t).
A jacobi tensor on V ⊥(γ), or along γ, is a smooth (1, 1) linear map A(t) : N(γ(t))→
N(γ(t)) so that
∇γ′∇γ′A(t)(v)|t0 +R
(
A(t0)(v), γ
′(t0)
)
γ′(t0) = 0
and
ker(A(t0)) ∩ ker(∇γ′A|t0) = {0}
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for all t0 ∈ [0, a) and v ∈ N(γ(t)).
11.1.2 Definition (Timelike Krolak strong curvature condition). Let γ : [0, a) →
M, be a timelike geodesic with affine parameter s. The curve γ satisfies the Krolak
strong curvature condition, if for all b ∈ [0, a) there exists c ∈ [b, a) such that the
jacobi tensor field, J , along γ, with J(0) = 0 and ∇γ′J(s)|s=0 invertible, is such that
d
ds
| det J |∣∣
c
< 0.
11.1.3 Definition. Given J a jacobi tensor, define J∗, the adjoint of J by
g
(
J(t)(v), w
)
= g
(
J∗(t)(w), v
)
.
We note that in a parallelly propagated frame, J ji = (J
∗)ij. That is J
∗ = JT , in a
parallelly propagated frame.
We now give below the definition of divergence and expansion, for timelike geodesics,
in terms of Jacobi tensors.
11.1.4 Definition. Let γ : [0, a)→M be a timelike geodesic and b ∈ [0, a). Let J
be a jacobi tensor along γ. The expansion along γ from b, or alternatively γ(b), is
defined as
θb(t, J) = tr
(
J ′J−1
)
=
1
det J
d
dt
det J.
If J(b) = 0 and ∇γ′J |b is non-singular, then we refer to θb(t, J) as the divergence
along γ from b and write θb(t) since with these initial conditions the dependency
on J is removed. For if J and K are both so that J(b) = 0, K(b) = 0, ∇γ′J |b
and ∇γ′K|b are non-singular, then there exists C : N(γ(t)) → N(γ(t)) parallelly
propagated so that J = CK. Thus we have that
θb(t, J) = tr
(
J−1∇γ′J
)
= tr
(
K−1C−1C∇γ′K
)
= tr
(
K−1∇γ′K
)
= θb(t,K),
as required.
11.1 Proving curvature singularity results 173
11.1.2 Necessary and sufficient conditions for the Krolak
strong curvature condition
We now exploit a result, lemma 12.12 in [7, page 437], to derive necessary and
sufficient conditions for the Krolak strong curvature condition to be true along a
timelike conjugate point free geodesic. While we do not transfer the results to the
null case, since almost all results about jacobi tensors transfer, via use of the quotient
discussed in definition A.7.5, we feel confident that those below will do so also.
11.1.5 Definition. Let γ : [0, a) →M be a timelike geodesic, and A : N(γ(t)) →
N(γ(t)) be a (1, 1) tensor. For b ∈ [0, a) we denote by
∫ t
b
A(τ)d(τ),
the unique tensor B : N(γ(t))→ N(γ(t)) so that
∇γ′B = A
and B(b) = 0. We note that in a parallelly propagated frame we have that
d
dt
B
j
i (t) = A
j
i (t)
so that B is given by component wise integration of A with initial condition Bji (b) =
0.
11.1.6 Proposition. Let γ : [0, a)→M be a conjugate point free, timelike geodesic.
Then
θb(t) = θc(t) + tr
(
(J∗J)−1(t)
(∫ t
b
(J∗J)−1(τ)dτ
)−1)
,
where J is a jacobi tensor so that θc(t) = tr (J
−1∇γ′J), c < b and t ∈ [0, a) with
t 6= c, b.
Proof. We first note that lemma A.7.13 tells us that for given boundary conditions,
there exists a unique jacobi tensor J along γ. Let J be the unique jacobi tensor so
that J(c) = 0 and ∇γ′J |c = I, where I is the identity tensor and c < b. Then
θc(t) = tr
(
J−1∇γ′J
)
.
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From lemma 12.12 of [7], lemma A.7.14, we know that the jacobi tensor D˜b with
initial conditions D˜b(c) = I and D˜b(b) = 0 is given by
D˜b = J(t)
∫ b
t
(J∗J)−1 (τ)dτ,
for all t ∈ [0, a) where c < b. We can easily calculate that ∇γ′D˜b
∣∣∣
b
= − (J∗)−1 (b).
Since γ is conjugate point free we know that det J(s) 6= 0 for all s ∈ (c, a). Let Db
be given by
Db(t) = − (J∗) (b)D˜b(t) = − (J∗) (b)J(t)
∫ b
t
(J∗J)−1 (τ)dτ,
so that Db(b) = 0 and ∇γ′Db|b = I. Therefore, letting B =
∫ b
t
(J∗J)−1 (τ)dτ , we
can calculate that
θb(t) = tr
(
D−1b ∇γ′Db
)
= tr
(
D˜−1b ∇γ′D˜b
)
= tr
(
B−1J−1∇γ′ (JB)
)
= tr
(
B−1J−1∇γ′ (J)B + B−1J−1J∇γ′ (B)
)
= tr
(
B−1J−1∇γ′ (J)B
)
+ tr
(
B−1J−1J∇γ′ (B)
)
= tr
(
J−1∇γ′ (J)
)
+ tr
(
B−1∇γ′ (B)
)
= θc(t) + tr
(
B−1∇γ′ (B)
)
= θc(t)− tr
(
(J∗J)−1(t)
(∫ b
t
(J∗J)−1(τ)dτ
)−1)
= θc(t) + tr
(
(J∗J)−1(t)
(∫ t
b
(J∗J)−1(τ)dτ
)−1)
.
We note that (J∗J)−1(t) is undefined at c and
(∫ t
b
(J∗J)−1(τ)dτ
)−1
is undefined at
b.
11.1.7 Definition. Let γ : [0, a) →M be a timelike geodesic, and A : N(γ(t)) →
N(γ(t)) be a (1, 1) tensor. We say that A is positive definite if for all v ∈ N(γ(t))
we have that g(A(t)v, v) ≥ 0 and g(A(t)v, v) = 0 implies that v = 0.
11.1.8 Lemma. Let γ : [0, a) → M be a timelike geodesic, let A : N(γ(t)) →
N(γ(t)) be a positive definite (1, 1) tensor and choose b ∈ [0, a). Then B(t) =∫ t
b
A(τ)dτ is positive definite for all t ∈ (b, a).
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Proof. Let t0 ∈ (b, a) and let v ∈ N(γ(t0)). Then there exists V a parallelly prop-
agated vector field along γ so that V (t) ∈ N(γ(t)) for all t ∈ [0, a) and V (t0) = v.
Let f(t) = g
(
B(t)V (t), V (t)
)
, since B(b) = 0 we know that f(b) = 0. We can do
the following calculation,
d
dt
f(t) = γ′
(
g
(
B(t)V (t), V (t)
))
= g
(
∇γ′ (B(t)V (t)) , V (t)
)
+ g
(
B(t)V (t),∇γ′ (V (t))
)
= g
(
∇γ′ (B(t))V (t) +B(t)∇γ′ (V (t)) , V (t)
)
= g
(
A(t)V (t), V (t)
)
≥ 0.
Hence as f(b) = 0 and d
dt
f(t) ≥ 0 for all t ∈ [0, a) we know that f(t) ≥ 0 for all
t ∈ (b, a). Thus f(t0) = g(B(t0)v, v) ≥ 0.
Now suppose that g(B(t0)v, v) = f(t0) = 0. Since
d
dt
f(t) ≥ 0 for all t ∈ [0, a) and
as f(b) = 0 and f(t0) = 0 we must have that
d
dt
f(t) = 0 for all t ∈ (b, t0). That is
for all t ∈ (b, t0) we have that g
(
A(t)V (t), V (t)
)
= 0. As A is positive definite this
implies that V (t) = 0 for all (b, t0). Since V is parallelly propagated it is now easy
to see that V (t0) = v = 0 as required. Hence B is positive definite on t ∈ (b, a).
We can use this lemma and proposition 11.1.6 to prove the following corollaries.
11.1.9 Corollary. Let γ : [0, a) → M be a timelike geodesic and let b ∈ [0, a).
Then before the first conjugate point to b along γ we know that d
db
θb(t) > 0 for all
t ∈ [0, a), t 6= b.
Proof. Assume that t 6= b, then from above we can see that
d
db
θb(t) =
tr
(
(J∗J)−1(t)
(∫ t
b
(J∗J)−1(τ)dτ
)−1
(J∗J)−1(b)
(∫ t
b
(J∗J)−1(τ)dτ
)−1)
.
But J∗J is positive definite so that
∫ t
b
(J∗J)−1(τ)dτ is positive definite for all t ∈
(b, a). Thus as the trace of the product of positive definite matrices is positive and
as the two negative signs introduced when t < b cancel we know that
d
db
θb(t) > 0,
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for all t ∈ [0, a), t 6= b.
Let θ(x, t) : [0, a)× [0, a)→ R be defined as θ(x, t) = θx(t) and
f(y, x, t) = tr
(
(J∗yJy)
−1(t)
(∫ t
x
(J∗yJy)
−1(τ)dτ
)−1)
where Jy is the jacobi tensor so that Jy(y) = 0 and ∇γ′Jy|y = I. Then, from the
results above and the positive definiteness of J∗yJy, we know that,
θ(x, t) = θ(y, t) + f(y, x, t), y < x, t 6= x, y
f(y, x, t) > 0 x < t
∂
∂y
θ(y, t) = − ∂
∂y
f(y, x, t)
∂
∂x
θ(x, t) =
∂
∂x
f(y, x, t)
∂
∂x
θ(x, t) > 0.
Linking the equation for θ(x, t) to our conclusions from the Penrose-Hawking sin-
gularity theorems we get two theorems, which give conditions for γ to satisfy the
Krolak strong curvature condition in terms of a particular jacobi tensor J defined
so that J(b) = 0 and ∇γ′J |b = I. We begin with a lemma.
11.1.10 Lemma. Let γ : [0, a) → M be a conjugate point free, timelike geodesic
so that R(γ′(t), γ′(t)) > 0 for all t ∈ [0, a). Then, the curve γ satisfies the Krolak
strong curvature condition if and only if for all b ∈ [0, a) there exists d ∈ (b, a) so
that
θb(d) = 0,
or, equivalently, there exists d0 ∈ (0, a) so that θ0(d0) = 0 and for all b ∈ (0, a) there
exists d ∈ (b, a) so that,
θ0(d) = −tr
(
(J∗0J0)
−1(d)
(∫ d
b
(J∗0J0)
−1(τ)dτ
)−1)
,
where J0 is a jacobi tensor so that θ0(t) = tr
(
J−10 ∇γ′J0
)
.
Proof. We first note that if θb(d) = 0 for all b ∈ [0, a) and d ∈ (b, a) then we know
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that θ0(d) = 0 for some d ∈ (0, a). Since
θb(t) = θ0(t) + tr
(
(J∗0J0)
−1(t)
(∫ t
b
(J∗0J0)
−1(τ)dτ
)−1)
,
we also know that
θ0(d) = −tr
(
(J∗0J0)
−1(d)
(∫ d
b
(J∗0J0)
−1(τ)dτ
)−1)
.
Likewise, suppose that for all b ∈ (0, a) there exists d ∈ (b, a) so that,
θ0(d) = −tr
(
(J∗0J0)
−1(d)
(∫ d
b
(J∗0J0)
−1(τ)dτ
)−1)
.
Then we know that
θb(d) = θ0(d) + tr
(
(J∗0J0)
−1(d)
(∫ d
b
(J∗0J0)
−1(τ)dτ
)−1)
= 0.
Lastly we know that there exists some d0 ∈ (0, a) so that θ0(d0) = 0. Hence we
know that for all b ∈ (0, a) there is some d ∈ (b, a) so that θb(d) = 0 as required.
This proves the equivalence of the two conditions above.
Suppose that γ satisfies the Krolak strong curvature condition. That is, for all
b ∈ [0, a) there exists e ∈ (b, a) so that
θb(e) < 0.
Let A be a jacobi tensor so that
θb(t) = tr
(
A−1∇γ′A
)
=
1
detA
d
dt
detA.
By definition we know that A(b) = 0 and ∇γ′A|b = I. Thus taking a power series
expansion about b we get
A(b+ ) = I +O(2).
This implies that for  > 0 small enough, detA(b + ) > 0. In addition, we know
that detA(b) = 0 so that as detA(t) is continuous, for  > 0 small enough, we know
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that d
dt
detA
∣∣
b+
> 0. This implies that for  > 0 small enough,
θb(b+ ) =
1
detA(b+ )
d
dt
detA
∣∣∣∣
b+
> 0.
By the intermediate value theorem we then know that there exists d ∈ (b + , e) so
that
θb(d) = 0
as required.
Now suppose that for all b ∈ [0, a) there exists d ∈ (b, a) so that θb(d) = 0. Since
R(γ′(d), γ′(d)) > 0 we know from the Raychaudhuri equation, [7], that d
dt
θb(t) < 0.
Thus as θb(d) = 0 there must exist  > 0 so that θb(d+ ) < 0. This suffices to prove
that the Krolak strong curvature condition holds on γ.
11.1.11 Theorem. Let γ : [0, a)→M be a conjugate point free, timelike geodesic so
that Ric(γ′, γ′) > 0. Let θ(x, t) and f(y, x, t) be defined as above. Then γ satisfies the
Krolak strong curvature condition if and only if there exists a unique, continuously
differentiable function g : [0, a)→ [0, a) that satisfies
∂
∂x
f(y, x, t)
∣∣∣∣
(0,b,g(b))
+
(
∂
∂t
θ(y, t)
∣∣∣∣
(0,g(b))
+
∂
∂t
f(y, x, t)
∣∣∣∣
(0,b,g(b))
)
dg
db
= 0,
and g(b) > b for any b ∈ (0, a) and θ(0, g(0)) = 0.
Proof. Suppose that γ satisfies the Krolak strong curvature condition. From above,
we know that for all b ∈ [0, a) there exists b0 > b so that θ(b, b0) = 0. Let g : [0, a)→
[0, a) be defined by g(b) = b0. By the implicit function theorem we know that for
each b, there exists some maximal open interval Ib = (
−
b , 
+
b ) ⊂ [0, a) containing b so
that there exists a unique, continuously differentiable function g : Ib → [0, a) with
θ(x, g(x)) = 0 for all x ∈ Ib, and g(b) = b0.
Suppose that d = +b 6= a. Then as γ satisfies the Krolak strong curvature condition,
we know that there exists an open interval Id = (
−
d , 
+
d ) ⊂ [0, a), containing d, and
h : Id → [0, a) a unique, continuously differentiable function so that for all x ∈ Id,
θ(x, h(x)) = 0. Let x ∈ Ib ∩ Id, which must be non-empty by the definition of d;
then θ(x, g(x)) = θ(x, h(x)) = 0. As Ric(γ′, γ′) > 0 we know that θ(x, t) is a strictly
monotonically decreasing function, with respect to t. Therefore g(x) = h(x) and
as x was arbitrary, it must be the case that g = h on Ib ∩ Id. This implies that g
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is well defined on Ib ∪ Id which contradicts the maximality of Ib. Therefore d = a.
The same argument can be used to show that −b = 0 and therefore, by continuity,
we can extend g to the semi-closed interval [0, a), so that g : [0, a) → [0, a). The
uniqueness of g follows from the implicit function theorem.
Now as θ(b, g(b)) = 0 for all b we know that d
db
θ(b, g(b)) = 0. This gives us the
following calculation:
0 =
d
db
θ(b, g(b))
=
∂
∂x
θ(x, t)
∣∣∣∣
(b,g(b))
dx
db
+
∂
∂t
θ(x, t)
∣∣∣∣
(b,g(b))
dt
db
=
∂
∂x
f(y, x, t)
∣∣∣∣
(0,b,g(b))
dx
db
+
(
∂
∂t
θ(y, t)
∣∣∣∣
(0,g(b))
+
∂
∂t
f(y, x, t)
∣∣∣∣
(0,b,g(b))
)
dt
db
.
Noting that x(b) = b and t(b) = g(b) we have the differential equation given above.
Trivially, by construction, θ(0, g(0)) = 0.
Suppose that we have a unique, continuously differentiable function g satisfying
the differential equation above and g(b) > b for all b ∈ (0, a), and is such that
θ(0, g(0)) = 0. Then we know that:
d
db
θ(b, g(b)) =
∂
∂x
f(y, x, t)
∣∣∣∣
(0,b,g(b))
+
(
∂
∂t
θ(y, t)
∣∣∣∣
(0,g(b))
+
∂
∂t
f(y, x, t)
∣∣∣∣
(0,b,g(b))
)
dg
db
= 0,
so that for all b ∈ [0, a), θ(b, g(b)) = 0. Then from lemma 11.1.10 we know that γ
satisfies the Krolak strong curvature condition.
11.1.12 Proposition. Let γ : [0, a)→M be a future directed, conjugate point free,
timelike geodesic so that Ric(γ′, γ′) > 0. Let θ(x, t) and f(y, x, t) be defined as above.
Then γ satisfies the Krolak strong curvature condition if and only if θ(0, d0) = 0 for
some d0 ∈ (0, a) and for all b ∈ (0, a),
− lim
t→a
θ(0, t) > lim
t→a
f(0, b, t).
Proof. Suppose that γ satisfies the Krolak strong curvature condition. Then, from
lemma 11.1.10, for all b ∈ [0, a), we know that there exists some b0 ∈ (b, a) so that
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θ(b, b0) = 0. Thus, as Ric(γ
′, γ′) > 0, from the Raychaudhuri equation we know that
d
dt
θ(b, t) < 0
for all t ∈ (b, a), and hence limt→a θ(b, t) < 0. Since θ(b, t) = θ(0, t) + f(0, b, t) we
immediately conclude that for all b ∈ [0, a) we have that
− lim
t→a
θ(0, t) > lim
t→a
f(0, b, t)
as required.
Suppose that for all b ∈ (0, a) we have that
− lim
t→a
θ(0, t) > lim
t→a
f(0, b, t).
This implies that limt→a θ(b, t) < 0. Since there exists some  > 0 so that θ(b, b +
) > 0 (see the proof of lemma 11.1.10), we know that there must exist some
d ∈ (b, a) so that θ(b, d) = 0. Since, by assumption there exists d0 so that θ(0, d0) =
0, from lemma 11.1.10 we conclude that γ satisfies the Krolak strong curvature
condition.
From this we can derive an interesting theorem that further reduces the complexity
of evaluating the Krolak strong curvature condition along some geodesic. First,
however, we need the following lemma.
11.1.13 Lemma. Let g, h : (a, b)→ R be two C1 functions. If g(c) > h(c) for some
c ∈ (a, b) and d
dx
g > d
dx
f , then g(x) > h(x) for all x ∈ [c, b).
Proof. Let f = g − h then f(c) > 0 and d
dx
f = d
dx
g − d
dx
h > 0. Thus f is a strictly
monotonically increasing function so that for all x ∈ [c, b) we know that f(x) > 0
or rather that g(x) > h(x) as required.
11.1.14 Theorem. Let γ : [0, a) →M be a conjugate point free, timelike geodesic
so that Ric(γ′, γ′) > 0. Let θ(x, t) and f(y, x, t) be defined as above. The geodesic γ
satisfies the Krolak strong curvature condition if and only if for all b ∈ (0, a), there
exists tb ∈ (b, a) so that −θ(0, tb) > f(0, b, tb) and θ(0, d0) = 0 for some d0 ∈ (0, a).
Proof. Suppose that γ satisfies the Krolak strong curvature condition. Then from
proposition 11.1.12 we know that for all b ∈ (0, a), − limt→a θ(0, t) > limt→a f(0, b, t).
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Thus we know that for each b ∈ (0, a), there is some tb ∈ (b, a) so that
−θ(0, tb) > f(0, b, tb).
We also know, from proposition 11.1.12, that there exists d0 ∈ (0, a) so that
θ(0, d0) = 0.
Suppose that there exists d0 ∈ (0, a) so that θ(0, d0) = 0 and for all b ∈ (0, a) there
exists tb ∈ (b, a) so that
−θ(0, tb) > f(0, b, tb).
Since Ric(γ′, γ′) > 0 we know that
0 >
d
dt
θ(b, t) =
d
dt
θ(0, t) +
d
dt
f(0, b, t).
That is,
− d
dt
θ(0, t) >
d
dt
f(0, b, t).
From lemma 11.1.13 we know that for all t ∈ (tb, a)
−θ(0, t) > f(0, b, t).
This implies that
− lim
t→a
θ(0, t) > lim
t→a
f(0, b, t),
so, by proposition 11.1.12, we know that γ satisfies the Krolak strong curvature
condition.
These two theorems give conditions for a geodesic to satisfy the Krolak strong cur-
vature condition in terms of J0 the jacobi tensor with initial conditions J0(0) = 0
and ∇γ′J0|0 = I. For example, the differential equation of theorem 11.1.11 is
∂
∂x
tr
(
(J∗0J0)
−1(t)
(∫ t
x
(J∗0J0)
−1(τ)dτ
)−1)∣∣∣∣∣
(b,g(b))
+
[
∂
∂t
tr
(
J−10 (t)∇γ′J0(t)
)∣∣∣∣
b
+
∂
∂t
tr
(
(J∗0J0)
−1(t)
(∫ t
x
(J∗0J0)
−1(τ)dτ
)−1)∣∣∣∣∣
(b,g(b))
]
dg
db
= 0
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while the inequality of theorem 11.1.14 is
−tr
(
J−10 (t)∇γ′J0(t)
)
> tr
(
(J∗0J0)
−1(t)
(∫ t
b
(J∗0J0)
−1(τ)dτ
)−1)
.
From the discussion of in chapter 10 we are justified in supposing that θ(0, t) < 0
for some t ∈ (0, a). This is enough to prove,
• the local existence of g in theorem 11.1.11, but not global existence,
• that −θ(0, t) > 0 but not that −θ(0, t) > f(0, b, t).
Thus, in general, the truth of these statements will depend strongly on the limiting
behaviour of J−10 (t)∇γ′J0(t) relative to
∫ t
b
(J∗0J0)
−1(τ)dτ . In turn, this can be derived
from the limiting behaviour of J0. This leads one to an analysis of the jacobi
equation, in a similar fashion to Clarke and Krolak [27], the aim being to derive
conditions on J0 that restrict the range of limiting behaviour and allow us to use
one of the two theorems 11.1.11 or 11.1.14 to prove that γ satisfies the Krolak strong
curvature condition.
There is, however, no obvious place to start this line of reasoning, within the mathe-
matics presented above. Fortunately the singularity theorems make one, sometimes
overlooked assumption, that does have an affect on the limiting behaviour of J0.
They assume that the manifold is maximally extended.
11.2 Limits of parallelly propagated vector fields
and metric extension
We present a preliminary result giving a relationship between metric extension and
the construction of a chart based on a parallelly propagated frame of vector fields.
In essence, the result says that if, a chart with certain properties can be constructed,
then there exists a C0 extension of the metric. Since, under the assumptions of the
singularity theorems, no such extension can exist, and as the existence of the chart is
closely related to parallelly propagated vector frames, the type of behaviour possible
for vector fields along the incomplete, inextendible, timelike geodesics is restricted.
Since this result is only about parallelly propagated frames there is no direct link to
the results of subsection 11.1.2. In addition, since a C0 metric is too weak to ensure
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the existence of unique solutions to the geodesic equations, questions can be raised
about the usefulness of the theorem below. Hence, two obvious pieces of work to
follow on from the result below are:
• linking the existence of charts built from parallelly propagated frames to the
existence of jacobi propagated frames with certain properties,
• improving on the differentiability condition given in theorem 11.2.1.
We now present the theorem.
11.2.1 Theorem. Let γ : [0, a) → M be an inextendible, incomplete, timelike
geodesic with unit length vector in the space-time (M, g). Let φ : M → Mφ be
the envelopment given by the endpoint theorem and let f : (0, a) → R the function
constructed in the endpoint theorem proof used to define φ. If limt→a f(t) exists and
is non-zero then there exists an envelopment ψ :M→Mψ and a metric g˜ on Mψ,
so that, Mψ ⊂Mφ and g˜ is a C0 metric extension of g.
The proof of theorem 11.2.1 is divided in to three portions. The first is the con-
struction of a chart and envelopment. The second an analysis of the limits of the
components of the metric tensor in this chart. The third the construction of the
metric extension.
Proof. From the construction of the envelopment φ given in the endpoint theorem
3.2.1 we know that there exists;
1. a parallelly propagated orthonormal frame Z1, . . . , Zn = γ
′ along γ so that
g(Zi, Zj) = δij, i, j = 1, . . . , n − 1, g(Zn, Zn) = −1 and g(Zn, Zi) = 0 for all
i 6= n,
2. a chart ν : (0, a) × Bn−1 → M given by ν(t, p) = expγ(t) (f(t)piZi) where,
i = 1, . . . , n− 1, p ∈ Bn−1, the unit ball in Rn−1 and f(t) : [0, a)→ R is given
in the proof of endpoint theorem,
3. another chart µ : (0, b) × Bn−1 → Mφ, a < b, so that µ|(0,a)×Bn−1 = φ ◦ ν,
µ−1 ◦ φ ◦ γ(t)→ p = (a, 0) as t→ a and µ−1 (∂φM) = {a} ×Bn−1.
We now construction a new envelopment φ˜ and chart µ˜. For each t ∈ (0, a), let
Bn−1(t) = {f(t)p : p ∈ Bn−1} and B˜n−1 =
⋃
t∈(0,a)Bn−1(t). We may define a new
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chart ν˜ : B˜n−1 → M by ν˜(t, p) = expγ(t)(piZi), for t ∈ (0, a) and p ∈ Bn−1(t).
Since limt→a f(t) exists and is non-zero we know that Bn−1(a) = ∂φM ∩ ν˜(t, p)
is homeomorphic to an open disc in Rn−1. Let Mφ˜ = M ∪ [a, b) × Bn−1(a) be
the manifold equipped with the chart µ˜ : B˜n−1 ∪ [a, b) × Bn−1(a) → Mφ˜ given by
µ˜(t, p) = µ(t, f−1(t)p). We then have the envelopment φ˜ : M → Mφ˜ given by
φ˜(x) = x. That is, ignoring the change of domain (and the subsequent rescaling of
p by f−1(t)), the envelopment φ˜ is the restriction of φ to Mφ˜ and µ˜ is a rescaling
of µ.
We note that the existence of the non-zero limit limt→a f(t) is used fundamentally
here. Without the non-zero limit Bn−1(a) would be a single point and therefore
it would be impossible to construct the envelopment φ˜. We now use φ˜ and µ˜ to
perform the required analysis of g.
Let ∂i be the coordinate vectors of the chart ν˜, then in this chart we have that
∂i|γ(t) = Zi(t), for all i. We can calculate that µ˜|B˜n−1 = φ˜ ◦ ν˜ and so φ˜∗(∂i) = µ˜∂i
on φ˜ ◦ γ(t), where µ˜∂i is the i’th coordinate vector of µ˜. Hence we can conclude
that limt→a φ˜∗(Zi)
∣∣∣
γ(t)
exists and is non-zero. Since φ˜ is a diffeomorphism onto
its image we can take φ˜∗g the push forward of the metric g on M, given by
φ˜∗g
(
φ˜∗V, φ˜∗W
)∣∣∣
φ˜(p)
= g(V,W )|p.
By construction the vectors µ˜∂i exist on µ˜
(
B˜n−1 ∪ {a} × Bn−1(a)
)
so we can con-
sider the limit of φ∗g(
µ˜∂i,
µ˜∂j) = g(∂i, ∂j) = gij along γ(t) as t→ a. By construction
gij = g(Zi, Zj) = δij so we know that limt→a gij|γ(t) = δij for all i. Let d be a com-
plete distance onMφ˜ and B(x, r) the ball of radius r about x ∈Mφ˜ with respect to
d, then by the continuity of φ˜∗g there must exist 0 > 0 so that for all y ∈ B(p, 0)
and i, j, there exists M0 ∈ R so that φ˜∗g(µ˜∂i, µ˜∂j)
∣∣∣
y
< M0.
From the constructions above we can calculate that φ˜∗∂k
(
φ˜∗g
(
φ˜∗∂i, φ˜∗∂j
))
= ∂kgij
on φ˜M. We know, however, that ∂k = Zk and Z1, . . . , Zn is a parallely propa-
gated orthonormal frame on γ(t). That is ∂kgij|γ(t) = 0. We can conclude that
limt→a ∂kgij|γ(t) = 0. Therefore, there exists 1 > 0 so that for all y ∈ B(p, 1) and
i, j, k, there exists M1 ∈ R so that φ˜∗∂k
(
φ˜∗g
(
φ˜∗∂i, φ˜∗∂j
))∣∣∣
y
< M1.
Combining the two bounds given above and letting 01 = min{0, 1} we can conclude
that for all i, j, limx→y φ˜∗g(
µ˜∂i,
µ˜∂j)
∣∣∣
x
exists for all y ∈ B(p, 01) ∩ ∂φ˜M. Note that
we have here changed from the limit t→ a along γ(t) to the limit x→ y for x ∈ φ˜M
and y ∈ B(p, 01) ∩ ∂φ˜M.
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We now define a new envelopment on which we will give a C0 extension of g. Let
Mψ =M∪
(
[a, b)× (B(p, 01)∩ ∂φ˜M)
)
and define the envelopment ψ :M→Mψ
by ψ(x) = x. That is ψ is the restriction of the range of φ˜ to the set M∪
(
[a, b)×
B(p, 01) ∩ ∂φ˜M
)
. We note that the chart µ˜ also restricts to a chart ω so that
ω|ψM = ψ ◦ ν˜. We consider Mψ ⊂ Mφ˜ and so, in what follows, neglect the rather
unnecessary map i∗ : TMψ → TMφ˜ given by the inclusion i : Mψ → Mφ˜. Hence
we know that ω∂i =
µ˜∂i and ψ∗g = φ˜∗g where ever
ω∂i and ψ∗g are well defined. We
can now give the extension of g on Mψ.
We may now define a tensor g˜ : TMψ × TMψ → R. Given V,W ∈ Tψ(x)Mψ we
know that there exists ψ∗X = V, ψ∗Y = W for some vectors X, Y ∈ TM, we let
g˜(V,W ) = ψ∗g(ψ∗X,ψ∗Y ). Given V,W ∈ T(t,p)Mψ with a ≤ t there exist V ′,W ′ ∈
T(a,p)Mψ so that if W = W i ω∂i|(t,p) and V = V i ω∂i|(t,p) then V ′ = V i ω∂i|(a,p) and
W ′ = W i ω∂i|(a,p). That is V ′ and W ′ are given by the usual euclidean propagation
along the fibre given by ω∂n. We note that if t = a then V = V
′ and W = W ′
as both are defined at the same point. Since (a, p) ∈ ∂ψM we can choose vector
fields X, Y on ω(B˜n−1) so that limx→(a,p)X = V
′ and limx→(a,p) Y = W
′. For
example X = V iω∂i and Y = W
iω∂i would suffice. We may now define g˜(V,W ) =
limx→(a,p) ψ∗g(ψ∗X,ψ∗Y ).
What we have done is to define g˜ on [a, b) ×
(
B(p, 01) ∩ ∂φ˜M
)
by appealing to
the euclidean transport in the direction ω∂n. Since limits of tensors are coordinate
independent, as the limit of g is symmetric on {a}×
(
B(p, 01)∩ ∂φ˜M
)
and as the
limit is non-degenerate, by definition, we know that g˜ is the required C0 extension
of g.
We make three observations,
1. if bounds can be placed on the coordinate derivatives ∂i1 . . . ∂ikgij of g for all
k ≤ n+ 1 then, in principle, it is possible to construct a Cn metric extension
using the techniques of the proof,
2. the condition limt→a f(t) of theorem 11.2.1 is, in principle, computable. One
would initially have an incomplete, inextendible unit parametrised timelike
geodesic γ and then construct a parallelly propagated orthonormal frame along
γ. One can then use the properties of expγ(t) to determine an upper bound on
any compact portion of γ; the limit of all upper bounds will give limt→a f(t),
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3. if η : U → R is a chart compatible with ν and is so that γ ⊂ U then, in
principle, it is possible to check the condition limt→a f(t) in the chart η.
The most important consequence of this result is that if we could find a condition
H so that theorem 11.2.1 plus H produced a, for example, C2 extension then we
would have the following result
11.2.2 Theorem. Let M be a space-time such that
1. M is chronological and C2 maximally extended,
2. for all non-spacelike v ∈ TM , R(v, v) ≥ 0,
3. there exists a closed trapped surface in M,
then there exists a causal, incomplete, inextendible geodesic γ so that γ violates H.
Proof. If H held on γ, M could be C2 extended. As this is a contradiction H does
not hold on γ.
The failure of H on γ could then be interpreted as a form of singular behaviour. Of
course the relevence of such results would depend heavily on what H was.
11.3 Conclusions and future work
We discussed the difficulties of linking the Krolak strong curvature condition and the
Penrose-Hawking singularity theorems. In particular we noted that some theorems
gave a condition on the geodesic divergence from a particular point while the Krolak
condition gave a condition on the geodesic divergence from all points of the geodesic.
As a consequence we investigated the Krolak condition and, making use of a result
from [7], we proved two theorems giving necessary and sufficient conditions for the
Krolak strong curvature condition to hold on a geodesic, in terms of the divergence
defined from a single point. We briefly mentioned that the assumptions drawn from
the singularity theorems are not quite strong enough to link with these two new
theorems and that a consideration of the limiting behaviour of the jacobi equation
is needed. As a result we looked to the assumption that our space-time must be
maximally extended and proved a preliminary, but an interesting, theorem linking
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the behaviour of parallelly-propagated frames, via the existence of a particular chart,
to metric extension.
There are several areas for future work. From our discussion of the Krolak strong
curvature condition it is clear that
• the relationship between divergence and expansion needs to be given in detail,
• the results of subsection 11.1.2 need to be proven when γ is null,
• necessary and sufficient conditions, similar to theorems 11.1.11 and 11.1.14,
may be able to be proved for the Tipler strong curvature condition.
There are also two obvious areas for improvement on theorem 11.2.1,
• give necessary and sufficient conditions for the metric extension to be Ck, for
any k,
• give conditions for the theorem to hold with respect to the existence of limits
of jacobi frames.
Of all the directions given for future work in this chapter, it is the last that we con-
sider the most important. The assumption that space-time is maximally extended
is rarely used, apart from showing that boundary points are not regular. Thus we
believe that results linking metric extension to limiting properties of jacobi frames
may shed light on this very difficult subject.
Part V
Summary, Conclusions and Future
Work
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Chapter 12
Summary, Conclusions and Future
Work
12.1 Part II
In part II we presented a number of results relating to the Abstract Boundary
construction. The main point of part II is that the Abstract Boundary can be
defined in a number of different ways, each involving different mathematical objects
of differing degrees of generality. Perhaps the most important result is that the
Abstract Boundary is really about sequences in our manifoldM and how their limit
points can change under different envelopments. As a result, anything that has
sequences and a suitable definition of limit point can have an Abstract Boundary-
like set constructed for it.
The first result, in chapter 4, showed that the set of all envelopments ofM, under a
certain equivalence relation, is ‘the same’ as, or corresponds to, a certain subset of
the set of all distances on M, under a particular equivalence relation. In effect this
chapter demonstrates that knowledge of the Abstract Boundary is knowledge about
the manifold itself. We do not necessarily need additional topological constructions,
such as envelopments. In chapter 6 we spelled this out more clearly by giving suitable
functions between the usual Abstract Boundary and a set constructed from distances
on M. The correspondence of chapter 4 also implied a strong relationship between
sequences, their mutual limits, and the Abstract Boundary. The main piece of work
not done in chapter 4 is giving a criterion, in terms of properties of distances, for
a distance to correspond to an envelopment. We side stepped this technical issue
by using envelopments in our selection of distances; see definitions 4.2.6 and 4.2.5.
We further discussed this particular, unresolved, question in chapter 7 by giving a
number of examples and heuristic arguments.
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The second result, in chapter 5, expands on the implied relationship between se-
quences, their mutual limits, and the Abstract Boundary. We show that given only
the set of sequences without limit points in some space it is possible to construct
an Abstract Boundary-like set. Note that this construction is based on the alge-
braic properties of the set of sequences in a topological space and could therefore be
applied to a very wide range of problems. There was a problem with this construc-
tion, however: it lacked certain types of information that the Abstract Boundary
contains. These are induced partial cross sections and the induced topologies on
them.
With the usual Abstract Boundary, boundary sets B are a subset of ∂φM for some
envelopment φ :M→Mφ. The sets ∂φM are not properly contained in any other
boundary set and therefore play a special role. In addition, since ∂φM ⊂ Mφ,
the boundary set ∂φM carries a topology. The induced partial cross section σφ
carries the ‘special role’ mentioned and the topology on ∂φM. The more general
construction given in chapter 5 is unable to pick out special cauchy sets in order
to play the role of induced partial cross sections. For this reason we investigated
pseudo-distances.
Pseudo-distances are functions which describe how ‘spread out’ are the limit points
of a sequence in a topological space. They are subject to a set of axioms that
ensure certain cauchy sequence-like behaviours. As a consequence they capture the
information contained in a distance on a manifold that is used to construct the
Abstract Boundary. Delving into this idea further we showed that every distance on
a topological space induces a pseudo-distance and showed that each induced pseudo-
distance identified a ‘special’ cauchy set that has a topology. The final result is
that using pseudo-distances the ‘missing’ information from the general construction
of chapter 5 can be recovered. This was shown explicitly in chapter 6 where we
give suitable functions between the usual Abstract Boundary and the very general
construction, suitably constrained to only use induced pseudo-distances.
There are several remaining pieces of work from chapter 5. For simplicity we re-
stricted ourselves to first countable topological spaces. There should be no reason,
however, that the same material cannot be applied to any topological space. Such
work would allow this construction to be used in the sequence spaces of functional
analysis, where first countability is often violated, and boundary conditions on op-
erators can play an important part. The building of an Abstract Boundary-like
set from the algebraic properties of the set of sequences of a first countable space
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shows that this construction may be more general than indicated. Depending on the
usefulness of this general construction, further investigation of just what it can be
applied to may be interesting. For example, Harris’ work on categorical universal-
ity, [54, 53], may be able to be duplicated in this general setting. It is unclear that
pseudo-distances are the ‘correct’ objects for recovering the missing information.
Certainly they work, but nicer results may be able to be achieved with some other
mathematical object. In particular, the axiomatic conditions on pseudo-distances
need to be analysed. As mentioned, they where chosen for expediency rather than
elegance. Lastly, the relationship between induced pseudo-distances and pseudo-
distances needs to be investigated. It should be clear that not all pseudo-distances
are induced: what criterion ensures that a pseudo-distance is induced? This ques-
tion is very closely related to the development of criteria describing when a distance
corresponds to an envelopment and is briefly mentioned in chapter 6.
12.2 Part III
For part III we moved away from highly abstract topological considerations and fo-
cused on the other pillar of the Abstract Boundary: its classification. Naturally this
involves the study of curves and their limit points. We gave a classification of curves
in any manifold, investigated their basic properties and provided two applications.
The classification was presented in chapter 8. Here we showed that any curve in
any manifold belongs to one of three classes. We showed what the properties of
each class was and used these to show, via a result from [59], that the distinguish-
ing condition fails on any non-spacelike curve in the third group (|Wγ| = |R|) with
compact closure. The classification and, in particular, this result about the dis-
tinguishing condition were then used to prove the Abstract Boundary singularity
theorem in distinguishing space-times. We deliberately avoided any mention of how
the ideas of the classification can be applied when multiple envelopments are con-
sidered. This is the main direction for future work. Curves in the third group have
caused considerable problems for the g, b, and c-boundary and the behaviour in the
Abstract Boundary is one of the main reasons for choosing it over its competitors.
Their changing behaviour under different envelopments and the problems that this
causes the Abstract Boundary is the pay off for the avoidance of the problems of the
g, b, and c-boundary. Extending the classification to cover changing envelopments
may provide a framework for overcoming some of these difficulties. We presented a
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concrete example of this in chapter 9.
Chapter 9 provides an example of the problems that curves in the third class cre-
ate and also shows that the usual causal relations can be extended to the Abstract
Boundary. In the cause of generalising the usual causal relations, it became clear
that they could be extended to the boundary of any envelopment, ∂φM. There
were, however, much greater issues with showing that the extended definition was
well defined on the equivalence classes used in the Abstract Boundary. We dis-
cussed these issues and their relation to curves in the third class (|Wγ| = |R|) of
chapter 8. By appealing to one of the common uses of the strong causality and dis-
tinguishing conditions we advocated their use in removing the offending behaviour.
Suitable generalisations for the Abstract Boundary where presented and using these
assumptions we showed how the causal relations could be extended to the Abstract
Boundary.
The most important piece of future work regarding chapter 9 is the investigation of
the restrictions that the Abstract Boundary strong causality and distinguishing con-
ditions impose on the space-time. In particular, we need to know if these conditions
are too restrictive. In addition to this, conjecture 9.2.2 requires further work. Proofs
and counter-examples will shed light on both the need for the Abstract Boundary
strong causality condition and the nature of the behaviour it rules out.
12.3 Part IV
In part IV we take another step away from abstraction and consider the problem of
linking the Penrose-Hawking singularity theorems with some physical description of
matter along the predicted incomplete geodesic. This work relates to the paper [5] in
which Ashley and Scott consider applications of the Abstract Boundary singularity
theorem (theorem 3.3.3) to this very same problem.
We begin, in chapter 10, by discussing the Penrose-Hawking singularity theorems
and outlining what can be concluded from their assumptions and proofs, without ad-
ditional results. There are some obvious areas for future work relating to outstanding
questions coming from our analysis of the singularity theorems. Such results will
reduce the hierarchy of conclusions given at the end of chapter 10. They also have
the potential to assist with linking the Krolak strong curvature condition to the
Penrose-Hawking singularity theorems.
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We follow up this analysis by investigating a mismatch between the conclusion re-
garding divergence from the Penrose-Hawking singularity theorem and the Krolak
strong curvature condition. In chapter 11, we give two main results which are nec-
essary and sufficient conditions for a curve to satisfy the Krolak condition given in
terms of the geodesic divergence from a single point. This is a large step towards
closing the gap between the singularity theorems and the Krolak condition. We
noted, however, that in order to continue it is necessary to consider the limiting be-
haviour of the corresponding jacobi tensor along the geodesic. We give a preliminary
result showing that the assumption of maximal extension of the metric is related to
the behaviour of parallelly propagated frames. While this still has some way to go
before it becomes relevant to our discussion of jacobi tensors it at least shows that
there is some merit in the approach.
There is much additional work that can be done following chapter 11. Two of
the more important being the extension of these results for null geodesics and the
further development of the preliminary result. Generalising the conditions to the
null case should have no real impediment as most results transfer from the timelike
case with no issue. Further development of the preliminary result, however, is likely
to be troublesome. Completing these two pieces of work would allow for a systematic
approach to linking the singularity theorems and the Krolak condition. The eventual
outcome would be the completion of the work outlined in [5].
Part VI
Appendices
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Appendix A
Background results
In this appendix we give a number of definitions and results to aid the reader.
A.1 Topology
A.1.1 Definition (Isolated point). Given a subset X of a topological space T . A
point x ∈ X is isolated if there exists U ∈ N(x) so that U ∩X = {x}.
A.1.2 Definition (Topological Limit Point). Let X be a subset of a topological
space T . A limit point of X is a point t ∈ T so that for all U ∈ N(t), U ∩X 6= φ.
Note that the topological definition of a limit point differs from the definition of
a limit point given in 3.1.10. This is done deliberately to distinguish between two
quite different ‘types’ of limit points. See subsection 8.2.1 for further discussion.
A.1.3 Definition (Precompact). A subset U of a topological space is precompact
if U is compact.
A.1.4 Definition (Continuity and Sequential continuity.). A function f : X → Y ,
where X and Y are topological spaces, is continuous if and only if for all x ∈ X and
for all U ∈ Nf (f(x)) there exists V ∈ N(x) so that f(V ) ⊂ U . The function f is
sequentially continuous if for all sequences {xi} which converge to x we have that
{f(xi)} converges to f(x).
A.1.5 Lemma. Let f : X → Y be such that X and Y are first countable then f is
continuous if and only if f is sequentially continuous.
Proof. See corollary 10.5 of [118].
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Sequences
A.1.6 Definition (Sequence). A sequence s in a topological space, X is a countable
subset of X. We will often wish to order s, in which case we choose a function
f : N→ s. We will often denote f(i) by si.
A.1.7 Lemma. Given two bijective orderings f, g of a sequence s we know that for
all m there exists n so that for all i > n, f−1g(i) > m.
Proof. Let m ∈ N. Let n = lub g−1f({1, . . . ,m}), which must exist since
f−1g({1, . . . ,m}) ⊂ N
Let i > n and suppose that f−1g(i) ≤ m. Let u be such that g(i) = f(u). Now
since f−1g(i) ≤ m we see that u ≤ m. This gives us i = g−1f(u) ≤ g−1f(m) ≤ n.
That is i ≤ n this is a contradiction, however, therefore f−1g(i) > m.
A.1.8 Definition (Full Sequence). Let γ : [a, b) → X be a curve. A full sequence
in γ is a sequence {xi = γ(ti)}, {ti} ⊂ [a, b) so that i < j if and only if ti < tj and
limi ti = b.
A.2 Curves
A.2.1 Definition ((Parametised) Curve). A (parametised) curve in a manifoldM
is a C1 function γ : [a, b) → M whose tangent vector γ′ nowhere vanishes. Such
a curve with be said to start at γ(a). If b < ∞ the the parameter is said to be
bounded, otherwise the parameter is said to be unbounded.
A.2.2 Definition (Subcurve, Extension). A curve λ : [c, d) → X is a subcurve of
γ : [a, b) →M if [c, d) ⊂ [a, b) and λ = γ|[c,d). If a = c and d < b then γ is said to
be an extension of λ.
A.2.3 Definition (Endpoint of a curve). Let γ : [0, a) → X be a C1 function. A
point t ∈ X is an endpoint of γ, γ → t, if every full sequence in γ has t as a unique
limit point.
A.2.4 Definition (Closed curve). A curve, γ : [0, a) → X is closed if there exists
p ∈ [0, a) so that γ([0, p]) = γ([0, a)).
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A.2.5 Lemma. Let γ : [a, b) →M be a curve. Let {xi = γ(ri)} and {pi = γ(ui)}
be full sequences in γ. There exists two subsequences,{yi = γ(si)} of {xi} and
{qi = γ(vi)} of {pi} so that si < vi < si+1.
Proof. Without loss of generality we assume that r1 < u1 then letting y1 = x1 and
let q1 = p1. We can see that s1 < v1. Now let i ∈ N and suppose that for all j < i
we have defined yj and qj so that for each j < i, sj−1 < vi < sj. There exists pk so
that si−1 < uk, let qi = pk, also there exists xl so that vi < rl, let yi = xl. Now, let
i ∈ N, then by construction si < vi < si+1, as required.
A.3 Metric spaces
We shall always refer to a metric d : X × X → R on a topological space as a
distance. We do this to distinguish a distance, d : X × X → R, from the metric
g : TM × TM → R.
A.3.1 Definition (Isometry, isometric). Let X, Y be two topological spaces, Let
f : X → Y be a function. Let dX and dY be two distances on X and Y respectively.
Then f is an isometry if and only if dX(p, q) = dY (f(p), f(q)). In this case the
spaces X and Y are said to be isometric.
A.3.2 Lemma. Let X be a metric space. Let s ⊂ X be a sequence. Suppose that
for all i ∈ N there exists ai ∈ X so that ai is a limit point of s. Also suppose that
a ∈ X is a limit point of the sequence {ai} then a is a limit point of s.
Proof. Let Vi = B(a,
1
i
). Then for each i there exists some aji ∈ Vi. Since Vi is open
there exists ski so that ski ∈ Vi. Therefore, by construction the sequence {ski} has
a as a limit point and thus s has a as a limit point.
A.3.3 Lemma. Let X be a metric space, let s ∈ Σ0(X). If f, g : N → s are
two bijective orderings of s, then limi,j→∞ d(f(i), f(j)) = limi,j→∞ d(g(i), g(j)) when
either limit exists or is infinite.
Proof. First suppose that limi,j→∞ d(f(i), f(j)) is finite. Let
x = lim
i,j→∞
d(f(i), f(j)),
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that is,
∀ > 0 ∃i∗, j∗ > 0 : i > i∗, j > j∗ ⇒ |d(f(i), f(j))− x| < 
We know that there exists n∗ and m∗ so that for all n > n∗, f−1g(n) > i∗ and for all
m > m∗, f−1g(m) > j∗ (lemma A.1.7). For any n > n∗, m > m∗, then there must
exist some i, j so that g(n) = f(i) and g(m) = f(j). From g(n) = f(i) we see that
i = f−1g(n) > i∗ and likewise that j > j∗. Hence,
|d(g(n), g(m))− x| = |d(f(i), f(j))− x| < 
So we can now see that,
∀ > 0 ∃n∗,m∗ > 0 : n > n∗, m > m∗ ⇒ |d(g(n), g(m))− x| < 
and therefore limi,j→∞ d(g(i), g(j)) = x.
Now suppose that limi,j→∞ d(f(i), f(j)) is infinite. The previous argument shows
that if limi,j→∞ d(g(i), g(j)) was finite then limi,j→∞ d(f(i), f(j)) would also have to
be finite. Therefore limi,j→∞ d(g(i), g(j)) is infinite.
Hence in both cases we see that, limi,j→∞ d(f(i), f(j)) = limi,j→∞ d(g(i), g(j)), as
required.
A.3.4 Definition (Partial Imprisoned). A curve γ : [0, a) →M is partial impris-
oned if there exists a compact set K ⊂ M and a full sequence, s in γ so that
s ⊂ K.
A.3.5 Definition (Eventually Imprisoned). A curve γ : [0, a) → M is eventually
imprisoned if there exists a compact set K ⊂M and b ∈ [0, a) so that γ|[b,a) ⊂ K.
A.3.6 Definition (Totally bounded). A subset U of a metric space T is totally
bounded if every sequence in U has a cauchy subsequence.
A.4 Manifolds and space-times
A.4.1 Definition (Manifold). We use the standard definition of a set with an atlas
as the definition of a manifold. In addition we also assume that our manifold is
hausdorff, paracompact and C∞. A Ck manifold, is a manifold with a Ck metric.
A.4.2 Definition (Space-Time). A space-time is a non-compact manifold with a
Lorentzian metric of signature n− 2 where n is the dimension of the manifold.
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A.4.3 Definition (Lorentzian curve length, page 8 of [7]). Let γ : I →M be a C1
non-spacelike curve in a space-time (M, g) then the length of γ, L(γ) is
L(γ) =
∫
I
√
−g(γ′(t), γ′(t))dt.
Note that we do not need to consider the case when γ is piecewise C1 by definition
A.2.1.
A.4.4 Definition (Lorentzian distance, page 137 of [7]). Let (M, g) be a space-
time. We can define a function d : M×M → R+ ∪ {0,∞} called the Lorentzian
distance function,
d(p, q) =


0 q 6∈ J+(p)
sup
γ∈Ωp,q
{L(γ)} q ∈ J+(p) ,
where Ωp,q is the path space of all future directed non-spacelike curves γ : [0, 1]→M
with γ(0) = p and γ(1) = q.
A.4.5 Definition (Maximal curve, page 146 of [7]). A non-spacelike curve γ ∈ Ωp,q
in a space-time (M, g) is maximal if and only if L(γ) = d(p, q).
A.4.6 Definition (Incomplete curve). Let M be a manifold. Let γ : [a, b) → M
be a curve in M that is parametised by a generalised affine parameter. The curve
γ is incomplete if b <∞.
A.4.7 Definition (Generic condition, pages 33 - 44 of [7]). We say that a space-
time (M, g) satisfies the generic condition if every non-spacelike geodesic γ, with
tangent vector K, contains a point at which KcKdK[aRb]cd[eKf ] 6= 0.
A.4.8 Theorem (Arzela’s Theorem as given in [7]). Let X be a locally compact
Hausdorff space with a countable basis, and let (M, h) be a complete Riemannian
manifold with distance function d0. Assume that the sequence {fn} of functions
fn : X → M is equicontinuous and that for each x0 ∈ X, the set
⋃
n{fn(x0)} is
bounded with respect to d0. Then there exists a continuous function f : X → M
and a subsequence of {fn} which converges to f uniformly on each compact subset
of X.
Hawking and Ellis [59] have used this result to prove the following.
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A.4.9 Proposition. Let {γn} be a sequence of (future) inextendible causal curves
in (M, g). If p is an accumulation point of the sequence {γn} then there is a non-
spacelike limit curve γ of the sequence {γn} such that p ∈ γ and γ is (future)
inextendible.
A.4.10 Definition ((Pseudo-) Orthonormal Frame). A timelike orthonormal frame,
or basis is a set of n vector fields e1, . . . en so that;
g(ei, ej) = δij for all i, j < n,
g(ei, en) = 0 for all i < n,
g(en, en) = −1.
A null pseudo-orthonormal frame, or basis is a set of n vector fields, e1, . . . en, with
en−1 and en future directed so that;
g(ei, ej) = δij for all i, j < n− 1,
g(ei, en) = g(ei, en−1) = 0 for all i < n− 1,
g(en−1, en) = −1,
g(en−1, en−1) = g(en, en) = 0.
A.4.11 Definition (Fermi-propagation). Given a timelike curve γ : [a, b) → M
with unit tangent vector we may define a differential operator called the Fermi
derivative acting on vector fields X : [a, b)→ Tγ(t)M on γ by
∇Fγ′X = ∇γ′X − g(X,∇γ′)γ′ + g(X, γ′)∇γ′γ′.
A vector field X on γ so that ∇Fγ′X = 0 is said to be Fermi-propagated. Given a
vector v ∈ Tγ(a)M there exists a unique Fermi-propagated vector field V so that
V (a) = v. The following properties of the Fermi derivative are important,
1. ∇Fγ′ = ∇γ′ if γ is a geodesic,
2. ∇Fγ′γ′ = 0, note that this requires γ to have unit tangent vector,
3. if X and Y are Fermi-propagated vector fields on γ then γ′(g(X, Y ))(t) = 0
for all t ∈ [a, b).
4. if g(X, γ′) = 0 then ∇Fγ′X is the component of ∇γ′X orthogonal to γ.
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If γ : [a, b) → M is a spacelike curve with unit tangent vector we can define a
differential operator, also called the Fermi derivative, by
∇Fγ′X = ∇γ′X − g(X,∇γ′)γ′ − g(X, γ′)∇γ′γ′.
The same properties hold true.
Given an orthogonal frame e0 = γ
′, e1, . . . , en−1 ∈ Tγ(a)M we can use Fermi-
propagation to get an orthogonal frame of vectors, E0 = γ
′, . . . , En−1 along γ. This
frame has many of the important properties of a parallely propagated frame which
are derived by the four properties above.
Lastly, we note that any timelike or spacelike curve can be reparametrised to have
unit length tangent vector.
A.4.12 Definition (Causally disconnected, page 272 of [7]). A space-time (M, g)
is said to be causally disconnected by a compact set K if there are two infinite
sequences {pn} and {qn}, both diverging to infinity, such that pn ≤ qn, pn 6= qn, and
all non-spacelike curves from pn to qn meets K for each n.
A space time admitting such a compact set K and two divergent sequences is said
to be causally disconnected by K, or just causally disconnected if such a K exists.
A.4.13 Proposition (Simplified version of proposition 8.7 of [7]). Let (M, g) be
strongly causal and causally disconnected. Then there exists a future directed, non-
spacelike, maximal, inextendible geodesic γ : R→M inM intersecting the compact
set that causally disconnects M and so that for any u, v ∈ R, u < v so that γ(u) ≤
γ(v) then L(γ|[u,v]) = d(γ(u), γ(v)).
A.5 Surfaces and the second fundamental form
and operator
A.5.1 Definition (Achronal). A subset S ⊂M is achronal if there does not exist
x, y ∈ S so that either x ∈ I+(y) or y ∈ I+(x).
A.5.2 Definition (Acausal). A subset S ⊂ M is acausal if there does not exist
x, y ∈ S so that either x ∈ J+(y) or y ∈ J+(x).
A.5.3 Definition (Edge of an achronal set). Let S ⊂M be an achronal set. Then
the edge of S, edge(S), is defined to be the set of all points p ∈ S so that for all
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U ∈ N(p) there exists x ∈ I+(p;U) and y ∈ I−(p;U) which are joined by a timelike
curve which doesn’t intersect S. Note that if the space-time is four dimensional,
edge(S) = ∅ and S 6= ∅ then S is 3-dimensional submanifold, see [59].
A.5.4 Definition (Timelike, Spacelike, Non-degenerate submanifold). Let N be
a submanifold of a space-time M. The submanifold N is non-degenerate if for
each p ∈ N and nonzero v ∈ TpN ⊂ TpM there exists some w ∈ TpN so that
g(v, w) 6= 0. If N is non-degenerate and g|TpN×TpN is positive definite for each
p then N is a spacelike submanifold. If N is non-degenerate and g|TpN×TpN is a
Lorentzian metric for each p then N is a timelike submanifold.
If N is a non-degenerate submanifold, then the set
T⊥p N = {v ∈ TpM : g(v, w) = 0 for all w ∈ TpN}
is well defined and has the property that T⊥p N ∩ TpN = {0}.
A.5.5 Definition (Second fundamental form and operator). Let N be a non-
degenerate submanifold of a space-time M. Given n ∈ T⊥p N we define the second
fundamental form Sn : TpN×TpN → R in the direction n as follows. Let x, y ∈ TpN
and extend them to local vector fields X, Y tangent to N , then
Sn(x, y) = g(∇XY |p , n).
The second fundamental form S : T⊥p N × TpN × TpN → R is then defined by
S(n, x, y) = Sn(x, y). The second fundamental form operator Ln : TpN → TpN is
defined by g(Ln(x), y) = Sn(x, y). These definitions are independent of the choice
of extension of x, y.
It is worth while noting that in [59] the second fundamental form to a hypersurface is
denoted by χ and the two second fundamental forms to a n−2 spacelike submanifold
are denoted by χ1 and χ2.
A.5.6 Definition (Cauchy surface). A cauchy surface in a space-timeM is a subset
so that every non-spacelike curve intersects it exactly once.
A.5.7 Definition (Closed trapped surface). Let H be a compact spacelike sub-
manifold without boundary of (M, g) with dimension n− 2. Let en, en−1 be linearly
independent future-directed null vector fields on H as in definition A.4.10. Then
H is a closed trapped surface if tr(Sen) and tr(Sen−1) are both either always posi-
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tive or always negative on H. Where tr(Sen) = Σn−2i=1 Sen(ei, ei) if e1, . . . , en−2 is an
orthonormal basis for TpH.
A.5.8 Definition (Future (Past) trapped set). A nonempty achronal set A is said
to be future (past) trapped if E+(A) (E−(A)) is compact. A trapped set is a set
which is either future or past trapped.
A.6 Causality conditions
There are a great many causality conditions, we present here those definitions, and
results, needed for this thesis.
A.6.1 Definition (Chronology). A space-time satisfies the chronology condition if
there are no closed timelike curves.
A.6.2 Definition (Totally Vicious). A space-time, M, is vicious if there exists a
closed timelike curve through every point p ∈M.
A.6.3 Definition (Future (Past) distinguishing). A space-time,M, is future (past)
distinguishing if for all p, q ∈M, p = q if and only if I+(p) = I+(q) (I−(p) = I−(q)).
If M is both future and past distinguishing then we say that it is distinguishing.
There is an equivalent definition: The future (past) distinguishing condition holds
at p ∈ M if for all U ∈ N(p) there exists V ∈ N(p) so that V ⊂ U and for all
γ : [0, a) → M, a future (past) directed non-spacelike curve such that p = γ(0),
there does not exist i, j ∈ [0, a) so that 0 < i < j and γ(i) 6∈ V and γ(j) ∈ V . The
future (past) distinguishing condition holds on M if it holds at all p ∈M. A proof
that these definitions are equivalent can be found in [3].
The following is a result from [59]. We give a modified version of the proof.
A.6.4 Proposition (Proposition 6.4.8 of [59]). If the future (past) distinguishing
condition holds on a compact set C, then there can be no future (past) inextendible
non-spacelike curve totally imprisoned in C.
Proof. Assume that the future distinguishing condition holds on C. Let Vi, i ∈ N
be a countable basis of open sets for M. As the future distinguishing condition
holds on C, any point p ∈ C will have a convex normal neighbourhood Up so that
no future directed non-spacelike curve from p intersects U more than once. Define
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f : C → N, by letting f(p) = min{i : p ∈ Vi and Vi ⊂ Up}. This function is well
defined as N is well-ordered.
Suppose that there is a future-inextendible non-spacelike curve λ which is totally
future imprisoned in C. Let q ∈ λ be such that γ = λ ∩ J+(q) ⊂ C.
Let A0 be the closed, non-empty set of limit points of λ that are in C. Let n0 =
min{f(p) : p ∈ A0} as N is well defined there must exist some p0 ∈ A so that
f(p0) = n0.
By proposition A.4.9 there is an inextendible non-spacelike curve γ0, every point
of which is a limit point of γ. No two points of γ0 could be timelike separated,
since then some segment of γ could be deformed to give a closed non-spacelike curve
which would violate our assumption that the distinguishing condition holds on C.
Thus γ0 is a totally imprisoned inextendible null geodesic.
Let A1 be the closed set consisting of all limit points of γ0 ∩ J+(p0). As every such
point would also be a limit point of γ, A1 ⊂ A0. By construction γ0 may not reenter
Vf(p0) (as Vf(p0) ⊂ Up0) thus p0 6∈ A1. Therefore A1 is strictly smaller than A0. Note
that, in particular, we know that A1 ∩ Vf(p0) = ∅.
In this way we obtain an infinite sequence of closed sets,
A0 ⊃ A1 ⊃ · · · ⊃ Ai ⊃ · · ·
Each Ai is non-empty, being the set of all limit points of the totally future imprisoned
null geodesic γi−1 ∩ J+(pi−1) and is such that Ai ∩ Vf(pi−1) = ∅.
Suppose that there exists j < k so that f(pj) = f(pk) = δ. Then, by construction,
pk ∈ Vδ and pk ∈ Ak. We know, however, that Ak ⊂ Aj+1 and that Aj+1 ∩ Vδ = ∅
therefore we see that pk 6∈ Al for all l > j. This is a contradiction. Therefore we
have the sequence,
f(p0) < f(p1) < . . . < f(pβ) < . . .
Let K =
⋂
β Aβ. As C is compact K is non-empty, since the intersection of any
finite number of Aβ is non-empty.
Suppose that r ∈ K and that for all β, f(r) 6= f(pβ). Hence there exists α so that
f(pα) < f(r) < f(pα+1). This implies that r ∈ Aα+1 but, by construction f(pα+1) is
the least value of f on Aα+1. Therefore f(r) = f(pβ) for some β and, by construction
r ∈ Vf(pβ). But Vf(pβ) ∩ Aβ+1 = φ, and so r 6∈ K, which is a contradiction.
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Therefore no such sequence of sets Vi exist and hence C does not satisfy the distin-
guishing condition.
A.6.5 Definition (Strongly causal). A space-time is strongly causal at p ∈ M if
for all U ∈ N(p) there exists V ∈ N(p) so that V ⊂ U and for all causal curves γ,
V ∩ γ is connected.
Equivalently M is strongly causal if for all U ∈ N(p) there exists V ∈ N(P ) so
that for all causal curves γ : [a, b) →M there does not exist i, j, k ∈ [a, b) so that
γ(i), γ(k) ∈ V , γ(j) 6∈ V and i < j < k.
A.6.6 Definition (Causally simple). A subset N of a space-time is causally simple
if for every compact set K ⊂ N , J+(K) and J−(K) are closed in N .
A.6.7 Definition (Globally hyperbolic). A strongly causal space-time, M is glob-
ally hyperbolic if for all p, q ∈M, J+(p) ∩ J−(q) is compact.
A.7 Divergence and jacobi tensors
The material in this section is abbreviated from [7], chapters 10 and 12. Please refer
there for a more detailed exposition.
A.7.1 Definition. Let V ⊥(γ) be the R vector space of all piecewise smooth vector
fields Y along γ so that g(Y (t), γ′(t)) = 0. Let N(γ(t)) denote the (n−1)-dimension
subspace of Tγ(t)M consisting of vectors orthogonal to γ′(t).
In the case that γ is null, let [γ′(t)] = {rγ′(t) : r ∈ R} and form the quotient
space G(γ(t)) = N(γ(t))
[γ′(t)]
. There is a projection pi : N(γ(t)) → G(γ(t)) given by
pi(v) = v+ [γ′(t)]. Take a pseudo-orthonormal frame e1, . . . , en = γ
′ along γ and let
V (γ(t)) =
{
Σn−2j=1λjej(t) : λj ∈ R
}
.
We can now decompose N(γ(t)) into the direct sum [γ′(t)]⊕ V (γ(t)). Thus G(γ(t))
and V (γ(t)) are naturally isomorphic via pi restricted to V (γ(t)). Hence e1, . . . , en−2
form a basis for G(γ(t)). Note, however, that the construction of V (γ(t)) is non-
unique.
Mathematical objects on N(γ(t)) or constructed via N(γ(t)) can be projected on to
G(γ(t).
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A.7.2 Definition. If u, v, w ∈ G(γ(t)) we define the curvature operator by
R(u, v)w = pi(R(x, y)z),
where pi(x) = u, pi(y) = v and pi(z) = w. This is necessarily well defined because of
the construction of G(γ(t)).
Given a (1, 1) tensor field, A, on V ⊥(γ) we can define an endomorphism RA by
RA(t)(v) = R(A(t)(v), γ′(t))γ′(t)
if γ is timelike or, if γ is null
RA(t)(v) = R(A(t)(v), γ′(t))γ′(t).
A.7.3 Definition. A (1, 1) tensor field A(t) on V ⊥(γ) is a linear map A(t) :
N(γ(t)) → N(γ(t)) if γ is timelike, or if γ is null, A(t) : G(γ(t)) → G(γ(t)).
Such a tensor field will often be referred to as a tensor field along γ.
A.7.4 Definition (Jacobi tensor and field on timelike geodesics). Let γ : [0, a) →
M be a timelike geodesic. A smooth (1, 1) tensor field on V ⊥(γ) is a jacobi tensor
field, sometimes called a jacobi tensor along γ, if ∇γ′∇γ′A(t)(v)|t0 +RA(t0)(v) = 0
and ker(A(t0)) ∩ ker(∇γ′A|t0) = {0} for all t0 ∈ [0, a) and v ∈ N(γ(t)). Further
discussion of jacobi tensors can be found in chapter 12 of [7]. Likewise a jacobi field
on γ is a smooth vector field J(t) : [0, a)→ N(γ(t)) so that ∇γ′∇γ′J(t)|t0+RJ(t0) =
0.
A.7.5 Definition (Jacobi tensor on null geodesics). Let γ[0, a) → M be a null
geodesic. A smooth (1, 1) tensor field on G(γ(t)) is a jacobi tensor, sometimes
called a jacobi tensor on γ, if ∇γ′∇γ′A(t)(v)|t0 + RA(t0)(v) = 0 and ker(A(t0)) ∩
ker(∇γ′A|t0) = {[γ′(t0)]} where [γ′] is the equivalence class of γ′ in G(γ(t0)). Further
discussion of jacobi tensors can be found in chapter 12 of [7]. Likewise a jacobi field
on γ is a smooth vector field J(t) : [0, a)→ N(γ(t)) so that ∇γ′∇γ′J(t)|t0+RJ(t0) =
0.
A.7.6 Definition (Krolak strong curvature condition). Let γ : [0, a) → M, be a
timelike (null) geodesic with affine parameter s. The curve γ satisfies the Krolak
strong curvature condition, if for all b ∈ [0, a) there exists c ∈ [b, a) such that the
jacobi tensor field, J , along γ, with J(0) = 0 and ∇γ′J(s)|s=0 invertible, is such that
d
ds
| det J |∣∣
c
< 0.
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A.7.7 Definition (Tipler Strong Curvature Condition). Let γ : [0, a) → M, be
a timelike (null) geodesic with affine parameter s. The curve γ satisfies the Tipler
strong curvature condition, if for all b ∈ [0, a) there exists c ∈ [b, a) such that the
jacobi tensor field, J , along γ, with J(0) = 0 and ∇γ′J(s)|s=0 invertible, is such that
lims→a det J(s) = 0.
A.7.8 Definition (Conjugate point). Let γ : [0, a) → M be a timelike (null)
geodesic, if there exists a non-zero jacobi field J(t) orthogonal to γ′, (J(t) ∈ G(γ(t))),
with J(0) = 0 and J(b) = 0 then we say that γ(b) is conjugate to γ(0) along γ. We
say that γ is conjugate free if there does not exist a point γ(t), t ∈ (0, a) conjugate
to γ(0).
A.7.9 Theorem (Maximality and conjugate points, page 111-116 of [59]). A time-
like geodesic is not maximal beyond the first conjugate point.
A.7.10 Theorem (Null geodesics and conjugate points, page 391 of [7]). Let γ :
[0, 1] → M be a null geodesic. If γ(t0) is conjugate to γ(0) along γ for some
t0 ∈ (0, 1), then there is a timelike curve from γ(0) to γ(1). In particular 0 =
L(γ|[0,t0]) < d(γ(0), γ(t0)).
A.7.11 Definition (Focal Point). Let γ : [0, a)→M be a timelike (null) geodesic
orthogonal to a hypersurface (n − 2 dimensional spacelike surface) H at q = γ(0).
A point p = γ(b) is a focal point of H along γ if there is a non-zero jacobi field J
along γ so that J is orthogonal to γ′, (J(t) ∈ G(γ(t))), J(b) = 0 and ∇γ′J = −LηJ
at q, where η is the unit normal to H in the direction of γ.
A.7.12 Definition (Geodesic expansion). Let A be a jacobi tensor field along a
non-spacelike geodesic, γ : [0, a) → M, and let B = (∇γ′A)A−1 at points where
A−1 is defined. The expansion, or geodesic deviation, θ is defined by θ(t) = tr(B(t)).
If it is the case that A(0) = 0 and ∇A|0 is non-singular, then the corresponding θ
is called the divergence along γ from p.
A.7.13 Lemma (Lemma 12.11 of [7]). Let c : [a, b] → M be a timelike geodesic
without conjugate points. Then there is a unique jacobi tensor with given boundary
conditions A(a) and A(b).
A.7.14 Lemma (Lemma 12.12 of [7]). Let c : [t1,∞) →M be a timelike geodesic
without conjugate points. Let A be the unique jacobi tensor on T⊥γ(t)M with A(t1) = 0
and ∇A|t1 = I where I is the identity tensor. Then for each s ∈ (t1,∞) the jacobi
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tensor Ds on T
⊥
γ(t)M with Ds(t1) = E and Ds(s) = 0 satisfies the equation
Ds(t) = A(t)
∫ s
t
(A∗A)−1 (τ)dτ
for all t ∈ (t1, s].
We note from the comment following the proof of lemma 12.12 of [7], that Ds(t) is
defined on all of [t1,∞) if γ has no conjugate points.
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