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NON-ABSOLUTELY IRREDUCIBLE ELEMENTS IN THE RING
OF INTEGER-VALUED POLYNOMIALS
SARAH NAKATO
Abstract. Let R be a commutative ring with identity. An element r ∈ R is
said to be absolutely irreducible in R if for all natural numbers n > 1, rn has
essentially only one factorization namely rn = r · · · r. If r ∈ R is irreducible
in R but for some n > 1, rn has other factorizations distinct from rn = r · · · r,
then r is called non-absolutely irreducible.
In this paper, we construct non-absolutely irreducible elements in the ring
Int(Z) = {f ∈ Q[x] | f(Z) ⊆ Z} of integer-valued polynomials. We also give
generalizations of these constructions.
1. Introduction
The ring Int(Z) = {f ∈ Q[x] | f(Z) ⊆ Z} of integer-valued polynomials is known
not to be a unique factorization domain. To fully understand the factorization
behaviour of Int(Z), several researchers have investigated the irreducible elements
of Int(Z), see for example [2], [3], [6] and [11].
In [9, Chapter 7], Geroldinger and Halter-Koch defined a type of irreducible ele-
ments called absolutely irreducible. They called an irreducible element r absolutely
irreducible if for all natural numbers n > 1, each power rn of r has essentially only
one factorization namely rn = r · · · r. Such irreducible elements have also been
called strong atoms in [5] and completely irreducible in [10].
Of much interest are the non-absolutely irreducible elements. We call an irre-
ducible element r non-absolutely irreducible if there exists a natural number n > 1
such that rn has other factorizations essentially distinct from r · · · r. In [5], Chap-
man and Krause proved that the ring of integers of a number field always has
non-absolutely irreducible elements unless it is a unique factorization domain. Sim-
ilarly, Int(Z) is a non-unique factorization domain with non-absolutely irreducible
elements. For instance, the polynomial f = x(x
2+3)
2 is not absolutely irreducible in
Int(Z) since
f2 = f · f =
x2(x2 + 3)
4
· (x2 + 3).
In this paper, we construct non-absolutely irreducible elements in Int(Z), a first
step to characterizing them. The constructions we give serve as a cornerstone for
studying patterns of factorizations in Int(Z).
The researchers who have studied factorizations in Int(Z) have mostly been con-
sidering square-free factorizations. For instance, in [7], Frisch showed that Int(Z)
has wild factorization behavior but the factorizations she used to realize her main re-
sult (Theorem 9 in [7]) were all square-free. It is not known whether Int(Z) exhibits
similar behavior for non-square-free factorizations. The study of the non-absolutely
irreducible elements of Int(Z) will be helpful in answering such questions.
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We first give some necessary definitions and facts in Section 2. In Sections 3
and 4, we construct non-absolutely irreducible elements in Int(Z). We then give a
construction for patterns of factorizations in Section 5 and finally in Section 6, we
give generalizations of the examples in Sections 3 and 4.
2. Preliminaries
This section contains necessary definitions and facts on factorizations and irre-
ducible elements of Int(Z).
2.1. Factorization terms. We only define the factorization terms we need in this
paper and refer to [9] for a deeper study of factorization theory. Let R be a com-
mutative ring with identity and r, s ∈ R be non-zero non-units.
(i) We say r is irreducible in R if it cannot be written as the product of two
non-units of R.
(ii) A factorization of r in R is an expression
r = a1 · · · an (1)
where ai is irreducible in R for 1 ≤ i ≤ n.
(iii) The length of the factorization in (1) is the number n of irreducible factors.
(iv) We say r and s are associated in R if there exists a unit u ∈ R such that
r = us.
(v) Two factorizations
r = a1 · · ·an = b1 · · · bm (2)
are called essentially the same if n = m and after some possible reordering,
aj is associated to bj for 1 ≤ j ≤ m. Otherwise, the factorizations in (2)
are called essentially different.
(vi) An element r ∈ R is said to be absolutely irreducible if it is irreducible in R
and for all natural numbers n > 1, every factorization of rn is essentially
the same as rn = r · · · r. Equivalently, r ∈ R is called absolutely irreducible
if rn has exactly one factorization up to associates.
If r is irreducible but there exists a natural number n > 1 such that
rn has other factorizations essentially different from rn = r · · · r, then r is
called non-absolutely irreducible.
2.2. Irreducible elements of Int(Z). We begin with some preliminary defini-
tions and facts, and later state a characterization of irreducible elements of Int(Z)
which we shall use in this paper.
Definition 2.1. The ring Int(Z) = {f ∈ Q[x] | f(Z) ⊆ Z} is called the ring of
integer-valued polynomials.
We refer to [4] for a deeper study of integer-valued polynomials.
Definition 2.2. (i) Let f =
∑n
i=0 aix
i ∈ Z[x]. The content of f is the ideal
c(f) = (gcd[a0, a1, . . . , an])
of Z generated by the coefficients of f . The polynomial f is said to be
primitive if c(f) = (1) = Z.
(ii) Let f ∈ Int(Z). The fixed divisor of f is the ideal
d(f) = (gcd[f(a) | a ∈ Z])
of Z generated by the elements f(a) with a ∈ Z. Note that it is sufficient
to consider 0 ≤ a ≤ deg(f), that is,
d(f) = (gcd[f(a) | 0 ≤ a ≤ deg(f)]),
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cf. [1, Lemma 2.7]. The polynomial f is said to be image primitive if
d(f) = (1) = Z.
Note 2.3. (i) A polynomial g
b
with g ∈ Z[x] and b ∈ N, is in Int(Z) if and
only if b divides the fixed divisor d(g) of g.
(ii) Let f ∈ Z[x] be primitive with degree n and p ∈ Z be prime. If p divides
the fixed divisor of f , then p ≤ n, cf. for instance [7, Remark 3].
Remark 2.4. In analogy to the well known fact that f ∈ Z[x] is irreducible in
Z[x] if and only if it is primitive and irreducible in Q[x], Chapman and McClain
[6] showed that f ∈ Z[x] is irreducible in Int(Z) if and only if it is image primitive
and irreducible in Q[x]. This follows as a special case from Remark 2.6.
Note 2.5. Every non-zero polynomial f ∈ Q[x] can be written in a unique way up
to the sign of a and the signs and indexing of the gi as
f(x) =
a
b
∏
i∈I
gi(x)
with a ∈ Z, b ∈ N with gcd(a, b) = 1, I a non-empty finite set and for i ∈ I, gi
primitive and irreducible in Z[x].
Remark 2.6. [7] A non-constant polynomial f ∈ Int(Z) written as in Note 2.5 is
irreducible in Int(Z) if and only if:
(i) a = ±1,
(ii) (b) = d(
∏
i∈I gi) and
(iii) there does not exist a partition of I into non-empty subsets I = I1 ⊎ I2
and b1, b2 ∈ N with b1b2 = b and (b1) = d(
∏
i∈I1
gi), (b2) = d(
∏
i∈I2
gi).
3. Non-absolutely irreducibles: different factorizations of the same
length
In this section we construct non-absolutely irreducible elements r such that for
all n > 1, the factorizations of rn are all of the same length.
Consider the irreducible polynomial
f =
x(x− 4)(x2 + 3)
4
∈ Int(Z).
It can be checked easily that
d(x(x − 4)(x2 + 3)) = (4) = d(x2(x2 + 3)) = d((x − 4)2(x2 + 3)).
Furthermore, the polynomials x
2(x2+3)
4 and
(x−4)2(x2+3)
4 are irreducible in Int(Z)
by Remark 2.6. Thus
f2 =
x2(x2 + 3)
4
·
(x− 4)2(x2 + 3)
4
is a factorization of f2 and it is essentially different from f · f . Therefore
f =
x(x − 4)(x2 + 3)
4
is not absolutely irreducible in Int(Z).
More generally, we have the following construction.
Example 3.1. Let p be an odd prime and n > 1 a natural number. Let
h(x) = xp
n−1(p−1) − q
where q is a prime congruent to 1 mod pn+1 and q > pn−1(p − 1) + n. Then h is
irreducible in Q[x] by Eisenstein’s irreducibility criterion.
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Furthermore, vp(h(u)) ≥ n for all integers u not divisible by p since the group
of units of Z/pnZ is cyclic of order pn−1(p− 1). Moreover, if r is a generator of the
group of units of Z/pn+1Z, then, since h(r) is not zero modulo pn+1, it follows that
vp(h(r)) = n. Therefore the minimum vp(h(u)) for u an integer not divisible by p
is exactly n.
Now let a1, . . . , an be integers divisible by p, not representing all residue classes
of p2 that are divisible by p and such that no ai (for 1 ≤ i ≤ n) is congruent to 0
modulo any prime l ≤ pn−1(p− 1) + n, l 6= p.
We set
f(x) =
h(x)
∏n
i=1(x − ai)
pn
.
By the choice of the integers a1, . . . , an, the minimum vp (
∏n
i=1(w − ai)) for w ∈ pZ
is exactly n. Moreover, for each prime l ≤ pn−1(p− 1) + n, l 6= p, l does not divide
the fixed divisor of the numerator h(x)
∏n
i=1(x−ai) of f(x). Because of these facts
and by Remark 2.6, f(x) is in Int(Z) and it is irreducible in Int(Z).
Now suppose a1, . . . , an contains at least two different elements. Then for k > 1,
fk has factorizations essentially different from f · · · f . All of these factorizations
have length k.
For example, without loss of generality, let a1 and a2 be different. Then
fk =
h(x)(x − a1)
2
∏n
i=3(x− ai)
pn
·
h(x)(x − a2)
2
∏n
i=3(x− ai)
pn
· f · · · f︸ ︷︷ ︸
k−2 copies
is a factorization of fk essentially different from f · · · f .
Remark 3.2. In Example 3.1, we could use a different polynomial h(x), namely:
h(x) = c(x)d(x)
where
c(x) = x
pn−1(p−1)
2 − q
d(x) = x
pn−1(p−1)
2 − r
with q and r primes congruent to 1 and −1 respectively, mod pn+1 and both q, r
greater than pn−1(p− 1) + n. Similarly, both c(x) and d(x) are irreducible in Q[x]
by Eisenstein’s irreducibility criterion.
Furthermore, if u is a unit mod pn, then vp(c(u)) ≥ n iff u is a square mod pn
and vp(d(u)) ≥ n iff u is a non-square mod pn. Also, if r is a generator of the group
of units of Z/pn+1Z, then vp(d(r)) = n and vp(c(r)) = 0. Therefore the minimum
vp(c(u)d(u)) for u an integer not divisible by p is exactly n.
The construction involving two polynomials c(x) and d(x) can be used to ex-
hibit factorizations of different lengths of a power of an irreducible polynomial, cf.
Example 4.1.
Note 3.3. In Example 3.1, we have one prime in the denominator but this can be
extended to several primes. For instance, if we allow some ai to be congruent to 0
modulo other primes l < pn−1(p− 1)+n, then the roots of the numerator of f can
contain a complete set of residues modulo some l. More specifically, we have the
following example.
Example 3.4. Let p, q be distinct odd primes, and let n ≥ 2q be a natural number.
Let
h(x) = xp
n−1(p−1) − r
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where r is a prime congruent to 1 mod pn+1 and r > pn−1(p − 1) + n. Then h is
irreducible in Q[x] and the minimum vp(h(u)) for u an integer not divisible by p is
n.
Let a1, . . . , an be integers divisible by p, not representing all residue classes of
p2 that are divisible by p, and such that:
(i) a1, . . . , aq is a complete system of residues mod q, and the remaining ai
with i > q are all congruent to 1 mod q.
(ii) For 1 ≤ i ≤ n, ai 6≡ 0 (mod l) for all primes l < pn−1(p− 1) + n, l 6= p, q.
Set
f(x) =
h(x)
∏n
i=1(x − ai)
qpn
.
Then f is irreducible in Int(Z) by Remark 2.6 and f2 has a factorization essen-
tially different from f · f , namely;
f2 =
h(x)
∏q
i=1(x− ai)
2
∏n
i=2q+1(x− ai)
q2pn
·
h(x)
∏2q
i=q+1(x− ai)
2
∏n
i=2q+1(x− ai)
pn
.
Also in the spirit of Example 3.1, we have the following example involving two
primes.
Example 3.5. Let q < p be odd primes, and let 1 < m ≤ n be natural numbers.
Let
t = lcm(qm−1(q − 1), pn−1(p− 1)).
We set
h(x) = xt − r
where r is a prime congruent to 1 mod pn+1qm+1 and r > t+n. Then h is irreducible
in Q[x] and vp(h(u)) ≥ n for all integers u not divisible by p, and vq(h(w)) ≥ m for
all integers w not divisible by q.
Now let a1, . . . , an be integers divisible by p but not representing all residue
classes of p2 that are divisible by p, and such that:
(i) a1, . . . , am are divisible by q but not representing all residue classes of q
2
that are divisible by q, and the remaining ai with i > m are all congruent
to 1 mod q.
(ii) For 1 ≤ i ≤ n, ai 6≡ 0 (mod l) for all primes l < t+ n, l 6= p, q.
We set
f(x) =
h(x)
∏n
i=1(x − ai)
pnqm
.
Then f is irreducible in Int(Z) by Remark 2.6 and if a1, . . . , am or am+1, . . . , an
contains at least two different elements, then for some k > 1, fk has a factorization
essentially different from f · · · f .
For instance, without loss of generality let a1 and a2 be different. Then
f2 =
h(x)(x − a1)2
∏n
i=3(x− ai)
pnqm
·
h(x)(x − a2)2
∏n
i=3(x− ai)
pnqm
is a factorization of f2 essentially different from f · f . Similarly, if am+1 and am+2
are different, then
f2 =
h(x)g(x)(x − am+1)2
pnqm
·
h(x)g(x)(x − am+2)2
pnqm
where g(x) =
∏m
i=1(x − ai)
∏n
i=m+3(x − ai), is a factorization of f
2 essentially
different from f · f .
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4. Non-absolutely irreducibles: factorizations of different lengths
Here we construct non-absolutely irreducible elements r such that for some n > 1,
some factorizations of rn have different lengths.
Consider the irreducible polynomial
f =
(x− 3)(x3 − 17)(x3 − 19)
3
∈ Int(Z).
Then
f2 =
(x − 3)2(x3 − 17)(x3 − 19)
9
· (x3 − 17)(x3 − 19)
is a factorization of f2 essentially different from f · f . This results from
gcd(a3 − 17 | a ∈ {2 + 3Z}) = gcd(a3 − 19 | a ∈ {1 + 3Z}) = 9
such that for all a 6≡ 0 (mod 3), (a3 − 17)(a3 − 19) is divisible by 9.
This behaviour motivates the next example and more generally Lemma 6.7.
Example 4.1. Let p be an odd prime and n > m be natural numbers. We set
c(x) = x
pn−1(p−1)
2 − q
d(x) = x
pn−1(p−1)
2 − r
where q and r are primes congruent to 1 and −1 respectively, mod pn+1 and both
q, r are greater than pn−1(p− 1) +m. Then both c(x) and d(x) are irreducible in
Q[x] by Eisenstein’s irreducibility criterion.
Furthermore, if u is a unit mod pn, then vp(c(u)) ≥ n iff u is a square mod pn
and vp(d(u)) ≥ n iff u is a non-square mod pn. Note that both c(x) and d(x) are
irreducible in Int(Z) by Remark 2.4 because, being primitive, they are irreducible
in Z[x] and d(c(x)) = d(d(x)) = (1). Furthermore, d(c(x)d(x)) = (1).
Now let a1, . . . , am be integers divisible by p, not representing all residue classes
of p2 that are divisible by p and such that no ai (for 1 ≤ i ≤ m) is congruent to 0
modulo any prime l ≤ pn−1(p− 1) +m, l 6= p.
Set
f(x) =
c(x)d(x)
∏m
i=1(x− ai)
pm
.
Then f is irreducible in Int(Z) by Remark 2.6. Now irrespective of all a1, . . . , am
being the same or different,
fn =
m∏
i=1
c(x)d(x)(x − ai)n
pn
· c(x)n−md(x)n−m
is a factorization of fn essentially different from f · · · f︸ ︷︷ ︸
n copies
.
Note that fk can have factorizations essentially different from f · · · f also for
k < n, see for example the proof of Lemma 6.7.
For our next general example, we begin with the following motivation.
Example 4.2. Consider the irreducible polynomial
f =
(x4 + x3 + 8)(x− 3)
4
∈ Int(Z).
It can easily be checked that
gcd(a4 + a3 + 8 | a ∈ {0 + 2Z}) = 8
and
gcd(a4 + a3 + 8 | a ∈ {1 + 2Z}) = 2.
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Thus 0 and 1 are both roots mod 2 of x4+x3+8 and for all a ∈ {0+2Z}, a4+a3+8
is divisible by 8.
Therefore
f2 =
(x4 + x3 + 8)(x− 3)2
8
·
(x4 + x3 + 8)
2
is a factorization of f2 essentially different from f · f .
We need the following lemma for our general example.
Lemma 4.3. [7, Lemma 6], [8, Lemma 3.3] Let I 6= ∅ be a finite set and fi ∈ Z[x]
be monic polynomials for i ∈ I. Then there exist monic polynomials Fi ∈ Z[x] for
i ∈ I, such that
(i) deg(Fi) = deg(fi) for all i ∈ I,
(ii) the polynomials Fi are irreducible in Q[x] and pairwise non-associated in
Q[x] and
(iii) for all subsets J ⊆ I and all partitions J = J1 ⊎ J2,
d

∏
j∈J1
fj
∏
j∈J2
Fj

 = d

∏
j∈J
fj

 .
Example 4.4. Let p > 3 be a prime number and let a1, . . . , ap be a complete set
of residues mod p that does not contain a complete set of residues mod any prime
q < p. Let
g1 = (x− a2)
2(x − a3)
2
p∏
i=4
(x− ai)
g2 = (x− a1)
2(x − a3)
2
p∏
i=4
(x− ai)
g3 = (x − a1)
2(x − a2)
2
p∏
i=4
(x− ai).
By Lemma 4.3, we find polynomials G1, G2, G3, of the same degree as g1, g2, g3
respectively, irreducible in Q[x] and pairwise non-associated in Q[x] such that for
any product P of polynomials from among the gi and any product Q that differs
from P in that some of the gi have been replaced by their respective Gi, we have
d(P ) = d(Q).
Let ep(g) = vp(d(g)) denote the exponent of p in the fixed divisor of g. Now note
that for each index i, ep(Gi) = 0 and for any two different indices i, j, ep(GiGj) = 2,
and, finally, ep(G1G2G3) = 3.
This shows that
f =
G1G2G3
p3
is in Int(Z) and is irreducible in Int(Z), and that f2 factors as
f2 =
G1G2
p2
·
G2G3
p2
·
G3G1
p2
, (3)
which factorization is essentially different from f · f . Thus f is not absolutely
irreducible.
Note that in the above example, p divides the fixed divisor of GiGj for i 6= j and
vp
(
gcd
(
Gi(a)Gj(a)
∣∣∣∣∣ a ≡ ak (mod p), k 6= i, j
))
= 4 > vp(d(f)).
8 SARAH NAKATO
This behaviour is similar to the one in Example 4.2 and more generally in Lemma
6.8.
Remark 4.5. (i) Like Example 3.1, the constructions in this section can be
extended to several primes in the denominator of f .
(ii) In Example 4.1, if we employ the usual
h(x) = xp
n−1(p−1) − q
where q is a prime congruent to 1 mod pn+1 and q > pn−1(p−1)+n, instead
of c(x)d(x), f remains non-absolutely irreducible but the factorizations of
fk all have the same length k.
(iii) In the examples we have given in this section, the factorizations of fk
have length greater than or equal to k but we can also have non-absolutely
irreducibles f in Int(Z) such that for some k > 2, some factorizations of
fk have length less than k. For instance, consider the polynomial
f =
(x2 + 4)(x4 + 7)
4
∈ Int(Z).
It is clearly irreducible and
f3 =
(x2 + 4)3(x4 + 7)2
64
· (x4 + 7)
is a factorization of f3 essentially different from f · f · f and it is of length
2.
5. Patterns of factorizations
The researchers who have studied factorizations in Int(Z) have mostly been con-
sidering square-free factorizations. For instance, in [7], Frisch showed that Int(Z)
has wild factorization behavior but the factorizations she used to realize her main re-
sult (Theorem 9 in [7]) were all square-free. It is not known whether Int(Z) exhibits
similar behavior for non-square-free factorizations. The study of non-absolutely ir-
reducible elements lays a foundation for studying patterns of factorizations.
As a first step to understanding patterns of factorizations in Int(Z), we give a
construction using the examples in Sections 3 and 4. We begin with a motivation.
Definition 5.1. Let R be a commutative ring with identity and r ∈ R be a nonzero
non-unit.
(i) A sequence of natural numbers λ = (k1, . . . , ks) is called a partition of a
natural number n if k1 + · · · + ks = n with k1 ≥ k2 ≥ · · · ≥ ks > 0. The
natural numbers k1, . . . , ks are called blocks.
(ii) If λ = (k1, . . . , ks) is a partition, we say a factorization of r is of type λ if
r = ak11 · · ·a
ks
s for pairwise non-associated irreducible elements a1, . . . , as ∈
R.
Example 5.2. Consider the different partitions of 4:
{(4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1)}.
The polynomial
f =
(x8 − 17)4(x− 4)2(x− 8)2
24
∈ Int(Z)
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gives us factorizations of type λ for partitions λ of 4 other than (4):
f = (x8 − 17)3 ·
(x8 − 17)(x− 4)2(x − 8)2
24
= (x8 − 17)2 ·
(
(x8 − 17)(x− 4)(x− 8)
22
)2
= (x8 − 17)2 ·
(x8 − 17)(x− 4)2
22
·
(x8 − 17)(x− 8)2
22
=
(x8 − 17)(x− 4)
2
·
(x8 − 17)(x− 8)
2
·
(x8 − 17)(x− 4)(x− 8)
22
· (x8 − 17).
Note, however, that f has factorizations other than those above. For example,
f = (x8 − 17)2 ·
(x8 − 17)(x− 4)2(x− 8)
23
·
(x8 − 17)(x− 8)
2
is another factorization of f essentially different from the above.
More generally, we have the following construction for patterns of factorizations
in Int(Z). We first give a remark.
Remark 5.3. In the following example, we use partition of sets; if a set S is the
disjoint union ofm non-empty subsets B1, . . . , Bm, then, we call B = {B1, . . . , Bm}
a partition of S. This should not be confused with the concept of partition of a
number as defined in Definition 5.1.
Example 5.4. Let p ∈ Z be an odd prime and n, s, t > 1 natural numbers. Set
ci(x) = x
pn−1(p−1)
2 − qi
di(x) = x
pn−1(p−1)
2 − ri
where q1, . . . , qs are primes congruent to 1 modulo p
n+1, r1, . . . , rt are primes
congruent to −1 modulo pn+1 and for all 1 ≤ i ≤ s and 1 ≤ j ≤ t, qi, rj >
pn−1(p− 1) + n.
Now let a1, . . . , an be integers divisible by p, not representing all residue classes
of p2 that are divisible by p and such that no aj (for 1 ≤ j ≤ n) is congruent to 0
modulo any prime l ≤ pn−1(p− 1) + n, l 6= p. Set
G(x) =
∏s
i=1 ci(x)
∏t
i=1 di(x)
∏n
j=1(x − aj)
pn
.
Then every factorization of G in Int(Z) corresponds to a triple (B, θ, σ) where:
(i) B is a partition of the set {1, . . . , n} into mB blocks B1, . . . , BmB ,
(ii) θ is an injective function θ : {1, . . . ,mB} → {1, . . . , s} and
(iii) σ is an injective function σ : {1, . . . ,mB} → {1, . . . , t}.
Given such a triple, for 1 ≤ i ≤ mB, we construct a polynomial gi corresponding
to the i-th block. Suppose the i-th block consists of wi elements. We set
gi =
cθ(i)(x)dσ(i)(x)
∏
j∈Bi
(x− aj)
pwi
.
Then gi is irreducible in Int(Z) by Remark 2.6.
Furthermore, each factorization of G is of the form
G =
mB∏
i=1
gi ·
∏
j 6∈ Im θ
cj(x) ·
∏
k 6∈ Im σ
dk(x). (4)
Note that the length of the factorization in (4) is s+ t−mB.
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6. Generalizations
In this section we give lemmas generalizing the examples in Sections 3 and 4.
We begin with a generalization of Example 3.1.
Definition 6.1. (i) Let I 6= ∅ be a finite set and for i ∈ I, let gi ∈ Z[x] be
primitive and irreducible in Z[x]. Let
f(x) =
∏
i∈I gi(x)
b
∈ Int(Z)
be irreducible in Int(Z) where b > 1 is a natural number. We call non-
empty subsets J1, J2 $ I interchangeable if J1 ∩ J2 = ∅ and
d
( ∏
i∈J1
gi(x) ·
∏
i∈I\J2
gi(x)
)
= d
( ∏
i∈J2
gi(x) ·
∏
i∈I\J1
gi(x)
)
= (b).
(ii) We call two non-empty disjoint index sets J1, J2 $ I element-disjoint if
{gi | i ∈ J1} ∩ {gj | j ∈ J2} = ∅.
Example 6.2. Consider the irreducible polynomial
f =
(x− 1)(x− 3)(x2 + 4)
4
∈ Int(Z).
A quick check shows that
d((x− 1)2(x2 + 4)) = d((x− 3)2(x2 + 4)) = (4).
Thus setting g1 = x − 1, g2 = x − 3 and g3 = x
2 + 4, we see that the subsets
J1 = {1} and J2 = {2} of I = {1, 2, 3} are interchangeable. Furthermore, J1 and
J2 are element-disjoint since they contain different elements.
Lemma 6.3. Let f(x) =
∏
i∈I
gi(x)
b
∈ Int(Z) be irreducible in Int(Z), where b > 1
is a natural number, I 6= ∅ is a finite set and for i ∈ I, gi ∈ Z[x] is primitive and
irreducible in Z[x].
If there exist two element-disjoint interchangeable subsets J1, J2 $ I, then f is
not absolutely irreducible.
Proof. Suppose J1, J2 $ I are element-disjoint and interchangeable. Then for k ≥
2,
fk =
∏
i∈J1
gi(x)
∏
i∈I\J2
gi(x)
b
∏
i∈J2
gi(x)
∏
i∈I\J1
gi(x)
b
∏
i∈I gi(x)
b
· · ·
∏
i∈I gi(x)
b︸ ︷︷ ︸
k−2 copies
implies the existence of a factorization of fk essentially different from f · · · f︸ ︷︷ ︸
k copies
. 
The next lemma tells us that we cannot have interchangeable subsets in the case
when the fixed divisor b of the numerator of f is a prime p. We begin with a
supporting definition.
Definition 6.4. Let I 6= ∅ be a finite set and for i ∈ I, let fi ∈ Z[x] be primitive and
irreducible in Z[x]. Let p be a prime dividing d(
∏
i∈I fi). We say fk is indispensable
for p (among the polynomials fi with i ∈ I) if there exists an integer z such that
vp(fk(z)) > 0 and vp(fi(z)) = 0 for all i 6= k. We call such a z a witness for fk
being indispensable for p.
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Example 6.5. Consider the polynomials f1 = x, f2 = x − 1 and f3 = x − 2 in
Z[x]. It is easy to check that d(x(x − 1)(x − 2)) = 6. Now note that f2 = x− 1 is
indispensable for 2 since for all odd numbers a,
v2(f2(a)) = v2(a− 1) > 0 and v2(f1(a)) = v2(f3(a)) = 0.
In this case any odd number is a witness for x− 1 being indispensable for 2. On
the other hand, x and x− 2 are not indispensable for 2 since for any even number
b,
v2(f1(b)) = v2(b) > 0 and v2(f3(b)) = v2(b − 2) > 0.
Lemma 6.6. Let I 6= ∅ be a finite set and for i ∈ I, let gi ∈ Z[x] be primitive and
irreducible in Z[x]. Let
f(x) =
∏
i∈I gi(x)
p
∈ Int(Z)
be irreducible in Int(Z). Then there do not exist interchangeable subsets of I.
Proof. Suppose J1, J2 $ I are disjoint. Now since f is irreducible, every gi for
i ∈ I is indispensable for p and this implies that gi 6= gj for i 6= j. Thus J1 and
J2 being disjoint, are element-disjoint. Furthermore, if ri is a witness for gi being
indispensable for p, then
vp

 ∏
j∈I\{i}
gj(ri)

 = 0.
Now suppose gk for k ∈ J1 is indispensable for p with witness rk. Then, since J1
and J2 are element-disjoint, it follows that
vp

 ∏
j∈(I\J1)
gj(rk) ·
∏
j∈J2
gj(rk)

 = 0.
Thus d
(∏
j∈(I\J1)
gj(x) ·
∏
j∈J2
gj(x)
)
is not divisible by p. This shows that J1, J2
are not interchangeable because if they were, we would have
d

 ∏
j∈(I\J1)
gj(x) ·
∏
j∈J2
gj(x)

 = (p).

The next lemma generalizes Example 4.1. In Example 4.1, setting g0 = c(x),
g1 = d(x) and gi = x− ai−1 for i = 2, . . . ,m+1, we can choose {0, 1} for the index
set J in Lemma 6.7.
Lemma 6.7. Let I 6= ∅ be a finite set and for i ∈ I, let gi ∈ Z[x] be primitive and
irreducible in Z[x]. Suppose
f =
∏
i∈I gi(x)
b
∈ Int(Z)
is irreducible in Int(Z), where b > 1. Let P be the set of prime divisors of b and
b =
∏
p∈P p
ep be the prime factorization of b with ep ∈ N. If there exists a subset
∅ 6= J $ I such that for all p ∈ P, for every integer s that is a root mod p of∏
j∈J gj, we have
vp

∏
j∈J
gj(s)

 > ep, (5)
then f is not absolutely irreducible.
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Proof. Suppose there exists ∅ 6= J $ I such that for all p ∈ P, inequality 5 is
satisfied. Let n = max{ep | p ∈ P}. We claim that fn+1 has a factorization
essentially different from f · · · f . The existence of such a factorization follows from
6 below.
fn+1 =
(∏
j∈J gj(x)
)n (∏
i∈I\J gi(x)
)n+1
bn+1
·
∏
j∈J
gj(x). (6)
To see that the factor on the left is integer-valued, let p ∈ P and s ∈ Z. If s is a
root mod p of
∏
j∈J gj, then
vp



∏
j∈J
gj(s)

n

 ≥ n(ep + 1) = nep + n ≥ (n+ 1)ep = vp(bn+1)
On the other hand, if s is not a root mod p of
∏
j∈J gj, then
vp



∏
j∈J
gj(s)

n

 ∏
i∈I\J
gi(s)

n+1

 = vp

(∏
i∈I
gi(s)
)n+1 ≥ vp(bn+1).
Finally, that the factorization 6 can be refined to a factorization into irreducibles
(necessarily essentially different from f · · · f) follows from the fact that Int(Z) is
atomic. 
We generalize Examples 4.2 and 4.4 in the next lemma. In Example 4.2, setting
g0 = x
4 + x3 + 8 and g1 = x− 3, the index set J in Lemma 6.8 was {0}.
Lemma 6.8. Let I 6= ∅ be a finite set and for i ∈ I, let gi ∈ Z[x] be primitive and
irreducible in Z[x]. Suppose
f(x) =
∏
i∈I gi(x)
pn
∈ Int(Z)
is irreducible in Int(Z), where p is a prime and n > 1.
If there exists J $ I such that the following holds:
(i) Z = S ⊎ T where S and T are each a union of residue classes mod p and
such that
vp
(
gcd
(∏
i∈J
gi(a)
∣∣∣∣∣ a ∈ S
))
> n and ∀ t ∈ T, vp
(
gcd
(∏
i∈J
gi(b)
∣∣∣∣∣ b ∈ t+ pZ
))
= e,
with 1 ≤ e < n, and for all t ∈ T
vp
(
gcd
(∏
i∈J
gi(b)
∣∣∣∣∣ b ∈ t+ pZ
))
+vp

gcd

 ∏
i∈I\J
gi(b)
∣∣∣∣∣ b ∈ t+ pZ



 ≥ n. (7)
Then f is not absolutely irreducible.
Proof. Suppose there exists a subset J $ I such that (i) holds.
It follows from inequality (7) and f being irreducible that
min
t∈T

vp

gcd

 ∏
i∈I\J
gi(b)
∣∣∣∣∣ b ∈ t+ pZ





 = n− e.
Now let
m = vp
(
gcd
(∏
i∈J
gi(a)
∣∣∣∣∣ a ∈ S
))
> n.
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We set k = m − e and claim that fk has a factorization essentially different from
f · · · f . This factorization follows from
fk =
(
∏
i∈J gi)
n−e(
∏
i∈I\J gi)
k
p(n−e)m
·
(∏
i∈J gi
pe
)m−n
.
In fact, for each t ∈ T , let
l = vp

gcd
(∏
i∈J
gi(b)
∣∣∣∣∣ b ∈ t+ pZ
)n−e+ vp

gcd

 ∏
i∈I\J
gi(b)
∣∣∣∣∣ b ∈ t+ pZ

k

 .
Then l = e(n− e) + k(n− e) = e(n− e) + (m− e)(n− e) = (n− e)m.
Furthermore
vp

gcd
(∏
i∈J
gi(a)
∣∣∣∣∣ a ∈ S
)n−e = (n− e)m.
Moreover, k − (n− e) = m− n and (n− e)m+ (m− n)e = (m− e)n = kn. 
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