Abstract. We study the size of Boyer-Moore automata introduced in Knuth, Morris & Pratt's famous paper on pattern matching. We experimentally exhibit a nite class of binary patterns, which produce large Boyer-Moore automata. The best approximation curve for their sizes is a polynomial O(m 7 ), or even an exponential O(2 0:4m ), in the length m of the patterns. All the previously known maximal sizes were at most cubic in m. Our results suggest to study two particular in nite classes of patterns, for which we conjecture that the generated automata have size (m 5 ).
Introduction
The string matching problem appears in many applications in computer science, like word processing, text editing, data retrieval, symbol manipulation, etc. This problem has been extensively studied in theoretical computer science 2, 11] , since the two historical papers by Knuth The string matching problem consists in nding the rst or all occurrences of a pattern in a text, where the pattern and the text are strings over the same alphabet.
The Knuth-Morris-Pratt algorithm 18] solves the problem with a linear running time, in the worst case. This complexity is achieved with some preprocessing of the pattern.
The Boyer-Moore (BM) algorithm 6] also e ciently solves the string matching problem, but in the average case only. As for Knuth-Morris-Pratt algorithm, a preprocessing of the pattern is used. However, the main di erence is the searching in the pattern from right to left, instead of the left to right searching of the Knuth-Morris-Pratt algorithm. This drastically improves the average performance of the algorithm, which is sublinear, that is, only a portion of the text needs to be inspected, on the average.
However, the Boyer-Moore algorithm requires a quadratic running time in the worst case when the number of occurrences is linear. Indeed it forgets all it knows about symbols already matched, when it shifts the pattern after it has found an occurrence.
In 18], Knuth et al. therefore suggested using an automaton, called BoyerMoore automaton, whose states remember all the text symbols known to match the pattern in its current position. The algorithm then becomes optimal in the worst case and also can be used to optimize the average 4]. However, the preprocessing|the construction of the automaton, becomes more involved.
In this paper, we tackle the di cult problem proposed in 11, 14, 18] of evaluating the number of states of Boyer-Moore automata. This question is of theoretical interest only since improvements of the BM algorithm have been discovered with a linear worst case complexity 3, 8, 9, 13] .
An upper bound of 2 m and a lower bound of (m 3 ) for the maximal number of states are known, where m is the length of the pattern 4, 15, 18] . They point out some dependencies on the alphabet used and the periodic properties of the pattern. On the other hand, an optimal algorithm for constructing Boyer-Moore automata is proposed in 4].
In this paper, we use the computer for evaluating the maximal and the average number of states of Boyer-Moore automata. We rst show exact results for patterns up to size 22. We then exhibit a particular class of patterns|the \updated palindromes", which produces large automata. This class suggests that there may exist Boyer-Moore automata with a large number of states, possibly polynomial O(m 7 ) or even exponential O(2 0:4m ). Finally, we present two classes of patterns that exhibit very long cycles in their corresponding automata, which we conjecture to be (m 5 ). This conjecture is strongly supported on our experimental results. Some of the results presented here are part of 7, 20].
The Boyer-Moore Algorithm
The string matching problem consists in nding the rst occurrence (or all occurrences) of a pattern w in a text t, or deciding that none exists. The pattern and the text are strings over the same alphabet . They have length m and n respectively.
Description
The Boyer-Moore algorithm 6] solves this problem sliding the pattern along the text from left to right. For each positioning that arises, it attempts to match the pattern against the text from right to left. If no mismatch occurs, then the pattern has been found. Otherwise the pattern is moved to the right by a precomputed shift, and a new matching is attempted.
Let t = t 1 t 2 : : :t n be the text and w = w 1 w 2 : : :w m be the pattern, where t j and w i are symbols of the alphabet . The Boyer-Moore algorithm 6] (BM algorithm) is shown in Figure 1 . Function shift(symbol,index) is computed as the maximum between the match shift and the occurrence shift. The match shift depends on the periodic properties of the pattern. It is de ned as the smallest shift such that the pattern matches all previously matched symbols, and the text symbol that causes the mismatch is aligned with a di erent symbol of the pattern (see Figure 2 ). The occurrence shift depends on the alphabet . It causes the mismatching symbol of the text to be aligned with the closest matching symbol of the pattern (see Figure 3) . Horspool 17] improved this heuristic by aligning the rightmost inspected text character while Sunday 22] suggested to use the rst non-inspected text character to the right.
The shift function depends only on the pattern and the alphabet. Thus it can be precomputed, during the so-called preprocessing phase.
Complexity
The time complexity is measured by the number of comparisons performed between pattern symbols and text symbols. The worst case complexity of the searching phase is O(n + rm) symbol comparisons, if the pattern occurs r times in the text. The constant multiplying n in this complexity was rst proved lower or equal to 7 18] , then decreased to 4 16] , and nally settled in 3 8] .
The BM algorithm is therefore linear when searching for the rst occurrence of the pattern in the text. However it becomes quadratic if all occurrences of the pattern a m are located in the text a n . This behavior is explained as follows. The algorithm completely forgets any information it may have gathered when an occurrence has been found (see instructions j j+1 and i m).
The situation is di erent in the average case analysis. The BM algorithm exhibits sublinear performance, as evidenced by empirical data, as well as theoretical analysis 6, 12, 21] . For instance, it needs only n=m comparisons in the case that the text symbol positioned against the last pattern symbol does not appear in the pattern. This explains why a cost of n=m comparisons is enough for large alphabets on the average. 3 
Boyer-Moore Automata
As the BM algorithm can require a quadratic cost when looking for all occurrences of a pattern in a text, Knuth et al. 18 ] suggested to add a nite set of states that record the text symbols known to match the pattern. This version of the BM algorithm inspects each text symbol at most once, and thus achieves the optimal worst case complexity, exactly n character inspections 19] .
The main drawback of the Boyer-Moore automaton (BMA) is that the number of states can be very large, making the preprocessing no longer linear. An exponential upper bound of 2 m and a polynomial lower bound of m 3 are known 4, 15, 18]. Galil 14] proposed the challenge of narrowing the still large gap. In 11], the authors said that
The Boyer-Moore algorithm is still a theoretically fascinating algorithm: an open problem related to the algorithm questions the number of states of a nite-automaton version of the strategy \Boyer-Moore". It is not yet known whether this number is exponential or not.
This question is of theoretical interest only, since the preprocessing is too expensive for practical computations. Notice that the improved versions of the BM algorithm given by Galil 13 that is, q = uq i v with q i = , v a string over , and u a string over f g.
In the case of a match w i = a, this new information is recorded in the state q 0 de ned as uav.
Otherwise there is a mismatch and the pattern must be shifted to the right. The shift is the smallest one which is consistent with the information obtained so far in the text (see Figure 4 ). 4. There is only one nal state, equal to w, which indicates that an occurrence of w has been found in the text.
Example 1 The BM automaton A aba contains 7 states (see Figure 5 ).
•
As soon as the BM automaton A w is constructed (preprocessing phase), we are ready for searching the pattern w in the text t. Initially the pattern is positioned at the beginning of the text; it corresponds to the initial state of A w . At each step, the text symbol a corresponding to the rightmost symbol of the current state q is read. The transition (q; a) = q 0 shows the next state q 0 and the shift s to be performed. If the nal state w is reached, then the rst occurrence of w in t has been discovered, otherwise the pattern is not present in the text. When an occurrence of w is found, the searching for the next occurrence must begin at the state x m?`, instead of the initial state, where x is the longest pre x of w which is su x of w, and`is the length of x. In Example 1, it is the state a .
Given a pattern w, the size of the BM automaton A w is the number of its states; it is denoted by jA w j. In 4] , the authors proposed an optimal algorithm for constructing the BM automaton A w for a pattern w. Their algorithm needs O(m 2 jA w j) time and O(mjA w j) space.
The search time complexity of the algorithm is de ned now as the number of transitions rather than comparisons. For example, if the alphabet is known in advance and is not large, each transition can be implemented by accessing a table. Otherwise, there are never more than m di erent symbols in the pattern, so each transition can be implemented using O(log m) comparisons in the worst case or just O(1) comparisons on average by using hashing. For more details on this topic see 4].
The searching phase of the algorithm requires at most n ? m + 1 transitions.
The di erence between this algorithm and the original BM algorithm is that after a shift, the latter algorithm forgets some parts of the text it has seen.
Size
As mentioned before, the time complexity to construct the automaton A w heavily depends on its size. Upper and lower bounds on jA w j are known, but they are separated by a large gap. Of course we generated only half of the patterns for a given length m, due to the symmetry between a and b. The average and maximal sizes are shown in Table 1 . Table 1 and Figure 6 lead to some observations: 1. A very small number of patterns produce BM automata with maximal size. 2. The patterns producing the largest automata are all strings formed by blocks of symbols b separated by one symbol a. 3. The majority of the sizes are condensed around the average size. On the opposite, the \right tail" of the distribution is very thin. Therefore, for practical cases, the number of states is quadratic or cubic, specially considering that typical patterns are not periodic (recall that if the pattern does not have repeated symbols, the number of states is quadratic). These observations show how di cult it is to reach maximal automata sizes. The third observation shows that a random generation probably would never allow to obtain maximal sizes. However, a random generation is appropriate for a good approximation of the average sizes. We applied the least square method to the 22 average sizes of Table 1 and the 10 estimated average sizes of Table  2 (obtained by a uniform random generation of max(1000; p 2 m ) patterns, for each length m, 23 m 32). We then obtained the best approximated curve (see Figure 7) ave size(m) 0:12m 3 + O(m 2 ): Note that this average is about twice the cubic lower bound already presented in Proposition 2. So, clearly the lower bound is under estimated if the average size seems to have a cubic behavior. We also considered the case where the text had more than two letters but the pattern was restricted to two letters. In this case the results are almost the same as in Table 1 with the exception of m = 7 (maximal size is 44 for bbabbbb), m = 8 (maximal size is 62 for bbabbbbb) and m = 10 (the maximum is also reached by bbabbbbbbb). The di erence is due to the fact that when there is a symbol di erent from a and b in the text, a shift has to jump over that symbol, generating states which remember a pre x of the pattern that is also a su x. This increases the number of states in at most m ? 2. However, it seems that the di erence only happens for small patterns (notice also that the patterns achieving the maximal size in this case are of the class of Proposition 2).
Updated Palindromes
We show in this section that there are particular classes of patterns which produce large BM automata, with a number of states whose best approximation curve is O(m 7 ) or even exponential. These sizes are unexpected and surprising, in comparison with the results discussed in section 3.2. The exhaustive generation applied to the restricted class C b is shown in Table  3 . It indicates that the average size for the class C b is greater than the average size for the general patterns. Figure 8 also shows that the bell-shaped part of the graph has been shifted to the right, if compared with Figure 6 . Therefore this restricted class produces larger BM automata.
Notice that the large automata of Table 3 are often obtained with \palin-dromes" like ab 2 ab 5 ab 7 ab 5 ab 2 a and \updated palindromes" like b 2 ab 5 ab 7 ab 5 a.
Hence the study has been continued with the particular class C u of updated palindromes to obtain the largest BM automata. We have generated a lot of updated palindromes and the most interesting results are shown in Table 4 . This table also includes the exhaustive generation of all patterns that have at most 7 a's, where we nd that the maximum is usually reached with 5 or 6 a's for the values of m considered.
By the least square method, the best approximated polynomial curve for the largest values of Table 4 Both curves are shown to the left in Figure 9 (the exponential curve is the dashed line, actual values are shown by boxes). Table 4 suggests to study two classes of patterns belonging to C u which exhibit a large number of states: C 1 is the class b 2 ab i ab i+2 ab i a; C 2 is the class ab i ab i+2 ab i+2 ab i a (which are palindromes).
In both cases, we use odd values of i (even values produce small automata). Also, if i is of the form 4k +1, the number of states is even bigger. Table 5 gives the number of states for these classes. The best least squares polynomial approximation for them is of degree 6 on m with a leading coe cient of 0:000039 : : :
for C 1 and 0:000028 : : : for C 2 . These curves are shown to the right of Figure 9 where C 1 are circles and C 2 are diamonds.
If we study the structure of the automaton as a graph, we can distinguish edges (transitions) that correspond to matching a symbol and edges that represent shifts of the pattern. Clearly, any sequence of matching edges has at most length m (initial to nal state) and they cannot form a cycle. On the other hand, shift edges always cycle (because all nodes have a shift edge and none of them go to the nal state). For classes C 1 and C 2 , we have been able to deduce some of those cycles. In both classes, there are at least three cycles, one of them being very long. More precisely, in class C 1 , the three cycles begin respectively with the states 3i+4 b 3 , 2i+3 b i+4 , i b 2i+7 . They are formed by shift edges only. The longest cycle is the one beginning with state 2i+3 b i+4 . The two other cycles are much shorter and with the same length. It is not hard to verify that the proposed beginning states are really states of the BM automaton. For instance, 3i+4 b 3 is obtained as follows: rst three matching edges labeled by a, b, b respectively, then two shift edges labeled by a, b. We are also able to prove that the rst repeated state in a cycle must be at the beginning of the cycle. Indeed assume that we have a shift edge from state q to q 0 . Using the structure of the pattern it is not di cult to obtain q 0 given q and show that q 0 is unique. Then, the rst repeated state is the one q 0 for which we know that q is not obtained by a shift edge.
The situation is similar in class C 2 . The three cycles begin respectively with the states 4i+7 b , 3i+6 b i+2 , i b i+2 b 2i+5 . The longest cycle is the one beginning with 3i+6 b i+2 .
Having one state in the cycle, and adapting the construction algorithm we can follow the cycle and count the number of states on it. We have done that for patterns up to length 400. Moreover, the length of the longest cycle is given in both cases by a simple polynomial on m of degree 4. However, we have not been able to prove this formally, as the structure of the cycles is very complicated to Table 5 show some values for these two classes, giving also the ratio between the total number of states and the longest cycle multiplied by m (R = size m LC ).
Notice that this ratio grows for C 2 , so we conjecture that the total number of states is (m 5 ) for that class. This a rmation is also based on the fact that every state in a cycle has associated a set of up to m ? 2 Table 5 . Automata structure for classes C1 and C2.
Concluding Remarks
Based on computational experiments, we have observed that it is not easy to nd a pattern w with a large automaton A w . Indeed if we consider all binary patterns of length m and their respective BM automata, the average automata size is cubic in m, when the maximal size is reached by very few automata and could behave like a polynomial with degree 7, or even like an exponential. Further research is exhibiting an in nite class of patterns, for which the automata size can be proved to be high, at least (m 5 ) or (m 6 ). The very di cult task is the theoretical evaluation of the sizes of the BM automata generated by classes C 1 and C 2 , which we conjecture have size (m 5 ).
In spite of the existence of classes leading to a high number of states, the patterns that appear are very unrealistic in practice. Our results show that in most cases the number of states will be at most cubic on the pattern size, while the improvement on the search time on the average can be rewarding, implying that in some cases the preprocessing is amortized in the search phase (see 4]).
It does not seem obvious whether the maximal size of BM automata is polynomial or exponential. We have succeeded in proving that the size behavior| polynomial or exponential, is independent of the alphabet size, but for generalized BM automata only 7]. Our proof does not hold for classical BM automata. It would be interesting to know if this alphabet independence remains true for classical BM automata.
