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HARDY-STEIN IDENTITY FOR NON-SYMMETRIC
LV´EY PROCESSES AND FOURIER MULTIPLIERS
RODRIGO BAN˜UELOS AND DAESUNG KIM
Abstract. Using Itoˆ’s formula for processes with jumps, we extend the Hardy-Stein identity proved
in [6] to non-symmetric Le´vy processes and derive its martingale version. By a symmetrization
argument for Littlewood-Paley functions, the Lp boundedness of Fourier multipliers arising from
non-symmetric Le´vy processes is proved.
1. Introduction
Littlewood-Paley square (quadratic) functions have been of interest for many years with many
applications in harmonic analysis and probability. On the analysis side, these include the classical
square functions obtained from the Poisson semigroup as in [13] and more general heat semigroups
as in [12]. On the probability side, these correspond to the celebrated Burkholder-Gundy inequalities
which are the bread and butter of modern stochastic analysis. For a short review of some of this
literature, we refer the reader to [6]. In [6], the authors extend some of the classical Littlewood-Paley
Lp inequalities for 1 < p < ∞ to non-local operators and then apply them to prove Lp bounds for
certain Fourier multipliers that arise from transformation of symmetric Le´vy processes. The symmetry
of the Le´vy measure is crucial in the proof of the Littlewood-Paley inequalities for the full range of
1 < p <∞.
The key to the proof in [6], outside of fairly standard and well known uses of the Burkholder-Gundy
inequalities and other arguments as in [13], is a Hardy-Stein identity ((3.3) below) which is proved
from properties of the semigroup. In the classical case of the Laplacian, such Hardy-Stein identity
follows from, essentially, Green’s theorem and the chain rule as in Lemmas 1 and 2 in [13, pp.86-87].
In the case of Brownian motion, a probabilisitic Burkholder-Gundy type version of this Hardy-Stein
identity can be proved (see [3], [10, p.152]) as a simple application of Itoˆ’s formula. While it is unknown
(see [1, p.265]) whether Itoˆ’s formula arguments give the Burkholder-Gundy inequalities for general
martingales with jumps, the proof in [3] can be adapted to our case of Le´vy processes studied here to
prove the Hardy-Stein identity, Theorem 3.1. In fact, our proof extends the ra the Hardy-Stein identity
to non–symmetric Le´vy measures and it gives a version, Theorem 3.5, for martingales. Finally, the
proof contains additional information, further illuminating the origins of the function F (a, b; p) (see
(3.1)) used in [6].
It is important to emphasize here that although the Hardy-Stein identity holds for non-symmetric
Le´vy measures, the full comparability of the Lp-norms between the function itself and its Littlewood-
Paley square function proved in [6] requires symmetry and hence the main application given there to the
boundedness of the Fourier multipliers requires it too. In this paper, we show that the Littlewood-Paley
proof can still be used to obtain the Lp boundedness of the Fourier multipliers for non-symmetric Le´vy
measures. Although this argument uses the basic symmetrization technique as in [5], the application
here goes via a symmetrization of the Littlewood-Paley function; see (4.2) and (4.3). For more details
on these types of Fourier multipliers which are, probabilistically speaking, natural extensions of those
obtained from the conditional expectations of martingale transform as in [3], we refer the reader to [2].
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The paper is organized as follows. The Hardy-Stein identity via Itoˆ’s formula is proved in §3 where
we also note that it holds for more general martingales. In §4, we prove the Lp inequalities for the
Fourier multipliers arising from non-symmetric Le´vy processes.
2. Preliminaries
The indicator function of a set A is denoted by 1A. For a, b ∈ R, we denote by a ∧ b = min{a, b}.
The real part of a complex number ξ is denoted by Re(ξ) = x where ξ = x + iy. For a set B ⊆ Rd,
we define −B := {−x : x ∈ B}. An open ball in Rd of radius r, centered at x0 ∈ R
d is denoted by
Br(x0). If x0 = 0, we simply denote by Br. For f, g ∈ L
2(Rd), we define the inner product of f and
g in L2(Rd) by 〈f, g〉 =
∫
Rd
f(x)g(x)dx. Let S(Rd) be the Schwartz space on Rd and f ∈ S(Rd). We
define the Fourier transform and the inverse Fourier transform of f by
F (f)(ξ) = f̂(ξ) :=
∫
Rd
f(x)e−ix·ξdx,
F
−1(f)(x) = f∨(x) = (2pi)−d
∫
Rd
f(ξ)eiξ·xdξ.
With our definition, Parseval’s formula takes the form∫
Rd
f(x)g(x)dx =
1
(2pi)d
∫
Rd
f̂(ξ)ĝ(ξ)dξ,(2.1)
for f, g ∈ L2(Rd).
A d-dimensional stochastic process (Xt)t≥0 defined on a filtered probability space (Ω,F ,P) is called
a Le´vy process if
(i) for 0 ≤ t0 < t1 < · · · < tn <∞, {Xtk −Xtk−1}k≥1 are independent,
(ii) for 0 < s < t <∞ and a Borel set A ⊆ Rn, P(Xt −Xs ∈ A) = P(Xt−s ∈ A) and
(iii) for all ε > 0 and s ≥ 0,
lim
t→s
P(|Xt −Xs| > ε) = 0.
The characteristic exponent ψ(ξ) of a Le´vy process (Xt)t≥0 is defined by E[e
iξ·Xt ] = e−tψ(ξ). The
Le´vy-Khintchine theorem tells us that (Xt)t≥0 is a Le´vy process with characteristic exponent ψ(ξ) if
and only if there exists a triplet (b, A, ν) such that
ψ(ξ) = ib · ξ +
1
2
ξ ·Aξ +
∫
Rd
(1 − eiξ·y + iξ · y1B1(y))ν(dy),
where b ∈ Rd, A is a positive semi-definite d × d matrix, and ν is a measure on Borel sets in Rd
satisfying ∫
Rd\{0}
(1 ∧ |y|2)ν(dy) <∞.
We call ν the Le´vy measure. This gives a large class of stochastic processes that have been extensively
studied. For instance, Brownian motion is the case where b = 0, ν = 0, and A is the identity matrix.
We say that (Xt)t≥0 is a pure jump Le´vy process if b = 0 and A = 0. We also say that (Xt)t≥0 is
symmetric if ν is symmetric. We refer the reader to [1] for further information on these processes.
Let (Xt)t≥0 be a Le´vy process with the Le´vy measure ν. The jump of Xt at time s is denoted by
∆Xs = Xs −Xs−. For t ≥ 0 and a Borel subset A ⊆ R
n, we define the jump measure of (Xt)t≥0 by
N(t, A) = the number of jumps during time [0, t] of size in A
= |{s ∈ [0, t] : ∆Xs ∈ A}|.
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Note that N(t, A) is a Poisson random measure with intensity dt⊗ ν. One can decompose Xt into its
continuous part Xct and jump part
Xt = X
c
t +
∑
s:0≤s≤t
∆Xs
= bt+G(t) +
∫
|x|≥1
xN(t, dx) +
∫
|x|<1
xN˜(t, dx),
where b ∈ Rd, G(t) is a Gaussian process and N˜(t, A) := N(t, A) − tν(A). Following the standard
terminology, we call N˜(t, A) the compensated jump measure.
Next, recall Itoˆ’s formula for a general stochastic process with jumps. Let (Xt)t≥0 be a Le´vy process
with its jump measure N(t, ·). Let (Zt)t≥0 be a d-dimensional stochastic process defined by
Zt = Z0 +Mt +At +
∫ t
0
∫
Rd
G(s, x)N(ds, dx) +
∫ t
0
∫
Rd
H(s, x)N˜(ds, dx),(2.2)
where Mt is a continuous square integrable local martingale, At is a continuous adapted process of
bounded variation with A0 = 0, andG(t, x) = (G1(t, x), · · · , Gd(t, x)), H(t, x) = (H1(t, x), · · · , Hd(t, x))
are d-dimensional predictable processes.
Theorem 2.1 (Itoˆ’s formula [8, p. 66]). Let (Zt)t≥0 be given by (2.2) and ϕ a C
2 function on Rd.
Assume that Gi(t, x)Hj(t, x) = 0 for all 1 ≤ i, j ≤ d and
sup
0≤t≤T
sup
x∈Rd
|H(t, x)| <∞
for all T > 0, almost surely. Then we have
ϕ(Zt)− ϕ(Z0) =
∫ t
0
∇ϕ(Zs) · dMs +
∫ t
0
∇ϕ(Zs) · dAs +
1
2
∫ t
0
D2ϕ(Zs) · d[M ]s(2.3)
+
∫ t
0
∫
Rd
(ϕ(Zs− +G(s, x)) − ϕ(Zs−))N(ds, dx)
+
∫ t
0
∫
Rd
(ϕ(Zs− +H(s, x))− ϕ(Zs−)) N˜(ds, dx)
+
∫ t
0
∫
Rd
(ϕ(Zs− +H(s, x))− ϕ(Zs−)−H(s, x) · ∇ϕ(Zs−)) ν(dx)ds
where ([M ]t)t≥0 is the quadratic variation of the martingale (Mt)t≥0.
Throughout this paper, we assume that (Xt)t≥0 is a pure jump Le´vy process with Le´vy measure ν
and that it satisfies the Hartman-Wintner condition
(HW) lim
|ξ|→∞
Re(ψ(ξ))
log(1 + |ξ|)
=∞.
In [9, Theorem 1], V. Knopova and R. L. Schilling proved that a Le´vy process (Xt)t≥0 satisfies (HW) if
and only if for all t > 0, the transition density pt(x) exists, pt ∈ C
∞(Rd)∩L1(Rd), and ∇pt ∈ L
1(Rd).
We define a semigroup Ptf(x) = E
x[f(Xt)]. It follows from the existence of pt(x) that the semigroup
Pt is a L
p-contraction for 1 ≤ p ≤ ∞, meaning that ‖Ptf‖p ≤ ‖f‖p, for any f ∈ L
p. We also note that
Ptf ∈ L
p(Rd) ∩ C∞(Rd) for f ∈ Lp(Rd) and 1 ≤ p < ∞. We define the infinitesimal generator L for
the semigroup (Pt)t≥0 by
Lf(x) = lim
t↓0
Ptf(x)− f(x)
t
whenever the limit exists. It is well-known (see [11, Theorem 31.5]) that
Lf(x) =
∫
Rd
(f(x+ y)− f(x)− y · ∇f(x) · 1B1(y))ν(dy).(2.4)
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Finally, we recall the definition of a Fourier multiplier. Let m : Rn → C be a function in L∞ and
1 ≤ p ≤ ∞. For f ∈ L2 ∩ Lp, we define an operator Tm by T̂mf(ξ) = m(ξ)f̂(ξ). If ‖Tmf‖p . ‖f‖p for
all f ∈ L2 ∩Lp, then Tm can be extended to all of L
p uniquely. We say Tm is an L
p-Fourier multiplier
operator with symbol m. For many of the classical examples of Lp-Fourier multipliers, we refer the
reader to [13].
3. The Hardy-Stein Identity
The purpose of this section is to give a proof of the Hardy-Stein identity based on Itoˆ’s formula.
For a, b ∈ R, ε > 0, and p ∈ [1,∞), we define
F (a, b; p) = |b|p − |a|p − pa|a|p−2(b− a)(3.1)
and
Fε(a, b; p) = (b
2 + ε2)
p
2 − (a2 + ε2)
p
2 − pa(a2 + ε2)
p−2
2 (b− a).(3.2)
We note that F (a, b; p) and Fε(a, b; p) are the second-order Taylor reminders of the maps x 7→ |x|
p
and x 7→ (x2 + ε2)
p
2 respectively. Since the maps are convex, it follows from Taylor’s theorem that
F (a, b; p) ≥ 0 and Fε(a, b; p) ≥ 0 for any a, b ∈ R.
Theorem 3.1 (The Hardy-Stein identity). Let 1 < p < ∞ and F (a, b; p) be defined as in (3.1). If
f ∈ Lp(Rd), then we have∫
Rd
|f(x)|pdx =
∫
Rd
∫ ∞
0
∫
Rd
F (Ptf(x), Ptf(x+ y); p)ν(dy)dtdx.(3.3)
Again we note that our proof of this result does not require that ν is symmetric as is the case in [6].
Before we present the proof of Theorem 3.1, we give the following lemmas. The first lemma concerns
basic properties of F and Fε which allow us to use a limiting argument when we consider the case
1 < p < 2. This lemma is proved in [7].
Lemma 3.2 ([7, Lemma 6, p.198]). Let p > 1, F (a, b; p) = |b|p−|a|p−pa|a|p−2(b−a), and K(a, b; p) =
(b− a)2(|a| ∨ |b|)p−2. Then we have
cpK(a, b; p) ≤ F (a, b; p) ≤ CpK(a, b; p),
for some positive constants cp, Cp that depend only on p. If 1 < p < 2, then we have
0 ≤ Fε(a, b; p) ≤
1
p− 1
F (a, b; p)
for all ε > 0 and a, b ∈ R.
Next lemma is an application of Itoˆ’s formula.
Lemma 3.3. Let T > 0 and 1 ≤ p < ∞. For f ∈ Lp(Rd) and t ∈ [0, T ], define Ptf(x) = E
x[f(Xt)]
and Yt = PT−tf(Xt). Then we have
Yt = Y0 +
∫ t
0
∫
Rd
(PT−sf(Xs− + y)− PT−sf(Xs−))N˜(ds, dy)
where t ∈ [0, T ] and N˜ is the compensated jump measure of (Xt)t≥0.
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Proof. Let ϕ(s, x) = PT−sf(x). This is a C
2 function in x by the assumption (HW). Set G(s, x) =
x1Bc
1
(x) and H(s, x) = x1B1(x), and apply Itoˆ’s formula (2.3) to get
ϕ(t,Xt)− ϕ(0, X0) =
∫ t
0
∂
∂s
ϕ(s, x)|x=Xs−ds
+
∫ t
0
∫
|y|≥1
(ϕ(s,Xs− + y)− ϕ(s,Xs−))N(ds, dy)
+
∫ t
0
∫
|y|<1
(ϕ(s,Xs− + y)− ϕ(s,Xs−)) N˜(ds, dy)
+
∫ t
0
∫
|y|<1
(ϕ(s,Xs− + y)− ϕ(s,Xs−)− y · ∇ϕ(s,Xs−)) ν(dy)ds.
Since we have ∂
∂s
ϕ(s, x) = −LPT−sf(x), it follows from (2.4) that∫ t
0
∂
∂s
ϕ(s, x)|x=Xs−ds = −
∫ t
0
LPT−sf(Xs−)ds
= −
∫ t
0
∫
Rd
(ϕ(s,Xs− + y)− ϕ(s,Xs−)− y · ∇ϕ(s,Xs−) · 1B1(y)) ν(dy)ds
= −
∫ t
0
∫
|y|<1
(ϕ(s,Xs− + y)− ϕ(s,Xs−)− y · ∇ϕ(s,Xs−)) ν(dy)ds
−
∫ t
0
∫
|y|≥1
(ϕ(s,Xs− + y)− ϕ(s,Xs−)) ν(dy)ds.
From N˜(ds, dy) = N(ds, dy)− ν(dy)ds, we have
ϕ(t,Xt)− ϕ(0, X0) =
∫ t
0
∫
Rd
(ϕ(s,Xs− + y)− ϕ(s,Xs−)) N˜(ds, dy)
as desired. 
Lemma 3.4. The semigroup Pt defined by Ptf(x) = E
x[f(Xt)] is ultracontractive on L
p, 1 ≤ p <∞.
That is, for every t > 0, there exists a constant Ct > 0 such that for all f ∈ L
p(Rd),
‖Ptf‖∞ ≤ C
1
p
t ‖f‖p.(3.4)
Furthermore, Ct converges to zero as t tends to ∞.
Proof. Although not explicitly written, this result follows from [9]. Since its proof is quite simple, we
present it here for completeness. To prove the inequality, fix t > 0. Note that e−tψ(ξ) = E0[eiξ·Xt ] =
(2pi)dF−1(pt(·))(ξ). Since pt is in L
1(Rd), one sees that e−tψ(ξ) belongs to L∞(Rd). We claim that
e−tψ(ξ) is in L1(Rd). To see this, it suffices to show that e−tReψ(ξ) ∈ L1(Rd). Let h : Rd → R be a
function satisfying Reψ(ξ) = log(1 + |ξ|)h(ξ). Since we have h(ξ) → ∞ as |ξ| → ∞ by the Hartman-
Wintner condition (HW), there exists R > 0 such that th(ξ) > d+ 1 holds whenever |ξ| ≥ R. Let BR
be the ball centered at 0 and radius R. Denote its Lebesgue measure by |BR|. Using the definition of
h, one sees that∫
Rd\BR
e−tReψ(ξ)dξ =
∫
|ξ|≥R
1
(1 + |ξ|)th(ξ)
dξ ≤
∫
|ξ|≥R
1
(1 + |ξ|)d+1
dξ
Since we have
e−tReψ(ξ) = |e−tψ(ξ)| =
∣∣∣∣∫
Rd
eiξ·xpt(x)dx
∣∣∣∣ ≤ 1,(3.5)
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we obtain ∫
Rd
e−tReψ(ξ)dξ ≤
∫
|ξ|≥R
1
(1 + |ξ|)d+1
dξ + |BR| <∞,
which implies that e−tReψ(ξ) ∈ L1(Rd). Since pt ∈ L
1(Rd) ∩ L∞(Rd), we apply the Fourier inversion
formula to obtain
pt(x) =
1
(2pi)d
F (e−tψ(ξ)) =
1
(2pi)d
∫
Rd
e−tψ(ξ)e−ix·ξdξ.
Define
Ct =
1
(2pi)d
∫
Rd
e−tReψ(ξ)dξ,
then it is obvious to see that Ct is finite and |pt(x)| ≤ Ct for all x ∈ R
d. Using Jensen’s inequality, we
obtain that
|Ptf(x)| =
∣∣∣∣∫
Rd
f(y)pt(x, y)dy
∣∣∣∣ ≤ ∣∣∣∣∫
Rd
|f(y)|ppt(x, y)dy
∣∣∣∣ 1p ≤ C 1pt ‖f‖p,
for any x ∈ Rd, which yields (3.4).
We now prove the second assertion that Ct → 0 as t→∞. First, we note that Reψ(ξ) is nonnegative
by (3.5) and in fact the Lebesgue measure of the set {ξ : Reψ(ξ) = 0} is zero (see §3 in [4]). Thus
e−tReψ(ξ) tends to 0, a.e., as t → ∞. Since e−tReψ(ξ) is integrable for all t ≥ 1 and bounded by
e−Reψ(ξ), it follows from the dominated convergence theorem that
lim
t→∞
Ct = lim
t→∞
1
(2pi)d
∫
Rd
e−tReψ(ξ)dξ = 0.

We are ready to prove the Hardy-Stein identity.
Proof of Theorem 3.1. We begin with the case p ≥ 2. Fix T > 0 and define ϕ(x) = |x|p, Yt :=
PT−tf(Xt), and H(s, y) = PT−sf(Xs− + y) − PT−sf(Xs−). Let 0 < T0 < T , then it follows from
Lemma 3.3 that Yt can be written in the form
Yt = Y0 +
∫ t
0
∫
Rd
H(s, y)N˜(ds, dy)
for any 0 ≤ t ≤ T0. Note that H(s, y) is uniformly bounded in s ∈ [0, T0] and y ∈ R
d, by Lemma 3.4.
Applying Itoˆ’s formula to ϕ(Yt), we obtain
ϕ(Yt)− ϕ(Y0) =
∫ t
0
∫
Rd
(ϕ(Ys− +H(s, y))− ϕ(Ys−)) N˜(ds, dy)(3.6)
+
∫ t
0
∫
Rd
(ϕ(Ys− +H(s, y))− ϕ(Ys−)−H(s, y) · ∇ϕ(Ys−)) ν(dy)ds
for all 0 ≤ t ≤ T0. Note that Ys− +H(s, y) = PT−sf(Xs− + y) and Ys− = PT−sf(Xs−). If we take
expectation of both sides in (3.6), the first integral on the right hand side vanishes because it is a
martingale. We note that
ϕ(Ys− +H(s, y))− ϕ(Ys−)−H(s, y) · ∇ϕ(Ys−)
= |PT−sf(Xs− + y)|
p − |PT−sf(Xs−)|
p
−pPT−sf(Xs−)|PT−sf(Xs−)|
p−2(PT−sf(Xs− + y)− PT−sf(Xs−))
= F (PT−sf(Xs− + y), PT−sf(Xs−); p).
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Putting t = T0 and taking the expectation of both sides, we have
E
x|YT0 |
p − Ex|Y0|
p = Ex
[∫ T0
0
∫
Rd
F (PT−sf(Xs− + y), PT−sf(Xs−); p)ν(dy)ds
]
.(3.7)
Since we have
∫
Rd
E
x|YT0 |
pdx = ‖PT−T0f‖
p
p and
∫
Rd
E
x|Y0|
pdx = ‖PT f‖
p
p, we integrate both sides in
(3.7) to see
‖PT−T0f‖
p
p − ‖PT f‖
p
p =
∫
Rd
E
x
[∫ T0
0
∫
Rd
F (PT−sf(Xs− + y), PT−sf(Xs−); p)ν(dy)ds
]
dx
=
∫
Rd
∫
Rd
∫ T0
0
∫
Rd
F (PT−sf(z + y), PT−sf(z); p)ps(x, z)ν(dy)dsdzdx.
=
∫
Rd
∫ T0
0
∫
Rd
F (PT−sf(z + y), PT−sf(z); p)ν(dy)dsdz.
Since F (a, b; p) is nonnegative and ‖PT−T0f‖
p
p → ‖f‖
p
p as T0 → T , the monotone convergence theorem
yields
‖f‖pp − ‖PT f‖
p
p =
∫
Rd
∫ T
0
∫
Rd
F (Psf(z + y), Psf(z); p)ν(dy)dsdz.(3.8)
By Lemma 3.4, one sees that PT f(x) → 0, as T → ∞ for each x ∈ R
d. This and the fact that
‖PT f‖p ≤ ‖f‖p for all T > 0 gives that limT→∞ ‖PT f‖
p
p = 0; since F (a, b; p) is nonnegative, the right
hand side of (3.8) converges to the desired limit, which proves the result for p ≥ 2.
We now consider the case 1 < p < 2. Let ε > 0. If we follow the same argument as in the case
p > 2 with the function ϕ(x) = (|x|2 + ε2)
p
2 , we arrive at∫
Rd
(
(|f(x)|2 + ε2)
p
2 − (|PT f(x)|
2 + ε2)
p
2
)
dx =
∫
Rd
∫ T
0
∫
Rd
Fε(Psf(z + y), Psf(z); p)ν(dy)dsdz,
where Fε is the function in (3.2).
First, look at the left hand side of this identity. Since the function x 7→ x
p
2 is p2 -Ho¨lder continuous on
[0,∞) for 1 < p < 2, we have (|f(x)|2+ε2)
p
2−εp ≤ Cp|f(x)|
p and (|PT f(x)|
2+ε2)
p
2−εp ≤ Cp|PT f(x)|
p.
Thus, the left hand side converges to ‖f‖pp−‖PT f‖
p
p as ε→ 0 by the dominated convergence theorem.
On the other hand, 0 ≤ Fε(a, b; p) → F (a, b; p), as ε → 0, and 0 ≤ Fε(a, b; p) ≤
1
p−1F (a, b; p), by
Lemma 3.2. Since the integral
I(ε, T ) :=
∫
Rd
∫ T
0
∫
Rd
Fε(Psf(z + y), Psf(z); p)ν(dy)dsdz
is bounded for each ε > 0, Fatou’s lemma and the dominated convergence theorem give (see [7, p.199])
that
I(ε, T )→
∫
Rd
∫ T
0
∫
Rd
F (Psf(z + y), Psf(z); p)ν(dy)dsdz,
as ε→ 0. We now finish the proof by letting T →∞. 
One can easily see that the proof above gives the following more general result for martingales of
which Theorem 3.1 is a special case.
Theorem 3.5 (A Hardy-Stein identity for martingales). Let H(t, x) be a predictable process. Suppose
that for each T > 0, H is uniformly bounded in t ∈ [0, T ] and x ∈ Rd. If a martingale Mt is given by
Mt =M0 +
∫ t
0
∫
Rd
H(s, y)N˜(ds, dy),
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then for 1 < p <∞, we have
E|M∞|
p − E|M0|
p =
∫ ∞
0
∫
Rd
E[F (Ms−,Ms− +H(s, y); p)]ν(dy)ds.(3.9)
4. Fourier multipliers and square functions
The main application of the results in [6] were to show the boundedness of the Fourier multipliers
introduced in [5] on Lp, 1 < p < ∞, without appealing to martingale transforms. Of course, a
disadvantage of such a proof is that we do not obtain the sharp bounds given in [4] and [5], which
follow from Burkholder’s sharp inequalities. In addition, the Littlewood-Paley inequalities proved in
[6] only apply to symmetric Le´vy processes and therefore the Fourier multiplier proof given there also
has this restriction. In this section, we provex, via symmetrization of the Littlewood-Paley inequalities,
the general result for Fourier multipliers.
Let (Xt)t≥0 be a pure jump Le´vy process with Le´vy measure ν and Pt be the semigroup defined by
Ptf(x) = E
x[f(Xt)]. Let φ : (0,∞)×R
d → R be a bounded function and 1 < p, q <∞ with 1
p
+ 1
q
= 1.
We define Λφ(f, g) for f ∈ L
2(Rd) ∩ Lp(Rd) and g ∈ L2(Rd) ∩ Lq(Rd) by
Λφ(f, g) =
∫
Rd
∫ ∞
0
∫
Rd
(Ptf(x+ y)− Ptf(x))(Ptg(x+ y)− Ptg(x))φ(t, y)ν(dy)dtdx.(4.1)
Let m : Rd → C be a function. The Fourier multiplier operator with symbol m is denoted by
Mm. Note that Mm is determined by F (Mmf)(ξ) = m(ξ)f̂(ξ). For f, g ∈ L
2(Rd), we denote by
〈f, g〉 =
∫
Rd
f(x)g(x)dx. By Parseval’s formula (2.1), we have
〈Mmf, g〉 =
∫
Rd
Mmf(x)g(x)dx =
1
(2pi)d
∫
Rd
F (Mmf)(ξ)F (g)(ξ)dξ
=
1
(2pi)d
∫
Rd
m(ξ)f̂ (ξ)ĝ(ξ)dξ
We are ready to state our result on Fourier multipliers.
Theorem 4.1. Let φ : (0,∞) × Rd → R be a bounded function, p ∈ (1,∞) and q the conjugate
exponent of p. Let Λφ(f, g) be defiend as in (4.1). Then, Λφ(f, g) is absolutely convergent for f ∈
L2(Rd)∩Lp(Rd) and g ∈ L2(Rd)∩Lq(Rd). Furthermore, there is a unique bounded linear operator Sφ
on Lp(Rd) such that Λφ(f, g) = 〈Sφ(f), g〉 and Sφ =Mmφ with symbol mφ given by
mφ(ξ) =
∫ ∞
0
∫
Rd
|eiξ·y − 1|2e−2tRe(ψ(ξ))φ(t, y)ν(dy)dt.
When ν is symmetric, this result was proved in [6] as an application of the boundedness on Lp of the
Littlewood-Paley square functions which itself was the main application of the Hardy-Stein inequality,
completely bypassing the martingale transform arguments used earlier. The question left open in [6]
was whether Littlewood-Paley arguments can be used to prove the result for general ν. We answer
this in the affirmative. Our proof relies on the symmetrization technique.
Let us introduce the dual process and the symmetrization of the Le´vy process (Xt)t≥0 with the Le´vy
measure ν. Let (X̂t)t≥0 be a ca`dla`g stochastic process having the same finite dimensional distribution
as (−Xt)t≥0, and independent of (Xt)t≥0. The process (X̂t)t≥0 is said to be the dual process of
(Xt)t≥0. Note that (X̂t)t≥0 is a Le´vy process with triplet (0, 0, ν(−dx)). We define its semigroup by
P̂tf(x) := E
x[f(X̂t)]. Note that for any Borel function f and g, we have∫
Rd
Ptf(x)g(x)dx =
∫
Rd
f(x)P̂tg(x)dx,
which explains why (X̂t)t≥0 is called the dual of (Xt)t≥0.
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Let X˜t := X t
2
+ X̂ t
2
for t ≥ 0. We define ψ˜(ξ) := Re(ψ(ξ)) and ν˜(B) := 12 (ν(B) + ν(−B)) for any
measurable set B in Rd. Since we have
E[eiξ·X˜t ] = E[e
iξ·X t
2 ]E[e
iξ·X̂ t
2 ]
= e−
t
2
ψ(ξ)e−
t
2
ψ(−ξ)
= e−tψ˜(ξ)
and
ψ˜(ξ) =
∫
Rd
(1− cos(ξ · y))ν(dy)
=
∫
Rd
(1− cos(ξ · y))ν˜(dy)
=
∫
Rd
(1− eiξ·y + iξ · y1|y|≤1)ν˜(dy),
the process X˜t is a Le´vy process with characteristic exponent ψ˜(ξ) and the Le´vy measure ν˜. We say
X˜t the symmetrization of Xt. Define P˜tf(x) = E
x[f(X˜t)]. The Fourier transform of P˜tf is given by
F (P˜tf)(ξ) = e
−tψ˜(ξ)f̂(ξ) = e−tRe(ψ(ξ))f̂(ξ).
Since X˜t is a pure jump symmetric Le´vy process and the measure ν˜ satisfies (HW) condition, it leads
us to apply the result of [6] for the symmetrization X˜t. In particular, we obtain two side estimates for
the square functions of X˜t. We define the square functions of the symmetrized process X˜t by
G˜(f)(x) =
(∫ ∞
0
∫
Rd
∣∣∣P˜tf(x+ y)− P˜tf(x)∣∣∣2 ν˜(dy)dt) 12 ,(4.2)
G˜∗(f)(x) =
(∫ ∞
0
∫
A(t,x,f)
∣∣∣P˜tf(x+ y)− P˜tf(x)∣∣∣2 ν˜(dy)dt)
1
2
(4.3)
where A(t, x, f) := {y ∈ Rd : |P˜tf(x)| > |P˜tf(x + y)|}. The following lemma is found in [6, Theorem
4.1, Corollary 4.4 ].
Lemma 4.2. Let 2 ≤ p <∞ and f ∈ Lp(Rd). Then there are constants cp and Cp depending only on
p such that
cp‖f‖p ≤ ‖G˜(f)‖p ≤ Cp‖f‖p.
If 1 < p <∞ and f ∈ Lp(Rd), then we have
dp‖f‖p ≤ ‖G˜∗(f)‖p ≤ Dp‖f‖p.
for some dp and Dp depending only on p.
For a function f and a measure µ, the essential supremum of f with respect to the measure µ is
denoted by ‖f‖∞,ν. The following lemma plays an important role in the symmetrization argument.
Lemma 4.3. Let ν(B) := 12 (ν(B) − ν(−B)) for any measurable sets B ⊆ R
d. Then, there is a
measurable function r(y) such that ν(dy) = r(y)ν˜(dy). Furthermore, the function r(y) is bounded
ν˜-a.s. with ‖r‖∞,ν˜ ≤ 1.
Proof. The existence of such a measurable function follows from the Radon-Nikodym theorem. Let us
explain this in detail. Note that ν is σ-finite since ν({0}) = 0 and
∫
Rd
(1 ∧ |x|2)ν(dx) < ∞. So are ν˜
and ν. Suppose that B ⊆ Rd is a measurable set such that ν˜(B) = 0. Since ν is a positive measure,
we have ν(B) = ν(−B) = 0, which implies ν(B) = 0. Thus ν is absolutely continuous with respect to
ν˜. By the Radon-Nikodym theorem, we conclude that there is a measurable function r(y) such that
ν(dy) = r(y)ν˜(y).
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To see r(y) is bounded, we consider the set Bε := {y ∈ Rd : |r(y)| > 1 + ε} for an arbitrary ε > 0.
From the relation ν(dy) = r(y)ν˜(y) obtained above, we have ν(Bε) > (1 + ε)ν˜(Bε). It then yields
εν(Bε) + (2 + ε)ν(−Bε) < 0 so that ν(Bε) = ν(−Bε) = 0. Therefore, r(y) is bounded ν˜-a.s. and
‖r‖∞,ν˜ ≤ 1. 
Proof of Theorem 4.1. The first argument is directly obtained by Theorem 3.1. Indeed, since F (a, b; 2) =
|a− b|2, Theorem 3.1 yields that
‖f‖22 =
∫
Rd
∫ ∞
0
∫
Rd
F (Ptf(x), Ptf(x+ y); 2)ν(dy)dtdx
=
∫
Rd
∫ ∞
0
∫
Rd
|Ptf(x)− Ptf(x+ y)|
2ν(dy)dtdx.
It then follows from the Cauchy-Schwartz inequality that
|Λφ(f, g)| ≤ ‖φ‖∞
∫
Rd
∫ ∞
0
∫
Rd
|Ptf(x+ y)− Ptf(x)||Ptg(x+ y)− Ptg(x)|ν(dy)dtdx
≤ ‖φ‖∞‖f‖2‖g‖2.
Since f, g ∈ L2(Rd), Theorem 3.1 implies that Λφ(f, g) is absolutely convergent. To see the second
assertion, we use Parseval’s formula (2.1) so that
Λφ(f, g)
=
1
(2pi)d
∫ ∞
0
∫
Rd
∫
Rd
F (Ptf(·+ y)− Ptf(·))(ξ)F (Ptg(·+ y)− Ptg(·))(ξ)φ(t, y)dξν(dy)dt
=
1
(2pi)d
∫ ∞
0
∫
Rd
∫
Rd
(eiξ·y − 1)e−tψ(ξ)f̂(ξ)(eiξ·y − 1)e−tψ(ξ)ĝ(ξ)φ(t, y)dξν(dy)dt
=
1
(2pi)d
∫ ∞
0
∫
Rd
∫
Rd
|eiξ·y − 1|2e−2tRe(ψ(ξ))f̂(ξ)ĝ(ξ)φ(t, y)dξν(dy)dt
where ψ(ξ) is the characteristic exponent of (Xt)t≥0. In the second equality, we have used the fact
that
F (Ptf(·+ y)− Ptf(·))(ξ) = (e
iξ·y − 1)F (Ptf)(ξ) = (e
iξ·y − 1)e−tψ(ξ)f̂(ξ).
Let ν˜(B) = 12 (ν(B) + ν(−B)) and ν(B) =
1
2 (ν(B) − ν(−B)) for any measurable set B in R
d. By
Lemma 4.3, there is a measurable function r(y) such that ν(dy) = r(y)ν˜(dy) with ‖r‖∞,ν˜ ≤ 1. Using
ν = ν˜ + ν, we have
Λφ(f, g) =
1
(2pi)d
∫ ∞
0
∫
Rd
∫
Rd
|eiξ·y − 1|2e−2tRe(ψ(ξ))f̂(ξ)ĝ(ξ)φ(t, y)dξν˜(dy)dt
+
1
(2pi)d
∫ ∞
0
∫
Rd
∫
Rd
|eiξ·y − 1|2e−2tRe(ψ(ξ))f̂(ξ)ĝ(ξ)φ(t, y)dξν(dy)dt.
If we define η(t, y) = φ(t, y)(1 + r(y)), then η is bounded ν˜-a.s; thus, we obtain
Λφ(f, g) =
1
(2pi)d
∫ ∞
0
∫
Rd
∫
Rd
|eiξ·y − 1|2e−2tRe(ψ(ξ))f̂(ξ)ĝ(ξ)η(t, y)dξν˜(dy)dt.
We consider X˜t and P˜t, the symmetrization of Xt and Pt. Since the characteristic exponent of X˜t is
the real part of ψ(ξ), ψ˜(ξ) = Re(ψ(ξ)), and
F (P˜tf(·+ y)− P˜tf(·))(ξ) = (e
iξ·y − 1)F (P˜tf)(ξ) = (e
iξ·y − 1)e−tRe(ψ(ξ))f̂(ξ),
it follows from Parseval’s formula (2.1) that
Λφ(f, g) =
∫
Rd
∫ ∞
0
∫
Rd
(P˜tf(x+ y)− P˜tf(x))(P˜tg(x+ y)− P˜tg(x))η(t, y)ν˜(dy)dtdx
=: Λ˜η(f, g).(4.4)
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To show the boundedness of Λφ(f, g), we use square functions defined in (4.2). It is enough to show the
case p > 2 and 1 < q < 2. Note that ‖η‖∞,ν˜ is finite and ‖η‖∞,ν˜ ≤ 2‖φ‖∞. Applying Cauchy-Schwartz
and Ho¨lder inequalities, we have
|Λ˜η(f, g)| ≤ ‖η‖∞,ν˜
∫
Rd
∫ ∞
0
∫
Rd
|P˜tf(x+ y)− P˜tf(x)||P˜tg(x+ y)− P˜tg(x)|ν˜(dy)dtdx
≤ 2‖η‖∞,ν˜
∫
Rd
∫ ∞
0
∫
A(t,x,g)
|P˜tf(x+ y)− P˜tf(x)||P˜tg(x+ y)− P˜tg(x)|ν˜(dy)dtdx
≤ 2‖η‖∞,ν˜
∫
Rd
G˜(f)(x)G˜∗(g)(x)dx
≤ 2‖η‖∞,ν˜‖G˜(f)‖p‖G˜∗(g)‖q
where A(t, x, g) := {y ∈ Rd : |P˜tg(x)| > |P˜tg(x+ y)|}. It follows from Lemma 4.2 and (4.4) that
Λφ(f, g) ≤ 4CpDq‖φ‖∞‖f‖p‖g‖q.
Therefore, the Riesz representation theorem yields that there is a unique linear operator Sφ satisfying
Λφ(f, g) = 〈Sφ(f), g〉. 
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