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Abstract—We consider higher-order linear-chain conditional random
fields (HO-LC-CRFs) for sequence modelling, and use sum-product
networks (SPNs) for representing higher-order input- and output-
dependent factors. SPNs are a recently introduced class of deep models
for which exact and efficient inference can be performed. By combining
HO-LC-CRFs with SPNs, expressive models over both the output labels
and the hidden variables are instantiated while still enabling efficient
exact inference. Furthermore, the use of higher-order factors allows us
to capture relations of multiple input segments and multiple output labels
as often present in real-world data. These relations can not be modeled
by the commonly used first-order models and higher-order models with
local factors including only a single output label. We demonstrate the
effectiveness of our proposed models for sequence labeling. In ex-
tensive experiments, we outperform other state-of-the-art methods in
optical character recognition and achieve competitive results in phone
classification.
Index Terms—Sum-Product Networks, Higher-Order Conditional Ran-
dom Fields, Structured Prediction, Sequence Labeling
F
1 INTRODUCTION
In sequence labeling, a given input sequence x, e.g. a time
series, is mapped to an output label sequence y. Maximum
entropy Markov models (MEMMs) [1] and Linear-chain condi-
tional random fields (LC-CRFs) [2] are established discrimina-
tive probabilistic models for sequence labeling. For instance,
they have been successfully used for speech recognition [3],
optical character recognition and natural language process-
ing [4]. Due to several advantages, LC-CRFs achieve better
performance compared to their generative counterparts, i.e.
hidden Markov models (HMMs) [3]. While LC-CRFs are
normalized over the whole sequence, thereby counteracting
the label bias problem, MEMMs are normalized locally. Nev-
ertheless, MEMMs are of interest in various applications as
they can be easily extended to arbitrary long histories and
have lower time complexity in training.
First-order LC-CRFs typically consist of transition fac-
tors, modeling the relationship between two consecutive
output labels, and local factors, modeling the relationship
between input observations (usually a sliding window over
input frames) and one output label. But LC-CRFs are not
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limited to these types of factors: Higher-order LC-CRFs (HO-
LC-CRFs) allow for arbitrary input-independent (such fac-
tors depend on the output labels only) [4] and input-
dependent (such factors depend on both the input and
output variables) higher-order factors [5], [6]. That means
both types of factors can include more than two output
labels.1 Higher-order input-dependent factors can model
relations of the input and multiple output labels, which are
often present in real-world data.
It is common practice to represent the higher-order
factors by linear functions which can reduce the model’s
expressiveness [7]. In the case of first-order input-dependent
factors, a widely used approach to overcome this limitation,
is to represent non-linear dependencies by parametrized
models and to learn these models from data. Several ap-
proaches have been suggested to parametrize first-order
factors in LC-CRFs, mainly kernel methods [8] and neural
models [9], [10], [11], [12], [13]. In summary, most work in the
past focused either on (a) higher-order factors represented
by simple linear models, or (b) first-order input-dependent
non-linear factors mapping an input sub-sequence to one
output label. A noteworthy exception is the neural higher-
order LC-CRF (NHO-LC-CRF) [7] which uses multi-layer per-
ceptron networks (MLPs) to model input-dependent higher-
order factors.
Indeed, higher-order CRFs increase the model
complexity as the number of features grows exponentially
with the number of the output variables considered in
higher order factors [14]. Consequently, to avoid overfitting,
the amount of training data has to be sufficiently large for
training. Alternatively, a suitable representation may reduce
the overfitting problem as it has been observed for neural
networks [7].
In this work, we explore a specific type of sum-product
networks (SPNs) [15], [16], [17] and use it for modelling
higher-order input-dependent factors in LC-CRFs. SPNs [15]
enable one to perform efficient and exact training of deep
models with many layers of hidden variables. They
attracted attention as the discriminative SPN outperformed
deep neural networks and other methods on a difficult
image classification task [16]. However, their performance
on other discriminative tasks is largely unexplored. In
contrast to typical deep RBMs [18], the considered SPNs
go beyond pairwise factors and model the relationship
between variables in multiple layers from the top to the
lowest layer. Note that in general, exact inference in such
models is intractable.
Our main contributions are:
(i) We explore an extension of LC-CRFs and MEMMs by
deep input-dependent factors represented by SPNs. The LC-
CRF with SPN factors represents a probabilistic model over
visible and hidden variables. This model allows for efficient
and exact inference (e.g. computation of the marginals of the
hidden variables and the output labels).
(ii) We propose the use of SPNs as higher-order factors
in LC-CRFs, enabling to model rich dependencies between
several observations and several output labels.
1. Clearly, the Markov order of the largest factor (on the output side)
dictates the order of the LC-CRF.
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2(iii) We demonstrate the effectiveness of our models in
extensive sequence labeling experiments, achieving compet-
itive performance for phone classification and handwriting
recognition.
The remainder of this paper is structured as follows: In
Section 2 we review related work. In Section 3 we introduce
a specific type of SPNs for classification and discuss their
usage within LC-CRFs as well as MEMMs for sequence
labeling. In Section 4 we evaluate these models on two
challenging sequence labeling tasks, i.e. handwriting recog-
nition and phone classification. Finally, Section 5 concludes
the paper.
2 OTHER RELATED WORK
Discriminative SPNs have been introduced in [16]. Our
work differs in several points. First, we formulate our model
in a different way which is not based on Darwiche’s network
polynomial [19], [20]. Second, we utilize message passing to
compute the model’s marginal probabilities in contrast to
back-propagation [15], [16]. Last but not least, we aimed at
sequence labeling in contrast to single label classification
task.
In previous work, deep architectures have been used in
LC-CRFs. Some of them use generative and unsupervised
pre-training on the input data to improve the generalization.
One of them is using deep belief networks (DBNs), i.e. RBMs
are trained layer by layer. The resulting DBNs are then
transformed into a multi-layer neural network and plugged
into the LC-CRF [21]. Finally, the whole model, i.e. the LC-
CRF and the deep model, is fine-tuned by back-propagation.
Other approaches, such as conditional neural fields (CNFs)
[10] and multi-layer CRFs [11], propose to jointly optimize
multi-layer neural networks and LC-CRFs directly using
the conditional likelihood criterion based on error back-
propagation.
There is only a small number of models as our pro-
posed model which represent a probability distribution
over the output and the hidden variables and allow for
exact and efficient inference. A well known example is the
Gaussian mixture model (GMM) which has been applied
extensively for many years in conjunction with HMMs
and LC-CRFs [22] because of its scalability. However, it is
known that the performance of GMMs is inferior to neural
networks. Another approach is the hidden-unit conditional
random field (HU-CRF) [12] which extends the LC-CRF by re-
placing the local factors with the discriminative RBM (DRBM)
[9]. Unfortunately, the HU-CRF [12] is limited to a single
hidden layer and the local factors simply map to a single
output label. Although it can be interpreted as a neural
network, it is a probabilistic undirected graphical model
(UGM) supporting exact and efficient inference.
Furthermore, we emphasize the relation of the consid-
ered SPNs to context-specific undirected graphical models with
higher order factors [23], [24].
3 SUM-PRODUCT NETWORKS
We introduce an SPN classifier represented as a conditional
undirected graphical model and show the equivalence be-
tween the UGM and SPN representations. In Section 3.2 and
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Fig. 1. SPN classifier represented as (a) conditional undirected graph-
ical model and as (b) sum-product network. Dashed edges indicate a
maximal clique.
3.3 we integrate this model into MEMMs and LC-CRFs and
name them SPN-MEMM and SPN-CRFs, respectively.
3.1 Sum-Product Network Classifier
3.1.1 Model Definition
The probability distribution of an UGM is defined as the
product over a set of maximal clique factors φk(·) and
the corresponding normalization constant. In this way, we
define our model as
p(y,h|x) =
∏
k φk(y,h, x)
Z(x)
(1)
over the output variable y (class label) and a set of hidden
variables h given a set of input variables x. The set of hidden
variables h = ∪Ll=1h(l) is the union of the hidden variables
h(l) over L hidden layers and Z(x) is the partition function.
The posterior probability distribution of the output variable
y can be computed by marginalizing over the hidden vari-
ables h, i.e.
p(y|x) = Q(y, x)
Z(x)
, (2)
where Q(y, x) =
∑
h
∏
k φk(y,h, x) and Z(x) =
∑
y Q(y, x).
Without further assumptions, computing the partition func-
tion is intractable. Therefore, we restrict our model to a
specific model structure to enable efficient inference.
3.1.2 Model Structure
An instance of our model with two hidden layers is shown
in Figure 1a, represented as an undirected graphical model.
The nodes in the graph represent input variables x, multiple
layers of hidden variables h and one output variable y.
The edges represent direct dependencies between variables.
The restrictions in our model are: First, no edges connect
the hidden variables within the same layer. Second, hidden
variables must not have edges to more than one hidden vari-
able in the layer immediately above (its immediate parent).
Third, hidden variables connect not only to their immediate
parents but also to the parents of their immediate parents
and so on. This way, our model represents higher order factors
going beyond pairwise factors usually used in RBMs. For
instance, in Figure 1a, the set of variables {y, h(1)1 , h(2)1 , x}
forms a maximal clique in the UGM, i.e. a fully connected
3subgraph. The factor for this clique is decomposed and
modeled by a bias factor φ(y), a pairwise factor φ(y, h(1)1 )
and higher order factors φ(y, h(1)1 , h
(2)
1 ) and φ(y, h
(1)
1 , h
(2)
1 , x).
According to our model structure, we can define paths
of variables S rooted in y and leading to x via h(1)i ∈
h(1), . . . , h(L)j ∈ h(L), i.e.
S = (S0 = y, S1 = h(1)i , . . . , SL = h(L)j , SL+1 = x). (3)
According to the model structure, every such path S forms
a maximal clique φ(S).
As exemplified above, we assume that the maximal cliques
φ(S) decompose into factors φ(S0), φ(S0:1), . . . , φ(S0:L+1),
where S0:l denotes the set of variables {S0, S1, . . . , Sl}. The
product in (1) is computed over the following set of factors
{φ(S0:l) | ∀S ∀l = 0, . . . , L+ 1}. (4)
3.1.3 Sum-product Form
The summation over the hidden variables in Q(y, x) can
be reordered. In particular, the assumed factorization of the
maximal cliques allows the computation of Q(y, x) as
Q(y, x) = φ(S0)
∏
S1∈S1(S0)
∑
val(S1)
φ(S0:1) (5)∏
S2∈S2(S0:1)
∑
val(S2)
φ(S0:2) · · ·∏
SL∈SL(S0:L−1)
∑
val(SL)
φ(S0:L)φ(S0:L+1),
where Sp(S0:p−1) denotes the set of hidden variables that
immediately follow in any path S whose first p variables
are S0:p−1 and val(Sp) denotes the set of possible values of
variable Sp ∈ Sp(S0:p−1).
In (5), products and weighted summations are alter-
nated, which avoids an exhaustive summation over the
whole state space. The computation of the function Q(y, x)
and the partition function Z(x) can be represented by a sum-
product network [15] as illustrated in Figure 1b. Weighted
summations are represented as sum nodes, products as
product nodes and the input variables as filled leave nodes.
3.1.4 Model Parametrization
We parametrize our model as a log-linear model which
is optimal with regard to the maximum entropy criterion
under moment constraints [25]. Thus, the probability dis-
tribution of the model posterior is specified by the Gibbs
distribution
p(y,h|x) = exp(
∑
k wkfk(y,h, x))
Z(x)
.
The higher order factors φk(·) = exp(wk fk(·)) have corre-
sponding weights wk and feature functions fk(·). To explain
the precise form of the feature functions we considered,
we introduce the following notation. By So0:L we represent
an encoding of the states of the variables on the path S
ending at layer L in SL = o. For instance, for the model in
Figure 1, the path S = (y, h(1)1 , h(2)1 , x) and assuming that
variable y can take values in {0, 1}, h(1)1 can take values in
{0, 1, 2} etc., So0:L = [0, 0, o] (the hidden variables except
for the ones in the last layer are encoded according to the
blue state values in Figure 1; S0 = y = 0, S1 = h
(1)
1 =
0, S2 = SL = h
(2)
1 = o). Furthermore, let S0:l(y,h) represent
a vector containing the state values of the variables S0:l on
the path S as given by the instantiatons y and h. Then,
the feature functions involving the input variables x are
fSo0:L(y,h, x) = δ(S
o
0:L, S0:L(y,h))fˆSo0:L(x), where δ(·, ·) is
the indicator function and fˆSo0:L(x) is an arbitrary feature
function—in our experiments we used log-linear feature
functions wTSo0:Lx. For the remaining layers l ∈ {0, . . . , L},
the feature functions are fS0:l(y,h) = δ(S0:l, S0:l(y,h)),
where S0:l is defined analogeously to So0:L but restricted to
the part 0 : l of the path.
3.1.5 Model Optimization
The model weights w = (wk) are optimized to maximize
the logarithm of the conditional likelihood over the training
set, i.e.
F (w,D) =
N∑
n=1
log p(yn|xn),
where D = {(y1, x1), . . . , (yN , xN )} is a given labeled train-
ing set drawn i.i.d. from an unknown data distribution.
To optimize the objective by first-order gradient ascent
methods, we need to compute the partial derivatives of
F (w,D) with respect to the weights. These gradients can
either be computed using tools for automatic differentiation
as nowadays commonly provided by deep learning frame-
works [26], or by using the the results of [16].
3.1.6 Time Complexity
The time complexity for marginalization and gradient com-
putation is O(Y If (IH)L) assuming in each layer l equal
cardinality H of the state space of the hidden variables and
I hidden variables per parent, where Y is the number of
class labels and If is the number of feature functions in
the layer L + 1. The time complexity is exponential in the
number of hidden layers L but is polynomial in I and H .
3.2 Sum-Product Networks for Maximum Entropy Mod-
els
In this section, we extend higher order MEMMs by SPN lo-
cal factors (SPN-MEMM). Higher-order MEMMs of orderM
model the conditional probability of one label yt at sequence
index t given theM−1 previous labels gt = yt−M+1:t−1 and
the observed sequence x1:T by
p(yt|gt, x1:T ) = φ(yt, x1:T )φ(gt, yt)
Z(gt, x1:T )
, (6)
where T is the sequence length. The relationship between
the label history gt and yt is modeled by transition factors
φ(gt, yt). Further, the relationship between the input vari-
ables and labels at sequence index t is described by local
factors φ(yt, x1:T ) modeled as SPNs. MEMMs are locally
normalized, i.e. Z(gt, x1:T ) =
∑
yt
φ(yt, x1:T )φ(gt, yt). The
conditional probability of the sequence labels y1:T given the
observed sequence x1:T is
p(y1:T |x1:T ) =
T∏
t=1
p(yt|gt, x1:T ). (7)
4We use distant bigram features fk(gt,m) = δ(gt,m, yt−m) for
all m = 1, . . . ,M − 1 previous labels where k = yt−m to
model the transition factors
φ(gt, yt) = exp
(
M−1∑
m=1
wgt,m,yt
)
. (8)
The most probable sequence yˆ1:T = argmax
y1:T
p(y1:T |x1:T )
for first order MEMMs (M=1) can be computed using the
Viterbi algorithm [1], [27]. In the case of higher order
MEMMs we used beam search, an established approximate
inference technique in natural language processing, to infer
the most probable sequence [28].
3.3 Sum-Product Networks for Linear-Chain Condi-
tional Random Fields
In this section, we extend first order LC-CRFs by SPN (SPN-
LC-CRFs).
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Fig. 2. LC-CRF extended by SPN. Illustration of the forward-backward
algorithm including the computation in the SPN local factors.
3.3.1 Model Definition
First order LC-CRFs model the conditional probability of
sequence labels y1:T given a sequence of observed variables
x1:T directly, i.e.
p(y1:T |x1:T ) =
∏
t φ(yt, x1:T )φ(yt−1, yt)
Z(x1:T )
, (9)
and
Z(x1:T ) =
∑
y1:T
∏
t
φ(yt, x1:T )φ(yt−1, yt) (10)
is the partition function. Computation of the most probable
sequence yˆ1:T can be performed using the Viterbi algo-
rithm [29].
3.3.2 Forward-backward Algorithm on the Chain
We now extend the LC-CRF by replacing these local factors
φ(yt, x1:T ) = αlocalt (yt, x1:T ) = φ(y)α
spn(yt, x1:T ) in Eq. (9)
and (10) by SPNs. The messages αspn(yt, x1:T ) = Q(y, x)
are computed efficiently according to the SPN architecture
using (5). Accordingly, we adapt the forward messages
αtranst (yt) =
∑
yt−1
φ(yt−1, yt)αt−1(yt−1), (11)
αt(yt) = α
local
t (yt, x1:T )α
trans
t (yt) (12)
and backward messages
βtranst (yt) =
∑
yt+1
φ(yt, yt+1)βt+1(yt+1), (13)
βt(yt) = α
local
t (yt, x1:T )β
trans
t (yt), (14)
where αtranst (yt) and β
trans
t (yt) denote the messages
passed along the linear chain without the local message
αlocalt (yt, x1:T ). Further, αt(yt) and βt(yt) denote the mes-
sages passed along the linear chain including the local
message at sequence index t. Figure 2 shows a sum-product
network representation of the forward-backward algorithm
in the linear chain and how it can be extended to deep local
factors, i.e. SPNs. The partial derivatives that need to be
passed to the SPNs are βlocalt (yt) = α
trans
t (yt)β
trans
t (yt).
This allows for joint exact and efficient inference and training
of the LC-CRF and the SPNs in a single framework.
4 EXPERIMENTS
In the previous section, we derive the SPN-MEMMs and
SPN-LC-CRFs only for local factors, i.e. input-dependent
factors mapping to one output label. This can be extended to
higher-order (HO) input-dependent factors which can map
m observation vectors to n consecutive labels. Due to space
reasons we omit a detailed derivation. We added the term
HO to the model name in such cases, e.g. SPN-HO-LC-CRF.
4.1 Data sets
We evaluated the performance of the proposed models on
the following two data sets:
4.1.1 OCR Data Set
The OCR data set [30] represents an optical character recog-
nition task. The data set consists of 6877 handwritten words,
each represented as a sequence of handwritten characters.
These characters are provided as binary images of size 16×8
pixels and the raw pixel values serve as input features.
The task is to assign one out of 26 possible labels, i.e. the
represented character, to each of these images. In total, 55
unique words with an average length of 8 characters are
provided. Performance is measured by the ratio of wrongly
assigned labels to the total number of labels. Furthermore,
10-fold cross-validation is used. The average character error
rate (CER) in [%] over all ten folds is reported.
4.1.2 TIMIT Data Set
The TIMIT data set [31] contains recordings of 5.4 hours of
English speech from 8 major dialect regions of the United
States. The recordings were manually segmented at phone
level. We use this segmentation for phone classification.
Note that phone classification should not be confused with
phone recognition [32] where no segmentation is provided.
We collapsed the original 61 phones into 39 phones. All
5frames of Mel frequency cepstral coefficients (MFCCs), delta
and double-delta coefficients of a phonetic segment are
mapped into one feature vector.
The features are derived similarly as proposed in Halber-
stadt and Glass (1997). First, 12 MFCC + log-energy feature
(13 MFCCs), their derivatives (13 derivatives) and their
second derivatives (13 second derivatives) are calculated for
every 10ms of the utterance with a window size of 25ms. A
phonetic segment, which can be variable length, is split at
a 3:4:3 ratio into 3 parts. The fixed-length feature vector is
composed of: 1) three averages of the 13 MFCCs calculated
from the 3 portions (39 features); 2) the 13 derivatives and
the 13 second derivatives of the beginning of the first and
the end of the third segment part (26 + 26 = 52) features);
and 3) the log duration of the segment (1 feature). Hence,
each phonetic segment is represented by 92 features.
The task is, given an utterance and a corresponding segmen-
tation, to infer the phoneme within every segment. The data
set consists of a training set, a development set (dev) and a
test set (test), containing 140.173, 50.735 and 7.211 phonetic
segments, respectively. Furthermore, the development set is
used for parameter tuning. The performance measure is the
phone error rate (PER) in [%].
4.2 Labeling Experiments
In all experiments and for all data sets, input features
were normalized to zero mean and unit standard deviation.
Optimization of our models was in all cases performed
using stochastic gradient ascent using a batch-size of one
sample. An `2-norm regularizer on the model weights was
used. The development set is used for hyper-parameter
tuning: the learning rate η ∈ {10−2, 10−3, 10−4} and the
regularization parameter ρ ∈ {10−2, 10−3, 10−4} for the `2-
norm regularizer are selected based on the performance on
the development set.
4.2.1 OCR Experiments
TABLE 1
OCR Task: SPN-MEMMs vs. SPN-LC-CRFs for various model
structures (L, I, H). Character error rate in [%].
I = 2 I = 3
L H = 2 H = 3 H = 2 H = 3
1 SPN-MEMM 13.87 13.13 12.26 11.81SPN-LC-CRF 8.35 7.81 7.32 6.94
2 SPN-MEMM 10.66 10.40 9.35 9.37SPN-LC-CRF 6.28 6.53 5.75 5.76
3 MEMM 9.37 8.74 9.31 n.a.SPN-LC-CRF 5.77 6.76 5.87 n.a.
First, we compared first-order SPN-MEMMs and SPN-
LC-CRFs. The experiments ran for 100 epochs. For inference
we used the Viterbi algorithm which is exact and efficient for
first-order models. In Table 1 we explored the performance
of the SPN extension for various structures, i.e. different
number of layers L, different numbers of products I and
different numbers of hidden states H . The performance
increased with increasing model size. For similar model con-
figurations, the SPN-LC-CRFs significantly outperformed
the SPN-MEMMs.
TABLE 2
OCR Task: Mth order SPN-MEMMs for different model sizes (L = 1).
Beam search with a width of 20 has been used. Character error rate in
[%].
I = 2 I = 3
M − 1 H = 2 H = 3 H = 2 H = 3
1 14.32 13.81 12.92 12.39
2 7.73 7.66 7.81 6.98
3 5.64 5.46 5.27 5.17
4 4.49 4.36 4.36 4.17
5 3.39 3.99 3.90 3.80
6 3.78 3.73 3.75 3.57
7 3.73 3.58 3.60 3.36
8 3.69 3.55 3.61 3.37
9 3.68 3.55 3.61 3.34
Second, we considered higher-order SPN-MEMMs to
investigate the influence of longer label history on the
performance and present these results in Table 2 for different
model sizes using one hidden layer. The longer the history,
i.e. the larger the number of previous labels M − 1, and the
larger the model, the better is the achieved performance.
TABLE 3
OCR Task: Summary. Character error rate in [%].
Model CER [%]
LC-CRF (1st order) [12] 14.2
HU-CRF (1st order) [12] 7.73
HU-CRF Large-margin (1st order) [12] 4.05
HO-HU-CRF (2nd order) [12] 1.99
Cascades LC-CRFs [33] 1.46
GMM-LC-CRF (1st order) 9.53
SPN-MEMM (1st order) 9.35
SPN-LC-CRF (1st order) 5.75
SPN-HO-MEMM (higher-order) 3.12
SPN-HO-LC-CRF (2nd order) 1.41
Finally, we introduced second-order SPN-HO-LC-CRFs
and summarized our best results in Table 3 and compared
them. In particular, we compared our models to first-order
LC-CRFs, first-order GMM-LC-CRFs (special case of our
model) and first-order hidden-unit CRFs (HU-CRFs) [12],
optimized using stochastic gradient descent. These models
achieved a labeling error of 14.2%, 9.53% (L = 1, I = 1,
H = 4) and 7.73% (hidden variables I = 250 and states
H = 2), respectively. All presented models are better than
LC-CRFs with linear local factors, i.e. 14.2%. Furthermore,
for SPN-MEMM we explored one to three hidden layers for
M − 1 = 8 previous labels and achieved the best MEMM
performance of 3.12% (L = 3, I = 2, H = 2). Our SPN-LC-
CRFs achieved better performance (5.70%) than the first-
order HU-CRFs and first-order GMM-LC-CRF. Our best
result (1.41%) has been achieved with the second-order
SPN-HO-LC-CRFs (L = 3, I = 2, H = 4) and outperformed
the second-order HU-CRF (1.99%) [12] and the Cascades of
LC-CRFs (1.46%) [33].
4.2.2 TIMIT Experiments
We report the test performance corresponding to the best
performance on the development set during 500 training
epochs. Detailed results for our first-order SPN-MEMMs
6TABLE 4
TIMIT Task: First-order SPN-MEMMs vs. SPN-LC-CRFs for various model structures. Phone error rate in [%].
I = 2 I = 3 I = 4
SPN-MEMM H = 2 H = 3 H = 4 H = 2 H = 3 H = 4 H = 2 H = 3 H = 4
L = 1
dev 23.04 22.30 21.88 22.35 21.68 22.52 22.21 21.44 21.30
test 23.58 22.97 22.70 23.30 22.60 22.25 23.20 22.26 22.40
L = 2
dev 21.58 21.11 21.06 21.01 20.55 20.60 21.29 20.84 20.62
test 22.18 22.13 21.97 22.02 22.15 21.55 22.78 22.22 21.96
SPN-LC-CRF
L = 1
dev 21.92 21.21 21.03 21.20 20.77 20.69 21.21 20.52 20.29
test 22.40 22.00 21.90 21.96 21.52 21.03 21.71 20.92 20.73
L = 2
dev 20.51 20.24 20.23 20.23 19.92 19.88 20.37 20.05 19.89
test 21.08 20.98 20.74 21.14 21.17 20.90 21.75 21.66 20.93
TABLE 5
TIMIT Task: Sum-product network higher-order LC-CRF
(SPN-HO-LC-CRF). Phone error rate in [%].
I = 2 I = 3
H = 2 H = 3 H = 2 H = 3
L = 1
dev 19.6 18.0 18.6 18.1
test 19.7 18.3 19.5 18.8
L = 2
dev 18.1 17.3 18.7 18.1
test 18.7 18.3 19.5 18.5
L = 3
dev 18.0 17.3 19.0 18.0
test 18.5 18.2 20.0 18.5
TABLE 6
TIMIT Task: Higher-order hidden unit CRF (HO-HU-CRF). Phone error
rate in [%].
H = 150 H = 200
m = n = 1
dev 19.6 19.3
test 20.5 20.6
+m = n = 2 dev 17.3 17.3test 17.8 18.0
+m = n = 3 dev 19.7 20.0test 20.5 20.8
and SPN-LC-CRFs on the development set as well as the
core-test set are provided in Table 4. We explored vari-
ous structures of the SPN (L ∈ {1, 2, 3}, I ∈ {2, 3, 4},
H ∈ {2, 3, 4}). SPN-LC-CRFs outperformed SPN-MEMMs.
Larger model sizes improved performance.
In the next set of experiments, we extended our LC-CRFs
to higher-order factors. We used linear unigram, bigram
and trigram features in the input-independent factors. In
addition to local factors that mapm consecutive observation
vectors (m segments) to one label, we used also higher-order
input-dependent factors that map m observation vectors
to n consecutive labels. Higher-order factors represented
as MLP networks have been already used in [7], [34]. In
this work, we represent the input-dependent higher-order
factors by SPNs and for comparison by discriminative RBMs
(higher-order HU-CRFs). To the best of our knowledge, we
use SPNs and RBMs for the first time to model input-
dependent higher-order factors in LC-CRFs. So, we tested
input-dependent factors with m = n = 1, m = n = 2
and m = n = 3 in addition to the input-independent
bigrams and trigrams. In preliminary experiments with
SPN-HO-LC-CRFs and HO-HU-CRFs we found that using
input-dependent factors m = n = 3 leads to over-fitting.
We also observed that over-fitting was reduced by using
sparse input-dependent and input-independent factors, i.e.
we used only bigram factors and trigram factors which
have been observed in the training data at least once. So in
the following experiments, we used only input-dependent
factors m = n = 1 and m = n = 2. Both input-dependent
and input-independent factors used sparse bigram and tri-
gram factors. For this configuration we replaced the sum-
mations by a maximum operator. This might improve the
performance similar as in [16]. We observed that using sum-
mations in SPN-HO-LC-CRF (L=1, I=2, H=2) gave slightly
better performance than the maximum operator on the
development and test set, i.e. we observed a performance
of 19.6% and 19.7% compared to a performance of 19.9%
and 19.9%, respectively. In Table 5, we summarized the
results for SPN-HO-LC-CRFs. We experimented with one to
three hidden layers and different numbers of products I , as
well as different numbers of hidden states H (L ∈ {1, 2, 3},
I ∈ {2, 3}, H ∈ {2, 3}). We achieved our best performance
of 18.2% with the SPN-HO-LC-CRFs (L=3, I=2, H=3).
In Table 6, we present results for HO-HU-CRFs using differ-
ent numbers of hidden units I ∈ {150, 200}, binary states
H = 2 and different orders m = n of the input-dependent
factors. The plus sign in Table 6 indicates that the input-
dependent factors of lower-order are also included. The best
performance of 17.8% for HO-HU-CRFs is slightly better
than that of SPN-HO-LC-CRFs, however, SPN-HO-LC-CRFs
are still competitive.
Finally, we summarize our results in Table 7 and compare
it to other state-of-the-art methods, namely hidden condi-
tional random fields (HCRFs) [36], large-margin GMMs [35],
heterogeneous measurements [37] and CNFs [10]. We also
considered conditional neural fields (CNFs) which combine
LC-CRFs with multi-layer neural networks. Using the soft-
ware of [10] we tested CNFs with 50, 100 and 200 hidden
units as well as one and three input segments. We achieved
the best result with 100 hidden units and one segment as
input (1 seg.). Large-margin GMMs outperformed genera-
tive GMMs and LC-CRFs augmented by GMMs. However,
our best first-order SPN-LC-CRFs using 3 segments as input
7TABLE 7
TIMIT Task: Summary of labeling results. Performance measure:
Phone error rate (PER) in [%].
Model PER [%]
GMMs ML [35] 25.9
HCRFs [36] 21.5
Large-Margin GMM [35] 21.1
Heterogeneous Measurements [37] 21.0
CNF; 1 seg. 20.67
GMM-LC-CRF (1st order); 1 seg. 22.72
GMM-LC-CRF (1st order) diag; 1 seg. 24.21
GMM-LC-CRF (1st order); 3 seg. 22.10
SPN-MEMM (8th order); 1 seg. 22.15
SPN-LC-CRF (1st order); 1 seg. 20.54
SPN-LC-CRF (1st order); 3 seg. 19.95
SPN-HO-LC-CRF (2nd order) 18.2
HO-HU-CRF (2nd order) 17.8
NHO-LC-CRF (2nd order) [7] 17.7
already outperformed the other state-of-the-art methods.
Furthermore, our best SPN-HO-LC-CRFs and HO-HU-CRFs
achieved even better performance of 18.2% and 17.8%,
respectively. These results compare well to the performance
of 17.7% for NHO-LC-CRFs [34] using MLP networks as
higher-order factors (2nd order) up to m = n = 3 input-
dependent factors.
5 DISCUSSION AND FUTURE WORK
We considered sum-product networks (SPNs) enabling both
exact and efficient inference. Furthermore, we extended
linear-chain CRFs and maximum entropy Markov models
(MEMMs) by replacing local factors with SPNs. Finally, we
empirically evaluated our models for sequence labeling.
Results for phone classification and optical character recog-
nition are provided and are competitive in all cases.
In future work, we plan to extend our model to phone
recognition by using segmental LC-CRFs [38]. Furthermore,
we aim at exploiting the possibility to easily calculate the
marginals of the hidden variables in our model for applying
posterior constraints to the hidden variables [39].
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