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Summary
Dynamic macromolecular assemblies, such as ribo-
somes, viruses, and muscle protein complexes, are
often more amenable to visualization by electron mi-
croscopy than by high-resolution X-ray crystallogra-
phy or NMR. When high-resolution structures of com-
ponent structures are available, it is possible to build
an atomic model that gives information about the mo-
lecular interactions at greater detail than the experi-
mental resolution, due to constraints of modeling
placed upon the interpretation. There are now several
competing computational methods to search system-
atically for orientations and positions of components
that match the experimental image density, and con-
tinuing developments will be reviewed. Attention is
now also moving toward the related task of optimiza-
tion, with flexible and/or multifragment models and
sometimes with stereochemically restrained refine-
ment methods. This paper will review the various ap-
proaches and describe advances in the authors’
methods and applications of real-space refinement.
Introduction
In the last 15 years, there have been exponentially
increasing opportunities to combine electron micro-
scopic imaging of large complexes with high-resolution
structure determination of the component parts. The
potential for such investigations was first demonstrated
in the structural biology of viruses and muscle, and
they are now being used to understand protein transla-
tion, protein degradation, and many other cellular pro-
cesses.
Research on adenovirus in the laboratories of Burnett
and Fuller set the stage (Furcinitti et al., 1989; Stewart
et al., 1993a, 1993b). By fitting crystallographic struc-
tures of known components to electron microscopic
(EM) images of the whole virus, then subtracting their
calculated density, it was possible to locate minor com-
ponents. At about the same time, antibody-virus com-
plexes were being visualized by cryo-EM (Prasad et al.,
1990). With superimposed structures for the virus and
antibody (homolog), the binding footprint was mapped
(Wang et al., 1992). Similar studies in the laboratories
of Baker and Rossmann revealed the molecular interac-
tions of the common cold virus (human rhinovirus, HRV)
with neutralizing antibodies and fragments of the virus’
cellular receptor (Olson et al., 1993; Smith et al., 1993a,*Correspondence: chapman@sb.fsu.edu
3 Lab address: http://www.sb.fsu.edu/wchapman1993b). Collaborations between the groups of Ray-
ment, Holmes, and Milligan in fitting crystallographic
structures of actin and myosin domains to images of
muscle protein complexes started to provide details of
the molecular interactions in muscle contraction (Ray-
ment et al., 1993a; Schröder et al., 1993).
It was now clear that the constrained fitting of an
atomic model to low-resolution electron microscopic
images could yield “pseudo-atomic precision” in which
model atoms could, it was proposed, be placed with an
accuracy of 4- to 5-fold better than the nominal experi-
mental resolution (Baker and Johnson, 1996; Ross-
mann, 2000). Thus, 4 Å detail could be interpreted from
a map at 20 Å resolution. Justification was by analogy
to crystallographic structure where w0.5 Å model pre-
cision is attainable with w3 Å data when the modeling
is restrained/constrained to agree with standard stereo-
chemistry determined from more detailed studies of
model compounds. In the modeling of EM images, if
the fitting is constrained to rigid motions of previously
determined component structures, then there is rela-
tively little freedom in the placement of individual
atoms, leading to a precision well beyond the nominal
resolution limit. With this realization came an explosion
of joint EM/crystallographic studies in the mid-1990s
(reviewed in Baker and Johnson, 1996). “Manual” mod-
eling involved the use of interactive graphics to fit (sub-
jectively) the known structures within the envelope (an
isocontour) of the EM electron density. Soon, attempts
were being made to make the fitting more quantitative
and automated, borrowing from crystallographic tech-
nology.
Several challenges became apparent. At low (w20 Å)
resolution, the electron density may not have suffi-
ciently distinctive features for an unambiguous place-
ment of a component. This was illustrated in the differ-
ences between parallel studies of poliovirus bound to
fragments of its cellular receptor (Belnap et al., 2000;
He et al., 2000). There was a need to search all possible
configurations and quantify the fit to determine whether
such ambiguities are resolvable. The last decade has
seen the development of several computational algo-
rithms for this “global search” that will be reviewed
here. The article will also present methods for refining
pseudo-atomic models and their application to several
systems. There are common requirements of the global
search and fine refinement, but distinctions that can
lead to different algorithmic choices. They can be con-
sidered as separate but interdependent steps.
Global Search through Reduced
Vector Representations
The assessment of model fit must be fast enough to
support a search through a huge configurational space.
The electron density maps, one experimental (ρobs) and
one calculated from the model (ρcalc), are represented
on finely spaced 3D grids requiring many-to-many
comparisons for each point in a 6N-dimensional search
for N rigid groups. The search has been accelerated
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gmaps or through Fourier techniques.
SITUS, the popular program of Wriggers and col-
leagues, reduces the representation of maps to a hand-
ful of “codebook vectors” that describe the prominent
features in skeletonized form (Wriggers et al., 1999; n
Wriggers and Birmanns, 2001; Wriggers and Chacon, t
2001; Chacon and Wriggers, 2002). It is then tractable p
to search all possible pairings of experimental and g
model vectors to find the best mean square fit. The ap- m
proach can be extended to the incorporation of plastic t
distortions to represent conformational changes that s
might have occurred as component structures are as- f
sembled, or as they change between functional states. I
A limitation is that the vector quantization applies to d
the entire electron density. If the model represents only b
part of the experimental density, a good match of code- m
book vectors cannot be expected unless the density is s
premasked, possibly leading to a prejudged outcome. t
SITUS remains a popular method for building an initial t
model, because the alternatives also have limitations. j
l
rThe Choice between Real- and Reciprocal-Space
ETarget Functions
eDirect real-space comparisons of electron densities are
generally too inefficient for global searches. The speed
mcan be dramatically improved through Fourier trans-
aformation so that the comparison is computed in recip-
irocal space. By Parseval’s (Rayleigh’s) theorem, there
ushould exist equivalent real- and reciprocal-space for-
emulations. Differences in the practical implementations
tmean that the real- and reciprocal-space methods are
cjust first approximations of each other. The distinctions
thave been glossed over in the literature, resulting in a
opoor understanding of important differences.
mThe best-fit model should, in the least-squares sense
ebe the one with minimal:
s
lRρ,lsq = ∫
x
(ρobs(x) − λρρcalc(x,m))2d3x, (1)
t
(where λ is a scaling function, x is a position vector for
cpoints in the integration volume X, and m is the vector
tof atomic parameters. Minimization of Rρ,lsq is equiva-
olent to maximization of the linear correlation coefficient:
c
vCρ,lin = ∫
x
(ρobs(x)ρcalc(x,m))2d3x (2) e
ewith the advantage that it may be scaling independent.
oEquation 2 assumes that the maps have been prenor-
gmalized so that the denominator of the correlation coef-
wficient is unity. Both Equation 1 and Equation 2 have
aFourier equivalents that are faster to calculate. For ex-
cample, Equation 1 is equivalent to minimizing (with im-
1portant caveats to be discussed later):
o
w
h
f
(3)
where F are the complex (phased) Fourier coefficients
of the transformed experimental and model maps at e
each point, h, in reciprocal space. A summation has
replaced the integral, as it will usually be computed t
nthrough discrete Fourier transformation (DFT). Equation
3 is exactly the target used in “vector” refinement, a iariant of the conventional reciprocal-space crystallo-
raphic least-squares residual:
RF,lsq =∑∞(Fobs(h) − λFFcalc(h,m))2d3h (4)
oting now that it is scalar, not complex, Fourier ampli-
udes that are compared. Equation 3 and Equation 4
rovide a convenient way of using existing crystallo-
raphic software to optimize the fit of models to electron
icroscope reconstructions (Navaza et al., 2002). Equa-
ion 3 is preferred over Equation 4 for electron micro-
copy because it preserves the experimental phase in-
ormation that is more reliable than in crystallography.
n crystallography, Equation 3 is sometimes misleadingly
escribed as real-space refinement, but for reasons to
e discussed, it is at best pseudo-real-space refine-
ent, achieving an effect in reciprocal space that is
imilar to fitting a model to a map in real space. Equa-
ion 3 includes both real and imaginary components of
he Fourier coefficients. It may be transformed for the
oint-explicit fitting of amplitudes and phase angles, al-
owing for weighting according to their respective er-
ors. This approach was used by Hogle and Steven for
M analysis of poliovirus-receptor complexes (Belnap
t al., 2000).
Superficial invocation of Parseval’s theorem led
any to think that these reciprocal-space formulations
re equivalent to real-space fitting. In fact, Equation 3
s only equivalent to Equation 1 if the integration vol-
me in Equation 1 includes the entire sample, or the
ntire (artificial) periodic unit cell implied in discretiza-
ion of the Fourier transform. (Least-squares weighting
an also lead to inequivalences.) Perhaps surprisingly,
he integration volume is critical and can limit the utility
f reciprocal-space approaches. The reciprocal-space
ethods are “global,” fitting the model to the entire
lectron density. When fitting a component to the den-
ity of a larger assembly, it has been found that, at reso-
utions worse than 10 or 15 Å, the optimal value of the
arget function rarely corresponds to the true solution
Roseman, 2000; Wriggers and Chacon, 2001). There
an be several reasons for this: (a) at low resolution,
he optimum of the target function is often at the center
f the experimental density; (b) there may be many (lo-
al) optima in the target function with similar numerical
alues; and (c) background effects, series termination,
tc. may affect the (global) scaling of the model and
xperimental maps so that the true placement is not an
ptimum in the target function (Roseman, 2000; Wrig-
ers and Chacon, 2001). From X-ray crystallography,
e have also learned that refinements of a partial
tomic model against diffraction from the whole mole-
ule are highly susceptible to overfitting (Hodel et al.,
992). No model is fully complete, usually ignoring dis-
rder, motion, and solvent. These unmodeled features
ill be larger components at low resolution (EM) than
igh (X-ray). Overfitting becomes a concern in EM re-
inements that allow for flexible or multifragment mod-
ling.
Several approaches have been proposed to mitigate
he errors of global refinement. One of several compo-
ents can be better refined if the surrounding density
s masked, or if difference density is used after subtract-
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391ing the calculated density of other components. This is
easiest when some components have predefined posi-
tions. Thus, icosahedral viruses can be positioned by
their symmetry and subtracted from the density of
complexes to yield density for receptor or antibody
fragments alone (Rossmann, 2000; Thouvenin and
Hewat, 2000). More generally, difference methods can
be iterated, refining one component after subtracting
the density of approximated neighbors before cycling
to the next component. This approach is embodied in
the program COAN as applied to muscle protein com-
plexes (Volkmann and Hanein, 1999, 2003; Volkmann et
al., 2003). The limitation is that errors in the placement
of masked/subtracted components, or in their scaling
to the experimental density, impacts the refinement
(Thouvenin and Hewat, 2000).
Overlap integral refinement targets can limit the ten-
dency of components to move to the center of an as-
sembly’s density. Most target functions attempt to cap-
ture density variation within the assembly, even if this
is less than the contrast between macromolecule and
solvent (Baker and Johnson, 1996; Wriggers and Cha-
con, 2001). However, in EMFIT, the target function is the
sum of experimental density values at each model atom
position (Rossmann, 2000). This reaches a maximum as
soon as the model fits within an envelope (isocontour)
of the experimental map, and it is not further improved
by moving the model to the center of the density.
Crosscorrelation between the Laplacian-filtered model
and experimental densities can be used for the same
effect (Chacon and Wriggers, 2002). The Laplacian is
the diagonal of the curvature matrix of second deriva-
tives. The optimization takes on features of edge
matching, limiting movement of components to the
center of the assembly. The target remains a global cor-
relation coefficient, so fast calculation is possible in re-
ciprocal space. Use of numerical second derivatives
raises concerns about experimental noise. Simulations
indicate that the method should be robust at resolu-
tions better than 20 Å, but greater experience with the
signal/noise of real maps is needed (Chacon and Wrig-
gers, 2002).
Masking is the approach used in DOCKEM (Rose-
man, 2000). The only density considered is that within
an envelope enclosing the part of the model being re-
fined; hence, the method is referred to as “local correla-
tion.” The envelope is updated automatically, and the
method shares some of the advantages of local search
methods (see below), but local rescaling is required, so
acceleration through Fourier transformation is not pos-
sible.
None of the above-described methods account for
the overlap in density between components that is sub-
stantial at low resolution. Bernie Brooks’ group has de-
veloped a weighting scheme that emphasizes the re-
gions most internal to the EM density and component
models, where the effects of altered conformation and
overlapping density are likely to be least (Wu et al.,
2003). It works best with Laplacian-filtered crosscorre-
lation (which is counterintuitive, because the Laplacian
emphasizes the edges). The weighted target has been
implemented in an extension of CHARMM (Brooks et
al., 1983) that performs global searches efficiently withsimulated data, but results with real images and multi-
component assemblies have not yet been presented.
Overall Strengths and Limitations
of Existing Methods
The first objective in a multiresolution structural study
is a unique and unambiguous approximate placement
of the high-resolution component models within the as-
sembly’s density. Often this will involve an exhaustive
6N-dimensional search, where N is a small number of
components, say three or less. The methods discussed
above as implemented in SITUS (Wriggers et al., 1999),
COAN (Volkmann and Hanein, 1999), EMFIT (Ross-
mann, 2000), or DOCKEM (Roseman, 2000) (to be com-
pared later) are giving good results, although the meth-
ods continue to be developed. Approximations invoked
in making exhaustive searches tractable have some-
times compromised the final model precision, leaving a
need for additional refinement methods.
The methods discussed so far are not suitable for
large complexes with many free-floating domains, or
for higher-resolution EM reconstructions in which flexi-
bility might be modeled through fragmentation into
subdomains. An example would be the 165 rigid frag-
ments refined in dynamics studies of the ribosome
(Gao et al., 2003). Overlap integrals and Laplacians
cannot be expected to yield good results for compo-
nents in the middle of the assembly. Multibody refine-
ments are expected to be nonlinear, in the sense that
the fit of one component depends on the configurations
of its neighbors. The methods described above assume
near linearity of optimization, in the sense that each
component should dominate, at least locally, the exper-
imental image, so that the placement of each compo-
nent can be determined independently of other compo-
nents. In multibody refinement, ill conditioning and
poor convergence are to be expected. Of the methods
discussed, local correlation (with iterative masking)
should fare the best. With components much larger
than the resolution limit, acceptable results should be
obtained. With objects of size commensurate with the
resolution, the effects of truncation error in smearing
the electron density may mean that w½ of the object’s
density lies beyond its envelope, and that, within its
envelope, neighbors combined may account for the
majority of the overall density. A different approach is
required to push the limits of interpretation in these
multiresolution studies.
In addition to reviewing the several refinement meth-
ods available, this paper describes further develop-
ment of the RSRef real-space method (Chapman, 1995;
Chen et al., 2001, 2003; Gao et al., 2003). It gives robust
results over a wide range of upper resolution limits from
70 to 11 Å in electron microscopic applications (and
4–1.2 Å in crystallographic applications). It is not sensi-
tive to neighboring components that may be missing
from the model. Flexibility can be accommodated by
dividing the model into stereochemically restrained
rigid fragments. Finally, it has been possible to refine
estimates of the microscope magnification and se-
lected contrast transfer function parameters through
optimization of the agreement of the model with the
reconstructed EM image.
Structure
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w
TThis section describes a “true” real-space refinement
method and the results of several example applica- w
ltions. The algorithm is not fast enough for a global
search, but the objective was precise refinement, as- n
dsuming that an initial model could be built by interactive
molecular graphics or the automated searches dis-
cussed above. Real-space refinement would support S
finer model fragmentation if the resolution allowed for D
analysis of the conformational changes upon assembly m
or between different functional states that had been m
imaged. r
The forerunner was a crystallographic refinement s
method that was most useful at resolutions lower than m
usually needed, but when phase errors and therefore f
map quality were otherwise excellent (Chapman, 1995; T
Chapman and Rossmann, 1996). It was therefore natu- c
ral to test whether the methodology could be extended l
to even lower EM resolutions. Several test cases have a
been examined with the then-current version of the e
crystallographic program. It is only recently that EM re- f
finement has become an independent goal; so, al- p
though being used by a number of groups, develop- m
ment continues. This section will summarize the latest a
implementation and will discuss EM applications and r
experience from crystallographic use relevant to EM re- X
finements. s
t
oReal-Space Target Function
cAs the size of the fitted fragments diminish and their
(numbers increase, the advantages of Fourier methods
bdecrease. Direct calculation of the density avoids inter-
epolation, because the model density can be calculated
eat the experimental map grid points. The density of the
scurrent model is calculated as the sum of contributing
aatoms. Each is calculated by numerical approximation
mto the Fourier integral of the spherically symmetric
(electronic scattering factor (Doyle and Turner, 1968;
zCowley, 1995).
mρcalc,i(r) = ∫
hmin
hmax
(C(h)g(h)((π/2)/(2πrh)3)1/2 ·
s
aJ3/2(2πrh))dh (5)
p
p(adapted from Chapman, 1995),where r is the distance
tfrom an atomic center, i; C is contrast transfer correc-
ttion (discussed later), which may optionally differ from
munity; g is the electron scattering factor, a function of
ethe reciprocal-space distance, h; and J is a ½-order
pBessel function. The reciprocals of the experimental
bresolution range (hmin = 1/dlow, hmax = 1/dhigh) are used
afor integration limits, rigorously incorporating trunca-
2tion effects. This is in contrast to the more usual use
aof ad hoc Gaussian real-space point spread functions
p(Diamond, 1971; Jones and Liljas, 1984) that are in-
creasingly inaccurate at low resolution (Chapman,
1995). R
AThe contributions from all atoms (Equation 5) are
summed for calculation of a residual (Equation 1). Par- a
ctial derivatives of the residual with respect to each
atomic parameter are calculated analytically for gradi- a
fent descent optimization. The integration volume XEquation 1) includes all observed map grid points
ithin a certain distance (rrefmax) of any refining atom.
he contributions of neighboring atoms are included
hether or not they are refining. Thus, unlike the other
ocal correlation method (Roseman, 2000), there is no
eed to mask around a refining object, as smearing and
ensity overlap are properly accounted for.
everal Implementations
evelopmentally, the initial goal was to test the refine-
ent target function, and there was no need to reinvent
ethods for molecular optimization or stereochemical
estraint that were well developed by others. The real-
pace target function was therefore developed as a
odule for insertion within existing crystallographic re-
inement packages. The first implementation was for
NT (Tronrud et al., 1987) and supported stereochemi-
ally restrained least-squares optimization. The crystal-
ographic real-space refinement (Chapman, 1995; Blanc
nd Chapman, 1997; Chapman and Blanc, 1997) was
xtended for EM with support for electronic scattering
actors and contrast transfer functions with predefined
arameters. This implementation was used in refine-
ents of acto-myosin complexes (Chen et al., 2001)
nd the ribosome (Gao et al., 2003). A crystallographic
eal-space refinement was then implemented within
-Plor (Brünger et al., 1987, 1992) to test the impact of
imulated annealing and torsion angle model parame-
erization (Rice and Brünger, 1994). This version, with-
ut EM-specific modifications, was used in tests of
onvergence and accuracy with simulated EM data
Chen et al., 2003). X-Plor has, in most circles, now
een replaced by CNS (Brünger et al., 1998a). Our lat-
st version consolidated and extended the EM-specific
xtensions within a CNS module, and they now support
imulated-annealing molecular dynamics (Brünger et
l., 1990, 1998b, 1999) in addition to least-squares opti-
izations, and torsion angle model parameterization
Rice and Brünger, 1994) as well as rigid-group optimi-
ation.
An advantage of adapting crystallographic refine-
ent packages for EM refinement is that a full panel of
tereochemical restraints is available. This is important
t low resolution, where the goal may be correction of
oor contacts while remaining consistent with the ex-
erimental image (Chen et al., 2001). A disadvantage of
he current real-space implementation is that calcula-
ions are atom based and unnecessarily inefficient for
any-atom rigid objects. Large assemblies take sev-
ral hours/cycle, although future improvements in com-
utational efficiency are possible. Performance has
een systematically evaluated with simulated EM data
nd the X-Plor implementation (Chen et al., 2003). At
0 Å resolution, the convergence radius is w15 Å. With
signal:noise ratio of 1:4 (worse than expected), the
recision was better than 1 Å at 20 Å resolution.
efinement of Imaging Parameters
recent focus has been a function C(h) (Equation 5)
nd a magnification adjustment that allow for isotropic
orrections for EM imaging effects. C(h) incorporates
n exponential envelope function to approximate the ef-
ects of beam incoherence, inelastic scattering and sam-
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symmetric correction to a relatively simple contrast
transfer function (CTF) (Kenney et al., 1992):
C(h) = ([(1− A)sin{χ′(h)} + Acos{χ′(h)}]/
[(1− A)sin{χo(h)} + Acos{χo(h)}] · exp{(do− d′)h2};
χ(h) = πλh2(δf−CSλ2h2/2) (6)
A is a constant that is z 0.1 for unstained specimens,
λ is the electron wavelength, δf the defocus, and CS the
spherical aberration. χo is a CTF term applied during
processing of the experimental image, while χ# is calcu-
lated from parameters optimized during model fitting.
do is the envelope attenuation parameter used in cor-
recting (sharpening) the experimental map, and d# is
value adjusting during fitting.
Such CTF correction embodies a gross oversimplifi-
cation. A typical reconstruction is assembled from
many images with different CTF parameters. The best
that can be done with real-space refinement is to refine
an incremental adjustment to the “average” param-
eters. The software supports application of a simple in-
verse CTF to the model if working with an uncorrected
image. However, the preferred approach is to correct
the images with the CTF of the experimenter’s choice,
then to use Equation 6 to apply an isotropic adjustment.
Periodically during the model refinement, searches are
made for the χ# and d# parameters that optimize the
agreement between model and image. A significant
change in a CTF parameter might indicate a need to
reprocess the images.
The CTF/magnification optimization has been tested
with two systems: (1) refinement of the 340 kDa heavy
meromyosin structure from 20 Å images from the labo-
ratory of Ken Taylor (Liu et al., 2003); (2) a reconstruc-
tion by Frank and colleagues of the 2.5 MDa 70S E. coli
ribosome complex in its initiation-like form imaged by
single particle methods to 11.5 Å (Gao et al., 2003), dur-
ing refinement of its small (30S) subunit. Errors in mag-
nification as large as ±5% had been anticipated (Ross-
mann, 2000). With the heavy meromyosin optimization,
no change was indicated. However, with the ribosome,
a 3% decrease in magnification led to a 2.5% improve-
ment in the crosscorrelation coefficient (Figure 1). En-
velope corrections in use differ widely according to
microscope specifications and preferences during im-
age processing. With heavy meromyosin, no correction
had been applied to the experimental map, so the in-
verse correction was applied to the model. During opti-
mization, a 7% increase in d led to a w10% improve-
ment in correlation (Figure 1). For the ribosome, an
envelope correction appropriate for the microscope
had been applied to the image. Model-based optimiza-
tion reduced the d value 3-fold, with a 4% improvement
in crosscorrelation. Attempted optimization of defocus
parameters showed the limitations of our approach. No
systematic adjustments were indicated, not surprising
perhaps, because different corrections should be ap-
plied to each constituent image, not the final recon-
struction.Crystallographic Refinements Indicate that Real-
Space Refinement Will Reduce EM Model Overfitting
Challenges in evaluating EM refinement methods in-
clude the lack of: (1) EM images from assemblies of
independently determined structures; (2) a gold-stan-
dard refinement against which new methods can be
compared; (3) crossvalidated objective measures of
model quality. It is sometimes helpful then to extrapo-
late to EM resolutions from better characterized X-ray
refinements.
Mannose binding protein A (MBPA) was selected as
a test system (Chen et al., 1999) due to high-accuracy
phases and maps obtained through anomalous diffrac-
tion studies of a lanthanide-substituted sample (Burling
et al., 1996). The starting point was an independent
2.3 Å structure (Weis et al., 1991). Test refinements were
performed without “manual” adjustments and were
compared to the “correct” 1.8 Å resolution structure
that had been iteratively refined and manually adjusted
(Burling et al., 1996). Evaluation was by root mean
square deviation (rmsd) of coordinates, by the crossval-
idated Rfree (Kleywegt and Brünger, 1996; Brünger,
1997), and by R Rfree − R, a measure of overfitting
(Kleywegt and Brünger, 1996; Brünger, 1997). Real-
space refinement was superior even to maximum likeli-
hood methods, which are not yet available for EM.
Compared to conventional Fourier amplitude least-
squares refinement, real-space refinement was 50%
more precise (by rmsd), about 2% better in Rfree, and
showed no overfitting, compared to R = 4% in Fourier
amplitude refinement. Compared to “Vector” Fourier re-
finements (which are also applicable to EM), real-space
refinement was 25% more precise and 2% less overfit.
These results illustrate how real- and reciprocal-
space (or pseudo-real-space) methods are not strictly
equivalent. Hodel et al. (1992)) showed how overfitting
results largely from model adjustments made in recip-
rocal-space refinement to correct for errors (or omis-
sions) in remote parts of the model. All reciprocal-
space methods are inherently susceptible, because
each Fourier coefficient has contributions coming from
all atoms simultaneously. Providing that the phases are
not biased, real-space refinement avoids such overfit-
ting because the refinement is local, meaning that
atoms are being compared only to the neighboring
density.
Extrapolating from crystallography, refinements are
expected to be increasingly susceptible to overfitting
at lower resolution, and/or as the number of model
parameters increases (Kleywegt and Brünger, 1996;
Brünger, 1997). Overfitting is unlikely to be severe if EM
refinement is limited to the rotations and translations of
a few rigid bodies. However, with more detailed inter-
pretations possible with flexible or many-body refine-
ments, it is important to perform the refinement with a
local real-space method.
Example Real-Space EM Refinements
This section describes some of the recent collaborative
applications of the stereochemically restrained real-
space refinement developed by our group.
70S E. coli Ribosome Dynamics
Two states functionally relevant to protein elongation
were studied: the initiation-like state, and the elonga-
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394Figure 1. Optimization of the Imaging Parameters for Heavy Meromyosin and the 70S Ribosome
The heavy meromyosin is shown with light shading, and the 70S ribosome is shown with dark shading.
(A) Magnification. Relative to that initially assumed, the figure shows that a significant improvement could be made for the 70S ribosome.
(B and C) Envelope function d parameter (attenuation) showing that, in both cases, the fit to the experimental density could be improved.
(D) Defocus parameter. The search for heavy meromyosin failed to indicate any change in average defocus (δf), and, for the ribosome, it was
insignificant (a change of 0.015 m), as the search started close to the maximal correlations.tion factor G (EF-G)/GTP bound state, imaged by Frank l
iand colleagues, respectively, at 11.5 and 12.3 Å resolu-
tion by unstained, single-particle cryo-EM methods f
b(Gao et al., 2003). The published structure was refined
with the TNT implementation of RSRef that supports f
cstereochemically restrained least-squares optimization.
Subsequent application of the CNS implementation will i
ralso be described.
In both refinements, the assembly was broken into c
urigid fragments, starting with each protein and RNA do-
main as a single rigid group and with standard re- u
(straints against overlap. Iteratively, the model was sub-
divided into regions of poor fit or stereochemical w
toverlap, breaking about ¼ of the proteins into their con-
stituent domains and allowing hinges in the single- v
tstranded parts of the RNA. This was a subjective pro-
cess, but conservative in that rigid groups were only r
subdivided in regions in which the numbers of poor
contacts indicated that subdivision would be required m
pto obtain a good fit to the density. Subdivisions were
made only in the loops between protein domains and in R
sregions of nucleic acid that were outside the secondary
structures. By the end, the RNA had been divided into f
s70 rigid groups, which, with the proteins, led to a total
of 165 fragments. For the initiation-like state, the corre- bation coefficient increased from 0.53 to 0.71. Equally
mportant, the number of poor van der Waals contacts
ell from 10,000 to 1,900 (Table 1). For the EF-G-GTP
ound state, the correlation coefficient was increased
rom 0.37 to 0.67 with a reduction in poor van der Waals
ontacts to 1,200. The refinement is robust, with tests
ndicating that it is possible to converge on the cor-
ect model starting from the other state. The largest
hanges are seen in some of the protein subunits (Fig-
re 2), with translations of up to 15 Å and rotations of
p to 19°, though most of the changes are more subtle
3–4 Å). The biological implications of the refinement
ere to localize most of the conformational changes to
he protein components that had been previously
iewed as passive structural elements, and to charac-
erize the ratchet-like motions that help to ensure unidi-
ectionality of peptide elongation (Gao et al., 2003).
More recent efforts have explored further improve-
ent with optimization of imaging and refinement
arameters using the newer CNS implementation of
SRef. For expediency, tests have focused on the 30S
ubunit, refined against the 11.5 Å experimental density
or the entire 70S ribosome initiation-like complex de-
cribed above. Refinements started with the manually
uilt 30S model as a single rigid group during which the
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395Table 1. Example EM Refinements by RSRef
Real-Space Correlation Number of BadFragments:
R Factor Coefficient ContactsNumber/
Imaging/ RSRef Average Size Shift,
Structures Resolution (Å) Implementation (kDa) rmsd (Å) Initial Final Initial Final Initial Final
E. coli Ribosome Ice-embedded TNT 165/13 10 0.29 0.23 0.53 0.71 >10,000 w1,900
(70S) initiation-like single-particle/
state (Gao et al., 11.5
2003)
E. coli Ribosome Ice-embedded TNT 165/13 10 0.32 0.24 0.37 0.67 >10,000 w1,200
(70S) EF-G/GTP single-particle/
complex (Gao et 12.3
al., 2003)
E. coli Ribosome 70S ice- CNS 90/9 6.5 0.39 0.31 0.71 0.77 93 0
30S subunit embedded
single-particle
(see above)/
11.5
Acto-myosin from Fixed, plastic- TNT (+ restraints 37/4 0.46 0.46 0.66 0.67 1,428 428
sectioned muscle embedded, between
(mean statistics negative- fragment
from 11 class- stained, ends)
average images) tomograms/
(Chen et al., 2001) 40–70
Heavy meromyosin 2D arrays on TNT 5/70 6.5 — — 0.69 0.79 450 80
(smHMM) (Liu et lipid
al., 2003) monolayers,
unstained
cryo-
tomography/
20.0
CNS 5/70 5.5 0.37 0.30 0.57 0.77 23 0
Myosin 10 S As above/20 TNT 30/68 6.6 — — 0.63 0.75 390 30
heterohexamers
(Liu et al., 2003)
α-Actinin (Liu et al., As above/20 TNT 10/20 — — 0.6 0.75 — —
2004)crosscorrelation improved from 0.57 to 0.68. A lowering
of the assumed magnification factor by 1% led to an
improvement from 0.68 to 0.70. A 4D grid search
through the CTF parameters led to adjustment of the
defocus and envelope function (d) parameters (Equa-
tion 6) and an improvement in the correlation coefficient
from 0.70 to 0.74, but no changes in spherical aberra-
tion or wavelength were indicated. Fragmenting the
RNA into domains while retaining the proteins as single
rigid groups led to an improvement in correlation coeffi-
cient to 0.77. Although not yet exhaustive, this refine-
ment shows that optimization of imaging parameters
can lead to a significantly improved fit.
Acto-Myosin Structures from Sectioned Muscle
This example provided an opportunity to test the refine-
ment in a very different regime. Force production in
muscle is derived from the interaction of myosin and
actin. Crystallographic structures are available for actin
and myosin subfragments, but not for the complex rele-
vant to force generation.
EM samples were obtained by sectioning plastic-
embedded insect flight muscle, followed by negative
staining. 3D images were obtained by tomography at
40 Å resolution (Chen et al., 2001), but after averaging
within 11 different classes, the resolution was some-
times as low as 70 Å. Refinement was potentially chal-
lenging, not only due to the low resolution, but also thenegative staining. A crude approximation for negative
staining was implemented through “difference scatter-
ing factors,” in which atoms of the model replaced stain
atoms of occupancy chosen to mimic the background.
Error-free simulations indicated that the method was
capable of refining rigidly displaced models, improving
the crosscorrelation from <0.2 to >0.99 with residual er-
rors of <1 Å, even at 50 Å resolution. Of course, the real
images were far from error free.
For each class average with its distinctive cross-
bridge configuration, models were built from five actin
molecules and an S1 myosin fragment homolog, re-
modeled to account for missing pieces (Chen et al.,
2001). Assemblies based on an earlier 40 Å acto-S1
cryo-EM reconstruction (Rayment et al., 1993a) were
rebuilt for the in situ muscle images through reposition-
ing the components with the S1 heavy chain split into
four fragments. Manual fitting within the density enve-
lope led to w1,400 poor van der Waals contacts be-
tween fragments. Least-squares refinement with the
TNT implementation of RSRef (Chapman, 1995) in-
cluded added restraints to limit the separation between
cut fragment ends to 3.4 Å, thereby constraining them
to be hinge points. The fit to the density could not be
improved, but the fragments were rearranged to resolve
70% of the poor contacts without loss of fit (Table 1).
Some residual overlap was expected, because the side
Structure
396Figure 2. Refinement of the E. coli Ribosome in Its Initiation-like State with RSRef Real-Space Refinement
See Gao et al., 2003.
(A–C) Parts of the 11.5 Å resolution electron density near the initial (unrefined) models of protein subunits: (A) S4, (B) S5, (C) S11.
(D–F) The model components after rigid group refinement. (Model covered by density appears dimmer.) The figure was prepared with PyMol
(DeLano, 2002).chains were built by homology modeling, and because t
cflexibility in subunit association is not accounted for in
rigid-fragment refinement. R
sThe implications of this study from a technical per-
spective were: (1) that pseudo-atomic refinement could
obe applied to a broad range of EM imaging techniques
and resolutions; (2) that stereochemical restraints could b
2be very useful in building plausible models that were
consistent with experimental data, even at very low res- t
wolution (70 Å); and (3) that partial models could be re-
fined in the absence of components whose structures l
lwere not then known (tropomyosin, troponin, ubiquitin).
Biologically, the study enabled the visualization of the c
krange of S1 configurations in leading/rear crossbridges
with one or two S1 heads, an important step in pro- d
hgressing from purified complexes to what occurs natu-
rally in muscle (Chen et al., 2001). a
a10S Smooth Muscle Myosin and Heavy Meromyosin
Myosin is the ATP-driven molecular motor that interacts t
swith actin filaments and converts chemical energy into
muscle force and movement. Myosin II isoforms are p
bhexamers with two heavy chains and two pairs each of
the essential light chain (ELC) and the regulatory light c
Wchain (RLC). Phosphorylation of the RLC is required for
activity. Regulation requires the presence of both S1 F
0head domains as in the heavy meromyosin (smHMM)
fragment. The 10S form of myosin is soluble in contrast to the 6S filament-forming form. smHMM undergoes a
onformational change upon dephosphorylation of the
LC that is required for ATP-dependent filament disas-
embly (Liu et al., 2003).
2D arrays of smHMM showed asymmetric placement
f the S1 heads in which actin binding of one S1 was
locked by juxtaposition to the other S1 (Wendt et al.,
001). There was a question as to whether the asymme-
ry was due to crystal packing. Subsequently, 2D arrays
ere obtained on lipid monolayers for dephosphory-
ated smooth muscle myosin and imaged at 20 Å reso-
ution (Liu et al., 2003), on to which the smHMM density
ould be superimposed. Models were built based on
nown atomic structures of the smooth muscle myosin
omain and the ELC (Dominguez et al., 1998), and a
omology model based on a skeletal RLC (Rayment et
l., 1993b). The published refinements of both smHMM
nd smooth muscle myosin used the TNT implementa-
ion of RSRef, with fragments defined as for actomyo-
in (above). (Subsequent optimization of the CTF
arameters with the CNS implementation has already
een described.) For smHMM, the correlation coeffi-
ient improved from 0.69 to 0.79 and the poor van der
aals contacts were reduced from 450 to 80 (Table 1).
or myosin, the correlation coefficient improved from
.63 to 0.75, and poor contacts were reduced from 390
o 30 (Figure 3) (Liu et al., 2003). All poor contacts could
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See Liu et al., 2003.
Each panel shows the electron density at 20 Å resolution superimposed on the (A) initial and (B) refined models. Statistically, the improvement
in crosscorrelation of 0.63–0.75 is moderate, but improvements of the fit throughout the model can be found, some of the largest being
highlighted with arrows. (Model covered by density appears dimmer.) Although the improved fitting brought subunits closer, the stereochemi-
cal restraints helped to avoid overlap, and, in fact, there was a 10-fold reduction in the number of poor van der Waals contacts. The figure
was prepared with PyMol (DeLano, 2002).be removed by subsequent energy minimization that
moved atoms by an rms of 0.2 Å. Both refinements in-
volved rms Cα changes of w6.5 Å.
The similarity of the smHMM and myosin structures
(rmsd = 2.2 Å, excluding S2), especially in the asymmet-
ric positioning of the S1 head, indicates that the asym-
metry is not an artifact of crystal packing. The new
model is more consistent with available mutational data
than prior models (reviewed in Liu et al., 2003) and pro-
vides a plausible model of how interactions between
the S1 heads can mediate regulation of actin binding.
Outlook—Model Parameterization
Our refinements of the ribosome and muscle protein
complexes confirm that it is possible to extract quite
detailed information about conformational rearrange-
ments from relatively low-resolution EM images. The
crystallographically based optimizers are powerful, al-
lowing full model flexibility. The chief concern is to
avoid overfitting. Currently, the onus is on the investiga-
tor to be conservative in dividing the structure into a
modest number of rigid groups.
To allow for flexible fitting with minimal degrees of
freedom, Brooks and colleagues have explored refine-
ments limited to shifts along the principal normal mode
directions, with the rationale that the model should
move only in directions of low-frequency vibrations that
do not greatly increase the (calculated) energy (Tama et
al., 2004a, 2004b). Ad hoc fragment designations are
avoided, but concerted changes throughout the model
are allowed with few degrees of freedom (typically 16–
36), thereby limiting overfitting. In practice, the im-
provement in fit is limited unless the process is iterated.
Shifts along the initial normal modes are modest to
avoid geometrical distortions, then the normal modecalculation is repeated for the next set of shifts. With
simulated data, the quality of fit obtained is similar to
rigid fragment refinement by SITUS (Wriggers et al.,
1999; Wriggers and Birmanns, 2001), but perhaps with
physically more reasonable conformational changes
(Tama et al., 2004a). With experimental data, applied
after rigid fragment fitting, correlation coefficients of 0.9
are attainable at 11–28 Å resolution with shifts of 7–11 Å.
In summary, there are several methods for global
searches of the overall configuration and other meth-
ods for refining the model. The resolution of EM recon-
structions often permits the (conservative) modeling of
conformational changes within domains. There are sev-
eral ways that this can be parameterized: (a) elastic de-
formations (Wriggers and Birmanns, 2001; Tama et al.,
2002); (b) normal mode refinement (Tama et al., 2004a;
2004b); or (c) rigid subfragments linked with stereo-
chemical restraints (Gao et al., 2003, and this paper).
All are achieving good results. It is not yet clear which
approach is most appropriate with different resolutions
or imaging techniques. This may have to await more
objective and independent tests of model quality and
overfitting. Below, we summarize some of the factors
pertinent to the choice of method for a particular appli-
cation.
The Most Popular Search and Refinement Methods
Among the array of programs for modeling of EM re-
constructions there are similarities and important dis-
tinctions relevant to different applications. Acknowl-
edging that it is not possible to be both expert and
disinterested, a much-simplified comparison is pre-
sented, with apologies to any whom, out of ignorance,
we may have done an injustice!
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398Global Search for Initial Configuration
The model generated may suffice, but these methods
are optimized for a large convergence radius rather
than final precision, and they do not include stereo-
chemically restrained refinements.
1. SITUS: Features – (a) reduced vector representa-
tions for fast global searches; (b) variety of cor-
relation-based fitting targets that are Fourier ac-
celerated for fast global searches; (c) support
of elastic distortions to model conformational
Mchange (with or without an atomic model). Limita-
Ttions – (a) Global correlations become less reliable
mbelow 10 or 15 Å resolution, and improvements
tthrough Laplacian filtering may be sensitive to ex-
fperimental noise; (b) final precision might be lim-
ited. References: (Wriggers et al., 1999; Wriggers
and Birmanns, 2001; Wriggers and Chacon, 2001;
Chacon and Wriggers, 2002; Kovacs and Wrig-
gers, 2002; Tama et al., 2002).
2. COAN: Features – (a) fast measures of correlation;
(b) fast global search methods; (c) families or sets
of acceptable solutions from which the errors of
fitting may be estimated; (d) difference mapping to
fit each component in turn; (e) discrepancy map-
ping to highlight conformational changes; (f) bio-
chemically derived distance restraints/constraints
can be incorporated. Limitations – (a) final
precision might be limited; (b) limited number of
rigid groups. References: (Volkmann and Hanein,
1999, 2003; Volkmann et al., 2003).
3. DOCKEM: Features – (a) local crosscorrelation
target; (b) uses only electron density close to the
search probe/refining model; (c) 6D exhaustive
search. Limitations – (a) considers one molecule
at a time – potential overlap is checked post facto;
(B) limited number of rigid groups. References:
(Roseman, 2000).
Final Refinement
EThese methods are optimized for final precision, but
they may have limited convergence radius or be too
Tslow for global searches. An approximate starting
s
model is needed from the search methods described
above or manual modeling. m
a
t1. URO: Features – (a) optimization of correlation co-
sefficient; (b) fast; accelerated through Fourier
gtransformation. Limitations – (a) global refinement
T
in reciprocal space is more susceptible to overfit- d
ting and other problems. References: (Navaza et t
ial., 2002).
R2. NMFF-EM: Features – (a) density fitting along nor-
Imal modes of vibration; (b) allows for large confor-
fmational changes without overfitting; (c) no need
a
for ad hoc definitions of fragments; (d) local cross- c
correlation fitting; (e) calculation of model density B
tfrom Gaussian atoms with ad hoc smearing at low
aresolution; Limitations – (A) stereochemical distor-
ations need to be corrected by energy minimiza-
mtion. References: (Tama et al., 2004a; 2004b).
3. RSRef: Features – (a) direct calculation of model e
image, rigorously accounting for resolution; (b)
wide applicability from w1 to 80 Å resolution, un-stained or stained specimens; (c) local method –
fitting to density near selected components; (d)
full stereochemical restraints; (e) several optimiza-
tion methods, including least-squares and simu-
lated annealing; (f) refinement of EM magnification
and selected contrast transfer parameters. Limita-
tions – (a) slow algorithm that is unsuitable for
global searches. References: (Chapman, 1995;
Chen et al., 2001, 2003; Gao et al., 2003, and this
paper).
ethods Bridging between Search and Refinement
hese methods commonly invoke ad hoc approxi-
ations in an attempt to capture features most essen-
ial to an accurate model with an algorithm fast enough
or a global search.
1. EMFIT: Features – (a) a variety of target functions,
including overlap integrals and number of steric
clashes; (b) difference mapping to highlight indivi-
dual components; (c) refinement of EM magnifica-
tion. Limitations – (a) overlap integrals fit the den-
sity envelope, but not the density variation (Baker
and Johnson, 1996); (b) final refinement in recipro-
cal space can be susceptible to overfitting. Refer-
ences: (Rossmann, 2000; Rossmann et al., 2001).
2. SITUS: – see above.
3. CHARMM extension: Features – (a) weighting em-
phasizing internal parts of components that likely
have least density overlap and conformational
change in assemblies; (b) direct crosscorrelation
or Laplacian-filtered correlation searches; (c) grid-
threading search that efficiently combines a
coarse-grained search over all translational/orien-
tational parameters with a Monte Carlo optimiza-
tion. Limitations – (a) results only from simulated
error-free data, to date. Reference: (Wu et al.,
2003).
xperimental Procedures
his section describes the implementations of the RSRef real-
pace refinement whose results are discussed above.
The TNT, X-Plor, and CNS implementations of RSRef are funda-
entally similar, but they differ in details and in some of the options
vailable. Each program suite calculates the residual of an overall
arget function to be minimized and its partial derivatives with re-
pect to each of the atomic coordinates. The total residual and
radient are weighted sums of components to be jointly refined.
he most important components involve fit to the experimental
ata and agreement with standard stereochemistry, but other
erms, such as consistency with molecular symmetry, can also be
ncluded. In each case, residuals and gradients calculated from
SRef replace conventional (reciprocal-space) experimental terms.
n the TNT implementation, RSRef is provided as a program. Its
ormatted output is read by TNT’s optimizer program (Tronrud et
l., 1987) and combined with stereochemical and other terms cal-
ulated by TNT. In the X-Plor and CNS versions (Brünger, 1992;
rünger et al., 1998a), RSRef is provided as a subroutine that, in
he customized package, can add RSRef terms to the residuals
nd gradients stored in memory. The distribution package includes
source for the added fortran/C subroutines and a patch that
akes minor changes to X-Plor or CNS ready for recompilation.
In practice the user’s choice of implementation is largely gov-
rned by familiarity with the host program suite (TNT, X-Plor, or
CNS). TNT offers rapidly converging least-squares methods that
use second derivatives (Tronrud, 1992), although this option has
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399been little used with EM refinements. The X-Plor and CNS imple-
mentations have usually been used with least-squares Cartesian
coordinate optimizations (just like the TNT version), but simulated
annealing and reduced torsion angle model parameterizations are
also available (Brünger et al., 1990; Rice and Brünger, 1994;
Brünger and Rice, 1997). These options require all-atom refine-
ment, which should be used only with extreme caution until im-
proved methods of EM model validation are available to monitor
overfitting. It is the CNS version that is being most actively de-
veloped.
Modest extensions to the X-ray version of RSRef have been
made to support EM refinement. The TNT and CNS implementa-
tions support electronic scattering factors (Doyle and Turner, 1968;
Cowley, 1995). The TNT implementation supports application of a
CTF to the model density by using predefined parameters (Kenney
et al., 1992). The CNS version fully implements Equation 6, thereby
supporting searches for improved CTF parameters. Several sup-
porting programs are also provided. These are mostly to adapt the
host packages from periodic crystalline structures’ local refinement
(of an isolated structure). Selectcoord and Reexpand surround the
refining part of the model with neighboring atoms and ensure cor-
responding changes to symmetry-equivalent parts of the model (if
applicable). An extension for the TNT version allows distance re-
straints to be applied such that fragments are treated as hinged,
rigid segments, a feature that is available through CNS itself.
RSRef has two parameters that affect the speed and accuracy
of the refinement. The model density is calculated by Fourier trans-
formation of the salient atomic scattering factors, leading to a reso-
lution-dependent truncation ripple that becomes smaller farther
from atom centers. The parameter rcalcmax is a cut-off beyond which
the electron density contribution of any atom is considered to be
zero. The crosscorrelation coefficient between experimental and
model density can be used to choose an optimal value. For the
refinement of the 30S ribosome subunit into the 70S density at
11.5 Å, the optimal value was 12 Å. This is consistent with experi-
ence in crystallographic refinement in which the optimal values are
commensurate with the experimental resolution limit. The parame-
ter rrefmax is a cut-off that restricts the calculation of correlation
coefficients and refinement derivatives to grid points within this
distance of any refining atom. Experience with crystallographic re-
finements (Chapman, 1995) has shown that refinement is degraded
with fewer than 20 grid points contributing to the refinement of
each atom. In practice, with the map grid spacings usually used,
this corresponds to about half the numerical value of the resolution.
A value of 6 Å was used for the refinements against the w12 Å
resolution 70S ribosome maps. Similar determinations with the
smooth muscle myosin reconstruction at 20 Å resolution gave
rcalcmax = 22 Å and rrefmax = 10 Å, indicating that the prior guidelines
for these parameters are holding true for extended resolution
ranges now seen in EM refinement.
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