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Abstract. 
 In this dissertation, we utilize generalized valence bond (GVB) theory and the recoupled 
pair bonding model in order to understand the chemical bonding in a variety of sulfur-containing 
molecules. We use the resulting insights to rationalize experimental and computational results as 
well as to make predictions about the structures, energetics and other properties of molecules. 
Prior work in our group found that a new type of three-electron interaction—the recoupled pair 
bond—provides the basis for bonding in hypervalent species, i.e., species that form more bonds 
than would be predicted from the nominal valence of the central atom. However, this new type of 
bond has implications that reach well beyond hypervalent species. In this work, we explore a 
variety of molecules and show that the ability of elements beyond the first row to form recoupled 
pair bonds explains many observed anomalies. We investigated many species where recoupled 
pair bonds are integral to a complete description of bonding. For instance, we found that the axial 
bonds of FSSF3 (the product of SF2 dimerization) are a recoupled pair bond dyad, and this 
allowed us to explain the lack of an inverse relationship between S!F bond length and strength 
for this molecule, one of several counter-intuitive properties of FSSF3. 
 We also made a significant extension of the recoupled pair bonding model by showing 
that recoupled pair bonds are formed in " systems as well as in # systems. In particular, we 
showed that the ground (3$!) state of SO is bound by a polar covalent # bond and a recoupled 
pair " bond. We explored the implications of this new bonding motif for various sulfur-oxygen 
compounds, including (but not limited to) the HSO and SOH isomers, SO2, and Cl2SO. We 
conclude that GVB theory in conjunction with the recoupled pair bonding model is a valuable 
tool for the examination of bonding in a broad range of molecules, and this theoretical 
framework has allowed us to gain unique insights into their structures and chemical properties.      
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Chapter 1. Introduction 
1.1. The Chemical Bond and Hypervalency 
 The chemical bond is of central importance in chemistry. There are fewer than a hundred 
elements that occur naturally, but the ability of atoms to form chemical bonds allows for the 
incredible diversity of molecules required for life in its present state. The first model for 
chemical bonding, founded on the notion of two atoms sharing an electron pair, was proposed by 
Lewis in 1916.1 This 2-center 2-electron bond (2c-2e), expounded upon and formalized by 
Langmuir in 1919,2 is the basis for the Lewis structures still taught to undergraduates today. In a 
landmark paper from 1927,3 Heitler and London provided the theoretical basis for the concepts 
developed by Lewis and Langmuir, showing that the sharing of electrons via interaction of two 
singly occupied orbitals associated with different atoms lowers the energy of the constituent 
fragments. The degree to which the electron pair is shared evenly or unevenly between the two 
atomic centers determines the polarity of the bond.  
 The above description provides a tidy explanation of bonding in molecular species where 
the number of chemical bonds to any single atom does not exceed its nominal valence, i.e., the 
number of singly occupied orbitals in the ground state of the atom. As an example, the valence 
electron configuration for an oxygen atom in its ground state is 2s22px22py12pz1; therefore, the 
singly occupied 1s orbitals of two hydrogen atoms could form 2c-2e bonds with the two singly 
occupied orbitals on oxygen to form a water molecule. This bonding motif is depicted in Figure 
1.1, where the valence orbitals and their electronic occupations are shown explicitly: the two in-
plane p orbitals (2py and 2pz) are represented by barbells and the third p-orbital (2px) is shown as 
a small circle. The larger circle represents the 2s orbital, and the dots specify the electronic 
occupation of each orbital. Solid lines indicate the formation of bonds between the two hydrogen 
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atoms and the singly occupied orbitals of the oxygen atom. This theoretical treatment of 
molecular formation is appealing in its simplicity; however, there are various molecules where 
the number of bonds to an atom exceeds its nominal value (e.g. CH4 and SF6), and their stability 
is not accounted for in this model. 
Typically only molecules of the latter class (those where the number of bonds to the late 
p-block central atom exceeds its nominal valence) are classified as hypervalent. In 1969, Musher 
defined hypervalent molecules as species where the number of bonds to an atom is greater than 
that found in the first row element in the same column of the periodic table.4 While hypervalent 
species involving the late p-block elements (particularly sulfur) will be the main focus of this 
dissertation, our group has previously argued that most carbon species could very well be 
considered hypervalent because carbon atoms are typically tetravalent in molecules, exceeding 
the two singly occupied orbitals that carbon possesses in its ground state. Therefore, many of the 
ideas presented here may be applicable to carbon chemistry as well.5  
Pauling first postulated a mechanism by which an atom could form more bonds than its 
nominal valence suggests with the idea of orbital hybridization.6 Briefly, one electron in a doubly 
occupied valence orbital could be promoted to an empty valence orbital, thereby allowing an 
atom to expand the number of sites available for bond formation. For carbon chemistry, he 
proposed excitation of one of the 2s electrons into the empty 2p orbital to allow for the formation 
of tetravalent carbon species; for example, CH4 is predicted to form four C!H bonds through 
four equivalent sp3 hybrid orbitals. He extended the same idea to late p-block compounds such as 
PCl5 or SCl4 by invoking excitation to the empty d-orbitals on the central atom. For example, the 
sulfur atom has a ground state valence electron configuration of 3s23px23py13pz1. To explain 
bonding in SF6, hybridization predicts that six sp3d2 hybrid orbitals would form by promoting 
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two electrons (one from the S3s2 orbital and one from the S3px1 orbital) to two empty S3d 
orbitals, allowing sulfur to exceed its nominal valence. The absence of compounds such as OF6 
or NF5 is then a natural consequence of the lack of 2d orbitals. 
 Beginning in the late 1940s and continuing through the 1950s, Rundle and Pimentel 
developed another model based on molecular orbital (MO) theory called the 3-center 4-electron 
(3c-4e) bond to explain hypervalency. This model does not involve the 3d orbitals of the late p-
block atom.7-9 Rather, the MO diagram for three collinear p orbitals is drawn as shown in Figure 
1.2; in the case of a hypervalent sulfur fluoride, the S3p2 orbital could be combined with the two 
F2p1 orbitals. For example, SF6, the structure of which is also shown in Figure 1.2, contains three 
collinear F!S!F units sharing a central sulfur atom. The three atomic orbitals yield three 
molecular orbitals: one bonding, one non-bonding, and one anti-bonding. Since four electrons 
occupy these three orbitals (two from sulfur and one from each fluorine atom), the bonding and 
non-bonding, but not the anti-bonding orbital, are doubly occupied, yielding a bond order of 0.5 
per bond. 
Both of these models were employed throughout the 1970s and 1980s (and are still found 
in many textbooks) when modern quantum calculations were able to clearly elucidate the extent 
of involvement of d-orbitals in hypervalent species. In 1990, Magnusson published a seminal 
paper that definitely established that, even though inclusion of d-orbital basis functions is crucial 
to obtaining accurate results for hypervalent species in quantum chemical calculations, their 
actual participation in bonding is significantly smaller than was predicted by Pauling 
hybridization.10 The promotion energy required is simply too large to significantly populate the d 
orbitals in sulfur. For an octahedral species, an sp3d2 hybrid would be anticipated to have S3d-
orbital contributions of approximately 33%, but in reality, this value is closer to 5%.11 It is 
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necessary to include the d functions of sulfur in an electronic structure basis set to add 
polarization and delocalization effects important upon bond formation; however, they do not act 
as valence 3d orbitals. Subsequent calculations supported the notion that Pauling’s spd 
hybridization model is not correct,12,13 and as a result the 3c-4e bond model has been generally 
accepted as the explanation for hypervalency in the late p-block. 
Despite the wide spread acceptance of the Rundle-Pimentel 3c-4e model, it does have 
shortcomings. In a 1989 paper by Ángyán, he pointed out that the bonds described by the 3c-4e 
model have a formal bond order of 0.5. However, several bonds that are encompassed in the 3c-
4e model have a calculated bond order near unity.14 This paper’s attempt to reconcile this 
disparity falls prey to the same issue as Pauling hybridization because it introduces sulfur d-
orbitals in the MO diagram. Nonetheless, that paper articulates an important discrepancy 
between the predictions based on the 3c-4e model and the results of quantum chemical 
calculations. To the extent that bond strength and bond order are correlated (which is generally 
quite robust)15,16, we find similar inconsistencies in more modern quantum chemical calculations. 
In 2009, our group investigated the sulfur fluoride family of molecules, SFn (n=1, 6). Bonding in 
SF6 would be rationalized as three sets of 3c-4e bonds within the Rundle-Pimentel model. 
However, our group’s calculations showed that the average zero point-corrected bond strength in 
the SF6 molecule is 78.1 kcal/mol, or 90% of that of the purely covalently bound SF2 molecule 
(86.5 kcal/mol).5 Experimental studies mirror this result (86.5 kcal/mol for SF2 and 77.4 
kcal/mol for SF6).17 This is a much stronger bond than would be anticipated based on a bond 
order of 0.5.  
Another issue with the 3c-4e bond formalism is a lack of predictive ability. While bonds 
can typically be identified as being 3c-4e in nature, it is difficult to know a priori in what cases a 
! 5!
3c-4e bond will be favored. Moreover, it is not obvious how to apply this model to excited states 
of molecules. Finally, by dealing only with molecules at their equilibrium structures as is 
required by MO theory, it is difficult to connect to bond formation and dissociation pathways. In 
1980, Kiang and Zare experimentally investigated the bond energy associated with serial 
addition of F atoms to a sulfur atom.17 They found an interesting oscillation in SF bond strength 
for the hypervalent species (SFn, n=3, 6), with bonds resulting in species with an odd number of 
F atoms being particularly weak and those forming species with an even number of F atoms 
being particularly strong. Within the 3c-4e formalism, the origin of the bond strength oscillation 
is unclear. In the next section we introduce the recoupled pair bonding model, which addresses 
these limitations.  
1.2. Recoupled Pair Bonding 
 In a 1994 paper, Cooper and coworkers provided additional evidence against d-orbital 
hybridization in the context of sulfur oxofluorides.12 Instead, they argued for what they term the 
“democracy principle”, which essentially states that any valence electron can participate in 
chemical bond formation if there is appropriate energetic incentive. The question then is: What is 
the appropriate energetic incentive? Broadly speaking, the recoupled pair bonding model is an 
exposition of what constitutes sufficient energetic incentive for an atom to form bonds beyond its 
nominal valence. A recoupled pair bond differs from a covalent bond in that it occurs when a 
singly occupied orbital on a ligand interacts with a lone pair of electrons on a central atom. 
Oftentimes, such interactions are repulsive, but under certain conditions, bond formation can 
occur. In the atomic wave function, the electrons comprising any given lone pair are coupled into 
a singlet. However, when the recoupled pair bond forms, one electron involved in a lone pair in 
the atomic wave function becomes singlet coupled to an electron affiliated with the incoming 
! 6!
ligand instead. This leaves the remaining electron from the lone pair coupled into high spin, the 
orbital character of which is partly determined by the nature of the central atom-ligand bond. The 
first example of this type of bond that our group investigated is that of the a4"! state of the 
diatomic SF molecule, where the singly occupied F2p1 orbital interacts with the S3p2 orbital.5,18 
The generalized valence bond, or GVB, orbital diagram for this state of SF, as well as that 
associated with the atomic fragments, is shown in Figure 1.3. These diagrams were obtained by 
interpreting the GVB wave function for this state, which we will show in Chapter 3. GVB 
theory, which will be described in detail in Chapter 2, allows us to investigate bond formation 
processes because it is inherently multi-reference, and the singly occupied, semi-local nature of 
the GVB orbitals allows us to gain unprecedented insights into chemical bonding. At large 
internuclear distances for SF(a4"!), the two electrons in the S3p2 pair are singlet coupled, and the 
F2p1 electron is coupled into high spin with the triplet pair centered on sulfur, describing an 
S(3P) atom and an F(2P) atom. As the internuclear distance decreases however, the spin coupling 
changes and the F2p-like orbital becomes singlet coupled to an S3p-like orbital (forming a 
chemical bond), leaving the other S3p-like orbital coupled into high spin.19 This state is 
appreciably bound (De = 36.7 kcal/mol), but the bond is much weaker than a typical covalent 
bond, owing to increased electron repulsion between the SF bond pair and the third electron left 
over from bond formation.  
 From the GVB orbital diagram for SF(a4"!), it is clear that formation of a recoupled pair 
bond expands the number of electrons available for bond formation on sulfur from two to four, 
and we have previously used this GVB diagram to understand the low-lying excited states of 
SF2, as well as formation of SF4.5,20 (A similar recoupling of the sulfur 3s2 pair increases the 
number of electrons able to participate in bonding to six.) Of special interest is in this 
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dissertation is what happens when the orbital leftover from the recoupled pair bond is utilized for 
bond formation. We refer to the pair of bonds originating from the same lone pair as a recoupled 
pair bond dyad. This will be covered in more detail in Chapters 3 and 5 in the context of sulfur 
fluorides, but for now we will note that recoupled pair bond dyads can be quite stable. Recoupled 
pair bond dyads bear some similarity to 3c-4e bonds, especially when halogens bond to the 3p2 
pair of sulfur because the bonds are generally quite polar, which reduces the Pauli repulsion 
between the singlet-coupled electron pairs. However, the atom-by-atom approach that we use to 
analyze bonding, as well as making a solid distinction between the nature of a single recoupled 
pair bond and a recoupled pair bond dyad increases the usefulness and predictive power of the 
recoupled pair bonding theoretical framework.19,21 
1.3. Overview 
The following chapters are organized as follows. Chapter 2 provides an overview of the 
computational methodology used in this dissertation. In Chapter 3, we describe the dependence 
of the properties of the recoupled pair bond on ligand electronegativity within the context of 
recoupling the 3p2 pair of sulfur. It is well known that hypervalent species where a late p-block 
element is the central atom are more stable when the ligands are electronegative, and recoupled 
pair bonding provides a natural explanation for this observation. In this chapter we also comment 
on specific hypervalent molecules that arise because of recoupled pair bonding. For example, 
one pathway towards oxidation of dimethyl sulfide (DMS) is thought to be initiated in the 
atmosphere by formation of a DMS!OH adduct;22,23 the surprising stability of this species is 
accounted for nicely by the recoupled pair bonding model.  
In Chapter 4, we use our knowledge of sulfur-containing recoupled pair bonds to analyze 
the bonding in the product of SF2 dimerization, which is a highly unusual molecular process with 
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a number of surprising features. First the resulting molecular structure is FSSF3, not F2SSF2, 
meaning that an F atom is transferred from one sulfur atom to the other during dimerization.24 
Second, the lowest energy pathway discovered to date for dissociation of FSSF3 into two SF2 
molecules does not occur via the longest SF bond in FSSF3.25 Moreover, contrary to 
conventional wisdom, the two longest bonds are actually the two strongest bonds in FSSF3; see 
the comparison of Re(SF) and De(SF) in Figure 1.4.26 We show that this is because these bonds 
participate in a recoupled pair bond dyad, the second bond of which can be remarkably strong. 
Despite this breakdown in the bond length-strength correlation, we find that Badger’s Law (the 
correlation of bond length and force constant)27,28 does hold true, but we find that another 
recoupled pair bond dyad higher in energy on the potential energy surface complicates the 
application of this relationship to chemical reactivity. 
In Chapter 5, we compare recoupled pair bonding to the sulfur 3p2 pair to recoupled pair 
bonding to the sulfur 3s2 pair by examining the linear transition states to inversion for the 1A1 
states of SF2 and H2S. These structures are bound by an S3p2 recoupled pair bond dyad and an 
S3s2 recoupled pair bond dyad, respectively; see Figure 1.5. In Chapter 3, we will establish that 
the H atom is not sufficiently electronegative to recouple the 3p2 pair of sulfur. However, 
hydrogen can recouple the more weakly overlapping S3s2 pair. We show how the recoupled pair 
bonding model can encompass bonding in species that would likely be described by two 
disparate models (sp hybridization for H2S and 3c-4e bonding for SF2) in the absence of the 
recoupled pair bonding model. We also speculate on the properties of hypervalent sulfur 
compounds with both hydrogen and fluorine ligands. Such molecules are unlikely to be global 
minima on their potential energy surfaces,29 but prior work on H4S30,31 as well as ongoing 
calculations in our group support the notion that these species may be kinetically stable.  
! 9!
Chapters 3-5 deal with recoupled pair bonds that occur in the # systems of molecules. 
However, it is also possible for recoupled pair bonds to occur in the $ system of a molecule as 
depicted schematically in Figure 1.6. Therefore, a recoupled pair $ bond might augment the 
strength of a covalent (2c-2e) # bond. An archetypical case in this regard is the ground state of 
SO, the X3"! state. In Chapter 6, we will show that SO(X3"!) is bound by both a polar covalent # 
bond as well as a recoupled pair $ bond. We infer this by carefully examining the properties of 
the ground and first excited states of the HSO and SOH structural isomers and their GVB wave 
functions; the a!! GVB orbitals for the HSO( !X 2A!!) state, where a recoupled pair $ bond is 
present, are shown in Figure 1.7. We find that the recoupled pair $ bond between the S and O 
atoms of SO(X3"!) accounts for the observed discrepancies between these two isomers as well as 
those of the SOO and OSO structural isomers of sulfur dioxide. By extension, we find that the 
presence or absence of a recoupled pair $ bond dyad accounts for the long-recognized disparities 
between the molecular properties of SO2 and O3. In Chapter 7, we describe the bonding in both 
the singlet and triplet states of O3 and SO2 with an emphasis on how the reactivities of these 
molecules are impacted by recoupled pair bonding (which occurs in SO2 but not O3). In 
particular, we will study the trends with respect to the products of hydrogen addition to the 
triatomic molecules, summarized in Figure 1.8. 
In Chapter 8, we explore various chlorinated sulfoxides, where both # and $ recoupled 
pair bonds could be important. We compare two pairs of structural isomers: ClSO/SOCl and 
Cl2SO/ClSOCl. Again, we find that recoupled pair bonding provides straightforward and 
intuitive explanations of their molecular properties. Of particular interest is thionyl chloride 
(Cl2SO), which has an extremely short and strong SO bond. We find that this SO bond contains 
double bond character that can be described by a # SO bond and a recoupled pair $ bond, or it 
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can be interpreted as arising from low lying triplet excited states of Cl2S that possess recoupled 
pair # bonds interacting with the ground 3P state of oxygen. We demonstrate that this latter view 
is consistent with hyperconjugation put forward previously by others to explain the shortness and 
strength observed in these types of bonds.32,33 Finally, we summarize and conclude in Chapter 9. 
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1.5. Figures 
 
Figure 1.1. Three-dimensional (GVB) orbital diagram representing bonding in H2O. The valence 
orbitals of the oxygen atom and their electronic occupations are shown: the 2py and 2pz orbitals 
are represented by the in-plane barbell shapes, the 2px orbital is depicted as the smaller circle and 
has a node in the plane of the paper, and the 2s orbital is drawn as the larger circle. 
 
(a) 
 
(b) 
 
 
Figure 1.2. (a) MO diagram for a 3c-4e bond for a collinear arrangement of F!S!F. Such an 
arrangement occurs in SF6, the structure of which is shown in (b). 
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(a) 
 
(b) 
 
 
Figure 1.3. The GVB diagrams corresponding to (a) the S and F atoms in their ground states and 
(b) at Re for SF(a4"!). Throughout this chapter, yellow shading denotes that those electrons are 
coupled into high spin in the dominant spin-coupling pattern. 
 
  
Figure 1.4. Comparison of bond length (Re) and bond dissociation energy (De) for the four 
distinct SF bonds in FSSF3. This figure is taken from Ref. 26. 
 
 
Figure 1.5. Sulfur-centered bonding orbital in the equilibrium geometry and transition state to 
inversion for H2S(1A1) and SF2(1A1). In the linear structure of H2S, an s2 recoupled pair bond 
dyad is formed, whereas in the corresponding structure of SF2, a p2 recoupled pair bond dyad is 
formed. This figure is taken from Ref. 20. 
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Figure 1.6. Schematic showing a generic recoupled pair bond formation in $ orbitals instead of # 
orbitals. 
 
 
Figure 1.7. GVB orbitals for the HS(X2%) + O(3P) fragments (upper) and HSO( !X 2A!!) at Re 
(lower). Recoupling of the S3p2 pair can be inferred by the transition of the high spin-coupled 
electron from being localized on the oxygen atom to the sulfur atom as bond formation occurs. 
This figure is taken from Ref. 34. 
 
 
Figure 1.8. GVB orbital diagrams for the ground 1A1 states of O3 and SO2 and the trends in 
terms of reactivity for the two species. The recoupled pair $ bond dyad in SO2 deters reactivity to 
the terminal oxygen atoms while promoting reactivity to the central atom relative to O3. 
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Chapter 2. Computational Methodology 
2.1. Methods Used 
 All results presented in this work are derived from high-level electronic structure 
calculations, where the electronic Hamiltonian is solved for a fixed nuclear configuration, i.e., 
the Born Oppenheimer Approximation is invoked. Within electronic structure theory, there are 
two main approaches to understanding chemical bonding: molecular orbital (MO) theory and 
valence bond (VB) theory, both of which we will employ in some capacity in this thesis. In MO 
theory, linear combinations of the atomic orbitals are formed to yield doubly occupied molecular 
orbitals that can delocalize across the entire molecule. In Hartree-Fock (HF) theory, the 
coefficients associated with the atomic orbitals are solved for self-consistently in the average 
field induced by all of the other electrons, allowing polarization and delocalization effects that 
can be important as bond formation occurs to be included in the wave function. These 
calculations can be improved upon including electronic correlation (i.e., going beyond a mean 
field treatment of the electrons). In coupled cluster theory for instance, electronic excitations 
relative to the HF reference function are included via creation and annihilation operators, which 
introduces electron correlation. If single and double electronic excitations are included with 
triple excitations being included perturbatively, this method is known as CCSD(T). This method, 
paired with a reasonable choice of basis set, is well known to give very accurate results near 
equilibrium geometries. In this work, we will use a specific type of coupled cluster calculation, 
where terms that depend explicitly on the interelectronic distance between electrons (r12) are 
included in the calculation, called CCSD(T)-F12. Explicit inclusion of r12 enables the wave 
function to describe the cusp caused by the singularity arising from the Coulomb repulsion 
between the electrons. By including terms in the wave function that depend explicitly on this 
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distance, the cusp can be accurately described with fewer basis functions, and therefore 
convergence with respect to basis set size is accelerated.1 The version of this method for open 
shell molecules is called RCCSD(T)-F12, where the R indicates a spin-restricted calculation. 
 One major disadvantage of coupled cluster methods, or in fact any MO-based method 
that includes only one reference wave function, is their inability to describe bond formation or 
dissociation in general. So-called single reference methods are only appropriate for use around 
the equilibrium geometries of molecules. Because molecular orbitals are doubly occupied, a 2c-
2e bond cannot dissociate correctly into two singly occupied orbitals. In order to describe this 
situation, two reference functions would be required. Aptly named multi-reference methods 
solve this problem in just this way. By including more than one reference configuration in the 
calculation, the molecular wave function can be represented over larger regions of the potential 
energy surface. In this work, the complete active space self-consistent field (CASSCF) and 
multi-reference configuration (MRCI) methods are employed.  
 An alternative to MO-based multi-reference methods for describing bond formation and 
dissociation is derived from valence bond (VB) theory. The VB method arose directly from the 
paper of Heitler and London, which describes the formation of a covalent bond by singlet 
coupling the electrons in singly occupied orbitals on two separate atoms.2 Formation of a 
recoupled pair bond is slightly more complicated. Although the lone pair (at large internuclear 
separations) and bond pair (at the equilibrium geometry) are well described as singlet-coupled 
pairs, the spin coupling pattern changes as a function of nuclear geometry. This process is 
straightforwardly described by the VB wave function, but is not well described by an MO wave 
function.3 As a result, VB theory is a natural choice for the study of recoupled pair bonding. 
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However, VB theory in its traditional formulation does not allow the atomic orbitals to 
optimize as a function of nuclear geometry. As a result, many covalent and ionic structures are 
needed to capture the polarization/delocalization of the orbitals induced by molecular formation. 
The presence of multiple structures can complicate the interpretation of the VB wave function. 
To circumvent this difficulty, we utilize generalized valence bond (GVB) theory, which includes 
features from both MO theory and VB theory. The VB formulation of the wave function in terms 
of singly occupied orbitals and explicit inclusion of the corresponding spin functions is 
employed. However, only one orbital structure is included in the wave function, and the orbitals 
are optimized self-consistently. This procedure generally results in semi-localized orbitals that 
are interpretable as atomic-like orbitals. Furthermore, because the orbitals are allowed to 
polarize, much better accuracy can be achieved with only a single structure, facilitating the 
interpretation of the wave function. One disadvantage of GVB calculations is that inclusion of all 
of the spin functions and optimization of all GVB orbitals can be computationally costly. There 
are fSN =
(2S +1)N!
12N + S +1( )! 12N ! S( )!
 spin functions for a given molecule, where N is the number 
of electrons and S is the spin quantum number. Since fSN  grows factorially with N, only a limited 
number of electrons can be treated in this way. As a result, it is customary to separate the orbitals 
into two types: active and inactive. The inactive orbitals, !, which can correspond to either core 
or valence orbitals, can be imagined as molecular orbitals: in VB terms they can be regarded as 
being split into pairs that are exclusively singlet coupled by the spin function 12 !" # "!( )  with 
the orbitals in the pair overlapping perfectly, while the orbitals associated with different pairs are 
mutually orthogonal. The active orbitals, ", on the other hand, are singly occupied and can 
overlap with all other active orbitals, although they are orthogonal to the inactive orbitals. All 
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spin functions for the active orbitals are included in the calculation. The GVB wave function for 
Nd inactive orbitals and Na active orbitals can be written as follows: 
!GVB = "ˆ #d1#d1 $$$#dNd#dNd%a1%a2 $$$%aNa&' $$$&'(S ,M
Na( )   
where !S ,M
Na  is the sum of the linearly independent spin functions for a given number of active 
electrons, Na, and total spin, S: !S ,M
Na = csk!S ,M ;kNa
k
fSNa
" . The wave function is acted upon by the 
antisymmetrizer ( !ˆ ) to ensure proper behavior with respect to the interchange of electrons. 
There are various spin bases available for GVB calculations; we typically use the Kotani spin 
basis because it is orthonormal." Therefore, the squares of the coefficients are rigorously related 
to their weights (csk2=wk), enabling us to quantify the contribution of each spin-coupling pattern 
to the overall wave function. Specific details regarding choice of spin basis can be found in the 
Computational Methods section of each chapter, with a more in depth discussion in Chapter 8. 
More details on GVB theory are contained within extensive reviews on the subject.5-8 
It is possible to further increase the computational efficiency of the GVB wave function 
by imposing the strong orthogonality (SO) and perfect pairing (PP) approximations. In the PP 
approximation, only the spin function that couples the electrons into singlet pairs is included in 
the wave function. In the SO approximation, only those orbitals that are paired into singlets in 
the PP spin function are allowed to overlap. Typically (but not always, see Chapter 6), these 
approximations only raise the energy of the wave function by a few millihartrees.9 However, we 
will not usually employ them and will compute the full GVB wave function instead; lifting these 
approximations can lead us to novel interpretations of bond formation processes. For instance, 
see Chapter 8 for a case where we can examine formation of a recoupled pair bond as the 
interchange of two different spin functions by going beyond the PP approximation. Furthermore, 
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we find that oftentimes the orbital overlaps that result from lifting the SO approximation are a 
useful tool in the interpretation of the GVB wave function. Overlapping orbitals that are singlet 
coupled are energetically favorable, as they describe a Heitler-London chemical bond. Orbital 
overlaps between the orbitals in different singlet-coupled pairs are energetically unfavorable; 
they lead to repulsive interactions as a result of the Pauli Exclusion Principle.10-12 We can often 
understand the relative strength or weakness of chemical bonds in terms of their impacts on 
orbital overlaps. 
 GVB theory is inherently more accurate than HF theory to the extent that some orbitals 
are classified as active; if all of the orbitals in the GVB calculations were treated as inactive 
orbitals, the HF wave function would result. HF theory incorporates the effects of the other 
electrons in a molecule in an average, or mean field, way. The difference between the exact 
solution to the Schrödinger Equation and the HF energy is known as the correlation energy, 
which arises because the electrons in fact interact with one another directly, and therefore their 
motions are correlated. Static correlation arises when more than one configuration is required to 
describe the wave function (clearly needed to describe bond breaking processes), and dynamic 
correlation is the remainder of the correlation energy, which is due to the instantaneous 
interactions of the individual electrons with one another. The GVB wave function includes much 
of the static correlation included in a CASSCF wave function by virtue of the singly occupied 
nature of the orbitals. However, it does not include dynamic correlation, and therefore the 
resulting energies are not as accurate as post-HF methods such as MRCI or coupled cluster 
methods. The accuracy of GVB calculations typically is intermediate that of HF and CASSCF 
calculations, often being close to the latter.9  
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There is a contentious history between MO-based and VB-based methodology.9 And 
while it is certainly true that one approach may be better suited for a particular application, in 
actuality both approaches are simply two different ways of looking at the same electronic wave 
function. Indeed, both methods can be improved systematically to arrive at the exact solution to 
the Schrödinger Equation (though that calculation is generally not computationally tractable).9 
As a result, there is no reason to rely solely on one class of methods to the exclusion of the other. 
In this dissertation, we will take a hybrid approach. MO theory was perceived to have “won” the 
rivalry between MO theory and VB theory in the 1940s and 1950s, until VB theory enjoyed a 
resurgence beginning in the 1980s into present day. However, since several decades of research 
were devoted primarily to MO-based computational techniques, such techniques are generally 
more computationally mature. The construction of MO theory in terms of orthogonal orbitals 
also tends to make MO methods more facile to implement computationally. We will take 
advantage of these strengths by using high-level MO-based electronic structure methods for 
calculation of geometries and energetics; see the next section for more details. We will then 
compute GVB orbitals for structures of interest to facilitate a qualitative interpretation of their 
bonding.   
2.2. Computational Considerations 
The calculations presented herein have been made possible by recent advances in 
computational power both in terms of the quantitative descriptions of molecular properties and 
our qualitative understanding of bonding. Related to the former, in Chapter 6, we find that the 
ground states of the HSO and SOH isomers are very close in energy; in 2004, Wilson and 
Dunning demonstrated that a high level of theory (CCSD(T)) and a large basis set (at least cc-
pV(T+d)Z or cc-pVQZ) are required to attain the correct (zero point-corrected) energetic 
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ordering of these species.13 In reference to the latter, relaxation of the SO and PP approximations 
has allowed us to achieve new insight into chemical bonding processes. For example, we will 
show throughout this dissertation that the presence of orbital overlaps representing Pauli 
repulsion between unpaired orbitals facilitates our understanding of the forces that affect 
chemical bonds. Additionally, relaxation of the PP approximation is sometimes required to 
adequately describe bond formation and dissociation processes. Full GVB calculations have 
historically been computationally costly, but advances in both the implementation of the method 
and computer power have made them more or less routine for small to modest-sized molecules. 
Because we use very sophisticated computational techniques, we will focus on accurately 
characterizing modest-sized systems with the goal of generalizing what we learn to larger 
systems. 
Most calculations reported in this dissertation were carried out with the Molpro suite of 
quantum chemical programs,14 with the exception of the density functional theory (DFT) 
calculations, which were carried out with Gaussian 03.15 DFT calculations are formulated in 
terms of the electron density as opposed to atomic or molecular orbitals. Results of DFT 
calculations are generally not as accurate as CCSD(T) or MRCI calculations, but they are 
significantly more computationally efficient with much better scaling with increasing the number 
of electrons. So, we will utilize DFT calculations with the Becke hybrid functional16 and the Lee-
Yand-Parr correlation function,17 denoted B3LYP,18 sparingly (e.g., to optimize the geometry of 
a larger molecule).  
We use the CASVB program by Cooper and coworkers implemented in Molpro to solve 
the GVB equations and obtain the full GVB wave function.4,6 This method is also called the 
spin-coupled valence bond (SCVB) wave function by Cooper et al.5 Our strategy to compute 
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GVB orbitals is often to first localize the HF orbitals for a molecule using the Pipek-Mezey 
criteria19 (with or without maximizing the overlap with the atomic orbital basis, depending on the 
specifics of the system). From these orbitals, we select the active orbitals and perform the full 
GVB calculation using the localized HF orbitals as a starting guess while freezing all inactive 
orbitals if necessary. For both GVB and MO-based calculations, we will use the augmented 
correlation consistent basis sets with tight d-functions on the second row late p-block elements, 
aug-cc-pV(N+d)Z.20-22 Most of the time, the triple zeta (N=3) basis set will be used; however, for 
larger molecules we will sometimes use the aug-cc-pV(D+d)Z set. We can still attain reasonably 
accurate results because we use the explicitly correlated (F12) coupled cluster program;23-26 a 
CCSD(T)-F12/aug-cc-pV(D+d)Z calculation typically has accuracy on par with standard 
CCSD(T)/aug-cc-pV(T+d)Z calculations.1 In Molpro’s explicitly correlated coupled cluster 
program, the resulting equations are solved approximately, and various choices are available. We 
use the “a” approximation, which is recommended for use with smaller basis sets. For the 
CASSCF and MRCI calculations in Molpro,27-30 we will use a full valence active space when 
possible. For the MRCI calculations, we will employ the Davidson correction for quadruple 
excitations (MRCI+Q).31 Finally, each chapter contains its own computational methods section, 
which will detail any computational considerations specific to the calculations therein.  
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Chapter 3. Effects of Ligand Electronegativity on Recoupled Pair Bonds with Application 
to Sulfurane Precursors 
3.1. Introduction 
A comprehensive understanding of bonding in hypervalent species has been an active 
area of research for the better part of a century. As valence theory was being developed in the 
early 20th century,1 molecules such as PCl5 were recognized as outliers, but the term 
“hypervalent” was first defined by Musher in 1969 as a molecule possessing more bonds than the 
corresponding first row element does.2 This definition encompasses an assortment of molecules 
with varying chemical properties, from highly reactive molecules such as ClF3 and SCl4, to the 
unusually stable SF6. At its core, the study of bonding in these species is generally aimed at 
answering the following question: how and why do some molecules form more bonds than 
anticipated based on the nominal valence, or number of unpaired electrons, of their constituent 
atoms? An even broader array of molecules than those traditionally classified as hypervalent 
exhibit this behavior. For instance, we3 and others4 have shown that the sulfur atom (which has 
two unpaired electrons in the ground state) is involved in three chemical bonds in the ground 
state HSO molecule. These bonds consist of one covalent ! SH bond, one polar covalent ! sigma 
SO bond, and one recoupled pair " SO bond.3 We have also previously argued that tri- and 
tetravalent carbon species (i.e., most carbon-containing molecules as well as reactive radicals 
such as CH3) should be considered under this umbrella since the carbon atom formally has a 
nominal value of two.5 With such an extensive variety of molecules meeting this criterion, a 
detailed understanding of the factors influencing the formation of molecules where the central 
atom is able form more bonds than the nominal valence suggests is important. 
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In the present work, we focus on bonding in sulfur-containing hypervalent species. 
Specifically, we are interested in sulfuranes and their precursors. Sulfuranes are sawhorse-shaped 
compounds with four ligands—two in equatorial positions and two in axial positions—
surrounding a sulfur atom. The first hypervalent sulfur compound synthesized was a 
sulfurane#sulfur tetrachloride (SCl4).6 SCl4 is not particularly stable—decomposing to yield SCl2 
and Cl2 at temperatures above -22°C;7 this decomposition is slightly exothermic.8 By contrast, 
the fluorinated analog, SF4, while also lacking robust chemical stability, is strongly bound 
relative to SF2 + F2,9 and further reaction with fluorine yields the tremendously stable SF6 
molecule. Sulfuranes with non-halogen ligands have been synthesized as well, though they tend 
to be less strongly bound than SF4. For instance, several organosulfuranes are prone to 
decomposition, as they are sometimes moisture-sensitive and reactive with glass.10 Other 
tetravalent sulfur species have been identified as intermediates in chemical reactions, in both 
organic chemistry and biology.11-15 For instance, Nakamura and coworkers recently reported an 
organosulfurane as an intermediate structure in the oxidation of a cysteine residue, mediated by a 
nearby histidine residue in a thioredoxin peroxidase.15 Furthermore, a sulfur-substituted 
sulfurane has recently been synthesized,10 and sulfuranes with all carbon-based ligands, such as a 
sulfur atom coordinated with two biphenyl ligands, have been characterized.16   
The axial bonds in hypervalent molecules are generally identified in the literature as 3-
center 4-electron (3c-4e) bonds,17-19 while the equatorial bonds are described as typical 2-center 
2-electron (2c-2e) covalent bonds. For the sulfur fluorides, this model would prescribe aligning 
the three p orbitals of F#S#F collinearly to yield an MO diagram that would include one 
bonding, one nonbonding, and one anti-bonding orbital. Combining an S3p2 orbital with two 
F2p1 orbitals would result in the former two orbitals being doubly occupied. As Ángyán noted in 
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1989, the bond order predicted by this framework is 0.5. Yet, bond order calculations suggested 
greater bond orders (sometimes even approaching unity) for sulfuranes.20 At the time, Ángyán 
rationalized the larger than expected bond orders by introducing the a sulfur atomic d-orbital into 
the 3c-4e model; however, since then, it has become increasingly clear that that the sulfur d-
orbitals provide only polarization and delocalization effects and do not act as valence orbitals in 
hypervalent systems.21-23 Various metrics of bond order based on electron density are generally 
correlated with bond dissociation energy,24,25 and contemporary calculations support the notion 
that the axial bonds of sulfuranes can be quite strong. Previous work on the SFn (n=1-6) family 
of molecules in our group showed that addition of two more F atoms to ground state SF2 to yield 
SF4 results in an average zero-point corrected bond energy of 75.4 kcal/mol for the axial 
bonds#87% of the average bond energy (86.5 kcal/mol) of the covalent SF bonds in SF2(1A1).5 
Experimental results mirror this trend, with an average D0 = 86.5 kcal/mol for SF2 compared to 
73.6 kcal/mol for the axial bonds of SF4.26 This is a puzzling result in light of the bond order of 
0.5 anticipated by the 3c-4e model. To further complicate matters, there is incredible diversity in 
the strengths and reactivities of the axial bonds of sulfuranes. For example, dissociation of the 
organosulfurane reported by Nakamura and coworkers to a sulfenic acid and an imidazole lowers 
the energy by 37.1 kcal/mol, indicating much weaker axial bond strengths than in SF4.15 Other 
non-halogenated sulfuranes would also not be anticipated to have very strong axial bonds given 
their aforementioned propensity towards decomposition.  
Generalized valence bond theory and the resulting recoupled pair bonding model that we 
have recently applied to bonding in the SFn and other series5,8,27-29 provides a theoretical 
framework to understand the diverse chemistry of sulfuranes. From the examples listed above, it 
is clear that the stability of sulfuranes is positively correlated with the electronegativity of the 
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ligands. As we will show in this work, this observed relationship is a natural consequence of the 
recoupled pair bonding model, without prescribing any specific bond order to these interactions. 
The remainder of the paper is organized as follows. We will consider computational 
methodology in Section 3.2. In Section 3.3, we will first review the connection between 
recoupled pair bonding and hypervalency. We then describe the correlation of recoupled pair 
bond strength with ligand electronegativity for a wide variety of ligands. We also investigate 
substituent (X) effects for X2SF molecules, and we consider two experimentally relevant 
examples of recoupled pair bonded species. In Section 3.4, we conclude.  
3.2. Computational Methods 
The generalized valence bond (GVB) wave function possesses several features that have 
enabled us to gain a detailed understanding of recoupled pair bonding. In particular, each orbital 
contains only one electron; moreover, the spatial component of the orbitals and the spin 
couplings between them are optimized as a function of nuclear geometry. GVB theory has been 
thoroughly reviewed elsewhere;30-33 in general, the GVB wave function is comprised of the 
product of N spatial functions (where N is the number of electrons) multiplied by all possible 
linearly independent spin functions; this product is acted upon by an antisymmetrizer ( !ˆ ) to 
insure proper behavior with respect to interchange of electrons. All of the spatial functions, i.e. 
the orbitals, along with the spin coupling coefficients, are optimized for a given geometry. The 
coefficients are related to the weight of each spin-coupling pattern in the GVB wave function.  
Optimization of the full GVB wave function quickly becomes computationally 
impractical as N increases, so the orbitals are typically partitioned into two types: active orbitals 
and inactive orbitals. Inactive orbitals are treated essentially as molecular orbitals: within each 
pair, they have unit overlap, are orthogonal to all other orbitals, and are described as a singlet-
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coupled pair with the spin function, !". Active orbitals, by contrast, can overlap with other active 
orbitals (but not the inactive orbitals), and all associated spin coupling patterns are included. This 
results in the following GVB wave function for Nd inactive orbitals and Na active orbitals,  
!GVB = "ˆ #d1#d1 $$$#dNd#dNd%a1%a2 $$$%aNa&' $$$&'(S ,M
Na( ) , 
where {#di} are the inactive orbitals, {$ai} are the active orbitals, and !S ,M
Na = csk!S ,M ;kNa
k
fSNa
" , that is, 
the sum of all linear independent spin functions, of which there are 
fSN =
(2S +1)N!
12N + S +1( )! 12N ! S( )!
 for a given value of N and S (spin quantum number). The 
coefficients {csk} describe the importance of a given spin-coupling pattern to the overall wave 
function. Herein we use the Kotani spin basis,34 so the square of the coefficient is equal to its 
weight (csk2=wk). We will see in Section 3.3 that the spin-coupling pattern expressed in terms of 
atomic-like orbitals can change as a function of geometry; however, for the geometries examined 
in this work, we generally find that one spin function will clearly be dominant in the calculation.  
All calculations were performed with the Molpro suite of quantum chemical programs35 
with augmented correlation consistent basis sets with tight d-functions on the P, S, and Cl atoms: 
aug-cc-pV(N+d)Z, where the triple zeta (N=T) set was used for most calculations with the 
exception of the X2SF geometry optimizations (see below).36-38 The potential energy scans as a 
function of S#L, where L is the ligand, were performed with the multi-reference configuration 
interaction method39,40 with the Davidson correction for quadruple excitations41 (MRCI+Q) 
using a full valence active space in the CASSCF calculation.42,43 All other degrees of freedom 
were fixed at their values from the optimized geometry for the SL molecule, which was derived 
from an explicitly correlated coupled cluster calculation [RCCSD(T)-F12, with the “a” 
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approximation].44-47 These calculations include terms that depend explicitly on the interelectronic 
distance to better describe the electron cusp; as a result, accuracy is typically increased by 
approximately one zeta with the F12 methodology relative to standard methods.48 This feature 
enables to us to treat larger molecules efficiently and accurately: for our investigation of 
substituent effects, the geometries of the X2SF molecules were optimized with the aug-cc-
pV(D+d)Z basis set, and the energetics were computed with the aug-cc-pV(T+d)Z basis set. All 
X2SF species were optimized in CS symmetry.  
We also used RCCSD(T)-F12 calculations to compute the electronegativity of the 
ligands. Because many of the ligands that we investigate here are polyatomic, there is no 
predefined scale of electronegativity for them. As a result, we apply the Mulliken definition—the 
arithmetic mean of the first ionization potential (IP) and the electron affinity (EA)—to the ligand 
subject to the slight modification described below. All of the ligands included in this work are 
monovalent, and it is the electron withdrawing properties of the singly occupied orbital of the 
ligand, rather than those of the ligand as a whole, that is expected to influence the strength of the 
recoupled pair bond. As a result, when determining the ionization potential, we computed the 
energy gap between the neutral species and the lowest lying singlet state of the cation. We did 
not optimize the geometry of the ligand as a function of charge. We then applied the following 
linear transformation, !M = 0.168 "(IP + EA #1.23) , where the IP and EA are in units of electron 
volts, to obtain values similar in magnitude to those of the Pauling scale.49 As another proxy for 
electronegativity, we computed charges for some of the species from a Mulliken population 
analysis of the Hartree-Fock wave function.   
We treat a large variety of ligands in this work, and we endeavor to place them all on 
equal theoretical footing. However, a few cases required slight modifications to yield reasonable 
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results. For the F2SF molecule, the global minimum corresponds to a T-shaped molecule that 
contains a recoupled pair bond dyad and a single covalent bond.5 In order to describe a single 
recoupled pair SF bond with two covalent SF bonds, we constrained the F#S#F angle associated 
with the covalent bonds to be fixed at its value in ground 1A1 state of SF2. For the potential 
energy scan of SOH(4A!), a second electronic state was included in the CASSCF calculation in 
order to achieve a smooth curve at larger values of R(S#OH). The NH2 ligand calculations were 
complicated by the presence of a low lying excited state of NH2 that bonded with the sulfur atom 
in both the 2A" and 4A! states. To force the sulfur atom to bond with the ground state of NH2, the 
geometry of the NH2 fragment, as well as the angle of the NH2 moiety relative to the sulfur atom 
were fixed at their values in the 2A! state of SNH2, which does interact with the ground state of 
NH2. More information on SNH2 can be found in the Supporting Information (Appendix A).  
3.3. Results 
3.3.1. The Recoupled Pair Bond and Connection to Hypervalency 
A recoupled pair bond is formed when an electron in a singly occupied orbital interacts 
with a singlet-coupled pair of electrons on another atom. Often such three electron interactions 
are repulsive. But under some conditions, a bound state results, such as the a4$# state of SF.5 The 
GVB orbital diagram of the dominant spin coupling pattern and selected GVB orbitals for this 
state are shown in Figure 3.1a and 3.1b at R(SF) = Re + 1.0 Å and R(SF) = Re, respectively. At 
R(SF) = Re + 1.0 Å, the dominant contribution to the wave function (99.9%) describes an S(3P) 
atom and an F(2P) atom. The dotted line separating the two S3p orbitals, ($1, $2), in Figure 3.1a 
indicates that they are singlet coupled in the dominant spin-coupling pattern and constitute what, 
in molecular orbital theory, would be the S3p2 lone pair. However, at R(SF) = Re, the two S3p 
orbitals are no longer singlet coupled into a lone pair; rather, one electron from this pair has 
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polarized towards and delocalized onto the F atom to form a Heitler-London bond pair50 with the 
fluorine-centered orbital (97.8% of the wave function). The electron in the remaining S3p-like 
orbital is now coupled into a quartet with the electrons in the singly occupied S3p" orbitals as 
depicted in Figure 3.1b. As bond formation occurs, $1 and $3 essentially exchange and $2 
polarizes towards and delocalizes onto the more electronegative fluorine atom. 
In the S atom, the two orbitals describing the S3p lone pair have a high overlap and are 
singlet coupled. However, in the bound SF(4$#) state, these two orbitals, now ($2, $3), are no 
longer singlet-coupled, and therefore their overlap is energetically unfavorable due to Pauli 
repulsion.51-54 In prior work, where non-singlet paired orbitals were constrained to be orthogonal, 
this electron repulsion was manifest in anti-bonding character of the unpaired orbital,5 but if we 
lift that constraint, the anti-bonding character disappears and the magnitude of the repulsion is 
related to the orbital overlaps (here, S13 and S23, see Table 3.1). These large repulsive overlaps, 
particularly S23, result in a bond that is much weaker than the covalent analog: 
De[SF(a4$#)] = 36.7 kcal/mol versus De[SF(X2%)] = 84.6 kcal/mol. Moreover, the recoupled pair 
S#F bond is longer than the analogous covalent bond: Re[SF(a4$#)] = 1.877 Å versus 
Re[SF(X2%)] = 1.599 Å.  
We can demonstrate that these repulsive overlaps are the origin of the weak bond energy 
by adding a second electronegative ligand (another F atom) to $3 from Figure 3.1b to reduce 
these overlaps (S23 in particular). See the associated GVB diagram in Figure 3.2 for the resulting 
SF2(3$#) state. As $3 is polarized away from the original bond pair, $2 and $3 become much more 
spatially separated; Table 3.1 compares the orbital overlaps for both SF(4$#) and SF2(3$#). 
Marked reduction in the energetically unfavorable overlaps is obvious, and the new repulsive 
overlap between the two F2p-like orbitals, S34, is quite small (0.06). (The 3$# geometry was 
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selected to facilitate a straightforward comparison of the orbital overlaps; it is a mere 0.4 
kcal/mol higher in energy than the 3B1 minimum, which has a bond angle of 163.0°.) Consistent 
with the reduction in repulsive overlaps, the bond energy for this addition is stronger than even a 
typical covalent SF bond, De = 107.5 kcal/mol. The combination of a recoupled pair bond plus a 
polar covalent bond formed with the electron left over from the formation of the recoupled pair 
bond is referred to as a recoupled pair bond dyad. A more detailed description of the formation 
of recoupled pair bonds and recoupled pair bond dyads will be submitted shortly.55,56 
As we have previously shown,5,57 SF4 can be constructed by adding two F atoms to the 
singly occupied orbitals of the 3B1 state of SF2 (i.e., to the S3p" orbitals in the GVB diagram in 
Figure 3.2). The recoupled pair bond dyad comprises the axial bonds of SF4, while the equatorial 
bonds in SF4 are 2c-2e covalent bonds. In this view, it is clear that the axial bonds are a pair of 
2c-2e bonds that have a somewhat higher overlap between the bond pairs than would occur 
between two typical covalent bonds. Furthermore, the central feature that allows the sulfur atom 
to form more than two bonds, and therefore a key component of bonding in sulfuranes, is the 
recoupling of the electrons in the 3p2 lone pair of sulfur. This occurs even in the diatomic 
SF(4$#) molecule, making this type of interaction the basis for hypervalency. In the next section, 
we consider the properties of similar quartet states with a variety of ligands in addition to the 
fluorine atom. 
3.3.2. Properties of the Recoupled Pair Bond 
The recoupling of a pair of electrons that were singlet coupled in the atomic wave 
function, induced by formation of one or two central atom-ligand bond pairs that utilize these 
electrons, allows hypervalent molecules to form a greater number of bonds than their nominal 
valence predicts. In this view, the fundamental building block of a hypervalent molecule is the 
 32 
recoupled pair bond. Given that the weakness of the SF(4$#) recoupled pair bond is a 
consequence of the large repulsive overlaps in the ! space, ligand electronegativity is expected to 
be an important determining factor in the strength of these types of recoupled pair bonds as this 
will reduce the overlap between the non-paired orbitals. In Figure 3.1b, the electronegativity of 
the F atom facilitated polarization of $2 away from $3, as well as the 3s2 orbital of the sulfur 
atom. Our group has previously shown that as the halide ligand moves down the periodic table 
(and therefore ligand electronegativity decreases), the recoupled pair bond strength decreases.58 
The same trend is observed as the ligand moves to the left within the first row, which also 
decreases ligand electronegativity. Figure 3.3 shows potential energy scans for the quartet states 
of S#L, where L=F, OH, NH2, and CH3. The SF(4$#) curve is the most strongly bound, with 
SOH(4A!) being weakly bound. The quartet states of SNH2 and SCH3 are purely repulsive, with 
the SCH3 curve being notably more repulsive than the SNH2 curve. The SNH2 curve has a bit of 
a flatter area at longer values of R(S#NH2) distances; this is potentially a consequence of 
stabilizing effects of a certain amount of recoupling in the ! orbitals even though the curve is 
repulsive overall. Again, we can understand this trend in terms of recoupled pair bonding 
because ligand electronegativity is a vital aspect to reducing the energy of the 3-electron 
interaction in the ! system. 
To get a more comprehensive view of recoupled pair bonds, we have performed 
geometry optimizations of the quartet state for various monovalent ligands bonding with sulfur. 
Table 3.2 reports the S#L bond energies [RCCSD(T)-F12/AV(T+d)Z] of these quartet states. For 
the bound quartet species, the recoupled pair bonds were between 17% and 44% longer than the 
analogous doublet (covalent) species, with an average increase in length of 26%. We used this 
value to estimate the degree of repulsion in the unbound quartet species (such as NH2 and CH3) 
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by performing a geometry optimization constraining the bond length to be 126% of the covalent 
bond length. These values are reported as negative numbers in Table 3.2, and should be regarded 
as approximate. 
The SL molecules listed in Table 3.2 possess widely varying bond strengths. Consistent 
with its greatest electronegativity, fluorine forms the strongest recoupled pair bond with a bond 
energy of 36.7 kcal/mol. Ligands yielding the next strongest bonds are the other halides: the Cl 
atom followed by the Br atom. More weakly (but still appreciably) bound are the alkyne ligands, 
CCH and CN, with S#L bond strengths of 14.5 and 14.1 kcal/mol, respectively. The most 
weakly bound ligands were OH, SCH3, SH, and OCH3, respectively. The NH2, CH3, H, and 
CHCH2 ligands were unbound on the quartet surface, and so the degree of repulsion is estimated 
as described above.  
One difficulty in correlating the electronegativity of these ligands with the strength of the 
recoupled pair bond is that there is no standard scale for the electronegativity of molecules. So to 
quantify the electronegativity of the ligands, we have taken two approaches. First, we calculated 
the Mulliken charge on the sulfur atom from the HF wave function of the bound covalent 
(doublet) state. Because there is a well-defined optimum geometry for the doublet state for all of 
the ligands, this yields a consistent metric of the electron-withdrawing properties of the ligand 
with respect to the sulfur atom. The charge on the sulfur atom in the covalently bound state 
versus the recoupled pair bond energy is plotted in Figure 3.4. While the agreement is not 
quantitative, there is a clear correlation between these two quantities. This provides an 
interesting connection between the properties of the doublet and the quartet states and also 
supports the notion that ligand electronegativity strengthens recoupled pair bonds.  
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We also calculated the electronegativity of the ligands by using a slightly modified 
Mulliken definition of electronegativity, which is related to the arithmetic mean of the ionization 
potential and the electron affinity, as described in Section 3.2. The calculated electronegativities, 
as well as the corresponding value from the Pauling scale for the atomic ligands, are listed in 
Table 3.3. There are some differences between the two scales, which reflect the imperfect 
correlation between the unmodified Mulliken and Pauling scales, and also our focus on the 
properties of the singly occupied orbital and not the ligand as a whole. However, the qualitative 
ordering of the ligands in terms of electronegativity is preserved. The agreement between the 
calculated electronegativity and recoupled pair bond strength is shown in Figure 3.5, and the 
agreement is comparable to that of Figure 3.4. Taken together, it seems clear that ligand 
electronegativity is an important factor in determining recoupled pair bond strength, but not the 
only one. For instance, the various ligands and the sulfur atom have different interactions in the " 
system, and the size of the ligands varies significantly. Figure 3.5 also shows dotted lines 
corresponding to one standard deviation from the best-fit line. Some of the departures from 
linearity in this plot appear to be systematic in nature, with the more polarizable ligands often 
being more strongly bound than would be expected based on ligand electronegativity and vice 
versa. The SCH3 ligand in particular is the most polarizable ligand (see Table A.1 in the 
Supporting Information for the calculated polarizabilities) and is also the most strongly bound 
relative to what the ligand electronegativity predicts. Conversely, the two least polarizable 
ligands (H and F) are the most weakly bound relative to what would be anticipated based on the 
ligand electronegativity and lie outside of one standard deviation. It seems that recoupled pair 
bonds are sufficiently weak and long that what are generally regarded as intermolecular forces 
may play a greater relative role in determining their bond energy. 
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It is worth noting that the observed dependence on electronegativity is particular to 
recoupled pair bonds. For the covalently bound species, there is effectively no correlation 
between ligand electronegativity and bond strength; see the analogous comparison on the doublet 
surface in Figure 3.6. This result underscores that, even though the correlation is not perfect in 
Figure 3.5, it is not coincidental or due to an inherent property of the ligand. Figure A.3 in the 
Supporting Information shows the potential energy scans analogous to those in Figure 3.3 for the 
doublet states, where the dependence on the identity of the ligands is dramatically reduced.  
3.3.3. Applications 
3.3.3.1. Substituent Effects  
While many of the quartet states examined in the previous section are physically stable, 
they will not be chemically stable. As a result, examination of the impact of substituent effects, 
or covalent bond formation involving the S3px and S3py orbitals in Figure 3.1b, on recoupled 
pair bonds is warranted. In this subsection, we consider the X2SF molecules, where X=H, CH3, 
NH2, OH, and F. Table 3.4 shows the bond energies for the S#F recoupled pair bond in these 
species. [There are two minima for (HO)2SF, one where the hydrogen atoms are pointed at the F 
atom (cis) and one where they are pointed away from the F atom (trans).] Overall, there is a 
small increase in bond strength with increasing the electronegativity of substituent. Again, 
reduction of electronic repulsion is undoubtedly the driving force; here the repulsive interactions 
are among the electrons of the two S#X bonds and the S#F bond. In the previous section, we 
calculated that H and CH3 have similar electronegativities; however, the longer S#C bond length 
relative to that of S#H can also reduce repulsion with the recoupled pair bond. As a result, the 
H2S#F bond is by far the weakest of the X2SF molecules. 
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The recoupled pair bond is appreciably weaker in H2SF than in SF(4$#), owing to the loss 
of favorable exchange interactions with the electrons in the singly occupied " orbitals. For S#F, 
at large internuclear separation on the quartet surface, the singly occupied ! orbital of the F atom 
is coupled into high spin with the triplet pair on sulfur. At Re the ! orbital coupled into & spin is 
centered on the S atom, and the bond energy is augmented by the favorable exchange energy 
among these three orbitals. (These spin coupling patterns are depicted in Figure 3.1.) Adding 
covalently bound hydrogen atoms to the sulfur-centered singly occupied " orbitals negates this 
effect, significantly weakening the bond. However, for the remaining ligands, the increased 
length and polarity of the S#X bonds reduces electron repulsion sufficiently that the bond 
energies of the remainder of the X2SF species are comparable to or even greater than those of the 
SF(4$#) state. Additionally, the presence of hydrogen atoms bearing partial positive charges near 
the partially negatively charged F atom for X=CH3, NH2, and OH is expected to stabilize the 
recoupled pair bond. 
To discern whether the observed substituent effects are peculiar to recoupled pair bonds, 
we compare the S#F bond strengths of the X2SF molecules to those of the covalently bound 
X2PF species. This comparison is not straightforward for three primary reasons. (1) The 
covalently bound P#F bond is much stronger than the recoupled pair bonded S#F bond. (2) The 
effect of adding any substituent to PF(3$#) is less deleterious to the bond energy relative to 
SF(4$#) because of the differences in exchange energy. In PF(3$#), the incoming singly occupied 
orbital is coupled into low spin relative to the quartet-coupled 3p orbitals of phosphorus. So as 
bond length decreases, there is no favorable contribution from the exchange energy in the 
phosphorus analogs like there is in SF(4$#). (3) The difference in electronegativity between the 
central atom (P or S) and the incoming F atom results in bonds of differing polarity. Therefore, 
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we control for these effects by first subtracting the bond energies of the X2PF and X2SF species 
from their corresponding diatomic bond energy to account for one of the bonds being covalent 
and the other being a recoupled pair bond as well as the difference in the polarity of the P#F and 
S#F bonds. Then we set the bond energy of H2SF and H2PF equal to one another and apply that 
constant shift to the X2PF bond energies to account for the different effects of exchange. The 
result of this analysis is shown in Figure 3.7. (The untransformed PF bond strengths are given in 
Table A.2 in the Supporting Information.) When these differences are accounted for, the 
substituent effects are nearly equivalent for every species (with X=H being equivalent by 
construction), except for the (HO)2YF (Y=P, S) structures, particularly the cis species (which we 
will consider in the next paragraph). But beyond this special case, effects present in both X2YF 
species, such as the additional electron repulsion resulting from adding an F atom to the X2Y 
molecule and interactions of the partially positively charged hydrogen atom of X with the 
partially negatively charged incoming F atom, seem to dictate the role of substituent effects. 
As mentioned above, the anomaly in this regard is (HO)2SF, particularly for the cis 
orientation of the hydrogen atoms. (HO)2SF (cis) is much more strongly bound than would be 
anticipated based on the (HO)2PF (cis) analog; however, (HO)2SF (trans) is reasonably similar to 
(HO)2PF (trans). (HO)2SF (cis) and (HO)2SF (trans), along with their Mulliken charges derived 
from the HF wave function are shown in Figure 3.8a as are the phosphorus analogs in Figure 
3.8b. In the (HO)2SF (cis) molecule, the polar OH bonds are in a near-perfect (FSOH 
dihedral=1.1°) alignment with the polar SF bond at the equilibrium geometry, and the H—F 
distance is quite short, 1.879 Å. The long (2.010 Å) recoupled pair bond reduces repulsion 
between the F atom and the OH bond pairs. These dipolar interactions are expected to be quite 
energetically favorable. Furthermore, the associated bonds are significantly more polar in the 
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(HO)2SF (cis) molecule than in the (HO)2SF (trans) molecule; the interaction of the dipole 
moments likely stabilizes charge separation. In principle, (HO)2PF (cis) could adopt this 
configuration as well; however, the PF bond is a 2c-2e covalent interaction, and therefore is 
much shorter (here, Re=1.606 Å). Apparently, the loss in energy that would accompany 
lengthening of the PF bond to the degree required to reduce electronic repulsion between the F 
atom and the OH bond pairs is greater than the energy gained from these dipolar interactions. 
The sulfur analog is more strongly bound than would be expected based on (HO)2PF (cis); 
however, the SF bond is weaker than the PF bond by 84.4 kcal/mol.  
The two trans species are much more similar in geometry, with the phosphorus species 
seemingly having greater flexibility with respect to positioning of the H atoms. This is likely due 
to reduced electronic repulsion between the OH groups and the 2-electron P#F bond versus the 
3-electron S#F bond. The net result is that the (HO)2SF (trans) is somewhat less strongly bound 
than would be expected based on the phosphorus analog as shown in Figure 3.7. Interestingly, 
the (HO)2SF (trans) species, despite possessing a weaker SF bond than the cis confomer, has a 
significantly shorter SF bond (1.717 Å). This is an unusually short bond for a single recoupled 
pair bond; for example SF(4$#) has a bond length of 1.877 Å. This feature is a result of the 
polarity of the S#OH bonds. The singly occupied orbital leftover from the recoupled pair bond 
can more effectively avoid the SF bond pair by overlapping with the S#OH bonds, and, because 
they are polarized towards the O atom, there is less energetic penalty for doing so. The GVB 
orbital overlaps as a function of R(S#F) for this leftover orbital with the sulfur-centered orbital of 
the S#F bond (S13) and one of the S#OH bonds (S34) are plotted in Figure 3.9a along with the 
favorable SF bonding overlaps (S12). The bonding overlap increases linearly with decreasing 
R(SF). At larger R(SF), the repulsive overlaps are similar to that of SF(4$#), where the unpaired 
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electron mainly overlaps with the SF bond pair (S13); compare to S23 of Table 3.1. However, as 
R(SF) decreases, the unpaired electron moves away from the S#F bond pair (S13 decreases) and 
overlaps more strongly with the S#OH bond pairs (S34 increases).  
In the trans conformer, the tradeoff between overlapping with the S#F bond or the S#OH 
bond pairs as a function of R(SF) results in a more flexible SF bond, and therefore a lower force 
constant (Ke) than would be anticipated based on the bond length alone. The cis conformer is 
similarly flexible at smaller values of R(SF), and increasingly flexible at larger R(SF) as the 
dipolar interactions stabilize the bond stretch. Figure 3.9b shows the SF bond energy (HO)2SF 
(cis), (HO)2SF (cis), and SF(4$#) as a function of R(SF). As R(SF)'2.2 Å, the cis curve begins to 
turns over to yield a structure where the H atoms are shared between the F and O atoms that is 
not of interest in this work. To avoid this feature, we calculated Ke by fitting the three data points 
around Re(SF) to a Morse oscillator, where Re and De were fixed at their calculated values. The 
comparison of Re, De and Ke is shown in Table 3.5. Generally, Re is inversely correlated to both 
De and Ke, where are in turn positively correlated with one another, and these relationships are 
widely used in chemical analyses.59 However, for these molecules, these quantities are not 
correlated in any way. These deviations from the “expected” correlations are nonetheless 
accounted for in the preceding paragraphs by recognizing the character of recoupled pair bonds.  
3.3.3.2. Practical Examples 
Having examined the effects of both the ligand and the substituent, we can now consider 
molecules with more practical applications. In a previous work, our group showed that the 
reaction of dimethyl sulfide (DMS) with diatomic fluorine, which is an unusual example of a 
barrierless reaction between two closed shell chemical species,60-62 is mediated by formation of a 
recoupled pair bond between the 3p2-like orbital of DMS and one of the fluorine atoms.63 The 
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presence of the recoupled pair bond lowers the energy along the reaction coordinate, eliminating 
the barrier to reaction altogether. Similarly, we can understand the stability of single addition 
product to DMS and related molecules if the incoming ligand is sufficiently electronegative. For 
instance, a possible reaction channel for DMS and the OH radical in the atmosphere involves the 
DMS#OH adduct.64,65 It was unclear for some time whether this species was a transition state or 
an intermediate, but modern quantum chemical calculations have shown this species is in fact 
bound, i.e., it is an intermediate in this reaction. We can understand the stability of this species in 
terms of recoupled pair bonding with the S3p2-like orbital of DMS.  
We compare the GVB orbitals for both DMS#F and DMS#OH in Figure 3.10, where the 
impact of ligand electronegativity is clear. In Figure 3.10a, the GVB orbitals and their overlaps 
for DMS#F closely resemble those of SF(4$#), consistent with their similar bond energies (34.7 
kcal/mol and 36.7 kcal/mol, respectively); compare to Figure 3.1b and Table 3.1. The SF bond is 
quite polar, with the F atom bearing a -0.69 partial charge. The exchange of the sulfur-centered 
orbital and the incoming fluorine orbital is complete, and the spin-coupling pattern depicted in 
Figure 3.9a accounts for 96.5% of the wave function. By contrast, DMS#OH is more weakly 
bound (De = 10.3 kcal/mol); however, similarly to the fluorinated analog, this bond strength is 
slightly reduced relative to the SOH(4A!) state (De = 12.8 kcal/mol). Because the OH ligand is 
less electronegative, the OH group only bears a partial charge of -0.31. As a result, there is more 
electronic repulsion associated with the recoupled pair bond, and the recoupling process (the 
exchange between the sulfur-centered and oxygen-centered orbital into the singlet coupled pair) 
is not as complete. This is particularly apparent when the high spin coupled orbital is examined; 
there is obvious anti-bonding character present and density on both the sulfur and oxygen atoms. 
Moreover, the spin coupling pattern describing the SO bond pair (!"!) only accounts for 84.2% 
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of the wave function, with the remainder of the wave function triplet coupling $1 and $2. We 
have found other instances of interactions that are attractive because of recoupled pair bonding 
but the recoupling of the pair is incomplete. Future work will focus in more detail on this 
“frustrated” recoupled pair bonding; see Takeshita, Woon, and Dunning, in preparation. 
However, either of these molecules can undergo further bond formation to result in a sulfurane 
by addition of a sufficiently electronegative ligand to the & spin coupled orbital in either species. 
3.4. Discussion 
In this work, we have demonstrated the connection between hypervalency and recoupled 
pair bonding and investigated the properties of recoupled pair bonds involving the 3p2 pair of the 
sulfur atom. Specifically, we have shown that ligand electronegativity strongly stabilizes this 
class of bonds. Underscoring that this type of bond is the basis for hypervalency, this result 
matches the general trend observed with experimentally synthesized sulfuranes, where sulfur 
fluorides are strongly bound but oxygen- and sulfur-substituted organosulfuranes are generally 
much more prone to decomposition. It is of course not a surprising result that ligand 
electronegativity correlates with the stability of molecules traditionally classified as hypervalent. 
However, we have quantified this trend, which allows us to make predictions about what types of 
ligands might be feasible for future synthesis of novel sulfuranes. For instance, alkynes would 
likely be good choices whereas unconjugated alkenes are probably not ideal ligands.  
To connect more directly to species that might be experimentally observable, we also 
considered substituent (X) effects on recoupled pair bonding in X2SF molecules. We find that, in 
large part, the effects of the S#X bonds are nearly identical to those observed for the covalently 
bound X2PF species, except for where X = OH. For (HO)2SF, we find two minima associated 
with the orientation of the H atoms: one cis and one trans to the F atom. Intriguingly, when 
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comparing the SF bond in (HO)2SF (cis), (HO)2SF (trans), and SF(4$#), the usual direct 
correlations among inverse bond length, bond strength, and frequency did not hold. In this 
particular system, the breakdown of these relationships may not have any practical consequence 
of merit. However, given that we have recently reported on another case where some of these 
relationships are disrupted by recoupled pair bonding in the case of FSSF3,66 it seems that the 
presence of recoupled pair bonding might mean that particular care must be taken when applying 
these relationships. Moreover, a detailed understanding of recoupled pair bonding might allow us 
to understand—and even predict—when these relationships are likely to break down. 
Finally, we showed that the (CH3)2S–OH species, which is an intermediate in the reaction 
between dimethyl sulfide and the hydroxyl radical, is bound by approximately 10 kcal/mol, 
because there is a recoupled pair bond between the S atom and OH. When this species was first 
examined, its stability was surprising, but we find that the binding energy of this species is as 
expected based current study on recoupled pair bonds. As such, we argue that the recoupled pair 
bonding framework is useful not only to understand bonding in stable hypervalent species, but to 
anticipate the properties of transient species, such as reaction intermediates. 
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3.6. Tables 
 SF(4$#) SF2(3$#) 
S12 0.79 0.83 
S13 0.17 0.06 
S23 0.61 0.23 
 
Table 3.1. GVB orbital overlaps for SF(4$#) and SF2(3$#) at Re. S12 is an energetically favorable 
overlap; S13 and S23 correlate with Pauli repulsion between the electrons in the bond pair and 
electron in the left over orbital. 
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L De(kcal/mol) 
F 36.7 
Cl 22.5 
Br 18.7 
CCH 14.5 
CN 14.1 
OH 12.8 
SCH3 9.8 
SH 8.6 
OCH3 4.2 
NH2 #4.8 
H #13.2 
CH3 #18.3 
CHCH2 #21.5 
 
Table 3.2. Bond dissociation energies (kcal/mol) for the S#L bond with various ligands on the 
quartet surface for SL, where L is the ligand. See the main text for a description of the negative 
bond energies. Calculation: RCCSD(T)-F12/AV(T+d)Z. 
 
L E.N. (this work) E.N. (Pauling) 
F 3.77 3.98 
Cl 2.85 3.16 
Br 2.61 2.96 
CCH 2.68  
CN 2.78  
OH 2.72  
SCH3 1.89  
SH 2.18  
OCH3 2.13  
NH2 2.03  
H 2.22 2.20 
CH3 1.43  
CHCH2 1.45  
 
Table 3.3. Calculated electronegativities of the ligands with the methodology described in 
Section 3.2, with comparison to the Pauling scale when the ligand is an atom. 
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X De(kcal/mol) 
None 36.7 
H 21.8 
CH3 34.7 
NH2 39.1 
OH (cis) 51.2 
OH (trans) 38.6 
F 41.9 
 
Table 3.4. Bond dissociation energies (kcal/mol) for the S#F bond in X2SF, where X is the 
substituent. Calculation: RCCSD(T)-F12/AV(T+d)Z. 
 
 Re De Ke 
SF(4$#) 1.8774 36.7 249.8 
(HO)2SF (cis) 2.0099 51.2 101.6 
(HO)2SF (trans) 1.7172 38.6 194.9 
 
Table 3.5. Equilibrium bond lengths (Re; Å), dissociation energies (De; kcal/mol), and force 
constants (Ke; kcal*mol-1*Å2) for the SF bond in SF(4$#), (HO)2SF (cis), and (HO)2SF (trans). 
Calculation: RCCSD(T)-F12/AV(T+d)Z. 
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3.7. Figures 
 
 
 
Figure 3.1. GVB orbital diagram and select GVB orbitals for SF(a4$#) at (a) R(SF)=Re+1.0 Å 
and (b) R(SF)=Re. Shading in the diagram indicates high spin (here, quartet) coupling among the 
orbitals in the dominant spin coupling pattern, and a dotted line separating GVB orbitals 
indicates singlet coupling in the dominant spin coupling pattern. 
 
 
Figure 3.2. GVB orbital diagram for SF2(3$#). 
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Figure 3.3. Potential energy curves for the quartet state of SL, where L=F (squares), OH 
(circles), NH2 (diamonds), and CH3 (triangles), where all other degrees of freedom are held 
fixed. The zero of energy is set to the potential energy at R(SL) = Re(SL) + 100.0 Å. (For the 
unbound species, Re was estimated as described in the text.) Calculation: MRCI+Q/aug-cc-
pV(T+d)Z. 
 
 
Figure 3.4. Comparison of the Mulliken charge on the sulfur atom in the doublet state of SL 
versus the bond energy of the quartet state of SL, with the best-fit line shown. 
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Figure 3.5. Comparison of the calculated electronegativity of the ligand versus the bond energy 
of the quartet state of SL, with the best fit line shown, as well as dotted lines marking one 
standard deviation with respect to this fit. 
 
 
Figure 3.6. Comparison of the calculated electronegativity of the ligand versus the bond energy 
of the doublet state of SL. 
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Figure 3.7. Comparison of substituent (X) effects on the S#F and P#F bonds of X2SF (squares) 
and X2PF (circles), where the bond energy of SF(4$#) and PF(3$#) have been subtracted from the 
X2S#F and X2P#F bond energies. The resulting H2P#F and H2S#F bond energies have been set 
equal to one another, and all values of the X2P#F bond energies have been shifted by this 
difference (#21.2 kcal/mol). 
 
 
Figure 3.8. Structures and Mulliken charges for (HO)2YF (cis) and (HO)2YF (trans) for (a) Y=S 
and (b) Y=P. 
 
H CH3 NH2 OH (cis) OH (trans) F
X (X2YF)
-20
-10
0
10
20
Ad
jus
ted
 D
e (
kc
al/
mo
l)
Y=P
Y=S
+1.14 +0.97-0.76 -0.53
+0.33 +0.21-0.52
-0.44
(a)
(b)
+1.76
-0.66
+0.12
-0.68 +1.74 -0.68
-0.71
+0.19
 51 
 
 
Figure 3.9. (a) GVB orbital diagram and select GVB orbital overlaps (S12=diamonds, 
S13=circles, S34=squares) for (HO)2SF (trans) as a function of R(SF). (b) Potential energy as a 
function of R(SF) for (HO)2SF (cis) [diamonds], (HO)2SF (trans) [circles], and SF(a4$#) 
[squares] relative to the ground state (HO)2S + F energy for the former and the ground state S + 
F energy for the latter.  
 
 
 
Figure 3.10. GVB orbitals and overlaps for (a) (CH3)2SF and (b) (CH3)2SOH. 
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Chapter 4. Bonding in FSSF3: Breakdown in Bond Length-Strength Correlations and 
Implications for SF2 Dimerization1 
4.1. Introduction 
The correlation of bond length (Re), dissociation energy (De), and force constant (ke) is 
broadly utilized in many types of chemical analyses, such as X-ray crystallography and infrared 
spectroscopy. In addition, various empirical relationships that relate experimentally measured 
bond lengths to bond strengths are used to determine these difficult-to-measure quantities.1,2 
While these relationships are often a useful guide,3 several recent studies have shown that Re is 
not always inversely correlated with De and/or ke. The bonds of molecules with electronegative 
ligands (e.g., fluorine) seem to be especially likely to deviate from these expected relationships.4-
10 However, even the familiar molecule benzene does not possess an inverse correlation between 
bond length and frequency among the ground and some excited states.11 Similarly, the diatomic 
C2 possesses an excited state with a shorter bond length than the ground state,12 and the validity 
of Badger’s Rule13,14 for this molecule is currently complicating a spirited discussion about 
bonding in the ground state of C2.12,15,16 
Clearly the relationships among bond length, strength, and force constant can be 
complicated, and more studies into why deviations from the expected trends occur may be 
relevant to a broad range of compounds and lead to a deeper understanding of the cause(s) of the 
breakdown. In this work we study the product of SF2 dimerization, which is FSSF3, not F2SSF2. 
FSSF3 has a number of unusual properties, including (as we will show) a lack of inverse 
correlation between Re and De for the SF bonds. Yet, Re is in fact inversely correlated with ke; 
i.e., Badger’s Rule holds. A related counterintuitive property of FSSF3 is that neither the longest !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"This chapter is drawn in its entirety from a previous publication. Reprinted (adapted) with permission from 
Lindquist, B. A.; Dunning, T. H. J. Phys. Chem. Lett. 2013, 4, 3139. Copyright 2013 American Chemical Society. 
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nor the weakest bond is broken in the lowest energy dissociation pathway into two SF2 
molecules.17 In this Letter, we analyze the electronic structure of FSSF3 with generalized valence 
bond (GVB) theory and provide explanations for these observations. 
4.2. Results and Discussion 
The 19F NMR spectra of FSSF3 indicates that all of the fluorine atoms in the molecule are 
inequivalent,18 and determination of its structure from electron diffraction and microwave studies 
was very challenging, requiring input from ab initio calculations.19 The structure of FSSF3 is 
analogous to that of SF4, with an SF group replacing one of the equatorial F atoms. The bonding 
in FSSF3 is also similar to that found previously for SF4.20 The axial bonds of both SF4 and 
FSSF3 constitute a recoupled pair bond dyad.21 In addition to the two axial S–F bonds in FSSF3, 
there are two equatorial (covalent) bonds: an S–F bond and an S–SF bond. This is depicted 
schematically in Figure 4.1a, where the orbital diagram for formation of FSSF3 from FSSF + 2F 
is shown for reference. As we will see, recognition of the presence of the recoupled pair bond 
dyad in FSSF3 is crucial to understanding its properties. 
FSSF3 is especially well suited for a comparison of bond lengths and strengths because 
removal of each inequivalent F atom yields a distinct local minimum (see Figure 4.1b). Thus, 
there are four different SF bond lengths and dissociation energies for the same molecule. The 
calculated values of Re(SF) and De(SF) are given in Figure 4.1b. For comparison, for the ground 
state of SF, X2!, Re is 1.62 Å, and De is 84.5 kcal/mol. Contrary to conventional wisdom, the 
two longest bonds—those in the axial positions—have the greatest bond dissociation energies 
(BDEs). The strengths of the longer SF bonds are 13 (trans) and 18 (cis) kcal/mol larger than the 
BDE of the SF(X2!) state, while those of the shorter bonds are within approximately 2 kcal/mol 
of that value. 
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In Figure 4.2, we show the GVB orbitals for the SF bonds involving the hypervalent 
sulfur atom, Shyp (see Figure 4.1b for the atom labeling scheme). Two singly occupied, singlet-
coupled GVB orbitals centered on different atoms with a high degree of overlap constitute a 
chemical bond—a Heitler–London bond pair. In FSSF3, the overlaps within the orbital pairs (!1, 
!2), (!3, !4) and (!5, !6) are 0.78–0.79 and clearly represent chemical bonds. The overlaps 
between the orbital pairs result in exchange-repulsion or steric repulsion,22 which arises directly 
from the Pauli Principle23 and plays a major role in determining the structures and energetics of 
molecules.24-26 The largest unfavorable overlap (0.22) is between the orbitals originating from 
Shyp that are involved in the recoupled pair bond dyad (!3 and !5). This unfavorable overlap is 
present because these orbitals were originally singlet coupled and had a large overlap in the 3p2, 
or (3p–, 3p+), lone pair of the sulfur atom, and its persistence in FSSF3 is the origin of the longer 
axial bond lengths. The overlaps between the sulfur orbital involved in the equatorial bond (!1) 
with those of the axial bonds are smaller (0.15). 
To understand the variation in BDEs for the different SF bonds, we computed the GVB 
wave function for the various S2F3 isomers resulting from removal of an F atom. To enable 
straightforward comparisons, we will examine the GVB orbitals of the S2F3 structures without 
geometry optimization. We have performed the corresponding calculations with the optimized 
geometries, and while there are some quantitative differences, the qualitative trends are 
unchanged. (For instance, the BDEs decrease by only 0.3–3.7 kcal/mol.) When Ftop is removed to 
form SSF3 (top), the GVB orbitals of the remaining SF bonds are essentially unchanged with 
respect to FSSF3, i.e., the top SF bond and ShypF3 group are relatively unaffected by each other. 
The relevant orbital overlaps are shown in Table 4.1, with the remainder of the overlaps, the 
orbitals, and the molecular geometries for all S2F3 isomers given in the Supporting Information 
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(Appendix B). Likewise, when Feq is removed, the GVB orbitals of FSSF2 (eq) are very similar 
to those of FSSF3. There are small positive and negative changes in the overlaps, the net effect of 
which leaves the BDE close to that of the SF(X2!) state. 
By contrast, when either of the axial SF bonds is broken, there are large qualitative 
changes in the GVB orbital overlaps. Upon removing Fcis to form FSSF2 (cis), the unfavorable 
overlap between the sulfur-centered orbitals involved in the axial bonds more than doubles to a 
value of 0.46. This is accompanied by a large increase in the length of the remaining axial SF 
bond in the optimized FSSF2 (cis) geometry—from 1.77 Å to 2.02 Å. Removal of Ftrans results in 
a similarly dramatic increase in the axial–axial overlap (0.41). In the optimized FSSF2 (trans) 
geometry, however, we find only a small lengthening of the remaining axial bond—from 1.67 Å 
to 1.70 Å—accompanied by a significant lengthening of the top SF bond (from 1.62 Å to 1.69 Å) 
and a shortening of the SS bond (from 2.08 Å to 1.96 Å). This is due to the delocalization of the 
singly occupied orbital (the sulfur half of the trans SF bond) onto Stop, which increases the 
electronic repulsion in the upper SF bond (see orbital !5 in Figure B.5 (Supporting Information)). 
Despite the large difference in the lengths of the remaining axial bonds, their BDEs are quite 
similar, with the Shyp–Fcis bond in FSSF2 (trans) being only 4.3 kcal/mol stronger than the Shyp–
Ftrans bond in FSSF2 (cis). Clearly the axial SF bonds are strongly coupled in FSSF3. A similar 
stabilizing coupling between a pair of bonds was observed in a VB study of bonding in XeF2. 
This coupling was explained in the context of charge-shift bonding, which may provide an 
alternate explanation of the trends observed here.27,28 
In forming both FSSF2 (cis) and FSSF2 (trans), the recoupled pair bond dyad is broken. 
In FSSF3, the sulfur bonding orbitals (!3 and !5) are delocalized onto the associated axial 
fluorine atoms and therefore away from each other, resulting in the observed overlap of just 0.22. 
 56!
(This is why very electronegative ligands form especially stable recoupled pair dyads.21) In 
FSSF2 (cis) and FSSF2 (trans), removal of one of these fluorine atoms causes the associated 
sulfur bonding orbital to once again localize on Shyp, increasing the energetically unfavorable 
axial–axial overlaps to 0.46 and 0.41, respectively. The relative instability of the FSSF2 (cis) and 
FSSF2 (trans) molecules relative to SSF3 (top) and FSSF2 (eq) increases the BDEs of the axial 
bonds by raising the energy of the FSSF2 fragments that form FSSF3. 
We now consider the dissociation of FSSF3. In order for FSSF3 to dissociate into two SF2 
monomers, one of the Shyp–F bonds must break and the associated F atom must form a bond with 
Stop. When the structure of FSSF3 was first elucidated in 1983, Carlowitz et al. proposed that this 
process would occur via Ftrans because of its length and proximity with Stop.19 However, when ab 
initio calculations were performed in 2001, Steudel et al. found that it was in fact the cis bond 
that was broken along the lowest energy dissociation pathway.17 We were also unable to locate a 
dissociation pathway that was lower in energy than this 1,2-Fcis shift mechanism. The lack of 
correlation between Re and De makes this mechanism even more puzzling because the Shyp–Fcis 
bond actually has the greatest BDE! In order to better understand this finding, we first computed 
the energy associated with displacements around Re(SF) for the three Shyp–F bonds to 
approximate their force constants. Usually ke and De are positively correlated, but the lack of 
correlation between Re and De for FSSF3 hints that this may not be true in this case. 
The calculated energies (B3LYP/aug-cc-pVTZ) for displacements around each 
equilibrium bond length (and subsequent geometry optimization of all other parameters) are 
shown in Figure 4.3. Around Re, the bonds behave as would be expected based on their lengths, 
with the trans bond being the longest and softest bond. So, despite the fact that the bond lengths 
and dissociation energies do not correlate, Badger’s Rule is valid; see the inset of Figure 4.3. As 
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we have shown above, the main reason for the large BDEs of the axial bonds is the substantial 
increase in the repulsive overlap between the sulfur-centered orbitals that results from breaking 
one of these bonds. Increasing one of the axial SF bond lengths reduces the ability of that F atom 
to attract the Shyp orbital to which it is bonded. However, for small increases in the axial bond 
lengths, the opposite axial bond can partially compensate for this by contracting and therefore 
delocalizing the other Shyp orbital further onto the F atom to which it is bonded. This stabilizes 
the axial bond stretch and yields the correlation of ke with Re but not De. 
The plateau present in the potential energy curve for the Shyp–Ftrans bond provides some 
insight into why the cis bond, rather than the trans bond, breaks upon dissociation. Our 
calculations show that a recoupled pair bond dyad with Stop is formed as the trans SF bond is 
broken. When either Feq or Fcis is pulled away from Shyp, the distances between the fluorine atom 
and both sulfur atoms increases monotonically, i.e., the molecule does not drastically rearrange. 
However, when the distance between Shyp and Ftrans is increased, Ftrans actually migrates toward 
Stop as Carlowitz et al. suggested.19 Eventually Ftrans forms a bond with Stop, which is the origin of 
the plateau present in Figure 4.3. A shallow minimum can be identified at the B3LYP level of 
theory in this plateau region. This F2SSF2 structure (shown on the right in Figure 4.4) is 
stabilized by a dative bond: the 1A1 ground state of the lower SF2 donates its sulfur 3p2 pair to an 
empty 3p orbital on the upper sulfur atom. This 3p orbital is vacant because the SF bonds on the 
upper sulfur atom constitute a recoupled pair bond dyad, readily identifiable from the 
characteristic longer SF bonds oriented about 180° from each other. The remaining two 3p 
electrons are singlet coupled and occupy the remaining 3p orbital; see Figure 4.4, where the 
bonding in FSSF3 is shown for comparison on the left. 
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While this intermediate appears amenable to dissociation into two SF2 molecules, the 
dative SS bond in F2SSF2 is quite strong. The bond length is 2.00 Å, which is significantly 
shorter than the SS bond length of 2.08 Å in FSSF3. While a shorter bond length does not 
guarantee a larger bond energy, the relationship holds for these bonds. The SS bond energy 
(without geometric relaxation) is 67.8 kcal/mol for the F2SSF2 structure, compared to 58.5 
kcal/mol for FSSF3. Furthermore, F2SSF2 is 15.1 kcal/mol higher in energy than FSSF3. Moving 
the recoupled pair bond dyad to Stop is energetically costly because it requires participation from 
the 1D state of Stop, which is 29.0 kcal/mol higher in energy than the ground 3P state, whereas 
FSSF3 can be formed from the atoms in their ground states. This energetic penalty, combined 
with the increased strength of the SS bond in F2SSF2, explains why the energy along the trans 
pathway is higher than that of the cis pathway, where the Shyp–Fcis and Shyp–Stop bonds break and 
the Stop–Fcis bond forms in a concerted fashion. While it is easier to break the trans SF bond, this 
is due to the stabilizing effects of the new recoupled pair bond dyad and not because this is the 
lowest energy pathway for the dissociation reaction. While multireference calculations will be 
needed to confirm the energetic ordering of the cis and trans dissociation pathways, the current 
study provides a compelling rationalization for why there may be a discrepancy between the 
lowest energy pathway and the expectations based on SF bond lengths and force constants. 
In summary, the presence of recoupled pair bond dyads in sulfur–fluorine compounds can 
cause the oft-assumed relationship between bond lengths, BDEs, and force constants to break 
down. We have demonstrated this for the molecule FSSF3, where the SF bond lengths are not 
inversely correlated with their respective BDEs. Despite this lack of correlation, Badger’s Rule 
holds true. However, the longest and therefore “softest” SF bond is not the one that breaks in the 
lowest energy pathway for dissociation of FSSF3 to two SF2. This can be understood because 
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breaking this bond leads to a higher lying minimum on the potential energy surface associated 
with another recoupled pair bond dyad in F2SSF2. This study illustrates how an understanding of 
the peculiar properties of recoupled pair bonds and recoupled pair bond dyads can provide 
insights into molecular structures and energetics and facilitate our understanding of reaction 
mechanisms. 
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4.4. Tables 
 
 Bond pairs Axial-
axial 
Axial-
equatorial 
FSSF3 0.78, 0.79, 0.79 0.22 0.15, 0.15 
SSF3 
(top) 
0.78, 0.79, 0.79 0.22 0.15, 0.15 
FSSF2 
(eq.) 
— , 0.80, 0.80 0.24 0.13, 0.11 
FSSF2 
(cis) 
0.79, — , 0.77 0.46 0.16, 0.18 
FSSF2 
(trans) 
0.79, 0.78, — 0.41 0.20, 0.17 
 
Table 4.1. Comparison of the magnitudes of the largest GVB orbital overlaps for FSSF3 and the 
four S2F3 minima. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 61!
4.5. Figures 
 
 
 
Figure 4.1. (a) GVB orbital diagram for the formation of FSSF3 from FSSF + 2F; dots represent 
the electron occupation of the S3p orbitals. (b) FSSF3 and the four S2F3 minima resulting when 
one of the fluorine atoms is removed; the respective BDEs are given in kcal/mol beside the 
arrows. The labeling scheme for the atoms (Shyp, Ftrans, Fcis, Feq, Stop, Ftop) will be used throughout 
the text. 
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Figure 4.2. GVB orbitals and overlaps for the bonds in FSSF3. Energetically favorable overlaps 
are given in blue, and the most relevant energetically unfavorable overlaps are given in red. 
 
 
Figure 4.3. Potential energy curves corresponding to small displacements of the various Shyp–F 
bonds in FSSF3. All other geometric parameters were optimized. (Inset) Force constants for the 
potential energy curves around Re, calculated by fitting the data to a Morse oscillator over the 
range "0.1 Å # (R–Re)SF # 0.35 Å. 
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Figure 4.4. GVB orbital diagrams and bond lengths (in Å) for FSSF3 and F2SSF2. 
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Chapter 5. Electronic Structure of H2S, SF2, and HSF and Implications for Hydrogen-
Substituted Hypervalent Sulfur Fluorides1 
5.1. Introduction 
The stability and reactivity of sulfurane (SX4) and persulfurane (SX6) compounds vary 
dramatically depending on the properties of the ligand (X). Two extreme cases in this regard are 
hydrogen and fluorine. While SF2 has been characterized,1,2 it is highly reactive, dimerizes 
readily to form FSSF3,3 and reacts with fluorine-containing compounds to form SF4 and SF6, 
both of which have been experimentally characterized.4,5 Conversely, the most stable 
hydrosulfide is H2S, and larger HnS (n = 3–6) molecules have not been synthesized.6 
Furthermore, no mixed hydrogen–fluorine sulfuranes or persulfuranes have been experimentally 
observed.7 Even the nonhypervalent HSF molecule is very difficult to observe.8 
An important contributor to the different behavior of hydrogen and fluorine ligands is 
related to the bond strengths of the hydrogen and fluorine diatomic species. The F2 bond is weak 
(De = 37 kcal/mol),9 so the reaction SF2 + F2 ! SF4 is quite exothermic ("E = #108.1 kcal/mol) 
and has an almost negligible barrier to reaction.10 However, the H2 and HF bonds have much 
greater dissociation energies (103 and 135 kcal/mol, respectively),9 so there is a greater energetic 
penalty for breaking these bonds to form the HnSFm species. Wittkopp et al.11 demonstrated that 
the hypervalent HBrFn (n = 2, 4) molecules were significantly higher in energy than the 
corresponding BrFn–1 + HF complexes for this reason. Similarly, H2S + H2 ! H4S has been 
calculated to be endothermic by 70.8 kcal/mol.6 However, despite its thermodynamic instability, 
H4S has been predicted to be kinetically stable because the barrier to dissociation is 16 kcal/mol 
along the lowest energy pathway, leading Schaefer and co-workers to declare that it is in !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"This chapter is drawn in its entirety from a previous publication. Reprinted (adapted) with permission from 
Lindquist, B. A.; Woon, D.E.; Dunning, T. H. J. Phys. Chem. A 2014, 188, 1267. Copyright 2014 American 
Chemical Society. 
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principle observable.6,12 The calculated structure and energetics of the H4S molecule differ from 
that of the corresponding fluorinated species, SF4. The structure of SF4 was characterized in 1962 
as having C2V symmetry with a sawhorse structure that has substantial differences (~0.1 Å) in the 
bond lengths of the equatorial and axial bonds.5 By contrast, H4S is predicted to possess a nearly 
flat pyramidal structure of C4V symmetry with four equivalent SH bonds.6,12 Clearly, very 
different types of bonding are present in these two species. 
Our group has studied a number of hypervalent species and has found that bonding 
beyond the nominal valence of the central second-row atom involves recoupled pair bonding.13-17 
A recoupled pair bond occurs when an electron in a singly occupied orbital of a ligand interacts 
with the two electrons in a lone pair on the central atom. A recoupled pair bond dyad is formed 
when both electrons that were singlet-coupled together in a lone pair are utilized to form two 
central atom–ligand bonds. A recoupled pair bond dyad can be quite thermodynamically stable, 
which accounts for the stability of hypervalent molecules. The bonds in the dyad are typically 
oriented approximately 180° from one another. Prior work showed that recoupled pair bonds are 
also present in the low lying excited states of nonhypervalent molecules such as SF2.16, 18 In this 
way, the energetics and geometries of the SFn (n = 3–6) hypervalent species can be anticipated 
from the electronic structure of the ground and low-lying excited states of SF and SF2. 
In this work, we extend our detailed studies of the SF2 molecule to H2S and HSF. We will 
analyze and compare the bonding in H2S, SF2, and HSF in order to understand the differences 
between the H–S and S–F bonds in these triatomic species. We will then show how this 
knowledge provides insights into the marked differences between the structures and energetics of 
SF4 and H4S and postulate how these differences might affect the stability of various other 
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hypervalent compounds containing sulfur, hydrogen, and fluorine atoms. The extended family of 
HnSFm (n + m = 1–6) compounds will be the subject of a subsequent report. 
5.2. Computational Methods 
All calculations in this work were performed with the Molpro suite of quantum chemical 
programs.19 Potential energy scans were computed with the multireference configuration 
interaction method with the Davidson correction (MRCI+Q) with a full valence active space.20-23 
The dissociated atom limit was defined as R = Re + 25.0 Å, where the MRCI+Q energy has fully 
converged. Augmented triple-$ correlation-consistent basis sets with tight d-functions on the 
sulfur atom (aug-cc-pV(T+d)Z) were used throughout.24-26 The bonding at select geometries was 
analyzed with either molecular orbitals from a Hartree–Fock calculation or generalized valence 
bond (GVB) orbitals from the CASVB program by Cooper and co-workers27 with the Kotani 
spin basis.28 
The GVB wave function includes much of the nondynamical correlation included in a 
full valence CASSCF wave function, and thus, it combines both accuracy and interpretability. 
GVB theory has been reviewed elsewhere;29,30 briefly, the GVB wave function partitions the 
orbitals into two types: inactive and active. Inactive orbitals are doubly occupied and orthogonal 
to each other and the active orbitals; they may be either core or valence orbitals. They are shown 
in shades of orange in the figures below. Active orbitals, which throughout the figures are those 
shown in shades of blue in the orbital plots, are singly occupied and can overlap with one 
another. There is only one set of variationally optimized spatial orbitals in the GVB wave 
function as shown below. 
 !GVB = "ˆ#d1#d1 $$$#dnd#dnd%a1%a2 $$$%ana&' $$$&'(S ,M
na
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The product of inactive (!di) and active ("ai) spatial orbitals is multiplied by a product of (#$) 
spin functions for the doubly occupied orbitals times !S ,M
na = csk!S ,Mna
k
" , the sum of all possible 
unique spin functions for a given number of active electrons (na) and total spin quantum number 
(S). Each spin function has an associated coefficient (cSk) that is optimized in the calculation, 
along with the spatial orbitals. The square of the coefficient describes the weight of each spin-
coupling pattern for a given molecule, i.e., wk = cSk2. In this work, the only constraint placed on 
the GVB wave function was orthogonality between orbitals of different symmetries. 
We will use GVB orbital coupling diagrams throughout to schematically represent the 
dominant bonding configuration for the GVB wave function. The dots inside the orbitals 
represent the electronic occupation. We show the S3s orbital and all of the S3p orbitals: the 3s 
orbital is represented by a large circle, the 3py and 3pz orbitals are depicted by barbell-like 
figures, and the 3px orbital, which points out of the plane of the page, is represented by a smaller 
circle. (The z-axis is defined as the bond axis for the linear geometries.) When a pair of electrons 
(either 3s2 or 3p2) is recoupled, these orbitals are depicted by two lobes localized on either side 
of the sulfur atom. In this work, yellow shading in the coupling diagrams denotes that two 
electrons are coupled into a triplet. 
5.3. Results and Discussion 
5.3.1. Sulfur Difluoride (SF2) 
The ground 3P state of the sulfur atom has the electron configuration 3s23px23py13pz1, 
where the singly occupied orbitals are coupled into a triplet. The most obvious way to form SF2 
is to singlet couple the electrons in the singly occupied 2p orbitals of two fluorine atoms with 
those in the two singly occupied 3p orbitals of sulfur to form two polar covalent bonds. The 
result is the ground 1A1 state, which has a bent geometry that reflects the relative orientation of 
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the sulfur 3p orbitals (90° from one another) but distorted by repulsion between the S–F bond 
pairs to yield an equilibrium bond angle of 97.9°. The GVB orbitals for this state are plotted in 
Figure 5.1. The orbitals involved in the S–F bond are typical of a polar covalent bond: the 
fluorine orbitals ("1, "4) are relatively unaffected by bond formation, whereas the sulfur orbitals 
("2, "3) polarize toward and delocalize onto the fluorine atom. The remaining doubly occupied 
sulfur valence orbitals describe (1) a 3s-like lone pair that is polarized away from the bonding 
region and (2) a 3p-like lone pair that is perpendicular to the molecular plane. Because these 
orbitals are doubly occupied, they could also be expressed as two s–p hybrid (VSEPR-like) 
orbitals with equivalent energy. 
When the bond angle increases, the energy of the SF2(1A1) state increases; see the 
potential energy relative to the separated atoms in their ground states as a function of bond angle 
in Figure 5.2, where the GVB diagrams of relevant points on the potential energy surface are 
shown as well. Near 140°, the curve for the 1A1 state (circles) crosses the curve of the low-lying 
3B1 excited state (diamonds). The SF2(3B1) state is the most stable structure on the SF2 surface 
for F–S–F angles greater than the crossing. We have previously reported calculations on the 
bonding in the 3B1 state of SF2 and have shown that these SF bonds form a p2 recoupled pair 
bond dyad.16 That is, they originate from the electrons in the singly occupied fluorine 2p orbitals 
forming singlet-coupled pairs with the two electrons in the doubly occupied 3p lone pair orbital 
of the sulfur atom. In the GVB representation, the S3p2 lone pair is represented by a pair of 
singlet-coupled orbitals with high overlap; see Ref. 13. Figure 5.2 also shows the 3A2 state 
(triangles), which is bound with respect to the ground state SF + F asymptote (dashed line in 
Figure 5.2) at bond angles near 90°. We have previously described the bonding of this state as 
well.16 It arises from one covalent S3p1–F2p1 bond and one recoupled pair SF bond involving the 
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S3p2 pair; see the GVB diagrams on the upper left in Figure 5.2, which indicate the resonance 
between the two combinations of one covalent and one recoupled pair bond in SF2(3A2). 
At linear geometries, the SF2(1A1) state possesses 1" symmetry, being a combination of 
two equivalent structures, ("x2 – "y2); see Figure 5.2. (Alternately, the 1" state can be represented 
by a singlet coupled "x"y configuration.) The energy of the linear configuration of the SF2(1A1) 
state lies 56.9 kcal/mol above the energy of the optimum bent configuration and 25.2 kcal/mol 
above the energy of the linear 3B1 state but is bound by 107.8 kcal/mol with respect to the ground 
state SF + F asymptote. 
As the bond angle increases, the polarized 3s-like lone pair orbital of the SF2(1A1) state 
loses its 3p component and can therefore no longer effectively polarize away from the SF bonds. 
Additionally, as the bond angle increases, a second electronic configuration with a 3p%-like lone 
pair, the "y2 configuration, becomes more and more important, becoming equal in weight to the 
"x2 configuration in the linear geometry. Thus, the pair of covalent bonds of bent SF2(1A1) 
becomes a p2 recoupled pair bond dyad in linear SF2(1"). The growing importance of this second 
configuration, which physically represents the transition between covalent bonding and 
recoupled pair bonding, is shown in Figure 5.3a. In the linear configuration of the 1A1 (or 1") 
state, the F atoms interact with the 3s23px13py13pz2 configuration of the S(1D) state, rather than 
with the analogous configuration of the S(3P) state as they do in the linear 3B1 (or 3&–) state of 
SF2. The energy of the %2(1") configuration is higher than that of the %2(3&–) configuration as 
expected from Hund’s Rule,31 resulting in the 1A1 and the 3B1 potential energy curves crossing 
each other as the bond angle increases and recoupled pair bonding dominates in both states. 
The GVB orbitals for the linear configuration of the 1A1 state are shown in Figure 5.3b. 
(For ease of computation, the equivalent 1"xy-component of the 1" state was used to compute the 
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orbitals rather than the 1"x2–y2-component.) The perfect pairing spin function, which singlet-
couples the electrons in orbitals "1 and "2 and in "3 and "4 into two bond pairs, has a weight of 
99.9% in the GVB wave function. (In the full GVB wave function for the S atom, the orbitals 
analogous to "2 and "3 would be coupled together into a 3p2 pair.) In this calculation, the S3s2 
pair was treated as a closed orbital. Inclusion of this orbital and a corresponding virtual orbital in 
the GVB calculation did not change the qualitative picture of bonding. However, the S3s2 pair 
does influence the bonding at the linear geometry because the SF bond pairs must avoid these 
electrons. Previous studies have found that p2 recoupled pair bonds are most stable when the 
ligand is electronegative,32 a result of the reduction of electronic repulsion among the various 
electron pairs around the central sulfur atom. As is evident from Figure 5.3b, the polarization of 
SF bonds toward F and away from S reduces repulsion with the S3s orbital. 
5.3.2. Dihydrogen Sulfide (H2S) 
The equilibrium geometry of ground state H2S also corresponds to a bent 1A1 structure 
with two covalent S–H bonds. The variation of the potential energy curve for this state with bond 
angle bears resemblance to that for SF2; see Figure 5.4. The optimum linear configuration of the 
H2S(1A1) state lies 69.4 kcal/mol above the optimum bent structure; in SF2, the corresponding 
difference is 56.9 kcal/mol. In addition, at the linear geometry the average energies of S–H and 
S–F bonds are quite similar: 55.2 kcal/mol for H2S versus 53.9 kcal/mol for SF2. 
However, Figure 5.4 shows that the triplet states of H2S are very different from those of 
SF2. First, there is no crossing between the 1A1 and the 3B1 states, the latter being above the 
ground state SH + H asymptote. Second, the states and geometries that were low in energy due to 
the stability of p2 recoupled pair bonds in SF2 (linear 3B1 and bent 3A2 geometries) are much 
higher in energy in H2S; they are well above the ground state SH + H asymptote (represented by 
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the dashed line in Figure 5.4). This indicates that p2 recoupled pair bonding is not favorable for 
SH bonds. As we will discuss in Section 5.3.3, this is not surprising since the hydrogen ligand is 
not nearly as electronegative as fluorine. As will be discussed below, the linear 3B1 state is in fact 
not bound by a p2 recoupled pair dyad at all. 
The lack of stability of the 3B1 and 3A2 states of H2S suggests that the H2S(1A1) state in 
the linear geometry is not bound as in the SF2(1") state, by a p2 recoupled pair bond dyad to the 
1D state of sulfur. Further evidence that the bonding is different in the linear configuration of the 
1A1 states of H2S and SF2 is that, unlike SF2, H2S involves only one electronic configuration at 
linear geometries as well as at the equilibrium geometry. This is shown in Figure 5.5a and is in 
marked contrast to the corresponding SF2 calculation plotted in Figure 5.3a. Despite these 
differences, we find that recoupled pair bonding is important for describing the electronic 
structure of the linear configuration of the H2S(1A1) state. S(1D) has two types of lone pairs 
available for bonding: an S3s2 pair and an S3p2 pair. The 3s2 pair is accessible if the ligand 
approaches along the direction of the unoccupied 3pz orbital in the 3s23px23py2 configuration of 
the S(1D) state, which is derived from the 3s2[2(3px23py2) – (3px23pz2 +3py23pz2)] component of 
the S(1D) state. The 3s2 pair can then be recoupled by hydrogen atoms to form linear H2S, just as 
linear BeH2 is formed from the 2s lobe orbitals of Be. The GVB orbitals in Figure 5.5b confirm 
that the bonding in linear H2S is a result of the formation of a 3s2 recoupled pair bond dyad. The 
sulfur-centered GVB orbitals involved in the S–H bonds ("2 and "4) are clearly S3s-like lobe 
orbitals, i.e., S3s + 'S3pz combinations, instead of being somewhat compressed S3s orbitals as 
they are in the SF2(1") state. 
Another consequence of this analysis is an alternative interpretation of bonding in the 
H2S(3B1) state. Clearly, this state is not bonded via a recoupled p2 pair bond dyad (as in the case 
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of the SF2(3B1) state) as evidenced by the energetic degeneracy between the 3A1 and 3B1 states at 
180°; this means that only one singly occupied orbital is S3p%-like in nature. Bonding in this 
state has previously been interpreted as a Rydberg (3p ! 4s) state.33 Prior studies have shown 
that the lowest lying 3B1 state of H2O arises from a Rydberg (2p ! 3s) excitation.33,34 Consistent 
with this interpretation, the optimum bond angles of the 1A1 and 3B1 states of H2O are nearly 
identical;33 however, as is evident from Figure 5.4, the optimum bond angles for these states in 
H2S are very different. For the 3B1 state in H2S, the optimal bond angle is 156.7° compared to 
92.4° for the ground state. The presence of d-orbitals on sulfur was invoked to explain this 
discrepancy.33 To test this, we plot the potential energy as a function of bond angle for the 3B1 
state of H2S in Figure 5.6 with various basis functions, starting with the full AV(T+d)Z basis set, 
and successively removing the tight d-functions, then the valence f basis functions, and finally 
the valence d basis functions. All curves, regardless of the inclusion or exclusion of d-orbitals in 
the basis set, have an optimum bond angle significantly larger than that of the ground state. 
Recoupled pair bonding provides an alternative interpretation to a Rydberg state with d-
orbital participation: the SH bonds are formed by the combination of one covalent SH bond and 
one recoupled pair SH bond between the S3s2 pair and the H1s1 orbital. One way to envision this 
is via the H(2S) + SH(2() ! H2S(3B1) pathway; the SH(2() state is the covalently bound ground 
state. Since the H2S molecule must be a net triplet, the incoming H atom cannot bond to the 
singly occupied orbital of SH(2() but can recouple the S3s2 pair. The covalent and recoupled 
pair bond are distributed over the SH bonds by symmetry as a result of resonance. These bonds 
would be expected to be nearly linear so as to minimize electronic repulsion among the SH 
bonds and singly occupied orbitals. Evidence for this bonding pattern can be found in the MOs 
for this state at the equilibrium geometry shown in Figure 5.7a. The MOs and GVB diagram for 
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the 2&+ state of SH are shown for comparison in Figure 5.7b; this state of SH is bonded by a 
single recoupled 3s2 pair bond. This recoupled pair bond is what we call a frustrated recoupled 
pair bond, where the exchange in orbital character is present, but incomplete. (This type of 
bonding will be the subject of a future manuscript; see Takeshita, Woon, and Dunning, in 
preparation.) The S3s2-like pair in the H2S(3B1) state is delocalized over and not away from the 
SH bonds, much like that in the SH(2&+) state. Similarly, the top singly occupied orbital in Figure 
5.7a is very similar to the electron leftover from the recoupled pair bond in the SH(2&+) state, 
only symmetrically distributed over both bonds. 
In Figure 5.7c, the orbitals for the H2S(3B1) state where the bond angle is fixed at its 
optimal value in the 1A1 state are shown. These orbitals are more consistent with a 3p ! 4s 
Rydberg state, where all orbitals in Figure 5.7 have been plotted with an additional, more diffuse 
contour to emphasize the Rydberg character in this state. Deviation of the optimal bond angle for 
the 3B1 state from its value in the 1A1 state represents the preference of a single covalent and 
recoupled pair bond over the Rydberg state. Recoupled pair bonding may also explain other 
aspects of the triplet states shown in Figure 5.4. For instance, the 3A2 state is lower in energy 
than that of the 3B1 state at smaller bond angles. A Rydberg state for the 3A2 state would involve 
a 3p ! 4p excitation, and so should be higher in energy than that resulting from a 3p ! 4s 
excitation. So there may be a role for a different recoupled pair bonding motif in stabilizing the 
3A2 state, though we have not investigated this explicitly. 
5.3.3. Recoupled s2 versus p2 Pair Bond Dyads in Sulfur 
Our analysis of the electronic structure of H2S and SF2 illustrates the marked differences 
in the bonding in these two molecules. In the optimized ground state geometry, we found that 
both species have two covalent bonds; however, in the linear geometry of the singlet states, the 
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two fluorine atoms form a p2 recoupled pair bond dyad, while the two hydrogen atoms form an s2 
recoupled pair bond dyad with sulfur. These energetic preferences are quite significant. It is 
possible to form an s2 recoupled state of SF2 by forcing the S3px and S3py orbitals to be doubly 
occupied in a linear 1&+ state, but this state is 156 kcal/mol higher in energy than the %2 SF2(1") 
linear geometry with a p2 recoupled pair bond dyad! It is also possible to form a p2 recoupled 
state for H2S by restricting the wave function to be that appropriate for describing a 1" state. This 
state is 124 kcal/mol higher in energy than the linear 1&+ state of H2S. 
There are several reasons why fluorine bonds to the S3p2 pair and hydrogen bonds to the 
S3s2 pair in the linear geometry. First, electronegative ligands can form especially stable p2 
recoupled pair bond dyads since these bonds are stabilized by polarization of the electron density 
away from one another and from the sulfur 3s2-like pair. Thus, fluorine is favored over hydrogen 
for the formation of p2 recoupled pair bond dyads. The 3s lobe orbitals, however, are less 
extended along the bond axis than the 3pz orbital. Therefore, smaller ligands that can approach 
the sulfur atom more closely to achieve better bonding overlaps with the 3s lobe orbitals are 
favored. Further, when a 3s2 recoupled pair bond dyad is formed with the sulfur atom, four 
electrons occupy the sulfur 3px and 3py orbitals, as opposed to two electrons for a p2 dyad. This 
increases the electronic repulsion in the % space for fluorine but not hydrogen ligands. These 
factors combine to favor the formation of a 3s2 recoupled pair bond dyad for hydrogen while 
precluding it for fluorine. 
The reasons listed above for the preference for an s2 or p2 dyad with H or F ligands 
(respectively) are supported by the GVB orbital overlaps associated with the bond pairs of these 
states. The recoupled S3s2 pairs in the 1&+ states look very similar regardless of whether the 
ligand is H or F (see Figure 5.8, left column), indicating that the spherical 3s-like orbitals are not 
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very polarizable along the z-axis. However, because the H atom is smaller and can approach the 
sulfur atom more closely (R(SH) = 1.318 Å and R(SF) = 1.673 Å), the SH bonds have greater 
energetically favorable (bonding) overlaps than the SF bonds, as shown in the top row Table 5.1 
(left). The unfavorable overlaps (those remaining values under 1&+ states in Table 5.1) are also 
larger in H2S than SF2, but the enhanced bonding interaction more than compensates for this 
effect. 
Conversely, the recoupled S3pz2 pair is much more affected by the identity of the ligand. 
Here, we compare the 3&– states of H2S and SF2, which are 27.0 and 25.2 kcal/mol lower in 
energy than the corresponding 1" states. This is because the recoupled p2 pair state of H2S is so 
weakly bound that it is difficult to obtain a GVB solution with two SH bonds. Even for the more 
stable triplet state, the GVB orbitals are not fully optimized but are instead solved for iteratively 
by keeping one of the SH bonds fixed while optimizing the other and alternating until self-
consistency was reached. As is clear from the right column of Figure 5.8, the S3pz2 pair is much 
more polarized along the z-axis and therefore more impacted by ligand electronegativity. As a 
result, the S3p2 pair (now not singlet-coupled) is more spatially separated in SF2 than in H2S. All 
of the unfavorable overlaps in H2S are larger than the corresponding values in SF2 as well; see 
Table 5.1 (right). Moreover, since the H atom is not particularly electronegative, it cannot 
approach the S atom closely without further increasing these repulsive orbital overlaps, so the 
favorable bond pair overlap is smaller in H2S than in SF2 (top row of Table 5.1, right). In fact, 
the SH bonds are actually longer than the SF bonds in the 3&– states, R(SH) = 1.731 Å and R(SF) 
= 1.678 Å. 
5.3.4. Sulfur Hydrofluoride (HSF) 
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On the basis of the above analysis, we expect that there is a conflict between which type 
of recoupled pair bond dyad would be more energetically favorable in the linear configuration of 
HSF. As a result, although the HSF(1A)) state in its optimum geometry has two covalent bonds as 
in H2S and SF2, the energy as a function of H–S–F bond angle behaves differently. At geometries 
with a bond angle of approximately 170° or greater, the HSF(1A)) state dissociates; see Figure 
5.9. The tension between hydrogen preferring s2 and fluorine preferring p2 recoupled pair 
bonding is also evident in the 3A* state of HSF, where the potential energy as a function of bond 
angle is relatively flat. At the equilibrium geometry, the HSF(3A*) state is bound by a covalent 
S–H bond and an S–F recoupled pair bond, comparable to that of SF2(3A2). The 3A2-like bonding 
is favorable in HSF because only one p2 recoupled pair bond is formed (the SF bond), and not a 
dyad. As in SF2(3A2), the stability of this bonding motif will be markedly decreased by 
increasing the bond angle. 
Because HSF has CS, not C2V symmetry, 3B1-like and 3A2-like bonding patterns can mix 
in the 3A* state of HSF. We attribute the flatness of the potential energy of the 3A* state to 
mixing of 3A2-like bonding at bent geometries and 3B1-like bonding at geometries approaching 
linearity. Unlike the SF2(3B1) state, p2 dyad formation will not be favored because the hydrogen 
atom is not sufficiently electronegative. The 3B1-like bonding pattern for HSF is similar to that of 
H2S, though slightly more stable relative to the separated atoms in their ground states by virtue 
of the fact that the increased polarity of the SF bond reduces the unfavorable electronic overlaps. 
The energy of the linear configuration of the HSF(3A*) state is slightly above the energy 
of the ground state SH + F asymptote, but bound; see Figure 5.9. Metastability results from the 
interaction of the F atom with an excited configuration of SH that involves a recoupled pair bond 
and not the covalently bound ground state of SH, though the barrier to dissociation is quite small 
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(approximately 1.9 kcal/mol when the molecule is constrained to be linear). Because the 3pa) and 
3pa* orbitals become equivalent at 180°, the linear 3A) and 3A* states are degenerate (similarly to 
H2S); however, all other 3A) states for HSF were found to dissociate. The GVB diagram and 
orbitals for the linear configuration of the HSF(3A*) state are shown in Figure 5.10. Bonding 
here is similar to that in the H2S(3B1) state, but since the covalent SF bond and the recoupled 3s2 
pair bond do not mix by symmetry, the bonding is more straightforward to interpret in terms of 
GVB orbitals. One orbital from the 3s2 pair ("1) is clearly involved in the SH bond, but the other 
s lobe is compressed between the two bonds ("5). The SF bond ("3 in particular) also has a 
noticeable degree of s character, though the majority of the 3s character can be found in "1 and 
"5. While this may reflect some tendency to form an s2 recoupled pair dyad, it can also be 
attributed to the inclusion of the S3s orbital in the GVB active space and the less polar nature of 
the covalent SF bond compared to the recoupled pair SF bond. The GVB orbitals for the 
covalently bound ground state of SF with a comparable active space are shown for comparison in 
Figure 5.10b; the SF bond appears quite similar in both cases. Nontrivial s–p hybridization of the 
SF bonds has also been observed by Cooper et al. in their studies of hypervalent sulfur 
oxofluorides.35,36 Therefore, we interpret the bonding in this state as a covalent S–F bond and a 
single S–H recoupled pair bond involving the S3s2 orbital. The other 3s lobe orbital and the 
S3pa* orbital ("5 and "6) are then coupled into a triplet. This spin coupling pattern describes 90% 
of the wave function. The remaining 10% is about evenly divided between spin couplings that 
represent SH + F and SF + H, reflecting the weakness of these bonds. 
5.3.5. H4S versus SF4 
To describe bonding in the sulfuranes (H4S and SF4), we start with the lowest lying triplet 
states for H2S and SF2. The third and fourth ligands can covalently bond to the triplet-coupled 
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orbitals. The sawhorse geometry of SF4 is clearly derived by adding two fluorine atoms to the 
singly occupied 3p-like orbitals of the 3B1 state of SF2 to form the equatorial SF bonds. The 
existing SF bonds become the axial bonds in SF4; see Figure 5.11a and Ref. 16. Conversely, the 
3B1 state of H2S is bonded by one SH covalent bond and one 3s recoupled pair bond, where 
resonance and symmetry make the SH bonds equivalent, also shown diagrammatically in Figure 
5.11a. H4S can be formed by the H atoms bonding to the remaining 3s lobe and the singly 
occupied 3p-like orbital of the H2S(3B1) state; this yields a second set of SH bonds that are 
equivalent to those in H2S (3B1). All the SH bonds can, and do, mix due to resonance, yielding a 
C4V symmetric structure. From the GVB diagrams, it is clear that we can expect two different 
types of nonbonding lone pairs associated with these two bonding patterns. For SF4, the 
remaining electron pair should be a 3s2 orbital, polarized away from the SF bonds. However, for 
H4S, the remaining electron should be a 3p2 orbital. The localized Hartree–Fock orbitals for these 
lone pairs, also shown in Figure 5.11b, are consistent with this picture of bonding. 
5.4. Conclusions 
In this work, we established that hydrogen tends to form 3s2 recoupled pair bond dyads 
and that fluorine tends to form 3p2 recoupled pair bond dyads when bonding to the sulfur atom. 
The S–F bonds of the linear configuration of the SF2(1A1) state have some commonalities with 
what would be expected from the 3-center, 4-electron bonding model, which requires that the 
orbitals be substantially polarized toward the ligands, although they are, in reality, just two 
highly polar S–F bonds. However, the S–H bonds of linear H2S(1A1) are not well described by 
this model; they are more similar to sp hybrid orbitals. Instead of invoking two different theories, 
bonding in both linear H2S and SF2 can be described as recoupled pair bond dyads, one involving 
sulfur 3s lobe orbitals (H2S) and the other involving 3p lobe orbitals (SF2). This insight enables 
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us to understand the electronic structure of various states of H2S, SF2, and HSF, including the 
qualitatively different behavior of the potential energy surfaces of the low-lying triplet states 
upon bending. 
We also used this insight to rationalize the differences in the structures of H4S (C4V 
symmetric minimum) and SF4 (C2V symmetric sawhorse). We will conclude by commenting on 
the implications of this work for hypervalent sulfur species with mixed hydrogen and fluorine 
ligands, HnSFm. Unlike the SFn molecules, the mixed compounds are less likely to be global 
minima on potential energy surfaces because H2 and HF bonds are much stronger than that of F2. 
However, theoretical studies of H4S,6,12 as well as ongoing calculations in our group, show that 
these species can contain strong bonds and therefore may be kinetically stable. As a result, they 
could exist as transient species or as intermediates for reactions containing these atoms. 
On the basis of the results presented here for H2S, SF2, and HSF, we can make the 
following predictions for hypervalent sulfur species with hydrogen and fluorine ligands: 
1. The most favorable bonding scenario is to form covalent (or equatorial) SH bonds and to 
form p2 recoupled pair bond dyads (or axial bonds) with F atoms. 
2. If an H atom must have a bond oriented about 180° away from it, it will be more 
favorable for a second H atom to occupy that position so that a 3s2 dyad can be formed. 
3. Bond energies will rapidly decrease as more than two H atoms are added to a hypervalent 
species. For sulfur, there are only two normal covalent positions, and there are only two 
electrons in s orbitals available for bonding. Once the 3s2 dyad is formed in the 1A1 linear 
structure for H2S, only p2 pairs remain for bonding, which favor electronegative ligands 
(e.g., fluorine). 
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4. Since H atoms will preferentially bond to s orbitals, substitution of one or two H atoms 
for F atoms in hypervalent species should increase the bond length of the remaining SF 
bonds by changing the hybridization of the sulfur bond orbital to contain more p 
character. 
However, our calculations suggest that the stability of recoupled pair bond dyads could 
strongly depend on the other orbitals surrounding the sulfur atom. For instance, we expect s2 
recoupling by a fluorine atom to become more favorable as more central atom–ligand bonds are 
formed with electronegative ligands, as this will reduce the electronic repulsion among the % 
orbitals. Similarly, p2 recoupling by hydrogen could become more favorable if the sulfur 3s2 
orbital is polarized away from the sulfur atom, also by reduction in electronic repulsion. Ongoing 
work in our group is focused on assessing these predictions and quantifying the effects of 
additional ligands for hypervalent sulfur–hydrogen–fluoride species. 
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5.6 Tables. 
 
 1&+ states 3&# states 
 H2S SF2 H2S SF2 
<"S3p-L| "TA-L >, 
<"S3p-L| "TA-L > 
0.85 0.66 0.72 0.83 
<"S3p-L| "S3p-R > 
 
0.56 0.56 0.45 0.23 
<"S3p-L| "TA-R >, 
<"S3p-R| "TA-L > 
0.37 0.18 0.08 0.06 
<"TA-L| "TA-R > 
 
0.30 0.15 0.10 0.02 
 
Table 5.1. GVB orbital overlaps for the 1&+ and 3&– states of H2S and SF2.a 
aTA (terminal atom) denotes the GVB orbital from the bond pair localized on the ligand (H or 
F); and L and R denote left and right, respectively. 
 
5.7. Figures. 
 
 
 
Figure 5.1. GVB orbitals (blue) for the SF bonds for the ground state of SF2 at the equilibrium 
geometry. The two sulfur-centered lone pairs are treated as inactive orbitals (orange). 
 
 
!
!
φ2φ1
φ3 φ4
S3s-like S3p-like
3,4 1,2
! 83!
 
Figure 5.2. Potential energy curves with respect to the separated atoms in their ground states and 
GVB diagrams for the 1A1 (circles), 3A1 (squares), 3B1 (diamonds), and 3A2 (triangles) electronic 
states of SF2 as a function of the bond angle. The ground state SF + F asymptote is shown as a 
dashed black line. 
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Figure 5.3. (a) Weights of the "x2 (a10b12) and "y2 (a12b10) configuration in the 1A1 state of SF2 as 
a function of bond angle. (b) GVB diagram and orbitals for the linear geometry of the SF2(1") 
state. The doubly occupied 3s-like orbital is shown in orange. Dotted lines between two orbitals 
in a box indicate that the two orbitals are predominately singlet coupled. 
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Figure 5.4. Potential energy curves with respect to the separated atoms in their ground states and 
GVB diagrams for the 1A1 (circles), 3A1 (squares), 3B1 (diamonds), and 3A2 (triangles) electronic 
states of H2S as a function of the bond angle. The ground state SH + H asymptote is shown as a 
dashed black line. 
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Figure 5.5. (a) Weights of the "x2 (a10b12) and "y2 (a12b10) configuration in the 1A1 state of H2S as 
a function of bond angle. (b) GVB diagram and orbitals for the linear geometry of the H2S(1A1) 
state. The doubly occupied S3p-like orbitals are shown in orange. Dashed lines between two 
orbitals in a box indicate that the two orbitals are predominately singlet coupled. 
 
 
 
Figure 5.6. Potential energy curves for H2S(3B1) as a function of bond angle with progressively 
smaller basis sets. 
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Figure 5.7. (a) MOs for H2S(3B1) at the optimized geometry for that state, where (b) the MOs 
and GVB diagram for the SH(2&+) state are shown for comparison, and (c) MOs for H2S(3B1) 
with the H–S–H angle fixed at the optimized angle for the 1A1 state (with S–H distances 
optimized). 
 
 
 
Figure 5.8. GVB orbitals for the recoupled pair of electrons for the 1&+ state of H2S and SF2 (left 
column) and the 3&– states of H2S and SF2 (right column). 
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Figure 5.9. Potential energy curves with respect to the separated atoms in their ground states and 
GVB diagrams for the 1A) (circles) and 3A* (triangles) electronic states of HSF as a function of 
H–S–F bond angle. The ground state SH + F (lower energy) and SF + H (higher energy) 
asymptotes are shown as dashed black lines. 
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Figure 5.10. (a) GVB diagram and orbitals for the linear geometry of the HSF(3A*) state. The 
remaining valence doubly occupied orbital is shown in orange. Dashed lines between two 
orbitals in a box indicate that the two orbitals are predominately singlet coupled. (b) GVB 
orbitals of covalently bound SF(2() shown for comparison. 
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Figure 5.11. (a) GVB diagrams for the 3B1 state of H2S and SF2 and formation of H4S and SF4 
from the triplet states via bonding to the high spin-coupled orbitals and corresponding 3D GVB 
diagrams for H4S and SF4. (b) Nonbonding molecular orbitals for SF4 and H4S. Geometries taken 
from Ref. 6 for H4S and Ref. 16 for SF4. 
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Chapter 6. Bonding in Sulfur–Oxygen Compounds—HSO/SOH and SOO/OSO: An 
Example of Recoupled Pair ! Bonding1 
6.1. Introduction 
Peculiarities abound in the chemistry of the main group elements in the second (Al–Ar) 
and subsequent rows of the periodic table. For example, the HSO and SOH isomers differ little in 
energy (just 4.2 kcal/mol1), yet the SO bond lengths in the two isomers differ by 0.14 Å,1 and as 
we will show, the S–O bond energies differ by more than 21 kcal/mol. In a similar vein, the 
reactivities of sulfur dioxide (SO2) and ozone (O3) differ dramatically despite the similarities in 
the description of the electronic structure of these two molecules given in many chemistry texts.2 
Clearly, there are gaps in our understanding of the fundamental factors that control molecular 
structure, energetics and reactivity in the main group elements beyond the first row. 
In previous papers,3-9 our research group found that a new type of chemical bond—the 
recoupled pair bond—accounts for many of the differences in the properties of molecules 
containing the late p-block elements of the first and subsequent rows of the periodic table. A 
recoupled pair bond differs from a covalent bond in that it involves three electrons. For two 
atoms to form a recoupled pair bond, the electron in a singly occupied orbital forms a bond with 
an electron that was a member of a lone pair on the other atom. In the case of the late p-block 
elements, the p2 lone pair of electrons can be uncoupled from one another to form a bond with an 
incoming ligand. Recoupled pair bond energies, while smaller than the corresponding covalent 
bonds, can still be significant, especially when the element containing the lone pair is in the 
second row or beyond and when the ligand is very electronegative. 
The ability of elements such as sulfur to form recoupled pair bonds with halides explains: !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"This chapter is drawn in its entirety from a previous publication. Reprinted (adapted) with permission from 
Lindquist, B. A.; Takeshita, T. Y.; Woon, D. E.; Dunning, T. H. J. Chem. Theory Comput. 2013, 9, 4444. Copyright 
2013 American Chemical Society. 
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• the occurrence of hypervalent species of second row elements, such as SF4 and SF6, 
which do not exist for the first row elements 
• the presence of excited states in compounds of second row elements that are either only 
weakly bound or absent in the corresponding first row compounds, e.g., the SF(4!–) state 
• the dramatic variations in sequential bond energies in second row compounds such as in 
De(Fn–1S–F), n = 2–6 
• the edge mechanism for molecular inversion in heavily halogenated tricoordinated 
species of the second row elements 
• reactions involving compounds of the second row elements that have no correspondence 
in compounds of the first row elements. 
For an overview of the above, see Ref. 4. 
There is great interest in the chemistry of inorganic sulfur–oxygen compounds because of 
their importance in atmospheric chemistry, organic chemistry, battery electrolytes, and many 
other applications.10-12 For example, HSO and SOH have garnered much theoretical and 
experimental consideration because HSO is thought to catalyze ozone depletion.11,13-15 In this 
and a subsequent paper, we will show that recoupled pair bonding explains the anomalies noted 
above in HSO versus SOH, OSO versus SOO (this paper), and O3 versus SO2 (the following 
paper). The recoupled pair bonds in all of our previous studies were in " systems, but it is also 
possible to form recoupled pair bonds in # systems. Recoupled pair # bonds affect the structures, 
the energetics, and ultimately, the reactivity of these molecules. In this paper, we will illustrate 
the impact of recoupled pair bonds in # systems by comparing a number of properties of HSO 
versus SOH and OSO (SO2) versus SOO. The former pair of compounds arises from the addition 
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of a monovalent species (H) to SO, the latter pair from an addition of a divalent species (O) to 
SO. 
The remainder of the paper is organized as follows. In Section 6.2, the computational 
methodology will be discussed. In Section 6.3, the electronic structure of the 3!– ground state of 
SO will be examined. We will illustrate the impact of recoupled pair # bonding by comparing the 
 !X 2A$ and  !A 2A% states of HSO and SOH in Section 6.4. In Section 6.5, we will discuss the 
analogous comparison of OSO (SO2) and SOO. Section 6.6 will summarize our conclusions. 
6.2. Computational Methodology 
Valence bond (VB) theory is a theoretical framework that describes chemical bonding in 
terms of atomic orbitals. Unlike molecular orbital (MO) theory, VB wave functions display the 
correct behavior upon dissociation and thus are well suited for describing bond making and 
breaking processes. However, the atomic orbitals are typically not allowed to change as a 
function of nuclear geometry in a VB calculation. Therefore, in order to describe the often-
substantial changes in the atomic orbitals caused by molecular formation, many structures 
corresponding to both covalent and ionic states must be included in the VB calculation, which 
can complicate the analysis of bonding in the molecule. Another strategy for overcoming this 
issue is to optimize the VB orbitals self-consistently for each nuclear geometry. The resulting 
wave function is called a generalized valence bond (GVB) wave function, although it is referred 
to as a spin-coupled valence bond (SCVB) wave function by others.16, 17 The GVB wave function 
contains only one orbital structure, which facilitates the interpretation of the calculation. 
The GVB wave function for an atom or molecule is 
       (1) 
!GVB = Aˆ !d1!d1!!dnd!dnd"a1!a2!!ana"#!!"!S ,M
na
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where nd is the number of doubly occupied core and valence orbitals, na is the number of singly 
occupied active orbitals, and !S ,M
na  is a linear combination of the spin functions for the na active 
electrons with a given total spin (S) and spin projection (M). The spin functions represent the 
different ways the spins of the electrons in the active orbitals can be coupled. When describing 
bond formation, both the orbitals and the coefficients of the spin couplings change as the 
internuclear distance decreases from those appropriate for the atoms (or fragments) to those 
appropriate for the molecule. 
GVB theory differs from MO theory in that the active orbitals (!ai) are singly occupied 
and allowed to be nonorthogonal (the active GVB orbitals are orthogonal to the doubly occupied 
core and valence orbitals, "di, which are also orthogonal to each other). The computational cost 
grows rapidly with the number of nonorthogonal singly occupied orbitals and spin functions. 
Traditionally, the perfect pairing (PP) and strong orthogonality (SO) constraints were invoked to 
minimize the computational cost.18 In the PP spin function, the pairs of electrons are singlet 
coupled, each with a spin function of 1/&2(#$ – $#): !a1 is paired with !a2, !a3 is paired with !a4, 
etc. with any remaining unpaired electrons coupled as appropriate for the given spin state (S, M). 
In the PP approximation, only this spin function is included in the calculation. In the SO 
approximation, the nonsinglet paired orbitals in the PP wave function are forced to be 
orthogonal. Improvements in computational power and mathematical algorithms have enabled 
full GVB calculations to be performed for many chemical species. In this work, we will present 
the results of both types of GVB calculations: GVB(SO/PP) and full GVB. 
All calculations were performed with the Molpro suite of quantum chemical programs.19 
The GVB calculations were performed using the fully variational CASVB program of Cooper 
and co-workers20 with Kotani spin functions.21 Only the valence a$(#) orbitals, as well as the SO 
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" bond in HSO and SOH, were included as active orbitals in the GVB calculations, and 
orthogonality between the " and the # orbitals was enforced. Initial guesses for the GVB orbitals 
were derived from a CASSCF wave function with the same active space.22,23 The explicitly 
correlated coupled cluster program in Molpro, RCCSD(T)-F12 with the “a” approximation, was 
used to perform all coupled cluster calculations in this work.24-27 Explicitly correlated methods 
can more efficiently represent the exact electronic wave function by including terms that depend 
explicitly on the interelectronic distance. A calculation with an explicitly correlated methodology 
and a triple-zeta basis set typically has an accuracy comparable to that from a quadruple or 
quintuple zeta basis set without the explicitly correlated terms.28 Triple-zeta correlation 
consistent basis sets were used for all calculations reported herein [aug-cc-pVTZ29,30 on 
hydrogen and oxygen and aug-cc-pV(T+d)Z31 on sulfur]. 
We use GVB orbital diagrams to schematically represent the electronic configurations 
and wave functions of the molecules of interest. In these diagrams, the three p orbitals of sulfur 
and oxygen are depicted as follows: the two p orbitals in the plane of the paper are drawn as two 
lobes; the p orbital that points out of and behind the plane of the paper is drawn as a small circle. 
The dots represent the electron occupations of the p orbitals. The hydrogen atom is depicted as a 
circle with a dot (electron) at the center, representing the 1s orbital; see Figure 6.1. We will 
introduce additional notation in the following section appropriate for representing bonding of 
recoupled sulfur # orbitals. 
6.3. The Ground X3"– State of SO 
6.3.1. The MO Description of Bonding in SO 
The ground state of SO has 3!– symmetry. The singlet states, 1' and 1!+, arising from the 
#2 configuration lie at higher energies, in accordance with Hund’s Rule.32 The calculated 
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equilibrium bond energy and bond length of SO(X3!–) are De = 125.2 kcal/mol and re = 1.483 Å 
[RCCSD(T)-F12/AV(T+d)Z], which compare well with the experimental values of De = 125.2 
kcal/mol and re = 1.4933 Å.33 This bond length is substantially shorter than would be anticipated 
for a single bond based on the sum of the covalent radii of the S and the O atoms (1.71 Å),34 
suggesting a contribution from the # electrons to bonding in SO. The orbital diagrams, including 
the # electrons, for the Hartree–Fock (HF) configuration of SO(X3!–) are given in Figure 6.2a, 
where the singly occupied orbitals are triplet coupled. Both of these resonance structures 
contribute equally to form a ! state. The localized HF orbitals are shown in Figure 6.2b. As 
expected, the #x and #y orbitals are equivalent due to symmetry; only the #x orbitals are shown. 
(The " orbitals were localized to remove mixing of the " bond with the valence s2 pairs of 
oxygen and sulfur.) In MO theory, bonding in the X3!– state of SO is described by three doubly 
occupied bonding orbitals (one " and two #) and two singly occupied antibonding orbitals (both 
#). Therefore, each # system has a bond order of 1/2. However, this does not mean that the two # 
systems within each resonance structure (S3p2 aligned with O2p1 and S3p1 aligned with O2p2) 
contribute equally to the bonding. In fact, the discrepancies between the molecular structure and 
energetics of HSO and SOH described in the Introduction are suggestive that these two # 
systems are in fact not equivalent, with the bonding present in HSO (S3p2 aligned with O2p1) 
making the largest contribution. In Section 6.4, we will show that recoupled pair # bonding 
explains why this is the case. However, in order to properly describe recoupled pair bonding, we 
need to use the GVB wave function. 
6.3.2. The GVB Description of the Sulfur and Oxygen Atoms 
To lay the groundwork for describing the GVB diagrams for SO, we will first discuss the 
GVB orbitals for the sulfur and oxygen atoms. The ground state HF configuration of the sulfur 
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atom is 3s23px3py23pz. The corresponding GVB wave function has the configuration 3s23px3py–
3py+3pz., i.e., the 3py2 lone pair orbital is described by a pair of singlet-coupled 3p lobe orbitals, 
(3py–, 3py+). As we will show, these lobe orbitals play a significant role in the formation of 
recoupled pair # bonds. The sulfur lobe orbitals are a mixture of 3p and 3d orbitals, c13p ± c23d; 
however, this 3d orbital is not identical to the sulfur atomic 3d orbital, and its contribution to the 
wave function (c2) is small. Plots of the sulfur 3p# lobe orbitals relevant to this study, where the 
d orbital is the 3dyz orbital, are shown in Figure 6.3a. Although the (3py–, 3py+) lobe orbitals are 
polarized away from one another (a result of the angular correlation provided by the inclusion of 
3d orbital in the wave function), the overlap of the orbitals is still very high (0.89), a fact that 
limits the type of recoupled pair bonds that can be formed; see Ref. 4. 
In contrast to the sulfur atom, the GVB (2py–, 2py+) orbitals for the oxygen atom involve 
excitation into the 3py orbital rather than a 3d orbital. One of these GVB orbitals is concentrated 
near the nucleus, while the other orbital is more diffuse (radial correlation); see Figure 6.3b. 
Prior studies of the OF radical have demonstrated that it is much more difficult to form a 
recoupled pair bond with oxygen—a consequence of both the in–out nature of the (2py–, 2py+) 
GVB orbitals and the more tightly bound nature of the electrons in these orbitals.8 
6.3.3. The GVB Description of Bonding in SO(X3"–) 
In previous works on recoupled pair bonding, two trends were observed: (1) only very 
electronegative ligands can recouple a p2 electron pair, and (2) the 3p2 pair of sulfur is much 
easier to recouple than the 2p2 pair of oxygen.8 Therefore, we would predict that the # system 
that aligns the 3p#2 orbital on sulfur and the 2p#1 orbital of oxygen might form a recoupled pair 
bond. The converse # system containing a 3p#1 sulfur orbital and a 2p#2 oxygen orbital is not 
likely to do so. With these guidelines in mind, we propose GVB orbital diagrams for SO(X3!–) in 
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Figure 6.3c, where the electrons of the sulfur 3p2 pair are represented by two lobes like those 
plotted in Figure 6.3a, each containing one electron. The recoupled pair bond between the singly 
occupied 2p oxygen orbital and one of the lobes on the sulfur atom is indicated with a pink 
dashed line. Because we do not expect the 2p2 GVB orbitals of oxygen to be recoupled, we 
depict it as a doubly occupied orbital in the diagrams, though we do allow the 2p electrons to 
occupy two lobe orbitals in the GVB calculations. 
The above description is consistent with the HF orbitals shown in Figure 6.2b, where the 
doubly occupied # orbitals are concentrated on the oxygen atom, with some polarization or 
delocalization toward the sulfur atom. The singly occupied # orbitals are concentrated on the 
sulfur atom but have a high degree of antibonding character. This indicates that the electrons in 
these orbitals interact strongly with the electrons in the doubly occupied # orbital with which 
they are aligned, which would be expected if a recoupled pair bond were present in the # system. 
However, because the # orbitals are identical due to symmetry, it is not possible to directly 
observe the differences between the two # systems—one with a recoupled pair # bond and the 
other without such a bond. In order to circumvent this difficulty, we can add a hydrogen atom to 
SO to form HSO or SOH. This will lift the symmetry constraints and enable us to observe any 
recoupled pair # bonding between S and O. 
6.4. Results for the HSO and SOH Isomers 
The ground states of HSO and SOH are both  !X 2A$ states; GVB orbital diagrams of their 
formation from H and SO are shown in Figure 6.4. At the RCCSD(T)-F12/AV(T+d)Z level of 
theory without zero-point corrections, the two species are a mere 1.9 kcal/mol separated in 
energy, with HSO being the more stable species. This near energetic degeneracy is surprising, 
given the disparate inherent strengths of an OH bond and an SH bond. For instance, the 2( 
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ground states of OH and SH have dissociation energies of 107.1 and 87.5 kcal/mol, respectively. 
Therefore, if the SO bond is unaffected by hydrogen addition, we would expect SOH to be 
approximately 20 kcal/mol more stable than HSO. However, as the GVB diagrams for the two 
additions show, adding a hydrogen atom to either the sulfur or the oxygen atom of SO is 
fundamentally different if there is a recoupled pair # bond in the SO molecule. Bond formation 
with the oxygen atom would disrupt any S–O recoupled pair # bond, weakening that bond. By 
contrast, bond formation with the sulfur atom will not have a direct effect on the recoupled pair # 
bond, and so we would expect the S–O bond to be relatively unaffected. 
6.4.1. Structures and Energetics of HSO and SOH 
The  !X 2A$ state of HSO has an S–O bond length (re) of 1.485 Å and an S–O bond energy 
(De) of 100.3 kcal/mol; see Figure 6.5. In the formation of the  !X 2A$ state of HSO from H(2S) + 
SO(X3!–), the hydrogen atom adds to the singly occupied 3p# orbital of sulfur. As expected from 
the preceding analysis, formation of the H–S bond has a modest effect on the S–O bond: its 
length is essentially unchanged compared to SO(X3!–) (1.485 Å versus 1.483 Å). The S–O bond 
in HSO is weaker than that of SO by 24.9 kcal/mol, which can be largely attributed to the 
additional repulsive pair–pair interactions between the electrons in the SH bond and the oxygen 
lone pair and SO bond pairs. 
In forming the  !X 2A$ state of SOH from H(2S) + SO(X3!–), the hydrogen atom is added 
to the 2p# orbital of oxygen. As illustrated in Figure 6.4, this would disrupt an in-plane 
recoupled pair bond in the # system of SO(X3!–) if it were present. Indeed, the SO bond is 
dramatically affected by the formation of the OH bond (Figure 6.5). In the SOH( !X 2A$) state, 
re(SO) is 1.632 Å, and the SO bond energy falls to just 78.8 kcal/mol! The bond lengthens by 
0.149 Å and weakens by 46.4 kcal/mol relative to SO(X3!–), changes far greater than those that 
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occur in the formation of HSO. Formation of the OH bond substantially weakens the SO bond in 
SOH, as would be expected if the hydrogen atom was disrupting a recoupled pair # bond. 
The results for the ground state of HSO and SOH are consistent with our expectations 
based on Figure 6.4. We can further test this conclusion by examining the first excited  !A 2A% 
states of both isomers. The  !A 2A% states arise from the SO(a1') state rather than the SO(X3!–) 
state. This state contains one covalent bond in one # system and four electrons in the other # 
system; see Figure 6.5. Thus, there can be no recoupled pair bonding in SO(a1'). In Figure 6.5, 
we compare the  !X 2A$ states of HSO and SOH to the corresponding  !A 2A% states. In the  !A 2A% 
states, both the 3p# and 2p# orbitals are doubly occupied, removing the possibility of recoupled 
pair bonding in these states of either HSO or SOH. The two S–O bond energies are relatively 
weak but similar, 58.6 kcal/mol (HSO) and 66.6 kcal/mol (SOH). These bond energies are much 
less than in the SO(a1') state, 103.2 kcal/mol, because the # bond in SO(a1') is broken in both 
cases to form the bond with the H atom. Additionally, because the  !A 2A% states do not contain 
recoupled pair bonds, their relative energies are much closer to expectations based on the 
inherent strengths of OH and SH bonds; i.e. the OH bond is 19.6 kcal/mol stronger than the SH 
bond in the diatomic species. The  !A 2A% state of SOH is 27.5 kcal/mol more stable than the  !A 2A% 
state of HSO. 
For SOH, the  !A 2A% state is only 12.3 kcal/mol higher in energy than the  !X 2A$ state, and 
the S–O bond is weakened by essentially the same amount. The S–O bond length increases by a 
modest 0.027 Å relative to the ground state. By contrast, in the case of HSO, the  !A 2A% state is 
41.7 kcal/mol higher in energy than the  !X 2A$ state! In addition, re(SO) is 0.169 Å longer in the 
 !A 2A% state. From the results summarized in Figure 6.5, it is clear that HSO( !X 2A$) is very 
different than the other three HSO/SOH species and states. In the  !X 2A$ state of HSO, the 
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recoupled pair # bond shortens and strengthens the S–O bond with respect to the HSO( !A 2A%) 
state and the SOH  !X 2A$ and  !A 2A% states. 
6.4.2. Analysis of GVB Wave Functions and Orbitals for HSO and SOH 
The energetics of SOH and HSO strongly suggest that recoupled pair bonding influences 
the electronic structure of these species. Further evidence for the formation of recoupled pair 
bonds can be gleaned from a detailed examination of the GVB a$(#) orbitals in the  !X 2A$ states 
of HSO and SOH. In the previous section, we analyzed the effects of adding a hydrogen atom to 
SO(X3!–). However, to observe the changes in the GVB orbitals and spin couplings that 
accompany recoupled pair bond formation, we will consider the alternative formation pathways, 
HS(2() + O(3P) ) HSO( !X 2A$) and S(3P) + OH(2() ) SOH( !X 2A$). In the first reaction, we 
expect O to induce recoupling in the out-of-plane # pair on HS, while in the other case, we do 
not expect S to be able to recouple the analogous pair of electrons on OH. To ensure no bias, we 
will describe all valence a$ orbitals with singly occupied GVB orbitals. 
It is instructive to first examine the GVB orbitals for SOH, where a recoupled pair # bond 
is not thought to be present. For SOH at r(SO) = re(SO) + 1.0 Å, shown in Figure 6.6a, the 
electrons in the two a$(#) orbitals on the oxygen atom are singlet coupled, and the two GVB 
orbitals have an overlap of 0.87. At re, the oxygen-centered 2pa$(#) GVB orbitals remain singlet 
coupled, and the overlap is essentially the same (0.88); see the GVB(SO/PP) orbitals plotted in 
Figure 6.6b. Since strong orthogonality has been imposed, the 3pa$(#) sulfur-centered orbital is 
orthogonal to the two lone pair oxygen orbitals by construction, and the small amount of 
antibonding character present in this orbital is a result of this constraint. 
The full GVB a$ orbitals of SOH at its equilibrium geometry are plotted in Figure 6.6c. 
The dominant spin function (98.0%) also singlet couples the electrons in the oxygen-centered 
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orbitals (overlap: 0.83). Thus, there again is no evidence of a recoupled pair bond. However, the 
unpaired orbital no longer has any antibonding character. Instead, it is clearly localized on the 
sulfur atom, with overlaps of 0.47 and 0.16 with the two oxygen lone pair GVB orbitals. These 
overlaps represent repulsive interactions (Pauli exchange-repulsion35) between the electron in the 
singly occupied sulfur orbital and the pair of electrons in the oxygen-centered orbitals. In effect, 
the antibonding character of the sulfur-centered a$(#) orbital from the GVB(SO/PP) calculation 
has been transformed into these unfavorable overlaps. 
At re, the overlap of 0.83 between the paired full GVB orbitals on oxygen is somewhat 
less than in the GVB(SO/PP) wave function. Moreover, instead of slightly increasing upon bond 
formation as in the GVB(SO/PP) calculation, the overlap decreases. The increase in overlap of 
the oxygen lone pair orbitals in the GVB(SO/PP) wave function is probably due to the strong 
orthogonality constraint—the lone pair GVB orbitals must be concentrated more closely together 
to avoid the sulfur orbital. Nonetheless, the full GVB energy is only 3.5 kcal/mol lower than the 
GVB(SO/PP) energy, which suggests that the SO and PP approximations are very reasonable for 
SOH( !X 2A$). 
For HSO, qualitatively different behavior is observed in the GVB orbitals; see Figure 6.7. 
The changes in the GVB(SO/PP) and GVB wave functions as the HS–O distance decreases 
clearly show the formation of a recoupled pair bond. At r(SO) = re(SO) + 1.0 Å, the two 
electrons on sulfur are singlet coupled with an overlap of 0.88; see Figure 6.7a. However, at the 
equilibrium geometry, the GVB(SO/PP) wave function couples the electron in the singly 
occupied oxygen-centered 2pa$(#) orbital with the electron in one of the sulfur-centered lobe 
orbitals into a singlet pair describing an a$(#) bond. This leaves the remaining electron in a 
singly occupied orbital that is concentrated on the sulfur atom but polarized away from the bond 
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pair, with substantial antibonding character; see Figure 6.7b. This orbital is very similar to the 
singly occupied # orbital in SO shown in Figure 6.2b. The GVB(SO/PP) orbitals that form the S–
O a$(#) bond pair have an overlap of 0.92; the remaining unpaired orbital has much more 
antibonding character than the corresponding orbital in the SOH( !X 2A$) state. 
In the full GVB calculations (Figure 6.7c), we see the same general trends as we 
observed for SOH: the dominant spin coupling coefficient (89.3%) has the same coupling pattern 
as the GVB(SO/PP) wave function, the overlap between the bond pair decreases (0.78), and the 
antibonding character of the unpaired orbital is almost completely absent, being replaced by 
unfavorable overlaps of 0.62 and 0.18 with the a$(#) bond pair orbitals. These repulsive overlaps 
are greater than in SOH because the singlet-coupled pair now describes a recoupled pair # bond, 
the orbitals of which are not as localized as the oxygen lone pair # orbitals of SOH. For HSO, the 
energy of the full GVB calculation is 12.9 kcal/mol lower than the GVB(SO/PP) calculation. 
While both sets of orbitals result in the same qualitative conclusions, these results suggest that it 
may be important to perform full GVB calculations to quantitatively describe the bonding in 
some sulfur–oxygen compounds. This is consistent with prior studies on sulfur–oxygen 
compounds by Cooper and co-workers.36 
In summary, although symmetry constraints mask the formation of a recoupled pair bond 
in SO(X3!–), we find that in HSO the sulfur-centered 3pa$(#)2 pair—or, rather, the (3pa–$, 3pa+$) 
lobe orbital pair—is recoupled by the singly occupied oxygen 2pa$(#) orbital, forming a 
recoupled pair a$(#) bond. As expected, the oxygen 2p$(#)2 pair of SOH is not recoupled. As we 
shall see, the formation of a recoupled pair a$(#) bond is also integral to explaining the 
differences in bonding between SOO and OSO (SO2), which has many implications for the 
energetics and reactivities of these two molecules. 
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6.5. Comparison of the SOO and the OSO (SO2) Isomers 
In this section, we consider the addition of an oxygen atom instead of a hydrogen atom to 
SO to form two structural isomers of sulfur dioxide: the  !X 1A% ground state of SOO, where 
oxygen is the central atom and the  !X 1A1 ground state OSO (or SO2), where sulfur is the central 
atom. Since oxygen is divalent, there is the possibility of forming both " and # bonds between 
SO and the incoming ligand. Orbital diagrams representing these two additions are given in 
Figure 6.8. 
To form the  !X 1A% state of SOO, the incoming oxygen atom forms a " bond with the 
oxygen atom of SO. However, as we saw earlier, SO possesses a recoupled pair # bond. This 
bond must be broken to form the O–O bond, which is expected to weaken the S–O bond as in the 
formation of the  !X 2A$ state of SOH. This bonding pattern results in two singly occupied # 
orbitals localized on the terminal O and S atoms, which leads to substantial diradical character in 
SOO, similar to what has been previously observed for ozone.37 
Conversely, in OSO (SO2), the incoming oxygen atom can form a " bond with the S atom 
without disrupting the recoupled pair # bond present in SO, again mirroring the behavior found 
in the  !X 2A$ state of HSO. Furthermore, a second SO # bond can be formed with the 2p# orbital 
of the incoming oxygen atom and the unpaired orbital left over from the S–O recoupled pair # 
bond. This results in the formation of a recoupled pair bond dyad in the # system of SO2.4 SO2 is 
thus expected to possess little diradical character, as already noted by Glezakou et al.37 For the 
remainder of this section, we will refer to this structural isomer simply as OSO to distinguish it 
from SOO. 
6.5.1. Structures and Energetics of the SOO and OSO Isomers 
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As we noted above, the SO bond energy of the  !X 2A$ state of SOH is substantially 
weaker than in the X3!– state of SO or the  !X 2A$ state of HSO because the recoupled pair # bond 
is disrupted by the formation of the O–H bond. In SOO, the recoupled pair # bond of SO is also 
broken by formation of an O–O bond. Electron repulsion in the # system is also increased 
because of the repulsive interaction between the incoming electron in the singly occupied # 
orbital and the singlet coupled pair of electrons on the central oxygen atom. This leads to longer 
S–O and O–O bond lengths (1.609 Å and 1.312 Å, respectively) than in the parent diatomic 
species (1.483 Å for SO and 1.207 Å for O2). In addition, the S–O bond energy in SOO is just 
18.3 kcal/mol, far weaker than the bond energy of SO(X3!–) (125.2 kcal/mol) and comparable to 
the O–O2 bond strength of ozone, 26.1 kcal/mol.38 The O–O bond in SOO is also very weak 
(12.5 kcal/mol). 
In OSO, where a recoupled pair # bond dyad is formed, the trends are reversed. The S–O 
bonds are strengthened and shortened when the second oxygen atom bonds to the sulfur atom. 
The OS–O bond energy is 133.7 kcal/mol, and the S–O bond length is 1.434 Å. This is consistent 
with the anticipated bonding pattern. Our previous studies have shown that completing recoupled 
pair bond dyads yields stronger and shorter bonds.4 
6.5.2. Analysis of the GVB Wave Functions and Orbitals for SOO and OSO 
The four GVB orbitals for the # system of SOO are shown in Figure 6.9a. The dominant 
spin coupling coefficient (>99.9%) singlet couples the two GVB orbitals on the central oxygen 
atom, (!1, !2), with an overlap of 0.80, leaving the GVB orbitals on the terminal atoms, (!3, !4), 
singlet coupled with a small, but non-negligible overlap of 0.15. It is the latter, weak coupling 
that gives rise to the diradical character of SOO. The bonding in SOO is essentially the same as 
in the  !X 2A$ state of SOH. The GVB overlaps of these states are compared in Table 6.1, where 
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the overlaps from SOO that are analogous to those of SOH (those not involving the # orbital on 
the terminal oxygen atom) are boxed in green. The GVB descriptions of the two molecules are 
quite similar but not identical; the SOO overlaps are slightly reduced in magnitude relative to 
SOH. This is a result of the more diffuse nature of the # system since it is now spread over an 
additional atom. The # orbitals of SOO are also polarized toward the more electronegative 
terminal oxygen atom. Therefore, the unfavorable overlaps of the oxygen-centered GVB orbitals 
are larger (0.43 and 0.21) than those of the sulfur atom and the central oxygen atom (0.42 and 
0.11). 
The bonding in OSO is qualitatively different than in SOO; the dominant spin-coupling 
coefficient (98.9%) contains two # bonds with favorable overlaps of 0.71. The overlap between 
the two GVB orbitals (shown in Figure 6.9b) on the central atom, (!2, !3), is now unfavorable 
but reduced to 0.46 (relative to 0.89 in the sulfur atom). The overlap between the two terminal 
GVB orbitals, (!1, !4), is also unfavorable but is just 0.06. The shortening and strengthening of 
the OSO bonds relative to SO is a direct result of the formation of the recoupled pair bond dyad 
and the reduction in the unfavorable orbital overlaps. The relevant overlap comparison is shown 
in Table 6.2a and in the boxed values in Table 6.2b. In the  !X 2A$ state of HSO, where the 
unpaired electron is not forming any bonds, the unfavorable overlaps are 0.62 and 0.18. In OSO, 
however, the electron left over from formation of the recoupled pair # bond is bonded to a singly 
occupied # orbital of the second oxygen atom, which results in its delocalization onto that 
oxygen atom. This reduces the unfavorable overlaps to 0.46 and 0.09. Formation of this bond 
reduces the favorable overlap from 0.78 to 0.71, but the formation of an additional bond and the 
reduction of the unfavorable overlaps more than compensates for this decrease. 
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It is worth noting that these results are in basic agreement with prior GVB studies of 
sulfur dioxide. Unpublished GVB(SO/PP) calculations by one of the authors (T.H.D.) in the 
early 1980s also showed the formation of two # bonds. Improving on these results by removing 
the perfect pairing and, more importantly, removing the strong orthogonality constraints, we find 
orbitals that also describe a # bonded structure, essentially providing OSO with two S–O double 
bonds. Cooper et al.36 also performed full GVB (SCVB) calculations on the # system of OSO, 
although including different orbitals in the active space. Our results are in good agreement with 
theirs. The current work adds to this collection of studies by interpreting the orbitals and 
rationalizing the differences in bonding with GVB theory and the recoupled pair bonding model. 
The differences in the structure and energetics of the SOO and OSO provide compelling 
additional evidence for the presence of a recoupled pair # bond in SO(X3!–) and dramatically 
illustrates the effects of recoupled pair bonds and dyads. 
6.6. Conclusion 
The GVB wave function provides unrivaled insights into the nature of bonding in 
molecules and a clear description of a new type of bond that can be formed by the elements in 
the second and subsequent rows of the periodic table—the recoupled pair bond. GVB 
calculations help elucidate the role of recoupled pair bonds and recoupled pair bond dyads in 
determining the structure, energetics, and reactivities of molecules containing these elements. In 
this paper, we used detailed GVB calculations to obtain insights into the remarkable differences 
between the HSO and SOH isomers and extended these results to account for the differences 
between SOO and OSO. 
A recoupled pair # bond exists in the ground state of SO(X3!–), but its presence is masked 
by symmetry considerations. The presence of the recoupled pair # bond in SO was revealed by 
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lowering the symmetry, namely, adding a hydrogen atom to SO to form HSO and SOH. The 
recoupled pair # bond persists in HSO but must be broken to form SOH, which accounts for the 
surprising lengthening and weakening of the SO bond in the ground state of SOH relative to that 
of HSO. The GVB orbitals of the # system of these molecules possess qualitative differences in 
their orbital coupling patterns that reflect the presence (HSO) or absence (SOH) of a recoupled 
pair bond. The results presented here are consistent with prior MO-based calculations on HSO 
and SOH, although our use of the GVB wave function allows us to gain more detailed insights 
into the description of bonding in these species. For example, a prior NBO analysis of the HSO 
and SOH wave functions showed a greater degree of # bonding in the former, and recoupled pair 
bonding explains why this is so.39 Further, these authors note the small dissociation energy (88.1 
kcal/mol) computed for the OH bond in SOH by subtracting the energy of SOH( !X 2A$) from 
that of H(1S) + SO(X3!–). While this result alone could be due to any number of factors (poor 
overlap of the O and H atoms or steric repulsion with the incoming hydrogen atom, for instance), 
our analysis presents a clear explanation for this finding: the presence of the recoupled pair # 
bond in SO but not in SOH. The small energy difference between HSO and SOH can be 
understood as a near cancellation of two effects: (1) the inherently greater strength of an OH 
bond versus an SH bond, which favors SOH over HSO, and (2) the energetics gains from the 
presence of the recoupled pair bond in HSO but not in SOH, which favors HSO over SOH. 
The same “veiled” recoupled pair # bond in SO(X3!–) also explains the differences in the 
lengths and strengths of the bonds in SOO and OSO (SO2). The orbital left over from formation 
of the recoupled pair # bond in SO is concentrated on the sulfur atom. Therefore, an incoming 
divalent ligand, such as an oxygen atom, approaching the sulfur atom can form both a " and a # 
bond to form SO2. The new # bond strengthens the SO bonds, explaining why the bonds in SO2 
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are shorter and stronger than the bond in the SO diatomic molecule. However, in the converse 
situation where a divalent ligand bonds with the oxygen atom of SO, the recoupled pair # bond is 
broken, and there is no longer the possibility of forming a second # bond. The net result is a 
substantially longer and weaker SO bond in SOO than in either SO2 or SO. As a result, SOO has 
substantial diradical character and is much less stable than the OSO isomer. 
The results presented here further demonstrate the utility of the GVB wave function and 
recoupled pair bonding model in explaining the rather dramatic differences in structure and 
energetics of two isoelectronic sulfur–oxygen compounds. Not only does recoupled pair bonding 
successfully rationalize these differences, but the results of the calculations are in agreement with 
the predictions made from GVB diagrams. We expect that the findings presented here apply 
generally to sulfur–oxygen compounds where a doubly occupied sulfur orbital can be aligned 
with a singly occupied oxygen orbital, and ongoing calculations in our group support the notion 
that recoupled pair bonding of # electrons should be considered when short SO bonds are 
observed. 
6.7. References 
 
(1)  Wilson, A. K.; Dunning, T. H. J. Phys. Chem. A 2004, 108, 3129. 
(2)  Purser, G. H. J. Chem. Educ. 1999, 76, 1013. 
(3)  Chen, L.; Woon, D. E.; Dunning, T. H. J. Phys. Chem. A 2009, 113, 12645. 
(4)  Dunning, T. H., Jr.; Woon, D. E.; Leiding, J.; Chen, L. Acc. Chem. Res. 2013, 46, 
359. 
(5)  Leiding, J.; Woon, D. E.; Dunning, T. H. J. Phys. Chem. A 2011, 115, 4757. 
(6)  Leiding, J.; Woon, D. E.; Dunning, T. H. J. Phys. Chem. A 2011, 115, 329. 
(7)  Woon, D. E.; Dunning, T. H. J. Phys. Chem. A 2009, 113, 7915. 
(8)  Woon, D. E.; Dunning, T. H. Mol. Phys. 2009, 107, 991. 
(9)  Woon, D. E.; Dunning, T. H. J. Phys. Chem. A 2010, 114, 8845. 
(10)  Barnes, I.; Hjorth, J.; Mihalopoulos, N. Chem. Rev. 2006, 106, 940. 
(11)  Tyndall, G. S.; Ravishankara, A. R. Int. J. Chem. Kinet. 1991, 23, 483. 
(12)  Zhang, S. S.; Foster, D.; Read, J. J. Power Sources 2010, 195, 3684. 
(13)  Lee, Y. Y.; Lee, Y. P.; Wang, N. S. J. Chem. Phys. 1994, 100, 387. 
(14)  Lovejoy, E. R.; Wang, N. S.; Howard, C. J. J. Phys. Chem. 1987, 91, 5749. 
(15)  Wang, N. S.; Howard, C. J. J. Phys. Chem. 1990, 94, 8787. 
! 110 
(16)  Goddard, W. A.; Dunning, T. H.; Hunt, W. J.; Hay, P. J. Acc. Chem. Res. 1973, 
6, 368. 
(17)  Hiberty, P. C.; Shaik, S. J. Comput. Chem. 2007, 28, 137. 
(18)  Bobrowicz, F. W.; Goddard, W. A. In Modern Theoretical Chemistry; Schaefer, 
H. F., Ed.; Plenum: New York, 1977; Vol. 3, p 79. 
(19)  MOLPRO, version 2010.1, a package of ab initio programs, Werner, H. J. 
Knowles, P. J.; Knizia, G.; Manby, F. R.; Schutz, M.; Celani, P.; Korona, T.; Lindh, R.; 
Mitrushenkov, A.; Rauhut, G. et al, see http://molpro.net. 
(20)  Thorsteinsson, T.; Cooper, D. L.; Gerratt, J.; Karadakov, P. B.; Raimondi, M. 
Theor. Chim. Acta 1996, 93, 343. 
(21)  Cooper, D. L.; Thorsteinsson, T.; Gerratt, J. Int. J. Quantum Chem. 1997, 65, 
439. 
(22)  Knowles, P. J.; Werner, H. J. Chem. Phys. Lett. 1985, 115, 259. 
(23)  Werner, H. J.; Knowles, P. J. J. Chem. Phys. 1985, 82, 5053. 
(24)  Knizia, G.; Adler, T. B.; Werner, H. J. J. Chem. Phys. 2009, 130, 054104. 
(25)  Knizia, G.; Werner, H. J. J. Chem. Phys. 2008, 128, 154103. 
(26)  Knowles, P. J.; Hampel, C.; Werner, H. J. J. Chem. Phys. 1993, 99, 5219. 
(27)  Manby, F. R. J. Chem. Phys. 2003, 119, 4607. 
(28)  Adler, T. B.; Knizia, G.; Werner, H. J. J. Chem. Phys. 2007, 127, 221106. 
(29)  Dunning, T. H. J. Chem. Phys. 1989, 90, 1007. 
(30)  Woon, D. E.; Dunning, T. H. J. Chem. Phys. 1993, 98, 1358. 
(31)  Dunning, T. H.; Peterson, K. A.; Wilson, A. K. J. Chem. Phys. 2001, 114, 9244. 
(32)  Hund, F. Z. Phys. 1928, 51, 759. 
(33)  Huber, K. P.; Herzberg, G. Molecular Spectra and Molecules. IV. Constants of 
Diatomic Molecules; Van Nostrand: Princeton, NJ, 1979. 
(34)  Cordero, B.; Gomez, V.; Platero-Prats, A. E.; Reves, M.; Echeverria, J.; 
Cremades, E.; Barragan, F.; Alvarez, S. Dalton Trans. 2008, 2832. 
(35)  Pauli, W. Z. Phys. 1925, 31, 765. 
(36)  Cunningham, T. P.; Cooper, D. L.; Gerratt, J.; Karadakov, P. B.; Raimondi, M. J. 
Chem. Soc., Faraday Trans. 1997, 93, 2247. 
(37)  Glezakou, V. A.; Elbert, S. T.; Xantheas, S. S.; Ruedenberg, K. J. Phys. Chem. A 
2010, 114, 8923. 
(38)  Chase, M. W.; Davies, C. A.; Downey, J. R.; Frurip, D. J.; McDonald, R. A.; 
Syverud, A. N. J. Phys. Chem. Ref. Data 1985, 14, 1. 
(39)  Perez-Juste, I.; Carballeira, L. J. Mol. Struct.: THEOCHEM 2008, 855, 27. 
 
 
 
 
 
 
 
 
 
 
 
! 111 
6.8. Tables. 
 
(a)    
 !1 !2 !3 
!1 1.00 0.83 0.16 
!2  1.00 0.47 
!3   1.00 
 
(b)     
 !1 !2 !3 !4 
!1 1.00 0.80 0.11 0.21 
!2  1.00 0.42 0.43 
!3   1.00 0.15 
!4    1.00 
 
Table 6.1. (a) Overlaps of GVB Orbitals for SOH and (b) Overlaps of GVB Orbitals for SOOa 
aFavorable overlaps in the dominant spin-coupling pattern are given in blue, and unfavorable 
overlaps are in red. 
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(a)    
 !1 !2 !3 
!1 1.00 0.78 0.18 
!2  1.00 0.62 
!3   1.00 
 
(b)     
 !1 !2 !3 !4 
!1 1.00 0.71 0.09 0.06 
!2  1.00 0.46 0.09 
!3   1.00 0.71 
!4    1.00 
 
Table 6.2. (a) Overlaps of GVB Orbitals for HSO and (b) Overlaps of GVB Orbitals for SO2a 
aFavorable overlaps in the dominant spin-coupling pattern are given in blue, and unfavorable 
overlaps are in red. 
 
6.9. Figures. 
 
 
 
Figure 6.1. GVB orbital diagrams for the sulfur, oxygen, and hydrogen atoms. 
 
!"#$#%&'(#
)#%&'(#*+#
*,#
*-#
./#
! 113 
 
 
Figure 6.2. (a) Orbital diagrams for the Hartree–Fock (HF) configuration of SO(X3!–) and (b) 
select localized HF orbitals. Throughout the paper, the location of the oxygen atoms is depicted 
by a red sphere and that of the sulfur atom by a yellow sphere. 
 
 
 
Figure 6.3. (a) GVB 3p# lobe orbitals, (3py–, 3py+), for the ground state of the sulfur atom (3P). 
(b) GVB 2p# lobe orbitals, (2py–, 2py+), for the ground state of the oxygen atom (3P). Throughout 
this work, a dashed line between a pair of GVB orbitals like that separating the sulfur lobes and 
the oxygen lobes denotes that these orbitals are singlet coupled. (c) Proposed GVB diagrams for 
the two resonance structures of SO(X3!–). 
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Figure 6.4. GVB orbital diagrams depicting the formation of ground state (a) HSO and (b) SOH 
from H + SO. In HSO( !X 2A$), the recoupled pair # bond is not broken, but it is in SOH( !X 2A$). 
 
 
 
Figure 6.5. Changes in the SO bond lengths and bond energies upon the addition of a hydrogen 
atom to the SO (X3!–) state (top), excitation from the  !X 2A$ state to the  !A 2A% state (middle), and 
comparison to the SO(a1') state of SO (bottom). 
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Figure 6.6. (a) GVB(SO/PP) valence a$(#) orbitals at large internuclear separation, (b) 
GVB(SO/PP) valence a$(#) orbitals at re, and (c) full GVB valence a$(#) orbitals of SOH. 
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Figure 6.7. (a) GVB(SO/PP) valence a$(#) orbitals at large internuclear separation, (b) 
GVB(SO/PP) valence a$(#) orbitals at re, and (c) full GVB valence a$(#) orbitals of HSO. 
 
 
 
Figure 6.8. GVB orbital diagrams depicting the formation of (a) SOO and (b) OSO (SO2) by 
adding an O atom to SO. 
 
(a) GVB(SO/PP) orbitals, r=re+1.0 !
(c) Full GVB orbitals, r=re
(b) GVB(SO/PP) orbitals, r=re
φ1 φ2 φ3
!"#$%$&$'%$ $'%%$ !(#$%$&$'%$ $%'%$
'$ %$
!"
'$ %$
! 117 
 
 
Figure 6.9. Full GVB valence # orbitals of (a) SOO( !X 1A%) and (b) OSO( !X 1A1) at re. 
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Chapter 7. Insights into the Electronic Structure of Ozone and Sulfur Dioxide: Addition of 
Hydrogen Atoms 
7.1. Introduction 
In the first paper in this series,1 we investigated the electronic structures of the ground (1A1) 
and excited (3B2) states of ozone (O3) and sulfur dioxide (SO2). We found that the a!(") electrons 
in the singlet ground states of these two molecules have qualitatively different orbital-coupling 
patterns. In O3, the 2pa! lone pair on the central atom is singlet coupled and largely centered on 
the central atom. The remaining singlet-coupled pair of 2pa! orbitals in O3 are centered on the 
terminal oxygen atoms and only weakly overlapping. Thus, ozone may be considered a weak 
diradical. By contrast, the electrons in the sulfur 3pa! lone pair in SO2 are recoupled to form two 
SO " bonds with the electrons in the singly occupied 2pa! orbitals on the terminal oxygen 
atoms—a recoupled pair bond dyad. The electronic structure of the 3B2 states, on the other hand, 
have quite similar a! orbitals for both O3 and SO2. Both states have a singlet-coupled pair of 
electrons localized on the central atom, and a triplet-coupled pair of electrons localized on 
terminal atoms, similar in spirit to the ground state of O3. These results are summarized in the 
GVB diagrams for the valence p orbitals for O3 and SO2 in Figure 7.1, where yellow shading 
denotes triplet coupling between electrons. We used these different bonding patterns to explain 
(1) the lengthening and weakening of the O#O bonds in O3 relative to O2 in contrast to the 
shortening and strengthening of the S#O bonds in SO2 relative to SO, and (2) the singlet-triplet 
gap, which is more than twice as large for SO2 as for O3.1  
In this work, we extend these ideas to explain the differences in reactivity between these 
two molecules. For example, O3 readily participates in 1,3 dipolar cycloaddition reactions with a 
broad range of organic compounds, but no such reactions involving SO2 have been discovered.2 
!
119 
Lan et. al. recently characterized the reactants, products, and transition states of 1,3 dipolar 
cycloaddition reactions of ethylene and acetylene to O3 and SO2, studying 3+2, 2+2, and 2+1 
reactions.2 In this work, we focus on hydrogen-substituted analogs of products of 3+2 reactions 
(addition to the terminal atoms) and 2+1 reactions (addition to the central atom). Lan et. al. 
showed that 3+2 reactions behave as expected, with the transition states and products being 
lower in energy for O3 than for SO2. However, for the 2+1 reactions, the products of which were 
uniformly less stable than the 3+2 reactions with the same reactants, the SO2 reactions had lower 
energy transition states and products than the O3 analogs. We observe the same trends with serial 
additions of hydrogen to either the terminal or central atom of O3 and SO2 and explain these 
results in terms of the recoupled pair bonding model3,4 derived from generalized valence bond 
(GVB) theory.5-8 
The remainder of this paper is organized as follows. Section 7.2 describes the 
computational methodology used in the study. Section 7.3.1 summarizes the energetics and 
structures of all of the hydrogen addition products studied herein. Section 7.3.2 investigates 
hydrogen atom addition to the terminal atoms of O3 and SO2. The corresponding hydrogen 
additions to the central atom are presented in Section 7.3.3, and the role of recoupled pair 
bonding in the " system in determining how these molecules form more bonds than would be 
anticipated from their nominal valence is discussed in Section 7.3.4. We conclude in Section 7.4.  
7.2. Computational Methodology 
In this paper, we present orbitals from both generalized valence bond (GVB) calculations 
(those plotted in blue) and molecular orbital (MO) theory calculations (those plotted in orange) 
to interpret the bonding in the molecules of interest. A more complete overview of GVB theory 
is given in the first paper in this series.1 The most important features for this work are that the 
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active GVB orbitals, a subset of the valence orbitals, are singly occupied and non-orthogonal to 
one another. All spin coupling patterns for the active electrons are included in the GVB 
calculation. However, for all calculations reported herein, the perfect pairing (PP) spin function 
(that which couples the electrons into singlet pairs: !1 with !2 and so on) dominates the wave 
function. In the PP wave function, the GVB orbital overlaps provide valuable insights into the 
interactions between the electrons in these orbitals: singlet-coupled pairs centered on different 
atoms represent Heitler-London bond pairs9 and have energetically favorable overlaps, whereas 
the orbitals in different singlet-coupled pairs have energetically unfavorable overlaps due to the 
Pauli exclusion principle.10-12 
The GVB wave function is especially useful for studying bond formation and dissociation 
because the wave function is constructed to properly describe the making and breaking of bonds. 
However, GVB calculations can be computationally demanding and convergence of the 
calculation can be difficult, especially when many electrons are included in the active space. To 
circumvent this difficulty, oftentimes at Re, we will use MOs to interpret the bonding pattern. 
The MOs in this work are the result of Hartree-Fock (HF) calculations, where the 2s2 orbitals of 
the terminal oxygen atoms that result from an initial HF calculation have been localized and 
frozen in a subsequent HF calculation. This simplifies (but is not expected to affect) the 
interpretation of the molecular orbitals because these orbitals do not contribute to bonding.  
All calculations were performed with the Molpro suite of quantum chemical programs.13 
For GVB calculations in this work, we use the CASVB program of Cooper and coworkers.14 
Because the molecules in this work are larger than the triatomic molecules investigated in the 
first paper, we used the augmented triple-zeta correlation consistent basis sets [aug-cc-pVTZ for 
oxygen and hydrogen, and aug-cc-pV(T+d)Z for sulfur].15-17 To obtain results of comparable 
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quality to quadruple-zeta calculations for the correlated calculations, we use the coupled cluster 
program that includes r12-dependent terms in the wave function: RCCSD(T)-F12a.18-21 This 
dramatically accelerates the convergence of the calculated energies with respect to basis set 
size.22  
In this work, we use the same GVB orbital diagrams as in the previous companion paper. 
The three valence p orbitals for the sulfur and oxygen atom are depicted as shown in Figure 7.1. 
The dots in these orbitals represent the electronic occupation of that orbital. Yellow shading 
denotes that orbitals are coupled into high spin in the PP wave function. As we showed in the 
previous paper and in other prior work,1,23 the electrons in the 3p2 orbital of sulfur can be 
recoupled to form recoupled pair " bonds. We show this possibility by a dotted line bisecting this 
orbital, with the lines between these lobes and orbitals on the other atoms representing the 
recoupled pair " bonds. A small circle with a single dot represents the hydrogen atom. For some 
species, the valence S3s lone pair participates in bonding. We will show this orbital when 
necessary as a larger circle behind the p orbitals. 
7.3. Results 
7.3.1.  Summary of Hydrogen Addition Products to O3 and SO2 
Many hydrogen addition species of O3 and SO2 have been characterized both 
experimentally and theoretically because several of these species are relevant to atmospheric 
chemistry.24-35 However, the H addition products to the central atom of O3 are novel to this work, 
and these structures have been confirmed to be minima with frequency calculations. In this 
subsection, we present results for all species resulting from addition of one or two H atoms to 
either the terminal oxygen atoms or the central atom at a consistent level of theory [RCCSD(T)-
F12/AV(T+d)Z] and emphasize the trends that we will explore in the remainder of the paper. The 
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calculated bond energies of the hydrogen additions are summarized in Table 7.1, while the 
calculated X#O (X=O, S) equilibrium bond lengths of the various hydrogen adducts are listed in 
Table 7.2.  Figure 7.2 shows the calculated structures of all of the hydrogen adducts, while 
Figure 7.3 shows the energetics of the hydrogen addition products relative to (a) XO2 + H and 
(b) XO2 + H2. 
We find that the terminal atom additions, OX(OH) and X(OH)2, are uniformly more 
stable than the central atom addition products (HnXO2, n = 1,2); however, the difference in 
energy varies dramatically depending on the identity of the parent triatomic molecule. For the 
dihydrogen additions, O(OH)2 is 116.9 kcal/mol more stable than H2OO2, but S(OH)2 is a mere 
11.0 kcal/mol more stable than H2SO2. Similarly, OO(OH) is more stable relative to both HOO2 
and the H + O3 asymptote than OS(OH) is relative to HSO2 and the H + SO2 asymptote. 
However, OO(OH) is quite close in energy ($E = 3.9 kcal/mol) to the O2 + OH asymptote, 
whereas OS(OH) is well separated energetically from the OS + OH asymptote ($E = 71.1 
kcal/mol). 
 For the terminal atom additions, the OH bonds in OO(OH) and O(OH)2 are weaker than 
the OH(X2%) bond, 107.1 kcal/mol, and nearly identical: De = 86.0 and 88.6 kcal/mol, 
respectively. The OH bonds in OS(OH) and S(OH)2 have much smaller dissociation energies, 
44.5 and 68.6 kcal/mol; moreover, they differ significantly in energy. For the central atom 
additions, the first X#H bond is very weak, and the dissociation energy varies little with the 
identity of the central atom, 22.1 kcal/mol (HOO2) and 22.6 kcal/mol (HSO2). The second H 
addition is greater in both cases, although this OH bond is still quite weak in H2OO2 (35.7 
kcal/mol), whereas in H2SO2 the second SH bond has a dissociation energy of 79.5 kcal/mol!  
These results are summarized in Table 7.1. 
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 In addition to changes in the energetics, the geometries of the products depend on 
whether the central atom is sulfur or oxygen; see Table 7.2 and Figure 7.2. However, the 
structures of the terminal addition products have a number of similarities. The X(OH)2 molecules 
have much longer X#O bonds relative to the parent triatomic species and, as we will show, are 
reasonably characteristic of X#O single bonds. The X#O bond lengths are quite asymmetric in 
OX(OH), with the OX–OH bond being significantly longer than the O–XOH bond ($R=0.275 Å 
for X=O and $R=0.162 Å for X=S). The main difference for these species is that the O#O bonds 
of O(OH)2 are intermediate in length between the O–O(OH) bond and the OO–OH bond of 
O2OH, whereas the S#O bonds of S(OH)2 are longer than both S#O bonds in OS(OH). For the 
central addition products, H addition to O3 leads to progressively longer O#O bonds, but, for 
SO2, H addition hardly affects the S#O bond lengths. For the remainder of this paper, we will 
analyze the bonding in these molecules with GVB theory and find that the presence/absence of 
the recoupled pair bonds explain these trends.    
7.3.2.  Hydrogen Additions to the Terminal Oxygen Atoms 
The potential energy surfaces of the OO(OH) and OS(OH) molecules have been well 
studied.29,36-38 Much like formation of the 3B2 states described in the previous paper, O–H bond 
formation requires disruption of one of the singlet-coupled electron pairs in the ground state 
triatomic species. For O3, this is the weakly coupled terminal 2pa! orbitals, and for SO2, this is 
one of the " bonds in the recoupled pair bond dyad. Breaking one of the " bonds in SO2 is more 
energetically costly than disrupting the much weaker interaction in O3, so the bond dissociation 
energy (De) with respect to the ground 1A1 state is much smaller for OS(OH) than OO(OH). The 
OOO#H bond has a dissociation energy nearly twice that of the OSO#H bond (Table 7.1). This 
is in line with various studies showing that the singlet-triplet gap of the triatomic molecule 
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influences the energetics of the transition state and product formed by this addition, with a 
greater gap yielding a higher lying transition state and a less stable product.2,39-41  
Prior work reported that O–H bond formation yields minima that are planar (O3) or near 
planar (SO2), and our calculations are consistent with these results.34,42 For OO(OH), we found 
that the cis isomer was 0.2 kcal/mol more stable than the trans isomer, in agreement with Grant 
et al.30 However, a more in-depth analyses of the torsional angle of OO(OH) by others, including 
effects such as zero-point corrections, showed that the trans species was the slightly more stable 
species (by about 0.2 kcal/mol, with a barrier to rotation of less than one kcal/mol, in the study 
by Stanton and coworkers).42,43 Because we are mainly interested in the orbitals orthogonal to the 
molecular plane, we do not expect the orientation of the hydrogen atom to impact our analysis. 
Therefore, we examine the cis isomer in this work because it is the lower-lying minimum at our 
level of theory. The GVB diagrams and orbitals orthogonal (or near orthogonal) to the plane of 
the triatomic molecule are shown in Figure 7.4a (O3) and Figure 7.4b (SO2). In both cases, the 
electrons of the 2p lone pair associated with the OH group are singlet coupled (!1 and !2 in both 
figures) with overlaps of S12 = 0.87 [OO(OH)] and 0.84 [OS(OH)]. For OO(OH), the 2p lone 
pair on the central oxygen atom (!3 and !4) is also singlet coupled in 96.7% of the GVB wave 
function, with S34 = 0.86, in much the same way that they are in 3B2 state of O3 (S = 0.86).1 
These orbitals are polarized towards the terminal O atom on which !5 is centered, lending some 
" bond character to this O#O(OH) bond and accounting for its relatively short bond length 
(1.246 Å). The electron in orbital !5 has & spin and is well localized on the terminal oxygen 
atom. This is consistent with the lack of a recoupled pair bond in O3(1A1). A recoupled pair bond 
would have !4 and !5 coupled into a singlet, with !3 having & spin, but this bonding pattern only 
accounts for the remaining 3.3% of the wave function. 
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 The analogous orbitals for SO2H have a different orbital-coupling pattern; see Figure 7.4b. 
While the 2pa! lone pair of OH is still coupled into a singlet, there is a recoupled pair " bond 
involving !3 (an oxygen-centered orbital) and !4 (a sulfur lobe orbital); the electrons in these 
orbitals are singlet coupled in 97.9% of the wave function. As a result, the unpaired electron with 
& spin is in an orbital that is localized on the sulfur atom, !5, similar to what was found in our 
previous work on the HSO(2A!) state.23 In the formation of SO2, it is the analogous orbital of the 
ground state, 3'#, of SO that allows for the formation of SO double bonds. However, when a 
hydrogen atom is added to one of the terminal oxygen atoms, this is no longer possible. As a 
result of its localization on the central atom, !5 has significant unfavorable overlaps with both the 
" bond pair (0.66, 0.24) and with the 2p2 pair of OH (0.45, 0.19). The former pair of repulsive 
overlaps results in a weaker O#SOH bond than for O#SO (117.5 kcal/mol versus 133.7 
kcal/mol). This is a less dramatic difference in energy between a single recoupled pair bond and 
a recoupled pair bond dyad than we have seen in previous studies involving ( bonds.4 This is in 
part due to the presence of the SO ( bond in both species, which augments both bond energies, 
and in part due to less complete spatial separation of the S3p2 orbitals in the " system relative to 
the ( system.  
Additions to the second terminal oxygen atom of OO(OH) and OS(OH) follow 
straightforwardly from the GVB description of OO(OH) and OS(OH). The bond dissociation 
energy for the second OH bond is almost identical to that of the first OH bond (Table 7.1) for 
O(OH)2. Therefore, the energetic penalty for disrupting the weak singlet coupling in O3 and that 
for disrupting the slight " bonding shown for !3 and !4 in Figure 7.4a are very similar. However, 
for S(OH)2, the second O#H bond has a significantly higher bond dissociation energy (68.6 
kcal/mol) than the first addition (44.5 kcal/mol). That is, it is less costly to disrupt the recoupled 
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pair bond in OS(OH) than the recoupled pair bond dyad in SO2, a result of the large negative 
orbital overlaps present in OS(OH) [see Figure 7.4b]. For SO2H, the relevant overlaps are 0.66 
and 0.24, compared to 0.46 and 0.09 reported previously for SO2.1,23  
The reactivity of OO(OH) stems from its proximity in energy to the HO + O2 dissociation 
product—just 3.9 kcal/mol, Figure 7.3a. The weakness of the OO#OH bond also influences the 
structure of OO(OH): the OO#OH bond is extremely long, 1.521 Å. The O#O(OH) bond length 
of 1.246 Å, on the other hand, is only slightly longer than it is in O2(X3'#), a result of the 2-
center-3-electron interaction shown in !3, !4 and !5 of Figure 7.4a. The O2 + OH asymptote is so 
close in energy to OO(OH) because in O2, there are energetically favorable contributions to the 
bonding from the " electrons via a pair of 2-center-3-electron bonds, but there is no recoupled 
pair bonding. As a result, formation of a second bond to an oxygen atom in O2 weakens the O#O 
bond by removing one of these interactions and weakening the remaining 2-center-3-electron 
bond via the increased O#O bond distance. Effectively, the weakening of the interactions in the " 
system of O2 upon O2#OH bond formation nearly cancels out the modest energetic gain from the 
new O#O ( bond. O(OH)2 is actually higher in energy than the H2O+O2 asymptote ($E = 33.2 
kcal/mol), but it is no longer possible to dissociate to this asymptote by breaking only one bond. 
As a result, R(OO) in O(OH)2, 1.425 Å, has a value between those in OO(OH), which is 
reasonable for an O#O single bond. (HO#OH has an OO bond length of 1.451 Å at this level of 
theory.)  
Conversely, in the SO(X3'#) state, most of the " bond contribution is localized in the 
recoupled pair bond, which can be maintained upon bond formation to sulfur, like in HSO and 
SO2.23 Thus, even though the O#H bond is relatively weak in OS(OH), this species is well 
separated in energy from the HO + SO dissociation product ($E = 71.1 kcal/mol); see Figure 
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7.3a. This OS–OH bond is consistent with a single SO bond in terms of dissociation energy, e.g., 
compare to 74.5 kcal/mol for HSOH. The SO bonds of OS(OH) listed in Table 7.2 are also quite 
asymmetric. This is as expected because addition of hydrogen to the terminal oxygen atom on 
SO2 requires breaking the SO " bond associated with that oxygen atom, and thus lengthening that 
bond. The OS#OH bond is lengthened to 1.629 Å, also reasonably consistent with an S#O single 
bond (compare to 1.664 Å for HSOH). However, the other SO bond (1.467 Å) is very similar to 
that in SO(X3'#) and SO2(1A1), where Re(SO) are 1.483 Å and 1.434 Å, respectively. To form 
S(OH)2, the remaining recoupled pair " bond must be broken. This lengthens the affected SO 
bond—both SO bond lengths are now 1.639 Å, quite close to the length of the OS–OH bond in 
OS(OH).  
Recoupled pair bonding in the " system of SO2 inhibits bonding to its terminal oxygen 
atoms, and its absence in O3 makes the terminal oxygen atoms far more reactive. In both cases, 
formation of a terminal O#H bond lengthens the corresponding XO bond, but the relationship of 
the OX(OH) species to the XO + OH asymptote is strongly influenced by the " bonding in the 
diatomic XO molecules. The OX#OH bond has many similarities to the OX + O ) OXO 
pathways examined in the first paper of this series, only completion of the recoupled pair bond 
dyad is not possible in OS(OH) and there is additional " repulsion for OO(OH). The localization 
of the recoupled pair bond in one of the " systems of SO(X3'#) allows for stronger bonds to form 
to the corresponding sulfur atom than to oxygen in O2. In the following section, we will see that 
recoupled pair bonding in SO2 facilitates bonding via H addition to the sulfur atom while its 
absence in O3 makes the analogous addition products much less stable. 
7.3.3.  Hydrogen Additions to the Central Atom 
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In addition to forming O#H bonds to the terminal oxygen atoms, it is also possible to form 
X#H bonds (X=O, S) to the central atom of XO2. While these addition products are all higher in 
energy than the terminal atom additions, they are appreciably bound species. Unlike formation of 
OO(OH), uncoupling the weakly overlapping pair of orbitals of O3 will not enable bonding to the 
central atom. In order to form a bond to the central atom, electronic rearrangement of O3 is 
required. The molecular orbitals for the 2A! ground state of HOO2 are shown in Figure 7.5a. 
There is a substantial amount of mixing between the two O#O bonds and the O#H bond. All 
valence electrons on the central oxygen atom, except the 2p2a!(") lone pair from O3 ("1), appear 
to be involved in bonding. While the MOs are not straightforward to interpret, they suggest that a 
major component of the bonding in this state is due to formation of a dative O#O bond, where 
the polarized 2s2 pair of the central atom is donated to the empty 2p orbital of one of the terminal 
oxygen atoms in the 1D state. This dative bond is distributed by symmetry, forming sp-
hybridized orbitals for the O#O bonds. The other MOs support this interpretation; the singly 
occupied orbital ("8) is largely localized on the terminal oxygen atoms. (The minor amount of 
electron density localized on the central atom will be discussed in Section 7.3.4). Six other 
electrons are also localized in the 2p lone pair orbitals of the terminal oxygen atoms ("5, "6, and 
"7), and the seventh electron in these orbitals is a result of the presence of a terminal 1D oxygen 
atom that is required to form the dative bond. By forming one O#O dative bond, a singly 
occupied 2p orbital on the central oxygen atom is available to form a covalent bond with the H1s 
orbital. The weakness of the resulting OH bond, 22.1 kcal/mol, with respect to the ground state 
dissociation asymptote is due in large part to the energy splitting between the 3P and the 1D states 
of oxygen ($E = 49.1 kcal/mol). This bonding pattern also removes the weak overlap between 
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the terminal atoms of O3, which, in conjunction with the extra electronic repulsion in the " 
system, further weakens and lengthens the O#O bonds to 1.353 Å.  
Furthermore, the first excited state of HOO2 is only 4.0 kcal/mol higher in energy than the 
ground state. In this 2A! state, the O#O dative bonding pattern clearly dominates. Here, the 2p2 
orbital of the central atom is donated to form the O#O dative bond. (The central atom 2s2 pair is 
not involved in bonding at all; see "1 in Figure 7.5b.) There are also clearly a total of seven 
electrons localized on the lone pair 2p orbitals of the terminal oxygen atoms ("5, "6, "7, and "8). 
Since the 2p2 pair is larger than the 2s2 pair, this further lengthens the OO bonds to 1.436 Å. 
However, the proximity in energy of these two states reflects their similar bonding motifs.  
The bond energies for addition of a hydrogen atom to the central atoms of O3 and SO2 are 
nearly identical (22.1 and 22.6 kcal/mol, respectively); see Table 7.1. While this might suggest a 
similar electronic structure for the two molecules, there are important differences between the 
2A* states of HOO2 and HSO2. First, the geometry of SO2 is hardly perturbed by the addition of 
hydrogen to sulfur. Unlike O3 and HO3, the SO bond lengths of SO2 and HSO2 are very similar: 
1.434 Å and 1.446 Å respectively. Moreover, the energetic difference between the 2A* and 2A! 
states of HSO2 is much larger—38.6 kcal/mol—than in HO3. The reason for these discrepancies 
can be discerned from the MOs of HOO2 and HSO2; the latter are shown in Figure 7.6a. The 
singly occupied orbital of HSO2 is much more highly localized on the central sulfur atom 
[compare "8 in Figures 7.5a and 7.6a], and the central p2 pair is much more polarized towards the 
terminal oxygen atoms [compare "1 in Figures 7.5a and 7.6a]. The latter effect is due to the 
presence of the recoupled pair " dyad in SO2. In the MO representation, recoupled pair bonding 
versus simple polarization of orbitals can be difficult to distinguish, which is why we generally 
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use GVB orbitals to confirm the presence of recoupled pair bonding. The GVB orbitals for SO2 
are presented in Paper I of this series.1  
The 2A! state of HSO2 is similar in character to that of the 2A! state of HO3, i.e., largely 
bound by a p2-donated dative bond; see Figure 7.6b, where all orbitals are analogous to those of 
the 2A! state of HO3. The S#O bonds in this state have also lengthened to 1.534 Å. The 
significant difference in energy between the 2A* and 2A! states and the lack of a substantial 
increase in the S#O bond length from SO2 to ground state HSO2 occurs because there are no 
dative S#O bonds in the 2A* state of HSO2; rather, the hydrogen atom is bonded to the central 
sulfur atom by a recoupled pair bond! In this case, the 1s orbital of the hydrogen atom forms a 
bond with one of the electrons from the sulfur 3s-like lone pair. We can show the GVB orbitals 
for the recoupled pair SH bond by selecting the S3s2 pair and the incoming H1s1 orbital as the 
active orbitals in the GVB calculation. At R(SH) = Re + 1.0 Å, this yields the two singlet coupled 
orbitals !S"  and !S+  shown in Figure 7.7, upper, with the electron in the H1s orbital, !H, having 
& spin. As the hydrogen atom approaches SO2, it interacts with !S"  and !S+  to form a recoupled 
pair bond where the electron in !H  becomes singlet coupled to the one in !S" at Re in Figure 7.7, 
lower. Similarly to OS(OH), this single recoupled pair bond results in energetically unfavorable 
overlaps of 0.44 and 0.23 between the bond pair and the 3s-like orbital left over from bond 
formation (which is largely centered on the sulfur atom) that contributes to the weak SH bond 
energy. Despite the similar H#X bond energy of HO3 and HSO2, recoupled pair bond formation 
is stabilizing relative to the dative bond for HSO2 as evidenced by the large splitting between the 
2A* and 2A! states.  
The two different electronic structures of the 2A* HXO2 states carry over straightforwardly 
to the di-hydrogenated species. Since the singly occupied orbital of HO3 is largely localized on 
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the terminal oxygen atom, electronic rearrangement is again required to form the second O#H 
bond. Formation of H2OO2 yields eight electrons localized on the terminal 2p lone pair oxygen 
orbitals, meaning that both of the O#O bonds are dative bonds (orbitals not shown). The 2p2 pair 
and the 2s2 pair on the central atom have been donated to the terminal oxygen atoms. This further 
lengthens the OO bond lengths to 1.494 Å, and this second OH bond is also quite weak (35.7 
kcal/mol).  
 By contrast, the singly occupied orbital of HSO2 is already localized on the central S atom, 
so no further electronic rearrangement is needed to form H2SO2. When the second hydrogen 
atom bonds to HSO2, the unfavorable overlaps between the SH bond pair and the singly occupied 
orbital are reduced from 0.44 and 0.23 in HSO2 to 0.34 and 0.14 in H2SO2, which contributes to 
second bond being much stronger than the first bond (79.5 kcal/mol versus 22.6 kcal/mol). Also, 
it is visually apparent that the GVB orbitals in H2SO2 have less anti-bonding character than those 
of HSO2; see Figure 7.8. Because recoupled pair bond formation does not require major 
rearrangement of the SO2 bonds, the SO2 geometry remains largely unchanged by central atom 
addition [Re(SO) = 1.428 Å for H2SO2]. The strength of the second recoupled pair bond brings 
the central atom addition product close in energy (11.0 kcal/mol) to the terminal atom addition 
products, unlike in O3 where the two are separated by a very large energy gap (116.9 kcal/mol). 
7.3.4.  Role of ! Bonding in XO2 in Determining Bonding in HXO2 and H2XO2 
The similarities between the bond dissociation energy for the X–H bonds in HXO2 (X = O, 
S) are coincidental, and the electronic structures of HXO2 and H2XO2 are very different 
depending on whether X equals O or S, involving dative bonds in the former case and recoupled 
pair bonding in the latter case. This is not an obvious result in light of calculations from our 
group showing that a hydrogen atom is capable of forming a recoupled pair bond with the 2s2 
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pair of a 1D oxygen atom as well as with the 3s2 pair of 1D sulfur. In fact, the bond energy of the 
2$ state of OH relative to the O(1D) + H(1S) asymptote is actually significantly greater than the 
corresponding value for the 2$ state in SH (62.6 kcal/mol versus 27.4 kcal/mol). It turns out that 
the differences in the " systems of the two triatomic molecules play a major role in determining 
the outcome of central atom additions. 
In O3, the central oxygen atom is already crowded with electron pairs, possessing two O#O 
bonds as well as a 2s2 and a 2p2 pair, and bond formation with hydrogen only increases this 
crowding. The repulsion between the electrons surrounding the central oxygen atom and the 
hydrogen atom can be inferred from the large angle (138.6°) between the plane of the O3 atom 
and the hydrogen; it is 125.2° for HSO2. For the hydrogen atom to form a recoupled pair bond 
with the central 2s orbital, all of the remaining electrons must be avoided. To make matters 
worse, the recoupled pair bond is a three-electron interaction, and the singly occupied orbital 
resulting from bond formation of this type would be localized on the central oxygen atom. (It 
would in principle be possible for the hydrogen atom to recouple the 2p2 pair of oxygen, but 
prior studies have shown that even the most electronegative ligands can only form weak 
recoupled pair bonds with the electrons in this orbital.44 Therefore, such an interaction would be 
repulsive.) Increasing the dative bond character of HO3 can alleviate the crowding around the 
central atom. However, the unusually large angle between the O3 plane and the hydrogen atom 
might allow for the H1s orbital to have some access to the 2s2 pair, allowing for a minor role for 
recoupled pair bonding with this orbital pair that could account for the small amount of electron 
density on the central oxygen atom.  
By contrast, the recoupled pair bond dyad formation in the " system of SO2 results in the 
polarization and delocalization of the sulfur orbitals participating in the recoupled pair " bonds 
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towards the terminal oxygen atoms. This alleviates electron crowding around the central sulfur 
atom and enables the sulfur 3s-like lone pair to be described by two lobe orbitals, one above the 
plane of the molecule and one below the plane of the molecule. This makes the 3s-like pair much 
more accessible for the approaching hydrogen atom. While the increased atomic radius of sulfur 
relative to oxygen may also decrease the electronic repulsion around the central atom, this effect 
alone is insufficient to allow for recoupled pair bond formation with the S3s2 pair. We can 
demonstrate this by considering products of adding hydrogen to the sulfur atom of the 3B2 state 
of SO2, which we showed does not possess a recoupled pair bond dyad in the first paper in this 
series (see the GVB diagram in Figure 7.1). Adding a single H atom would result in a quartet 
HSO2 state with the two orbitals localized on the terminal atoms and the !S+ orbital leftover from 
the recoupling coupled into a quartet. However, there is no such bound quartet state; this is 
shown diagrammatically in Figure 7.9. Addition of two hydrogen atoms would yield a 3B2 state 
of H2SO2, with singly occupied orbitals of b1 and a2 symmetry. There is a 3B2 minimum for 
H2SO2 that is substantial highly in energy than the singlet ground state ($E = 117.8 kcal/mol). 
However, this state originates from adding a very weakly bonded second hydrogen atom to the 
dative-bonded 2A! state of HSO2 ($E = 1.5 kcal/mol relative to this asymptote), not by forming a 
recoupled pair bond dyad with the 3s2 pair. We can discern this because the singly occupied 
orbitals are of a1 and b2 symmetry, not of b1 and a2 symmetry. Therefore, the 3s2 recoupled pair 
dyad formation is not favored when the 3p2 pair is not also recoupled. The polarization of the 
3pa! lone pair caused by recoupled pair bonding is an essential component of the bonding in the 
HSO2 and H2SO2 states. 
7.4. Discussion 
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The different bonding schemes in the " systems of ozone (O3) and sulfur dioxide (SO2) in 
their ground states greatly influence the reactivity of these molecules, as well as the energetics 
and geometries of the products of hydrogen atom addition. In O3, the " system has a lone pair 
orbital on the central oxygen atom and a singlet coupled pair of electrons in non-orthogonal, 
singly occupied orbitals on the terminal atoms. The weak coupling between the electrons in the 
singly occupied 2pa! orbitals on the terminal atoms (S = 0.16)1 renders it amenable to various 
3+2 addition reactions. The recoupled pair bond dyad in the " system of SO2, on the other hand, 
imparts substantial closed-shell character in the wave function and results in the electrons in the 
a! orbitals being much less reactive. 
However, the converse is true for reactions involving the central atom of O3 and SO2. The 
participation of the S3p-like lone pair on the central atom in a recoupled pair " bond dyad 
polarizes and delocalizes the lone pair orbitals towards the terminal oxygen atoms, which, 
coupled with the larger atomic radius of sulfur, reduces electron density at the central atom. With 
this shift in density, the 3s-like lone pair is described by two lobe orbitals, one above and one 
below the molecular plane, which makes these orbitals much more accessible for recoupled pair 
bond formation in the ground state of SO2 than is the 2s-like lone pair on the central atom in the 
ground state of O3. So, the recoupled pair bond dyad in SO2 simultaneously deters bonding to the 
terminal atoms while promoting bonding to the central sulfur atom.  
We see that the same principles that dictate the geometry and properties of the triatomic 
species also allow for the formation of stable hypervalent sulfur-oxygen species. Cooper et al put 
forth the democracy principle—the idea that all valence electrons can participate in bonding 
given the proper energetic incentive.45 This work describes in detail how such valence electrons 
can be involved in bonding. For HO3 and H2O3, the third and fourth bonds to the central atom are 
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only made possible by dative O#O bonds with the central atom donating an electron pair to the 
terminal 1D oxygen. This results in species that are high in energy because promotion to the 1D 
state is energetically costly. However, for HSO2 and H2SO2, dative bonds are replaced by 
recoupled pair bonds involving the sulfur 3s-like lone pair, which do not require excitation of 
any of the constituent atoms. Thus, the results of 2+1 additions to SO2 are much lower in energy 
than those for O3, to the extent that H2SO2 and S(OH)2 are reasonably close in energy. It is easy 
to imagine that replacement of hydrogen with a halide (e.g., fluorine) for this bonding scheme 
would be sufficient to reverse the trend of terminal addition versus central atom addition, given 
the weakness of O#F bonds and the propensity of halides to form strong recoupled pair bonds.44 
As a result, we believe that the bonding schemes presented here are applicable to a wide range of 
hypervalent sulfur-oxygen compounds. 
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7.6. Tables 
 X = O X = S 
OXO + H ) OX(OH) 86.0 44.5 
OX(OH) + H ) X(OH)2 88.6 68.6 
H + XO2 ) HXO2 22.1 22.6 
H + HXO2 ) H2XO2 35.7 79.5 
 
Table 7.1. Bond dissociation energies (in kcal/mol) for various products resulting from addition 
of one or two hydrogen atoms to XO2 (X=O, S). Addition to the terminal atoms is denoted by 
either OX(OH) or X(OH)2, and addition to the central atom is denoted by HnXO2 (n = 1, 2). All 
species are in their ground states. 
 
 X = O X = S 
XO2 1.278 1.434 
OX(OH) 1.246 1.521 1.467 1.629 
X(OH)2 1.425 1.639 
HXO2 1.353 1.446 
H2XO2 1.494 1.428 
 
Table 7.2. X#O bond lengths (Å) for the optimized XO2Hn and HnXO2 (n  = 0-2) structures.  For 
OX(OH), the O#XOH bond length is given first, followed by the OX#OH bond length. All 
molecules are in their ground states. 
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7.7 Figures 
 
 
Figure 7.1. GVB orbital diagrams for the orbital-coupling patterns for the (a) ground (1A1) and 
(b) excited (3B2) states of O3 and SO2. The SO2(1A1) state possesses two SO " bonds (a recoupled 
pair bond dyad); the other states do not. 
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Figure 7.2.  The calculated equilibrium geometries (RCCSD(T)-F12/AV(T+d)Z) of the 
XO(OH), X(OH)2, HXO2 and H2XO2 species (X=O, S) in their ground states. The X#O bond 
lengths can be found in Table 7.2. 
 
 
 
 
 
 
 
 
 
 
R(OH)=0.972 Å
A(HOO)=97.8˚
A(OOO)=111.7˚
D(OOOH)=0.0˚
R(OH)=0.979 Å
A(OOO)=124.1˚
A(O3–OH)=138.6˚
R(OH)=0.967 Å
A(HOO)=107.0˚
A(OOH)=101.3˚
D(OOOH)=81.4˚
R(OH)=0.976 Å
A(OOO)=124.9˚
A(O3–OH)=123.7˚
R(OH)=0.969 Å
A(HOS)=107.8˚
A(OSO)=118.4˚
D(OSOH)=13.3˚
R(SH)=1.375 Å
A(OSO)=123.4˚
A(SO2–SH)=125.1˚
R(SH)=1.353 Å
A(OSO)=122.7˚
A(SO2–SH)=130.2˚
R(OH)=0.964 Å
A(HOS)=108.4˚
A(OSO)=103.1˚
D(OSOH)=84.5˚
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Figure 7.3. Relative energies in kcal/mol for the products of (a) single and (b) double hydrogen 
atom additions to XO2. All molecules are in their ground states. 
 
  
 
Figure 7.4. (a) GVB a! orbitals for OO(OH) and (b) the analogous orbitals for OS(OH). For all 
GVB orbitals plotted, a dotted line between a pair of orbitals indicates that they are singlet 
coupled in the PP wave function. Throughout the figures, blue arrows and overlaps are 
energetically favorable, and red arrows and lines are energetically unfavorable. (Here, only 
overlaps larger in magnitude than 0.15 are reported.) 
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Figure 7.5. Molecular orbitals for the (a) 2A* and (b) 2A! states of HO3.  
 
 
Figure 7.6. Molecular orbitals for the (a) 2A* and (b) 2A! states of HSO2. 
 
(a)
(b)
Occ=1.0
ф1 ф2 ф3 ф4
ф5 ф6 ф7 ф8
Occ=1.0
ф1 ф2 ф3 ф4
ф5 ф6 ф7 ф8
(a)
(b)
Occ=1.0
ф1 ф2 ф3 ф4
ф5 ф6 ф7 ф8
Occ=1.0
ф1 ф2 ф3 ф4
ф5 ф6 ф7 ф8
!
142 
 
 
Figure 7.7. GVB orbitals and overlaps associated with the H#S bond in HSO2(2A!) at 
R(SH) = Re + 1.0 Å (upper) and R =Re (lower). 
 
 
 
Figure 7.8. GVB orbitals and overlaps for the H#S bonds in H2SO2(1A1) at Re.  
 
 
 
 
Figure 7.9. GVB orbital diagrams showing that the 3p2 recoupled pair bond dyad is required to 
form H#S 3s2 recoupled pair bonds.  
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Chapter 8. The Nature of the SO Bond of Chlorinated Sulfur–Oxygen Compounds1 
8.1. Introduction 
Sulfur and oxygen atoms interact to form a rich variety of molecules with varying bond 
lengths and strengths that contribute to the diversity of sulfur–oxygen chemistry. Of interest here 
are molecules containing a single sulfinyl (SO) group with two additional ligands, which have 
the general formula XYSO. The SO bonds in these species are typically shorter and stronger than 
a standard single SO covalent bond,1 and their bond dissociation energies can vary significantly 
depending on the identity of the substituents (X, Y).2 Both the electronegativity and aromaticity 
of X and Y affect the SO bond dissociation energy. In general, electronegative substituents tend 
to correlate with especially strong SO bonds.3 In fact, the SO bond in such compounds is often 
drawn as a double bond in recognition of its shortness and strength, but the presence of multiple 
bond character is controversial, and the origin of this multiple bond character has been debated.4 
For example, some texts depict XYSO species with a dative, or hypercoordinate covalent SO 
bond between the S3p2 orbital and the empty O2p2 arising from the O(1D)/O(1S) states with 
back-bonding being invoked to explain the shortness and strength of the bond. 
As is typical of sulfur-containing species, the atomic 3d orbitals of the sulfur atom were 
employed as a possible explanation for the variation in SO bond lengths and strengths. It was 
suggested that the doubly occupied O2p lone pair orbitals back-bond to the S3d orbitals of the 
central atom.5,6 However, detailed calculations of various hypervalent molecules show that S3d 
functions only provide polarization and correlation effects;7-9 these functions do not participate 
as 3d valence orbitals in the bonding in the sulfinyls. In light of this finding, other bonding 
schemes have been proposed. It has been suggested that back-bonding in the SO bonds (and !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!"!This chapter is drawn in its entirety from a previous publication. Reprinted (adapted) under the Creative Commons 
Attribution license from Lindquist, B. A.; Dunning, T. H. Theor. Chem. Acc. 2014, 133, 1443. Copyright 2014 The 
Authors.!
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related bonds involving late p-block elements and oxygen) is a consequence of 
hyperconjugation.10 So-called anionic hyperconjugation occurs when a bond pair and lone pair 
interact, and the lone pair orbital energy is stabilized by interaction with the empty anti-bonding 
orbital of the bond.11 Other studies have described these types of bonds as composed of a polar 
covalent ! bond and a nearly ionic " bond, especially when the (X, Y) substituent is a very 
electronegative element (e.g., a halide), without necessarily addressing the origin of the multiple 
bond character.12-14 Yet other studies concluded that there in fact is no multiple bond character, 
and the SO bond is strengthened by purely electrostatic interactions.4 
In this work, we focus on thionyl chloride (Cl2SO) and its structural analog, ClSOCl, as 
well as their parent triatomic molecules: ClSO and SOCl. Cl2SO is interesting from a theoretical 
perspective but is also an important reagent in a wide variety of chlorination reactions15 and in 
electrochemistry as a component in lithium/sulfinyl chloride batteries.16 We use generalized 
valence bond (GVB) theory to provide insights into the nature of the bonding in these molecules. 
A prior study of sulfur–oxygen compounds in our group showed that recoupled pair bonding 
involving the electrons in the " orbitals accounts for the strength of the SO bond in the ground 
X3#$ state of diatomic SO, as well as for the large differences in geometry and SO bond strength 
of the !X 2A% states of HSO and SOH.17 We found that a recoupled pair " bond is formed by the 
interaction of the electrons in the S3p"2 lone pair and the O2p"1 orbital in SO(X3#$). In the S(3P) 
atom, the two electrons in the S3py2 (or S3py$, 3py+) lone pair are singlet-coupled, but in 
SO(X3#$), one of the electrons in the S3p"-like orbital (3py+) is singlet-coupled to the O2p"1-like 
orbital to form a recoupled pair " bond. The remaining S3p"-like orbital (3py$) is mostly 
centered on the sulfur atom. As a result, the two singly occupied orbitals of SO(X3#$) are largely 
localized on the S atom and the recoupled pair " bond is maintained in HSO but must be broken 
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to form SOH. This is shown in GVB diagrams of the  !X 2A% states of HSO and SOH in 
Figure 8.1. Consequently, the SO bond in HSO is 0.15 Å shorter and 21.5 kcal/mol stronger than 
that in SOH. Despite this difference, the ground states of HSO and SOH are very close in energy 
(&E = 1.9 kcal/mol), which is due to a near cancellation of two effects: (1) OH bonds are 
stronger than SH bonds (favoring SOH), and (2) the recoupled pair bond is maintained in HSO 
but not SOH (favoring HSO). We expect that similar effects are present in ClSO/SOCl and 
Cl2SO/ClSOCl and may provide an explanation for the preference of ClSO over SOCl and of 
Cl2SO over ClSOCl as well as the shortness and strength of the SO bond in the former species. 
The remainder of this work is organized as follows. In Section 8.2, we describe the 
computational methodology, including a brief overview of GVB theory. In Section 8.3, we 
compare the structure, energetics, and GVB orbitals of the ClSO and SOCl structural isomers. 
We compare the corresponding dichlorinated species (Cl2SO and ClSOCl) in Section 8.4. 
Finally, in Section 8.5, we conclude. 
8.2. Computational methods 
Prior studies in our group have utilized GVB theory to gain insights into the nature of the 
bonding in a variety of molecules of the second-row elements. Unlike Hartree–Fock (or 
molecular orbital, MO) theory, GVB theory has the advantage of being inherently multi-
reference and therefore able to describe bond dissociation and formation. A subset of the GVB 
orbitals (na) are singly occupied, instead of doubly occupied, and the GVB wave function can be 
written as follows.18-21 
!GVB = Aˆ"d1"d1 ###"dnd"dnd$a1$a2 ###$ana%& ###%&'S ,M
na
      (1) 
In Eq. (1), the {!di} are the doubly occupied core and valence orbitals and the {"ai} are the active 
GVB orbitals. The {!di} orbitals can be considered as orbital pairs that are singlet-coupled and 
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overlap perfectly with one another. The active orbitals, by contrast, are singly occupied with 
overlaps less than unity and can be spin-coupled in various ways as described by the spin-
coupling coefficients, the sum of which is !SM
na = csk!SM ;kna
k
" . Because the active spatial orbitals, 
{"ai}, as well as the spin-coupling coefficients, {cSk}, are optimized at each nuclear 
configuration, the GVB wave function provides an accurate, yet compact description of the 
changes in the electronic structure of the molecule with changes in the nuclear configuration. 
This is in contrast to traditional VB calculations that typically require several covalent and ionic 
structures to be included for the calculation to be sufficiently accurate. Characterizing the 
evolution of the spatial orbitals and the associated spin-coupling patterns as a function of 
internuclear distance provides a clear bridge between the electronic structure of the molecule and 
that of its constituent fragments. 
The spin-coupling coefficients, {cSk}, are related to the relative weight, wk, of a particular 
spin function (!SM ;k
na ) in the wave function. There are various choices for the spin basis functions 
used in the GVB calculation. The Kotani spin basis is a popular choice because the basis is 
orthonormal, and the squares of the resulting coefficients {cSk} yield a direct measure of the 
contribution of the spin-coupling patterns to the total GVB wave function, wk = cSk2.22 Any 
weights reported in this work will be computed in the Kotani spin basis. A related spin basis is 
the Rumer spin basis.23,24 The Rumer spin functions have the advantage of being interpretable in 
terms of singlet pairs. The Kotani spin functions (in reverse order) can be obtained by Gram–
Schmidt orthogonalization of the Rumer spin functions.25 The disadvantage of using Rumer spin 
functions is that, because they are not orthogonal, the contribution of each spin function to the 
total wave function cannot be uniquely defined (though various definitions are available26-28). 
Nonetheless, the magnitudes of the coefficients provide valuable insights into the relative 
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importance of the various Rumer spin-coupling patterns. For species in which the bonding 
pattern changes as a function of geometry, the Rumer spin basis is often viewed as a natural 
choice to describe this transition. 
Generalized valence bond (GVB) calculations are inherently more accurate than Hartree–
Fock calculations because they contain the major nondynamical correlation effects in a valence 
CASSCF wave function, e.g., those associated with the s–p near-degeneracy in the atoms and 
those associated with the incorrect dissociation of the Hartree–Fock wave function in the 
molecule. However, GVB calculations do not include dynamic correlation and are thus not as 
accurate as MO-based multi-reference configuration interaction (MRCI) or coupled cluster (CC) 
methods. Therefore, in this work, we will use a hybrid approach: (1) we use very accurate MO-
based methods, such as the MRCI and CC methods, to optimize the geometries and compute the 
energetics of the species of interest here, and (2) we combine these results with calculations of 
the GVB wave function to examine the electronic structure of the molecule. 
We will make use of GVB orbital diagrams to schematically represent the GVB wave 
function as shown in Figure 8.1 in Section 8.1. In this work, the valence p orbitals of the atoms 
will be represented as follows: two lobes in the plane of the paper for each of the px and pz 
orbitals, and a small circle to represent the py orbital, which is the p orbital that has a node in the 
plane of the paper. The SO bonding axis is defined to be the z-axis. The dots in the lobes 
represent the electronic occupation of the orbitals, and singlet coupling between two orbitals 
centered on different atoms (a chemical bond) is shown as a line connecting the orbitals. We 
indicate the possibility of recoupling the S3p2 pair with a dotted line drawn through this doubly 
occupied orbital. This S3p2 pair is shown in Figure 8.2 in both the MO and GVB representations. 
In MO theory, the 3p orbital is doubly occupied; in GVB theory, this lone pair is represented by 
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two lobe orbitals. The 3p lobe orbitals result from the inclusion of an S3d orbital in the GVB 
wave function, which provides the GVB orbitals with angular correlation such that they have 
some spatial separation, though their overlap is still high.29 
All calculations were performed with the Molpro suite of quantum chemical programs.30 
The GVB calculations were performed using the CASVB program of Thorsteinsson et al.31 We 
generally computed the full GVB wave function (also called the spin-coupled VB (SCVB) wave 
function by Gerratt et al.18,19). To compute the GVB wave function, our general strategy was to 
localize the Hartree–Fock orbitals in terms of atomic orbitals32 and then perform a CASSCF 
calculation with a small active space if needed to further refine these orbitals, which were then 
used to generate a starting guess for the CASVB program. The main constraint on the wave 
function was orthogonality between orbitals of different symmetry. 
All geometries were optimized, and bond energies were calculated with explicitly 
correlated coupled cluster theory including a perturbative triples correction [CCSD(T)-F12 and 
RCCSD(T)-F12 with the “a” approximation].33-36 For geometry optimizations, the augmented 
correlation consistent double-zeta basis set with tight d-functions on sulfur and chlorine 
[AV(D+d)Z] was used.37-39 Because the explicitly correlated coupled cluster methodology 
contains terms that depend explicitly on interelectronic distances, convergence with respect to 
basis size is accelerated relative to traditional approaches. A calculation including explicitly 
correlated terms is typically at least as accurate as a calculation using a basis set that is one zeta 
higher without the explicitly correlated terms.40 So we expect that the CCSD(T)-F12/AV(D+d)Z 
calculations performed here are comparable in accuracy to standard CCSD(T)/AV(T+d)Z 
calculations. For calculating molecular energies, we used the AV(T+d)Z basis set, which, using 
the explicitly correlated methodology, should have an accuracy between quadruple or quintuple 
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zeta for calculations performed without the explicitly correlated terms. For potential energy 
scans over a range where a single-reference method was not appropriate, a CASSCF 
calculation41,42 was performed or MRCI with the Davidson correction was employed 
(MRCI + Q)43,44. For these calculations, the AV(T+d)Z basis set was used and a full valence 
active space was used unless otherwise stated. 
8.3. The ClSO/SOCl Isomers 
8.3.1 The Structures and Energetics of ClSO/SOCl 
The geometries and relative energetics of the ground ( !X 2A%) states of the ClSO and 
SOCl isomers are shown in Figure 8.3. The structure for ClSO( !X 2A%) is in good agreement with 
a prior study.45 The ClSO( !X 2A%) isomer is substantially more stable than the SOCl( !X 2A%) 
isomer, &E = 56.0 kcal/mol. This is in contrast to the nearly energetically degenerate HSO/SOH 
structural isomers shown in Figure 8.1. We cannot attribute the increased stability of the ClSO 
isomer to any inherent difference in the strengths of the SCl and OCl bonds; the dissociation 
energies of these bonds in the diatomic species (Table 8.1) are very similar, with the SCl(X2') 
state being only 3.8 kcal/mol more strongly bound than the OCl(X2') state. We also compare the 
bond lengths and energies of the diatomic molecules to those of the ClSO/SOCl molecules in 
Table 8.1. Clearly, additional factors are at play in the ClSO/SOCl isomers compared to the 
HSO/SOH isomers. 
The SCl bond energy in the ClSO( !X 2A%) isomer, 56.1 kcal/mol, is slightly weakened 
relative to that in the SCl(X2') state, 67.6 kcal/mol, but similar in magnitude. Similarly, the SCl 
bond is only slightly longer in the ClSO( !X 2A%) isomer, 2.054 Å, than that in the SCl(X2') state, 
1.985 Å. Therefore, we consider this bond to be a typical SCl covalent bond, and attribute its 
lengthening and weakening relative to SCl(X2') to the additional electronic repulsion among the 
! 150!
SCl bond pair, the SO bond pair, and the O2p2 pair in the ClSO( !X 2A%) isomer. By contrast, in 
the SOCl( !X 2A%) isomer, the OCl bond is weak almost to the point of nonexistence, De(SO–
Cl) ( 0.1 kcal/mol. The OCl bond length is correspondingly much longer in the SOCl( !X 2A%) 
isomer than that in OCl(X2'): Re(SO–Cl) = 2.121 Å versus Re(O–Cl) = 1.569 Å. Clearly, the 
interaction between the O and Cl atoms cannot be described as a covalent bond. We will discuss 
the nature of bonding in this species in Section 8.3.3. 
The SO bonds in the triatomic molecules are quite similar in terms of length, with the SO 
bond length only increased by 0.04 Å in the SOCl isomer relative to the ClSO isomer. This is in 
distinct contrast to the hydrogen-substituted case where the SO bond in HSO was 0.15 Å shorter 
than in SOH. However, both the HS bond length in the HSO( !X 2A%) isomer and the OH bond 
length in the SOH( !X 2A%) isomer were very close to that of the X2' states of the corresponding 
diatomic molecules, XH (X = O, S). Thus, the shortness of the SO bond and the extraordinary 
length of the OCl bond in the SOCl( !X 2A%) isomer are peculiar to chlorine substitution. 
8.3.2. The GVB Orbitals of ClSO 
In our prior study of HSO/SOH, we found that the recoupled pair " bond in SO was 
maintained in HSO and was broken upon formation of SOH. In contrast, for ClSO and SOCl, 
based on the bond lengths alone, it seems that the recoupled pair " bond in SO is maintained in 
both isomers. The GVB orbitals for the  !X 2A% states of the ClSO and SOCl isomers support this 
conclusion. The five GVB valence orbitals of a% symmetry in ClSO, as well as the associated 
GVB diagram, are shown in Figure 8.4. In the dominant spin-coupling pattern (95.6%), the 
electrons of the Cl3p2 pair ("1, "2) are singlet-coupled, which is denoted by the dotted line 
between the orbitals. The other singlet-coupled pair ("3, "4) is a recoupled pair " bond between 
the O2p1-like orbital and one of the S3p-like lobe orbitals, which has delocalized onto the O 
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atom and represents the highly polarized (S)+O)$) nature of the bond. The remaining S3p-like 
lobe orbital has * spin, yielding an overall doublet state. This bonding scheme is depicted in the 
GVB orbital diagram in Figure 8.4. The bonding scheme for the S and the O atoms in the ClSO(
 !X 2A%) isomer is essentially the same as that found in HSO previously. 
Note that the Cl3p2 lone pair is an example of a GVB description of a 3p2 lone pair that is 
not recoupled. The lone pair consists of two lobe orbitals, ("1 ( Cl3py$, "2 ( Cl3py+), with high 
overlap (S = 0.88) that are singlet-coupled to each other. 
8.3.3. The GVB Orbitals of SOCl 
Unlike HSO and ClSO, the features of SOCl are qualitatively different than those of 
SOH, indicating a different bonding pattern in the two species. In SOH, the SO bond was 
significantly lengthened relative to that in the HSO isomer. By contrast, in SOCl, the SO bond is 
still fairly short, 1.502 Å in SOCl versus 1.460 Å in ClSO. However, the OCl bond is very long 
and weak. The GVB orbitals for the SOCl( !X 2A%) isomer are shown in Figure 8.5a. In the 
dominant spin-coupling pattern (87.3%), the O2p1-like GVB orbital ("3) is singlet-coupled to one 
of the S3p lobes ("4) and not to the Cl3p GVB orbital, resulting in the same type of recoupled 
pair " bond that we observed in the ClSO( !X 2A%) isomer. The other singlet pair consists of the 
Cl3p-like GVB orbital ("2) and the remaining S3p lobe orbital ("5). There is a slight tail of these 
orbitals on the O atom, but "2 is largely centered on the chlorine atom and "5 is largely centered 
on the S atom. Therefore, these two orbitals do not have a large spatial overlap (S = 0.24) with 
one another and do not form a conventional chemical bond. In essence, the recoupled pair bond 
is maintained at the expense of forming a covalent OCl bond. The " bond delocalizes slightly 
onto the Cl atom, which could be the genesis of the slightly longer SO bond in SOCl relative to 
that in the ClSO isomer. 
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Ongoing work in our group has observed a similar bonding pattern in the  !A 2A+ state of 
NOF (Takeshita and Dunning, to be published). We will refer to this weakly overlapping singlet-
coupled pair as a through-pair interaction. Despite the small overlap of this singlet pair, the  !X
2A++ state of SOCl is 10.7 kcal/mol lower in energy than the corresponding quartet state at the 
equilibrium geometry for the doublet state. (The O–Cl bond dissociates on the quartet surface). A 
more comprehensive study of the through-pair interaction will be the subject of a future article 
(Takeshita and Dunning, to be published); however, we speculate that the singlet coupling is 
energetically favorable not because a traditional covalent bond is formed, but rather because the 
overlap of the singlet-coupled pair reduces the electronic repulsion between the electrons in the 
recoupled pair " bond and the electrons in the weakly overlapping pair. 
The electronic structure of the SOCl isomer is actually even more complex than the 
above analysis implies. If the SO bond is lengthened (even slightly), the recoupled pair " bond 
weakens and the bonding pattern switches from that of a recoupled pair " bond and a through-
pair interaction to that of an S3p2 lone pair and a standard covalent OCl bond. At 
Re(SO) + 0.12 Å, the GVB wave function (shown in Figure 8.5b) is almost entirely (99.8%) 
described by the latter bonding pattern. If we perform GVB calculations from R(SO) = Re –
 0.02 Å to R(SO) = Re + 0.12 Å and preserve the ordering of the orbitals by atomic character, we 
can directly observe the switch in character between the recoupled pair bonding pattern and the 
covalent bonding pattern in the spin-coupling coefficients, {cSk}, associated with the Rumer spin 
functions. We plot these values in Figure 8.5c as a function of R(SO). Because the spin functions 
in the Rumer basis are nonorthogonal, there is no unambiguous way to relate the spin-coupling 
coefficient to its contribution to the GVB wave function. Nevertheless, the magnitudes of the 
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spin function coefficients are certainly correlated with the importance of the spin-coupling 
patterns. 
At intermediate values of R(SO), there is some ambiguity in the assignment of the 
orbitals as they exchange character through both the spin and spatial degrees of freedom, and an 
orbital ordering that resulted in the smoothest evolution of the Rumer spin functions was chosen. 
At larger values of R(SO), the covalent OCl bonding pattern (diamonds) totally dominates, but as 
R(SO) decreases, the recoupled pair bonding pattern (upward triangles) becomes increasingly 
important, and becomes dominant at R(SO) values below 1.56 Å. A third spin-coupling pattern 
(circles) also becomes important as R(SO) decreases. This spin function corresponds to coupling 
"3 and "4 into a recoupled pair " bond, and then singlet coupling the out-of-plane S3p GVB 
orbital ("1) to the Cl3p in-plane orbital ("2) and high spin-coupling the other in-plane S3p GVB 
orbital ("5). This spin function does not describe an OCl bond. This spin-coupling coefficient 
increases because the triplet-coupling of the orthogonal valence S3p-like orbitals ("1 and "5 in 
Figure 8.5a) on the SO(X3#$) fragment becomes important as the Cl atom becomes increasingly 
weakly bound. (In the Rumer spin basis, there is no spin function that corresponds directly to 
triplet-coupling these two orbitals). The increasing contribution of this spin function as R(SO) 
decreases is not surprising given the weakness of the OCl bond. 
The presence of two distinct bonding patterns has consequences for the potential energy 
curve as a function of SO bond length for SOCl. For ClSO, the analogous potential energy curve 
acts like a Morse oscillator around the minima as the SO bond is stretched; see Figure 8.6, where 
the energies of the respective minima have been set to zero. However, for SOCl, while there is 
only one minimum, there is an obvious change in the character of the potential energy curve 
around 1.65 Å. We attribute this feature to the competition of the two bonding motifs, which 
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possess two distinct equilibrium bond lengths and strengths, depending on whether the recoupled 
pair " bond is present or absent. 
8.4. The Cl2SO/ClSOCl Isomers 
Similarly to ClSO/SOCl, we can understand the energetic differences between the Cl2SO 
and ClSOCl isomers in terms of recoupled pair " bonding. Consider first ClSO( !X 2A%) + Cl(2P). 
In order to form an OCl bond to yield ClSOCl, the Cl atom must bond via a through-pair 
interaction or it has to break the " bond just as we observed in SOCl. However, in Cl2SO, the 
second SCl bond forms with the orbital left over from the formation of the recoupled pair " bond, 
"5 in Figure 8.4, and the recoupled pair " bond is maintained. These pathways are depicted in 
Figure 8.7. By this logic, we expect the energy difference between the Cl2SO and ClSOCl 
isomers to be similar in magnitude to that between the triatomic ClSO and SOCl molecules, and 
it is: the Cl2SO isomer is 47.0 kcal/mol lower in energy than the ClSOCl isomer. 
We can also understand the variation in SO bond strength as a function of X and Y in the 
XYSO molecules in terms of recoupled pair " bonding. We saw in our prior studies of recoupled 
pair bonding that the orbital left over from the formation of the recoupled pair bond has large 
unfavorable overlaps with the bond pair.17,46 For ClSO, we find that "5 in Figure 8.4 has a large 
energetically unfavorable overlap with the " bond pair ("3 and "4). Therefore, bond formation 
with this orbital will be more favorable if the incoming ligand is strongly electronegative and can 
polarize this orbital away from the SO bond pair, but would be less favorable or even 
unfavorable if the ligand is weakly electronegative and thus augments the electronic repulsion in 
the " system. A more in-depth discussion of Cl2SO will be deferred until Section 8.4.2. 
8.4.1. The ClSOCl Isomer 
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Given the similarity in the GVB diagrams of SOCl and ClSOCl, it should come as no 
surprise that the potential energy curve associated with stretching the ClS–OCl bond also has 
contributions from two bonding patterns: recoupled pair " bond/through-pair interaction and 
S3p2 lone pair/covalent OCl bond. However, for ClSOCl, there is increased electron repulsion 
between the SCl bond and the OCl bond and " orbitals. Because lengthening the SO bond 
reduces this repulsion, the more stable bonding pattern is shifted from the recoupled pair " 
bond/through-pair interaction to the S3p2 lone pair/covalent OCl bond motif. As a result, ClSOCl 
has a longer SO bond length (&Re  = 0.10 Å) but much shorter OCl bond length 
(&Re  = $ 0.37 Å) than in SOCl. In addition, the potential energy curve for stretching the ClS–
OCl bond is very flat, increasing by only 0.3 kcal/mol at R(SO) = Re(SO) $ 0.1 Å, compared to 
8.5 kcal/mol in ClSO over the same range. In ClSOCl, the presence of the two bonding patterns 
is especially obvious because the balance between the two bonding motifs yields two distinct 
minima at the CCSD(T)-F12/AV(D+d)Z level of theory (confirmed by frequency calculations); 
see Figure 8.8a. 
The two minima for ClSOCl are shown in Figure 8.8b. As anticipated, the major 
geometric differences between these two isomers are the SO and OCl bond lengths; the SCl bond 
length and the angles are effectively the same. This pair of isomers can thus be described as bond 
stretch isomers, although the barrier separating the two isomers is extremely small. The OCl 
bond length is highly dependent on the SO bond length for this entire region of the potential 
energy curve: as the SO bond shortens, the recoupled pair " bond strengthens at the expense of 
the OCl bond. Figure 8.8c shows the strong inverse correlation between R(SO) and R(OCl). In 
contrast, the R(SCl) bond length is effectively independent of R(SO). 
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While the miniscule barrier between these two isomers makes distinguishing between 
them experimentally impossible, the unusual potential energy curve shown in Figure 8.8a will 
lead to a distinct, if complicated, infrared spectrum that could, in principle, be observed. The 
atypical features of this potential energy curve are similar to what has been observed previously 
for the H2PO radical, where, at lower levels of theory, there was a double well in the potential 
energy as a function of R(PO).47 In that case, increasing the amount of dynamic correlation in the 
calculation eliminated the barrier completely yielding a very flat potential energy curve. There 
was also a change in the character of the singly occupied orbital as the PO bond length 
decreased, from that consistent with a single PO ! bond (singly occupied orbital localized on 
oxygen) to that suggestive of a ! bond plus a recoupled pair " bond (singly occupied orbital on 
phosphorus). 
8.4.2. The Cl2SO Isomer 
At the start of this section, we considered the formation of Cl2SO from ClSO and Cl, 
which suggested a covalent ! and a recoupled pair " bond for the SO bond and, through 
resonance, two predominantly covalent ClS bonds. This pathway is consistent with prior studies 
that showed a polar covalent ! SO bond and a nearly ionic " SO bond in related molecules9,12-14 
(recoupled pair bonds tend to be quite polarized toward the recoupling ligand). This bonding 
scheme would predict Cl2SO to have two ClS bonds similar in length to that in ClSO (2.054 Å) 
with a ClSCl angle near 90°. It would also predict an SO bond length close to that in ClSO 
(1.460 Å) with !ClSO like that in ClSO (109.2°). This compares well with the calculated 
structure of Cl2SO: Re(ClS) = 2.069 Å, !ClSCl = 95.5˚, Re(SO) = 1.435 Å, and !Cl2S–
SO = 115.9˚ (the latter is the angle between the bisector of the Cl2S plane and the SO bond); see 
Table 8.2. These geometric parameters compare well with prior computational and experimental 
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studies of Cl2SO.48-51 Clearly, this approach provides a compelling description of the bonding in 
the Cl2SO molecule. But, there are alternative descriptions of the SO bond in the sulfinyls. 
We can, for example, consider the formation of Cl2SO from Cl2S and O instead of ClSO 
and Cl. However, the ground-state fragment, Cl2S( !X 1A1) and O(3P), cannot yield the ground 
singlet state of Cl2SO, the  !X 1A+ state. As a result, bonding in XYSO species is often assumed to 
originate from the XYS( !X 1A) + O(1D) asymptote. This suggests that the SO bond is a dative 
bond, where the S3p2 pair of Cl2S is donated to the empty O2pz orbital that results from mixing 
the 1A+ states arising from the XYS( !X 1A) + O(1D) and XYS( !X 1A) + O(1S) asymptotes, i.e., the 
O(2px2 2py2) configuration. The optimized structure of Cl2SO( !X 1A+) is in reasonable agreement 
with expectations based on this bonding motif: the geometric parameters of the Cl2S group are 
reasonably close to those in the Cl2S( !X 1A1) state (see Table 8.2). Further, the angle between the 
Cl2S plane and the oxygen atom 115.9° is consistent with what would be anticipated from 
bonding with one of the lone pairs of Cl2S, a mix of S3s2 and S3p2 orbitals. 
However, the Cl2S( !X 1A1) + O(1D) limit is actually not the lowest energy asymptote for 
the dissociation of Cl2SO( !X 1A+). The lowest energy asymptote that can form a singlet state is 
Cl2S( !a 3B1) + O(3P). The energy of Cl2S( !a 3B1) at its optimum geometry is only 36.2 kcal/mol 
higher in energy than that of the Cl2S( !X 1A+) ground state, compared to 49.1 kcal/mol for the 
O(3P) to O(1D) excitation energy [RCCSDT-F12/AV(T+d)Z calculations]. We have described 
bonding in Cl2S( !a 3B1) elsewhere.52 In short, the two SCl bonds comprise a ! recoupled pair 
bond dyad, where both Cl atoms form bonds to the 3p2 pair of the S(3P) atom. As we have 
shown, recoupled pair bond dyads are very stable, consistent with the small excitation energy 
observed in Cl2S. The angle between the two ClS bonds in the Cl2S( !a 3B1) state is 147.8° and 
Re(ClS) = 2.117 Å, 0.10 Å longer than in the Cl2S( !X 1A1) ground state. The two singly occupied 
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orbitals, one in the plane of the molecule and one out of the molecular plane, resemble two S3p 
orbitals, with the in-plane orbital having significant S3s admixture that polarizes it toward the 
side of the sulfur atom containing the Cl atoms; see Figure 8.9a. The next lowest energy 
electronic state of Cl2S, the  !b 3A2 state, is bound by one recoupled pair bond and one covalent 
bond, yielding a strongly bent geometry, 87.6°, with Re (ClS) = 2.146 Å. The Cl2S( !b 3A2) state 
lies 57.0 kcal/mol above the ground state. 
The geometric parameters listed above for the optimized Cl2SO molecule deviate 
significantly from those optimal for Cl2S( !a 3B1); see the comparison in Table 8.2. However, the 
planar transition state for the inversion of Cl2SO possesses structural features similar to the  !a 3B1 
state of Cl2S, namely Re (ClS) = 2.189 Å and !ClSCl = 161.9°. Figure 8.9b shows the relevant 
orbitals of the planar Cl2SO transition state. The in-plane S3p-like orbital from Figure 8.9a forms 
an extremely polar ! bond with the in-plane O2p1 orbital, and the out-of-plane S3p orbital forms 
a polar " bond (though less polar than the ! bond). The remaining O2p2 pair is largely localized 
on the oxygen atom. While both the ! and " bonds are polarized toward the more electronegative 
oxygen atom, the ! bond is much more polar because polarizing toward oxygen reduces the anti-
bonding character present in the S3p-like in-plane orbital. Despite the polar nature of these 
bonds, it seems reasonable that bonding in this state should be interpreted as an SO double bond, 
and the strength of this bond relative to the Cl2S( !a 3B1) + O(3P) asymptote (100.8 kcal/mol) is 
consistent with this interpretation. For reference, the a1& state of SO, which contains a ! and a " 
bond, is bound by 103.2 kcal/mol. The transition state for inversion is 40.1 kcal/mol higher in 
energy than the minimum—similar to many other XYSO molecules where X and Y are not 
bonded together via rings.2,53-57 
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The equilibrium geometry of Cl2SO leads to two questions. (1) Why do the geometries 
for the minimum and transition state appear to be associated with two different asymptotes? 
Further, (2) why is the calculated dissociation energy for Cl2SO( !X 1A+) , Cl2S( !X 1A1) + O(1D) 
so large? It is 153.8 kcal/mol—substantially larger even than that for the strong bond in the 
ground, X3#$, state of SO. See Table 3 for the RCCSD(T)-F12 bond dissociation energies for the 
various asymptotes relative to the optimized Cl2SO( !X 1A+) energy. The answers to both of these 
questions are related. 
We can understand the variation in Cl2S angle between the optimized geometry and the 
planar transition state for inversion of Cl2SO from the orbitals of the different electronic states of 
Cl2S. When the Cl2S group is constrained to be planar with the O atom, an a1 orbital must be 
present and available in Cl2S to form a ! bond with oxygen. Figure 8.9a shows that Cl2S( !a
3B1) + O(3P) clearly meets this criterion. For the Cl2S( !X 1A1) + O(1D) limit, the situation is not 
nearly as favorable. From Figure 8.10, which shows the relevant orbitals of the Cl2S group at the 
optimized Cl2SO geometry, we can see that, while there is an a1-symmetric lone pair (a slightly 
polarized S3s2-like orbital) associated with the  !X 1A1 state of Cl2S, bonding between this orbital 
and O(1D) is likely to be disfavored. This is a result of the electronic repulsion among the O2p2 
pairs and the S3p2 lone pair, coupled with the short SO bond length that would be required for 
the empty O2p orbital to have a large overlap with the mostly spherical 3s-like lone pair. The 
third lowest-lying state of Cl2S, the  !b 3A2 state of Cl2S, does not have any a1-symmetric singly 
occupied orbitals that can bond with O(3P). The dominance of the Cl2S( !a 3B1) + O(3P) asymptote 
is reflected in the large (161.9°) Cl–S–Cl angle that is near optimal for the  !a 3B1 state, but not the 
 !X 1A1 or  !b 3A2 states, of Cl2S. 
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However, if the oxygen atom approaches from an approximately 90° angle relative to the 
plane of the Cl2S group, then an SO ! bond can be formed with the highest-lying b1 orbital of 
Cl2S. For Cl2S( !X 1A1) + O(1D) , Cl2SO( !X 1A+), because the symmetry is CS instead of C2V , 
the S3s and S3p orbitals shown in Figure 8.10 can mix to minimize electronic repulsion, so 
dative bonding from this asymptote will be more stable than in the planar configuration. 
Moreover, the singly occupied orbitals of the Cl2S( !a 3B1) and Cl2S( !b 3A2) states are well 
positioned to form double bonds with O(3P), as is apparent from Figure 8.10. At the optimum 
Cl–S–Cl angle in Cl2SO( !X 1A+), all of these asymptotes are similar in energy, see the left column 
in Table 8.3. As we saw for the transition state, bonds originating from an orbital possessing 
anti-bonding character are likely to be quite polar to minimize this unfavorable character. The 
upshot of this situation is that all three asymptotes have comparable energies and have the same 
symmetry and basic orbital structure, and thus they all have the potential to mix to stabilize the 
ground state—lowering its energy and leaving the excited states with weaker bonds. 
We have investigated the impact of the higher-lying asymptotes in Figure 8.11 with a 6-
state CASSCF/AV(T+d)Z potential energy scan as a function of R(SO), where all of the other 
geometric parameters are fixed at the optimized Cl2SO geometry. We include all valence orbitals 
except the O2s2 and Cl3s2 pairs in the active space and include two a+ and one a% virtual orbitals. 
At large R(SO), the first three states collapse to the Cl2S( !X 1A1) + O(1D) asymptote, the fourth 
and fifth asymptotes correspond to Cl2S( !b 3A2) + O(3P), and the sixth state is the Cl2S( !a
3B1) + O(3P) asymptote. (The next asymptote is 50.9 kcal/mol higher in energy). Figure 8.11a 
shows the results of the CAS calculation, where, for clarity, several data points from the four 
highest-lying states at small values of R(SO) have not been plotted due to their interactions with 
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even higher-lying electronic states. The ground state is bound by 119.8 kcal/mol, recovering 
about 77% of the CCSD(T)-F12/AV(T+d)Z energy reported in the upper left cell of Table 8.3. 
Clearly, these states are interacting and curve crossings are present that complicate the 
interpretation of these results. However, if we assume that all states corresponding to aligning the 
O2p2 pair with an occupied S3p-like orbital are purely repulsive and smooth, we can isolate the 
parts of the calculation related to the asymptotes that we expect to bond. We show these data 
(denoted by “x”s) with corresponding fits with splines in Figure 8.11b. It is clear in both 
Figure 8.11a, b that there is a dearth of favorable bonding interactions associated with the triplet 
asymptotes, two of which (those in Figure 8.11b) are aligned to form double bonds. The 
remaining favorable character is mixed into the second lowest electronic state at small R(SO)—
squares in Figure 8.11a. This state is bound by 9.9 and 18.2 kcal/mol relative to the asymptotes 
involving Cl2S( !b 3A2) and Cl2S( !a 3B1), respectively. For reference, with the same active space, 
the similarly double-bonded transition state is bound by 82.8 kcal/mol. Therefore, the majority of 
the bonding character associated with the triplet asymptotes is not found in the higher-lying 
electronic states. 
The stabilizing effects of these triplet asymptotes can form an anomalously strong SO 
bond in the ground state, with the ground state effectively robbing these excited states of their 
favorable character because the orbitals between the three asymptotes are so similar. The double 
bonds arising from the triplet asymptotes are similar to those of the transition state, only the ! 
and " orbitals have switched. In this case, it is the " bonds that are extremely polar because of the 
anti-bonding character present in the a1- and b2-symmetry Cl2S orbitals of the  !a 3B1 and  !b 3A2 
states, respectively. This is direct evidence that multi-bond character is present in the ground 
state, significantly lowering its energy. Based on these results, we suggest that the multi-bond 
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character owing to the triplet asymptotes dominates SO bonding in Cl2SO, with dative bonding 
being of secondary importance. 
Before concluding this discussion, we will consider one other point. The 
polarization/delocalization of the orbitals on the oxygen atom in sulfinyl groups has been 
previously noted in both MO and GVB calculations9,10,12-14 and had been attributed to "–3d back-
bonding in early work. However, consistent with more modern calculations, we find that this 
description does not explain the polarization of these orbitals for Cl2SO( !X 1A+). Figure 8.12a, b 
both show the " GVB orbitals of Cl2SO but those in Figure 8.12b are computed with only s and p 
basis functions on the sulfur atom. While the polarization toward sulfur is somewhat reduced in 
the latter orbitals, one of the GVB lobes in each direction remains highly delocalized. This 
comparison is consistent with the idea that the S3d functions provide additional polarization and 
correlation corrections but do not to act as valence orbitals for sulfur. As stated above, we 
attribute this polarization (and the energetic stabilization that it imparts) to the participation of 
the triplet asymptotes in the ground state of Cl2SO; furthermore, we can actually see that some of 
the features of the low-lying triplet states of Cl2S are present in the orbitals of Cl2SO. The 
asymmetric electron density of the a1-symmetric orbital of Cl2S( !a 3B1) in Figure 8.10 with 
respect to reflection through the xz plane (out of the plane of the paper) explains the similar 
asymmetric nature of "1 and "2 in Figure 8.12. This asymmetric " bond may also be connected to 
the bent-bond description of SO bonds observed by Cooper et al.14 for some short sulfur–oxygen 
bonds. 
8.5. Conclusion 
In this work, we have explained the difference in stability between two pairs of structural 
isomers: ClSO/SOCl and Cl2SO/ClSOCl. While the bond strengths of the SCl and OCl diatomic 
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molecules are comparable, bonding the Cl atoms to sulfur allows the recoupled pair " bond 
present in SO(X3#$) to be maintained, whereas forming a covalent bond with oxygen causes the 
recoupled pair " bond to break. (This is what occurred in our prior work on SOH). However, we 
saw that in SOCl, instead of breaking the recoupled pair " bond, the orbital on the Cl atom is 
singlet-coupled with the singly occupied orbital largely localized on sulfur. We refer to this 
bonding motif here as a through-pair interaction and the associated bond energy is very small 
(essentially 0 kcal/mol in SOCl, but see the work on NOF by Takeshita and Dunning, to be 
published). 
In ClSOCl, competition between the two modes of bonding present in SOCl yields a very 
flat potential energy surface when the SO bond is stretched and contains a pair of bond stretch 
isomers separated by a very small barrier. The ClSOCl molecule has many commonalities with 
the H2PO radical, and we suspect that there may be other instances of this behavior in 
compounds involving oxygen bonded to an element in the second-row late p-block where a 
competition between a recoupled pair bonded scheme and traditional covalent bonding yields 
quite interesting and unexpected features in the potential energy surface of these compounds. 
For Cl2SO, we rationalized the short SO bond length and very strong SO dissociation energy 
relative to the Cl2S( !X 1A1) + O(1D) asymptote by showing that other (slightly) higher-energy 
asymptotes also contribute to the ground-state Cl2SO molecule. The polarization of the SO " 
orbitals can be attributed to the importance of two triplet asymptotes in the electronic structure of 
Cl2SO: Cl2S( !a 3B1) + O(3P) and Cl2S( !b 3A2) + O(3P). This is a useful application of our previous 
work using recoupled pair bonding to describe the energetics and bonding in the  !a 3B1 and  !b 3A2 
states of Cl2S. Understanding the nature of the bonding in Cl2SO provides an important 
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motivation for fully understanding the electronic structure of not only the ground state, but also 
the lower-lying excited states, of the fragments that compose a molecule. 
The nature of the bonding in Cl2SO is consistent with donation from the O2p orbitals to 
the SCl anti-bonding orbitals—or “anionic” hyperconjugation—in the MO framework, which 
has been suggested for similar hypervalent molecules (F2SO and H3PO for instance).10 The low-
lying triplet states of Cl2S can be generated by excitation of one of the S3p electrons into one of 
the SCl anti-bonding orbitals of either a1 or b2 symmetry to yield the  !a 3B1 and  !b 3A2 states of 
Cl2S, respectively. The MO description of these bonds is sometimes referred to as single bonds 
plus hyperconjugation, but from the VB perspective, it is clear that the SO bond should be 
considered double bonds since they arise from the triplet asymptotes, which form true double 
bonds. Recoupled pair bonding explains why these triplet states are so low in energy, or said in 
the MO framework, why some molecules have lower energy !* orbitals. These results unify the 
MO and VB perspectives (single bond and hyperconjugation versus polar ! bond and nearly 
ionic " bond) reported in previous work by demonstrating that hyperconjugation in this case 
arises from higher-lying asymptotes that are capable of forming double bonds. 
The Cl2S orbitals that contribute to the " bonding have significant anti-bonding character, 
which causes these bonds to be extremely polarized toward oxygen, which may make them look 
like lone pairs from an electron density perspective as observed in the prior studies of similar 
compounds.4,58 But the weakness of the SO bonds in the states evolving from the higher-lying 
triplet asymptotes as a function of SO internuclear distance provides direct evidence that 
multiple bond character is a critical feature of SO bonding in sulfinyl halides. As the 
electronegativity of the substituents (X and Y) decreases, the energy of triplet XYS states will 
increase, as will the polarizability of the S3p-like orbital of XYS. This will both decrease the 
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importance of multi-bond character in the SO bond and increase the strength of the dative SO 
bond. So for compounds such as H2SO and organic sulfoxides, the single bond plus electrostatic 
stabilization view may very well be appropriate. However, for the sulfinyl halides, multiple bond 
character is an essential feature in the description of the SO bond. 
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8.7. Tables 
 
 Re De 
Cl$SO( !X 2A%) 2.054 56.1 
S$Cl(X2!) 1.985 67.6 
SO$Cl( !X 2A%) 2.121 0.1 
O$Cl(X2!) 1.569 63.8 
 
Table 8.1. Comparison of bond lengths (in Å) and dissociation energies (in kcal/mol) for the SCl 
and OCl bonds in ClSO/SOCl versus the diatomic species. 
 
 R(S$Cl) A(Cl$S$Cl) R(S$O) A(Cl2S$S$O)a 
Cl2S( !X 1A1) 2.017 100.3 $ $ 
Cl2S( !a 3B1) 2.117 147.8 $ $ 
Cl2S( !b 3A2) 2.146 87.6 $ $ 
Cl2SO (Opt.) 2.069 95.5 1.435 115.9 
Cl2SO (T.S.) 2.189 161.9 1.433 180.0 
 
Table 8.2. Optimized geometric parameters (in Å and degrees) of the  !X 1A1,  !a 3B1, and  !b 3A2 
states of Cl2S and Cl2SO at the minimum and the planar transition state for inversion. 
aThe angle between the O atom, S atom, and the bisector of the Cl–S–Cl angle. 
 
 Fixed 
Cl2S 
Optimized 
Cl2S 
Cl2S( !X 1A1)+O(1D) 155.8 153.8 
Cl2S( !a 3B1)+O(3P) 170.1 141.0 
Cl2S( !b 3A2)+O(3P) 165.4 161.8 
 
Table 8.3. Energy (kcal/mol) of the molecular fragments (Cl2S and O) that are capable of 
forming Cl2SO( !X 1A+) relative to the optimized Cl2SO geometry. The Cl2S molecule is either at 
the same geometry as in the optimized Cl2SO structure (first column) or at optimized for the 
given electronic state of Cl2S (second column). 
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8.8. Figures 
 
 
Figure 8.1. GVB diagrams for the ground ( !X 2A%) states of HSO and SOH. Valence p orbitals 
for the O and S atoms and the 1s orbital of hydrogen atom are shown. We indicate the 3p2 (3p$, 
3p+) lone pair on sulfur with a dashed line; this pair can be recoupled to form an SO " bond. 
 
 
Figure 8.2. MO and GVB representations of the S3p2 pair. 
 
 
Figure 8.3. Optimized geometries and relative energetics of the ClSO and SOCl isomer. 
Throughout this work, the chlorine atom is blue, the sulfur atom is yellow, and the oxygen atom 
is red. 
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Figure 8.4. GVB orbitals for those orbitals shaded green in the accompanying GVB diagram for 
ClSO( !X 2A%). A dotted line separating two orbitals indicates that they are singlet-coupled in the 
dominant spin-coupling pattern of the wave function. 
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Figure 8.5. (a) GVB orbitals for those orbitals shaded green in the accompanying GVB diagram 
for optimized geometry of SOCl(  !X 2A%). (b) The same GVB orbitals for 
R(SO) = Re(SO) + 0.12 Å with optimization of the remaining degrees of freedom. Note that the 
dotted line indicating singlet coupling between orbitals has switched from vertical to horizontal. 
(c) Magnitudes of the coefficients of the Rumer spin functions for the GVB wave function of 
SOCl( !X 2A%) as a function of R(SO) for the orbital ordering indicated in (a) and (b). 
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Figure 8.6. Potential energy curves as a function of R(SO) for the  !X 2A% states of ClSO (circles) 
and SOCl (squares) with all other degrees of freedom optimized at the MRCI+Q/AV(T+d)Z 
level of theory. The energy at the minima is set equal to zero for both curves. 
 
 
Figure 8.7. GVB orbital diagrams for the addition of two chlorine atoms to SO(X3#$) to form 
either Cl2SO or ClSOCl, and optimized geometries and relative energetics for these isomers. 
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Figure 8.8. (a) Potential energy for ClSOCl as a function of R(SO) from CCSD(T)-
F12/AV(T+d)Z calculations with all other geometric parameters optimized at the CCSD(T)-
F12/AV(D+d)Z level of theory. (b) Structures and geometric parameters of the two minima at 
the same level of theory as (a). (c) Optimized SCl (squares) and OCl (circles) bond lengths as a 
function of R(SO) in ClSOCl from the geometries in (a). 
 
 
Figure 8.9. (a) Singly occupied orbitals of Cl2S( !a 3B1) at its optimized geometry. (b) Select 
GVB orbitals for the transition state to inversion of Cl2SO 
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Figure 8.10. Orbitals of Cl2S relevant to SO bond formation to yield Cl2SO for the  !X 1A1,  !a 3B1, 
and  !b 3A2 states. The geometry is that of the Cl2S group in Cl2SO. 
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Figure 8.11. (a) Potential energy (CASSCF/AV(T+d)Z) for the first six electronic states of 
Cl2SO as a function of R(SO) with all other geometric parameters fixed. For clarity, some of the 
data points for the four highest-lying states at small values of R(SO) that interact with even 
higher-lying electronic states have been removed. (b) Fits to the parts of the potential energy 
curves corresponding to “bonding” asymptotes; data points from (a) shown as “x”s. 
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Figure 8.12. GVB orbitals in the " space of the SO bond for Cl2SO (a) with and (b) without d 
basis functions on the sulfur atom. 
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Chapter 9. Summary and Conclusions 
9.1. Introduction 
In the preceding chapters, we have investigated the properties of a variety of sulfur-
containing molecules, with a special focus on chemical bonding and reactivity.  We gained 
unique insights into a broad array of chemical phenomena by analyzing the generalized valence 
bond (GVB) wave function within the context of the recoupled pair bonding model that has been 
developed in our group. In this chapter, we summarize our most interesting findings and 
conclude. 
9.2. Summary 
Chapters 1 and 2 provided context for the results presented in Chapters 3-8 in terms of 
background material and computational methodology, respectively. In Chapter 3, we 
characterized the properties of the recoupled pair bond. Consistent with the strong influence of 
electron repulsion, we found that ligand electronegativity is positively correlated with the 
stability of recoupled pair bonds. We also examined substituent (X) effects on the a4!" state of 
SF by studying X2SF molecules. For the most part, these effects are similar to those observed for 
the covalently bond X2PF species. However, for (HO)2SF, we discovered the first of two cases in 
this dissertation where recoupled pair bonding disrupts the expected direct correlation among 
inverse bond length, bond dissociation energy, and force constant.1 The second such example 
arose in Chapter 4, where we investigated the product of SF2 dimerization, FSSF3. The bond 
lengths and bond strengths of the S"F bonds in FSSF3 are not inversely correlated with one 
another, but in this case Badger’s Law2,3 holds. We explained this discrepancy by noting that the 
axial bonds are a recoupled pair bond dyad and by analyzing the GVB orbital overlaps associated 
with breaking the S"F bonds. We also rationalized another counter-intuitive property of FSSF3—
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the strongest S"F bond breaks in the lowest energy pathway to dissociation into two SF2 
fragments4—by identifying an intermediate species also involving a recoupled pair bond dyad 
that complicated the potential energy surface of the molecule when the S"F bond with the 
smallest force constant was broken.  
In Chapter 5, we compared the properties of recoupled pair bond dyads formed with the 
3p2 pair of sulfur with those formed from the 3s2 pair of sulfur by studying the linear transition 
states to inversion for the ground (1A1) states of SF2 and H2S. The S"F bonds in this state are 
well characterized by a recoupled pair bond dyad with the 3p2 pair of the sulfur atom, much like 
the axial bonds of FSSF3 described in Chapter 4. However, hydrogen is not a sufficiently 
electronegative ligand to participate in this type of bonding motif. Instead, the S"H bonds form a 
recoupled pair bond dyad with the 3s2 pair in the S(1D) atom. These bonds bear striking 
similarity to sp hybrid orbitals, providing an important bridge between orbital hybridization and 
recoupled pair bonding. We found that these two different bonding motifs lead to very different 
behavior in the triplet states of these molecules, which in turn have important consequences for 
the structure of H4S (a near planar, C4V symmetric molecule5) and SF4 (a sawhorse-shaped and 
therefore C2V symmetric molecule6).  
In Chapters 3-5, we investigated molecules with recoupled pair bonds associated with # 
bonds, but in Chapters 6-8 we found that molecules can also form recoupled pair bonds and 
recoupled pair bond dyads in their $ systems. In Chapter 6, we inferred the presence of a 
recoupled pair $ bond in the ground (3!") state of SO by a careful examination of the ground 
(2A!) and first excited (2A") states of the HSO and SOH isomers. The presence of a recoupled 
pair $ bond in the ground state of SO explains why it is energetically more favorable to add a 
hydrogen atom to the sulfur atom, rather than the oxygen atom, of SO(X3!"),7 despite the greater 
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inherent strength of OH bonds over SH bonds. Chapters 7-8 explored other consequences of 
recoupled pair $ bonding in sulfur oxides. In Chapter 7, we used the insight that SO2 contains a 
recoupled pair bond dyad and O3 does not to explain trends in chemical reactivity between these 
two molecules. Relative to O3, the recoupled pair bond dyad in SO2 both promotes addition of 
hydrogen atoms to the central sulfur atom, while simultaneously deterring addition to the 
terminal oxygen atoms. In Chapter 8, we investigated the properties of chlorinated sulfur-oxygen 
compounds. Again, we found that addition of a chlorine atom to the sulfur atom of either 
SO(X3!") or ClSO( !X 2A%) is much more favorable than to the oxygen atom, owing to the 
recoupled pair $ bond formed between sulfur and oxygen. We showed that we could 
alternatively view bonding in Cl2SO as an interaction between the O(3P) atom and low-lying 
triplet states ( !a 3B1 and  !b 3A2) of the Cl2S fragment, analogous to those of SF2 (examined in 
Chapter 5). In this way, we showed that the SO bond is, in fact, a true double bond; moreover, 
we explained how the central sulfur atom can form more chemical bonds than its nominal 
valence would predict. 
9.3. Conclusions 
  The wide variety of molecules that are encompassed in the recoupled pair bonding 
framework underscores its importance in a comprehensive understanding of bonding and 
reactivity in the late p-block elements. Moreover, the ability of our model to predict novel states 
and structures over large regions of the potential energy surface, as well as explain unexpected 
molecular structures and trends, is an important advantage over theories reliant on post hoc 
rationalizations that are limited to equilibrium geometries. As we have previously mentioned, 
ongoing work in the Dunning group has been focused on extending this model to first row 
elements, carbon in particular. Bonding in H2S (s2 recoupling) described in Chapter 5 gave an 
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impression of how the recoupled pair bonding model might be applied to these species. One of 
the long-term goals of research within our group is to develop a theory of bonding that is 
effective and useful across the entire periodic table, and this dissertation provides continuing 
support for the importance of generalized valence bond theory and the resulting recoupled pair 
bonding model.  
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Appendix A. Supporting Information for Chapter 3 
A.1. SNH2 
Calculations on the 2A! and 4A" surfaces of SNH2 were complicated by the presence of a 
low-lying (!E=31.4 kcal/mol) excited state of the NH2 radical. The ground state NH2 radical has 
2A" symmetry, where the singly occupied orbital is a 2p orbital perpendicular to the molecular 
plane. The first excited state is a 2A! state, where the singly occupied orbital is a distorted 2p-like 
orbital that is in the molecular plane. The geometries and singly occupied orbitals of these states 
are compared in Figure A.1. For the 2A! (the ground state) and 4A" states of SNH2, the sulfur 
atom interacted with the excited 2A! state of NH2, essentially forming spx hybrid orbitals for the 
bond pairs for SNH2(2A!). (The 4A" state of SNH2 resulting from this interaction was a very 
weakly bound van der Waal complex.) However, for the 2A" state of SNH2, the SN bond formed 
with the ground state of NH2. See the potential energy scans as well as the equilibrium 
geometries for the doublet states in Figure A.2; the non-monotonicity in the potential energy 
scan of SNH2(2A!) around R(SN)=2.6 Å is a consequence of the crossing of the two electronic 
states of the NH2 fragment. In order to maximize consistency with the other ligands, we wanted 
to study the interaction of the ground state NH2 radical with the sulfur atom, but we also wanted 
to study the 2A! state of SNH2 so that the " interactions would be as similar as possible to the 
other species. In order to do this, we fixed the N#H bond lengths, the H#N#H bond angle, and 
the angle formed by the bisector of the NH2 fragment and the S#N bond equal to their values in 
the 2A" state of SNH2 and allowed the SN bond length to optimize on the 2A! and 4A" surfaces. 
This resulted in the ground state NH2 radical interacting with the sulfur atom. 
A.2. Potential Energy Scan of Doublet SL   
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In Figure 3.3, we showed the potential energy curves for several S#L species on the 
quartet surface. We have performed the corresponding potential energy scans for the analogous 
covalently bound ground S#L states, and these results are shown in Figure A.3. Unlike Figure 
3.3, we observe only a very weak dependence of bond energy on ligand electronegativity. The F, 
OH, NH2 ligands are very similar in that bonding occurs between the S3p1 orbital and the 2p1-
like orbital of the ligand. As the ligand moves to the left within the first row, the bond increases 
slightly in length (and decreases in strength) as the decrease in protons increases the size of the 
relevant 2p orbital. The CH3 ligand has a different profile due to sp mixing in the singly occupied 
orbital, but is very similar in terms of strength. The good agreement of the SNH2 curve with the 
SOH and SF curves strongly suggests than our theoretical treatment of the NH2 group described 
above is reasonable. 
A.3. Tables 
 
Table A.1. Polarizabilities (Å3) of the ligands considered in the main text. 
 
Ligand ! (Å3) 
F     3.5 
Cl   14.4 
Br   20.7 
CCH   22.0 
CN   19.2 
OH     7.3 
SCH3   34.3 
SH   21.9 
OCH3   19.8 
NH2   12.0 
H     4.5 
CH3   15.7 
CHCH2   25.8 
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Table A.2. Bond dissociation energies (kcal/mol) for the P#F bond in X2PF, where X is the 
substituent. For X=NH2, the cis conformer was more similar in structure to the sulfur analog 
(where there was only one minimum) and was used for the comparison in Figure 7 in the main 
text.  
 
Substituent De(kcal/mol) 
None   108.5 
H   114.8 
CH3   126.0 
NH2 (cis)   131.8 
NH2 (trans)   129.1 
OH (cis)   135.6 
OH (trans)   135.0 
F   135.4 
 
A.4. Figures 
 
Figure A.1. Geometries and singly occupied orbital for NH2 in its ground (2A") and first excited 
state (2A!). 
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Figure A.2. Potential energy curves of SNH2(2A!) [diamonds] and SNH2(2A") [circles] curves as 
a function of R(S#N), where all other geometric parameters are fixed as their equilibrium values. 
The equilibrium geometries are shown as well. 
  
 
 
Figure A.3. Potential energy curves (MRCI+Q/AV(T+d)Z) for the doublet states of SL, where 
L=F (squares), OH (circles), NH2 (diamonds), and CH3 (triangles) as a function of R(SL), where 
all other geometric parameters are fixed as their equilibrium values. 
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Appendix B. Supporting Information for Chapter 4 
 
B.1. Computational Methods 
All geometries were optimized with DFT with the B3LYP hybrid functional1-3 in 
Gaussian 03.4 All bond energies reported are computed at the RCCSD(T)-F12 level of theory5-8 
and performed in Molpro 2010.1.9 The GVB calculations were also performed in Molpro, using 
the fully variational CASVB program by Cooper and coworkers.10 The triple-zeta correlation 
consistent basis sets (with tight d functions on sulfur for the coupled cluster calculations) were 
employed for all calculations.11-13 
We utilized generalized valence bond (GVB) calculations to interpret the effects of 
removing a fluorine atom from FSSF3. GVB theory has been described elsewhere.14-16 Briefly, it 
combines features of both MO theory (self-consistent optimization of the orbitals) and VB theory 
(an atom-centered description of bonding). All active orbitals (those shown in the figures 
throughout) are singly occupied. The GVB calculations presented here are full GVB calculations, 
i.e., all of the active orbitals can overlap with one another and all spin coupling functions are 
included; the full GVB approach is also known as spin-coupled theory.14,17 However, the spin 
couplings of all molecules in this work are well described by the perfect pairing spin function, 
i.e., orbitals (!1, !2) are singlet-coupled as are orbitals (!3, !4), etc.; this spin function typically 
comprises at least 99% of the wave function. This feature greatly simplifies the interpretation of 
the wavefunction, as intra-pair overlaps, those that correspond to the orbitals in singlet-coupled 
pairs are bonding (energetically favorable), and all inter-pair overlaps, those corresponding to 
orbitals in different pairs, are repulsive (energetically unfavorable). 
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B.3. Figures 
 
 
 
Figure B.1. Geometries of (a) FSSF3, (b) SSF3 (top), (c) FSSF2 (eq), (d) FSSF2 (cis), and (e) 
FSSF2 (trans). Bond lengths are given in angstroms and angles are given in degrees. 
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Figure B.2. GVB orbitals and their overlaps for SSF3 (top). Overlap of singlet coupled electrons 
are given in blue, energetically unfavorable overlaps referenced in the text are given in red, and 
other unfavorable overlaps are given in gray. 
 
 
 
Figure B.3. GVB orbitals and their overlaps for FSSF2 (eq). Overlap of singlet coupled electrons 
are given in blue, energetically unfavorable overlaps referenced in the text are given in red, and 
other unfavorable overlaps are given in gray. 
 
 
 
 
 
!!!!!!!!!!!!!!φ1!
   φ1  1.00   0.784 9  0.1527   0.02 92   0.1539   0.020 2  0.0182456
   φ2  0.7849   1.0000   0.0329  -0.01181  0.0489  -0.027 7  0.0015435
   φ3 -0.0127   0.0129   1.0000   0.7901  -0.2230  -0.062 7  0.1246524
   φ4  0.1692   0.0345 31 -0. 0   1.0000  -0.0636  -0.016 8  0.030345605
   φ5 -0.1865  -0.0689  -0.0530   0. 4     1.0000   0.799 3 -0.0731655
   φ6 -0. 2  0  177 -0 . 327  0 . 8268   0.  7193   1.000 0 -0.0219102
   φ7  0.0  0. 0435 -0 .0324  0 .124 5   0. 1655   0. 910 2  1.0000000
!!!!!!!!!!!!!!φ2! !!!!!!!!!!!!!!φ3! !!!!!!!!!!!!!!φ4! !!!!!!!!!!!!!!φ5! !!!!!!!!!!!!!!φ6! !!!!!!!!!!!!!!φ7!
!!!!!!!!!!!!!!!!
   φ1  1.00   0.8039252 -0.2480164 -0.0744782  0.1316849
   φ2  0.7839252  1.0000000 -0.0657216 -0.0250923  0.0363639
   φ3  0.0180164 -0.0157216  1.0000000  0.8071386  0.1137895
   φ4  0.1544782  0.0350923  0.7871386  1.0000000  0.0359100
   φ5 -0.0216849  0.0163639  0.0137895  0.0659100  1.0000000
φ1 φ2 φ3 φ4 φ5
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Figure B.4. GVB orbitals and their overlaps for FSSF2 (cis). Overlap of singlet coupled 
electrons are given in blue, energetically unfavorable overlaps referenced in the text are given in 
red, and other unfavorable overlaps are given in gray. 
 
 
 
Figure B.5. GVB orbitals and their overlaps for FSSF2 (trans). Overlap of singlet coupled 
electrons are given in blue, energetically unfavorable overlaps referenced in the text are given in 
red, and other unfavorable overlaps are given in gray. 
 
 
 
!!!!!!!!!!!!!!ĳ"!!
   ĳ"  1.00   0.7939252  0.1680164  0.0244782  0.1816849
   ĳ#  0.7839252  1.0000000  0.0257216 -0.0250923  0.0963639
   ĳ$  0.0180164 -0.0157216  1.0000000  0.7771386 -0.4637895
   ĳ%  0.1544782  0.0350923  0.7871386  1.0000000 -0.1359100
   ĳ& -0.0216849  0.0163639  0.0137895  0.0659100  1.0000000
!!!!!!!!!!!!!!ĳ#!! !!!!!!!!!!!!!!ĳ$!! !!!!!!!!!!!!!!ĳ%!! !!!!!!!!!!!!!!ĳ&!!
   φ1  1.00   0.7939252  0.1780164  0.0244782  0.2016849
   φ2  0.7839252  1.0000000  0.0257216 -0.0350923  0.0963639
   φ3  0.0180164 -0.0157216  1.0000000  0.7871386 -0.4137895
   φ4  0.1544782  0.0350923  0.7871386  1.0000000 -0.1459100
   φ5 -0.0216849  0.0163639  0.0137895  0.0659100  1.0000000
φ1 φ2 φ3 φ4 φ5
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Appendix C. Supporting Information for Chapter 6 
 
C.1. Geometries 
 
The following geometries and energies were obtained with the RCCSD(T)-F12 program 
with the “a” approximation in Molpro 2010.1. The aug-cc-pVTZ basis set was used for 
the oxygen and hydrogen atoms, and the aug-cc-pV(T+d)Z basis set was used for the 
sulfur atom. See Chapter 6 for all citations. 
 
Geometry (in angstroms and degrees) and absolute energy (in Hartrees) of the  !X 2A! 
state of SOH: 
 
S 
O   1  r1 
H   2  r2        1  a1 
 
r1    =      1.632 
r2    =      0.965 
a1    =      108.3 
 
Eh=-473.46588444 
 
Geometry (in angstroms and degrees) and absolute energy (in Hartrees) of the  !X 2A! 
state of HSO: 
 
O 
S   1  r1 
H  2  r2        1  a1 
 
   
r1    =      1.485 
r2    =      1.370 
a1    =      105.1 
 
Eh=-473. 46886843 
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Geometry (in angstroms and degrees) and absolute energy (in Hartrees) of the  !A 2A" state 
of SOH: 
 
S 
O   1  r1 
H   2  r2        1  a1 
 
r1    =      1.659 
r2    =      0.964 
a1    =      109.3 
 
Eh=-473.44635541 
 
 
 
Geometry (in angstroms and degrees) and absolute energy (in Hartrees) of the  !A 2A" state 
of HSO: 
 
O 
S   1  r1 
H  2  r2        1  a1 
 
   
r1    =      1.654 
r2    =      1.347 
a1    =      93.0 
 
Eh=-473. 40248698 
 
Geometry (in angstroms and degrees) and absolute energy (in Hartrees) of the  !X 1A" state 
of SOO: 
 
S 
O   1  r1 
O   2  r2        1  a1 
 
r1    =      1.609 
r2    =      1.312 
a1    =      119.8 
 
Eh=- 547.88863397 
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Geometry (in angstroms and degrees) and absolute energy (in Hartrees) of the  !X 1A1 
state of OSO: 
 
S 
O   1  r1 
O   1  r1        2  a1 
  
   
r1    =      1.434 
a1    =      119.3 
 
Eh= -548.08181498 
 
   
 
 
 
