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Abstract
To investigate a system coupled to a harmonic oscillator bath, we pro-
pose a new approach based on a phonon number representation of the bath.
Compared to the method of the hierarchical equations of motion, the new
approach is computationally much less expensive in a sense that a reduced
density matrix is obtained by calculating the time evolution of vectors, in-
stead of matrices, which enables one to deal with large dimensional systems.
As a benchmark test, we consider a quantum damped harmonic oscillator,
and show that the exact results can be well reproduced. In addition to the
reduced density matrix, our approach also provides a link to the total wave
function by introducing new boson operators.
Keywords: Open quantum systems, Caldeira-Leggett model, Hierarchical
equations of motion, Coupled-channels method
1. Introduction
Open quantum systems have attracted enormous attention not only in
physics, but also in science in general. In those systems, the total Hamil-
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tonian is composed of a Hamiltonian for a system of interest, that for an
environment surrounding the system, and a coupling between the system
and the environment [1, 2]. When simulating an environment with a large
number of degrees of freedom, the environment is often treated as a bath
of harmonic oscillators. Applications of such treatment have ranged from
nuclear physics [3] to quantum biology [4]. In addition to its simplicity, one
of the good reasons to employ a harmonic oscillator bath, especially in con-
densed matter physics and in nuclear physics, is that it leads to a Langevin
equation in the classical limit [1, 5, 6]. This fact enables one to discuss a
quantum extension of the Langevin equation. Moreover, it should be noted
that, as long as one considers only the reduced density matrix, one can find
an equivalent harmonic oscillator bath to any kind of environment coupling
to a system, when the coupling is not so strong [3, 7].
For numerical studies of a harmonic oscillator bath, many methods have
been developed so far. For instance, a method based on stochastic simulation
has been considered in Refs. [8, 9, 10, 11]. Although the formalism itself is
robust, there are several drawbacks in this approach in practice. One of the
most harmful ones is that a calculation of each sample becomes unstable in
nonlinear systems [12], which limits the applicability of the method.
Another powerful approach is the multilayer multiconfiguration time-
dependent Hartree (ML-MCTDH) method [13]. In this method, one can
obtain not only a reduced density matrix, but also the total wave function.
However, one needs to take into account a large number of bath degrees
of freedom, and, to our knowledge, an application of this method has been
limited only to a spin-1/2 system, which is the simplest case in terms of
numerics.
Until now, the most successful method in this regard is the hierarchical
equations of motion (HEOM) [14, 15, 16, 17, 18]. It introduces auxiliary den-
sity operators, and their equations of motion are constructed hierarchically.
The method can deal with not only a system in the energy eigenstate repre-
sentation, but also that in the coordinate space representation. Recently, the
method has been extended to the imaginary time evolution, which represents
an inverse temperature, and it is now possible to extract thermodynamic
quantities based on this method [19, 20]. It should be noted that the HEOM
approach can be derived from a stochastic approach. In recent years, it is
often implemented to formulate problems based on a stochastic approach,
and then transform it into the HEOM to carry out numerical calculation
[15, 21, 22].
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Since the HEOM method follows a time evolution of matrices which have
the same dimension as a system under consideration, the numerical cost
becomes expensive when dealing with a large dimensional system. To our
knowledge, the largest system analyzed with the HEOM is a quantum spin
glass with 12 spins on triangular lattices, for which the dimension is 4096
[23]. Although this was an important achievement, it has yet been demanded
to develop a method which is not so sensitive to the dimension of a system.
One step forward was made in Ref. [24], in which each element of the reduced
density matrix was calculated based on wave functions. In other words, when
the dimension of a system is N , the calculation requires to follow only a time
evolution of N -dimensional vectors, rather than that of N × N matrices.
This reduction is especially important when N is large. We mention that
such reduction for the stochastic approach had been discussed by several
authors [10, 25].
In this paper, we develop an alternative approach to Ref. [24] to solve
the HEOM for vectors. It is based on an expansion of the reduced density
matrix with basis vectors of the number of phonon in a harmonic oscillator
bath. Compared to Ref. [24], our method includes a certain approximation.
However, as we will show, a benchmark calculation indicates that the method
can well reproduce exact results. Moreover, our method can also extract
information on how much the bath degrees of freedom is excited in the course
of time evolution.
This work can also be regarded as a new perspective of the coupled-
channels (or the close-coupling) method with enormous number of harmonic
oscillators. In the coupled-channels method, one expands the total wave func-
tion with respect to eigenstates of the internal Hamiltonian (See, for instance,
Ref. [26]). If the internal motion is described by a single harmonic oscillator,
it corresponds to an expansion with the phonon number basis. Empirically,
a convergence is obtained at several phonons, not so huge number, with a
physical parameter set. The problem is thus quite easy with a single har-
monic oscillator, but what about with hundreds of harmonic oscillators, or
with infinite number of harmonic oscillators ? Obviously, a direct application
of the conventional coupled-channels approach is not feasible. The method
which we propose in this paper can deal with such problems.
We would like to emphasize that this paper is not only for numerics.
Firstly, our method has a clear physical background, that is, a phonon num-
ber representation of the bath. This enables one to attach physical meaning
of quantities appeared in the formalism. Moreover, inspired by the coupled-
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channels method, we are also able to give a link to the total wave function.
Boson operators are naturally introduced in the course of discussion, and
they will provide a new picture of open quantum systems.
The paper is organized as follows. Sec. 2 is devoted to the methodology.
We first derive all necessary equations, including the HEOM to be solved and
the formula for the reduced density matrix. In Sec. 3, we explain the reason
why the method can be interpreted as a phonon number representation.
In Sec. 4, we give several discussions regarding practical applications. We
particularly apply the method to a quantum damped harmonic oscillator, and
we show that the exact results can be well reproduced. In Sec. 5, we further
investigate the method, and discuss a link to the total wave function. For
a continuous bath, we show that boson operators are naturally introduced.
Finally, we present the conclusion and future perspectives in Sec. 6.
2. Methodology
In this section, the methodology of the new method is presented. Ba-
sically, it is the Taylor expansion of a part of the influence functional. It
enables one to expand the reduced density matrix with vectors. Following
the procedure of the conventional HEOM approach, equations for a time
evolution of those vectors are derived.
2.1. Introduction and basic strategy
In this paper, we consider a system coupled to a harmonic oscillator bath,
which is now often referred to as the Caldeira-Leggett model [5, 27]. The
total Hamiltonian reads
Htot = HS(q, p) +
∑
i
(
p2i
2mi
+
1
2
miω
2
i x
2
i −
~ωi
2
)
+ h(q)
∑
i
cixi
≡ HS +HB +HI .
(1)
The coordinate and the momentum for the system of interest are denoted
by q and p, respectively, and HS(q, p) is Hamiltonian for the system. The
so called counter term may be included in HS (see Eq. (53) below). xi, pi,
mi, and ωi are the coordinate, momentum, mass, and frequency of the i-
th oscillator, respectively. In the definition of HB, we have subtracted the
zero point energy. The third term on the right hand side of Eq. (1) is the
interaction Hamiltonian, where ci is the strength of the interaction with the
4
i-th oscillator and h(q) is the interaction form factor. We have here assumed
that the interaction is separable between the system and the environment
degrees of freedom.
For later discussions, we introduce the creation and the annihilation op-
erators,
a†i =
√
miωi
2~
(
xi − ipi
miωi
)
,
ai =
√
miωi
2~
(
xi +
ipi
miωi
)
,
(2)
where the dagger denotes the hermitian conjugate. These operators satisfy
the boson commutation relation, [ai, aj ] = 0 and [ai, a
†
j] = δi,j with the
Kronecker delta δi,j, and we use the term phonon to call these quanta. Using
these operators, the total Hamiltonian Eq. (1) reads
Htot = HS(q, p) +
∑
i
~ωia
†
iai + h(q)
∑
i
di(ai + a
†
i ), (3)
with di = ci
√
~/2miωi.
We define the reduced density matrix ρS(t) by taking the trace of the
total density matrix ρ(t) with respect to the bath degrees of freedom, that is,
ρS(t) = TrBρ(t). When one is interested in the time evolution of the reduced
density matrix ρS(t), the path integral description is useful. Denoting the
eigenstates of the coordinates as |q, ~x〉 ≡ |q〉 |~x〉 = |q〉 |x1〉 |x2〉 . . . , we employ
the following notation for the path integral for the time evolution operator,
〈qa, ~xa|e−iHtott/~|qc, ~xc〉 =
∫ (qa,t)
(qc,0)
D[Q]
∫ (~xa,t)
(~xc,0)
D[ ~X] eiStot[Q,
~X,t]/~, (4)
with the plank constant ~. Here, the paths are taken which satisfy Q(0) = qc,
Q(t) = qa, ~X(0) = ~xc, and ~X(t) = ~xa. In this equation, Stot[Q, ~X, t] is the
action for the total Hamiltonian Eq. (3), and can be decomposed into each
part as Stot = SS + SB + SI with the obvious notation.
Using the path integral formulation, the time evolution of the reduced
density matrix can be written as
ρS(qa, qb, t) ≡ 〈qa|ρS(t)|qb〉
=
∫
dqc
∫
dqd ρS(qc, qd, t = 0)
×
∫ (qa,t)
(qc,0)
D[Q]
∫ (qb,t)
(qd,0)
D∗[Q′] ei(SS [Q,t]−SS[Q
′,t])/~F [Q,Q′, t].
(5)
5
We have here assumed the factorized initial condition ρ(t = 0) = ρS(t =
0) ⊗ ρB. As is often the case, we consider a situation in which the initial
condition of the system is a pure state, that is,
ρS(qc, qd, t = 0) = ϕ(qc)ϕ
∗(qd), (6)
with an initial wave function of a system ϕ.
In Eq. (5), F [Q,Q′, t] is called the Feynman-Vernon’s influence functional
defined by [7]
F [Q,Q′, t] =
∫
d~xc
∫
d ~xd ρB(~xc, ~xd)
∫
d~x
×
∫ (~x,t)
(~xc,0)
D[ ~X ] ei(SB[
~X,t]+SI [Q, ~X,t])/~
∫ (~x,t)
(~xd,0)
D∗[ ~X ′] e−i(SB [
~X′,t]+SI [Q
′, ~X′,t])/~.
(7)
When each mode i in SB is independent as in the present Hamiltonian Eq. (3),
and if the initial condition for ρB is given in a separable form ρB =
∏
i ρB,i,
the influence functional is also separable,
F [Q,Q′, t] =
∏
i
Fi[Q,Q′, t]. (8)
Note that the influence functional is a functional of Q and Q′, that is, it
depends on the paths Q(s) and Q′(s) for 0 ≦ s ≦ t. Sometimes, the path
corresponding to Q(s) (Q′(s)) is called the forward (the backward) path [25].
From Eq. (5), one can see that the whole bath dependence is contained
in the influence functional F , as was emphasized in Ref. [7]. Hence, the time
dependence of the reduced density matrix of two systems coincides with each
other if their influence functionals are the same. We will make use of this
property in Sec. 3.2.
Given that the collection of harmonic oscillators is thermally equilibrated
at initial time, that is, ρB = exp(−βHB)/TrB exp(−βHB) with an inverse
temperature β, the influence functional for the Hamiltonian Eq. (3) takes the
following form [5, 7],
F [Q,Q′, t] = f [Q, t]f ∗[Q′, t]g[Q,Q′, t], (9)
with
f [Q, t] = exp
(
−1
~
∫ t
0
ds
∫ s
0
dτ h(Q(s))h(Q(τ))L(s− τ)
)
, (10)
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and
g[Q,Q′, t] = exp
(
1
~
∫ t
0
ds
∫ t
0
ds′h(Q(s))h(Q′(s′))L(s′ − s)
)
. (11)
In these equations, L(t) is defined by
L(t) =
∫ ∞
0
dωJ(ω)
[
coth
(
β~ω
2
)
cos(ωt)− i sin(ωt)
]
, (12)
with the spectral density,
J(ω) =
1
~
∑
i
d2i δ(ω − ωi). (13)
By considering J(ω) being a continuous function of ω, one can treat a con-
tinuous bath model. It is helpful to define the negative argument of J(ω) as
J(−ω) ≡ −J(ω). Then, the definition of L(t) becomes more compact,
L(t) =
∫ ∞
−∞
dω
J(ω)
1− e−β~ω e
−iωt. (14)
In writing Eq. (9), we have explicitly expressed the dependence of the
influence functional on the forward and the backward paths. f [Q, t] and
f ∗[Q′, t] in Eq. (9) depend only on the forward and the backward paths,
respectively, while the g[Q,Q′, t] term describes their entanglement.
In Ref. [25], the forward and the backward paths are disentangled by
performing the Hubbard-Stratonovich transformation including Re ln f [Q, t],
Re ln f ∗[Q′, t], and ln g[Q,Q′, t], where Re means the real part. The authors of
Ref. [25] then succeeded in deriving the hierarchical stochastic Schro¨dinger
equations. As is expected from Eq. (5) together with the initial condition
Eq. (6), one of advantages of this procedure is that one can derive the time
evolution of the reduced density matrix by calculating vectors rather than
matrices (see the following subsections for details). As has been discussed in
Sec. 1, this is important to construct a method which is applicable to large
dimensional systems.
Our approach proposed in this paper is similar to that in Ref. [25] in a
sense that the forward and the backward paths are disentangled and that the
time evolution of vectors is followed. In contrast to Ref. [25], which uses the
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Hubbard-Stratonovich transformation, we expand g[Q,Q′, t] in the Taylor
series,
g[Q,Q′, t] =
∞∑
n=0
1
n!
{
1
~
∫ t
0
ds
∫ t
0
ds′h(Q(s))h(Q′(s′))L(s′ − s)
}n
. (15)
In the rest of this section, we will show how one can calculate the time evolu-
tion of the reduced density matrix Eq. (5) with this expansion. In addition to
the methodology, we will also discuss a physical interpretation of the method
in the next section, that is, the Taylor expansion up to the n-th order corre-
sponds to taking into account up to the n-phonon states of the bath degrees
of freedom.
2.2. Expansions of L(t)
Let us first focus on the 0-th order of the expansion in Eq. (15). In this
simplest case, g[Q,Q′, t] = 1 and thus the influence functional is separable
with respect to the forward and the backward paths,
F [Q,Q′, t] = f [Q, t]f ∗[Q′, t]. (16)
Within this approximation, the time evolution of the reduced density matrix
Eq. (5) takes a simple form,
ρS(qa, qb, t) = ψ0(qa, t)ψ
∗
0(qb, t), (17)
with
ψ0(qa, t) =
∫
dqc ϕ(qc)
∫ (qa,t)
(qc,0)
D[Q] eiSS [Q,t]/~f [Q, t]. (18)
One can follow the time evolution of this quantity by means of the HEOM.
Before we detail the HEOM, in this subsection, we first discuss expansions
of L(t).
We begin with the following expansion for a quantity exp(−iωt),
e−iωt =
K∑
k=1
ηk(ω)uk(t), (19)
with a set of functions {uk(t)}k=1,2,...,K , which is closed under differentiation,
d
dt
uk(t) =
K∑
k′=1
Ck,k′uk′(t). (20)
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In Eq. (19), ηk(ω) is the expansion coefficient. This enables one to expand
L(t) Eq. (14),
1
~
L(t1 − t2) =
K∑
k,k′=1
Dk,k′uk(t1)u
∗
k′(t2), (21)
with
Dk,k′ =
1
~
∫ ∞
−∞
dω
J(ω)
1− e−β~ω ηk(ω)η
∗
k′(ω). (22)
Note that the matrix D is hermitian and positive definite.
For later purposes (see Sec. 2.4), we introduce a new basis which diago-
nalizes the matrix D. Since the matrix D is hermitian, it can be diagonalized
with a unitary matrix U ,
Dk,k′ =
K∑
q=1
λqUk,qU
∗
k′,q, (23)
where {λk} are real and positive eigenvalues of D. With this basis, Eqs. (20)
and (21) are transformed to
d
dt
vk(t) =
K∑
k′=1
C¯k,k′vk′(t), (24)
and
1
~
L(t1 − t2) =
K∑
k=1
λkvk(t1)v
∗
k(t2), (25)
respectively, with vk(t) =
∑K
k′=1 Uk′,kuk′(t) and C¯k,k′ =
∑K
q,q′=1 Uq,kCq,q′U
∗
q′,k′.
By setting t1 = t and t2 = 0 in Eq. (25), one further obtains
1
~
L(t) =
K∑
k=1
c¯kvk(t), (26)
with c¯k = λkv
∗
k(0).
An expansion of the form of Eq. (26) together with Eq. (24) was proposed
in Ref. [28], to extend applicability of the HEOM approach to problems where
the initial bath is at zero temperature and to problems with various spectral
densities. In addition, our method further requires the relation Eq. (25).
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2.3. HEOM
In this subsection, we derive the HEOM, with which ψ0 in Eq. (18) can
be computed. As in the conventional approach, we shall introduce a set of
functions. In the next subsection, we will show that they can be used to
estimate the higher order contributions in the Taylor series of Eq. (15).
With the expansion of L(t) Eq. (26), f [Q, t] in Eq. (10) is given by
f [Q, t] = exp
(
−
K∑
k=1
c¯k
∫ t
0
ds
∫ s
0
dτ h(Q(s))h(Q(τ))vk(s− τ)
)
. (27)
Thus, the time derivative of ψ0 contains a term,
−h(qa)
∫
dqc ϕ(qc)
∫ (qa,t)
(qc,0)
D[Q] eiSS [Q,t]/~
×f [Q, t]
K∑
k=1
c¯k
∫ t
0
ds h(Q(s))vk(t− s),
(28)
whose time evolution is unknown. To deal with it, following the ideas of the
HEOM approach, we introduce a set of functions,
ψ
(n)
j1,...,jK
(qa, t) =
∫
dqc ϕ(qc)
×
∫ (qa,t)
(qc,0)
D[Q] eiSS [Q,t]/~f [Q, t]
K∏
k=1
1
ijk
√
jk!
{yk[Q, t]}jk ,
(29)
with jk = 0, 1, 2, . . . and n =
∑K
k=1 jk. yk[Q, t] in this equation is defined as
yk[Q, t] =
∫ t
0
ds h(Q(s))vk(t− s). (30)
In the definition of ψ
(n)
j1,...,jK
, we have multiplied a factor
(∏K
k=1 i
jk
√
jk!
)−1
for later discussions (see Sec. 5).
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Using Eq. (24), one can derive the HEOM for ψ
(n)
j1,...,jK
(see Appendix A),
i~
∂
∂t
ψ
(n)
j1,...,jK
(qa, t) ={
HS(qa) + i~
K∑
k=1
jkC¯k,k
}
ψ
(n)
j1,...,jK
(qa, t)
+i~
K∑
k 6=k′=1
√
jk(jk′ + 1) C¯k,k′ ψ
(n)
j1,...,jk−1,...,jk′+1,...,jK
(qa, t)
+h(qa)
K∑
k=1
√
jk ~vk(0) ψ
(n−1)
j1,...,jk−1,...,jK
(qa, t)
+h(qa)
K∑
k=1
√
jk + 1 ~c¯k ψ
(n+1)
j1,...,jk+1,...,jK
(qa, t).
(31)
This equation is hierarchical with respect to n. Since yk[Q, t = 0] = 0 (see
Eq. (30)), the initial conditions of ψ
(n)
j1,...,jK
read ψ
(0)
0,...,0(qa, t = 0) = ϕ(qa) and
ψ
(n)
j1,...,jK
(qa, t = 0) = 0 for n ≧ 1. By solving the coupled equations of motion
Eq. (31) with these initial conditions, one can derive the time evolution of
ψ0 as ψ0(qa, t) = ψ
(0)
0,...,0(qa, t). Then, one can calculate the lowest order
contribution to the reduced density matrix with Eq. (17).
Such functions as Eq. (29) are called auxiliary functions in the conven-
tional approach, because they are not directly used in calculating the reduced
density matrix. As we have shown, they are auxiliary in terms of deriving ψ0
and the 0-th order contribution of the Taylor series. However, we will use the
whole set of ψ
(n)
j1,...,jK
when estimating the reduced density matrix including
the higher order contributions (see Eq. (37) below). Therefore, we should
rather call them expansion functions. We will give detailed discussions on
the expansion functions in Sec. 5.
2.4. Higher order contributions
In this subsection, we develop a scheme to estimate the higher order
contributions in the Taylor expansion Eq. (15). Notice first that the exponent
of Eq. (11) can be written in a form of
1
~
∫ t
0
ds
∫ t
0
ds′h(Q(s))h(Q′(s′))L((t− s)− (t− s′)). (32)
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For L/~ in this equation, we employ the expansion Eq. (25) and obtain
K∑
k=1
λk
∫ t
0
ds
∫ t
0
ds′h(Q(s))h(Q′(s′))vk(t− s)v∗k(t− s′)
=
K∑
k=1
λkyk[Q, t]y
∗
k[Q
′, t].
(33)
This leads to the Taylor expansion of g[Q,Q′, t],
g[Q,Q′, t] =
∞∑
n=0
1
n!
{
K∑
k=1
λkyk[Q, t]y
∗
k[Q
′, t]
}n
. (34)
It is useful to transform it into an occupation number representation,
g[Q,Q′, t] =
∞∑
n=0
∑
(j1+···+jK=n)
K∏
k=1
1
jk!
{λkyk[Q, t]y∗k[Q′, t]}jk , (35)
where
∑
(j1+···+jK=n)
means a sum over all possible configurations of j1, . . . , jK
with a constraint j1 + · · ·+ jK = n. Then, the influence functional reads
F [Q,Q′, t] =
∞∑
n=0
∑
(j1+···+jK=n)
{
K∏
k=1
λjkk
}
×
[
f [Q, t]
K∏
k=1
1
ijk
√
jk!
{yk[Q, t]}jk
][
f [Q′, t]
K∏
k=1
1
ijk
√
jk!
{yk[Q′, t]}jk
]∗
.
(36)
Finally, substituting this equation into Eq. (5) gives the time evolution of the
reduced density matrix with the expansion functions defined by Eq. (29),
ρS(qa, qb, t) =
∞∑
n=0
∑
(j1+···+jK=n)
×
{
K∏
k=1
λjkk
}
ψ
(n)
j1,...,jK
(qa, t)
{
ψ
(n)
j1,...,jK
(qb, t)
}∗
.
(37)
In practical applications, one needs to truncate the sum at n = Nmax. Then,
this formula enables one to take into account up to Nmax-th order expansions
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of the Taylor series of g[Q,Q′, t], by solving the HEOM Eq. (31) up to n =
Nmax. Such calculations include
∑Nmax
n=0 (n + K − 1)!/n!(K − 1)! expansion
functions. In the conventional approach, there exist several interpretations
and corresponding schemes of truncating the hierarchy, including the delta
function limit [16] and the perturbation approximation [29, 30]. In the next
section, we will show that our formalism corresponds to taking into account
up to Nmax-phonon states of the bath degrees of freedom.
3. Interpretation of the method: phonon number representation
In the previous section, we have shown that the time evolution of the
reduced density matrix is obtained with Eq. (37), where ψ
(n)
j1,...,jK
satisfy the
HEOM Eq. (31). In this section, we will give a physical interpretation of this
method, that is, the expansion with respect to n in Eq. (37) is equivalent to
the expansion of the harmonic oscillator bath with respect to the phonon
number.
3.1. Zero temperature
Let us first consider a case where the temperature of the initial bath is
absolute zero (that is, β =∞). For the sake of clarity, we begin with a single
mode bath,
HB +HI = ~ω1a
†
1a1 + h(q)d1(a1 + a
†
1). (38)
Introducing the eigenstates of a†1a1 as |n〉n=0,1,..., the time evolution of the
reduced density matrix can be written in the bracket form,
ρS(qa, qb, t) =
∞∑
n=0
∫
dqc 〈qa, n|e−iHtott/~|qc, 0〉ϕ(qc)
×
{∫
dqd 〈qb, n|e−iHtott/~|qd, 0〉ϕ(qd)
}∗
,
(39)
where we have used the fact that the initial bath is assumed to be at zero
temperature, ρB = |0〉 〈0|.
The definition of the reduced density matrix includes the trace operation
over the bath degrees of freedom, TrB, which corresponds to
∑∞
n=0 in Eq. (39).
Since we consider the initial condition at zero temperature, there is no phonon
in the bath initially, while the number of phonon increases as the time goes
on. When the interaction is not so strong, or when one observes short time
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behaviors, the number of phonon in the bath would remain small. Therefore,
it would be a reasonable approximation to truncate the sum in Eq. (39) with
a relatively small number, as is done in the coupled-channels method.
To implement the above expectation, we estimate Eq. (39) at each n. We
find that the general form is given by
〈qa, n|e−iHtott/~|qc, 0〉 =∫ (qa,t)
(qc,0)
D[Q] eiSS [Q,t]/~f [Q, t]
1
in
√
n!
{z1[Q, t]}n ,
(40)
with
z1[Q, t] =
∫ t
0
ds h(Q(s))
d1
~
e−iω1(t−s). (41)
One sees that the exact form Eq. (5) with Eqs. (9), (10), and (11) is repro-
duced when Eq. (40) is substituted into Eq. (39) and the sum of n is taken to
n =∞. This leads one to an important conclusion in this paper; the phonon
number expansion Eq. (39) is equivalent to the Taylor expansion of g[Q,Q′, t]
(see Eq. (15)) at least when the bath has only a single mode.
This derivation can easily be extended to cases where the bath has several
modes. In such cases, Eq. (40) is modified to (see Eq. (8))
〈qa, n1, n2, . . . |e−iHtott/~|qc, 0, 0, . . .〉 =∫ (qa,t)
(qc,0)
D[Q] eiSS [Q,t]/~f [Q, t]
∏
i
1
ini
√
ni!
{zi[Q, t]}ni ,
(42)
with |n1, n2, . . .〉 = |n1〉 |n2〉 . . . , where |ni〉 is the eigenstate of a†iai. zi is
defined in a similar way to Eq. (41). Hence, the g[Q,Q′, t] part of the influence
functional, Eq. (9), reads
g[Q,Q′, t] =
∞∑
n1,n2,···=0
∏
i
1
ni!
{zi[Q, t]z∗i [Q′, t]}ni . (43)
This can be transformed into an expansion with respect to the total phonon
number using the identity
∑∞
n1,n2,···=0
=
∑∞
n=0
∑
(n1+n2+···=n)
,
∞∑
n=0
∑
(n1+n2+···=n)
∏
i
1
ni!
{zi[Q, t]z∗i [Q′, t]}ni
=
∞∑
n=0
1
n!
{∑
i
zi[Q, t]z
∗
i [Q
′, t]
}n
.
(44)
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Since L(t) at zero temperature is given by L(t)/~ =
∑
i d
2
i /~
2 exp(−iωit)
(see Eqs. (12) and (13)), one obtains
∑
i
zi[Q, t]z
∗
i [Q
′, t] =
1
~
∫ t
0
ds
∫ t
0
ds′h(Q(s))h(Q′(s′))L(s′ − s). (45)
Therefore, the total phonon number expansion Eq. (44) is equivalent to the
Taylor expansion Eq. (15), even when the bath has more than one mode.
3.2. Finite temperature
The phonon number expansion Eq. (39) is based on the initial bath at
zero temperature, and obviously it cannot be applied to finite temperature
problems. At finite temperatures, the initial bath already contains several
phonons, and thus the phonon number expansion may not be a reasonable
approximation.
On the other hand, it is known that one can derive the time evolution
of the reduced density matrix with the initial bath at finite temperature, by
introducing additional degrees of freedom to the initial bath at zero tempera-
ture [21]. To understand this based on the influence functional, let us rewrite
L(t) at finite temperatures, Eq. (12), as
L(t) =
1
~
∑
i
d2i {nβ(ωi) + 1} e−iωit +
1
~
∑
i
d2inβ(ωi)e
iωit, (46)
with the Bose-Einstein distribution function, nβ(ω) = (exp(β~ω) − 1)−1.
Comparing with L(t) at zero temperature L(t) =
∑
i d
2
i /~ exp(−iωit), one
can see that Eq. (46) is reproduced with two kinds of independent bath at
zero temperature. The first term corresponds to a bath which couples to the
system with the interaction strength di
√
nβ(ωi) + 1. The second term, on
the other hand, corresponds to a bath where the strength of interaction is
di
√
nβ(ωi). Notice that this bath has a negative energy due to the sign of
the phase of exp(iωit). From Eq. (8), these baths are independent to each
other. Therefore, regarding the reduced density matrix, a finite tempera-
ture problem is equivalent to a zero temperature problem with the following
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Hamiltonian,
H
(β)
tot = HS(q, p)
+
∑
i
~ωiα
†
iαi + h(q)
∑
i
di
√
nβ(ωi) + 1 (αi + α
†
i )
−
∑
i
~ωiα¯
†
i α¯i + h(q)
∑
i
di
√
nβ(ωi) (α¯i + α¯
†
i ),
(47)
where αi, α
†
i and α¯i, α¯
†
i are the ladder operators for the first and the second
baths, respectively. In the limit of zero temperature (β → ∞), one finds
nβ(ωi) → 0. Hence, the Hamiltonian Eq. (47) is reduced to the original
Hamiltonian Eq. (3) by regarding αi as ai and discarding the α¯i degrees of
freedom which do not couple to the system in that limit.
In terms of phonon for the αi and the α¯i degrees of freedom, the phonon
number expansion is one approximate way to solve the reduced density ma-
trix. Following exactly the same procedure as in the previous subsection,
one reaches the same conclusion, that is, the Taylor expansion Eq. (15) is
equivalent to an expansion with respect to the number of phonon. However,
it should be kept in mind that these are quasi-phonons related to the αi and
the α¯i degrees of freedom.
4. Practical application
In this section, we apply the new method presented in the previous section
to a concrete example. To this end, we employ the Bessel functions for
{uk} to expand exp(−iωt) in Eq. (19). Several advantages of this choice
are discussed. As a benchmark test of the method, we consider a quantum
damped harmonic oscillator. We show that the exact results can be well
reproduced with a parameter set with which effects of damping are observed.
4.1. Choice of the physical dimension
To begin with, let us clarify the physical dimension of quantities. We
denote the dimension of energy and time as [E] and [T ], respectively. Firstly,
we set h(q) in Eq. (3) be dimensionless. This condition then leads to di = [E],
J = [E], and L/~ = [T−2].
Secondly, we set {uk}, {vk} = [T−1] to make {yk[Q, t]} be dimension-
less quantities. Then, this leads to {ηk} = [T ] and D, U , and {λk} to be
dimensionless.
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4.2. Use of the Bessel functions for {uk}
In this subsection, we introduce the Bessel functions to expand exp(−iωt)
in Eq. (19). For practical calculations, let us first introduce a cutoff parame-
ter, Ω, to the ω-integral in the definition of L(t), Eq. (14), as
L(t) =
∫ Ω
−Ω
dω
J(ω)
1− e−β~ω e
−iωt. (48)
Since the condition |ω/Ω| ≦ 1 holds in the domain of this integral, one can
employ the Jacobi-Anger identity for the expansion of exp(−iωt) [24, 31, 32],
that is,
e−iωt = J0(Ωt) + 2
∞∑
n=1
(−i)nTn
(ω
Ω
)
Jn(Ωt), (49)
with the Chebyshev polynomials Tn and the Bessel functions Jn. To follow
the discussions in the previous subsection, we set uk(t) = ΩJk−1(Ωt). This
leads to (see Eq. (19))
Ωηk(ω) = (2− δk,1)(−i)k−1Tk−1
(ω
Ω
)
, (50)
and
Ck,k′ =


−Ω (k = 1, k′ = 2)
Ω/2 (k′ = k − 1)
−Ω/2 (k′ = k + 1)
0 (else).
(51)
There are certain advantages of using the Bessel functions for {uk}.
Firstly, since Eq. (49) holds in general, one can apply the expansion to vari-
ous kinds of spectral densities. Another advantage, which was pointed out in
Ref. [24] and is rather important in practice, is related to a behavior of the
Bessel functions as we discuss below.
In numerical calculations, it is impossible to take into account the infi-
nite sum in Eq. (49), and one needs a truncation with a cutoff (that is, K in
Eq. (19)). Notice that there are two requirements which should be satisfied
with the truncation. One is obviously that exp(−iωt) should be well repro-
duced. To check this, let us denote the right hand side of Eq. (49) with a
truncation of the sum by EK(x) ≡ J0(x) + 2
∑K−1
k=1 (−i)kTk(ω/Ω)Jk(x). In
Fig. 1, we compare the real and the imaginary parts of E10(x) and E20(x)
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Figure 1: A comparison between the function exp(−iωt) and the right hand side of
Eq. (49) truncated at n = K−1, EK(x) ≡ J0(x)+2
∑K−1
k=1 (−i)kTk(ω/Ω)Jk(x), for ω/Ω =
1/2 as a function of x ≡ Ωt. The upper and the lower panels are for the real and the
imaginary parts, respectively. The solid lines denote the function exp(−iωt), while the
solid lines with squares and the solid lines with circles are for E10 and E20, respectively.
with those of exp(−i(ω/Ω)x), that is, cos(ωx/Ω) and − sin(ωx/Ω), respec-
tively, for ω/Ω = 1/2. It can be seen that the larger value of K reproduces
exp(−iωt) in the wider range, or for the longer time.
The other requirement is that a set {uk} should be closed under differen-
tiation (see Eq. (20)). However, regarding the Bessel functions, the chain of
the differentiation Eq. (51) continues infinitely. Therefore, the truncation of
the sum in Eq. (49) might not be justified in this regard, even if exp(−iωt)
is well reproduced.
In the original formalism of the HEOM, a sum of the exponential function
of the form exp(−γt) with a real quantity γ was used to expand L(t) (notice
that this is different from an expansion of exp(−iωt) as is done in this paper)
[14, 15, 16]. A set of the exponential functions is obviously closed under
differentiation. One can extend this to orthogonal functions defined with
positive arguments, uk(t) ≡ Lk(t) exp(−t/2) with the Laguerre polynomials
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Figure 2: The K-th order Bessel functions, JK(x). The solid, the dotted, and the dashed
lines are for K = 10, 15, and 20, respectively.
{Lk(t)}k=0,1,..., because of the relation duk/dt(t) = −
∑k−1
n=0 un(t) − uk(t)/2
[33].
However, those expansions are not compatible with our method, and thus,
it would be unavoidable to suffer from the aforementioned problem. Fortu-
nately, we can utilize the properties of the Bessel functions to deal with this
problem. The leading order of the ascending series of the Bessel functions
is given by Jk(x) ∼ xk/2kk!. From this, xǫ(k), which satisfies Jk(xǫ(k)) = ǫ
with a small positive number ǫ, is given by xǫ(k) ∼ 2 k
√
ǫk!, which grows
almost linearly with k. Consequently, it is expected that the Bessel func-
tions {Jk(x)} start growing at the larger x for the larger k. This is actually
demonstrated in Fig. 2
Suppose that JK(Ωs) ≃ 0 holds for 0 ≦ s ≦ t. Then, it is reason-
able to approximate the time derivative of JK−1(Ωs) as dJK−1(Ωs)/ds ≃
ΩJK−2(Ωs)/2 in that range, and thus, the truncation of the expansion would
work. As K is taken to be the larger, one can choose the larger Ω or one can
calculate for the longer time, even though the numerical cost becomes more
expensive, because the number of the expansion functions increases. Note
that Ω determines the characteristic time scale of the bath. This implies
that the method is suitable for problems where the time scale of the bath is
comparable with that of the system, that is, for non-Markovian cases.
As was emphasized in Ref. [24], use of the Bessel functions is convenient
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especially when one takes the Ohmic spectral density with the circular cutoff,
J(ω) = VI
(ω
Ω
)√
1−
(ω
Ω
)2
, (52)
with VI being the strength of the interaction. This is because the imaginary
part of L(t) is given by ImL(t) = −πVIΩ/8 (J1(Ωt) + J3(Ωt)) in this case,
where Im denotes the imaginary part.
4.3. Comparison of the numerical performance
Before going to a concrete application of our method, we would like to
make several remarks on the numerical performance of the method in com-
parison with the existing HEOMmethods. It should be emphasized that each
method has its own numerical advantages, and the most suitable method de-
pends on problems to be discussed. Here, we provide qualitative ideas which
would be helpful to compare the numerical performance of each method.
With an expansion of L(t) with the Bessel functions, one can utilize the
extended version of the HEOM method introduced in Ref. [28]. The method
in Ref. [28] follows the time evolution of auxiliary density matrices, not vec-
tors as in our method. Thus, the numerical cost is quite sensitive to the
dimension of the system, as has been discussed in Sec. 1. To compare the
numerical cost comprehensively, however, one should also take into consid-
eration the number of vectors or matrices required in computation. As in
our method, the method in Ref. [28] contains two cutoff numbers, that is, the
maximum order of the hierarchy (Nmax in our notation) and the number of
the Bessel functions (K in our notation). With these parameters, the total
number of matrices is given by
∑Nmax
n=0 (n + K − 1)!/n!(K − 1)!. It is likely
that our method requires a larger value of Nmax to achieve convergence than
the method in Ref. [28], because we expand a part of the influence functional
in the Taylor series (see Eq. (15)). On the other hand, as was pointed out in
Ref. [24], the method in Ref. [28] requires two times larger value of K than
our method, because one needs to construct the hierarchy with the forward
path and the backward path simultaneously. Note that K is determined
from the calculation time as discussed in the previous subsection, and Nmax
from the effective strength of the coupling (the strength of the coupling and
the temperature of the initial bath, see Sec. 4.4). Therefore, our method
would be more suitable for a large dimensional system and for a long time
calculation, while the method in Ref. [28] would provide a better numerical
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performance for a strong coupling problem where a large number of phonon
is excited. Note that this does not necessarily mean that our method is per-
turbative calculation. As has been discussed in Sec. 3, our method is based
on the coupled-channels approach with the phonon number representation of
a bath.
One can also utilize the method of the hierarchical Schro¨dinger equations
of motion introduced in Ref. [24]. It follows the time evolution of vectors as
in our method. The number of vectors involved in the method in Ref. [24] is
likely to be smaller than our method, since Nmax can be smaller due to the
same reasoning as discussed above, while K is the same with the same setup.
On the other hand, the method in Ref. [24] requires twice longer calculation
time than our method owing to the time integration for the forward path and
for the backward path. Therefore, once again, our method would be more
suitable for a long time calculation, while the method in Ref. [24] would be
more convenient for a strong coupling problem.
4.4. Damped harmonic oscillators
Let us now test our method using a quantum damped harmonic oscillator,
in which the Hamiltonian for the system is given by
HS =
p2
2M
+
1
2
Mω2Sq
2 + h2(q)
∑
i
d2i
~ωi
, (53)
where M and ωS are the mass and frequency of the system, respectively.
The third term is the so called counter term. With this term, the potential
energy is understood as the one in the adiabatic limit, which has implicitly
taken into account the couplings to the bath degrees of freedom [27, 34].
Introducing the oscillator length qS ≡
√
~/MωS, the interaction form factor
h(q) is taken to be h(q) = q/qS.
Since the total Hamiltonian, Eq. (1), is up to quadratic with respect to
the coordinates and the momentums, the exact solution can be found by
means of, for instance, the Laplace transform method [2]. Thus, this Hamil-
tonian provides an ideal opportunity for a benchmark calculation. Several
authors have applied their numerical methods to such systems, including
the stochastic approach [12] and the HEOM approach [20, 35]. Especially,
Ref. [20] is noteworthy to mention since the author of Ref. [20] extended the
conventional approach to the thermalized initial condition with the total
Hamiltonian where the system and the bath are correlated. An extension to
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the imaginary time evolution was also successfully achieved, which enables
one to calculate thermodynamic quantities.
Throughout numerical studies presented below, we use the spectral den-
sity given by Eq. (52), and the expansion of exp(−iωt) with the Bessel func-
tions, Eq. (49). We arbitrarily set ~ωS = 2 eV, VI = 1 eV, and ~Ω = 4 eV.
As will be shown, the damping of the amplitude can be seen with this pa-
rameter set. The initial wave function for the system is assumed to be of the
Gaussian form,
ϕ(q) =
1
4
√
2πσ20
e−(q−q0)
2/4σ2
0 eip0q/~, (54)
with q0/qS = −1, σ0/qS = 1/
√
2, and p0qS/~ = 0. To solve the HEOM
Eq. (31), we employ the fourth order Runge-Kutta method with the time
grid ∆t/~ = 3.125× 10−3 eV−1, and the space grid ∆q/qS = 0.25 in −5.5 <
q/qS < 5.5 (the dimension of the system reads 44). We have confirmed that
the results do not change significantly even if we use a smaller value of ∆q
and/or a wider range of q. In what follows, we show numerical results for
both zero and finite temperature cases.
Let us first discuss the zero temperature case. To this end, we first set
K = 10. In other words, for the expansion of exp(−iωt), we include the Bessel
functions up to J9 in Eq. (49). The values of {λk} in Eq. (23) are tabulated
in Table 1. Since λ1 is so small, the expansion functions with nonzero j1 have
almost no contribution to the reduced density matrix (see Eq. (37)). Yet, we
would keep them in the HEOM because of the C¯k,k′ term in Eq. (31), that is,
a set {uk} should be closed under differentiation as discussed in Sec. 4.2.
To test the applicability of our method, we compare expectation values
obtained with the Laplace transform method, which is supposed to be ex-
act, to those with the HEOM with several values of Nmax. We consider
the following four expectation values: ξq ≡ 〈q〉 /qS, ξp ≡ 〈p〉 qS/~, ξqq ≡
〈(q − 〈q〉)2〉 /q2S, and ξpp ≡ 〈(p− 〈p〉)2〉 q2S/~2. The results with Nmax = 3, 4,
and 5 are shown in Fig. 3, which are compared to the exact results given by
the solid lines. We also show the behavior of J10(Ωt) in Fig. 3(a), which is the
least order among the neglected Bessel functions. According to the discus-
sion in Sec. 4.2, the HEOM results are reliable up to ωSt = 4 ∼ 5, at which
J10(Ωt) is negligibly small. One sees in Figs. 3(b) and (c) that Nmax = 3,
4, and 5 give similar results in this region, and they all agree well with the
exact results. On the other hand, the results of Nmax = 3 and Nmax = 4 and
5 somewhat deviate for ωSt ≧ 3 in Figs. 3(d) and (e), and only Nmax = 4 and
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k λk
1 1.12× 10−14
2 2.18× 10−10
3 4.21× 10−7
4 1.84× 10−4
5 1.12× 10−2
6 3.13× 10−2
7 1.99× 10−1
8 2.61× 10−1
9 4.78× 10−1
10 5.16× 10−1
Table 1: The eigenvalues {λk} of the matrix, Eq. (22), at zero temperature.
5 reproduce the exact results. This behavior is expected, because the larger
number of phonon states are required to describe the more fine structures.
The second order moments, ξqq and ξpp, require more information of the re-
duced density matrix than the first order moments, ξq and ξp, and thus, they
need a larger model space to reproduce. As can be seen from this discussion,
it should be kept in mind that a necessary value of Nmax depends on physical
quantities to be discussed.
For Nmax = 3, 4, and 5, the number of the expansion functions, Eq. (29),
read 286, 1001, and 3003 with K = 10. The calculations up to ωSt = 5 (800
time steps) with 25 data points typically take 30 seconds, 2 minutes, and 4
minutes for Nmax = 3, 4, and 5 on a standard personal computer. The first
moments, ξq and ξp, can be well reproduced with Nmax = 3. Even when one
is interested in the second moments, ξqq and ξpp, Nmax = 5 leads to a good
reproduction.
For ωSt ≧ 4 ∼ 5, the results of the HEOM with K = 10 deviate from
the exact results. It is likely that this originates from the fact that J10(Ωt)
is no longer negligible. One can cure this by taking a larger value of K,
as discussed in Sec. 4.2. Fig. 4(b) compares the exact result for ξpp to those
with the HEOM with K = 10 and 20. Nmax = 5 is chosen for the HEOM
calculations. The Bessel functions J10 and J20 are also plotted in Fig. 4(a).
One sees that the choice of K = 20 can enlarge the applicability of the
method. Actually, up to ωSt ≃ 9, it can closely follow the exact result of ξpp,
which is the most difficult to describe among the expectation values under
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Figure 3: Panel (a): The 10-th order Bessel function. Panels (b)-(e): Comparison of the
expectation values obtained with the Laplace transform method, which is supposed to
be exact, to those with the HEOM with different Nmax. The initial bath is assumed to
be at zero temperature. The Bessel functions up to J9 are included in the expansion in
the HEOM method. ξq, ξp, ξqq, and ξpp denote 〈q〉 /qS, 〈p〉 qS/~, 〈(q − 〈q〉)2〉 /q2S , and
〈(p− 〈p〉)2〉 q2S/~2, respectively. The solid lines show the exact results, while the solid
lines with squares, triangles, and circles are the HEOM results with Nmax = 3, 4, and 5,
respectively.
consideration.
In Fig. 4(c), we also plot the time dependence of the norm defined by
TrSρS, with TrS being the trace operation over the degrees of freedom of
the system. Comparing with Fig. 4(a), one finds that the norm deviates
from unity when the Bessel functions neglected in the expansion start having
non-zero values. While the HEOM calculation works, the norm should be
conserved. This point will become clearer in Sec. 5. Hence, the deviation of
the norm from unity serves as a sign that the omitted Bessel functions start
being non-negligible.
In our method, in addition to the degrees of freedom of the system, we can
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Figure 4: Panel (a): The 10-th (the solid line) and the 20-th (the dashed line) order Bessel
functions. Panel (b): Comparison of the momentum width among the exact solution (the
solid line), the HEOM with K = 10 (the solid line with squares), and the HEOM with
K = 20 (the solid line with circles). For the HEOM calculations, Nmax = 5 is taken.
Panel (c): Comparison of the norm of the reduced density matrix. The solid line with
squares is from the HEOM calculation with K = 10, and the solid line with circles with
K = 20.
also extract how much the bath is excited. To see this, we calculate the norm
of the reduced density matrix for each phonon number n. That is, writing
the expansion of the reduced density matrix Eq. (37) as ρS ≡
∑Nmax
n=0 ρ
(n)
S ,
we compute it by TrSρ
(n)
S . One can also calculate the expectation value of
the phonon number as 〈n〉 ≡∑Nmaxn=0 nTrSρ(n)S /TrSρS. The result for K = 20
and Nmax = 5 is shown in Fig. 5. As is expected, one can see in Fig. 5(b)
that the number of phonon in the bath gradually increases as the time goes
on. On the other hand, as can be seen in Fig. 5(a), the contribution of
the 5-phonon state is small in the whole time range. This ensures that
Nmax = 5 is sufficient to obtain reasonable results for the expectation values
with the present parameter set. One can also see that the contribution of
each phonon reaches its equilibrium at around ωSt = 6. It is shown in
Refs. [19, 20] that when the hierarchy elements stabilize they are equivalent
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Figure 5: Panel(a): Norm of the reduced density matrix for each phonon number, n. The
solid line with squares, triangles, inverted triangles, diamonds, pentagons, and circles are
for n = 0, 1, 2, 3, 4, and 5, respectively. These are the results of the HEOM calculation
with K = 20 and Nmax = 5. Panel(b): Expectation value of the number of phonon.
to the thermal equilibrium state calculated with the imaginary-time HEOM.
In our calculation, however, the expansion functions are still dependent on
time even for ωSt ≧ 6.
Next, we apply our method to the initial bath at finite temperature with
β~Ω = 2. As discussed in Sec. 3.2, phonon involved here is not a physical one.
Yet, we call it phonon throughout this study. As in the zero temperature
case, we set K = 10. The values of {λk} are tabulated in Table 2. They
have larger values compared to the zero temperature case shown in Table 1.
Since the strength of interaction is described by {λk}, this indicates that the
temperature effectively strengthens the coupling. This can also be seen from
the definition of the thermo-Hamiltonian, Eq. (47).
Since the interaction becomes effectively stronger, one needs to take into
account a larger number of phonon compared to the zero temperature case.
The results of the HEOM calculations with K = 10 (i.e. an expansion up
to J9) and Nmax = 6, 8, and 10 are shown in Fig. 6. One finds that the
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Figure 6: Similar to Fig. 3, but at finite temperature with β~Ω = 2.
first moments, ξq and ξp, at Nmax = 10 agree with the exact results in the
range where J10(ωSt) is negligible. However, the results of the HEOM calcu-
lations for the second moments, ξqq and ξpp, deviate from the exact results
even in that region. This corresponds to that the number of phonon in-
cluded in the calculation, Nmax = 10, is insufficient to describe the second
moments with the strength of the interaction given in Table 2. To see it more
transparently, we plot the norm for each phonon number with Nmax = 10 in
Fig. 7. As can be seen, the contribution of the 10-phonon state is not neg-
ligible. This implies that a larger number of phonon states should be taken
into account. Although the numerical calculation becomes more expensive,
it should be emphasized that this can be systematically improved with the
present method.
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Figure 7: Similar to Fig. 5, but at finite temperature with β~Ω = 2.
5. Link to the total wave function
We have introduced the expansion functions Eq. (29), which enable one
to calculate the reduced density matrix. In this section, inspired by the
coupled-channels method, we provide their link to the total wave function.
This consideration will lead us to an introduction of ladder operators which
satisfy the boson commutation relation. In terms of them, we will gain a clear
idea on the reason why one can reduce the number of the relevant degrees of
freedom of the bath with the expansion Eq. (19). Throughout this section,
we consider the initial bath at zero temperature.
5.1. Discrete bath
For a discrete bath, since L(t) is given by (see Eqs. (12) and (13))
1
~
L(t1 − t2) =
∑
i
(
di
~
e−iωit1
)(
di
~
e−iωit2
)∗
, (55)
one can take vi(t) = di/~ e
−iωit with λi = 1 in Eq. (25). Let us denote the
expansion functions, Eq. (29), in this case as φ
(n)
n1,n2,.... In the definition of the
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k λk
1 5.65× 10−3
2 3.24× 10−2
3 5.76× 10−2
4 1.57× 10−1
5 2.88× 10−1
6 3.43× 10−1
7 5.92× 10−1
8 6.25× 10−1
9 8.47× 10−1
10 8.72× 10−1
Table 2: The eigenvalues {λk} of the matrix, Eq. (22), at temperature of β~Ω = 2.
expansion functions, {yk[Q, t]} is given by Eq. (30). When one substitutes
vi(t) = di/~ e
−iωit into Eq. (30), one obtains {zi[Q, t]} defined by Eq. (41).
Therefore, φ
(n)
n1,n2,... can be written with {zi[Q, t]} as
φ(n)n1,n2,...(qa, t) =
∫
dqc ϕ(qc)
×
∫ (qa,t)
(qc,0)
D[Q] eiSS [Q,t]/~f [Q, t]
∏
i
1
ini
√
ni!
{zi[Q, t]}ni ,
(56)
where n1, n2, . . . satisfy n1 + n2 + · · · = n. Comparing this to Eq. (42), one
finds
φ(n)n1,n2,...(qa, t) =
∫
dqc 〈qa, n1, n2, . . . |e−iHtott/~|qc, 0, 0, . . .〉ϕ(qc)
≡ 〈qa, n1, n2, . . . |Ψ(t)〉 ,
(57)
where |Ψ(t)〉 is the total wave function at time t, that is,
|Ψ(t)〉 = e−iHtott/~ |Ψ(t = 0)〉 . (58)
This indicates that the expansion functions are nothing but the coeffi-
cients in an expansion of the total wave function with respect to the phonon
eigenstates,
〈qa|Ψ(t)〉 =
∞∑
n=0
∑
(n1+n2+···=n)
φ(n)n1,n2,...(qa, t) |n1, n2, . . .〉 . (59)
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Actually, one can derive the HEOM, Eq. (31), by substituting this definition
into the Schro¨dinger equation. The relation to the reduced density matrix,
Eq. (37), is also obtained from this, since λi = 1 for all i.
5.2. Ladder operators for ψ
(n)
j1,...,jK
In the previous subsection, we have set vi(t) = di/~ e
−iωit. Obviously,
this is not the only choice. In Sec. 4.2, for instance, we have discussed the
advantages of employing the Bessel functions for {uk} in Eq. (19), and thus,
for {vk}. There may be other useful functions in this context. Let us denote
the expansion functions defined with those functions as ψ
(n)
j1,...,jK
. It should
be noticed that expanding exp(−iωt) with those functions enables one to
establish a method whose numerical cost is independent of the number of the
harmonic oscillator modes. For instance, one can even deal with situations in
which the spectral density J(ω) defined in Eq. (13) is a continuous function
of ω, as has been done in Sec. 4.4.
In the previous subsection, we have shown that φ
(n)
n1,n2,... can be interpreted
as the coefficients in an expansion of the total wave function. One can attach
a similar interpretation to ψ
(n)
j1,...,jK
. To see it, we first rewrite the expansion
of exp(−iωt), Eq. (19), in terms of vk(t),
e−iωit =
K∑
k=1
η¯k(ωi)vk(t), (60)
with η¯k(ωi) =
∑K
k′=1 U
∗
k′,kηk′(ωi). From the definition of λk, Eq. (23), one
finds ∑
i
d2i
~2
η¯k(ωi)η¯
∗
k′(ωi) = δk,k′λk. (61)
Substituting Eq. (60) into the definition of zi[Q, t] gives the relation be-
tween zi[Q, t] and yk[Q, t],
zi[Q, t] =
di
~
K∑
k=1
η¯k(ωi)yk[Q, t], (62)
which leads to the relation between φi ≡ φ(1)ni=1,nj=0(j 6=i) and ψk ≡ ψ
(1)
jk=1,jq=0(q 6=k)
,
φi(qa, t) =
di
~
K∑
k=1
η¯k(ωi)ψk(qa, t). (63)
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Hence, the single phonon state in Eq. (59) can be transformed to an expansion
with respect to ψk,
∑
i
φi(qa, t)a
†
i |0〉 =
K∑
k=1
ψk(qa, t)
(∑
i
di
~
η¯k(ωi)a
†
i
)
|0〉
≡
K∑
k=1
ψk(qa, t)b
†
k |0〉 .
(64)
with the vacuum |0〉 = |0, 0, . . .〉. Here, we have introduced operators b†k ≡∑
i diη¯k(ωi)a
†
i/~ for k = 1, . . . , K, which, from the commutation relation
of {ai} and {a†i} together with Eq. (61), satisfy the following commutation
relations,
[bk, bk′] =
[
b†k, b
†
k′
]
= 0,[
bk, b
†
k′
]
= δk,k′λk.
(65)
This implies that the {b†k} operators describe a creation of boson. In addition,
one finds
~
K∑
k=1
b†kvk(t) =
∑
i
dia
†
ie
−iωit, (66)
which indicates that
∑K
k=1 b
†
k(t)vk(t) is time independent, where b
†
k(t) =
exp(iHBt/~)b
†
k exp(−iHBt/~) is the interaction picture of b†k.
To enlarge physical intuition of the quanta associated with the {bk} and
{b†k} operators, let us examine the commutation relation between bk and b†k′
at different times,
λk,k′(t1 − t2) ≡
[
bk(t1), b
†
k′(t2)
]
=
∑
i
d2i
~2
η¯k′(ωi)η¯
∗
k(ωi)e
−iωi(t1−t2)
=
1
~
∫ ∞
0
dω J(ω)η¯k′(ω)η¯
∗
k(ω)e
−iω(t1−t2),
(67)
which is diagonal when the argument is 0, that is, λk,k′(0) = δk,k′λk. It is
related to L(t) as L(t)/~ =
∑K
k,k′=1 λk,k′(t)vk′(0)v
∗
k(0).
As an example, in Fig. 8, we show λk,k′(t) with three different combina-
tions of k and k′ with the same setup as in Sec. 4.4. That is, we take the
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Figure 8: Panel(a): The real part of the commutation relations λk,k′ (t) ≡ [bk(t), b†k′(0)]
with the expansion of exp(−iωt) with the Bessel functions up to K = 20 (see Eqs. (19)
and (49)). The label k is in the increasing order of the values of {λk}, and we plot the
two largest values of k, that is, λ19,19(t) (the solid line), λ20,20(t) (the dashed line), and
λ19,20(t) (the dotted line). Panel(b): Similar to Panel(a), but their imaginary parts are
plotted.
Ohmic spectral density with the circular cutoff given by Eq. (52) with ~Ω = 4
eV and VI = 1 eV. To expand exp(−iωt) in Eq. (19), we use the Bessel func-
tions, Eq. (49), up to K = 20. The label k is sorted out in the increasing
order of the values of {λk} as in Tables 1 and 2, and we focus on the two
largest values of k, that is, λ19,19(t), λ20,20(t), and λ19,20(t).
In λ19,19(t) and λ20,20(t) in Fig. 8, it can be seen that their oscillation
patters are structured in such a way that the amplitudes vary as the time
goes on. Notice that this is in contrast to the phonons described by the {ai}
and {a†i} operators, since the commutation relations oscillate with a constant
amplitude, [ai(t1), a
†
j(t2)] = δi,j exp(−iωi(t1 − t2)).
One can also see in Fig. 8 that the non-diagonal element, λ19,20(t), starts
having non-zero values at a finite value of t. Notice that the non-diagonal
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elements appear when one considers the transition amplitude,
〈0|bk e−iHBt/~ b†k′ |0〉 = λk,k′(t), (68)
which describes the amplitude of the bk-mode at time t with the initial con-
dition b†k′ |0〉. Hence, the increase of the non-diagonal elements of λk,k′(t)
indicates that the quanta associated with the {bk} and {b†k} operators can
transform from one mode to another. In other words, different modes inter-
act with each other. Therefore, the Caldeira-Leggett model can be viewed
in such a way that a system couples to a bath, which is composed of finite
modes of interacting bosons, even when the number of the harmonic oscillator
modes is infinite.
A formulation of the HEOM based on quasiparticle was proposed in
Ref. [36], and the author of Ref. [36] call it dissipaton. To see a connec-
tion with this, we denote the interaction Hamiltonian as HI = h(q)X with
X ≡ ∑i di(ai + a†i ). Eq. (66) enables one to decompose X into each {bk}-
mode as
X = ~
K∑
k=1
(
v∗k(0)bk + vk(0)b
†
k
)
. (69)
This can be regarded as a concrete form of the dissipaton decomposition in
Ref. [36]. However, the author of Ref. [36] considered the expansion of L(t)
with respect to the exponential functions, which is not compatible with our
method as discussed in Sec. 4.2.
We show in Appendix B that one can extend Eq. (64) to arbitrary phonon
numbers. It links the expansion functions ψ
(n)
j1,...,jK
to the total wave function,
not only to the reduced density matrix. For discrete baths, it was pointed
out in Ref. [37] that one can derive the total Wigner function from auxil-
iary density operators in the conventional approach. On the other hand, in
our formalism, the total wave function can be obtained independent of the
number of the {ai}-modes.
5.3. Relevant degrees of freedom
As shown in Appendix B, the time evolution of the total wave function
is obtained by solving that of ψ
(n)
j1,...,jK
. In terms of {bk}, the number of the
modes is a finite number, K, even when that of {ai}-modes is infinite. This
fact implies that a large body of degrees of freedom in the {ai} representation
are actually irrelevant in the dynamics.
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To understand this, one should first notice that the total wave function
evolves in time as Eq. (58). This indicates that only those bath states are
excited which are generated by acting Htot to the initial state. Now, let us
assume that Htot is given by Eq. (3). In this case, the operators applying to
the bath state are HB and X . To be specific, let us consider a contribution
from the fourth order Taylor expansion of exp(−iHtott/~),
|−〉 ≡ HBXHBX |0〉 . (70)
Using the relation HB |0〉 = 0, one finds
|−〉 = X [HB, [HB, X ]] |0〉+ {[HB, X ]}2 |0〉 . (71)
As a simpler example, let us first investigate a case where all modes of
phonon have the same energy, HB = ~ω
∑
i a
†
iai. It was pointed out in
Ref. [38] and in Appendix C of Ref. [26] that there is only one relevant mode
in this case. To show this, we first introduce a =
∑
i diai/d with d =
√∑
i d
2
i ,
which satisfies the boson commutation relation [a, a†] = 1. The commutation
relation with HB is closed as [HB, a] = −~ωa, and one finds that Eq. (71)
can be written only with a and a†,
|−〉 = (~ωd)2(a+ a†)2 |0〉+ (~ωd)2(a− a†)2 |0〉 . (72)
Therefore, the Hamiltonian operation as in Eq. (70) generates only the bath
states of the form
(
a†
)n |0〉. This conclusion can be extended to arbitrary
multiple operations of HB and X , and thus only a-mode is sufficient to
describe the time evolution of the bath degrees of freedom.
When each mode is allowed to have different energies, on the other hand,
the commutation relation with HB is not closed with respect to a, that is,
[HB, a] = −
∑
i ~ωidiai. However, one can show that it is closed with respect
to {bk} and {b†k}. To see this, one should first notice
[HB, X ] = −~
∑
i
ωidi(ai − a†i ),
[HB, [HB, X ]] = ~
2
∑
i
ω2i di(ai + a
†
i).
(73)
From Eq. (66), one finds Eq. (69) and∑
i
ωidia
†
i = i~
∑
k
dvk
dt
(0)b†k,
∑
i
ω2i dia
†
i = −~
∑
k
d2vk
dt2
(0)b†k.
(74)
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Combining Eqs. (73) and (74) gives
[HB, X ] = i~
2
K∑
k=1
{
dv∗k
dt
(0)bk +
dvk
dt
(0)b†k
}
,
[HB, [HB, X ]] = −~3
K∑
k=1
{
d2v∗k
dt2
(0)bk +
d2vk
dt2
(0)b†k
}
.
(75)
Since {bk} and {b†k} satisfy the boson commutation relation, Eq. (65), all
the bath states generated by the Hamiltonian operation as in Eq. (70) can be
described by mutual creation of the boson associated with the {b†k} operators.
One can extend this conclusion to arbitrary multiple operations of HB and
X . This explains why the finite {bk}-modes can be the only relevant degrees
of freedom of the bath, even when the number of {ai}-modes is infinite.
6. Conclusions and future perspectives
For open quantum systems with a harmonic oscillator bath, we have
developed a new method which is based on the phonon number representation
of the bath degrees of freedom. It enables one to calculate the reduced density
matrix by following the time evolution of vectors rather than matrices. This
reduction is especially beneficial when the system of interest has a large
dimension. To formulate the method, we have extended the ideas behind the
HEOM approach. A numerical application to a quantum damped harmonic
oscillator has shown that our method can well reproduce the exact results
with a parameter set in which the damping of the amplitude is observed. We
have also shown that our method is particularly efficient for a problem with
a weak and an intermediate coupling strength where the number of phonon
to be excited is not so large, and for a non-Markovian case where the time
scale of the bath is comparable with that of the system. In our method, one
can decompose the reduced density matrix into contribution of each phonon
number. It enables one to extract not only information on the degrees of
freedom of the system, but also on the bath degrees of freedom such as the
number of phonons to be excited in the course of time evolution.
We have also discussed a link of the hierarchy elements to the total wave
function. This consideration has naturally led us to an introduction of lad-
der operators, which satisfy the boson commutation relation. In terms of
the ladder operators, the explicit form of the total wave function has been
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derived. Furthermore, we have shown that the relevant degrees of freedom
for the bath are finite, even when the number of harmonic oscillator modes
is infinite.
In this paper, we have formulated the method based on the influence
functional approach. As has been shown, this serves as a bottom-up ap-
proach. On the other hand, if one starts with the ladder operators b†k =
diη¯k(ωi)a
†
i/~ (k = 1, . . . , K), it is possible to reformulate the method as the
coupled-channels approach. This is done in Appendix C. This serves as a
top-down approach to the method.
There are several possible applications of the method proposed in this
paper. One obvious way is an application to a fermionic bath. In this paper,
we have considered a bosonic bath in which the ladder operators {ai} satisfy
the boson commutation relation [ai, a
†
j ] = δi,j. For fermionic baths, on the
other hand, the ladder operators satisfy the fermion anti-commutation rela-
tion {ai, a†j} = δi,j. Such problems have been considered by several authors
in order to investigate a dependence of the path to the equilibrium state
on the statistics of the bath [39], and to treat an electronic transport phe-
nomenon by explicitly taking into account the presence of electrode [22, 40].
We anticipate that similar discussions to Sec. 5 is possible for these problems.
Not only the reduced density matrix, we have shown that the total wave
function can also be extracted in our method. The ML-MCTDH method,
which is another powerful method to explore open quantum systems, de-
rives the time evolution of the total wave function [13]. In the ML-MCTDH
method, one takes into account each {ai}-degree of freedom explicitly. How-
ever, it has been shown in Sec. 5.3 that the {bk}-modes are the only relevant
degrees of freedom in the Caldeiral-Leggett model. The number of the {ai}-
modes taken into account in the ML-MCTDH method amounts to hundreds
to thousands. It might be possible to reduce the number by considering the
{bk} representation. If it is easy to increase the number of {bk}, K, it would
provide a way to calculate long time behaviors (see discussions in Sec. 4.2).
Another future perspective is to apply our method to barrier transmission
problems. As can be seen from the formula of the reduced density matrix,
Eq. (37), our method enables one to calculate the two-time reduced den-
sity matrix defined by ρS(qata; qbtb) ≡ TrB 〈qa|Ψ(ta)〉 〈Ψ(tb)|qb〉, which is an
important quantity when one considers barrier transmission problems [41].
Notice that this quantity is very time consuming to calculate with the con-
ventional HEOM approach, since one needs to scan the two-dimensional time
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space. In marked contrast, our method makes it possible to calculate it with
the same numerical cost as the calculation of the (single-time) reduced den-
sity matrix. Such work would serve to enlarge our basic understanding of
quantum tunneling in a dissipative system. A work towards this direction is
now in progress, and we will report it in a separate publication.
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Appendix A. Derivation of the HEOM
In this appendix, we derive the HEOM, Eq. (31). In the definition of the
expansion functions Eq. (29), the time differentiation acts to three compo-
nents on the right hand side, exp(iSS[Q, t]/~), f [Q, t], and Yj1,...,jK [Q, t] ≡∏K
k=1{yk[Q, t]}jk/ijk
√
jk!. As one sees in the derivation of the Schro¨dinger
equation in the path integral formalism, the time derivative of the action
term, exp(iSS[Q, t]/~), gives the Hamiltonian for the system HS.
Using the representation of f [Q, t] given by Eq. (27), its time derivative
reads
∂f
∂t
[Q, t] = −h(Q(t))
K∑
k=1
c¯kyk[Q, t]f [Q, t]. (A.1)
Note that inside the path integral
∫ (qa,t)
(qc,0)
D[Q] in Eq. (29), h(Q(t)) turns into
h(qa).
The time derivative of yk[Q, t] reads
∂yk
∂t
[Q, t] =
K∑
k′=1
C¯k,k′yk′[Q, t] + h(Q(t))vk(0). (A.2)
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Here, we have used the fact that a set {vk} is closed under differentiation
(see Eq. (24)). From this equation, one finds
∂Yj1,...,jK
∂t
[Q, t] =
K∑
k=1
jkC¯k,kYj1,...,jK [Q, t]
+
K∑
k 6=k′=1
√
jk(jk′ + 1) C¯k,k′Yj1,...,jk−1,...,jk′+1,...,jK [Q, t]
−ih(Q(t))
K∑
k=1
√
jk vk(0)Yj1,...,jk−1,...,jK [Q, t].
(A.3)
Combining all of these together, one finally obtains Eq. (31).
Appendix B. The {bk}-modes representation of the total wave
function
In this appendix, we show that the expansion of the total wave function
with respect to {a†i} is equivalent to that with {b†k},
∞∑
n=0
∑
(n1+n2+···=n)
φ(n)n1,n2,...(qa, t)
∏
i
(
a†i
)ni
√
ni!
|0〉
=
∞∑
n=0
∑
(j1+···+jK=n)
ψ
(n)
j1,...,jK
(qa, t)
K∏
k=1
(
b†k
)jk
√
jk!
|0〉 .
(B.1)
From the definition of φ
(n)
n1,n2,...(qa, t), Eq. (56), the left hand side of Eq. (B.1)
reads ∫
dqc ϕ(qc)
∫ (qa,t)
(qc,0)
D[Q] eiSS [Q,t]/~f [Q, t]
×
∞∑
n=0
∑
(n1+n2+···=n)
∏
i
1
ni!
{
1
i
zi[Q, t]a
†
i
}ni
.
(B.2)
Using the relation
∑
i zi[Q, t]a
†
i =
∑K
k=1 yk[Q, t]b
†
k, which is obtained from
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Eq. (66), one finds
∞∑
n=0
∑
(n1+n2+···=n)
∏
i
1
ni!
{
1
i
zi[Q, t]a
†
i
}ni
=
∞∑
n=0
1
n!
{
1
i
∑
i
zi[Q, t]a
†
i
}n
=
∞∑
n=0
1
n!
{
1
i
K∑
k=1
yk[Q, t]b
†
k
}n
=
∞∑
n=0
∑
(j1+···+jK=n)
K∏
k=1
1
jk!
{
1
i
yk[Q, t]b
†
k
}jk
,
(B.3)
leading to Eq. (B.1).
Note that Eq. (B.1) does not imply that the bath states generated by∏K
k=1(b
†
k)
jk/
√
jk! |0〉 are a complete set in the bath space. They are orthog-
onal to each other (see Eq. (C.2)), and simply span a subspace of the total
bath space. As long as one considers the Caldeira-Leggett model, Eq. (3),
however, it is sufficient to work on such subspace (see Sec. 5.3).
Appendix C. Formulation based on the ladder operators
In this appendix, we reformulate the method presented in this paper
based only on the {bk} and {b†k} algebra, without referring to the influence
functional method. To be more specific, we derive the HEOM, Eq. (31), and
the formula for the reduced density matrix, Eq. (37).
We first introduce the eigenstates of the {bk}-modes as
|j1, . . . , jK〉 ≡
K∏
k=1
(
b†k
)jk
√
jk!
|0〉 . (C.1)
From the commutation relation between {bk} and {b†k}, Eq. (65), one finds
the orthogonal relation,
〈j1, . . . , jK |l1, . . . , lK〉 =
K∏
k=1
λjkk δjk,lk . (C.2)
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Using this basis, we expand the total wave function |Ψ(t)〉, as
〈qa|Ψ(t)〉 =
∞∑
n=0
∑
(l1+···+lK=n)
ψ
(n)
l1,...,lK
(qa, t) |l1, . . . , lK〉 . (C.3)
Although this expansion does not span the whole bath space, it is sufficient
for the Caldeira-Leggett model as has been discussed in Appendix B.
Let us first derive the HEOM. The total wave function |Ψ(t)〉 satisfies the
Schro¨dinger equation with the total Hamiltonian given by Eq. (3). Taking
an inner product with 〈qa, j1, . . . , jK | ≡ 〈qa| 〈j1, . . . , jK | gives
〈qa, j1, . . . , jK |i~ ∂
∂t
|Ψ(t)〉 = 〈qa, j1, . . . , jK |Htot|Ψ(t)〉 . (C.4)
In what follows, we show that this leads to the HEOM, Eq. (31). For conve-
nience, we set j1 + · · ·+ jK = n and introduce Λ ≡
∏K
k=1 λ
jk
k .
Since the time derivative and HS do not act on to the bath degrees of
freedom, those contributions in Eq. (C.4) are given by
〈qa, j1, . . . , jK |i~ ∂
∂t
|Ψ(t)〉 = Λi~ ∂
∂t
ψ
(n)
j1,...,jK
(qa, t), (C.5)
and
〈qa, j1, . . . , jK |HS|Ψ(t)〉 = ΛHS(qa)ψ(n)j1,...,jK(qa, t), (C.6)
respectively.
To compute the contribution of HB in Eq. (C.4), one needs to estimate
the quantity
〈j1, . . . , jK |a†iai|l1, . . . , lK〉 . (C.7)
This can be carried out with the Wick’s theorem [42]. ai is contracted with
one of |l1, . . . , lK〉. The contraction with b†k′ has lk′ choices, and is given by
diη¯k′(ωi)/~. The remaining bath state becomes |l1, . . . , lk′ − 1, . . . , lK〉 /
√
l′k.
One can do the same for the contraction of a†i . These considerations lead to
〈j1, . . . , jK |a†iai|l1, . . . , lK〉 =
d2i
~2
K∑
k,k′=1
η¯k′(ωi)η¯
∗
k(ωi)
√
jklk′
× Λ
λk
δj1,l1 . . . δjk−1,lk . . . δjk′ ,lk′−1 . . . δjK ,lK .
(C.8)
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Hence, one finds
〈qa, j1, . . . , jK |HB|Ψ(t)〉
= Λ
K∑
k=1
jk
1
λk
{∑
i
~ωi
d2i
~2
η¯k(ωi)η¯
∗
k(ωi)
}
ψ
(n)
j1,...,jK
(qa, t)
+Λ
K∑
k 6=k′=1
√
jk(jk′ + 1)
1
λk
{∑
i
~ωi
d2i
~2
η¯k′(ωi)η¯
∗
k(ωi)
}
×ψ(n)j1,...,jk−1,...,jk′+1,...,jK(qa, t).
(C.9)
Notice that the time derivative of L(t) can be represented in several ways,
1
~
d
dt1
L(t1 − t2) = −i
∑
i
ωi
d2i
~2
e−iωit1eiωit2
= −i
K∑
k,k′=1
{∑
i
ωi
d2i
~2
η¯k′(ωi)η¯
∗
k(ωi)
}
vk′(t1)v
∗
k(t2)
=
K∑
k,k′=1
λkC¯k,k′vk′(t1)v
∗
k(t2),
(C.10)
where the last two equations suggest
∑
i
~ωi
d2i
~2
η¯k′(ωi)η¯
∗
k(ωi) = i~λkC¯k,k′. (C.11)
Substituting this into Eq. (C.9), one obtains
〈qa, j1, . . . , jK |HB|Ψ(t)〉
= Λi~
K∑
k=1
jk C¯k,kψ
(n)
j1,...,jK
(qa, t)
+Λi~
K∑
k 6=k′=1
√
jk(jk′ + 1) C¯k,k′ψ
(n)
j1,...,jk−1,...,jk′+1,...,jK
(qa, t).
(C.12)
Finally, since the interaction Hamiltonian can be represented as HI =
41
~h(q)
∑K
k=1(v
∗
k(0)bk+vk(0)b
†
k), the contribution of this term in Eq. (C.4) reads
〈qa, j1, . . . , jK |HI |Ψ(t)〉
= Λh(qa)
K∑
k=1
√
jk + 1 ~c¯kψ
(n+1)
j1,...,jk+1,...,jK
(qa, t)
+Λh(qa)
K∑
k=1
√
jk ~vk(0)ψ
(n−1)
j1,...,jk−1,...,jK
(qa, t),
(C.13)
where we have used c¯k = λkv
∗
k(0). Substituting Eqs. (C.5), (C.6), (C.12), and
(C.13) into Eq. (C.4), and dividing it by Λ, one obtains Eq. (31).
Next, we derive the formula for the reduced density matrix. Regarding
the expansion of the total wave function given by Eq. (C.3), one simply needs
to take a partial trace over the subspace spanned by the basis {|j1, . . . , jK〉},
which reads
∞∑
j1,...,jK=0
|j1, . . . , jK〉 〈j1, . . . , jK |∏K
k=1 λ
jk
k
. (C.14)
With this procedure, one obtains Eq. (37).
The same formula is derived with the trace with {|n1, n2, . . .〉}. To show
this, one should first notice∑
(n1+n2+···=n)
|n1, n2, . . .〉 〈n1, n2, . . .|
=
1
n!
∑
i1,...,in
a†i1 . . . a
†
in |0〉 〈0| ai1 . . . ain .
(C.15)
Using this representation, the reduced density matrix is given by
ρS(qa, qb, t) = TrB 〈qa|Ψ(t)〉 〈Ψ(t)|qb〉
=
∞∑
n=0
1
n!
∑
(j1+···+jK=n)
∑
(l1+···+lK=n)
ψ
(n)
j1,...,jK
(qa, t)
{
ψ
(n)
l1,...,lK
(qb, t)
}∗
×
∑
i1,...,in
〈0|ai1 . . . ain |j1, . . . , jK〉 〈l1, . . . , lK |a†i1 . . . a†in |0〉 .
(C.16)
To evaluate the matrix elements, the Wick’s theorem can be utilized. Because
of Eq. (61), when ai1 is contracted with b
†
k1
, a†i1 should be contracted with
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the same mode, bk1 . This indicates lk = jk for k = 1, . . . , K. There are j
2
k1
such choices. Repeating this procedure to ain , one finds∑
i1,...,in
〈0|ai1 . . . ain |j1, . . . , jK〉 〈j1, . . . , jK |a†i1 . . . a†in |0〉
=
K∏
k=1
jk!
∑
(k1,...,kn)=(j1,...,jK)
λk1 . . . λkn,
(C.17)
where
∑
(k1,...,kn)=(j1,...,jK)
means a sum over ki = 1, . . . , K for i = 1, . . . , n,
with a constraint such that q appears jq times for q = 1, . . . , K. Since the
number of such combinations is n!/
∏K
k=1 jk!, the matrix elements read
∑
i1,...,in
〈0|ai1 . . . ain |j1, . . . , jK〉 〈j1, . . . , jK |a†i1 . . . a†in |0〉 = n!
K∏
k=1
λjkk . (C.18)
Substituting this into Eq. (C.16), one finally obtains Eq. (37).
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