Time-optimal control of linear time invariant systems between two arbitrary states by Romano, Marcello & Curti, Fabio
Calhoun: The NPS Institutional Archive
DSpace Repository
Faculty and Researchers Faculty and Researchers' Publications
2020
Time-optimal control of linear time invariant
systems between two arbitrary states
Romano, Marcello; Curti, Fabio
Elsevier
Romano, Marcello, and Fabio Curti. "Time-optimal control of linear time invariant
systems between two arbitrary states." Automatica 120 (2020): 109151.
http://hdl.handle.net/10945/65354
This publication is a work of the U.S. Government as defined in Title 17, United
States Code, Section 101. Copyright protection is not available for this work in the
United States.
Downloaded from NPS Archive: Calhoun





















Time-optimal control of linear time invariant systems between two
arbitrary states✩
arcello Romano a,∗,1, Fabio Curti b,1
Department of Mechanical & Aerospace Engineering, Naval Postgraduate School, 700 Dyer Rd., Monterey, CA 93940, USA
School of Aerospace Engineering, Sapienza University of Rome, Via Salaria, 851, 00138 Rome, Italy
a r t i c l e i n f o
Article history:
Received 28 February 2019
Received in revised form 11 February 2020
Accepted 29 June 2020
Available online 4 August 2020
Keywords:
Analytic design
No-rest to no-rest control
Double integrator
a b s t r a c t
New results are presented for the problem of minimum-time control of a general linear time-invariant
normal system evolving from an arbitrary initial state to an arbitrary final state (no-rest to no-rest
problem), subjected to bound controls. In particular, it is demonstrated that the above problem is
equivalent to an associated minimum-time control problem of transferring the same system from a
particular initial state to the state-space origin (no-rest to rest problem), where that particular initial
state is related to the boundary states of the original problem through a transformation of the state-
space onto itself. If the optimal control history that transfers the system from an arbitrary initial state
to the origin is known, either analytically or numerically, then the new results provide a method to
solve the problem of minimum-time control between two arbitrary states and moreover, to find all
of the extremal controlled trajectories. A criterion of existence is also given for the solution of the
minimum-time control between two arbitrary states. Finally, the analytic solution is presented for
the minimum-time control of the double integrator between arbitrary states. That solution provides a
significant example of applying the new results.
Published by Elsevier Ltd.1. Introduction
The theory of minimum-time control of linear systems is for
he most part maturely established. General theorems regarding
ecessary conditions of optimality, uniqueness, non-singularity
nd upper-bound on the number of switchings exist for the
inimum-time control of linear systems evolving from an arbi-
rary initial state to the state-space origin (Athans & Falb, 1966,
95–426; Boltyanskii, 1971, 83–173; Kirk, 1998, 248–249; Lee &
arkus, 1967, 127–158; Pontryagin, Boltyanskii, Gamkrelidze, &
ishchenko, 1962, 115–187) or from an arbitrary initial state to
compact convex target set (Lee & Markus, 1967, 127–158).
However, an important knowledge gap remains regarding the
inimum-time control of linear systems evolving from an ar-
itrary initial state to an arbitrary desired final state. It is the
bjective of the present paper to contribute to fill this gap of
nowledge.
✩ The material in this paper was partially presented at the 5th CEAS Confer-
ence on Guidance, Navigation and Control (EuroGNC), April 3–5, 2019, Milano,
Italy. This paper was recommended for publication in revised form by Associate
Editor Gabriele Pannocchia under the direction of Editor Ian R. Petersen.
∗ Corresponding author.
E-mail addresses: mromano@nps.edu (M. Romano), fabio.curti@uniroma1.it
(F. Curti).
1 Both authors have contributed equally to this work.https://doi.org/10.1016/j.automatica.2020.109151
0005-1098/Published by Elsevier Ltd.The main contribution of this paper, which is new and original
to the best knowledge of the authors, is to introduce new results
enabling a solution method for the problem of minimum-time
control of a general linear time-invariant normal system evolving
from an arbitrary initial state to an arbitrary desired final state
subjected to bound controls (no-rest to no-rest problem). In par-
ticular, it is demonstrated that the above problem is equivalent
to an associated minimum-time control problem of transferring
the same system from a particular initial state to the state-space
origin (no-rest to rest problem). Where that particular initial state
is related to the boundary states of the original problem.
Among linear systems, the double integrator is widely stud-
ied as a model for many dynamic phenomena (Garulli, Gianni-
trapani, & Leomanni, 2015; Rao & Bernstein, 2001; Serpelloni,
Maggiore, & Damaren, 2016; Tuna, 2017). Regarding the case
of system evolution from an arbitrary initial state to the origin,
minimum-time control solutions exist for the double integrator
(Athans & Falb, 1966, 507–514; Boltyanskii, 1971, 24–30; Bryson
& Ho, 1969, 112–113; Geering, 2007, 23–74; Junkins & Turner,
1986, 184–200; Kirk, 1998, 249–259; Lee & Markus, 1967, 40–
48; Leitmann, 1981, 211–239; Pontryagin et al., 1962, 22-35; Sage
& White, 1977, 103–109). Furthermore, solutions exist for the
minimum-time control of a double integrator from an arbitrary
initial state to a target set consisting of the ordinate axis of the
phase plane (Pontryagin et al., 1962, 50–53), or the abscissa axis















or a segment of it containing the origin Athans and Falb (1966,
518–522), or a single point of the abscissa (Ross, 2015, 218–230).
A graphical outline of the minimum-time control of the double
integrator from an arbitrary initial state to an arbitrary desired
final state is reported in Geering (2007, 28–31), Locatelli (2000,
209–211) and Locatelli (2017, 151–152), and used to obtain the
expression of the final time in Fehér, Straka, and Smídl (2017).
An additional new contribution of this paper is to report the
complete analytic solution of the minimum-time control of the
double integrator system between two arbitrary boundary states.
That solution is found by using the here proposed method.
The paper is organized as follows. Section 2 states the prob-
lem and summarizes known results regarding the minimum-
time control of a general linear time-invariant normal system.
Section 3 introduces basic properties of coincidence of control
which are essential for further developments. Section 4 intro-
duces the solution method for the minimum-time control be-
tween two arbitrary states. Section 5 reports, as a significant
example, the general solution for the double integrator. Finally,
Section 6 concludes the paper.
2. Minimum-time control of a linear system
This section state the problems and summarizes known facts
regarding their solutions (Athans & Falb, 1966, 395–426; Boltyan-
skii, 1971, 83–173; Kirk, 1998, 248–249; Lee & Markus, 1967,
127–158; Pontryagin et al., 1962, 115–187).
Consider a Linear Time-Invariant dynamic system
ẋ(t) = Ax(t) + Bu(t), (1)
where
x(t) ∈ Rn is the state vector,
A ∈ Rn×n is the state matrix of the dynamics,
B ∈ Rn×r is the distribution matrix of the control,
u(t) ∈ Rr is the control vector.
Assume that the system is normal (Athans & Falb, 1966, th.6-6,
p.400), its eigenvalues have non-positive real part and the control
satisfies the following admissibility conditions: the control-vector
components are piecewise-continuous and bound, with
|uj (t) | ≤ 1 j = 1, 2, . . . , r. (2)
General Problem (No-Rest to No-Rest) (Minimum-Time Control
Between Two Arbitrary States). Given the linear time-invariant
normal system in Eqs. (1) and (2) and given arbitrary initial and
final states
x(0) = η, x(T ∗) = φ, (3)
find the control history
u∗(t, η, φ, 0, T ∗) ∈ Rr , t ∈ [0, T ∗], (4)
or alternatively indicated
u∗(η, φ, 0, T ∗) ∈
{
Rr X [0, T ∗]
}
, (5)
hat transfers the system in a minimum time T ∗ between those
oundary states.
pecial Problem (No-Rest to Rest) (Minimum-Time Control Be-
ween an Arbitrary State and the State-Space Origin). Given the lin-
ar time-invariant normal system in Eqs. (1) and (2), an arbitrary
nitial state and final state at the state-space origin
(0) = ξ, x(T ∗) = 0, (6)
ind the control history
∗(t, ξ, 0, 0, T ∗) ∈ Rr , t ∈ [0, T ∗], (7)
that transfers the system in a minimum time T ∗ between those
boundary states.2.1. Necessary conditions of time-optimality (Pontryagin’s principle)
Let u∗(t), t ∈ [0, T ∗], be an admissible control which transfers
the system between the boundary states and let x∗(t) be the cor-
responding trajectory. In order for u∗(t) and x∗(t) to be optimal,
it is necessary that exists a constant multiplier ρ∗ ≥ 0 and a
ostate p∗(t) ∈ Rn, t ∈ [0, T ∗] such that the following conditions
re satisfied (Athans & Falb, 1966, th.6-4, p.396; Schättler &
edzewicz, 2012, p.94 and p.108; Pontryagin et al., 1962, p. 18):
(1) Non-triviality of the multipliers:(
ρ∗, p∗(t)
)
̸= (0, 0) . (8)










with boundary-state conditions as in Eq. (3), or (6), and
Hamiltonian function given by
H(ρ, p, x,u) = ρ + p(t)′(Ax(t) + Bu(t)). (10)
(3) Minimum Condition: The Hamiltonian has an absolute min-
imum at u(t) = u∗(t)
H(ρ∗, p∗, x∗,u∗) ≤ H(ρ∗, p∗, x∗,u) ∀ t ∈ [0, T ∗]. (11)
(4) Transversality Condition: In the case of minimum-time con-
trol and fixed boundary states the Hamiltonian is zero
at the end-point (Kirk, 1998, 187, Schättler & Ledzewicz,
2012, p. 95). Furthermore, the value of the costate at the
initial and final time is free.
(5) Stationarity of the Hamiltonian: If conditions 2 and 3 above
are satisfied (Geering, 2007, p. 36), by taking into account






= 0 → H = constant. (12)
Therefore, by considering condition 4, it yields
H(ρ∗, p∗(t), x∗(t),u∗(t)) ≡ 0, ∀ t ∈ [0, T ∗]. (13)
.2. Properties of the optimal control solution
The following properties hold true for the solution of both the
eneral problem and the special problem:
(1) Non-singularity of the Time-Optimal Control: The time-
optimal control is non-singular provided the system is
normal, i.e. the costate vector is not identically zero on a
finite interval of time (Athans & Falb, 1966, th.6-5, p.399).
Therefore, by considering Eqs. (2), (9) and (10), it yields











Each component of the optimal control vector u∗(t) is
therefore a piecewise constant function taking the values
of +1 or −1.
(2) Upper Bound on the Number of Switchings: If all of the
eigenvalues of A are real, the number of switchings of each
component of u∗(t) is at most n − 1 (Athans & Falb, 1966,
th.6-8, p.402).








































2.2.1. Properties of the solution to the special problem
The solution of the Special Problem enjoys the following addi-
tional properties:
(3) Guaranteed Existence of the Solution: A time-optimal control
u∗(t) exists which transfers any initial state x(0) to the
origin of the state space (Athans & Falb, 1966, th.6-10,
p.420).
(4) Uniqueness of the Time-Optimal Control: The control u∗(t) is
unique (Athans & Falb, 1966, th.6-7, p.400).
(5) Uniqueness of the Extremal Trajectory2: There exists only
one extremal trajectory and is therefore coincident with
the optimal controlled trajectory (Athans & Falb, 1966,
th.6-9, p.404).
2.2.2. Properties of the solution to the General Problem
For the solution of the General Problem, the following state-
ments substitute the broader ones above:
(3) Non-Guaranteed Existence of the Solution: The existence
of the optimal control cannot be guaranteed in general
(Athans & Falb, 1966, p. 419).
(4) Conditional Uniqueness of the Solution: If the time-optimal
control exists, it is unique, provided the system is nor-
mal (Athans & Falb, 1966, p. 401).
(5) Non-Uniqueness of the Extremal Trajectory: There may be
more than one extremal trajectory (Athans & Falb, 1966,
p. 406).
3. Properties of simple and extremal ‘Isonomy’
In this section, properties that are instrumental for further
developments are stated and proven related to the topic of co-
incident control histories. These properties are named here for
convenience properties of isonomy.3
Property of Simple Isonomy. Given the linear time-invariant
normal system in Eqs. (1) and (2), if a control history
u(t, x0, xf, 0, tf ) ∈ Rr , t ∈ [0, tf ], (15)
exists that transfers the system from the arbitrary initial state
x(0) = x0, (16)
to the arbitrary final state
x(tf ) = xf (17)
in a time tf , then the same control history transfers the system in
the same time also from the initial state
x(0) = x0 + e−Atf χ, (18)
to the final state
x(tf ) = xf + χ, (19)
where χ ∈ Rn is arbitrary.
Notably, the ‘inverse property’ is also true, i.e. if a control his-
tory u(t), t ∈ [0, tf ] transfers the system between the states{
x0 + e−Atf χ, xf + χ
}
in a time tf , that same control transfers the
system in the same time also between the states {x0, xf}.
For convenience, the pair of boundary states{
x0 + e−Atf χ, xf + χ
}
(20)
is here called isonomic w.r.t. boundary states {x0, xf}, under the
control history u(t), t ∈ [0, tf ].
2 An extremal trajectory is a controlled trajectory (xE (t),uE (t)) which sat-
isfies all of the necessary conditions of optimality according to Pontryagin’s
Principle (Schättler & Ledzewicz, 2012, p. 95).
3 Which means ‘coincident control’ in archaic Greek.Proof of the Property of Simple Isonomy. This property is an
immediate consequence of the principle of effect superposition
valid for all linear systems. The superposition of the effects of the
control history u(x0, xf, 0, tf ) that transfers the system from x0 to
xf in a time tf , and of the specific initial state e−Atf χ which causes
a natural evolution of the system to χ in a time tf , results in a
combined evolution of the system from the initial state x0+e−Atf χ
o the final state xf + χ. This can be proven mathematically
s follows. The well known solution of a linear time-invariant
ystem governed by Eq. (1) with input u(t) as in Eq. (15) and
nitial state x0 is (Chen, 1999)




nd, in particular, at tf , considering Eq. (17) yields
(tf ) = eAtf x0 +
∫ tf
0
eA(tf −s)Bu(s) ds ≡ xf. (22)
f the same control history is applied now with initial state in
q. (18), it yields
(tf ) = eAtf
(





eA(tf −s)Bu(s) ds, (23)
hich, by taking into account Eq. (22), yields
(tf ) = xf + χ. (24)
he ‘inverse property’ can be analogously proven. □
Assume now that the state xf is the origin of the state space.
n additional isonomy property is stated and proven here below
or this particular case.
heorem 1 (Extremal Isonomy to the State-Space Origin). Given
he linear time-invariant normal system in Eqs. (1) and (2), if a
ontrolled trajectory
(xE(t),uE(t)) , (25)
xists that is extremal (in terms of minimum-time) in transferring
he system between the two arbitrary states
(0) = x0, x(T ) = xf, (26)
n a time T , then the control history uE(t), when applied to the
ystem starting at the initial state
(0) = x0 − e−ATxf, (27)
esults in a controlled trajectory
(xEI (t),uE(t)) , (28)
hat is extremal in transferring the system to the final state
(T ) = 0, (29)
.e. in other words
E(x0, xf, 0, T ) ≡ uE(x0 − e−ATxf, 0, 0, T ). (30)
otably, the extremal trajectory in Eq. (28) is unique and there-
ore also the optimal one in transferring the system between the
oundary states in Eqs. (27) and (29), because of the Properties 4
nd 5 in Section 2.2.1.
roof of Theorem 1. The pair of boundary states in Eqs. (27)
nd (29) is isonomic w.r.t. boundary states in Eq. (26), under
he control history uE(t). In fact, the pair of boundary states in
qs. (27) and (29) constitutes a particular instance of the pair of
oundary states in Eq. (20): the former being obtained from the
atter by substituting −x to χ and T to t .f f
4 M. Romano and F. Curti / Automatica 120 (2020) 109151Therefore the control history uE(t) transfers the system also
between the states in Eqs. (27) and (29).
It now remains to be demonstrated that the resulting trajec-
tory (xEI (t),uE(t)) is an extremal trajectory. Since the controlled
trajectory (xE(t),uE(t)) in Eq. (25) is extremal by hypothesis, a
constant multiplier ρE ≥ 0 and a costate pE(t) ∈ Rn, t ∈ [0, T ]
exist such that the Pontryagin’s necessary conditions are satisfied,
including satisfying the canonical equations (see Eq. (9)), yielding
pE(t) = e−A
′tπ′ (31)
where it has been defined for notational convenience
π′ ≜ pE(0) → π = p′E(0) (32)











and the transversality condition at the end time and stationarity
of the Hamiltonian, yielding
H(ρE, pE(t), xE(t),uE(t)) ≡ 0, ∀ t ∈ [0, T ]. (34)
In particular, Eq. (34), by taking into account Eqs. (10), (21), (26)
and (31), yields at the initial, at a generic and at the final time
along the trajectory (xE(t),uE(t))
H|0 = ρE + π(Ax0 + BuE(0)) = 0, (35)
H|t = ρE + πZ(t) = 0, ∀ t ∈ (0, T ), (36)
H|T = ρE + πe−AT (Axf + BuE(T )) = 0, (37)
where it has been defined for convenience, by taking into account














Let us now focus our attention to the controlled trajectory
(xEI (t),uE(t)). That trajectory satisfies the canonical equations,
as the controlled trajectory (xE(t),uE(t)) does, because the same
control is applied to the same system in both cases. The evo-
lution of the costate pE(t) does not change w.r.t. the trajectory
(xE(t),uE(t)) as such evolution is independent of the boundary
states. Furthermore, the trajectory (xEI (t),uE(t)) satisfies the min-
imum condition, because the term of the Hamiltonian influenced
by the control is independent of the state trajectory.
Finally, the trajectory (xEI (t),uE(t)) satisfies the stationarity
of the Hamiltonian as it satisfies the canonical equations and the
minimum condition, and the system is time-invariant (Geering,
2007, p. 36).
Let us indicate with HI the Hamiltonian pertaining to the
controlled trajectory (xEI (t),uE(t)), i.e.
HI ≜ H(ρE, pE(t), xEI (t),uE(t)). (39)
In particular, by taking into account Eqs. (10), (21), (27), (29), (31)
and (38), it yields at the initial, at a generic, and at the final time
along the trajectory (xEI (t),uE(t))
HI |0 = ρE + π(Ax0 − e−ATAxf + BuE(0)), (40)




, ∀ t ∈ (0, T ), (41)
HI |T = ρE + πe−ATBuE(T ), (42)
that, by considering Eqs. (34)–(37), yield
HI = −π e−ATAxf, ∀t ∈ [0, T ]. (43)
Importantly, the value of HI in Eq. (43) satisfies the transversality
condition pertaining to the problem of transferring the system
from the initial final-time-dependent state in Eq. (27) to a fixedfinal state in a minimum-time T . In fact, that transversality
condition yields (Kirk, 1998, 146/186)
π δx(0) + H|tf δtf = 0 → H|tf +π e
−Atf Axf = 0, (44)
where it has been taken into account that, following Eq. (27),
δx(0) = e−Atf Axf δtf . □ (45)
Corollary 1.1 (‘Inverse’ of Theorem 1: Extremal Isonomy from Origin
End-State). If a controlled trajectory (xE(t),uE(t)) exists that is
extremal4 (in terms of minimum-time) in transferring the system
between an arbitrary initial state
x(0) = x0, (46)
and the origin of the state space,
x(T ) = 0, (47)
in a minimum time T , then the control history uE(t), when applied
to the system starting at the initial state
x(0) = x0 + e−ATxf, (48)
where xf is an arbitrary state, results in a controlled trajectory
(xEI (t),uE(t)), that is extremal in transferring the system to the final
state
x(T ) = xf, (49)
i.e. in other words
uE(x0, 0, 0, T ) ≡ uE(x0 + e−ATxf, xf, 0, T ). (50)
Proof of Corollary 1.1. The pair of boundary states in Eqs. (48)
and (49) is isonomic w.r.t. pair of boundary states in Eqs. (46)
and (47), under the control history uE(t). In fact, the boundary
states in Eqs. (46) through (49) constitute particular instances of
the boundary states in Eqs. (16) through (19): the former being
obtained from the latter by substituting 0 to xf, xf to χ and T to
tf . Therefore the control history uE(t) transfers the system also
between the states in Eqs. (48) and (49).
Furthermore, the controlled trajectory (xEI (t),uE(t)) is ex-
tremal, as it can be obtained by following step-by-step the same
procedure –mutatis mutandis–as the one used for the demonstra-
tion of Theorem 1, from Eq. (31) to Eq. (45). □
4. Minimum-time control of a linear system between two
arbitrary states
This section reports new results regarding the minimum-time
control of a linear time-invariant normal system from an arbitrary
initial state to an arbitrary final state.
Theorem 2 (Solution of the General Problem). The optimal control
history u∗(η, φ, 0, T ∗), that solves the General Problem stated in
Section 2 and therefore transfers the linear time-invariant normal
system in Eqs. (1) and (2) between the arbitrary states η and φ
in a minimum time T ∗, coincides with the optimal control history
u∗(ξ∗, 0, 0, T ∗) which solves the particular instance of the Special
Problem of transferring the system from the specific initial state
x(0) = ξ∗ = η − e−AT
∗
φ, (51)
to the origin of the state-space
x(T ∗) = 0, (52)
4 It is also unique and optimal because of properties four and five in
Section 2.2.1.

































in the same minimum time T ∗. I.e., it is
u∗(η, φ, 0, T ∗) ≡ u∗(ξ∗, 0, 0, T ∗). (53)
Consider now the curve (named here for convenience extremal
search path) λ ∈ Rn defined as
λ =
{
ξ(τ ) = η − e−Aτ φ, ∀ τ ∈ R+
}
. (54)
ach point ξ(τ ) of λ is uniquely identified by the parameter τ .5
ssume that the optimal control histories, that solve the Special
roblem of transferring the system from each point ξ(τ ) to the state
pace origin in a minimum time
∗(ξ(τ )), ∀ τ ∈ R+ (55)
re given by
∗(ξ(τ ), 0, 0, T ∗(ξ(τ ))), ∀ τ ∈ R+. (56)
efine a set E, that is assumed to be countable, containing in
ncreasing order all of the particular values τ̂i, of the parameter τ ,
uch that the value of the minimum control time T ∗(ξ(τ̂i)) needed to
ransfer the system from the state ξ(τ̂i) on λ identified by that value




τ̂i ∈ R+ : | τ̂i = T ∗(ξ(τ̂i))
}
. (57)
Define NE ∈ I to be the number of elements in the set E. The
minimum control time T ∗ of the General Problem, which determines
in particular the specific initial state ξ∗ in Eq. (51), is
T ∗ = τ̂1 = T ∗(ξ∗), (58)
and the optimal control history solution of the General Problem is
the one in Eq. (53) with
ξ∗ = ξ(T ∗) = η − e−AT
∗
φ. (59)
urthermore, the control histories uE i(t), i = 1, . . . ,NE such that
E i(η, φ, 0, τ̂i) ≡ u∗(ξ(τ̂i), 0, 0, τ̂i), i = 1, . . . ,NE, (60)
ith
E1(η, φ, 0, T ∗) ≡ u∗(η, φ, 0, T ∗), (61)
re all of the extremal control histories which transfer the system
etween states η and φ.
Importantly, if the control histories in Eqs. (56) are known,
nalytically or numerically, Theorem 2 provides a method to solve
he General Problem, and moreover to find all of the extremal
ontrolled trajectories. The values τ̂i are named for convenience
extremal isonomic indexes and the corresponding states ξ(τ̂i) ∈ λ
re named extremal isonomic states. In particular, the optimal time
∗
= τ̂1 is named the minimum isonomic index and ξ∗ = ξ(T ∗) the
ptimal isonomic state.
roof of Theorem 2. The problem of transferring in minimum
ime the system in Eqs. (1) and (2), from an initial state




∈ λ, ∀τ̂i ∈ E, i = 1, . . . ,NE, (62)
o the state-space origin, is a particular instance of the Special
roblem. Therefore, an optimal control history
∗(ξ(τ̂i), 0, 0, τ̂i) ∀τ̂i ∈ E, i = 1, . . . ,NE, (63)
xists and is unique (see Section 2.2.1) that achieves that goal in
inimum time
ˆi = T ∗(ξ(τ̂i)), i = 1, . . . ,NE . (64)
5 The locus of points λ is a continuous curve because the exponential matrix
is a continuous function of τ .Because of the property in Corollary 1.1, the control history
in Eq. (63), which is extremal in transferring the system from
the initial state in Eq. (62) to the origin, is also extremal in
transferring the system, in the same time, between the initial
state
x(0) = ξ(τ̂i) + e−AT
∗(ξ(τ̂i))φ =
= η − e−Aτ̂iφ + e−AT
∗(ξ(τ̂i))φ = η, (65)
rearranging which, Eqs. (62) and (64) were considered, and the
final state
x(T ∗ (ξ(τ ))) = φ. (66)
Therefore, the statement in Eq. (60) is demonstrated.
Furthermore, the NE control histories in Eq. (60) are all of the
extremal control histories that transfer the system between states
η and φ.
In fact, assume there was an additional extremal control his-
tory uEE(t) achieving that goal, with
uEE(η, φ, 0, TEE) ̸= uE i(η, φ, 0, τ̂i), i = 1, . . . ,NE . (67)
Because of Theorem 1, the same control history uEE(t) would also
be extremal in transferring the system between the state
x(0) = η − e−ATEEφ, (68)
and the state-space origin
x(TEE) = 0. (69)
However, the state in Eq. (68) is on the curve λ, defined in
Eq. (54). And in particular is identified on that curve by the value
τ = TEE of the parameter τ . Therefore TEE is an element of the set
E in Eq. (57), and, consequently, the control history uEE(t) is one
of the NE extremal controls in Eq. (60), that transfer the system
between the states η and φ.
Finally, the optimal control history that transfers the system
between the states η and φ in minimum time is the one, among
the extremal controls of Eq. (60), that corresponds to i = 1,
i.e. to the minimum time of control among all τ̂i, i = 1, . . . ,NE .
Therefore, Eqs. (58) and (53) are demonstrated, and Theorem 2
remains completely demonstrated.
An alternative demonstration of the optimality of the control in
Eq. (53), which does not make use of Theorem 1 and its corollary,
is as follows.
The solution of Eq. (58) can be visualized geometrically. As-
sume that the function in Eq. (55) is a continuous single-valued
function of τ . It can therefore be plotted as a curve y1 = T ∗(ξ(τ ))
on a plane with a Cartesian coordinate-system having abscissa τ
(this curve can be named curve of minimum control time from λ to
the origin). Consider now the curve y2 = τ , bisectrix of the first
quadrant on the same plane. Consider the points of intersection
between the curves y1 and y2. The values of the abscissa and
ordinate at those points are by geometrical evidence the elements
of the set E. In particular, according to Eq. (58), the value T ∗ is
the value of the abscissa and ordinate at the point of intersection
which is closest to the origin of the Cartesian coordinate system.
Importantly, it yields
T ∗(ξ(τ )) > τ, ∀ τ ∈ [0, T ∗). (70)
In fact, Eq. (54) yields
τ = 0 → ξ(0) = η − φ, (71)
and it is necessarily
T ∗(ξ(0)) > 0, (72)
i.e. the minimum-time required to control the system from the
state ξ(0) to the origin is necessarily larger than zero with the

























































































exception of the trivial case of coincidence of those two states
(i.e. η ≡ φ ↔ ξ(0) = 0).
Therefore, the curve y1 = T ∗(ξ(τ )) is above the curve y2 = τ
ntil their first point of intersection in τ = T ∗.
Furthermore, the optimal control history solution of the Gen-
ral Problem necessarily has a minimum time of control equal to
∗, as in Eq. (53).
In fact, if we assume that there was an optimal control history
∗∗(η, φ, 0, T ∗∗), (73)
ransferring the system from η to φ in a minimum time
∗∗ < T ∗, (74)
hen according to the property of simple isonomy (see Section 3),
y substituting η to x0, φ to χ and T ∗∗ to tf in Eqs. (18) and (19),
hat same control history would transfer the system in the same
ime also from
(0) = η − e−AT
∗∗
φ = ξ(T ∗∗) ∈ λ, (75)
o the origin
(T ∗∗) = 0. (76)
owever, it would necessarily be
∗∗ > T ∗(ξ(T ∗∗)), (77)
therwise it would mean that the control history in Eq. (73)
ould transfer the system from ξ(T ∗∗) to the origin in a time
horter than the optimal control history u∗(t) transferring the
ystem from ξ(T ∗∗) to the origin but that is impossible as it would
iolate the property of uniqueness of the optimal control (see
ection 2.2.1).
Furthermore, since Eq. (70) holds true, and it is by the assump-
ion in Eq. (74)
∗∗
∈ [0, T ∗), (78)
t would have to be
∗(ξ(T ∗∗)) > T ∗∗, (79)
hich contradicts the statement in Eq. (77). Therefore, it can only
e
∗∗
= T ∗, (80)
here T ∗ is the solution of Eq. (58). □
orollary 2.1 (Criterion of Existence of the Solution of the General
roblem). A solution of the General Problem exists only if there exists
t least one isonomic index τ̂i, or, in other words, only if the set E
s not empty.
roof of Corollary 2.1. Eq. (60) includes all of the solutions to
he General Problem, i.e. all of the extremal control histories that
ransfer the system between the arbitrary states η and φ. Each of
he element τ̂i of the set E is associated to one of those extremal
ontrol histories. Therefore, if the set E is empty, the General
roblem has no solution. □
One could intuitively wonder whether the minimum-time
o-rest to no-rest problem (General Problem) could be trivially
olved by considering a hypothetically equivalent minimum-time
o-rest to rest problem (Special Problem) obtained by translating
he origin of the state space to the desired final state. However
his is in the general case not true as demonstrated below.orollary 2.2. The problem of transferring in minimum time the
ystem in Eqs. (1) and (2) from an arbitrary initial state η to an
rbitrary final state φ (General Problem) in general is not equivalent
o the problem obtained by relocating the origin of the state space at
he desired final state, i.e. to the problem of transferring in minimum
ime the following system
˙ (t) = Aw(t) + Aφ + Bu(t) , (81)
btained from the original system of Eq. (1) through the change of
tate variables
(t) = w(t) + φ , (82)
rom the initial transformed-state condition
(0) = η → w(0) = η − φ (83)
o the final transformed-state condition
(tf ) = φ → w(tf ) = 0. (84)
his equivalence is true only for the exceptional case in which the
esired final state is an equilibrium state for the system in Eq. (1).
This exceptional case is considered for instance in Bryson and
o (1969, 111), Junkins and Turner (1986, 184–200) and Ross
2015, 218–230).
roof of Corollary 2.2. If the desired final state φ is an equilib-
ium state for the system in Eq. (1)6
φ = 0 → eAtφ = φ ∀ t, (85)
hen the transformed system in Eq. (81) is
˙ (t) = Aw(t) + Bu(t) , (86)
hich is equivalent and evolves as the original system in Eq. (1).
Furthermore, because of Eq. (85), the initial state in Eq. (83) is
n this case also equivalent to the one in Eq. (51).
Therefore, in this exceptional case, Problem 3 becomes equiv-
lent to a particular instance of the Special Problem, with
(0) = ξ = η − φ. (87)
owever, in the general case when the desired final state φ is not
n equilibrium state for the system in Eq. (1), it yields
φ ̸= 0 → eAtφ ̸= φ ∀ t > 0, (88)
hen the transformed system of Eq. (81) evolves differently than
he original system in Eq. (1) and in particular the initial state in
q. (83) is not equivalent to the one in Eq. (51). □
. Minimum-time control of the double integrator between
wo arbitrary states
The optimal control that transfers the double integrator from
n arbitrary initial state to the origin is well known (see for
nstance Athans & Falb, 1966, Pontryagin et al., 1962, 115–187
r Romano & Curti, 2019). By exploiting that known solution, the
ethod proposed in this paper is here used to find the analytic
olution for the no-rest to no-rest problem.
The equations governing the dynamics of a generic one-d.o.f.


















6 An equilibrium state xeq is a state at which an unperturbed system
ermanently stays; for LTI systems this happens when ẋ(t) = Axeq = 0 →
x(t) = eAtx = x .eq eq















Theorem 3 (Solution of the General Problem for the Double Integra-
tor). Assume arbitrary boundary states











Consider the following real-value constants, which depend only on
the boundary states,7
δp ≜ (x0 − xf ), δs ≜ (ẋ0 − ẋf ), (91)
σp ≜ (x0 + xf ), σ s ≜ (ẋ0 + ẋf ), (92)




The solution of the optimal control problem is as follows.
(a) If N = 0, then only one extremal control exists and coincides
with the unique optimal solution. The minimum control time and
the optimal control are
T ∗ = |δs| (94)
u∗(t, η, φ) = −sgn(δs), t ∈ [0, T ∗]. (95)
(b) If N ̸= 0, then either one, two or three extremal controls exist.
Consider the following four complex quantities
χ1 = σ s +
√
(σ s)2 + (δs)2 + 4 δp, (96)
2 = σ s −
√
(σ s)2 + (δs)2 + 4 δp, (97)
3 = −σ s +
√
(σ s)2 + (δs)2 − 4 δp, (98)
χ4 = −σ s −
√
(σ s)2 + (δs)2 − 4 δp. (99)
The candidate extremal control times, TEi, i = 1, . . . , 4, are
χi ∈ {R > |δs|} → TEi ∃ : | TEi ≡ χi, (100)
χi /∈ {R > |δs|} → TEi ∄, i = 1, . . . , 4. (101)
If either or both TE1 and TE2 exist, the corresponding extremal control
for each of them are
uEj(t, η, φ) =
{
−1, t ∈ [0, ∆1j)
1, t ∈ [∆1j, TEj],
j = 1, 2, (102)
where
∆1j = δs +
√
δp + ẋf TEj +
(δs)2
2
, j = 1, 2. (103)
If either or both TE3 and TE4 exist, the corresponding extremal control
or each of them are
Ej(t, η, φ) =
{
1, t ∈ [0, ∆1j)
−1, t ∈ [∆1j, TEj],
j = 3, 4, (104)
here
1j = −δs +
√
−δp − ẋf TEj +
(δs)2
2
, j = 3, 4. (105)
he ordered set of the (up to three) extremal control times E is
btained by collecting in increasing order the (up to three) existing
alues among TE1, TE2, TE3 and TE4. In particular, the minimum
ontrol time coincides with the minimum isonomic index, i.e.
∗
= τ̂1 = min {TE1, TE2, TE3, TE4} , (106)
and the optimal control history is given by uEm(t) (see Eqs. (102)
nd (104)) with m ∈ {1, 2, 3, 4} indicating the extremal control
ime coincident with the minimum control time (i.e. m : |TEm = τ̂1).
inally, the optimal isonomic state is ξ(T ∗).
The optimal control exists for any pair of boundary states.
7 Symbols p, s, δ, σ stand for position, speed, difference, sum.Proof of Theorem 3. Theorem 2 is here applied. The extremal
search path for this problem is a semi straight-line on the phase
plane and is parallel to the abscissa axis. In fact, by taking into
account Eq. (54), together with Eqs. (89), (90), and (91), a generic
point of the extremal search path has the following expression,
which is parametric w.r.t. the parameter τ ∈ R+,
ξ(τ ) =
[




Consider now the associated special problem of transferring the
system in a minimum-time from a generic point of the extremal
search path to the origin of the state space. The well-known
unique analytic solution of that problem is here below applied.
That solution depends on the value at the initial state of the
switching function, that has domain coincident with the state
space and real value, and is defined as follows (see for instance
Romano & Curti, 2019)




where x = [x, ẋ]′ indicates a generic state. The value of the
switching function at an initial state on a generic point ξ(τ ) of
the extremal search path, by taking into account Eqs. (107), (108)
and (93), is
F0 = F (ξ(τ )) = N + ẋf (τ − |δs|) . (109)
An immediate consequence of Eq. (109) is
F (ξ(|δs|)) = N, (110)
i.e. the value of N , which depends only on the boundary states
(see Eq. (93)), coincides with the value of the switching function
at the point along the extremal search path identified by the
parameter value τ = |δs|. Notably, the value of N can be either
positive, zero or negative, depending on the boundary states
chosen.
The optimal control time T ∗ (ξ(τ ), 0) and the optimal con-
trol history u∗(ξ(τ ), 0) that solve the associated special problem
are (Romano & Curti, 2019)
• if F (ξ(τ )) = 0
T ∗ (ξ(τ ), 0) = |δs|, (111)
u∗(t, ξ(τ ), 0) = −sgn(δs), t ∈ [0, T ∗]; (112)
• if F (ξ(τ )) ̸= 0 ↔ Σ0 ≜ sgn (F (ξ(τ ))) = ±1










u∗(t, ξ(τ ), 0) =
{
−Σ0, t ∈ [0, ∆1)
Σ0, t ∈ [∆1, T ∗],
(114)
where










and the following inequality holds true
T ∗ (ξ(τ ), 0) > |δs|. (116)
Furthermore, since Eq. (111) holds true for F (ξ(τ )) = 0, and
Eq. (116) holds true for F (ξ(τ )) ̸= 0, it yields
F (ξ(τ )) = 0 ↔ T ∗ (ξ(τ ), 0) = |δs|. (117)
Eq. (117) has the following geometric interpretation: the mini-
mum control time from ξ(τ ) to the origin is equal to |δs| only
when the point ξ(τ ) is at the intersection between the extremal

























search path and the switching curve of the associated special prob-
lem (F (x) = 0).
Consider now the general problem of transferring the system
n minimum-time between the boundary states of Eq. (90). Ac-
ording to Theorem 2, an extremal control time TE ∈ R+ of the
eneral problem satisfies the following property: if the value of TE
s substituted for the value of the parameter τ in Eq. (107), the
esulting point ξ(TE) on the extremal search path is such that the
inimum control time from that point to the origin is equal to
E , i.e. it yields (see Eq. (57))
E = T ∗ (ξ(TE), 0) . (118)
here T ∗ (ξ(TE), 0) is given by either Eq. (111) or by Eq. (113), de-
ending on the signum of F (ξ(TE)). Furthermore, the following
ignificant result holds true
(ξ(TE)) = 0 ↔ N = 0. (119)
n fact, on one hand, if F (ξ(TE)) = 0, then Eq. (117) yields
T ∗ (ξ(TE), 0) = |δs|, that substituted into Eq. (118) yields
TE = |δs|. (120)
inally, substituting that value of TE for the τ into Eq. (109),
together with the current assumption F (ξ(TE)) = 0, yields N = 0.
On the other hand, if N = 0, then Eq. (110) yields F (ξ(|δs|)) =
0, and consequently Eq. (117) yields T ∗ (ξ(TE), 0) = |δs|, that
substituted into Eq. (118) yields Eq. (120). Finally, substituting
that value of TE for the τ in Eq. (109), together with the current
assumption N = 0, yields F (ξ(TE)) = 0.
It is now possible to conclude the demonstration:
(a) If N = 0, Eqs. (119), (111) and (118) yield Eq. (94).
Furthermore, Eq. (112) yields Eq. (95), because of the isonomy
u∗(t, η, φ) ≡ u∗(t, ξ(τ ), 0) proven in Theorem 2 (see Eq. (53)).
Notably, only if the boundary states of the general problem are
such that N = 0, then the optimal isonomic state ξ∗ = ξ(T ∗) is
at the intersection of the extremal search path and the switching
curve of the associated special problem (this fact is a consequence
of Eqs. (119), (120) and (94)).
(b) If N ̸= 0, by substituting the expression of T ∗ (ξ(τ ), 0),
symbolically evaluated in TE , from Eq. (113) into Eq. (118), a
quadratic equation is obtained in the unknown TE and para-
metric in Σ0. If Σ0 = 1, the two complex solutions of that
quadratic equation are χ1 and χ2, reported in Eqs. (96) and (97)
respectively. If Σ0 = −1, the two complex solutions of that
quadratic equation are χ3 and χ4, reported in Eqs. (98) and (99)
respectively.
Among the four complex solutions in Eq. (96) to (99), at least
one is acceptable, i.e. satisfies the condition of Eq. (100). In fact,
if δp > 0, χ1 satisfies the condition of Eq. (100) for all σ s and
δs; if δp < 0, χ3 satisfies that condition for all σ s and δs; finally,
f δp = 0, both χ1 and χ3 satisfy that condition for all σ s and
s. The above statements can be demonstrated by inspection of
qs. (96) to (99) and by taking into account the definitions in
qs. (91) and (92). Therefore, the optimal control solution exists for
ny choice of boundary states.
Furthermore, among the four complex solutions in Eq. (96)
o (99), at most three are acceptable, i.e. satisfy the condition of
q. (100). In fact, if all solutions were acceptable, it would be
4
i=1
χi ∈ {R > 4 |δs|} , (121)
ut this is false for any boundary states. In fact, by considering
qs. (96) to (99), it yields
4
i=1
χi = 0, ∀ σ s, δs, δp. (122)
herefore, there are at most three extremal controls. □Fig. 1. Optimal trajectories on the phase plane for the minimum-time control
of the double integrator.













Fig. 1 reports the minimum-time control solution for the double
integrator, obtained by applying Theorem 3 to this particular
case. The figure shows the optimal trajectory from η to φ, the
corresponding extremal isonomic trajectory from ξ∗ to the origin,
and a segment of the extremal search path from ξ(0) = η − φ, to
ξ∗ = ξ(T ∗). The minimum control time is T ∗ = 2.7404, coincident
with TE3, while {TE1, TE2, TE4} = ∅.
6. Conclusions
In this paper, for the first time to the best knowledge of the
authors, new results are presented for the problem of minimum-
time control of a linear system between two arbitrary states
(no-rest to no-rest minimum-time control). In particular, a gen-
eral theorem, that is valid for any linear time-invariant normal
systems is introduced. The theorem demonstrates and leverages
an equivalence of the no-rest to no-rest minimum-time control
problem to a no-rest to rest problem, starting from a particular
initial state.
If the control history solving the problem of minimum-time
control from an arbitrary initial state to the state-space origin
is known, either analytically or numerically, then the general
theorem introduced here provides a method to solve the prob-
lem of minimum-time control between two arbitrary states and
moreover to find all of the extremal controlled trajectories.
A significant feature of the proposed solution method is that
the search for the optimal control history which transfers a sys-
tem between two arbitrary states is reduced to the search of
particular initial states – along a specific locus in the state space
(named here extremal search path) – for the problem of mini-
mum time control to the origin. That specific locus depends on
the boundary states and on the state matrix of the dynamics.


















A criterion of existence is also given for the solution of the
minimum-time control between arbitrary states.
It is also demonstrated that the general minimum-time no-
rest to no-rest problem cannot be trivially solved by considering a
hypothetically equivalent minimum-time no-rest to rest problem
obtained by translating the origin of the state space to the desired
final state. This equivalence is true only for the exceptional case
in which the desired final state is an equilibrium state for the
original system.
The proposed method was applied to obtain the analytic so-
lution of the minimum-time control of the double-integrator
between arbitrary boundary states.
The newly found results presented here have a theoretical as
well as a practical significance. In fact they can be used to find
analytical or numerical solutions for no-rest to no-rest minimum-
time optimal control problems and provide criteria of validation
of numerical solvers.
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