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RANDOM ENVIRONMENT1
By Alexander Roitershtein
Iowa State University
We consider transient random walks on a strip in a random en-
vironment. The model was introduced by Bolthausen and Goldsheid
[Comm. Math. Phys. 214 (2000) 429–447]. We derive a strong law of
large numbers for the random walks in a general ergodic setup and
obtain an annealed central limit theorem in the case of uniformly
mixing environments. In addition, we prove that the law of the “en-
vironment viewed from the position of the walker” converges to a
limiting distribution if the environment is an i.i.d. sequence.
1. Introduction. In this paper we consider random walks in a random
environment (RWRE for short) on the strip Z × {1, . . . , d} for some fixed
d ∈N. Transition probabilities of the random walk are not homogeneous in
the space and depend on a realization of the environment. The environment
is a random sequence ω = (ωn)n∈Z, and, given ω, the random walk Xn is
a time-homogeneous Markov chain on the strip with transition kernel Hω
such that:
(i) Hω((n, i), (m,j)) = 0 if |n −m| > 1, that is, transitions from a site
(n, i) are only possible either within the layer n× {1, . . . , d} or to the two
neighbor layers;
(ii) for n ∈ Z, the d × d matrices Hω((n, ·), (m, ·)) with m = n − 1, n,
n+1 are functions of the random variable ωn.
One can study properties of the random walk Xn that hold either for almost
every realization of the environment (so-called quenched setting) or under
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2 A. ROITERSHTEIN
the law obtained by an averaging over the set of environments (the annealed
setup).
The RWRE on a strip were introduced by Bolthausen and Goldsheid [5].
It is observed in [5] that the RWRE on Z with bounded jumps introduced by
Key [19] can be viewed as a special case of this model. Other particular cases
include a transformation of directed-edge-reinforced random walks on graphs
[16], persistent RWRE on Z [1, 25] and, more generally, certain RWRE on
Z with a finite memory. In the last case, the elements of the set {1, . . . , d}
represent states of the memory.
Due to the uniqueness of the escape direction in the state space of the
random walk, the model shares some common features with the well studied
nearest-neighbor RWRE on Z (see, e.g., [27], Section 2, for a comprehen-
sive survey). However, due to the inhomogeneity of the kernel Hω in the
second coordinate, there are important differences that make standard one-
dimensional techniques not directly available for the study of the RWRE
on strips. For instance, in contrast to the one-dimensional model, for a gen-
eral RWRE on a strip (1) exit probabilities of the random walk are rather
nonexplicit functionals of the environment; (2) excursions of the walker be-
tween layers are dependent on each other and do not form any probabilistic
branching structure; (3) the random times τn = Tn − Tn−1, where Tn is the
first hitting time of the layer n, are not independent in the quenched set-
ting and are not stationary in the annealed setup. Some of these issues are
addressed in [5] and in the recent work of Goldsheid [15], as well as in the
present paper (see, e.g., Lemma 3.2 below).
For RWRE with bounded jumps on Z it is possible to transform potential
equations associated with the random walk into evolution equations of a
linear dynamical system. This approach for establishing recurrence criteria
was initiated by Key [19] and further developed by Le¨tchikov [21, 22, 23],
Derriennic [9] and Bre´mont [7, 8]; see also the paper of Keane and Rolles
[25]. Using a different method, the recurrence and transience behavior of the
random walks on a strip is related in [5] to the sign of the top Lyapunov
exponent of a sequence of random matrices an [defined below by (8)].
The main results of this paper are a strong law of large numbers (cf.
Theorem 2.1) and an annealed central limit theorem (cf. Theorem 2.5) for
the first coordinate of transient RWRE on a strip. The asymptotic speed of
the random walk is expressed in terms of certain matrices (in particular an)
introduced in [5] and we give a sufficient condition for the nonzero speed
regime (cf. Corollary 2.2). To prove the law of large numbers and the limit
theorem we introduce an annealed measure that makes τn = Tn − Tn−1 into
a stationary ergodic sequence. The results that we obtain are similar to,
although are less explicit, than the corresponding statements for nearest-
neighbor RWRE on Z. In two particular cases, namely for persistent RWRE
on Z (cf. [1, 25]) and for RWRE on Z with bounded jumps (cf. [7, 8, 21]),
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similar results were previously obtained by different methods. We note that
a quenched CLT for RWRE on a strip was recently obtained in [15]. In
addition, for a class of i.i.d. environments we prove that the law of the
“environment viewed from the position of the walker” converges toward
a limiting distribution. Similar results for RWRE on Zd were previously
established by Kesten [17] (d = 1) and Sznitman and Zerner [26] (d > 1).
The renewal structure that we use in order to prove this theorem is a hybrid
of the two introduced in [17] and [26].
We turn now to a precise definition of the model. Let d≥ 1 be any integer
and denote D = {1, . . . , d}. The environment ω = (ωn)n∈Z is a stationary and
ergodic sequence of random variables taking values in a measurable space
(S,B). We denote the distribution of ω on (Ω,F) := (SZ,B⊗Z) by P and the
expectation with respect to P by EP .
Let Ad be the set of d× d matrices with real-valued nonnegative entries
and let Pd ⊂Ad denote the set of stochastic matrices. Let three functions
p = (p(i, j))i,j∈D, q = (q(i, j))i,j∈D, r = (r(i, j))i,j∈D :S →Ad be given such
that p + q + r ∈ Pd. For n ∈ Z, define the following random variables in
(Ω,F , P ) :pn = p(ωn), qn = q(ωn), rn = r(ωn). The triples (pn, rn, qn) will
facilitate the definition of transition probabilities of the random walk Xn.
We will denote the first component of Xn by ξn and the second one by
Yn, that is,
Xn = (ξn, Yn), ξn ∈ Z, Yn ∈D.
It will be convenient to consider random walks for which ξ0 = 0 with prob-
ability 1, but the initial position Y0 of the second component is random
and its distribution is a function of the environment ω−(ω) := (ωn)n≤0. Let
Prd ⊂ Rd+ be the set of probability measures on the finite set D and define
Md ⊂ (Prd)Ω as follows:
Md = {(µω)ω∈Ω :ω→ µω is a measurable function from Ω to Prd
and µα = µβ if ω−(α) = ω−(β)}.
Given a collection µ= (µω)ω∈Ω ∈Md, of initial distributions on D, the ran-
dom walk on the strip Z×D in environment ω ∈ Ω is a time-homogeneous
Markov chain X = (Xt)t∈Z+ taking values in Z × D and governed by the
quenched law Pµω defined by transition probabilities (here n ∈ Z and i, j ∈D)
Hω(x, y) :=

pn(i, j), if x= (n, i) and y = (n+1, j),
rn(i, j), if x= (n, i) and y = (n, j),
qn(i, j), if x= (n, i) and y = (n− 1, j),
0, otherwise,
and initial distribution Pµω (ξ0 = 0, Y0 = y0) = µω(y0) for any y0 ∈D. That is,
for any finite sequence x0 = (0, y0), x1, . . . , xn of elements in Z×D,
Pµω (X0 = x0,X1 = x1, . . . ,Xn = xn)
= µω(y0)Hω(x0, x1) · · ·Hω(xn−1, xn).
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Let G be the cylinder σ-algebra on (Z×D)N, the path space of the walk.
The random walk (associated with µ) on Z×D in a random environment is
the process (ω,X) in the measurable space (Ω× (Z×D)N,F ×G) with the
annealed law Pµ = P ⊗Pµω defined by
Pµ(F ×G) =
∫
F
Pµω (G)P (dω) =EP (P
µ
ω (G);F ), F ∈ F , G ∈ G.
That is, the annealed law of Xn is obtained by averaging its quenched law
(i.e., given a fixed environment) over the set of environments.
Let us introduce some further notation. We denote by P iω (resp., P
i) the
quenched (annealed) law of the random walk starting at site (0, i). That is,
Pi(·) =EP (P iω(·)) and
P iω(·) = Pµω (·) with µω(i) = 1.
Throughout the paper we use the notation 0 := (0, . . . ,0) ∈Rd, 1 := (1, . . . ,1) ∈
Rd, and denote by ei, i= 1, . . . , d, the vectors (0, . . . ,1, . . . ,0) of the canon-
ical basis of Rd. We denote by O the zero d× d matrix and by I the unit
d× d matrix. The notions “>,” “<,” “positive,” “negative” and “nonneg-
ative” are used for vectors and matrices in the usual way. For instance, a
d× d matrix A is said to be nonnegative if A ≥ O, that is, A(i, j) ≥ 0 for
all i, j ∈ D. For a vector x = (x1, . . . , xd) ∈ Rd let ‖x‖ := maxi∈D |xi| and
for a d× d real matrix A let ‖A‖ denote the corresponding operator norm
sup{x∈Rd : ‖x‖=1} ‖Ax‖=maxi∈D
∑
j∈D |Ai,j|. We frequently use the fact that
if a d × d matrix A is nonnegative, then ‖A‖ = ‖A1‖. Finally, we use the
notation IA for the indicator function of the set A.
We next introduce our basic assumptions. For n ∈ Z, define the random
times
Tn = inf{i : ξi = n} and τn := Tn − Tn−1,(1)
with the usual convention that the infimum over an empty set is ∞ and
∞−∞=∞. Let ηn(i, j) be the probability that the walker starting at site
(n, i) in environment ω reaches the layer n+ 1 at point (n + 1, j), that is
(with some abuse of notation, in this and similar cases, we usually will not
indicate explicitly the dependence on ω),
ηn(i, j) = P
i
θnω(Yτ1 = j),(2)
where θ :Ω→Ω is the shift operator defined by
(θω)n = ωn+1, n ∈ Z.(3)
A “continued fractions” representation of ηn in terms of the sequence ωn is
provided in [5], page 437 [see especially identities (2.5) and (2.7) there].
The following Condition C is borrowed from the paper of Bolthausen and
Goldsheid [5].
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Condition C.
(C1) The sequence (ωn)n∈Z is stationary and ergodic.
(C2) EP (log(1− ‖r0 + p0‖)−1)<∞, EP (log(1− ‖r0 + q0‖)−1)<∞.
(C3) For all j ∈D,
d∑
i=1
q0(i, j)> 0 and
d∑
i=1
p0(i, j)> 0,
P -almost surely.
(C4) P (η0(i, j)> 0) = 1 for all i, j ∈D.
Note that since
min
i∈D
∑
j∈D
q0(i, j) = 1−‖r0 + p0‖, min
i∈D
∑
j∈D
p0(i, j) = 1− ‖r0 + q0‖.(4)
Condition C2 implies that for all i ∈D, P -a.s.,
d∑
j=1
q0(i, j)> 0 and
d∑
j=1
p0(i, j)> 0.(5)
In this paper we concentrate on random walks Xn which are transient to the
right, that is, Pi(limn→∞ ξn =∞) = 1 for all i ∈D. We next recall the crite-
rion for the transient behavior of Xn obtained by Bolthausen and Goldsheid
in [5]. Let ζn = ζn(ω), n ∈ Z, be a stationary sequence of d× d stochastic
matrices solving the equation
ζn = (I − qnζn−1 − rn)−1pn, P -a.s., n ∈ Z.
This sequence exists and is in fact unique by Theorem 1 in [5]. Let γn =
(I − qnζn−1 − rn)−1, and introduce for n ∈ Z the following random matri-
ces: an = γnqn = (I − qnζn−1 − rn)−1qn. As we shall see, the matrices an
play essentially the same role for RWRE on a strip as the random vari-
ables ρn = Pω(jump from n to n− 1)/Pω(jump from n to n+ 1) do for the
nearest-neighbor RWRE on Z.
By the subadditive ergodic theorem of [14], condition C2 ensures that
there exists a nonrandom number λ such that
λ= lim
n→∞
1/n ·EP (log ‖an · · ·a1‖)
(6)
= lim
n→∞
1/n · log ‖an · · ·a1‖, P -a.s.
It is shown in [5] that under Condition C, Xn is transient to the right if and
only if λ < 0. Therefore we will assume throughout the paper:
Condition D. λ < 0.
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This condition is a generalization of the transience criterion EP (log ρ0)<
∞ for the RWRE on Z (see, e.g., [27], Section 2). If the random walk is
transient to the right, P (ηn = ζn) = 1 [5] and hence we have P -a.s. for all
n ∈ Z:
γn = (I − qnηn−1 − rn)−1(7)
and
an = (I − qnηn−1 − rn)−1qn.(8)
The rest of the paper is organized as follows. The main results are stated in
Section 2. A law of large numbers for ξn (cf. Theorem 2.1) and a criterion
for a positive asymptotic speed (cf. Corollary 2.2) are proved in Section 3.
Section 4 is devoted to the Markov chain “environment viewed from the
particle.” In particular, we prove there that the law of the Markov chain
converges toward a limiting distribution. An annealed central limit theo-
rem for a normalized random variable ξn in the case of uniformly mixing
environments is given by Theorem 2.5 and is proved in Section 5.
2. Statement of main results. Let π = (πω)ω∈Ω ∈Md be a collection of
probability measures on D defined P -a.s. by
πω = lim
n→∞
eiη−n(ω) · · ·η−1(ω).(9)
It follows, for example, from part (iii) of Lemma 3.3 that the limit in (9)
exists P -a.s., does not depend on i, and defines a probability measure on
D = {1, . . . , d} whose support is the whole D.
It is shown in Section 3 that the sequence (τn)n∈N is stationary and ergodic
under Ppi and the following law of large numbers holds.
Theorem 2.1. Let Conditions C and D hold. Then for every µ ∈Md,
the following limits exist Pµ-a.s. and the equality holds:
v
P
:= lim
n→∞
ξn/n= lim
n→∞
n/Tn
= 1/EP (πω · (b0 + a0b−1 + a0a−1b−2 + · · ·)),
where bn := γn1.
The formula for the asymptotic speed yields the following characterization
of the positive speed regime.
Corollary 2.2. Assume that:
(i) Condition C holds.
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(ii) There exists ǫ > 0 such that P -a.s.,
∑d
j=1 pn(i, j) > ǫ for all i ∈ D
and all n ∈ Z.
(iii) lim supn→∞ 1/n logEP (‖a0a1 · · ·an−1‖)< 0.
Then P (v
P
> 0) = 1.
Assumption (iii) of Corollary 2.2 is a generalization of the correspond-
ing condition limsupn→∞
1
n logEP (ρ0ρ1 · · ·ρn−1) < 0 for RWRE on Z (cf.
[27], Section 2). Note that by Jensen’s inequality this assumption implies
Condition D. Assumption (ii) implies in virtue of (4) that P -a.s.,
‖bn‖= ‖γn1‖= ‖γn‖ ≤ (1−‖qnηn−1 + rn‖)−1
(10)
= (1−‖qn + rn‖)−1 ≤ 1/ǫ,
and hence, by condition (iii) of the corollary,
lim sup
n→∞
1
n
logEP (‖a0a1 · · ·a−n+1b−n‖)
(11)
≤ lim sup
n→∞
1/n logEP (‖a0a1 · · ·a−n+1‖ · ‖b−n‖)< 0.
Consequently, v
P
> 0 because the formula for the asymptotic speed given
by Theorem 2.1 and inequality (11) imply that
1
v
P
≤
∞∑
n=0
EP (‖πω‖ · ‖a0a1 · · ·a−n+1b−n‖)
≤
∞∑
n=0
EP (‖a0a1 · · ·a−n+1b−n‖)≤
∞∑
n=0
ae−bn <∞
for some constants a, b > 0.
In Section 4 we study the “environment viewed from the particle” process
(θξnω,Yn)n≥0. By Lemmas 3.1 and 3.2, vP = 1/E
pi(T1). Therefore Proposi-
tions 4.1 and 4.8 yield
Theorem 2.3. Let Conditions C and D hold. Then v
P
> 0 if and only
if there is a stationary distribution Q for the Markov chain xn = (θ
ξnω,Yn),
n≥ 0, which is equivalent to P ⊗{counting measure on D}. If such a distri-
bution Q exists it is unique and is given by the following formula:
Q(B, i) = v
P
Epi
(
T1−1∑
n=0
IB(ωn)IYn(i)
)
, B ∈F , i ∈D,(12)
where ωn := θ
ξnω.
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For i.i.d. environments, similarly to the RWRE on Zd (see [17] for d= 1
and [26] for d > 1), the law of the environment viewed from the particle
converges toward its unique stationary distribution. More precisely, we prove
in Section 4 the following theorem.
Theorem 2.4. Assume that (ωn)n∈Z is an i.i.d. sequence, Conditions
C and D hold, and v
P
> 0. Then for any µ ∈Md, under the law Pµ the
sequence xn = (θ
ξnω,Yn) converges weakly to the limiting distribution Q as
n goes to infinity.
In the case where (ωn)n∈Z is a uniformly mixing sequence we obtain in
Section 5 the following central limit theorem. Let σ(n) = σ(ωi : i≥ n), σn =
σ(ωi : i≤ n), and
φ(n) = sup{P (A|B)− P (A) :A ∈ σ(n),B ∈ σ0, P (B)> 0}.
Recall that the sequence ωn is called uniformly mixing if φ(n)→n→∞ 0. Let
ϕ(n) := 2φ(n). For uniformly mixing sequence it holds that (cf. [11], page 9)
|EP (fg)−EP (f)EP (g)| ≤ ϕ(n)‖f‖∞‖g‖1(13)
for bounded σ(ωi : i≥ n)-measurable functions f and bounded σ(ωi : i≤ 0)-
measurable functions g.
Theorem 2.5. Let Condition C hold and assume in addition that:
(i) There exists ǫ > 0 such that P -a.s.,
∑d
j=1 pn(i, j) > ǫ for all i ∈ D
and all n ∈ Z.
(ii) lim supn→∞ n
−1 logEP (‖a0a1 · · ·an−1‖2)< 0.
(iii)
∑∞
n=1
√
ϕ(n)<∞, where the mixing coefficients ϕ(n) are defined in
(13).
(iv) We have lim supn→∞ n
−1 logEP (c0c1 · · · cn−1) < 0 for cn = 1 −
maxi∈Dminj∈D ηn(i, j).
Then there exists a positive constant σ > 0 such that for any µ ∈ Md,
n−1/2(ξn − n · vP )⇒ N(0, σ2) under Pµ as n→∞, where N(0, σ2) stands
for the normal distribution with variance σ2.
Assumption (ii) of the theorem implies by Jensen’s inequality Condi-
tion D. Moreover, by Corollary 2.2, v
P
> 0. We note that condition (iv)
of Theorem 2.5 is implied by a number of more explicit assumptions, for
instance by the following one: lim supn→∞ n
−1 logEP (c˜0 · · · c˜1 · · · c˜n−1) < 0,
where c˜n = 1−minj∈D pn(i∗, j) for some i∗ ∈D.
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3. Law of large numbers for ξn. This section is devoted to the proof of
Theorem 2.1. The law of large numbers for ξn is derived from the correspond-
ing statement for the hitting times Tn introduced in (1). More precisely, we
have:
Lemma 3.1. Let Conditions C and D hold and assume in addition that
Pµ(limn→∞ Tn/n = α) = 1 for some α ∈ (1,∞] and µ ∈ Md. Then
Pµ(limn→∞ ξn/n= 1/α) = 1.
The proof of the lemma is similar to that of the analogous claim for the
RWRE on Z (cf. [27], Lemma 2.1.17) and thus is omitted.
In contrast to the nearest-neighbor RWRE on Z, the sequence τ := (τn)n∈N
defined in (1) is in general not stationary for transient random walks on the
strip. However, as the next lemma shows, the sequence is stationary and
ergodic under Ppi, where π = (πω)ω∈Ω is defined in (9).
Lemma 3.2. (a) τ = (τn)n∈N is a stationary sequence under P
pi.
(b) τ = (τn)n∈N is ergodic under P
pi.
Before we turn to the proof of the lemma, let us have a closer look at the
matrices ηn introduced in (2). Conditioning on the direction of the first step
of the random walk we get that ηn verify the following equation:
ηn = pn + rnηn + qnηn−1ηn,
which is equivalent to
ηn = (I − qnηn−1 − rn)−1pn = γnpn, n ∈ Z.(14)
In fact, under Conditions C and D, (ηn)n∈Z is the unique stationary sequence
which satisfies recursion (14) (cf. [5]). In the following lemma we collect some
properties of the matrices ηn that were proved in [5].
Lemma 3.3 [5]. Let Condition C hold and assume in addition that
P(limn→∞ ξn =+∞) = 1. Then:
(i) The extended sequence (ωn, ηn)n∈Z is stationary and ergodic.
(ii) The matrices ηn are P -a.s. stochastic and P (η0 > 0) = 1.
(iii) There are an ergodic stationary sequence of matrices (πn(ω))n∈Z and
a sequence of matrices (εn,m(ω))n∈Z,m∈N such that for all n ∈ Z and m ∈N:
(a) ηn−m · · ·ηn−2ηn−1 = πn + εn,m.
(b) πn are strictly positive column matrices, that is, P -a.s., πn(i, k) =
πn(j, k)> 0 for any i, j, k ∈D and n ∈ Z.
(c) P (‖εn,m‖ ≤ cn−1 · · · cn−m) = 1, where cn are introduced in the
statement of Theorem 2.5.
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Part (i) of the above lemma follows from [5], Theorem 1c, because if
P(limn→∞ ξn =+∞) = 1, then ηn coincides with ζn defined there. Part (ii)
is the content of [5], Lemma 4 and [5], Corollary 2. Part (iii) is essentially
[5], Lemma 9 with the only exception that our choice of the numbers cn is
different from that of [5]. The above version follows from a contraction prop-
erty of Doeblin’s stochastic kernels (in particular, strictly positive stochastic
matrices); compare [10], page 197.
Proof of Lemma 3.2. (a) Recall the shift operator θ :Ω→ Ω defined
in (3). By the definition, πθnω = πθn−1ωηn−1 and hence, by induction on n, P -
a.s. we have πθnω(·) = P piω (ξTn ∈ ·) for n≥ 0. Since (ηn(ω))n∈Z is a stationary
sequence under P, so is the sequence (πθnω)n∈Z. Let θT be the shift operator
for the sequence τ defined by (θ
T
τ)n = τn+1, that is, θT τ(ω) = τ(θω). Then,
for any n ∈N,
Ppi(θn
T
τ ∈ ·) =
∑
i∈D
EP (P
pi
ω (YTn = i)P
i
θnω(τ ∈ ·))
=
∑
i∈D
EP (πθnω(i)P
i
θnω(τ ∈ ·))
=
∑
i∈D
EP (πω(i)P
i
ω(τ ∈ ·)) = Ppi(τ ∈ ·),
where the last but one step follows from the translation invariance of the
measure P with respect to the shift θ.
(b) For n ∈ N, let x¯n = (θnω,YTn , τn). It is easy to see that under Ppi,
(x¯n)n∈N is a stationary Markov chain with transition kernel
K(ω, i, n;A, j,m) = P iω(τ1 =m,Ym = j)IA(θω).
The claim of part (b) follows from the following lemma:
Lemma 3.4. The sequence (x¯n)n∈N is ergodic under P
pi.
We turn now to the proof of Lemma 3.4. Denote X := (x¯n)n∈Z+ and
let S = Ω × D × N be the state space of the Markov chain (x¯n)n∈N. Let
A ∈ σ(x¯n :n ≥ 0) be an invariant set, that is, η−1A = A, Ppi-a.s., where η
is the usual shift in the space SZ+ : (ηX )n = x¯n+1. It suffices to show that
Ppi(A) ∈ {0,1}. For x ∈ S let Px be the law of the Markov chain (x¯n)n≥0
with the initial state x¯0 = x. Set h(x) = Px(A). The following lemma is a
general property of stationary Markov chains (see, e.g., [6], page 12 or [27],
page 207):
Lemma 3.5. (i) The sequence (h(x¯n))n∈N forms a martingale in its
canonical filtration.
(ii) There exists a measurable set B ⊂ S such that h(x¯0) = IB(x¯0), Ppi-a.s.
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It remains to show that Ppi(x¯0 ∈ B) ∈ {0,1}. By the martingale prop-
erty of the sequence h(x¯n), IB(x) = KIB(x), we have P
pi-a.s. Write B =⋃
i∈D
⋃
n∈NBi,n ×{i} × {n}. We have, for P -a.e. environment ω,
IBi,n(ω) = IB(ω, i, n) =KIB(ω, i, n)
=
∑
j∈D
∑
m∈N
P iω(τ1 =m,Ym = j)IBj,m(θω).
Therefore, for all m,n ∈N, IBi,n(ω) = IBi,m(ω) with probability 1. That is,
using the notation IBi := IBi,n , n ∈N, we can write
B =
⋃
i∈D
Bi× {i},(15)
and the preceding equation becomes
IBi(ω) =
∑
j∈D
P iω(YT1 = j)IBj (θω) =
∑
j∈D
η0(i, j)IBj (θω).
Since IBi ∈ {0,1}, and by condition C4, P (η0 > 0) = 1, we obtain that
IBi(ω) = IBj(θω) for all i, j ∈D, P -a.s.(16)
In particular, IBi(ω) are invariant functions of the ergodic sequence (ωn)n∈Z,
and hence P (Bi) ∈ {0,1}. Furthermore, by (16) and the translation invari-
ance of the measure P, we have P (Bi) = P (θBj) = P (Bj) for every i, j ∈D.
It follows from (15) that Ppi(B) ∈ {0,1}. The proof of the lemma is complete.

Applying the ergodic theorem to the sequence τ = (τn)n≥1, we obtain
that Ppi(limn→∞ Tn/n = α) = 1, where α := E
pi(T1). Since P (πω > 0) = 1
(cf. Lemma 3.3), the a.s. convergence of Tn/n under P
pi implies the a.s.
convergence under Pµ for any µ ∈Md. In the next lemma we compute the
limit α= 1/v
P
. For any integer n≤ 0 and j ∈D let
ujn(ω) =Eω(T1|X0 = (n, j)),(17)
and denote by un the vector (u
1
n, . . . , u
d
n). Then α = EP (πωu0(ω)) and we
have:
Lemma 3.6. Let the conditions of Theorem 2.1 hold. Then P -a.s.,
u0 = b0 + a0b−1 + a0a−1b−2 + · · ·<∞,
where bn := γn1 and the random matrices γn and an are defined in (7) and
(8), respectively.
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Proof. For n≤ 0 and i ∈ D, decompose the path of the random walk
with X0 = (n, i) according to the value of X1:
τ1 =
∑
k∈{−1,0,1}
∑
j∈D
I{ξ1=n+k,Y1=j}(1 + τ˜1),(18)
where (1+ τ˜1) is the (possibly infinite) first hitting time of the layer {1}×D
after time 1.
Setting u1 = 0 and taking expectations in the previous identity, we obtain
un = 1+ qnun−1 + rnun + pnun+1, n≤ 0.(19)
Let y1 := u0 and, using the usual convention that ∞−∞ =∞, define for
n≤ 0,
yn = un−1 − ηn−1un.(20)
Note that by the definition yn ≥ 0 for all n≤ 0. Indeed,
uin−1 =Eω(T1|X0 = (n− 1, i))
=
∑
j∈D
ηn−1(i, j)Eω(Tn + T1 − Tn|X0 = (n− 1, i), YTn = j)
≥
∑
j∈D
ηn−1(i, j)Eω(T1 − Tn|X0 = (n− 1, i), YTn = j)
=
∑
j∈D
ηn−1(i, j)Eω(T1|X0 = (n, j)) = (ηn−1un)i,
where (ηn−1un)
i denotes the ith component of the vector ηn−1un.
Substituting the expression for un−1 given by (20) into (19) we obtain
(I − qnηn−1 − rn)un = 1+ qnyn + pnun+1, n≤ 0,
and hence, in view of (14) and (8),
yn+1 = bn + anyn, n≤ 0.(21)
Iterating the identity (21) and using a standard truncation argument, we
will next show that
u0 = y1 = b0 + a0b−1 + a0a−1b−2 + · · · .(22)
First, observe that (21) yields for any n ∈N,
y1 = b0 + a0b−1 + a0a−1b−2 + · · ·+ a0 · · ·a−n+1b−n + a0 · · ·a−ny−n
≥ b0 + a0b−1 + a0a−1b−2 + · · ·+ a0a−1 · · ·a−n+1b−n,
and hence y1 ≥ b0 +
∑∞
n=1 a0a−1 · · ·a−n+1b−n.
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To show that the reverse inequality holds, fix any real number M > 0 and
define for integers n≤ 0 d-vectors vn,M by setting
vjn,M(ω) =Eω(T1 ∧M |X0 = (n, j))
for the jth component of the vector. Here we use the standard notation
x∧ y =min{x, y}. It follows from (18) that
vn,M ≤ 1+ qnvn−1,M + rnvn,M + pnvn+1,M , n≤ 0.(23)
Indeed, if at least one of the summands I{ξ1=·,Y1=·}(1+ τ˜1) in the right-hand
side of (18) is bigger than or equal to M, the left-hand side is at least M as
well. In this case
τ1 ∧M ≤
∑
k∈{−1,0,1}
∑
j∈D
I{ξ1=n+k,Y1=j}(1 + τ˜1)∧M
(24)
≤ 1+
∑
k∈{−1,0,1}
∑
j∈D
I{ξ1=n+k,Y1=j}τ˜1 ∧M.
Taking the expectations in (24) we obtain inequality (23).
Letting z1,M := v0,M and for n ≤ 0, zn,M := vn−1,M − ηn−1vn,M , we get
from (23), similarly to (21), that
zn+1,M ≤ bn + anzn,M , n≤ 0.
Since ‖zn,M‖ ≤M and ‖a0 · · ·a−n+1‖ → 0 by Condition D, it follows that
z1,M ≤ b0 +
∑∞
n=1 a0a−1 · · ·a−n+1b−n and hence (22) holds.
To complete the proof of the lemma it remains to show that the right-
hand side of (22) is P -a.s. finite. In fact, the following standard argument
implies that, under the conditions of Theorem 2.1, the norm of the vectors
a0a−1 · · ·a−nb−n−1 decay exponentially. Namely,
lim
n→∞
1/n · log ‖a0a−1 · · ·a−nb−n−1‖< 0, P -a.s.
In virtue of Condition D and the multiplicative property of the norm, it
suffices to show that
lim
n→∞
1/n · log ‖bn‖= 0, P -a.s.(25)
Toward this end observe first that
EP (log ‖bn‖) = EP (log ‖γn1‖) =EP (log ‖γn‖)
≤ EP (log(1− ‖qnηn−1+ rn‖)−1)
= EP ((1−‖qn + rn‖)−1)<∞,
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where the last inequality is due to Condition C2. Since the sequence of
matrices (γn)n∈Z defined in (7) is stationary, and hence the sequence of
vectors bn = γn1 is stationary as well, we have for any fixed ε > 0,
∞∑
n=1
P (1/n log ‖bn‖> ε) =
∞∑
n=1
P (log ‖bn‖> nε)
= EP (log ‖b0‖)− 1<∞,
implying by the Borel–Cantelli lemma that P (1/n log ‖bn‖> ε i.o.) = 0. 
4. Environment viewed from the particle. This section is devoted to
the proof of Theorems 2.3 and 2.4. It is shown in Proposition 4.1 that if
v
P
> 0, the process xn = (θ
ξnω,Yn) is stationary and ergodic under the law
induced by the initial distribution Q of x0 [introduced in (12)] and the
quenched measure Pω. The converse part of Theorem 2.3 is given by Propo-
sition 4.8. Proposition 4.5 defines a renewal structure for the paths of the
random walk Xn which is the key element in the proof of Theorem 2.4. The
proof that in an i.i.d. environment the law of xn converges toward a limiting
distribution (Theorem 2.4) is completed at the end of the section.
Let ωn = θ
ξnω and consider the process xn = (ωn, Yn), n ≥ 0, defined in
(Ω×D,F ⊗SD), where SD is the set of all subsets of D. For any µ ∈Md,
(xn)n≥0 is a Markov chain under P
µ with transition kernel
K(ω, i;B, j) = p0(i, j)IB(θω) + r0(i, j)IB(ω) + q0(i, j)IB(θ
−1ω).
By Lemmas 3.1 and 3.2, Epi(T1 <∞) = 1 if vP > 0. Hence Q is a probability
measure. It is shown in Proposition 4.1 below that Q is an invariant distri-
bution for the kernel K, that is,
∫
Ω×DQ(dx)K(x,A) =Q(A) for A ∈F ⊗SD.
Define a probability measure Q on (Ω,F) by setting
Q(B) =Q(B,D), B ∈F ,
and define a collection ν = (νω)ω∈Ω ∈Md of probability measures on D by
setting
νω(i) =
dQi(ω)
dQ(ω)
, where Qi(B) :=Q(B, i) for B ∈F .
For m≤ 0 and i ∈D define
N im := {#n ∈ [0, T1) : ξn =m,Yn = i}.(26)
Note that for any bounded measurable function f :Ω→R and all i ∈D,∫
Ω
f(ω)Q(dω, i) = v
P
∞∑
n=0
Epi(f(ωn);Yn = i, T1 >n)
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= v
P
∑
m≤0
Epi(f(θmω)N im)
(27)
= v
P
EP
(∑
k∈D
πω(k)
∑
m≤0
f(θmω)Ekω(N
i
m)
)
= v
P
EP
(
f(ω)
∑
k∈D
∑
m≤0
πθ−mω(k)E
k
θ−mω(N
i
m)
)
.
Therefore,
νω(i) =
∑
k∈D
∑
m≤0 πθ−mω(k)E
k
θ−mω(N
i
m)∑
k∈D
∑
m≤0 πθ−mω(k)
∑
j∈DE
k
θ−mω(N
j
m)
, P -a.s.
Note that
Pω(νω(i)> 0) = 1 ∀i ∈D,(28)
because Eiω(N
i
0)≥ 1.
Set Q = Q ⊗ P νω . In words, under Q the environment ω is distributed
according to the measure Q while the initial position Y0 of the random walk
in environment ω is determined according to the measure νω. With a slight
abuse of notation we will denote by Q also the annealed measure induced
on the path space of the random walk, that is,
Q((Xn)n≥0 ∈ ·) =EQ(P νω ((Xn)n≥0 ∈ ·)),
where EQ stands for the expectation with respect to Q.
The following proposition is standard for one-dimensional processes in
random environment (see, e.g., [20], [6], Lecture 1, [27], Section 2.1). Note
that we do not assume here yet that the environment is an i.i.d. sequence.
Proposition 4.1. Let Conditions C and D hold and assume in addition
that v
P
> 0. Then:
(a) The measure Q is invariant under the kernel K, that is,
Q(B, i) =
∑
j∈D
∫
Ω
∫
Ω
IB(ω
′)K(ω, j;dω′, i)Q(dω, j).
In particular, the sequence (ωn, Yn)n≥0 is stationary under the law Q.
(b) Q∼ P and Λ(ω) := dQdP ≤ dvP ‖u0+
∑∞
i=1 aiai−1 · · ·a2a1(1+u0)‖, where
the vector u0 is defined in (22).
(c) The sequence (ωn, Yn)n≥0 is ergodic under the law Q.
(d) Q is the unique invariant probability measure for the kernel K which
is absolutely continuous with respect to P ⊗{counting measure on D}.
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Proof. (a) The proof is by a “cyclic argument.” We have
Q(B, i) = v
P
∞∑
n=0
Ppi(ωn ∈B,Yn = i;T1 >n)
and, on the other hand,
1
v
P
QK(B, i) =
1
v
P
∑
j∈D
∫
Ω
K(ω, j;B, i)Q(dω, j)
=
∞∑
n=0
Epi(IB(ωn+1)I{i}(Yn+1);T1 > n)
=
∞∑
n=0
Epi(IB(ωn+1)I{i}(Yn+1);T1 = n+ 1)
+
∞∑
n=0
Epi(IB(ωn+1)I{i}(Yn+1);T1 > n+ 1)
= Ppi(ωT1 ∈B,YT1 = i) +
∞∑
n=1
Ppi(ωn ∈B,Yn = i;T1 > n).
Using (9) and the translation invariance of P with respect to the shift θ,
Ppi(ωT1 ∈B,YT1 = i) = EP
(∑
j∈D
πω(j)P
j
ω(YT1 = i)IB(θω)
)
= EP (πθω(i)IB(θω)) =EP (πω(i)IB(ω))
= Ppi(Y0 = i, ω0 ∈B),
completing the proof.
(b) It follows from (27) that
Λ(ω) = v
P
∑
k∈D
∑
m≤0
πθ−mω(k)E
k
θ−mω(Nm · 1),
where the vectors Nm = (N
1
m, . . . ,N
d
m) are defined in (26).
For m≤ 0 and n≤ 0, let
Mkm,n :=Eω(Nm · 1|X0 = (n,k)),(29)
and define Mm,n = (M
1
m,n, . . . ,M
d
m,n).
Conditioning on the first step of the random walk and setting Mkm,1 := 0
for any k ∈D, we obtain for m+1≤ n≤ 0,
Mm,n = qn1{n=m+1} + pnMm,n+1 + rnMm,n + qnMm,n−1.
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For m+1≤ n≤ 1 let gm,n =Mm,n−1− ηn−1Mm,n. Similarly to (21), we get
gm,n+1 = an1{n=m+1} + angm,n.
Recall the vectors un defined in (17). Taking into account that gm,n ≤
Mm,n−1 ≤ un−1, we obtain for m≤−1,
Mm,0 = gm,1 = a0a−1 · · ·am+2(am+1 + am+1gm,m+1)
(30)
≤ a0a−1 · · ·am+2am+1(1+ um).
It follows that for m≤−1,
Ekθ−mω(Nm · 1) =Mkm,0(θ−mω)≤ a−ma−m−1 · · ·a2a1(1+ u0)(k),
and hence
Λ(ω)≤ v
P
∑
k∈D
[
πω(k)u0(k) +
∞∑
i=1
πθiω(k)aiai−1 · · ·a2a1(1+ u0)(k)
]
≤ dv
P
∥∥∥∥∥u0 +
∞∑
i=1
aiai−1 · · ·a2a1(1+ u0)
∥∥∥∥∥.
This completes the proof of part (b) of the proposition.
Remark 4.2. The estimate for Λ(ω) that we obtained is not tight be-
cause um is a rather rough upper bound for gm,m+1 in (30). This estimate,
or more precisely, the upper bound (30) for Mm,0 will be used in the proof
of Lemma 5.4.
(c) Our aim is to show that the sequence (xn)n≥0 is ergodic under Q. The
proof is standard (see, e.g., [6], pages 9–15, or [27], Section 2) and is based
on the application of Lemma 3.5. We outline it here because the final step
differs slightly from the corresponding argument for RWRE on Zd.
Let X := (xn)n≥0 and let A ∈ σ(xn :n ≥ 0) be an invariant set, that is,
η−1A=A, Q-a.s., where η is the usual shift on the space (Ω×D)Z+ : (ηX )n =
xn+1. It suffices to show that Q(A) ∈ {0,1}. For x ∈Ω×D let Px be the law
of the Markov chain (xn)n∈Z+ with the initial state x0 = x. Set h(x) = Px(A).
By Lemma 3.5 there exists a set B ∈ F ⊗ SD such that h(x) = IB(x),
Q-a.s. It remains to show that Q(B) ∈ {0,1}. By the martingale property of
the sequence h(xn), IB(x) =KIB(x), Q-a.s. Write B =
⋃
i∈DBi × {i}. We
have P -a.s. (since Q∼ P ) for all i ∈D,
IBi(ω) = IB(ω, i) =KIB(ω, i)
=
∑
j∈D
[p0(i, j)IBj (θω) + r0(i, j)IBj (ω) + q0(i, j)IBj (θ
−1ω)].
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Since IBi takes only two values, either 0 or 1,
∑
j∈D p(i, j)+ r(i, j)+ q(i, j) =
1, and p0(i, j)> 0 for any i, j ∈D, P -a.s., we obtain that
IBi(ω) = IBj(θω) for all i, j ∈D, P -a.s.(31)
In particular, IBi(ω) are invariant functions of the ergodic sequence (ωn)n∈Z
and hence P (Bi) ∈ {0,1}. Furthermore, by (31) and the translation invari-
ance of the measure P, P (Bi) = P (θBj) = P (Bj) for every i, j ∈D. It follows
from (31) that
P ⊗ lmd(B) ∈ {0,1},
where lmd is the counting probability measure on D, that is, lmd(i) = 1/d
for all i ∈D. This completes the proof of claim (c) because Q∼ P and hence,
by (28), Q∼ P ⊗ lmd.
Remark 4.3. Note that the only property of the stationary measure Q
that we use in the proof is that Q = Q⊗ P νω and Q⊗ νω ∼ P ⊗ lmd. This
observation will be used in the proof of Proposition 4.8.
(d) Let Q0 be an invariant probability measure for the kernel K such that
Q0≪ P ⊗ lmd. It follows from the ergodic theorem that for any measurable
set A ∈ F ⊗SD, we have Q⊗ πω-a.s.,
1
n
n−1∑
i=0
Qx(xi ∈A) = 1
n
n−1∑
i=0
Ki(x,A) →
n→∞
Q(A).(32)
Taking the integral with respect to Q0(dx), and using the fact that Q∼ P,
we obtain that Q0(A) = Q(A). The proof of the proposition is completed.

We turn now to the proof that in an i.i.d. environment xn converges
under Pµ to the limit distribution Q. The proof is similar to that of the
analogous statement for RWRE on Zd (see [17] for d= 1 and [26] for d > 1)
and uses a renewal structure that we proceed now to introduce.
For n ∈N, let
χn = inf
i>n
ξi,(33)
and fix any i∗ ∈D such that
Pi
∗
(χ0 ≤ 0)< 1.(34)
Such i∗ exists because Pi(χ0 ≤ 0) = 1 for all i ∈ D means (by the strong
Markov property of the random walk in a fixed environment) that Pµ(ξn ≤
0 i.o.) = 1 for all µ ∈Md. This would imply that Xn is either transient to
the left or recurrent and hence contradicts Condition D.
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Let T ∗0 = 0 and for n≥ 1 define
T ∗n = inf{m>T ∗n−1 :m= Tk for some k ≥ 0 and Ym = i∗}.
Thus T ∗n is a subsequence of random times Tk corresponding to the indexes
k such that YTk = i
∗, that is, the random walk hits the layer {k} × D at
height i∗.
Next, let ρ−1 =−1 and for n≥ 0 define
ρn = inf
{
m> ρn−1 :max
j≤m
ξj = ξm <min
j>m
ξj and Ym = i
∗
}
.
Note that (ρn)n≥0 is a subsequence of (T
∗
n)n≥0. At times ρn: (i) the path of
the random walk hits some layer {m}×D at first time, (ii) its altitude (the
second component) is i∗, and (iii) the random walk will never return again
to this layer.
Lemma 4.4. Let the conditions of Theorem 2.4 hold. Then for any µ ∈
Md we have Pµ(ρn <∞ for all n≥ 0) = 1.
Proof. First, we shall prove that
Pµ(T ∗n <∞ for all n ∈N) = 1.(35)
Toward this end observe that for any k ∈N and any increasing sequence of
positive integers (αn)n∈N we have
Pµ(T ∗k <∞, T ∗k+1 =∞)≤
∑
n∈N
EP (P
µ
ω (T
∗
k = Tn, T
∗
k+1 > αn))
=
∑
n∈N
EP (P
µ
ω (T
∗
k = Tn)P
i∗
θnω(T
∗
1 > αn))(36)
≤
∑
n∈N
Pi
∗
(T ∗1 >αn).
With η∗n(i, j) := ηn(i, j)I{j 6=i∗}, we have for any n ∈N,
Pµω (T
∗
1 =∞)≤ Pµω (T ∗1 >Tn)≤ ‖η∗0 · · ·η∗n−1‖ ≤ ‖η∗0‖ · · · ‖η∗n−1‖.
By condition C4 and the ergodic theorem,
lim
n→∞
1
n
n−1∑
k=0
log ‖η∗k‖=EP (log ‖η∗0‖)< 0, P -a.s.
Therefore, Pµ(T ∗1 =∞) = limn→∞Pµ(T ∗1 > Tn) = 0 by the bounded conver-
gence theorem. This shows that we can choose a sequence αn to make the
rightmost expression in (36) arbitrarily small and therefore proves (35).
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Let A denote the event {ρn =∞ for some n ≥ 0}. Our aim is to prove
that Pµ(A) = 0 for any µ ∈Md. For n≥ 0, let
kn = inf{i > T ∗n : ξi = ξT ∗n}.
Then
A=
⋃
m≥0
Am where Am := {kn <∞ for all n≥m}.
Fix now any m≥ 0, let h0 = ξT ∗m, g0 =m, and on the event Am define for
n≥ 0,
hn+1 = inf{j > kgn : j = T ∗i for some i ∈N}= T ∗gn+1 ,
where the last equality defines random variables gn, n ≥ 1. We note that
this construction is reminiscent of the renewal structure for RWRE on Rd
introduced in [26] and hn are a counterpart of their “fresh times.” In words,
hn+1 = T
∗
gn+1 is the first time after kgn (which is the time of the first return
to level ξT ∗gn after T
∗
gn) when the path of the random walk hits a fresh part
of the environment (i.e., a new level on the right of ξT ∗gn ) and its height at
that moment is i∗.
For the fixed value of the parameter m and n ∈ N, let Am,n denote the
event {kgi <∞ for i= 0, . . . , n}. Then, since P is a product measure,
Pµ(Am)≤ Pµ(Am,n+1) =
∑
x∈Z
Pµ
(
Am,n, ξhn = x, inf
j>hn
ξj ≤ x
)
=
∑
x∈Z
EP (P
µ
ω (Am,n, ξhn = x)P
i∗
θxω(χ0 ≤ 0))
=
∑
x∈Z
Pµ(Am,n, ξhn = x)P
i∗(χ0 ≤ 0)
= Pµ(Am,n)P
i∗(χ0 ≤ 0)≤ · · · ≤ [Pi∗(χ0 ≤ 0)]n →
n→∞
0,
where we use the fact that the random variable Pµω (Am,n, ξhn = x) is mea-
surable with respect to σ(ωn :n< x) while P
i∗
θxω(χ0 ≤ 0) is measurable with
respect to σ(ωn :n≥ x). The proof of the lemma is therefore complete. 
Define a probability measure P˜ on (Z×D)Z+ ×Ω by setting
P˜((Xn)n≥0 ∈ ·, ω ∈ ·) = Pi∗((Xn)n≥0 ∈ ·, ω ∈ ·|χ0 > 0).(37)
Note that for any A ∈ σ(Xn :n≥ 0),
P˜(A) =
Pi
∗
(A∩ χ0 > 0)
Pi
∗(χ0 > 0)
=
EP (P
i∗
ω (A∩ χ0 > 0))
EP (P i
∗
ω (χ0 > 0))
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=
EP (πω(i
∗)) ·EP (P i∗ω (A ∩ χ0 > 0))
EP (πω(i∗)) ·EP (P i∗ω (χ0 > 0))
(38)
=
EP (πω(i
∗)P i
∗
ω (A∩ χ0 > 0))
EP (πω(i∗)P i
∗
ω (χ0 > 0))
=
Ppi(A∩ YT0 = i∗ ∩ χ0 > 0)
Ppi(YT0 = i
∗ ∩ χ0 > 0) P
pi(A|YT0 = i∗, χ0 > 0),
where we use the fact that the random vector πω is measurable with re-
spect to σ(ωn :n < 0) while P
i∗
ω (A ∩ χ0 > 0) is measurable with respect to
σ(ωn :n≥ 0).
For k ≥ 0, denote
Gk = σ(ρ1, . . . , ρk,X0, . . . ,Xρk , (ωn)n<ξρk ).
The next proposition is the key to the proof of Theorem 2.4.
Proposition 4.5. Let the conditions of Theorem 2.4 hold. Then,
Pµ((Xρk+n −Xρk)n≥0 ∈ ·, (ωξρk+i)i≥0 ∈ ·|Gk)
(39)
= P˜((Xn)n≥0 ∈ ·, (ωi)i≥0 ∈ ·)
for any µ ∈Md and k ≥ 0.
Corollary 4.6. Under the conditions of Theorem 2.4, random R2-
vectors (ξρ0 , ρ0), (ξρ1 − ξρ0 , ρ1 − ρ0), . . . , (ξρn − ξρn−1 , ρn − ρn−1), . . . are in-
dependent under Pµ for any µ ∈Md. Furthermore, the random vectors (ξρ1−
ξρ0 , ρ1−ρ0), . . . , (ξρn−ξρn−1 , ρn−ρn−1), . . . are distributed under Pµ as (ξρ1 , ρ1)
under P˜.
The proof of the proposition and the corollary is similar to the proof of
Theorem 1.4 in [26] (see also Lemma 3.2.3 in [27]). For the sake of com-
pleteness we outline it here, following the proof in [27], pages 263–264.
First, observe that for any integer numberm≥ k and Gk-measurable random
variable h there exists a random variable hm, measurable with respect to
σ((Xi −X0)i≤Tm , (ωn)n<m), such that hI{ρk=Tm} = hmI{χm>m}. Therefore,
for any measurable sets A⊂ (R2)Z+ and B ⊂ SZ+ we have
Eµ(IA[(Xρk+n −Xρk)n≥0] · IB [(ωξρk+i)i≥0] · h)
=
∑
m≥k
EP (IB[(ωm+i)i≥0] ·Eµω(IA[(XTm+n −XTm)n≥0] · h · I{ρk=Tm}))
=
∑
m≥k
EP (IB[(ωm+i)i≥0] ·Ei∗θmω(IA[(Xn −X0)n≥0] · I{χ0>0}) ·Eµω(hm))
=
∑
m≥k
Ei
∗
(IA[(Xn −X0)n≥0] · IB[(ωi)i≥0] · I{χ0>0}) ·Eµ(hm),
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where we use the Markov property in the second equality and the i.i.d.
structure of the environment in the last one. Substituting A= (R2)Z+ and
B = SZ+ yields
Eµ(h) =
∑
m≥k
Ei
∗
(I{χ0>0}) ·Eµ(hm) = Pi
∗
(χ0 > 0) ·
∑
m≥k
Eµ(hm).
Therefore, we get
Eµ(IA[(Xρk+n −Xρk)n≥0] · IB[(ωξρk+i)i≥0] · h)
= E˜(IA[(Xn −X0)n≥0] · IB[(ωi)i≥0]) ·Eµ(h),
which is equivalent to (39). The corollary follows from (39) by considering
the finite-dimensional distributions and using induction.
The next step toward the proof of Theorem 2.4 is to show that E˜(ρ1)<∞,
where E˜ is the expectation with respect to the measure P˜ defined in (37).
Lemma 4.7. Let the conditions of Theorem 2.4 hold. Then E˜(ρ1)<∞.
Proof. Recall the random variables χn defined in (33) and let ran-
dom numbers λn be defined by the equation ρn = Tλn , n≥ 0. The sequence
(YTn , χn)n∈N is stationary under P
pi, and the definition of λn can be rewrit-
ten on the event {Y0 = i∗, χ0 > 0} as λn = inf{m>λn−1 :YTm = i∗, χm >m}
with λ0 = 0. That is, λn for n > 0 can be viewed as the time of nth re-
turn to the set {i∗}×N by the sequence (YTm , χm−m)m≥0. By Lemma 4.4,
Ppi(YTk = i
∗ and χk > 0 i.o.) = 1. Therefore, by Kac’s recurrence lemma (cf.
Theorem 3.3 in [12], page 348),
E˜(λ1) = E
pi(λ1|YT0 = i∗, χ0 > 0) = 1/Ppi(YT0 = i∗, χ0 > 0)<∞,
where the first equality is due to the identity (38).
On one hand, it follows from Corollary 4.6 that
ρn/n= Tλn/n →n→∞ E˜(ρ1), P˜-a.s.,
and on the other hand, by Lemma 3.2 and Corollary 4.6,
Tλn
n
=
Tλn
λn
· λn
n
→
n→∞
Epi(τ1) · E˜(λ1), P˜-a.s.
Therefore, E˜(ρ1) = E
pi(τ1) · E˜(λ1)<∞ and the proof of the lemma is com-
pleted. 
We are now in the position to complete the proof of Theorem 2.4. The
rest of the proof is similar to that given in [17] and [26] and relies on an
application of the renewal theorem.
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Completion of the Proof of Theorem 2.4. By the ergodic theo-
rem and Proposition 4.1, for any bounded measurable function f :Ω×SD→
R and the Markov chain xn = (θ
ξnω,Yn),
lim
n→∞
1
n
n−1∑
i=0
f(xi) = EQ(f(x0)), Q-a.s.,
where EQ stands for the expectation with respect to the measure Q. By
part (ii) of Proposition 4.1 and (28), the convergence is also Pµ-a.s. Hence,
if limn→∞E
µ(f(xn)) exists it is equal to EQ(f(x0)). Therefore, it suffices to
prove the existence of the limit for arbitrary bounded continuous f.
Let f :Ω×D → R be a bounded continuous function which depends on
finitely many coordinates only, that is, f is measurable with respect to
σ(ωn : |n|<N)⊗SD for some N ∈N. For any i ∈D and n≥ 1, write
Eµ(f(ωn, Yn)) = E
µ(f(ωn, Yn);ρN+1 >n) +E
µ(f(ωn, Yn);ρN+1 ≤ n).
The first term in the right-hand side tends to zero when n goes to infinity.
To evaluate the second term we write
Eµ(f(ωn, Yn;ρN+1 ≤ n))
=
∞∑
i=1
Eµ(f(ωn, Yn);ρi+N ≤ n< ρi+N+1)
=
∑
Eµ(f(θyω, j);ρi+N ≤ n < ρi+N+1, ρi =m,ξρi = x,Xn = (y, j)),
where the last sum is taken over all i,m ∈N, x, y ∈ Z, j ∈D. Note that on the
event {ρi+N ≤ n< ρi+N+1, ρi =m,ξρi = x,Xn = (y, j)}, the random variable
f(θyω, j) is σ(ωz : z ≥ x)-measurable because, by the definition of the random
times ρi,
x= ξρi ≤ ξρi+N −N ≤ y−N.
Therefore, by Proposition 4.5,
Eµ(f(ωn, Yn);ρN+1 ≤ n)
=
∞∑
i=1
∑
m∈N
∑
x,y∈Z
∑
j∈D
Pµ(ρi =m,ξρi = x)
× E˜(f(θy−xω, j);ρN ≤ n−m< ρN+1,Xn−m = (y− x, j))
=
n∑
t=0
Pµ(n− t= ρi for some i ∈N) · E˜(f(ωt, Yt);ρN ≤ t < ρN+1).
By condition C4 and (34), Pi
∗
(ρ1 = 1)> 0. It follows from Corollary 4.6 and
the renewal theorem for arithmetic distributions (cf. [13], Volume II, page
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347) that
Pµ(n− t= ρi for some i ∈N)
= Pµ(n− t− ρ0 = ρi − ρ0 for some i ∈N) →
n→∞
1
E˜(ρ1)
.
Note that by Proposition 4.5, random variable n− t− ρ0 is independent of
the sequence (ρn− ρn−1)n≥1. Therefore, one can first condition on the value
of “delay” ρ0, apply the cited renewal theorem, and then use the bounded
convergence theorem in order to get this result.
By Proposition 4.5 and Lemma 4.7,
∑∞
t=0 P˜(ρN ≤ t < ρN+1) = E˜(ρ1) is
finite. Therefore, the following limit exists and is a finite number:
lim
n→∞
Eµ(f(ωn, Yn);ρN+1 ≤ n)
=
1
E˜(ρ1)
∞∑
t=0
E˜(f(ωt, Yt);ρN ≤ t < ρN+1).
This proves the convergence of Eµ(f(ωn, Yn)) for bounded functions f which
depend on finitely many coordinates only. Since we can assume without loss
of generality that the space Ω×D is compact [because we can consider the
sequence ω˜n = (pn, rn, qn), n ∈ Z, as an environment], the claim for arbitrary
bounded continuous functions follows by a standard argument and we omit
it. This completes the proof of the theorem. 
We conclude this section with the proof of the converse part of Theorem
2.3. The method of the proof of the LLN for ξn with the help of the auxiliary
Markov chain xˆn = (xn, ξn+1 − ξn) goes back to Kozlov [20] while the idea
to use [3], Theorem 1, for the proof that the asymptotic speed of a RWRE
is strictly positive is due to Bre´mont (cf. [7], Theorem 3.5(ii)).
Proposition 4.8. Let Conditions C and D hold and suppose in addition
that there exists a stationary distribution Q0 for the Markov chain xn =
(θξnω,Yn), n≥ 0, which is equivalent to P ⊗{counting measure on D}. Then
v
P
> 0 and Q0 coincides with the measure Q defined in (12).
Proof. Let Q0 denote the joint law of the environment ω and of the
random walk (Xn)n≥0 with ξ0 = 0, induced by the initial distribution Q0
of (ω,Y0) and by the quenched measure Pω on the path space of the ran-
dom walk Xn. By Remark 4.3, the Markov chain xn = (θ
ξnω,Yn), n ≥ 0,
is stationary and ergodic under Q0. Consider now the Markov chain xˆn =
(xn, ξn+1 − ξn), n≥ 0. Using again Lemma 3.5 and the fact that the tran-
sitions of xˆn depend on the position of xn only but not on the value of
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ξn − ξn−1, it is not hard to see that the process (xˆn)n≥0 is stationary and
ergodic under Q0. Therefore, by the ergodic theorem,
ξn
n
=
1
n
n∑
n=1
(ξn − ξn−1) →
n→∞
EQ0(ξ1), Q0-a.s. and P
pi-a.s.,
where EQ0 stands for the expectation with respect to the measure Q0. More-
over, since Xn is transient to the right, EQ0(ξ1)≥ 0. But if EQ0(ξ1) = 0, then
Q0(ξn = 0 i.o.) = 1 by the recurrence theorem for partial sums of a transfor-
mation of stationary and ergodic sequence due to [3]. Since Ppi is equivalent
to Q0, this would imply that P
pi(ξn = 0 i.o.) = 1 as well, and hence contra-
dicts Condition D. Therefore v
P
> 0 and Q0 coincides with Q by Proposition
3.2. 
5. Annealed CLT for uniformly mixing environments. This section is
devoted to the proof of Theorem 2.5. The annealed CLT for ξn is derived
from the corresponding result for the hitting times Tn by using the following
observation.
Lemma 5.1. Let the conditions of Theorem 2.5 hold and assume that
for some µ ∈Md and suitable constants α> 0 and σ > 0, (Tn −αn)/
√
n⇒
N(0, σ2) under Pµ. Then under Pµ, (ξn − α−1n)/
√
n⇒N(0, σ2α−3).
Proof. The proof is similar to that for RWRE on Z (see [18] or [2])
except one point where we need to take into account that the sequence YTn
(i.e., the position of the random walk within the layer n when it visits the
layer first time) is not necessarily stationary under Pµ. For any positive
integers a, b,n we have
{Ta ≥ n} ⊂ {ξn ≤ a} ⊂ {Ta+b ≥ n} ∪
{
inf
i≥Ta+b
ξi − (a+ b)≤−b
}
.(40)
The first inclusion above expresses the fact that ξn ≤ a unless the level a
has been already crossed by the random walk before time n, whereas the
second one tells that if ξn ≤ a but Ta+b < n, then the maximal excursion of
the random walk to the left after Ta+b and before escaping to +∞ is at least
of the length (a+ b)− a= b.
Since Xn is transient to the right and
Pµ
(
inf
i≥Ta+b
ξi ≤ a
)
= EP
(∑
j∈D
P j
θa+bω
(χ0 ≤−b)Pµω (YTa+b = j)
)
≤max
j∈D
Pj(χ0 ≤−b),
the probability of the rightmost event in (40) can be made arbitrarily small
uniformly in n and a by fixing b large.
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It follows from (40) that
Pµ(Ta ≥ n)≤ Pµ(ξn ≤ a)≤ Pµ(Ta+b ≥ n) +max
j∈D
Pj(χ0 ≤−b).(41)
To complete the proof one can set a= a(n) = nv
P
+xv3/2
P
√
n+o(
√
n), x ∈R,
and then pass to the limit in (41) using the limit theorem for Tn, letting
first n and then b go to infinity. The full argument is detailed in [2], page
344, and thus is omitted here. 
In order to show that the CLT holds for Tn we shall apply to Zn = τn−v−1P
the following general central limit theorem for uniformly mixing sequences
(see [12], page 427).
Theorem 5.2. Let (Zn)n∈Z be a stationary random sequence such that
Epi(Z0) = 0 and E
pi(Z20 )<∞. For n ∈N let Fn = σ(Zi : i≥ n), Fn = σ(Zi : i≤
n),
β(n) = sup{Ppi(A|B)− Ppi(A) :A ∈Fn,B ∈ F0,Ppi(B)> 0}(42)
and suppose that
∑∞
n=1
√
β(2n)<∞. If Sn =
∑n
i=1Zi, then Sn/
√
n⇒ σN(0,1),
where
σ2 = Epi(Z21 ) + 2
∞∑
n=2
Epi(Z1Zn).(43)
We note that once the convergence of Sn/
√
n under Ppi is established, the
convergence under Pµ for an arbitrary µ ∈ Md follows from part (c) of
Lemma 3.3 along with assumption (iv) of Theorem 2.5. Indeed, for any m>
0, (Tn−nv−1P )/
√
n⇒ σN(0,1) if and only if (Tn−Tm− (n−m)v−1P )/
√
n⇒
σN(0,1), and the distribution functions of (Tn−Tm−(n−m)v−1P )/
√
n under
Ppi and Pµ differ by a factor which is o(1) asm→∞. Namely, letting Rm,n :=
Tn − Tm − (n−m)v−1P , we have
|Pµ(Rm,n/
√
n≤ x)− Ppi(Rm,n/
√
n≤ x)|
≤
∑
i∈D
EP (|Pµω (Ym = i)−P piω (Ym = i)| · P iω(R0,m−n/
√
n≤ x))
≤ d ·EP (c0 · · · cmP iω(R0,m−n/
√
n≤ x))≤ d ·EP (c0 · · · cm).
Taking m to infinity completes the proof of the claim.
Therefore, in order to prove Theorem 2.5 it suffices to check that the
second moment condition and the mixing condition of Theorem 5.2 hold for
Zn = τn − vP , and that the limiting variance σ2 defined in (43) is strictly
positive under the conditions of Theorem 2.5.
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The next proposition shows that the sequence τn−vP is uniformly mixing
under Ppi with a mixing rate fast enough to apply the general CLT. In
the case of one-dimensional RWRE closely related results can be found in
[21] (cf. Lemma 4) and [27] (cf. Lemma 2.1.10). The proof for RWRE on
strips is more involved but is based on essentially the same idea. Namely,
it holds with a large probability that infi≥Tm+n ξi ≥m + n/2, that is, the
σ-fields Fm and Fm+n are essentially well separated enabling the use of
the mixing properties of the environment. Note that by part (iii) of Lemma
3.3, Pω(YTm+n = j|YTm = i)≈ πθn+mω(j) uniformly on i, j ∈D and m≥ 0 for
large n, that is, the random walk “forgets” its starting position Y0.
Proposition 5.3. Let the conditions of Theorem 2.5 hold and let Zn =
τn − vP , n ∈ N. Then
∑∞
n=1
√
β(n)<∞ where the mixing coefficients β(n)
are defined in (42).
Proof. For m ∈N and n ∈N∪ {∞} let T nm denote (Zi)ni=m. For n,m ∈
N, measurable events A,B and µ ∈Md, write
Pµ(T ∞m+3n+1 ∈A|T m1 ∈B)
=
1
Pµ(T m1 ∈B)
·EP
(∑
i∈D
P iω(T ∞m+3n+1 ∈A∩ T m1 ∈B)µω(i)
)
=
(
EP
(∑
i∈D
Pω(T ∞m+3n+1 ∈A|T m1 ∈B,X0 = (0, i))(44)
× P iω(T m1 ∈B)µω(i)
))
× [Pµ(T m1 ∈B)]−1
and
Pω(T ∞m+3n+1 ∈A|T m1 ∈B,X0 = (0, i))
=
∑
j∈D
Pω(T ∞m+3n=1 ∈A|YTm = j) · Pω(YTm = j|T m1 ∈B,X0 = (0, i))(45)
=
∑
j∈D
P jθmω(T ∞3n+1 ∈A) · Pω(YTm = j|T m1 ∈B,X0 = (0, i)).
Next, P jθmω(T ∞3n+1 ∈A) =
∑
k∈D P
j
θmω(YT3n = k) ·P kθm+3nω(T ∞1 ∈A), and, us-
ing the notation of Lemma 3.3, we have P -a.s.,
|P jθmω(YT3n = k)− πm+3n(j, k)| ≤ cmcm+1 · · · cm+3n−1, j, k ∈D.
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Therefore, with probability 1, we have for all j ∈D,
|P jθmω(T ∞3n+1 ∈A)−P
pi
θm+3nω
θm+3nω (T ∞1 ∈A)| ≤ dcmcm+1 · · · cm+3n−1,
and hence, by using (45), P -a.s. for any i ∈D,
|Pω(T ∞m+3n+1 ∈A|T m1 ∈B,X0 = (0, i))− P piθm+3nωθm+3nω (T ∞1 ∈A)|
≤ dcm · · · cm+3n−1.
By (44) this implies that∣∣∣∣Pµ(T ∞m+3n+1 ∈A|T m1 ∈B)− EP (P piθm+3nωθm+3nω (T ∞1 ∈A)Pµω (T m1 ∈B))Pµ(T m1 ∈B)
∣∣∣∣
(46)
≤ d
2
Pµ(T m1 ∈B)
·EP (cm · · · cm+3n−1Pµω (T m1 ∈B)).
We next show that the rightmost expression in (46) decays (as function of
n) at least as ϕ(n) [defined on (13)] with an exponentially small correction
term, that is, there exist constants K1 > 0 and K2 > 0 such that for all
m ∈N,
1
Pµ(T m1 ∈B)
·EP (cm · · · cm+3n−1Pµω (T m1 ∈B))
(47)
<ϕ(n) +K1e
−K2n.
Note that cn = 1−maxi∈Dminj∈D ηn(i, j) is a function of (ωk)k≤n and there-
fore we cannot use the mixing property of the environment directly in order
to separate cm · · · cm+3n−1 and Pµω (T m1 ∈B). Rather, we shall approximate
ci by some functions measurable with respect to the σ-algebra generated by
a finite interval of the environment.
Define for k ∈ N, n ∈ Z and i, j ∈ D the following functions of the envi-
ronment ω:
fn,k(i) = Pω(χ0 ≤ n− k|X0 = (n, i)),
ηn,k(i, j) = Pω(YT1 = j,χ0 > n− k|X0 = (n, i)),
(48)
cn,k = 1−max
i∈D
min
j∈D
ηn,k(i, j),
η−n (i, j) = P
i
θnω(YT−1 = j).
The numbers cn,k approximate cn and, in contrast to the latter, are mea-
surable with respect to a σ-algebra generated by a finite interval of the
environment [namely, w.r.t. σ(ωi :n− k+ 1≤ i≤ n)]. The quantity η−n (i, j)
is the probability that the walk starting at site (n, i) reaches the layer n− 1
at point (n− 1, j). Note that P -a.s.,
cn ≤ cn,k ≤ cn +max
i∈D
fn,k(i)≤ cn + ‖η−n · · ·η−n−k+1‖.
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In particular this implies that for k,m,n ∈N,
m+n∏
i=m
ci,k −
m+n∏
i=m
ci
≤
(
cm,k
m+n∏
i=m+1
ci,k − cm,k
m+n∏
i=m+1
ci
)
+
(
cm,k
m+n∏
i=m+1
ci − cm
m+n∏
i=m+1
ci
)
(49)
≤
(
m+n∏
i=m+1
ci,k −
m+n∏
i=m+1
ci
)
+ (cm,k − cm)≤ · · ·
≤
n+m∑
i=m
‖η−i · · ·η−i−k+1‖.
We need the following lemma.
Lemma 5.4. Let the conditions of Theorem 2.5 hold. Then, there exist
constants K3 > 0 and K4 > 0 such that
EP
(
max
i∈D
P iω(ξk =−n for some k ∈N)
)
=EP (‖η−0 · · ·η−−n+1‖)≤K3e−K4n, n ∈N.
Proof. By Chebyshev’s inequality and inequality (30), we have for all
n ∈N,
EP (‖η−0 · · ·η−−n+1‖)≤EP (‖Mn,0‖)
≤EP (‖a0a−1 · · ·a−n+2a−n+1(1+ u−n)‖),
where the random vectors Mn,0 and un are defined in (29) and (17), respec-
tively.
Therefore, by the Cauchy–Schwarz inequality,
EP (‖η−0 · · ·η−−n+1‖)≤
√
EP (‖a0a−1 · · ·a−n+1‖2)EP (‖1+ u−n‖2).
Using the notation introduced in the proof of Lemma 3.6,
EP (‖u−n‖2)
EP (‖y−n+1 + η−ny−n+2+ η−nη−n+1y−n+3 + · · ·+ η−n · · ·η−1y1‖2)(50)
≤EP ([‖y−n+1‖+ ‖y−n+2‖+ · · ·+ ‖y1‖]2)≤ (n+1)EP (‖y0‖2),
where in the last step we use the fact that the sequence (yn)n≤0 is stationary
in virtue of (21). In fact, similarly to (22), we have yn = bn + anbn−1 +
anan−1bn−2+ · · · .
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Finally, using (22), Minkowski’s inequality and the bound (10) for ‖bn‖,
we get
[EP (‖y0‖2)]1/2 ≤ [EP (‖b0‖2)]1/2 +
∞∑
n=1
[EP (‖a0 · · ·a−n+1b−n‖2)]1/2
(51)
≤ 1/ǫ ·
(
1 +
∞∑
n=1
[EP (‖a0 · · ·a−n+1‖2)]1/2
)
.
The proof of the lemma is complete in view of assumption (ii) of Theorem
2.5. 
Coming back now to the rightmost expression of (46) we get, using the
mixing and the translation invariance properties of the environment together
with (49),
1
Pµ(T m1 ∈B)
·EP (cm · · · cm+3n−1Pµω (T m1 ∈B))
≤ 1
Pµ(T m1 ∈B)
·EP (cm+2n,n · · · cm+3n−1,nPµω (T m1 ∈B))
(52)
≤EP (cm+2n,n · · · cm+3n−1,n) +ϕ(n)
≤EP (c0 · · · cn−1) + nEP (‖η−0 · · ·η−−n+1‖) + ϕ(n),
where the mixing coefficients ϕ(n) are defined in (13). This proves (47) in
virtue of assumption (iv) of Theorem 2.5 and Lemma 5.4.
The last step of the proof is to show that there exist constants K5 > 0
and K6 > 0 such that for all m ∈N,
G(A,B) :=
∣∣∣∣EP (P piθm+3nωθm+3nω (T ∞1 ∈A)Pµω (T m1 ∈B))Pµ(T m1 ∈B) − Ppi(T ∞1 ∈A)
∣∣∣∣
(53)
<K5e
−K6n.
This estimate combined together with (46) and (47) yields the claim of the
lemma.
In order to prove the exponential upper bound for G(A,B) we shall
first approximate P iθm+3nω(T ∞1 ∈A) by P iθm+3nω(T ∞1 ∈A,χm+3n >m+n)+
P iθm+3nω(χm+3n ≤m+n) where the random variables χn are defined in (33).
Note that both the summands in the approximation term are measurable
with respect to σ(ωi : i≥m+ n). Furthermore, for any i ∈D and n ∈ N we
have P -a.s.,
P iω(T ∞1 ∈A)−P iω(T ∞1 ∈A,χ0 >−n)≤ P iω(χ0 ≤−n)
(54)
= η−0 · · ·η−−n1(i).
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Next, we shall approximate πθm+3nω by
πθm+3nω,n := e1η2n,n · · ·η3n−1,n,
where the random matrices ηn,k are defined in (48). For any n ∈N we have
‖πω − πω,n‖
≤ ‖πω − e1η−n · · ·η−1‖+ ‖e1η−n · · ·η−1 − e1η−n,n · · ·η−1,n‖
(55)
≤ c−n · · · c−1 +
n∑
i=1
‖η−i − η−i,n‖
≤ c−n · · · c−1 +
n∑
i=1
‖η−−i · · ·η−−i−n+1‖,
where in the last but one step we use Lemma 3.3 in order to bound the first
term and the iteration argument similar to the one leading to (49) in order
to bound the second one.
It follows from (54) and (55) that
0≤ P piω (T ∞1 ∈A)−
d∑
i=1
πω,n(i)P
i
ω(T ∞1 ∈A,χ0 ≥m+ 2n)
=
d∑
i=1
(πω(i)− πω,n(i))P iω(T ∞1 ∈A)
(56)
+
d∑
i=1
πω,n(i)(P
i
ω(T ∞1 ∈A)−P iω(T ∞1 ∈A,χ0 ≥m+ 2n))
≤ d
[
c−n · · · c−1 +
n∑
i=1
‖η−i − η−i,n‖+ ‖η−0 · · ·η−−n‖
]
.
Therefore, using (47) and Lemma 30, we obtain that the following inequality
holds with suitable constants K7,K8 and K9:
G(A,B)
≤
∣∣∣∣EP (
∑d
i=1 πθm+3nω,n(i)P
i
θm+3nω(T ∞1 ∈A)Pµω (T m1 ∈B))
Pµ(T m1 ∈B)
− Ppi(T ∞1 ∈A)
∣∣∣∣
+K7ϕ(n) +K8e
−K9n
≤ Ppi(T ∞1 ∈A)−EP
(
d∑
i=1
πω,n(i)P
i
ω(T ∞1 ∈A,χ0 ≥−n)
)
+ (K7 +1)ϕ(n) +K8e
−K9n,
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which proves (53) in view of (56). The proof of Proposition 5.3 is thus
complete. 
The next lemma shows that Epi(τ21 )<∞ under the conditions of Theorem
2.5.
Lemma 5.5. Let the conditions of Theorem 2.5 hold. Then Epi(τ21 )<∞.
Proof. Consider the RWRE (Xk)k≥0 with X0 = (n, i), where n≤ 0 and
i ∈D. Taking the square in both sides of identity (18) yields
τ21 = 1+
∑
k∈{−1,0,1}
∑
j∈D
I{ξ1=n+k,Y1=j}(τ˜1 + 2τ˜1).
Recall the vectors un defined in (17). Taking in the last identity quenched
expectations and using the notation win = Eω(T
2
1 |X0 = (n, i)) and wn =
(w1n, . . . ,w
d
n), we obtain
wn = 1+ qnwn−1 + rnwn + pnwn+1 +2qnun−1 +2rnun + 2pnun+1
(57)
= qnwn−1 + rnwn + pnwn+1 + 2un − 1.
Let z1 :=w0 and for n≤ 0, zn :=wn−1 − ηn−1wn using the convention that
∞−∞=∞. Substituting wn−1 = zn + ηn−1wn in (57) we obtain, similarly
to (21) and (22),
zn+1 = γn(2un − 1) + anzn, n≥ 0,
and
w0 = z1 = γ0(2u0 − 1) +
∞∑
n=1
a0a−1 · · ·a−n+1γ−n(2u−n − 1).
To complete the proof it suffices to show that there are positive constants
K5 > 0 and K6 > 0 such that for any n≥ 0,
EP (‖a0a−1 · · ·a−n+1γ−nu−n‖)≤K5e−K6n.(58)
Toward this end we first observe that
EP (‖a0a−1 · · ·a−n+1γ−nun‖)
≤EP (‖a0a−1 · · ·a−n+1‖ · ‖u−n‖)
≤ [EP (‖a0a−1 · · ·a−n+1‖2)]1/2 · [EP (‖u−n‖2)]1/2.
The estimate (58) with suitable constants K5 and K6 follows now from
inequalities (50) and (51) together with assumption (ii) of Theorem 2.5.
This completes the proof of the lemma. 
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To conclude the proof of Theorem 2.5 it remains to show that σ2 defined
in (43) is strictly positive for Zn = τn − v−1P . To this end, we shall use a
representation of σ2 as a sum of a “quenched” and an “annealed” contri-
butions and will show that the “annealed” term must be strictly positive.
Similar methods of estimating the limiting variance have been employed, for
instance, in [7] (see Theorem 4.3 and especially (26) there) and [24] (see the
proof of Lemma 3.4). In the case of the strip model, as it is first observed
in [15], it is convenient to think that the “annealed” fluctuations are due
both to the randomness of the environment ω and to the randomness of the
sequence (YTn)n≥1.
Define for n≥ 0 and i, j ∈D,
ui,jn (ω) =Eω(τ1|X0 = (n, i), Yτ1 = j)− v−1P ,
and observe that, since the random variables τn are independent under the
conditional measure Pω(·|(YTn)n≥0),
σ2 = Epi((τ1 − v−1P )2) + 2
∞∑
n=1
Epi(u
Y0,YT1
1 (ω)u
YTn ,YTn+1
n (ω))
= Epi(τ21 )− Epi[(Eω(τ1|X0 = (n, i), Yτ1 = j))2]
+Epi[(u
Y0,YT1
1 (ω))
2] + 2
∞∑
n=2
Epi(u
Y0,YT1
1 (ω)u
YTn ,YTn+1
n (ω)).
It follows that σ2 > 0 because Lemma 20.3 in [4], page 172, implies that
Epi[(u
Y0,YT1
1 (ω))
2] + 2
∞∑
n=2
Epi(u
Y0,YT1
1 (ω)u
YTn ,YTn+1
n (ω))
= lim
n→∞
1
n
Epi
[(
n∑
i=1
u
YTn ,YTn+1
n (ω)
)2]
≥ 0,
while Jensen’s inequality together with the first inequality in (5) imply that
Epi(τ21 )− Epi[(Eω(τ1|X0 = (n, i), Yτ1 = j))2]> 0.
The proof of Theorem 2.5 is complete.
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