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Abstract— For many applications, robots will need to be
incrementally trained to recognize the specific objects needed
for an application. This paper presents a practical system for
incrementally training a robot to recognize different object
categories using only a small set of visual examples provided
by a human. The paper uses a recently developed state-of-the-
art method for few-shot incremental learning of objects. After
learning the object classes incrementally, the robot performs a
table cleaning task organizing objects into categories specified
by the human. We also demonstrate the system’s ability to
learn arrangements of objects and predict missing or incorrectly
placed objects. Experimental evaluations demonstrate that our
approach achieves nearly the same performance as a system
trained with all examples at one time (batch training), which
constitutes a theoretical upper bound.
I. INTRODUCTION
We seek to develop a practical system that would allow
a novice human to teach a robot about different object
categories incrementally using only a small set of visual
examples provided by the person. Imagine, for example, a
domestic robot tasked with locating and organizing house-
hold items. We would like for this robot to be trained on
what items it should organize by its non-expert owner and
recognize that the items to be organized might change over
time. Although it could be possible to train the system on
an enormous corpus of data containing a vast number of
objects, hoping that all of the objects that the robot will one
day be asked to organize will be in the dataset, this approach
seems destined for failure. Ideally, the robot should be taught
about important objects incrementally, and, because people
will demand quick results, from only a few examples. This
paper contributes a step towards such a system.
Deep learning has achieved remarkable success recogniz-
ing objects [1]. Yet, to train a deep neural network data must
be presented as a batch [2]. Attempts to create deep models
that learn incrementally have been hindered by a problem
known as catastrophic forgetting [2]. Catastrophic forgetting
occurs when incrementally training a system to recognize
new classes, the system forgets the previously learned classes
and the overall classification accuracy decreases. To over-
come this problem, some systems have been developed for
incremental learning [3], [4]. An object incremental learner
is used to classify objects but is trained on only a limited
number of classes per increment. While training on a new
increment, the training data for the previously learned classes
is not available to the learner during the current increment. In
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order to test the accuracy of incremental learner, the classifier
is tested on the complete test set of all the classes learned so
far. Hence on a robot, the purpose of incremental learning is
to allow the robot to be continuously trained over its opera-
tional lifetime. Most incremental learning methods [3], [4],
however, avoid catastrophic forgetting by storing a portion of
the training data from the earlier learned classes which makes
them impractical on robots which usually have a limited
amount of on-board memory available. Furthermore, current
methods for incremental learning require a large amount of
training data and are thus not suitable for training by a non-
expert, likely impatient, human owner.
This paper builds from our prior research on incremental
learning [5] by evaluating a practical application of few-shot
incremental learning in which a robot is taught novel object
classes incrementally using a small set of visual examples
provided by a human. An n-shot incremental learner (where
n is usually 1,5, or 10) recognizes objects but is only trained
on n examples per class for k classes per increment. We use
our centroid-based concept learning (CBCL) approach pro-
posed in [5], [6] which achieves state-of-the-art performance
on incremental learning and scene classification benchmarks
and can be used for few-shot incremental learning of objects
for a table cleaning task. First, the robot is taught classes of
objects to clear from a few examples provided by a human
incrementally. The robot then identifies objects belonging
to the trained classes from a clutter of objects on the table
and organizes the objects by type. We also demonstrate the
system’s ability to learn different object arrangements as
semantic concepts. For example, a fork, plate and a spoon
can be described as a dinner table setting. After learning
the object classes incrementally from the examples provided
by the human, the robot then uses the object’s location
and incremental classification to learn about the object-
arrangements from a single example provided by the human.
The robot can then recognize missing or wrong objects in
different object arrangements.
The remainder of the paper is organized as follows: Sec-
tion II reviews the related work including prior incremental
learning approaches and robotic applications. Section III
describes our complete architecture for few-shot incremental
learning on a robot. Section IV presents empirical evaluations
of the system. Finally, Section V offers conclusions and
directions for future research.
II. RELATED WORK
The related work is divided into two categories: computer
vision approaches to incremental learning and robotics ap-
plications of incremental learning for object classification.
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A. Incremental Learning for Computer Vision
Early approaches to incremental learning use a fixed length
feature extractor which takes images as input and generates
a vector of image features. One of the early approaches
for incremental learning used a Nearest Class Mean (NCM)
classifier, which computes the mean of the feature vectors for
the training images and uses the closest mean feature vector
for classification of an unlabeled image [7]. Our approach is
broadly related to this idea, yet, as will be discussed below,
with many refined details.
More recent incremental learning methods rely on storing
a fraction of old class data when learning a set of new
classes [3], [4]. iCaRL [3] is one of the first methods
proposed for incremental learning that combines knowledge
distillation [8] and NCM (Nearest Class Mean) classifier for
incremental learning. Knowledge distillation uses a distilla-
tion loss term that forces the labels of the training data of
previously learned classes to remain the same when learning
new classes. iCaRL uses the old class data while learning a
representation for new classes and uses the NCM classifier
for classification of the old and new classes. EEIL [4]
improves iCaRL with an end-to-end learning approach. The
main issue with these prior approaches is the need to store
old class data which is not practical when the memory
budget is limited. To avoid storage of real samples, some
approaches use generative-memory and regenerate samples
of old classes using GANs or autoencoders [9], [10], [11],
however the performance of these approaches is generally
inferior to approaches that store real images. Moreover, one
issue with all these prior incremental learning approaches is
that they require a large amount of training data. Hence using
these methods for a few-shot incremental learning problem
results in extremely poor accuracy.
B. Incremental Learning Applications in Robotics
For many real world robotics applications, it will be im-
practical for a novice human teacher to provide hundreds
of examples for each incremental class the robot needs to
learn. Nevertheless, people will need to incrementally train
their robots. Research has considered methods for few-shot
learning [12] but these approaches have, for the most part,
only been tested on image datasets like CIFAR-10 [13].
Most of these methods also require that the complete dataset,
including all of the classes to be learned, is available as a
single batch.
Incremental learning of novel object classes by a robot
has been attempted in the past. Ude et al. uses handcrafted
visual features to represent objects that are placed in a
robot’s hands to get different views of the objects [14].
This approach, however, uses the feature vectors of all new
and old classes for training, hence storing old training data
and then further evaluates the success of their system on
the training data. Valipour et al. presented a method to
incrementally learn objects on a robot from interaction with a
human [15]. They train a portion of a pre-trained CNN when
learning new classes of objects from examples provided by
a human teacher. Turkoglu et al. offer another deep learning
Fig. 1: Overall architecture of our approach. The robot learns new
object classes incrementally using CBCL. The task planning module
takes bounding boxes from the localization module and class labels
from CBCL to move objects. The semantic object arrangements
module also takes the bounding boxes and class labels to learn
novel object arrangement concepts.
approach for learning objects incrementally using mobile
robots [16]. They also use prior class data when learning
new classes which limits the usefulness of this approach for
realistic applications. Another deep learning approach [17]
uses random forests to incrementally learn object classes but
they do not test their approach on a real robot. Further, their
approach requires the complete training set of each class
and cannot be applied for few-shot incremental learning. An
extension of [15] is presented in [18] for incremental object
learning for a robot using a combination of a pre-trained
feature extractor and NCM classifier which has been shown
to be significantly inferior to other incremental learning
approaches [3], [5].
The problems with these prior methods are: 1) That the in-
cremental learning algorithms ([16], [18]) are not compared
to other state-of-the-art methods ([3], [4]) or on benchmark
datasets ; 2) Most of these approaches train the robot on an
object class and then use the same object that was used for
training in the test phase, which positively skews the results
and limits real world applicability ([15], [18]); 3) Most of the
approaches incrementally learn a very small number of new
object classes (10 or fewer) using a robot, which, because
of the small number of classes, does not exhibit catastrophic
forgetting [15], [16], [18] (as shown in Section IV). The
real challenge of incremental learning arises when learning
a larger set of classes and when there is no overlap between
the test and training sets. Moreover, the robotics community
would benefit from an evaluation that provides quantitative
metrics for comparison with future systems.
III. INCREMENTAL LEARNING IN A FEW-SHOTS
ON A ROBOT
Figure 1 presents the overall architecture for this work. The
system can learn new object classes from only a few visual
examples (5 or 10) provided by a human. The architecture
consists of an incremental learning module which uses our
recently developed algorithm called Centroid-Based Concept
Learning (CBCL) [5], a localization module, task planning
module, and semantic arrangements module.
As input our system requests examples of object classes
from a person. A simple text-based interaction module was
Fig. 2: For every new object class, the ResNet-50 feature extractor
generates the CNN features of all the training images belonging
to the object class and generates a set of centroids using Agg-
Var clustering algorithm, concatenates them with the centroids of
previously learned classes and uses the complete set of centroids
for classifying unlabeled test images
designed to let the human teach the robot new object classes.
When the person starts the teaching phase the robot waits
for the person to show an example of the chosen object. The
object is placed in front of the robot’s hand camera and it
captures an image of the object. Once images of an object
have been collected, the CBCL algorithm is used to train a
classifier to recognize the object.
It should be noted that a human could have also taught
the robot a new object by simply holding the object in their
hand and allowing the robot to record different poses of the
object. But this violates the spirit of few-shot learning since
the video of an object may include hundreds or thousands of
images to serve as training examples. Moreover, there may be
some applications where the robot only has limited access to
observe and learn about an object. Our approach also works
with videos but we choose to evaluate the system as a true
few-shot learning system.
A. Centroid-Based Concept Learning (CBCL)
CBCL is a recently developed state-of-the-art method for
incremental learning [5]. CBCL has also been shown to learn
objects from only a few examples whereas prior state-of-
the-art methods require a large amount of training data, its
memory footprint does not grow dramatically as it learns
new classes, and its learning time is faster than the other,
mostly deep learning, methods.
Figure 2 depicts the architecture for CBCL. It is composed
of three modules: 1) a feature extractor, 2) Agg-Var cluster-
ing, and 3) a weighted voting scheme for classification of
unlabeled images. In the learning phase, once the human
provides the robot with the training examples for a new
class, the first step in CBCL is the generation of feature
vectors from the images of the new class using a fixed feature
extractor. In this paper, we use ResNet-50 [1] pre-trained on
ImageNet [19] as the feature extractor.
Next, for each new image class 1 ≤ y ≤ N , CBCL clusters
all of the training images in the class provided by the human.
Agg-Var clustering begins by creating one centroid from the
first image in the training set of class y. Next, for each image
in the training set of the class, feature vector xyi (for the
ithe image) is generated and compared using the euclidean
distance to all the centroids for the class y. If the distance
of xyi to the closest centroid is below a pre-defined distance
threshold D, the closest centroid is updated by calculating a
weighted mean of the centroid and the feature vector xyi . If
the distance between the ith image and the closest centroid
is greater than the distance threshold D, a new centroid is
created for class y and equated to the feature vector xyi of
the ith image.
The result of this process is a collection containing a
set of centroids for the class y, Cy = {cy1, ..., cyN∗y }, where
N∗y is the number of centroids for class y. This process is
applied to the sample set Xy of each class incrementally
once they become available to get a collection of centroids
C = C1, C2, ..., CN for all N classes in a dataset. It should
also be noted that Agg-Var calculates the centroids for each
class separately. Thus, CBCL’s performance is not strongly
impacted when the classes are presented incrementally.
During the testing phase, to predict the label y∗ of a test
image, CBCL uses the feature extractor to generate a feature
vector x. Next, Euclidean distance is calculated between x
and the centroids of all the classes observed so far. Based
on the calculated distances, the n closest centroids to the
unlabeled image are selected. The contribution of each of the
n closest centroids to the determination of the test image’s
class is a conditional summation:
Pred(y) =
n∑
j=1
1
dist(x, cj)
[yj = y] (1)
where Pred(y) is the prediction weight of class y, yj is
category label of jth closest centroid cj and dist(x, cj) is
the Euclidean distance between cj and the feature vector x
of the test image. The test image is assigned the class label
with the highest prediction weight.
B. Object Localization
This paper demonstrates few-shot incremental learning on a
domestic cleaning task. For this task, multiple objects are
present on a table in front of the robot. The robot must
recognize and organize the objects by class. In order to
perform this task the robot must first localize these objects.
We use the RetinaNet [20] for object localization. This
network proposes image regions likely to contain objects.
After passing the image through the RetinaNet, the bounding
boxes identified by the network are sent to the incremental
classification module (Subsection III-A) for object recogni-
tion. The locations of bounding boxes are also passed on
to the task planning (Subsection III-C) and semantic object
arrangements modules (Subsection III-D).
C. Task Planning Module
The task planning module takes the location of the object
from the localization module and the class label of the object
from CBCL. The module then moves the object classes
specified by the human to a pre-defined location on the table.
During testing, the robot has a cluttered mess of objects
present on a table in front of it. These objects may belong
to either a previously learned class or an unknown class.
The human then asks the robot to move objects belonging
to a particular class or multiple classes from the table. For
example, ”Clean all the toothbrushes from the table.” The
robot then uses the object localization and CBCL modules
to localize and recognize the desired objects specified by
the human. It then uses the suction gripper on its arm to
pickup and move the desired objects from the table to the
pre-defined location.
D. Semantic Object Arrangements Module
The robot can also learn object arrangements using a single
training example provided by the human. When a new set
of objects is presented, the robot utilizes the localization and
classification modules to get the locations and labels of the
objects and stores this information in the form of a centroid
(different from the centroids of object classes generated by
CBCL). After learning different object arrangements, the
robot can then further predict the arrangement of a collection
of objects. For example, in the test phase if a couple of
objects are presented to the robot, it can use the localization
and classification modules to predict the locations and labels
of the objects to create an object arrangement feature vector.
Next, the closest object arrangement centroid to the test fea-
ture vector is used to identify the closest object arrangement
centroid and to predict if an object is missing or wrong in
the test arrangement.
IV. EXPERIMENTS
We evaluate our method for 5-shot and 10-shot incremental
learning using the Baxter robot manufactured by Rethink
robotics. In the sections below we present the implementation
details for our experiments and evaluate our approach on
5-shot and 10-shot incremental learning by comparing it
to other methods. We then demonstrate our method on a
domestic cleaning application. Finally, we show that the
robot can further learn higher level semantic concepts related
to combination of objects and then predict about unknown
situations.
A. Implementation Details
The Keras deep learning framework [21] was used to im-
plement the neural network models. An Nvidia 1070 RTX
GPU was used for all feature extraction and training. All of
the input images were resized to 256 × 256 and randomly
cropped to 224×224 as the input to the network. ResNet-50
pre-trained on Imagenet was used as a feature extractor for
CBCL and other methods.
The first experiment compares our method for few-shot
incremental learning to Few-shot Learning Baseline (FLB)
and Fine-Tuning (FT) which were trained for 100 epochs
in each increment using a fixed learning rate of 0.001 and
cross-entropy loss with minibatches of size 8 optimized using
stochastic gradient descent. For CBCL, for each batch of new
classes, the hyper-parameters D (distance threshold) and n
(number of closest centroids used for classification) were
Fig. 3: Some example images of object classes toothpaste and hair
clip learned by the robot using the camera in the robot’s hand.
tuned using cross-validation. Only the previously learned
centroids and the training data for the new classes were used
for hyper-parameter tuning.
B. Few-shot Incremental Object Classification Experiment
This experiment evaluates the accuracy of CBCL on a robot
and verifies the robot’s ability to learn to recognize new
objects incrementally using only a few examples (5 or
10) provided by a person. This experiment only uses the
CBCL portion of the architecture in Figure 1. Subsequent
experiments utilize additional portions of the architecture.
A total of 22 object classes were used for this experiment.
Common household items were chosen. Figure 3 shows some
examples of the object classes toothpaste and hair clip. For
each object class, 15 different representative objects were
purchased. Two different poses were used for each of the
15 objects per class, hence for each object class we had a
total of 30 images. The robot was trained on one or two
different randomly chosen classes per increment. During
training, at each increment the robot was presented with
2 images of 15 objects for 2 classes; we also test with
one class per increment. For 5-shot and 10-shot incremental
learning settings, 5 and 10 images (out of the 30) were
used as training images, respectively, and the rest were used
as test images. As shown in Figure 3, the training and
test images are realistic and not idealized. The background
of the objects is not perfect since the table has several
discolorations and some of the object sizes are rather small.
Moreover, the lighting conditions are not ideal and some
objects are transparent.
CBCL was compared to two other methods: Fine-Tuning
(FT) and a Few-shot Learning Baseline (FLB). The features
from the pre-trained ResNet-50 neural network were used for
both methods. For both of the methods, ResNet features were
passed to a linear layer which was trained using a softmax
loss (Figure 5). This procedure follows the prior few-shot
learning research [22]. FT simply uses the linear layer trained
Fig. 4: Comparison of CBCL to the Few-shot Learning Baseline (upper bound) and Fine-Tuning (FT) for 5-shot and 10-shot incremental
learning in terms of classification accuracy (%). (a) and (b) show results for 5-shot and 10-shot incremental learning with 1 class per
increment, while (c) and (d) show results for 5-shot and 10-shot incremental learning with 2 classes per increment. Mean and standard
deviations of the classification accuracy is reported for each increment with 10 executions. Average incremental accuracy is shown in
brackets for each method.
Fig. 5: Few-shot Learning Baseline (FLB) architecture
on the previous classes and adapts it to the incoming classes
from the new increment. FLB trains the final linear layer
using softmax loss on the complete training set of all the
new and old classes in each increment. In other words, FLB
does not learn incrementally. Rather, it represents the upper
bound for the classification accuracy at each increment. This
experiment was conducted over ten rounds in which the
ordering of the classes presented to the robot during each
increment was random. The selection of the training and
test images for each class was also randomized. Average
accuracies over all ten rounds are presented as results.
Figure 4 compares CBCL against the two methods for the
5-shot and 10-shot incremental learning experiments with 1
and 2 classes per increment. For the first increment there
is no catastophic forgetting so all the methods perform the
same. For the rest of the increments, CBCL outperforms FT
by significant margins and the difference in classification
accuracy between the two methods increases as the number
of classes increase for 5-shot and 10-shot cases with both 1
and 2 classes per increment. For FT, catastrophic forgetting
(described in the introduction) causes the dramatic decrease
in accuracy. Furthermore, as expected, catastrophic forgetting
for FT is greater when learning 1 class per increment than
when learning 2 classes per increment.
FLB, as a theoretical upperbound, generates the best
results at each increment for all cases because it uses
the training data of all the classes. In terms of average
incremental accuracy, CBCL is only 0.28% and 1.0% lower
than the FLB (the theoretical upper bound) for 5-shot and
10-shot incremental learning with one class per increment.
For 2 classes per increment, for the first 5 increments CBCL
and FLB have the same performance for both 5-shot and 10-
shot incremental learning (Figure 4 (c) and (d)). For the next
6 increments CBCL’s accuracy is only slightly lower than the
baseline (within 1%) for both 5-shot and 10-shot incremental
learning. In terms of average incremental accuracy, CBCL is
only 0.61% and 1.09% lower than FLB for 5-shot and 10-
shot incremental learning experiments, respectively.
The results indicate that our method’s performance is al-
most as good as a neural network baseline trained with all of
the classes’ training data in one batch. CBCL’s performance
is closer to the FLB upperbound when using one class per
increment. Moreover, CBCL’s performance is also closer to
the upperbound for 5-shot incremental learning. This may
suggest that CBCL is best suited for incremental learning
situations where data is scarce.
During the teaching phase, the time required to collect a
single object image by the robot takes only ∼ 2 seconds
and the time required to extract features for the image takes
about 10 seconds. In the learning phase, the time required
to learn a set of centroids for a new batch of classes takes
around 1 second. During prediction phase, time required to
extract the features and predict the label of a test image takes
11 seconds (10 seconds for feature extraction and 1 second
for prediction).
C. Table Cleaning Experiment
A robot cleaning task is presented as a practical demon-
stration of our method for few-shot incremental learning
approach. For this experiment, a robot is taught new object
classes in a few-shot incremental learning setting using the
architecture in Figure 1. This experiment uses the CBCL,
localization, and task planning modules. After teaching the
robot a set of objects in each increment we asked it to clean
a specific object class from a clutter of objects on the table.
The objects on the table were from any class, already learned
or unknown to the robot. As depicted in the architecture the
first step is for the robot to localize the objects. Next the
robot crops the bounding boxes of the objects and pass them
to CBCL for classification. After finding the object labels, it
then finds the objects on the table that belong to the desired
class to be cleaned. The robot then uses the suction gripper
on the end effector to pick and move the desired objects to
a pre-defined collection location on the table. Suction points
on objects were pre-defined. Figure 6 shows an example of a
table cleaning task with different objects present on the table
in front of the Baxter robot.
Fig. 6: An example of Baxter robot cleaning objects belonging to
class soap from a set of objects in front of it’s arm camera on the
table.
Error Type Error (%)
Detection Error 20
Classification Error 12.5
Movement Error 0
TABLE I: Three different kinds of errors encountered during
the table cleaning task by the robot
This experiment was performed a total of 10 times after
learning all 22 object classes incrementally with 2 classes per
increment in a 5-shot incremental learning setting. In each
of the 10 runs of this experiment we asked the robot to move
different object classes. For each run, there are a total of 6
objects present on the table in front of the robot with two
objects belonging to the object class to be moved.
Three different kinds of errors can cause the robot to fail in
completing this task. The first is a detection error in which
the object localization module fails to detect and draw a
bounding box around the desired object. The second is the
classification error in which the robot fails to predict the
correct class of the detected object. The last type of error is
a movement error in which the object is correctly detected
and recognized, yet the robot fails to pick and move it to the
desired place.
Table I reports the average values of these three errors
for the 10 runs of the experiment. The highest error rate
(detection errors) was 20%. The classification error rate was
in accordance with the prior results reported in Figure 4(c).
Since, the suction gripper was used to pick and place objects,
the robot picked and moved all the objects successfully.
For this experiment, the object localization module takes
approximately 30 seconds to find the bounding boxes of the
objects in the image, classification of each of the bounding
boxes takes about 11 seconds when all 22 classes are learned.
Finally, moving each object from the table to a pre-defined
Fig. 7: A training example of arrangement of objects found in the
bathroom (shampoo, toothbrush, toothpaste) shown to the robot.
place requires approximately 10 seconds. The total time
necessary to identify and clean an object is 51 seconds.
D. Predicting Missing or Wrong Objects Experiment
As a final experiment the ability of the robot to learn and
correct different arrangements of objects was evaluated. This
experiment uses all of the modules from the architecture
presented in Figure 1 (except task planning module). A
total of 5 different object arrangements were taught each
involving 3 different objects. Figure 7 shows an example
of an arrangement of objects used to train the robot. Each
arrangement was represented as a vector containing object
labels and spatial relationships between the objects. Only
four spatial relations (Left, Right, Above, Below) between
objects were considered. The first 22 elements of the feature
vector represent the 22 object classes learned by the robot.
The presence of an object is represented as 1 in the feature
vector, 0 if the object is absent. The spatial relation left and
right are represented by a single matrix of size 22×22, in
which a 1 at a location i, j represents that object of class
i is on the left of object of class j. The above and below
relations are represented by a similarly constructed 22×22
matrix. Both of these matrices are flattened and appended
to the complete feature vector making the size of a single
feature vector to be 22 + 22× 22 + 22× 22 = 990.
For each object arrangement, the robot was presented with
a single example. It used the localization and classification
modules (5-shot) to get the object locations and labels. The
robot stored these relations in the form of 990×1 feature
vector (centroid) mentioned above. In the test phase the
robot was presented with 20 different object arrangements,
10 of which contained a missing object and the other 10
contained an incorrect object in comparison with the 5 object
arrangements learned by the robot. During the test phase, we
assumed that the newly presented arrangements were a type
of a previously learned arrangement. Hence, by comparing
the test arrangement with the earlier learned arrangements it
was possible to recognize incorrect arrangements.
The object examples used in the test samples were dif-
ferent from the ones in the training images. For each test
sample, the robot first created a 990×1 feature vector and
then found the closest centroid using Euclidean distance.
Using the closest centroid, the robot then predicted which of
the objects were either missing or wrong in the test feature
vector. In case of a wrong object, the robot further predicted
the correct object in its place using the closest centroid. It
should be noted that there can be two centroids at an equal
distance from the test feature vector, in that case the robot
predicts two possible objects that can replace the missing or
wrong object in the test feature vector.
For each of the 20 test scenarios, there was only one object
that was missing or wrong but because of classification and
detection errors there were cases when the robot had to make
predictions about more than one object as missing or wrong.
Of the 20 cases, 9 cases required the robot to make two
predictions and 11 cases required only one prediction. In
these cases where the robot must predict two objects rather
than one, the accuracy was (5/9×100) 56%. For cases in
which there was no detection error and the robot only had
to predict one object the accuracy was 100%. The overall
accuracy for all 20 test cases was 16/20×100=80%.
V. CONCLUSION
This paper presents and evaluates a method for few-shot
incremental learning on a robot. We have shown that our
approach allows a robot to learn different categories of
objects from only a few examples. Moreover, even after
learning 22 different categories of objects our approach
correctly recognizes previously learned objects at a rate of
approximately 90% accuracy on a robot. We have further
demonstrated this work on a practical application such as
domestic cleaning of a table. Our final experiment shows
that after learning the objects incrementally, the robot learns
different semantic object arrangement concepts from a single
example provided by the human and then uses these concepts
to predict the missing or wrong objects in different object
arrangement settings.
This research is not without its assumptions and limita-
tions. For example, we assume a table-top environment in
which the robot knows how and where to pick and place
objects on the table. Moreover, object labels were provided
by the experimenter rather than naive human subjects. Fi-
nally, the arrangement of objects was limited to a small set
of fixed patterns. Nevertheless, we believe that this paper
makes several important contributions. First, a robot that
incrementally learns may be capable of dynamically learning
task or situation specific objects, allowing for more general
robotics applications. Second, learning from only a few-
shots may be necessary in order to work with non-expert
humans which have limited patience for teaching a robot.
Third, we provide quantitative technical evaluations of few-
shot incremental learning for a robot. Similar future systems
can evaluate the quality of their proposed methods against
the work presented here. We intend to release the images
of the 22 object classes as a dataset for a fair comparison.
Finally, this work may evolve into new applications and
competencies for existing robots, such as domestic cleaning
and industrial packaging.
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