Prefetching constitutes a valuable tool toward the goal of efficient Web surfing. As a result, estimating the amount of resources that need to be preloaded during a surfer's browsing becomes an important task. In this regard, prefetching can be modeled as a two-player combinatorial game [Fomin et al., Theoretical Computer Science 2014 ], where a surfer and a marker alternately play on a given graph (representing the Web graph). During its turn, the marker chooses a set of k nodes to mark (prefetch), whereas the surfer, represented as a token resting on graph nodes, moves to a neighboring node (Web resource). The surfer's objective is to reach an unmarked node before all nodes become marked and the marker wins. Intuitively, since the surfer is step-by-step traversing a subset of nodes in the Web graph, a satisfactory prefetching procedure would load in cache (without any delay) all resources lying in the neighborhood of this growing subset.
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, where the maximum is taken over all subsets S that induce a connected subgraph of G containing v 0 . Moreover, equality holds in case G is a tree. That is, a ratio of the form |N [S]|/|S| (minus one and ceiling operator removed for clarity) provides a good lower bound and possibly in many occasions a good prediction on the prefetching load necessary to satisfy an impatient Web surfer. Hence, in this paper, we believe it is worth to independently study the problem of determining max
|N [S]|
|S| where the maximum is taken over all subsets S inducing a connected subgraph of G containing v 0 . We refer to this problem as the Maximum Rooted Connected Expansion problem (shortly MRCE) since we seek to find a connected set S (containing the root v 0 ) maximizing its expansion ratio in the form of |N [S]|/|S|.
Except for the prefetching motivation, such a problem can stand alone as an extension to the well-studied family of domination problems. Indeed, we later use connections between our problem and a domination variant in [14] to prove certain results. Finally, notice that removing the root node requirement makes the problem trivial. Let ∆ stand for the maximum degree of a given graph G. Then, a solution consisting of a single max-degree node gives a ratio of ∆ + 1. In addition, the ratio is at most ∆ + 1, since given any connected set S consisting of k nodes, |N [S]|≤ (∆ + 1)k due to the fact that each node can contribute at most ∆ + 1 new neighbors (including itself).
Related Work. The Surveillance Game was introduced in [3] , where it was shown that computing sn (G, v 0 ) is NP-hard in split graphs, nonetheless, it can be computed in polynomial time in trees and interval graphs. Furthermore, in the case of trees, the MRCE ratio is proved [3] to be equal to sn (G, v 0 ) and therefore can be computed in polynomial time. In [7] , the connected variant of the problem is considered, i.e., when the set of marked nodes is required to be connected after each round. For the corresponding optimization objective, namely the connected surveillance number denoted csn(G, v 0 ), it holds csn(G, v 0 ) ≤ sn(G, v 0 )n for any n-node graph G. The more natural online version of the problem is also considered and (unfortunately) a competitive ratio of Ω(∆) is shown to be the best possible.
A problem closely related to ours (as demonstrated later in Section 4) is the Budgeted Connected Dominating Set problem (shortly BCDS), where, given a budget of k, one must choose a connected subset of k nodes with a maximum size of closed neighborhood. This problem is shown to have a (1 − 1/e)/13-approximation algorithm (in general graphs) in [14] .
Regarding problems dealing with some ratio of quantities, we are familiar with the isoperimetric number problem [10] , where the objective is to minimize |∂X|/|X| over all node-subsets X, where ∂X denotes the set of edges with exactly one endpoint in X. Vertexisoperimetric variants also exist; see for example [12, 2] . Up to our knowledge, a ratio similar to the MRCE ratio we currently examine has not been considered.
Our Results. We initiate the study for MRCE. We prove that the decision version of MRCE is NP-complete, even when the given graph G is restricted to be a split graph. For the same case, we demonstrate a polynomial-time approximation scheme running in O(n k+1 ) time with a constant-factor k k+2 guarantee, for any fixed integer k > 0. Our algorithm exploits a growth property for MRCE and the special topology of split graphs. Moving on, we provide another algorithm for general graphs, i.e., when no assumption is made on the topology of the given graph besides it being connected. The algorithm is inspired by an approximation algorithm for BCDS [14] and achieves an approximation guarantee of (1 − 1/e)/6. Finally, we show that in the case of interval graphs, the MRCE ratio can be computed optimally in O(n 3 ) time for any given n-node graph.
Outline. In Section 2, we first define some necessary preliminary graph-theoretic notions and then formally define the MRCE problem. In Section 3, we present our results for split graphs. Later, in Section 4, we give the approximation algorithm for general graphs. Next, in Section 5, we demonstrate the polynomial-time algorithm for interval graphs. Finally, in Section 6 we cite some concluding remarks and further work directions.
Preliminaries
A graph G is denoted as a pair (V (G), E(G)) of the nodes and edges of G. The graphs considered are simple (neither loops nor multi-edges are allowed), connected and undirected. 
A clique is a set of nodes, where there exists an edge between each pair of them. The maximum size of a clique in G, i.e., the clique number of G, is denoted by ω(G).
An independent set is a set of nodes, where there exists no edge between any pair of them. The max. size of such a set in G, i.e., the independence number of G, is denoted by α(G).
In the results to follow, we consider two specific families of graphs, namely split and interval graphs. Any necessary preliminary knowledge for these two graph families is given more formally in their corresponding sections.
Finally, let us provide a formal definition of the quantity under consideration and the decision version of the corresponding optimization problem.
Definition 1.
We define the Maximum Rooted Connected Expansion number for a graph G and a node v 0 as follows, where Con(G, v 0 ) := {S ⊆ V (G) | v 0 ∈ S and S is connected}:
When the input graph is known to be split, respectively interval, we refer to the corresponding optimization problem as Split MRCE, respectively Interval MRCE.
Split Graphs
In this section, we define split graphs and cite a useful preliminary result regarding their structure. We proceed with our results and prove that Split MRCE is NP-hard, but it can be approximated within a constant factor of k k+2 for any fixed integer k > 0.
Definition 3.
A graph is split if it can be partitioned into a clique and an independent set.
Given the above definition, we denote by (I, C) a partition for a split graph G where I stands for the independent set and C for the clique. However, there may be many different ways to partition a split graph into an independent set and a clique [11] .
Theorem 4 (Follows from Theorem 3.1 [4] ). A split graph has at most a polynomial number of partitions into a clique and an independent set. Furthermore, all these partitions can be found in polynomial time.
Hardness
We now move onward to investigate the complexity of Split MRCE. Initially, let us a define a pair of satisfiability problems we rely on in order to prove NP-hardness.
Definition 5 (3-SAT )
. Given a CNF formula φ with n variables and m clauses, where each clause is a disjunction of exactly 3 literals, decide whether φ is satisfiable. Definition 6 (3-SAT equal ). Given a CNF formula φ with n variables and n clauses, where each clause is a disjunction of exactly 3 literals, decide whether φ is satisfiable.
To demonstrate the hardness result in a more presentable way, we employ an auxiliary reduction from 3-SAT to 3-SAT equal and then a reduction from 3-SAT equal to Split MRCE.
We recall that 3-SAT is well-known to be NP-hard, e.g. see [5] . Figure 1 The graph G constructed for the reduction
The Reduction. Given a 3-SAT equal formula φ, we create a graph G with a node v 0 ∈ V (G). Let x 1 , x 2 , . . . , x n stand for the variables of φ and c 1 , c 2 , . . . , c n for the clauses of φ. We construct the graph G in the following way: we place a node v 0 , one node per literal x i , x i (2n nodes in total), one node per clause c i (n nodes in total) and a set of 3n + 2 "leaf" nodes for each variable (namely y ij for j = 1, . . . , 3n + 2) summing up to (3n + 2) · n = 3n 2 + 2n "leaf" nodes in total. We call the two nodes x i , x i a literal-pair and each node c i a clause-node. Then, we connect v 0 to each literal node and each literal node to all the other literal nodes. Moreover, each literal-node is connected to all the corresponding clause-nodes where it appears in φ. Finally, x i and x i are connected to y ij for all j. It is clear that the construction can be done in polynomial time. Formally,
That is, we get |V (G)|= 1 + 5n + 3n 2 and |E(G)|= 2n + 2n 2 + 2n(3n + 2) + 3n = 8n 2 + 8n. Figure 1 demonstrates an example of such a construction; the literal-nodes within the dashed ellipsis form a clique.
Proposition 1. G is a split graph.
Proof. x 1 , x 1 , x 2 , x 2 , . . . , x n , x n form a clique; all other nodes form an independent set.
Proof. Let A stand for a truth assignment under which φ is satisfiable. Then, to form a feasible solution for MRCE, we choose a set S including v 0 and these literal-nodes (either x i or x i ) whose corresponding literals are set true under A. Therefore, we get |S|= 1 + n. Since, in φ, each clause is satisfied by at least one literal set true under A, each clause-node c i is connected to at least one literal-node in S. Moreover, any node y ij is connected to S, since exactly one out of x i and x i is in S (due to A being a truth assignment). Overall, we see that |N [S]|= |V (G)|= 1 + 5n + 3n 2 .
Claim 2. If there exists no satisfiable assignment for
Proof. Let us first show a proposition to restrict the shape of a feasible MRCE solution.
Intuitively, adding any y ij or c i node does not contribute any new neighbors to the ratio.
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Proposition 2. Adding any y ij , c i node can only decrease the ratio of a feasible solution.
The above proposition suggests it suffices to upper-bound potential solutions S containing v 0 and only literal nodes. Below, let R = . To conclude the proof, we show that, if φ is unsatisfiable, then the ratio we can obtain is strictly less than R.
If S = {v 0 }, then the ratio we get is
< R for any n > 0. If S contains v 0 and k literal nodes (any k of them), we distinguish three cases. Case k ≤ n − 1: For a fixed k, the ratio becomes at most
, since at most k families of y nodes are in the neighborhood. We observe ∂ 1+3n+k(3n+2) 1+k
Hence, the worst case is k = n − 1, which yields a ratio
If exactly one node from each literal pair is in S (i.e. S corresponds to a truth assignment), then the ratio becomes at most 1+3n−1+n(3n+2) 1+n
< R, since φ is unsatisfiable and therefore any truth assignment leaves at least one uncovered clause node. On the other hand, if there exists at least one literal-pair where both x i and x i are not in S, then the ratio is at most
< R, since at least one set of 3n + 2 "leaf" nodes are not in N [S] . Case k > n: The ratio becomes at most
Theorem 8. Split MRCE is NP-complete.
Proof. By Claims 1 and 2, Split MRCE is NP-hard. Split MRCE is in NP, since given a potential solution S ⊆ V (G), we can check in polynomial time whether S is connected, v 0 ∈ S and |N [S]|/|S| satisfies the requested ratio.
Approximation
We now turn our attention to a polynomial time approximation scheme for Split MRCE. Our algorithm is parameterized by any fixed integer k > 0 and provides an approximation guarantee of k k+2 . Intuitively, the idea is that, given the best MRCE ratio when the set size is restricted to be at most k + 2, the overall optimal ratio cannot be much better due to a ratio growth property. Additionally, connectivity is ensured due to the special topology of split graphs. Below, the approach is described formally in Algorithm 1. Lemma 9 restricts the structure of a feasible MRCE solution on split graphs and the analysis follows in Theorem 10.
and a fixed integer k > 0 Output : An MRCE solution and its corresponding ratio as a pair
requested root node and (I, C) a partition of G into an independent set I and a clique C where |C|= ω(G). Any feasible solution for
Split MRCE containing nodes in I can be transformed into another feasible solution with no nodes in I (except maybe for v 0 ) which achieves a non-decreased MRCE ratio.
Proof. Suppose we are given a set S ∈ Con(G, v 0 ), where S ∩ I = ∅. We form a new feasible solution S as follows: include v 0 and all nodes in S ∩ C. Then, for each node XX:7 u ∈ (S \ {v 0 }) ∩ I, let u ∈ N (u) stand for an arbitrarily selected neighbor of u. If u / ∈ S , add u to S , otherwise proceed. Notice that u ∈ C since u ∈ I and so N (u) ⊆ C. Thus, in the end it holds (S \ {v 0 }) ∩ I = ∅. Now, let us compare the MRCE ratios of the two solutions. By construction, we know |S |≤ |S| since the clique nodes of S are surely in S and some more nodes may be added but at most as many as the independent set nodes of S. Proof. The algorithm computes a maximum value out of all connected subsets of size at most k + 2, including v 0 , and so it runs in O(n k+1 ) time.
Let S opt stand for an optimal solution for Split MRCE. In other words, it holds S opt ∈ arg max S∈Con(G,v0) |N [S]|/|S|. We distinguish two cases based on the size of S opt .
If |S opt |≤ k + 2, then Algorithm 1 considers S opt and either returns it or another solution achieving the same ratio.
If |S opt |> k + 2, then consider the following procedure: repeatedly remove from S opt the node with the least contribution in the numerator until k nodes are left. More formally, let us denote |S opt |= l and then 
] includes all exclusive neighbors of each node. Putting everything together, we get
Based on this observation, we get
where OP T stands for the optimal MRCE number.
From Lemma 9, we may assume without loss of generality that S opt \ {v 0 } ⊆ C. Moreover, due to the removal procedure followed, S k \ {v 0 } ⊆ S opt \ {v 0 } ⊆ C. In the worst case, when v 0 ∈ I and v 0 has no neighbor in S k , we form
Since |S |= k + 2, S is considered by Algorithm 1 and therefore it holds
|S | where S apx is the solution returned by Algorithm 1. Overall, we get the approximation guarantee
General Graphs
We hereby state a constant-factor approximation algorithm for the general case when the input graph G has no specified structure. Our algorithm and analysis closely follow the work in [14] for the Budgeted Connected Dominating Set (shortly BCDS) problem.
In BCDS, the input is a graph G with n vertices and a natural number k and we are asked to return a connected subgraph, say S, of at most k vertices of G which maximizes the number of dominated vertices |N [S]|. Khuller et al. [14] prove that there is a (1 − 1/e)/13 approximation algorithm for BCDS. In broad lines, their algorithmic idea is to compute a greedy dominating set and its corresponding profit function and then obtain a connected subgraph via an approximation algorithm for the Quota Steiner Tree (shortly QST) problem.
Definition 11 (QST ).
Given a graph G, a node profit function p : V (G) → N ∪ {0}, an edge cost function c : E(G) → N ∪ {0} and a quota q ∈ N, find a subtree T that minimizes
e∈E(T ) c(e) subject to the condition v∈V (T ) p(v) ≥ q.
Evidently, both MRCE and BCDS require finding a connected subset S ⊆ V (G) with many neighbors. Nonetheless, while in BCDS we only care about maximizing |N [S]|, in MRCE we care about maximizing |N [S]|/|S| with the additional demand that v 0 ∈ S. In order to deal with this extra requirement, in this paper, we are going to employ the rooted version of QST, namely the Rooted Quota Steiner Tree (shortly RQST) problem.
Definition 12 (RQST ). Given a graph G, a root
, an edge cost function c : E(G) → N ∪ {0} and a quota q ∈ N, find a subtree T that minimizes e∈E(T ) c(e) subject to the conditions v∈V (T ) p(v) ≥ q and v 0 ∈ T .
Garg [6] gave a 2-approximation algorithm for the (rooted) k-Minimum Spanning Tree (shortly k-MST) problem based on the Goemans-Williamson Prize-Collecting Steiner
Tree approximation algorithm (shortly GW) [8, 9] . Johnson et al. [13] showed that any polynomialtime α-approximation algorithm for (rooted) k-MST, which applies GW, yields a polynomialtime α-approximation algorithm for (rooted) QST. Hence, Theorem 13 below follows.
Theorem 13 ([6, 13]). There is a 2-approximation algorithm for RQST .
The Algorithm. Algorithm 2, namely the Greedy Dominating Set (shortly GDS) algorithm, describes a greedy procedure to obtain a dominating set and a corresponding profit function for the input graph G. At each step, a node dominating the maximum number of the currently undominated vertices is chosen for addition into the dominating set.
Algorithm 3, namely the Greedy MRCE algorithm, makes use of GDS to obtain a dominating set for a slightly modified version of G, namely a graph G , which is the same as G with the addition of n 2 leaves to node v 0 . Then, the algorithm outputs a connected subset T i (containing v 0 ) for any possible size i. Finally, the subset yielding the best MRCE ratio is chosen as our approximate solution.
In terms of notation, we refer to the approximation algorithm implied by Theorem 13 as the 2-RQST (G, v 0 , p, q) algorithm with a graph G, a root node v 0 ∈ V (G), a profit function p : V (G) → N ∪ {0} and a quota q as input. We omit including an edge cost function, since in our case all edges have the same cost, that is, cost 1. Yet, in the general case, we do not know OP T i and also such a quantity may be hard to compute. To overcome this obstacle, notice that OP T i ∈ [i, n] and therefore we could guess OP T i , e.g., by running a sequential or binary search within the loop of Greedy MRCE and then keeping the best tree returned by 2-RQST . Notice that such an extra step requires at most a linear time overhead. Therefore, the running time of Greedy MRCE remains polynomial and is dominated by the running time of 2-RQST . For presentation purposes, we omit this extra step and assume OP T i is known for each i ∈ [n].
In the analysis to follow, we focus on why this specific (1 − 1/e)OP T i quota is selected and how it leads to a (1 − 1/e)/6 approximation factor. Algorithm 2: Greedy Dominating Set (GDS) [14] Input : 
Analysis. Let us consider some step i of the loop in the Greedy MRCE algorithm. 
2 since i ≤ n and ∆(G) ≤ n − 1. However, we can pick another subset including v 0 and i − 1 leaves of v 0 to get at least n 2 + 1 dominated nodes, i.e., v 0 and all its leaves.
Let us introduce some further notation for the proofs to follow. Let
where R denotes the remaining vertices, i.e., those outside the three layers L 1 , L 2 , L 3 . Let us now consider the intersection of these layers with the greedy dominating set D returned by GDS. 
Proof. Consider the iteration of GDS where v j+1 is picked for inclusion in D. Any node w ∈ L 1 ∪ L 2 , which is already dominated by some node in D, must be dominated by a node of D i in {v 1 , . . . , v j }, since w cannot be dominated by a node lying in R. Hence, at most g j vertices of L 1 ∪ L 2 are dominated thus far. Equivalently, at least |L 1 ∪ L 2 |−g j = OP T i,G − g j vertices remain undominated. Since |L 1 |= i vertices neighbor all the above undominated ones, by a pigeonhole argument, there exists at least one node u ∈ L 1 (and u / ∈ D) which neighbors at least 
Proof. By solving the recurrence from Claim 4, we get
g j ≥ (1 − (1 − 1 i ) j )OP T i,G . Thence, v∈D i p(v) = g i ≥ 1 − 1 − 1 i i OP T i,G ≥ 1 − 1 e OP T i,G ≥ 1 − 1 e OP T i since (1 − 1 i ) i ≤ 1
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Interval Graphs
In this section, we provide an optimal polynomial time algorithm for the special case of interval graphs. We commence with some useful preliminaries and then provide the algorithm and its correctness. Notice that we can always derive a realization, where all interval ends are distinct. Suppose that two intervals share a common end. One need only extend one of them by > 0 chosen small enough such that neighboring relationships are not altered.
Below, we provide a definition caring for the relative position of two intervals with regards to each other. Building on that, we define a partition of V (G) with respect to the position of the vertices' corresponding intervals apropos of the v 0 −interval.
Definition 18. Given two intervals x = [x l , x r ] and y = [y l , y r ] , we denote the following: x y, i.e. x is contained in y, when x l > y l and x r < y r . x ∩ L y, i.e. x intersects y to the left, when x l < y l and y l < x r < y r . x ∩ R y, i.e. x intersects y to the right, when x r > y r and y l < x l < y r . x ≺ L y, i.e. x is strictly to the left of y, when x r < y l . x R y, i.e. x is strictly to the right of y, when x l > y r .
Definition 19. We define the following sets:
Proof. To see the union, one needs to spot that
Let us proceed with some useful propositions regarding the form of an optimal solution. Let us now show that we need only care about a specific subset of C, namely C * , defined as
That is, we restrict ourselves to those vertices whose corresponding intervals contain I(v 0 ), but are not contained in any other interval. In other words, we are only interested in the intervals that maximally contain I(v 0 ). Proof. For each node v ∈ {v 0 } ∪ C * that we choose as a starting point for the Expand() function, we see that, when expanding with v such that I(v ) ∩ L I(v), v does not have any right-neighbors not already in N R (v). Equivalently, if we expand to the right, there is no effect on the left neighborhood of the starting node. Indeed, only intervals containing v could harm this notion of left/right neighborhood independence and these are not considered by Expand(). So, we can independently expand leftward and rightward and get a series of connected subsets in both directions. Then, Combine() ensures we select the best left and right expansion in ratio terms by looking at all possible combinations. Such a solution is actually a potential optimal: any subset ignored by Expand() would yield a worse ratio (Lemma 20). Eventually, the maximum ratio amongst all possible starting points is returned. This is an overall optimal, since it outperforms all other potential optimals and we have considered all possible maximal intervals containing v 0 , i.e., the set C * , as part of the solution. Realization() and P artition() take linear time, while Core() may take O(n 2 ) time. The loop iterating the elements of C * in Interval() dominates the time complexity. In the worst-case, O(n) steps for Expand() and O(n 2 ) steps for Combine() are repeated for O(n) elements of C * . Thence, the worst-case time complexity is O(n 3 ).
Conclusion & Further Work
We proved that MRCE is NP-complete for split graphs. We showed that, in this case, the problem admits a polynomial time approximation scheme, whereas for interval graphs we proposed a polynomial-time algorithm. For general graphs, we also gave a constant-factor approximation algorithm by exploring the relation of MRCE with BCDS [14] . The major open question is to improve the approximability of the problem on general graphs without applying BCDS techniques, but using rather MRCE properties. Another open problem is the design of an approximation algorithm for chordal graphs. Towards this direction, we notice that even for chordal graphs with a dominating clique (a superclass of split graphs), equivalently chordal graphs with diameter at most three (Theorem 2.1 [15] ), the assumption that only clique nodes need to be included in a solution (Lemma 9) now fails.
