We present a scalable underapproximation of the terminal hitting time stochastic reach-avoid probability at a given initial condition, for verification of high-dimensional stochastic LTI systems. While several approximation techniques have been proposed to alleviate the curse of dimensionality associated with dynamic programming, these techniques cannot handle larger, more realistic systems. We present a scalable method that uses Fourier transforms to compute an underapproximation of the reach-avoid probability for systems with disturbances with arbitrary probability densities. We characterize sufficient conditions for Borel-measurability of the value function. We exploit fixed control sequences parameterized by the initial condition (an open-loop control policy) to generate the underapproximation. For Gaussian disturbances, the underapproximation can be obtained using existing efficient algorithms by solving a convex optimization problem. Our approach produces non-trivial lower bounds and is demonstrated on a 40-D chain of integrators.
I. INTRODUCTION
R EACHABILITY analysis of discrete-time stochastic dynamical systems is an established verification tool that provides probabilistic guarantees of safety or performance, and has been applied a wide range of applications [1] - [6] . In [1] , two classes of problems characterize verification over a finite horizon -first hitting time and terminal hitting timeand dynamic programming approaches are formulated to solve both (similarly to [7] and [8] ). We focus on the finite time horizon terminal hitting time stochastic reach-avoid problem (referred to here as the terminal time problem for convenience), that is, computing the probability of hitting a target set at the terminal time, while avoiding an unsafe set during all the preceding time steps. Specifically, we construct an underapproximation to the terminal time problem from a known initial point, in contrast to the typical stochastic reachavoid problem. This could be used as a query, for example, in evaluating feasibility of an initial trajectory in an optimization problem.
The dynamic programming-based discretization approach (DPBDA), proposed in [8] , approximately computes value functions for the terminal time problem, but relies on gridding, and hence suffers from the well-known curse of dimensionality. Attempts to circumvent this problem, via approximate dynamic programming [9] - [11] , Gaussian mixtures [10] , particle filters [5] , [11] , and convex chance-constrained optimization [5] , [6] , have been applied to systems that are at most 10-dimensional -far beyond the scope of what is possible with DPBDA, but not scalable to larger problems.
In this letter, we first characterize sufficient conditions for Borel-measurability of the value functions for the terminal time problem (characterized so far only for the first hitting time problem [12] ). Using conditional expectations, we then establish that an open-loop formulation provides an underapproximation of the stochastic reach-avoid probability for linear systems [5] . We propose a scalable Fourier transform-based underapproximation (FTBU) for the terminal time problem, exploiting our prior work on uncontrolled stochastic reachable sets [2] . For an arbitrary probability density, FTBU solves an optimization problem with an objective function that requires multi-dimensional integration. For Gaussian disturbances, the objective function can be computed efficiently [13] , and the optimization is log-concave. Our approach does not require gridding of state, input, or disturbance spaces, and has low memory requirements, in contrast to DPBDA.
Our main contribution is twofold: 1) a Fourier transform-based underapproximation of the terminal hitting time stochastic reach-avoid probability from a known initial condition, based on open-loop control sequences, and 2) the underlying theory that enables us to exploit measurability and convexity properties to assure a computationally feasible approach. We extend our previous work on Fourier transform-based stochastic reachable sets for uncontrolled systems [2] to systems with control inputs, although here we do not seek to compute the stochastic reach-avoid set [14] .
In Section II, we describe the terminal time problem, its open-loop approximation, and relevant properties from probability theory and Fourier analysis. Section III presents sufficient conditions for Borel-measurability, and establishes the underapproximation result linking the problems in [1] and [5] . Section IV presents FTBU, with specialized results for Gaussian disturbances. We apply FTBU to a 40D chain of integrators in Section V, and conclude in Section VI.
II. PRELIMINARIES AND PROBLEM FORMULATION
We denote the Borel σ -algebra by B(·), a discrete-time time interval by N [a,b] for a, b ∈ N and a ≤ b, which inclusively enumerates all integers in between a and b, random vectors with bold case, and non-random vectors with an overline. The indicator function of a non-empty set S is denoted by 1 S (ȳ), such that 1 S (ȳ) = 1 ifȳ ∈ S and is zero otherwise. We denote the p-dimensional identity matrix by I p , and the matrix with all entries as ones by1 p×q ∈ R p×q .
A. Probability Theory
A random vector y is a measurable transformation defined in the probability space ( , Y , P) with sample space , σalgebra Y , and probability measure over Y , P. We typically consider Borel-measurable random vectors, y: [15] , [16] for details.
The characteristic function (CF) of a random vector y ∈ R p with probability density function (PDF) ψ y (z) is
where F {·} denotes the Fourier transformation operator and α ∈ R p . Given a CF y (ᾱ), the PDF can be computed as 
B. Terminal Stochastic Reach-Avoid Analysis
Consider the discrete-time stochastic LTI system,
with state x k ∈ X = R n , inputū k ∈ U ⊆ R m , disturbance w k ∈ W ⊆ R n , and matrices A, B assumed to be of appropriate dimensions. We assume that U is compact, w k is absolutely continuous with a known PDF ψ w , and the random process w[ · ] is independent and identical distributed (IID). Let N be a finite time horizon. For any given sequence of (non-random) inputsū[ · ] and an initial conditionx 0 ∈ X , the state x k is a random vector for all k ∈ N [1,N] via (3).
The system (3) can be equivalently described by a Markov control process with stochastic kernel that is a Borelmeasurable function Q : B(X ) × X × U → [0, 1], which assigns to eachx ∈ X andū ∈ U a probability measure on the Borel space (X , B(X )). For (3),
We define a Markov policy π = (μ 0 ,
, has probability measure P¯x 0 ,π X defined using Q [19, Proposition 7.45 ]. Let S, T ∈ B(X ). Define the terminal time probability, r π
x 0 (S, T ), for knownx 0 and π , as the probability that the execution with policy π is inside the target set T at time N and stays within the safe set S for all time up to N. From [1] ,
From [1, Definition 10], a Markov policy π * is a maximal reach-avoid policy in the terminal sense if and only if it is the optimal solution of Problem A, defined as
The solution of Problem A is characterized via dynamic pro-
Then, the optimal value to Problem A isr π * x 0 (S, T ) =V * 0 (x 0 ) for everyx 0 ∈ X .
Lemma 1 [1, Th. 11] : A sufficient condition for existence of a maximal Markov policy for Problem A is
and U k is compact for all λ ∈ R,x ∈ X and k ∈ N [0,N−1] . Lemma 1 assures universal measurability ofV * k (·), and that the Markov policy π * consists of universally measurable maps μ * k [7, Th. 1 proof]. However, evaluating (8) is difficult. We propose alternative sufficient conditions, which are easier to evaluate, and guarantee Borel-measurability (stronger than universal measurability [19, Definition 7.20] ).
C. Open-Loop Stochastic Reach-Avoid Analysis
The matricesĀ,H,Ḡ are given by specific combinations of the matrices A and B (see [20, Sec. 2] ).
Consider an open-loop policy ρ:X → U N which provides an open-loop sequence of inputs ρ(x 0 ) for every initial conditionx 0 . Then X, defined in (9) under the action of ρ(x 0 ), lies in the probability space Proposition 7.45 ]. Note that ρ(x 0 ) ∈ M, since universally measurable maps μ k (·) are functions of x k , notx 0 . Consequently, a Markov policy with μ k (·) as constants is a special case of ρ(·).
Lesser et al. [5] approximate Problem A, without establishing the direction of approximation, with Problem B,
The optimal solution to Problem B is ρ * (x 0 ). Since ρ(x 0 ) ∈ M, the relation between Problems A and B, apart from structural similarity, is not evident. Problem B was solved in [5] approximately via particle filter and chance-constrained optimization methods.
We first demonstrate that Problem B underapproximates Problem A, then use a Fourier transform-based approach that enables an exact solution to Problem B. 
III. THEORETICAL RESULTS
A. Sufficient Conditions for Borel-Measurability ofV * k ( · ) Definition 1 [19, Definition 7.12] : A stochastic kernel Q(·|x,ū) is continuous if for every (x,ū) ∈ X × U and every sequence (
Lemma 2: If the PDF of the disturbance w ψ w is continuous, then Q(·|x,ū) defined in (4) 
B. Problem B Underapproximates Problem A
Next, we address Problem 2. For x k =x, denote the expectation defined by Q(·|x,ū) as Eū x . Under the conditions proposed by Theorem 1, we know thatV * k+1 (x k+1 ) is a Borel-measurable random variable for all k ∈ N [0,N] . From (7), for any k ∈ N [0,N−1] , we have almost surely (a.s.) 1
Using Theorem 1 and properties of conditional expectations, we can show the following theorem. See [24] for the proof.
x 0 (S, T ) a.s. inx 0 ∈ X . We denote the optimal value of Problem B asŴ * 0 (x 0 ).
IV. UNDER-APPROXIMATION VIA FOURIER TRANSFORMS A. FTBU Using an Analytical Expression forr
Let the PDF of the random vector X parameterized by the initial conditionx 0 and the input vectorŪ be ψ X (X;x 0 ,Ū). The objective of Problem Br
and dX is short for dx 1 dx 2 . . . dx N . Therefore, if ψ X is known, thenr
Determining ψ X for a knownŪ can be posed as a forward stochastic reachability problem using the CF of W [2, Proposition P3] defined as
. We compute ψ X via Proposition 1. Proposition 1: For initial statex 0 ∈ X , dynamics as in (9), and open-loop control vectorŪ, the PDF and CF of X are
whereβ = [β 1β 2 . . .β N ] ∈ R (nN) andβ k ∈ R n for all k ∈ N [1,N] . Proof: From (9), (13) , and [2, Property P2]. While in general, (15) requires a nN-dimensional integration, a closed-form expression for ψ X (·) exists when the CF of X is in a standard form. Hence we can computer (12) . Otherwise, we can computer Note that while scalability of this approach is contingent on high-dimensional quadrature, this challenge is far more tractable than the computational and memory costs associated with DPBDA. In general, we can compute (12) for arbitrary disturbance densities through Monte-Carlo simulations [25, Sec. 4.8] and quasi-Monte Carlo simulations [26, Ch. 4.2] .
B. Gaussian Disturbance
When w is a Gaussian random vector, the CF of w ∼ N (m, ) [15, Sec. 9.3] is
Using (13), (16) , and Proposition 1, ψ X (·) is described by 
Prop. 2 addresses Problem 3b. For stochastic linear systems with a Gaussian disturbance and polytopic S and T , (12) is the integration of a Gaussian random vector over a polytope. Efficient computation of (12) and log-concavity (Prop. 2) enables a scalable solution to Problem B when w is Gaussian.
C. FTBU Implementation for the Gaussian Disturbance Case
To solve (12) when w is Gaussian, we use Genz's algorithm [29] , which is based on quasi-Monte-Carlo simulations and Cholesky decomposition [13] . Genz's algorithm provides an error estimate that is the result of a trade-off between accuracy and computation time. We set the number of particles for the Monte-Carlo simulation so that the error estimate is less than some > 0. This results in a runtime evaluation ofr ρ(x 0 ) x 0 (S, T ) that is dependent onx 0 , unlike typical Monte-Carlo simulations. To take the logarithm ofr
While the convexity result in Proposition 2 ensures a tractable, globally optimal solution to Problem B, the lack of a closed-form expression for the objective (12) requires black-box optimization techniques. Further, since Genz's algorithm enforces an accuracy of only , the log-concavity ofr ρ(x 0 ) x 0 (S, T ) may not be preserved. Hence the ideal solver for Problem B should handle the "noisy" evaluation of (12) as an oracle, and solve a constrained optimization problem.
We use MATLAB's patternsearch to solve Problem B, because it is based on direct search optimization [30] and can handle estimation errors in (12) efficiently. The solver is a derivative-free optimizer and uses evaluations over an adaptive mesh to obtain feasible descents towards the globally optimal solution. However, it requires a larger number of function evaluations as compared to fmincon. For linearly-constrained and bound-constrained optimization problems (such as Problem B, which is linearly constrained when U is a polytope), creating the mesh using generating set search reduces the number of function evaluations [30, Sec. 8] .
D. Advantages and Limitations of FTBU
The main advantage of FTBU is that it does not require gridding of the state, input, or disturbance spaces. Unlike the DPBDA [8] , which solves Problem A on a grid over S, irrespective of the size of the initial set of interest, FTBU solves Problem B at a desiredx 0 . By converting the terminal time problem into an optimization problem involving a multidimensional integral, FTBU achieves higher computational speed at lower memory cost (Fig. 1 ) for a given initial condition. Probabilistically verifying a set of initial conditions would require performing FTBU over a grid on the state space ( Fig. 2) , thereby losing any computational advantage over DPBDA. An alternative approach for the verification problem relies on Lagrangian methods [14] .
While evaluating (12) can be computationally expensive for arbitrary disturbances, for Gaussian disturbances we can compute (12) efficiently (see Section IV-C). Further, since the dimension of the integral in (12) is nN, large n effectively limits the time horizon N. Additionally, the lack of feedback in ρ(·) implies N cannot be large [5] , as it may induce excessive conservatism in the underapproximation.
V. NUMERICAL EXAMPLE
Consider a chain of integrators, with state x k ∈ R n , input × 100 forV * 0 ( · ) > andŴ * 0 ( · ) computed (d) using patternsearch and (e) using fmincon for each grid point; Note that higher errors occur closer to the boundary, as expected, due to the lack of feedback; (f) Improvement inŴ * 0 ( · ) using patternsearch instead of fmincon; = 0.01. sampling time N s = 0.1, and time horizon N = 10.
All computations were performed using MATLAB on an Intel Core i7 CPU with 3.4GHz clock rate and 16 GB RAM; MATLAB code is available at http://hscl.unm.edu/ files/code/LCSS17.zip.
A. Comparison of FTBU and DPBDA Runtimes and Bounds
We first demonstrate 1) scalability of the underapproximation as compared to the DPBDA, and 2) non-trivial lower bounds obtained using FTBU. Figure 1 shows how FTBU and DPBDA scale with state dimension n, for n ≤ 40. We solve Problems A and B with S = [−10, 10] n , T = [−5, 5] n , and = 0.01. For DPBDA, we restrict the grid over X to S for n ≤ 3. We approximate the disturbance space as [−0.5, 0.5] n , based on the covariance matrix of w k . We discretize X , W, and U with grid spacings of 0.05, 0.05, and 0.1, respectively. As expected, FTBU implemented using patternsearch is slower than fmincon, but both implementations scale with dimension n much better than DPBDA. Table I summarizes the bounds onV * 0 (·) for variousx 0 at n = 40. For high n, (18) becomes severely under-actuated and the influence of the disturbance becomes very strong. This leads to the open-loop formulation yielding trivial lower (S, T ) = , for manyx 0 in the original S, T . We therefore set T = [−8, 8] 40 and S = [−10, 10] 40 . While Theorem 2 assures thatŴ * 0 (·) is a lower bound onV * 0 (·), this bound is subject to , hence the discrepancies between the numerical values forŴ * 0 (·) and the lower bounds onV * 0 (·). We use = 0.001. Figure 2(d) and (e) shows the relative error of FTBU with respect to DPBDA, with T = [−0.5, 0.5] 2 , S = [−1, 1] 2 , grid spacing of 0.05, and = 0.01. FTBU implemented using patternsearch has 77.57% grid points with the relative error less than 30% as compared to 6.6% grid points for fminconbased FTBU. This is also reflected in Figure 2 The sharp rise in Figure 2(d) is due to points wherê W * 0 (x 0 ) = andV * 0 (x 0 ) >> , resulting in a large relative error. The conservativeness of FTBU highlights the role of feedback in increasing the terminal time probability for anyx 0 ∈ X . However, as seen in Table I , for sufficiently large S, T , we obtain non-trivial lower bounds even for highdimensional systems. Figure 2 (f) and Table I show that FTBU with patternsearch outperforms fmincon in the quality of the underapproximation, at the expense of computation time. II GRID SPACING IN DPBDA (n = 2,x 1 = −x 2 = [0.1 0.9] , T = [−0.5, 0.5] 2 , S = [−1, 1] 2 ,Ŵ * 0 (x 1 ) =Ŵ * 0 (x 2 ) = 0.436, = 0.001) Lastly, note that the expected symmetry about the origin of the terminal time probability for the system (18) is not evident, unless a fine grid is used (Figure 2(a) ). Table II shows that FTBU can serve as a "certificate" for the validity of the grid spacing in DPBDA by relying on the conservativeness established by Theorem 2. That is, the FTBU underapproximation provides a grid-independent lower bound on the value function V * 0 (x 0 ) computed using DBPDA. For example, for the double integrator, a grid spacing of 0.1 will not give accurate results with DPBDA, sinceV * 0 (x 1 ) <Ŵ * 0 (x 1 ) contradicts Theorem 2.
B. Conservativeness of FTBU

VI. CONCLUSION
We show the conservativeness of the open-loop formulation of the finite time horizon terminal hitting time stochastic reachavoid problem for stochastic linear systems, using conditional expectations and sufficient conditions for Borel-measurability of the value functions. The open-loop formulation converts the verification problem into a simpler optimization problem. The objective function is a multi-dimensional integral, and an analytical expression of the integrand can be obtained using Fourier transforms. For Gaussian disturbances, the objective function can be evaluated efficiently and the optimization problem is log-concave. Because the underapproximation technique does not rely on a grid, it mitigates the curse of dimensionality, and provides non-trivial lower bounds on the stochastic reach-avoid probability. The method is demonstrated on a 40D dynamical system.
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