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1. Introduction
As is well known, the research pertaining to Lie superalgebras over a ﬁeld of characteristic zero
has been a remarkable progress (see [1–4]). But the research on modular Lie superalgebras, i.e., Lie
superalgebras over a ﬁeld of prime characteristic, just began in recent years. In [5] modular Lie super-
algebras are investigated in order to describe the simple Lie algebras over a ﬁeld of characteristic two.
In [10] the restricted enveloping algebras of modular Lie superalgebras are discussed. In [6,7,13–16]
modular Lie superalgebras W , S, H,HO and K of Cartan-type are studied.
We know that the derivation algebras of modular Lie algebras are important subjects in the
research of modular Lie algebras. The derivation algebras of modular Lie algebras of Cartan-type
are investigated in [1,10]. In [11] the derivation algebras of Lie algebras of generalized H-type are
determined. Similarly, the derivation superalgebras of modular Lie superalgebras are also very in-
teresting subjects. Recently, in [6,9,13,14] the derivation superalgebras of modular Lie superalgebras
W , S, H,HO and K of Cartan-type are investigated.
This paper is arranged as follows. In Section 2 we construct the ﬁnite-dimensional modular Lie
superalgebra Ω and prove its simplicity. In Section 3, ﬁrst we describe the Z -gradation and Z2-
gradation of the derivation superalgebra of Ω . Then we prove some indispensable lemmas and give
the desired generator set of Ω which shall be applied to prove the main results. Finally we give
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superalgebras of Cartan-type.
2. Construction and simplicity
In this paper F always denotes a ﬁeld of characteristic p > 3 and F is not equal to its prime
ﬁeld Π . It is easily seen that there is a ﬁnite subset E in F such that E is linearly independent over Π
and the additive subgroup H generated by E does not contain 1. Let N be the set of positive integers,
and N0 the set of non-negative integers. Given n ∈ N , r = 2n + 2. Suppose that μ1, . . . ,μr ∈ F such
that μ1 = 0, μr = 1, μ j + μn+ j = 1, j = 2, . . . ,n + 1. Let G be the additive subgroup of F generated
by {μ j | j = 1, . . . , r} and {h0 = 1,h1, . . . ,hd} be a basis of G over Π . Set M = {1, . . . , r − 1}. Suppose
that |E| =m and si ∈ N0, i = 1, . . . , r. We deﬁne a truncated polynomial algebra
A¯ = F [x10, x11, . . . , x1s1 , . . . , xr0, xr1, . . . , xrsr , y1, . . . , ym]
such that
sr = d; xpr j = 1, j = 0,1, . . . ,d; xpi j = 0, ∀i ∈ M, j = 0,1, . . . , si; ypi = 1, i = 1, . . . ,m.
Let kr =∑di=0 krihi ∈ G , where 0 kri < p. Put xkrr =∏di=0 xkriri . For i ∈ M , we let πi = psi+1 − 1. If ki is
an integer such that 0 ki  πi , then ki can be uniquely expressed in p-adic form:
ki =
si∑
v=0
εv(ki)p
v , where 0 εv (ki) < p.
We set xkii =
∏si
v=0 x
εv (ki)
iv . For 0 ki,k′i  πi and k′i =
∑si
v=0 εv (k′i)p
v , it is easy to see that
xkii x
k′i
i = x
ki+k′i
i = 0 ⇔ εv(ki) + εv
(
k′i
)
< p, v = 0,1, . . . , si . (1)
Let Q¯ = {(k1, . . . ,kr) | 0 ki  πi, i ∈ M; kr ∈ G}. If k¯ = (k1, . . . ,kr) ∈ Q¯ , then let xk¯ = xk11 · · · xkrr .
Since |E| =m, we can suppose E = {z1, . . . , zm}. If λ =∑mi=1 λi zi ∈ H , then let yλ = yλ11 · · · yλmm .
Given q ∈ N \ {1}. Let Λ(q) be the Grassmann superalgebra over F in q variables ξr+1, . . . , ξr+q .
Denote the tensor product by Ω¯ := A¯ ⊗ Λ(q). Let Z2 := {0¯, 1¯} denote the ring of integers modulo 2.
Obviously, Ω¯ is an associative superalgebra with a Z2-gradation induced by the trivial Z2-gradation
of A¯ and the natural Z2-gradation of Λ(q):
Ω¯0¯ = A¯ ⊗F Λ(q)0¯, Ω¯1¯ = A¯ ⊗F Λ(q)1¯.
If f ∈ A¯, g ∈ Λ(q), then we simply write f ⊗ g as f g . For k ∈ {1, . . . ,q}, we set
Bk =
{〈i1, i2, . . . , ik〉 ∣∣ r + 1 i1 < i2 < · · · < ik  r + q}
and B(q) =⋃qk=0 Bk , where B0 = φ. If u = 〈i1, . . . , ik〉 ∈ Bk , we let |u| = k, {u} = {i1, . . . , ik} and ξu =
ξi1 · · · ξik . Put |φ| = 0 and ξφ = 1. Then {ξu | u ∈ B(q)} is an F -basis of Λ(q). So {xk¯ yλξu | k¯ ∈ Q¯ , λ ∈ H,
u ∈ B(q)} is an F -basis of Ω¯ .
Put e¯i = (δi1, . . . , δir), i = 1, . . . , r. Let Dr ∈ End(Ω¯) such that Dr(xk¯ yλξu) = krxk¯−e¯r yλξu . If kr ∈ G,
clearly xkrr = xe¯r y0ξφ ∈ Ω¯ . For kr, lr ∈ G, it is easy to see that Dr(xkrr xlrr ) = Dr(xkrr )xlrr + xkrr Dr(xlrr ). So
Dr is an even derivation of Ω¯ .
If i ∈ M, then we let Di ∈ End(Ω¯) such that Di(xk¯ yλξu) = k∗i xk¯−e¯i yλξu , where k∗i is the ﬁrst non-
zero number of ε0(ki), ε1(ki), . . . , εsi (ki).
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Di
(
xkii x
li
i
)= Di(xkii )xlii + xkii Di(xlii ). (2)
Proof. Set t =min{v | εv (ki) = 0}, s =min{v | εv (li) = 0}.
(i) If there is a u ∈ {0,1, . . . , si} such that εu(ki) + εu(li) > p, then εu(ki − 1) + εu(li) p, εu(ki) +
εu(li − 1) p. From (1) we know that both sides of (2) are zero.
(ii) If there is a u ∈ {0,1, . . . , si} such that εu(ki)+ εu(li) = p, the left side of (2) is zero by (1) and
u max{t, s}. If u >max{t, s}, then
εu(ki − 1) = εu(ki), εu(li − 1) = εu(li).
So
εu(ki − 1) + εu(li) = p = εu(ki) + εu(li − 1).
Thus the right side of (2) is zero. If u = t , u > s, then t > s. Therefore εs(ki) = 0. It follows that
εs(ki − 1) = p − 1. So
εs(ki − 1) + εs(li) (p − 1) + εs(li) p.
Clearly
εt(ki) + εt(li − 1) = εu(ki) + εu(li) = p.
By virtue of (1), xki−1i x
li
i = 0 = xkii xli−1i . Then the right side of (2) is zero. Similarly, we can treat the
case for u = s, u > t . If u = t = s, then
ki
∗ + li∗ = εu(ki) + εu(li) = p.
Thus
ki
∗xki−1i x
li
i + li∗xkii xli−1i =
(
ki
∗ + li∗
)
xki+li−1i = 0.
Hence (2) holds.
(iii) Suppose that εv (ki)+εv (li) < p, where v = 0,1, . . . , si . If t < s, then (ki +li)∗ = ki∗ and εt(ki)+
εt(li − 1) p. So xkii xli−1i = 0. It follows that
(ki + li)∗xki+li−1i = ki∗xki+li−1i = ki∗xki−1i xlii + li∗xkii xli−1i .
Then (2) holds. If t = s, it is easy to see that
(ki + li)∗xki+li−1i = ki∗xki−1i xlii + li∗xkii xli−1i .
Then (2) also holds. 
If L is a superalgebra, then h(L) denotes the set of all Z2-homogeneous elements of L, i.e., h(L) =
L0¯ ∪ L1¯ . If |x| occurs in some expression in this paper, we always regard x as a Z2-homogeneous
element and |x| as the Z2-degree of x.
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and T = {r + 1, . . . , s}. Let Di = ∂∂ξi , i ∈ T , then Di is an odd derivation of Ω¯ , i.e., Di is a derivation
of Ω¯ whose Z2-degree is 1¯. Deﬁne i˜ = 0¯, if 1 i  r, and i˜ = 1¯, if i ∈ T .
Let
i′ =
⎧⎨
⎩
i + n if 2 i  n + 1,
i − n if n+ 2 i  r,
i if r + 1 i  s,
[i] =
⎧⎨
⎩
1 if 2 i  n + 1,
−1 if n + 2 i  r,
1 if r + 1 i  s.
Set 1′ = r, r′ = 1, [1] = 1 and [r] = −1. Put S = {1,2, . . . , s}. Clearly S = {i′ | i ∈ S}, i˜ = i˜′ and
[i′](−1)i˜ = −[i], ∀i ∈ S. Then we can deﬁne a bilinear operation [ , ] in Ω¯ such that
[ f , g] =
s∑
i=1
[i](−1)i˜| f |Di( f )Di′ (g), f ∈ h(Ω¯), g ∈ Ω¯. (3)
Theorem 2.2. For the operation [ , ] deﬁned in (3), Ω¯ is a Lie superalgebra.
Proof. We only prove that the operation [ , ] satisﬁes graded Jacobi identity. Let f ∈ Ω¯α , g ∈ Ω¯β and
h ∈ Ω¯γ , where α,β,γ ∈ Z2. Then
(−1)αγ [ f , [g,h]]= (−1)αγ
[
f ,
s∑
i=1
[i](−1)i˜βDi(g)Di′ (h)
]
= (−1)αγ
s∑
i, j=1
[i][ j](−1) j˜α+i˜βD j( f )D j′
(
Di(g)Di′ (h)
)
=
s∑
i, j=1
[i][ j](−1)αγ+ j˜α+i˜βD j( f )D j′ Di(g)Di′ (h)
+
s∑
i, j=1
[i][ j](−1)αγ+ j˜α+i˜β+ j˜′(i˜+β)D j( f )Di(g)D j′ Di′ (h)
=
s∑
i, j=1
[i′][ j](−1)αγ+ j˜α+i˜′βD j( f )D j′ Di′ (g)Di(h)
+
s∑
i, j=1
[ j][i](−1)αγ+i˜α+ j˜β+i˜′( j˜+β)Di( f )D j(g)Di′ D j′ (h)
=
s∑
i, j=1
[i′][ j](−1)γ β+ j˜α+i˜α+i˜+i˜′γ+ j˜′ i˜′ Di(h)D j( f )Di′ D j′ (g)
+
s∑
i, j=1
[i][ j](−1)αγ+i˜α+ j˜β+i˜′ j˜+i˜′βDi( f )D j(g)Di′ D j′ (h).
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(−1)βα[g, [h, f ]]= s∑
i, j=1
[i′][ j](−1)αγ+ j˜β+i˜β+i˜+i˜′α+ j˜′ i˜′ Di( f )D j(g)Di′ D j′ (h)
+
s∑
i, j=1
[i][ j](−1)αβ+i˜β+ j˜γ+i˜′ j˜′+i˜′γ Di(g)D j(h)Di′ D j′ ( f ),
(−1)βγ [h, [ f , g]]= s∑
i, j=1
[i′][ j](−1)βα+ j˜γ+i˜γ+i˜+i˜′β+ j˜′ i˜′ Di(g)D j(h)Di′ D j′ ( f )
+
s∑
i, j=1
[i][ j](−1)βγ+i˜γ+ j˜α+i˜′ j˜+i˜′αDi(h)D j( f )Di′ D j′ (g).
Utilizing above three equalities and i˜ = i˜′ , [i′](−1)i˜ = −[i], i = 1,2, . . . , s, we obtain that
(−1)αγ [ f , [g,h]]+ (−1)βα[g, [h, f ]]+ (−1)βγ [h, [ f , g]]= 0. 
Set M1 = M \ {1}. By virtue of the formula (3) we have
[
xk¯ yλξu, xl¯ yηξ v
]= s∑
i=1
[i](−1)i˜|ξu |Di
(
xk¯ yλξu
)
Di′
(
xl¯ yηξ v
)
= k∗1l1′xk¯−e¯1xl¯−e¯1′ yλ+ηξuξ v − k1′ l∗1xk¯−e¯1′ xl¯−e¯1 yλ+ηξuξ v
+
∑
i∈M1
[i]k∗i l∗i′xk¯−e¯i xl¯−e¯i′ yλ+ηξuξ v
+
∑
i∈T
(−1)|ξu |xk¯xl¯ yλ+ηDi
(
ξu
)
Di
(
ξ v
)
. (4)
Let D be the linear transformation of Ω¯ such that
D
(
xk¯ yλξu
)= (k1′ + ∑
j∈M1
k jμ j + λ + 2−1|u| − 1
)
xk¯ yλξu . (5)
By the deﬁnition of D and Eq. (4), noticing that μ j + μ j′ = 1, j ∈ M , we get that
D
[
xk¯ yλξu, xl¯ yηξ v
]= [D(xk¯ yλξu), xl¯ yηξ v]+ [xk¯ yλξu, D(xl¯ yηξ v)]
=
(
k1′ + l1′ +
∑
j∈M1
(k j + l j)μ j + λ + η + 2−1
(|u| + |v|)− 2
)[
xk¯ yλξu, xl¯ yηξ v
]
.
Then D is an even derivation of Ω¯ . Hence V := { f ∈ Ω¯ | D( f ) = 0} is a subalgebra of Ω¯ . If∑
ak¯λux
k¯ yλξu ∈ V , where 0 = ak¯λu ∈ F , then D(
∑
ak¯λux
k¯ yλξu) = 0. So ∑ak¯λuD(xk¯ yλξu) = 0. Since
ak¯λu = 0, D(xk¯ yλξu) = 0. It follows that V = 〈xk¯ yλξu | D(xk¯ yλξu) = 0〉. Thus
V =
〈
xk¯ yλξu
∣∣∣ k1′ = 1− ∑
j∈M
k jμ j − λ − 2−1|u|
〉
. (6)1
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a subalgebra of associative superalgebra Ω¯ .
Put Q = {k = (k1, . . . ,kr−1) | 0  ki  πi, ∀i ∈ M}. Obviously, {xk yλξu | k ∈ Q , λ ∈ G, u ∈ B(q)}
is an F -basis of Ω˜ . If k¯ = (k1, . . . ,kr) ∈ Q¯ , then we set that δ(k¯) := (k1, . . . ,kr−1). Let σ : V → Ω˜
be a linear mapping such that σ(xk¯ yλξu) = xδ(k¯) yλξu . If σ(xk¯ yλξu) = σ(xl¯ yηξ v ), then xδ(k¯) yλξu =
xδ(l¯) yηξ v . Hence δ(k¯) = δ(l¯), λ = η and u = v. Eq. (6) implies that k1′ = l1′ . Therefore k¯ = l¯. This
shows that σ is an isomorphism mapping of linear spaces. We deﬁne a bilinear operation [ , ] in Ω˜
such that
[
xδ(k¯) yλξu, xδ(l¯) yηξ v
] := σ [xk¯ yλξu, xl¯ yηξ v]. (7)
Then Ω˜ is a Lie superalgebra which is isomorphic to V . If k¯ ∈ Q¯ , then we simply write δ(k¯) as k. Set
ei = (δi1, . . . , δir−1), ∀i ∈ M1. By virtue of (7) and (4), it follows that
[
xk yλξu, xl yηξ v
]= σ [xk¯ yλξu, xl¯ yηξ v]
= k∗1
(
1−
∑
j∈M1
l jμ j − η − 2−1|v|
)
xk−e1xl yλ+ηξuξ v
− l∗1
(
1−
∑
j∈M1
k jμ j − λ − 2−1|u|
)
xkxl−e1 yλ+ηξuξ v
+
∑
i∈M1
[i]k∗i l∗i′xk−ei xl−ei′ yλ+ηξuξ v
+
∑
i∈T
(−1)|ξu |xk yl yλ+ηDi
(
ξu
)
Di
(
ξ v
)
. (8)
Let I be the identity mapping. Set
∂¯ = I −
∑
j∈M1
μ j x j0
∂
∂x j0
−
m∑
j=1
z j y j
∂
∂ y j
− 2−1
∑
j∈T
ξ j
∂
∂ξ j
.
Eq. (8) yields that
[
xk yλξu, xl yηξ v
]= D1(xk yλξu)∂¯(xl yηξ v)− ∂¯(xk yλξu)D1(xl yηξ v)
+
∑
i∈M1∪T
[i](−1)i˜|ξu |Di
(
xk yλξu
)
Di′
(
xl yηξ v
)
.
Consequently, for f ∈ h(Ω˜), g ∈ Ω˜ , we have
[ f , g] = D1( f )∂¯(g) − ∂¯( f )D1(g) +
∑
i∈M1∪T
[i](−1)i˜| f |Di( f )Di′ (g). (9)
Let xi = x1i = xi0, ∀i ∈ M . Set π = (π1, . . . ,πr−1), ω = 〈r + 1, . . . , s〉 ∈ B(q).
Lemma 2.3. If λ ∈ H, 2n + 4− q ≡ 0 (mod p), then λ + 2−1q − n − 2 = 0.
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is a non-zero element in Π . So 2λ is a non-zero element in Π . Thus there is t ∈ {1, . . . , p − 1} such
that t(2λ) = 1 ∈ Π ⊆ F . Because H is an additive group and λ ∈ H , t(2λ) = (2t)λ ∈ H . So 1 ∈ H . It
contradicts to 1 /∈ H . 
If 2n + 4− q ≡ 0 (mod p), then we write Ω˜ as Ω . In the following, without particular statement
we always assume that 2n + 4− q ≡ 0 (mod p). Let R = M ∪ T .
Lemma 2.4. Let f ∈ Ω . If Di( f ) = 0, ∀i ∈ R, then f =∑λ∈H aλ yλ, where aλ ∈ F .
Proof. If Di(xk yλξu) = 0, ∀i ∈ R , then k = (0, . . . ,0), u = φ.
Thus xk yλξu = yλ . Hence the lemma holds. 
Theorem 2.5. Ω is a ﬁnite-dimensional simple Lie superalgebra.
Proof. Let I be a non-zero ideal of Ω , 0 = f ∈ Ω .
Let f = xt1 f0 + xt−11 f1 + · · · + ft , where f0 = 0, D1( f j) = 0, j = 0,1, . . . , t .
Utilizing the formula (9), we have
(ad1)t( f ) = (ad1)t−1[1, f ] = (ad1)t−1(−D1( f ))= · · · = (−1)t Dt1( f )
= (−1)t Dt1
(
t∑
j=1
x j1 f0
)
= (−1)t
t∑
j=1
Dt1
(
x j1
)
f0.
If j < t , it is easy to check that Dt1(x
j
1) = 0 and
Dt1
(
xt1
)= Dt−11 (t∗xt−11 )= t∗(t − 1)∗D1(xt−21 )= · · · = (−1)t
(
t∏
j=1
j∗
)
.
Hence (ad1)t( f ) = (−1)t(∏tj=1 j∗) f0. So f0 ∈ I . Let f0 = xli g0 + xl−1i g1 +· · ·+ gl , where i ∈ M1, g0 = 0
and Di(g j) = 0, j = 0,1, . . . , l. Because
(ad xi′ )
l( f0) = [i]l
(
l∏
j=1
j∗
)
g0,
we have g0 ∈ I . Thus we can suppose that g0 ∈ I and Di(g0) = 0, ∀i ∈ M . If Di(g0) = 0, where
i ∈ T , then we can suppose that g0 = ξih0 + h1, where i ∈ T , h0 = 0, Di(h0) = Di(h1) = 0. Then h0 =
−[ξi, g0] ∈ I. Thus we can suppose that Di(h0) = 0, ∀i ∈ R . By virtue of Lemma 2.4, h0 =∑λ∈H aλ yλ .
If h0 contains at least two non-zero terms, then we can suppose that
h0 = aη yη + aμ yμ +
∑
λ∈H\{η,μ}
aλ y
λ,
where aη = 0, aμ = 0. Let
h′0 : = [x1,h0] − (1− η)h0
= (η − μ)aμ yμ +
∑
λ∈H\{η,μ}
(η − λ)aλ yλ.
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0 is an element of I with one term less than h0. Utilizing this procedure continu-
ously, we can suppose that aλ yλ ∈ I , aλ = 0. Then yλ ∈ I . Since 1 /∈ H , 1 − λ = 0. Then 1 =
(1 − λ)−1[x1 y−λ, yλ] ∈ I . If k1 < π1, then xk yλξu = (k1 + 1)∗[xk+e1 yλξu,1] ∈ I . In particular xi ∈ I
and ξ j ∈ I , ∀i ∈ M , ∀ j ∈ T . If there is i ∈ M1 such that ki < πi , then
[i](ki + 1)∗xk yλξu =
[
xk+ei yλξu, xi′
]− (1− μi′ )k∗1xk+ei−1 yλξu ∈ I.
Therefore xk yλξu ∈ I . If there is i ∈ T \ {u}, then xk yλξu = −[xk yλξuξi, ξi] ∈ Y .
By virtue of Lemma 2.3, λ+2−1q−n−2 = 0. Hence xπ yλξω = (λ+2−1q−n−2)−1[xπ yλξω, x1] ∈ I .
Consequently I = Ω . The proof is completed. 
3. Derivation superalgebra ofΩ
First we recall some useful deﬁnitions which shall appear frequently in this section. Let L = L0¯⊕ L1¯
be a Lie superalgebra and let V be a subspace of L. If V = (V ∩ L0¯) ⊕ (V ∩ L1¯), then V is called a
Z2-graded subspace of L. If L is a Lie superalgebra and L =⊕i∈Z Li , where Li is a Z2-graded subspace
of L and [Li, L j] ⊆ Li+ j, for any i, j ⊆ L, then L is called a Z -graded Lie superalgebra.
In Section 2 we constructed the Lie superalgebra Ω . Recall that Ω =⊕α∈Z2 Ωα,
Ωα = spanF
{
xk yλξu
∣∣ k ∈ Q , λ ∈ H, u ∈ B(q), |u| = α}. (10)
For i ∈ Z , we let
Ωi := spanF
{
xk yλξu
∣∣∣ ( ∑
i∈M1
ki
)
+ 2k1 + |u| − 2= i
}
. (11)
Eqs. (10) and (11) show that Ωi = (Ωi ∩ Ω0¯) ⊕ (Ωi ∩ Ω1¯), ∀i ∈ Z . From Eq. (8) we obtain that[Ωi,Ω j] ⊆ Ωi+ j , ∀i, j ∈ Z . Hence Ω =⊕i∈Z Ωi is a Z -graded Lie superalgebra. Set Ω(i,α) := Ωi ∩ Ωα ,
where i ∈ Z , α ∈ Z2. Then Ω =⊕(i,α)∈Z×Z2 Ω(i,α) is also Z × Z2-graded.
Let f ∈ Ω. If f ∈ Ωi, then f is called Z -homogeneous element and i is the Z -degree of f . Fre-
quently the Z -degree of f is denoted by zd( f ). Put τ =∑i∈M1 πi + 2π1 + q − 2. If i < −2 or i > τ,
it is easy to see that Ωi = 0. Let X = {−2,−1, . . . , τ }. Then Ω =⊕i∈X Ωi . Clearly Ω−2 = spanF {yλ |
λ ∈ H}. The following lemma comes from Ref. [12].
Lemma 3.1. Let G be an abelian group, V =⊕g∈G V g and W =⊕g∈G Wg the ﬁnite-dimensional G-graded
linear spaces. The HomF (V ,W ) inherits a G-gradation by
HomF (V ,W )g :=
{
ϕ ∈ HomF (V ,W )
∣∣ ϕ(Vh) ⊆ V g+h, ∀h ∈ G}.
Let plΩ denote the general linear Lie superalgebra which consists of all linear transformations
of Ω . Note that Ω is both Z2-graded and Z -graded. From Lemma 3.1 we can get the following lemma
immediately.
Lemma 3.2.
(i) plΩ =⊕α∈Z2 plα Ω, where
pl
α
Ω := {ϕ ∈ plΩ ∣∣ ϕ(Ωβ) ⊆ Ωα+β, ∀β ∈ Z2}.
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pl
t
Ω := {ϕ ∈ plΩ ∣∣ ϕ(Ωi) ⊆ Ωt+i, ∀i ∈ Z}.
Let ϕ ∈ plα Ω , where α ∈ Z2. If
ϕ[x, y] = [ϕ(x), y]+ (−1)α|x|[x,ϕ(y)],
∀x ∈ h(Ω), ∀y ∈ Ω , then ϕ is called a derivation of degree α of Ω . Let Derα Ω denote the linear space
of all derivations of degree α of Ω , where α ∈ Z2. Set
DerΩ := Der
0¯
Ω ⊕ Der
1¯
Ω.
We call DerΩ the derivation superalgebra of Ω. For t ∈ Z , we let
Der
t
Ω := {ϕ ∈ DerΩ ∣∣ ϕ(Ωi) ⊆ Ωt+i, ∀i ∈ Z}.
Obviously Dert Ω ⊆ plt Ω. Put δ = τ + 2 and Y = {−δ,−δ + 1, . . . , δ}. If t ∈ Z \ Y , then t + i /∈ X for
any i ∈ X . Hence plt Ω = Dert Ω = 0, ∀t ∈ Z \ Y . In particular, plΩ =
⊕
t∈Y plt Ω.
Lemma 3.3. DerΩ =⊕t∈Y Dert Ω.
Proof. Clearly
⊕
t∈Y Dert Ω ⊆ DerΩ. We shall prove that Derα Ω ⊆
⊕
t∈Y Dert Ω, ∀α ∈ Z2. From (ii)
of Lemma 3.2, we have Derα Ω ⊆ plα Ω ⊆
⊕
t∈Y plt Ω. For any ϕ ∈ Derα Ω, we have ϕ =
∑
t∈Y ϕt ,
where ϕt ∈ plt Ω. By virtue of (i) of Lemma 3.2, we can suppose that ϕt = ϕt0¯ + ϕt1¯, where ϕt0¯ ∈
pl0¯ Ω , ϕt1¯ ∈ pl1¯ Ω. Then
ϕ =
∑
t∈Y
(ϕt0¯ + ϕt1¯) =
∑
t∈Y
ϕt0¯ +
∑
t∈Y
ϕt1¯. (12)
By virtue of Eq. (12) and ϕ ∈ plα Ω, we have ϕ =
∑
t∈Y ϕtα. Then
∑
t∈Y ϕt =
∑
t∈Y ϕtα. Therefore
ϕt = ϕtα , ∀t ∈ Y . Particularly |ϕt | = α, ∀t ∈ Y . Let f i ∈ Ω(i,β) and g j ∈ Ω j, where i, j ∈ X , β ∈ Z2.
Then
∑
t∈Y
ϕt[ f i, g j] =
(∑
t∈Y
ϕt
)
[ f i, g j] = ϕ[ f i, g j]
= [ϕ( f i), g j]+ (−1)αβ[ f i,ϕ(g j)]
=
[∑
t∈Y
ϕt( f i), g j
]
+ (−1)αβ
[
f i,
∑
t∈Y
ϕt(g j)
]
=
∑
t∈Y
([
ϕt( f i), g j
]+ (−1)αβ[ f i,ϕt(g j)]). (13)
For any f ∈ Ωβ =⊕i∈X Ω(i,β) , g ∈ Ω =⊕ j∈X Ω j, we can suppose that
f =
∑
i∈X
fi, g =
∑
j∈X
g j, (14)
3610 Y. Zhang, Q. Zhang / Journal of Algebra 321 (2009) 3601–3619where f i ∈ Ω(i,β) , g j ∈ Ω j . Utilizing Eqs. (13) and (14), it is easy to check that
ϕt[ f , g] =
[
ϕt( f ), g
]+ (−1)αβ[ f ,ϕt(g)].
Hence ϕt ∈ (DerΩ) ∩ (plt Ω) = Dert Ω , ∀t ∈ Y . Then ϕ ∈
⊕
t∈Y Dert Ω. So Derα(Ω) ⊆
⊕
t∈Y Dert Ω ,∀α ∈ Z2. Consequently DerΩ ⊆⊕t∈Y Dert Ω. 
Lemma 3.4. Dert Ω is a Z2-graded subspace of DerΩ , ∀t ∈ Y .
Proof. Let ϕ ∈ Dert Ω. Then ϕ ∈ DerΩ = Der0¯ Ω ⊕ Der1¯ Ω. So ϕ = ϕ0¯ + ϕ1¯, where ϕ0¯ ∈ Der0¯ Ω , ϕ1¯ ∈
Der1¯ Ω. Suppose that f ∈ Ω(i,α), where i ∈ X , α ∈ Z2. Obviously ϕ0¯( f ) ∈ Ωα =
⊕
j∈X Ω( j,α). Set
ϕ0¯( f ) =
∑
j∈X f j , where f j ∈ Ω( j,α). Similarly we can suppose that ϕ1¯( f ) =
∑
j∈X g j, where g j ∈
Ω( j,α+1¯). So
∑
j∈X
( f j + g j) ∈
⊕
j∈X
Ω j . (15)
On the other hand
∑
j∈X
( f j + g j) =
∑
j∈X
f j +
∑
j∈X
g j = ϕ0¯( f ) + ϕ1¯( f ) = ϕ( f ) ∈ Ωt+i . (16)
Considering Eqs. (15) and (16) we can obtain that
f j + g j = 0, ∀ j ∈ X \ t + i. (17)
Since f j ∈ Ωα , g j ∈ Ωα+1¯, Eq. (17) shows that f j = g j = 0, ∀ j ∈ X \ t + i. Thus ϕ0¯( f ) = ft+i ∈ Ωt+i .
So ϕ0¯(Ω(i,α)) ⊆ Ωt+i , ∀α ∈ Z2. It follows that ϕ0¯(Ωi) ⊆ Ωt+i , ∀i ∈ X . Then ϕ0¯ ∈ plt Ω. Thus ϕ0¯ ∈
(plt Ω) ∩ (Der0¯ Ω). Similarly, ϕ1¯ ∈ (plt Ω) ∩ (Der1¯ Ω). Therefore
Der
t
Ω = (pl
t
Ω ∩ Der
0¯
Ω) ⊕ (pl
t
Ω ∩ Der
1¯
Ω). (18)
It is easy to see that
(pl
t
Ω) ∩ (Der
α
Ω) = (pl
t
Ω) ∩ (DerΩ ∩ Der
α
Ω)
= (pl
t
Ω ∩ DerΩ) ∩ Der
α
Ω
= Der
t
Ω ∩ Der
α
Ω, ∀α ∈ Z2. (19)
By virtue of Eqs. (18) and (19), we have
Der
t
Ω ⊆ (Der
t
Ω ∩ Der
0¯
Ω) ⊕ (Der
t
Ω ∩ Der
1¯
Ω).
It follows that Dert Ω is a Z2-graded subspace of DerΩ. 
In the following we shall determine the derivation superalgebra DerΩ of Ω . By virtue of Lem-
mas 3.3 and 3.4, we only need to determine the h(Dert Ω), ∀t ∈ Y .
Y. Zhang, Q. Zhang / Journal of Algebra 321 (2009) 3601–3619 3611Lemma 3.5. Let ϕ ∈ h(DerΩ), f ∈ Ω. If ϕ(xi) = ϕ[ f , xi] = ϕ(ξ j) = ϕ[ f , ξ j] = 0, ∀i ∈ M1 , ∀ j ∈ T , then
ϕ( f ) ∈ Ω−2.
Proof. Let f = ∑α∈Z2 fα, where fα ∈ Ωα. We shall prove that ϕ( fα) ∈ Ω−2, ∀α ∈ Z2. By virtue
of ϕ[ f , xi] = 0, ∀i ∈ M1, we have ϕ[∑α∈Z2 fα, xi] = 0. So ∑α∈Z2 ϕ[ fα, xi] = 0. Since ϕ, fα and xi
are all Z2-homogeneous elements, ϕ[ fα, xi] is Z2-homogeneous. Then equation ∑α∈Z2 ϕ[ fα, xi] = 0
shows that ϕ[ fα, xi] = 0, ∀α ∈ Z2. Hence
[
ϕ( fα), xi
]+ (−1)|ϕ|α[ fα,ϕ(xi)]= 0.
Noticing that ϕ(xi) = 0, we have [ϕ( fα), xi] = 0, ∀i ∈ M1. Thus
[
ϕ( fα),1
]= [i][ϕ( fα), [xi, xi′ ]]
= [i][[ϕ( fα), xi], xi′]+ [i][xi, [ϕ( fα), xi′]]
= 0.
It follows that
Di
(
ϕ( fα)
)= [i][ϕ( fα), xi]= 0, ∀i ∈ M1.
Similarly, we have [ϕ( fα), ξ j] = 0 and D j(ϕ( fα)) = 0, ∀ j ∈ T . By virtue of Lemma 2.4, ϕ( fα) ∈ Ω−2.
Hence ϕ( f ) ∈ Ω−2. 
Lemma 3.6. Let t ∈ Z and ϕ ∈ h(Dert Ω). If ϕ(Ω j) = 0, j = −2,−1, . . . ,k, where k −1 and k + t −2,
then ϕ = 0.
Proof. Let j  k. We shall prove ϕ(Ω j) = 0 by induction on j. Let j > k and f ∈ Ω j . Assume that
ϕ(Ω j−1) = 0. Clearly [ f , xi], [ f , ξ j] ∈ Ω j−1. So
ϕ[ f , xi] = ϕ[ f , ξ j] = 0, ∀i ∈ M1, ∀ j ∈ T .
Since ϕ(Ω−1) = 0, ϕ(xi) = ϕ(ξ j) = 0. By virtue of Lemma 3.5, ϕ( f ) ∈ Ω−2. Then ϕ( f ) ∈ Ω−2 ∩ Ωt+ j .
Since t + j > t + k  −2, Ω−2 ∩ Ωt+ j = 0. So ϕ( f ) = 0. Thus ϕ(Ω j) = 0. Induction is completed.
Consequently ϕ = 0. 
If i ∈ M, then let τ (i) = πi . If i ∈ T , then let τ (i) = 1. An element f of Ω is called τ (i)-truncated
if Dτ (i)i ( f ) = 0, where i ∈ M ∪ T . For i ∈ M, we deﬁne a linear mapping ρi : Ω → Ω such that
ρi
(
xk yλξu
)= ((ki + 1)∗)−1xk+ei yλξu,
where we set xk+ei = 0 for k + ei /∈ Q . For i ∈ T , we deﬁne a linear mapping ρi : Ω → Ω such that
ρi(xk yλξu) = xk yλξiξu . From the deﬁnitions we can obtain the following lemma directly.
Lemma 3.7.
(i) If f ∈ Ω is τ (i)-truncated, then Diρi( f ) = f , ∀i ∈ R.
(ii) Diρ j = (−1)i˜ j˜ρ j Di, where i, j ∈ R, i = j.
3612 Y. Zhang, Q. Zhang / Journal of Algebra 321 (2009) 3601–3619Lemma 3.8. Let ft1 , . . . , ftk ∈ Ω, where t1, . . . , tk ∈ R. If f i is τ (i)-truncated, i = t1, . . . , tk, and Di( f j) =
(−1)i˜ j˜ D j( f i), i, j = t1, . . . , tk, then there is f ∈ Ω such that Di( f ) = f i , i = t1, . . . , tk.
Proof. Induction on k. If k = 1, then let f = ρt1 ( ft1 ). By virtue of (i) of Lemma 3.7, Dt1 ( f ) =
Dt1ρt1 ( f ) = ft1 . Assume that there is g ∈ Ω such that Di(g) = f i , i = t1, . . . , tk−1. Let f = g +
ρtk ( ftk − Dtk (g)). For i = t1, . . . , tk−1, utilizing (ii) of Lemma 3.7 and the hypothesis of this lemma,
we have
Di( f ) = f i + Diρtk
(
ftk − Dtk (g)
)
= f i + (−1)t˜k i˜ρtk
(
Di( ftk ) − DiDtk (g)
)
= f i + (−1)t˜k i˜ρtk
(
(−1)i˜t˜k Dtk ( f i) − (−1)i˜t˜k Dtk Di(g)
)
= f i .
Since ftk − Dtk (g) is τ (tk)-truncated, by virtue of Lemma 3.7 we have
Dtk ( f ) = Dtk (g) + Dtkρtk
(
ftk − Dtk (g)
)
= Dtk (g) + ftk − Dtk (g)
= ftk . 
Lemma 3.9. Let f i ∈ Ω , ∀i ∈ R. If Di( f j) = (−1)i˜ j˜ D j( f i), ∀i, j ∈ R, then following statements hold:
(i) f i is τ (i)-truncated, ∀i ∈ T .
(ii) exπii , e ∈ Ω−2, is the only term containing xπii that is possible to arise in fi .
Proof. By virtue of the hypothesis of this lemma, we have 2Di( f i) = 0, ∀i ∈ T . Then (i) holds. We shall
prove (ii). Let f i ∈ Ω. we can suppose that f i = exπii + h, where i ∈ M , e ∈ Ω and Di(e) = 0= Dπii (h).
Since i ∈ M , i˜ = 0¯. For any j ∈ R, by the assumption of this lemma we have
Di( f j) = D j( f i) = D j(e)xπii + D j(h).
Because Di( f j) and D j(h) are both τ (i)-truncated, D j(e) = 0, ∀ j ∈ R. By virtue of Lemma 2.4,
e ∈ Ω−2. 
Lemma 3.10. Suppose that ϕ ∈ h(DerΩ). Let f1 = ϕ(1), f i = [i]ϕ(xi′) − [i]μi f1xi′ , ∀i ∈ M1; f i =
(−1)|ϕ|ϕ(ξi) − (−1)|ϕ|2−1 f1ξi , ∀i ∈ T . Then Di( f j) = (−1)i˜ j˜ D j( f i), ∀i, j ∈ R.
Proof. By the assumption we have
ϕ(xi′ ) = [i] f i + μi f1xi′ , ∀i ∈ M1, (20)
ϕ(ξi) = (−1)|ϕ| f i + 2−1 f1ξi, ∀i ∈ T . (21)
Applying ϕ to the equality [1, ξi] = 0, we obtain that [ϕ(1), ξi] + [1,ϕ(ξi)] = 0. Then
[ f1, ξi] +
[
1, (−1)|ϕ| f i + 2−1 f1ξi
]= 0.
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2−1D1( f1)ξi + (−1)| f1|Di( f1) − (−1)|ϕ|D1( f i) − 2−1D1( f1ξi) = 0.
Noting that | f1| = |ϕ(1)| = |ϕ|, we get that D1( f i) = Di( f1), ∀i ∈ T . Applying ϕ to [ξi, ξ j] = −δi j1 we
have
[
ϕ(ξi), ξ j
]+ (−1)|ϕ|[ξi,ϕ(ξ j)]= −δi j f1, ∀i, j ∈ T .
Utilizing Eq. (21), we obtain that
(−1)|ϕ|2−1D1( f i)ξ j + (−1)|ϕ|(−1)| f i |D j( f i) + 4−1D1( f1ξi)ξ j
+ (−1)| f1ξi |2−1D j( f1ξi) − 2−1ξi D1( f j) + (−1)|ξi |Di( f j)
− (−1)|ϕ|4−1ξi D1( f1ξ j) + (−1)|ϕ|(−1)|ξi |2−1Di( f1ξ j)
= −δi j f1. (22)
Note that D1( f i) = Di( f1), ∀i ∈ T , |ϕ| = | f1| and |ϕ| + 1¯ = | f i |. By virtue of Eq. (22), we obtain
that Di( f j) = −D j( f i), ∀i, j ∈ T . Similarly, applying ϕ to the equalities [1, xi′ ] = 0 and [xi′ , x j′ ] =
δ ji′ [i′ ]1 respectively and utilizing Eq. (20) we get that Di( f1) = D1( f i) and Di( f j) = D j( f i), ∀i, j ∈ M1.
Applying ϕ to [xi′ , ξ j] = 0 we obtain Di( f j) = D j( f i), ∀i ∈ M1, ∀ j ∈ T . Hence the lemma holds. 
Lemma 3.11. Let ϕ ∈ h(DerΩ) and fi be deﬁned according to Lemma 3.10, ∀i ∈ R. Then fi is τ (i)-truncated,
∀i ∈ R.
Proof. If i ∈ T , by Lemmas 3.10 and 3.9 we know that f i is τ (i)-truncated. Applying ϕ to [x1,1] = 1,
we obtain that [ϕ(x1),1] + [x1, f1] = f1. Hence
f1 = D1
(
ϕ(x1)
)+ ∂¯( f1) − x1D1( f1).
By virtue of Lemma 3.9 we can set f1 = exπ11 + g1, where e ∈ Ω−2, g1 is τ (1)-truncated. Applying ∂¯
and x1D1 to the equality f1 = exπ11 + g1 respectively, we obtain that
∂¯( f1) = ∂¯(e)xπ11 − ∂¯(g1), x1D1( f1) = −exπ11 + x1D1(g1).
Then
f1 = D1
(
ϕ(x1)
)+ (∂¯(e)xπ11 − ∂¯(g))− x1D1( f1),
exπ11 = x1D1(g1) − x1D1( f1).
Above two equalities show that
g1 = f1 − exπ11 = D1
(
ϕ(x1)
)+ ∂¯(e)xπ11 + ∂¯(g1) − x1D1(g1).
Since g1, D1(ϕ(x1)), ∂¯(g1) and x1D1(g1) are all τ (1)-truncated, ∂¯(e) = 0. Thus e = 0. Consequently
f1 = g1 is τ (1)-truncated. Similarly, applying ϕ to [x1, xi′ ] = μi xi′ , ∀i ∈ M1, we can obtain that f i is
τ (i)-truncated, ∀i ∈ M1. 
3614 Y. Zhang, Q. Zhang / Journal of Algebra 321 (2009) 3601–3619Let  = {θ : H → F | θ(λ+ η) = θ(λ)+ θ(η), ∀λ,η ∈ H}. For θ ∈ , we deﬁne a linear transforma-
tion Dθ of Ω by means of Dθ (xk yλξu) = θ(λ)xk yλξu . It is easy to see that Dθ ∈ Der0¯ Ω.
Lemma 3.12. Let ϕ ∈ h(DerΩ). If ϕ(x1) = ϕ(xi) = ϕ(ξ j) = 0, ∀i ∈ M1 , ∀ j ∈ T , then there is θ ∈  such that
ϕ(yλ) = θ(λ)yλ , ∀λ ∈ H .
Proof. By virtue of Lemma 3.5 we can let ϕ(yλ) =∑η∈H aη yη. Let λ ∈ H . Applying ϕ to [x1, yλ] =
(1 − λ)yλ we obtain that aη = 0, ∀η ∈ H \ {λ}. Hence ϕ(yλ) = θ(λ)yλ, where θ(λ) = aλ. Applying ϕ
to [x1 yη,1] = yη we have D1(ϕ(x1 yη)) = θ(η)yη. Then ϕ(x1 yη) = θ(η)x1 yη + g, where g ∈ Ω and
D1(g) = 0. Again applying ϕ to [x1 yη, yλ] = (1− λ)yη+λ we get that
[
θ(η)x1 y
η + g, yλ]+ [x1 yη, θ(λ)yλ]= (1− λ)θ(η + λ)yη+λ.
Then
(1− λ)θ(η)yη+λ + (1− λ)θ(λ)yη+λ = (1− λ)θ(η + λ)yη+λ.
Since 1− λ = 0, θ(η + λ) = θ(η) + θ(λ). Thus θ ∈ . 
Lemma 3.13. If ϕ ∈ h(DerΩ), then there are g ∈ Ω and θ ∈  such that (ϕ − ad g − Dθ )(Ω j) = 0,
j = −2,−1.
Proof. Let f i , i ∈ R, be the elements of Ω which are deﬁned according to Lemma 3.10. By Lem-
mas 3.10, 3.11 and 3.8, there is f ∈ Ω such that Di( f ) = f i , ∀i ∈ R. Let ϕ1 = ϕ − ad f . By virtue of
Eq. (20)
ϕ1(xi) = ϕ(xi) − [ f , xi]
= ϕ(xi) −
(
D1( f )μi′xi + [i′]Di′ ( f )
)
= ϕ(xi) −
(
μi′ f1xi + [i′] f i′
)
= 0,
∀i ∈ M1. Similarly, ϕ1(ξ j) = 0, ∀ j ∈ T . By virtue of Lemma 3.5, ϕ1(x1) = ∑λ∈H aλ yλ. Let z =∑
λ∈H (λ − 1)−1aλ yλ and ϕ2 = ϕ1 − ad z. Then ϕ2(x1) = 0 and ϕ2(xi) = ϕ2(ξ j) = 0, ∀i ∈ M1,∀ j ∈ T . By Lemma 3.12, ϕ2(yλ) = θ(λ)yλ, where θ ∈ . Let ϕ3 = ϕ2 − Dθ . Then ϕ3(yλ) = 0,
∀λ ∈ H . Hence ϕ3(Ω−2) = 0 and ϕ3(x1) = ϕ3(xi) = ϕ3(ξ j) = 0, ∀i ∈ M1, ∀ j ∈ T . By Lemma 3.5,
ϕ3(xi yλ),ϕ3(xixi′ ) ∈ Ω−2. Note that [xi yλ,Ω−2] = {0} = [Ω−2, xixi′ ]. Applying ϕ to xi yλ =
[i][xi yλ, xixi′ ], we obtain ϕ3(xi yλ) = 0, ∀i ∈ M1. Similarly, ϕ3(ξ j yλ) = 0, ∀ j ∈ T . Consequently
ϕ3(Ω−1) = 0. Clearly ϕ3 = ϕ − ad( f + z) − Dθ . 
Lemma 3.14. Let ϕ ∈ h(Dert Ω), where t −1. Then there are f ∈ Ω and θ ∈  such that ϕ = ad f + Dθ .
Proof. This is a direct consequence of Lemmas 3.13 and 3.6. 
Lemma 3.15. Der−2 Ω = adΩ−2 .
Proof. Let ϕ ∈ h(Der−2 Ω). Then ϕ(Ω0) ⊆ Ω−2. Suppose that ϕ(x1 yλ) =∑η∈H aη yη. Since η−λ ∈ H ,
η − λ = 1. Let g =∑η∈H (η − λ − 1)−1aη yη and ϕ1 = ϕ − ad g. We have ϕ1(x1 yλ) = 0. Obviously
ϕ1(xixi′ ),ϕ1(xix j yλ) ∈ Ω−2. Applying ϕ1 to xix j yλ = [i′][xixi′ , xix j yλ] we obtain that ϕ1(xix j yλ) = 0,
where j = i′. Similarly, it follows that
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(
xiξl y
λ
)= ϕ1(ξlξ j yλ)= ϕ1(xixi′ yλ)= 0, ∀i ∈ M1, ∀l, j ∈ T , ∀λ ∈ H .
Thus ϕ1(Ω0) = 0. By Lemma 3.6 we have ϕ1 = 0. Hence ϕ = ad g ∈ adΩ−2. 
Lemma 3.16. Let ϕ ∈ h(Der−t Ω),where t > 2. Suppose that i ∈ M1. If ϕ(xti ) = 0, then ϕ(xli) = 0, 0 l πi .
Proof. If l < t, then ϕ(xli) ∈ Ωl−2−t = 0. Let l t. We shall prove ϕ(xli) = 0 by induction on l. Assume
that l > t and ϕ(xl−1i ) = 0. By virtue of Lemma 3.5 we obtain that ϕ(xli) ∈ Ω−2. Hence ϕ(xli) ∈ Ω−2 ∩
Ωl−2−t = 0. 
Lemma 3.17. Let Sl = {xs1, 0  s  l; ξ j, j ∈ T ; yλ, λ ∈ H}, where 2  l  π1. Suppose that L is the
subalgebra of Ω generated by Sl. Then x
l
1ξ j ∈ L, ∀ j ∈ T .
Proof. Clearly x1ξ j = [x21, ξ j] ∈ L. If l∗ = 2, then xl1ξ j = 2(l∗ − 2)−1[xl1, x1ξ j] ∈ L. Let l∗ = 2. Let λ ∈
H \ {0}. By virtue of 1 /∈ H, it follows that 1− λ,1− 2λ and 3+ 2λ are all non-zero elements. Then
x1ξ j y
λ = (1− λ)−1(1− 2λ)−1[x21, [x1ξ j, yλ]] ∈ L.
Moreover
xl1ξ j = −2−1λ−1(1+ λ)−1(3+ 2λ)−1
[[
xl1, x1ξ j y
λ
]
,
[
x21, y
−λ]] ∈ L. 
Lemma 3.18. Let t > 2 and ϕ ∈ h(Der−t Ω).
(i) If ϕ(xk1) = 0, where k = [ t2 ] is the largest integer equal or less than t2 , then ϕ(xl1) = 0, 0 l π1.
(ii) If t is an old number, then ϕ(xl1) = 0, 0 l π1.
Proof. (i) If l < k, then 2l < t and zd(ϕ(xl1)) = −t + 2l − 2−3. Hence ϕ(xl1) = 0. Let l  k. We shall
prove ϕ(xl1) = 0 by induction on l. Assume that ϕ(xs1) = 0, s = 0,1, . . . , l. By Lemma 3.17 we have
ϕ(xl1ξ j) = 0, ∀ j ∈ T . Since zd(ϕ(xiξ j))−3, ϕ(xiξ j) = 0. Then
ϕ
(
xl1xi
)= −ϕ[xl1ξ j, xiξ j]= 0, ∀xi ∈ M1.
Utilizing Lemma 3.5 we have ϕ(xl+11 ) ∈ Ω−2. Because zd(xl+11 ) + zd(ϕ) = 2l − t , ϕ(xl+11 ) ∈ Ω2l−t . Ob-
serve that 2l − t  2k − t −1. Then
ϕ
(
xl+11
) ∈ Ω−2 ∩ Ω2l−t = {0}.
Induction is completed.
(ii) If t is an old number, then zd(ϕ(xk1)) = 2k − 2 − t = −3, where k = [ t2 ]. Hence ϕ(xk1) = 0. By
virtue of (i), ϕ(xl1) = 0, where 0 l π1. 
Theorem 3.19. Let S = {xkii | i ∈ M, 0 ki  πi} ∪ {yλ | λ ∈ H} ∪ {ξ j | j ∈ T }. Then Ω is generated by S.
Proof. Let Y be the subalgebra generated by S . First we prove the following statements:
1) By Lemma 3.17 we know that xk11 ξ j ∈ Y , k1 < π1, j ∈ T .
2) xri x
s
i′ = ((r + 1)∗)−1((s + 1)∗)−1[xr+1i , xs+1i′ ] ∈ Y , r < πi , s < πi′ , i ∈ M1.
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πi′
i′ ∈ Y , i ∈ M1. In fact, if μi = −1, by virtue of 1),
xπii ξ j = (1+ μi)−1
[
xiξ j, x
πi
i
] ∈ Y .
If μi = −1, by virtue of 1) and 2),
xπii ξ j = −2[i′]
[
x2i xi′ ,
[
xπi−1i , x1ξ j
]] ∈ Y .
Similarly x
πi′
i′ ξ j ∈ Y . Hence xπii x
πi′
i′ = −[xπii ξ j, x
πi′
i′ ξ j] ∈ Y .
4) ξω ∈ Y . In fact, by induction on k we can obtain ξ j1ξ j2 · · · ξ jk ∈ Y , where j1, . . . , jk ∈ T . Hence
ξω ∈ Y .
5) By virtue of 1), xk11 y
λ = −(1− λ)−1[xk11 ξ j, [x1ξ j, yλ]] ∈ Y , k1  π1, λ ∈ H .
6) xk11 y
λξω ∈ Y , k1 < π1, λ ∈ H . If q = 2, by virtue of 5)
xk11 y
λξω = ((k1 + 1)∗)−1(1− 2−1q)−1[xk1+11 yλ, ξω] ∈ Y .
If q = 2, then q = ξr+1ξr+2. For k1 < π1 − 1,
xk11 y
λξω = 4((k + 2)∗)−1((k + 1)∗)−1[[xk1+21 yλ, ξr+1], ξr+2] ∈ Y .
Then
xπ1−11 y
λξω = (3− 2λ)−1[x21, xπ1−21 yλξω] ∈ Y .
7) xxixi′ ∈ Y , i ∈ M1. Let λ ∈ H \ {0}. If μi′ = 0, by virtue of 2) and 5),
xixi′ y
λ = 2−1[i]μ−1i′
[
xix
2
i′ ,
[
x1 y
λ, xi
]] ∈ Y .
Moreover
x1xixi′ = 2−1λ−1(1+ 2λ)−1
[
x1 y
λ,
[
x21, xixi′ y
λ
]] ∈ Y .
If μi′ = 0, then μi = 0. Similarly we can obtain that x1xixi′ ∈ Y .
8) x1xiξω ∈ Y , ∀i ∈ M1. If μi′ = 0, from 1) we have
x1xiξ
ω = 2−1μ−1i′
[
x21ξ
ω, xi
] ∈ Y .
If μi′ = 0, then μi = 0. Similarly x1xi′ξω ∈ Y By 2) and 6)
x1xiξ
ω = 2−1[i′][x1xi′ξω, x2i ]− 2−1[x1ξω, x2i xi′] ∈ Y .
9) xπ11 y
λξω ∈ Y , ∀λ ∈ H . Let a = 2− 2−1q − λ. If a = 0, from 5) and 6),
xπ11 y
λξω = a−1[xπ11 yλ, x1ξω] ∈ Y .
Suppose that a = 0. Since 1 /∈ G , λ = 0. By 6) and 7),
xπ1−11 xixi′ξ
ω = [xπ1−11 ξω, x1xixi′] ∈ Y .
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xπ11 xiξ
ω = μ−1i
[
xπ11 , x1xiξ
ω
] ∈ Y .
Then
xπ11 ξ
ω = [i][xπ11 xiξω, xi′]− [i]μi xπ1−11 xixi′ξω ∈ Y .
10) Let
ρ1(k1, λ) = xk11 yλξω, ρi(k1, λ) = xk11
(
i∏
j=2
x
π j
j x
π j′
j′
)
yλξω,
where i  2. Then
ρi(k1, λ) ∈ Y , k1  π1, ∀λ ∈ H .
We shall prove 10) by induction on i. By virtue of 9), ρ1(k1, λ) ∈ Y . Let i > 1. If k1 < π1, by the
assumption of induction and 3),
ρi(k1, λ) = 2−1
(
(k1 + 1)∗
)−1[
ρi−1(k1 + 1, λ), xπii x
πi′
i′
] ∈ Y .
Suppose that k1 = π1. Let b = i + 1− 2−1q − λ If b = 0, then
ρi(π1, λ) = 2−1b−1
[
x21,ρi(π1 − 1, λ)
] ∈ Y .
If b = 0, then i = n+ 1 by Lemma 2.3. Hence i < n+ 1. We can suppose that μi+1 = o. Utilizing b = 0
we have
ρi(π1, λ)xi+1 = −2−1μ−1i+1
[
x21xi+1,ρi(π1 − 1, λ)
] ∈ Y .
By virtue of 7),
ρi(π1 − 1, λ)xi+1x(i+1)′ =
[[
x1xi+1x(i+1)′ , xπ11
]
,ρi(0, λ)
] ∈ Y ,
ρi(π1, λ) = [i + 1]
[
ρi(π1, λ)xi+1, x(i+1)′
]− [i + 1]μi+1ρi(π1 − 1, λ) ∈ Y .
Proof of Theorem 3.19. Let z := xk yλξu be any basis element. If u = ω, i.e., z = xk yλξω , then we
shall prove z ∈ Y by induction on lz :=∑i∈M1 πi −∑i∈M1 ki . If lz = 0, then z = ρn+1(k1, λ) ∈ Y by
virtue of 10). Let lz > 0. Then there is i ∈ M1 such that ki < πi . By the assumption of induction,
z′ := xk+ei yλξω ∈ Y and g := xk−e1+ei xi′ yλξω ∈ Y . Since [z′, xi′ ] = k∗1μi g + [i](k + 1)∗z, z ∈ Y . The
induction is completed. If u = ω, then we can let {ω} \ {u} = { j1, . . . , jt}. By virtue of 10),
xk yλξu = c[ξ j1 , . . . , [ξ jt , xk yλξω] · · ·] ∈ Y ,
where c = 1 or −1. Then Ω ⊆ Y . Consequently Y = Ω . 
Corollary 3.20. Let t > 2 and ϕ ∈ h(Der−t Ω). Suppose that ϕ(xti ) = 0, ∀i ∈ M1 . If t is an odd number, then
ϕ = 0. If t is an even number and ϕ(xk11 ) = 0, where k1 = t2 , then ϕ = 0.
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Lemma 3.21. Let t > 2. If there is not any v ∈ N such that t = pv or 2pv , then h(Der−t Ω) = 0.
Proof. Let ϕ ∈ h(Der−t Ω). First we shall ϕ(xti ) = 0, ∀i ∈ M1. If t > πi , then xti = 0. Let t  πi . If
ε0(t) = 0, then ε0(t − 1) = p − 1. Hence ε0(1) + ε0(t − 1) < p. Clearly εv(1) + εv (t − 1) = εv(t) < p
for any v > 0. The expression (1) implies that xix
t−1
i = xti . Hence
[
xixi′ , x
t
i
]= [i′]t∗xixt−1i = [i′]t∗xti . (23)
Considering Z -degree we have ϕ(xti ) ∈ Ω−2. Applying ϕ to (23), we obtain that ϕ(xti ) = 0. If ε0(t) = 0,
then we let l = max{v | εv (t) = 0}. The assumption of this theorem ensures that t = pl . Considering
Z -degree we get ϕ(xp
l
i xi′ ) = ϕ(xt−p
l+1
i ) = 0. Applying ϕ to [xp
l
i xi′ , x
t−pl+1
i ] = [i′]xti , we obtain that
ϕ(xti ) = 0. If t is an odd number, Corollary 3.20 implies that ϕ = 0. Let t = 2k1 be an even number.
Clearly ϕ(xk11 ) ∈ Ω−2. Let ϕ(xk11 ) =
∑
λ∈H aλ yλ . If ε0(k1) = 0, from (1) we have x1xk1−11 = xk11 . Then
[
x1, x
k1
1
]= xk11 − ε0(k1)x1xk1−11 = (1− ε0(k1))xk11 . (24)
Applying ϕ to the equality (24) we have (1 − λ)aλ = (1 − ε0(k1))aλ , ∀λ ∈ H . Since 1 /∈ H , aλ = 0,
∀λ ∈ H . Then ϕ(xk11 ) = 0. If ε0(k1) = 0, we let s = max{v | εv (k1) = 0}. Then s > 0. The assumption
t = 2ps implies that k = ps . Since ε0(ps − 1) + ε0(k1 − ps + 1) = p, from (1) xps−1xk1−ps+1 = 0. It
follows that
[
xk1−p
s+1
1 , x
ps
1
]= xk1−ps1 xps1 + xps−11 xk1−ps+11 = xk11 . (25)
Applying ϕ to (25) we obtain that ϕ(xk11 ) = 0. Corollary 3.20 yields that ϕ = 0. 
Lemma 3.22. If t = pv , v > 0, then Der−t Ω = 〈Dp
v
i | i ∈ M1〉. If t = 2pv , v > 0, then Der−t Ω = 〈Dp
v
1 〉.
Proof. It is easy to see that Dp
v
i ∈ Der−t Ω , ∀i ∈ M . Let t = pv and ϕ ∈ Der−t Ω . Then ϕ(xti ) =
hi(y) ∈ Ω−2, ∀i ∈ M1. Set hi(y) =∑λ∈H aiλ yλ . Applying ϕ to [x1, xti ] = xti we obtain that hi(y) = ai01,
ai0 ∈ F . Let ψ = ϕ −∑i∈M1 ai0Dti . Then ϕ(xti ) = 0, ∀i ∈ M1. Corollary 3.20 implies that ψ = 0. Hence
ϕ ∈ 〈Dpvi | i ∈ M1〉.
Let t = 2pv and ϕ ∈ Der−t Ω . Set s = t2 = pv . Then ϕ(xs1) = h(y) ∈ Ω−2. Applying ϕ to [x1, xs1] = xs1
we have ϕ(xs1) = c1, where c ∈ F . Then (ϕ − cDs1)(xs1) = 0. By Corollary 3.20 we obtain that ϕ = cDs1 ∈〈Ds1〉. 
Let W1 = {Dθ | θ ∈ }. Then W1 is m-dimensional linear space. If vi > si , then Dp
vi
i = 0, ∀i ∈ M.
Let W2 = 〈Dp
vi
i | ∀i ∈ M, 0 < vi  si〉. By Lemmas 3.14, 3.15, 3.21 and 3.22 we obtain the following
theorem.
Theorem 3.23. DerΩ = adΩ ⊕ W1 ⊕ W2 .
Let 2n + 4 − q ≡ 0 (mod p). Ω∗ denotes the commutator subalgebra of Ω˜ . It can be proved that
Ω∗ = 〈xk yλξu | (k, λ,u) = (π,0,ω)〉 and Ω∗ is a simple Lie superalgebra. Completely imitating the
proof of the Theorem 3.19 we can obtain the following theorem.
Theorem 3.24. DerΩ∗ = adΩ∗ ⊕ 〈ad xπ ξω〉 ⊕ W1 ⊕ W2 .
Y. Zhang, Q. Zhang / Journal of Algebra 321 (2009) 3601–3619 3619Theorem 3.25. Ω is not isomorphic to the known modular Lie superalgebras of Cartan type.
Proof. It is easy to see that dimΩ = 2q pl , where l =∑i∈M(si + 1)+m. From Refs. [6,13,14] we know
that the dimensions of modular Lie superalgebras S, H and HO are not divided by p. From Refs. [8,14]
we know that every outer derivation of modular Lie superalgebras W and K is ad-nilpotent. But Ω
possesses the outer derivation Dθ which is not ad-nilpotent. Consequently Ω is not isomorphic to
known modular Lie superalgebras of Cartan type. 
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