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In this paper, the variable structure control problem for a class uncertain of stochastic
system with time-varying delay is investigated. Firstly, a new concept of the subordinated
reachability of the sliding motion is introduced to approach approximately the speciﬁed
sliding surface. The variable structure control law is then proposed to ensure that the
sliding motion is subordinated reachable. Furthermore, a suﬃcient condition for mean-
square asymptotical stability of the sliding motion is given. Finally, a numerical example is
presented to demonstrate the effectiveness of the obtained results.
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1. Introduction
The variable structure control (VSC) theory has been made great progress since it was proposed in 1950s [1–5]. The
VSC system has various attractive features such as fast response, good transient performance, and robust with respect to
uncertainties and external disturbance. In the past decades, the VSC has found a variety of application in the robust control
of uncertain systems with or without time-delays, see [6–10] and references therein.
Stochastic modeling has come to play an important role in many applications, e.g., aircraft, chemical or process control
system, and distributed networks. An area of particular interest has been the automatic control of stochastic systems.
However, up to now, the problem of control for the uncertain time-delay stochastic system remains open, see [11–19]. In
many applications such as man-machine systems, biomedical systems, process control, remote control and robotics, delays
are inherent in the control due to transportation lags, and conduction or communication times. Moreover, the delay may
not be exactly known, or even ﬁxed. In addition, various disturbances which are not measurable may occur, further limiting
the application of the classical control system design. Thus the problem of control for the uncertain time-delay stochastic
system has great signiﬁcance. However, the existence of uncertainties, time-delays, and noise perturbations will make the
control design of the system more complex and challenging.
The variable structure control for uncertain stochastic systems with time-delay has recently received considerable atten-
tion, because the VSC is an effective robust control approach for uncertain systems. For example, [12] developed a robust
integral sliding mode control (SMC) method for uncertain stochastic systems with time-varying delay via equivalent control
methods. Chang et al. [13] developed a VSC method to guarantee the robust state covariance assignment for perturbed
stochastic multivariable systems via variable structure control. In [15], robust observer design for Itô stochastic time-delay
systems has been studied via sliding mode control and the suﬃcient conditions for the asymptotic stability (in probability)
✩ This work was supported by the National Natural Science Foundation of China under Grant 60674020.
* Corresponding author.
E-mail address: xhlong1969@yahoo.com.cn (H. Xing).0022-247X/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2009.02.005
690 H. Xing et al. / J. Math. Anal. Appl. 355 (2009) 689–699of the sliding motion are derived. In this paper, we shall discuss the VSC problems of a class uncertain stochastic system
with time-varying delays. The techniques used in this paper are different from those used in the references mentioned
above.
In this paper, we develop a sliding mode control scheme for uncertain Itô stochastic time-delay system. This proposed
system (see (1)–(2)) contains time-varying system parameter uncertainties and stochastic perturbations. In addition, it may
involve a nonlinear unknown function. A commonly linear switching function is constructed. A new concept of the subor-
dinated reachability of the sliding motion is introduced to approach approximately the speciﬁed sliding surface. By utilizing
structural methods, the SMC law is synthesized to guarantee the subordinated reachability of the sliding motion. The suﬃ-
cient condition for the mean-square asymptotic stability of the overall closed-loop stochastic time-delay system is given. It
is seen that this suﬃcient condition is easily implemented.
Throughout this paper, ‖ · ‖ and ‖ · ‖1 denote, respectively, the Euclidean norm and the 1-norm of a vector (sum of
absolute values) or its induced matrix norm. If α ∈ Rn×n , we have ‖α‖  ‖α‖1. For real square matrices M and N , by
M  N we mean M −N is nonnegative deﬁnite, and I is used to represent an identity matrix of appropriate dimensions. Let
λmax(·), λmin(·) and rank(·) be the maximum eigenvalue, the minimum eigenvalue and the rank of a matrix, respectively.
Let (Ω, F , (Ft)t0, P) be a complete probability space with Ω the sample space, F the σ -algebra of subsets of the sample
space, (Ft)t0 the natural ﬁltration and P the probability measure. By E we mean the expectation. Matrices, if not
explicitly stated, are assumed to have compatible dimensions.
2. The systemmodel description and main lemma
Consider the following uncertain stochastic system with time-varying delay
dx(t) = [(A + A(t))x(t) + (Ad + Ad(t))x(t − τ (t))+ B(u(t) + f (x(t), t))]dt
+ [C(t)x(t) + Cd(t)x(t − τ (t))]dω(t), (1)
x(t) = ϕ(t), t ∈ [−τ ,0], (2)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, and ω(t) is an one-dimensional Brownian motion. The
matrices A ∈ Rn×n , Ad ∈ Rn×n and B ∈ Rn×m are known real constant matrices and the matrices A(t), Ad(t), C(t)
and Cd(t) are unknown time-varying matrices representing systems parameter uncertainties. The time-varying delay τ (t)
satisﬁes
0 < τ(t) τ < ∞, (3)
where τ is a known real constant, ϕ(t) is a continuous vector-valued initial function and f (x(t), t) ∈ Rm is unknown non-
linear function satisfying∥∥ f (x(t), t)∥∥ β∥∥x(t)∥∥, (4)
where β > 0 is a known constant.
Assume that the input matrix B = ( B1
B2
)
with B1 ∈ R(n−m)×m and B2 ∈ Rm×m has full column rank, and det(B2) = 0. Thus
we can return the original system (1) into the regular form. Choose the matrix T−1 = ( In−m −B1B−12
0 Im
)
. Obviously, T−1B = ( 0
B2
)
holds. By using the state transformation T y(t) = x(t), Eq. (1) can be turned into the following regular form:
dy(t) =
[(
A + A(t))y(t) + (Ad + Ad(t))y(t − τ (t))+
(
0
B2
)(
u(t) + f (T y(t), t))]dt
+ [C(t)y(t) + Cd(t)y(t − τ (t))]dω(t), (5)
where A = T−1AT , A(t) = T−1A(t)T , Ad = T−1AdT , Ad(t) = T−1Ad(t)T , C(t) = T−1C(t)T and Cd(t) =
T−1Cd(t)T .
Let A = ( A11 A12
A21 A22
)
, A(t) = ( A1(t)
A2(t)
)
, Ad =
( Ad11 Ad12
Ad21 Ad22
)
, Ad(t) =
( Ad1(t)
Ad2(t)
)
, C(t) = ( C1(t)
C2(t)
)
, Cd(t) =
( Cd1(t)
Cd2(t)
)
,
y(t) = ( y1(t)y2(t)), y(t − τ (t)) = ( y1(t−τ (t))y2(t−τ (t))), where A1(t),Ad1(t),C1(t),Cd1(t) ∈ R(n−m)×n , A2(t),Ad2(t),C2(t),
Cd2(t) ∈ Rm×n , A11, Ad11 ∈ R(n−m)×(n−m) , A12, Ad12 ∈ R(n−m)×m , A21, Ad21 ∈ Rm×(n−m) , A22, Ad22 ∈ Rm×m , y1(t),
y1(t − τ (t)) ∈ Rn−m , y2(t), y2(t − τ (t)) ∈ Rm . Further, (5) can be rewritten as follows⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dy1(t) =
[
A11 y1(t) + A12 y2(t) + A1(t)y(t) + Ad11 y1
(
t − τ (t))+ Ad12 y2(t − τ (t))
+ Ad1(t)y
(
t − τ (t))]dt + [C1(t)y(t) + Cd1(t)y(t − τ (t))]dω(t),
dy2(t) =
[
A21 y1(t) + A22 y2(t) + A2(t)y(t) + Ad21 y1
(
t − τ (t))+ Ad22 y2(t − τ (t))
+ Ad2(t)y
(
t − τ (t))+ B2u(t) + B2 f (T y(t), t)]dt + [C2(t)y(t) + Cd2(t)y(t − τ (t))]dω(t).
(6)
Assume that uncertainties A1(t), Ad1(t), A2(t), Ad2(t), C1(t), Cd1(t), C2(t) and Cd2(t) satisfy the following
conditions:
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A1(t) Ad1(t)
)= E1F1(t)(Ha1 Had1), (7)(
A2(t) Ad2(t)
)= E2F2(t)(Ha2 Had2), (8)(
C1(t) Cd1(t)
)= E3F3(t)(Hc1 Hcd1) (9)
and (
C2(t) Cd2(t)
)= E4F4(t)(Hc2 Hcd2), (10)
where Ei (i = 1,2,3,4), Hai , Hadi , Hci , and Hcdi (i = 1,2) are known real constant matrices satisfying the following condi-
tions, respectively,
rank(Hai) = max
t0
{
rank
(
Ai(t)
)}
,
rank(Hadi) = max
t0
{
rank
(
Adi(t)
)}
,
rank(Hci) = max
t0
{
rank
(
Ci(t)
)}
and
rank(Hcdi) = max
t0
{
rank
(
Cdi(t)
)}
,
and Fi(t) (i = 1,2,3,4) are unknown time-varying matrices satisfying
F Ti (t)Fi(t) I, for every t  0, i = 1,2,3,4, (11)
where F Ti (t)Fi(t) I means the matrix I − F Ti (t)Fi(t) is nonnegative deﬁnite.
Lemma 1. (See [5].) Let X, Y ∈ Rn. If F T (t)F (t) I , then
2XT F (t)Y  XT X + Y T Y . (12)
Lemma 2. (See [10].) Let ρ , q and γ be constant satisfying 0< ρ < γ . If
V˙ (t)−γ V (t) + ρ|Vt | + q, t ∈ [t0, β), (13)
then
V (t) |Vt0 |exp
(−λ(t − t0))+ qλ−1, t ∈ [t0, β), (14)
where V (t) ∈ C([t0 − τ ,β), R+), |Vt | = supθ∈[−τ ,0] V (t + θ) and λ is unique positive solution of equation λ = γ − ρeλτ .
3. The design of sliding mode controller
Choose a matrix K = (K1K2) with K1 ∈ Rm×(n−m) and K2 ∈ Rm×m . Assume that det(K2) = 0, rank(K T ) = rank(K T HTai),
rank(K T ) = rank(K T HTadi), rank(K T ) = rank(K T HTci) and rank(K T ) = rank(K T HTcdi), where i = 1,2. Obviously, there
exist matrices Hai , Hadi , Hci and Hcdi ∈ R(n−m)×m satisfying
Hai = Hai K , Hadi = Hadi K ,
Hci = Hci K , Hcdi = Hcdi K , (15)
where i = 1,2.
As a usual method in VSC theory, we choose the linear switching function as follows:
S(t) = K y(t) = K1 y1(t) + K2 y2(t). (16)
Then we have
y2(t) = K−12 S(t) − K−12 K1 y1(t). (17)
In order to guarantee the closed-loop system mention to reach the sliding manifold in a ﬁnite time, we directly design the
variable structure control law of system (1) as follows
u(t) = −(K2B2)−1
[
K T−1Ax(t) + K T−1Adx
(
t − τ (t))
+ β‖K2B2‖
∥∥x(t)∥∥sgn(S(t))+ kS(t) + εsgn(S(t))]+ um(t), (18)
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k > 0, ε =
⎛
⎜⎝
ε1 0 · · · 0
0 ε2 · · · 0
· · · · · · · · · · · ·
0 0 · · · εm
⎞
⎟⎠> 0, S(t) = (S1(t)S2(t) . . . Sm(t))T ,
sgn
(
S(t)
)= (sgn(S1(t))sgn(S2(t)) . . .sgn(Sm(t)))T .
For i = 1, . . . ,m,
sgn
(
Si(t)
)= {1 Si(t) > 0,−1 Si(t) < 0.
For E(‖S(t)‖) = 0, um(t) = 0, and for E(‖S(t)‖) = 0,
um(t) = −4(K2B2)−1 S(t)‖S(t)‖2
[∥∥ET3 K T1 K1E3∥∥∥∥Hc1T−1x(t)∥∥2 + ∥∥ET3 K T1 K1E3∥∥∥∥Hcd1T−1x(t − τ (t))∥∥2
+ ∥∥ET4 K T2 K2E4∥∥∥∥Hc2T−1x(t)∥∥2 + ∥∥ET4 K T2 K2E4∥∥2∥∥Hcd2T−1x(t − τ (t))∥∥2]
− (K2B2)−1 S(t)
2‖S(t)‖2
(
2
∥∥ET1 K T1 S(t)∥∥2 + ∥∥Ha1S(t)∥∥2 + 2∥∥ET2 K T2 S(t)∥∥2 + ∥∥Ha2S(t)∥∥2)
− (K2B2)−1 S(t)
2‖S(t)‖2
(∥∥Had1S(t − τ (t))∥∥2 + ∥∥Had2S(t − τ (t))∥∥2). (19)
4. The sliding mode reachability
Choose the sliding manifold of system (1) to be S(t) = 0. For the system (1), the motion on the sliding manifold S(t) = 0
is called as sliding motion. Now, we introduce a new concept of reachability. In this new concept, we will use some concepts
such as expectation, mean-square to deﬁne the closed-loop system motion to reach the speciﬁed sliding manifold. Compared
to other usual methods, this action will more express clearly the character of the stochastic system.
Deﬁnition 1. Consider the variable structure control system (1). When a motion x(t, t0, x0) with condition x(t0) = x0,
(t0, x0) ∈ R+ × Rn , is such that there exists a ﬁnite time T > 0 such that E(‖S(t)‖) = 0 and E(‖S(t)‖2) = 0 for t > T + t0,
then the sliding motion of the system (1) is said to be reachable.
If there exists a ﬁnite time T > 0 such that E(‖S(t)‖) = 0 when t > T + t0, and E(‖S(t)‖2) → 0 (t → +∞), then we call
the sliding motion the system (1) to be subordinated reachable.
In this section, we will see that under the variable structure control law (18)–(19), the sliding motion of the stochastic
system (1) is subordinated reachable.
Theorem 4.1. For the stochastic system (1) governed by the variable structure control law (18)–(19), its sliding motion is subordinated
reachable.
Proof. Suppose that the state trajectory x(t) tracks any place (t0, x0) ∈ R+ × Rn . From (6) and (16), we obtain
dS(t) = K1 dy1(t) + K2 dy2(t)
= [K Ay(t) + K1A1(t)y(t) + K2A2(t)y(t) + K Ad y(t − τ (t))+ K1Ad1(t)y(t − τ (t))
+ K2Ad2(t)y
(
t − τ (t))+ K2B2u(t) + K2B2 f (T y(t), t)]dt
+ [K1C1(t)y(t) + K2C2(t)y(t) + K1Cd1(t)y(t − τ (t))+ K2Cd2(t)y(t − τ (t))]dω(t). (20)
Denote Ψ1(S(t)) = ‖S(t)‖ =
√
ST (t)S(t), ∇Ψ1(S(t)) = ∂Ψ1(S(t))∂ S(t) , Ψ1(S(t)) = ∇(∇(S(t))). By Tr(A) we mean the trace of
matrix A. L mean the differential operator generated by (20). Using Itô’s formula [20], we obtain
dΨ1
(
S(t)
)=LΨ1(S(t))dt +(∂Ψ1(S(t))
∂ S(t)
)T [
K1C1(t)y(t) + K2C2(t)y(t)
+ K1Cd1(t)y
(
t − τ (t))+ K2Cd2(t)y(t − τ (t))]dω(t),
where
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(
S(t)
)= (∂Ψ1(S(t))
∂ S(t)
)T [
K Ay(t) + K1A1(t)y(t) + K2A2(t)y(t) + K Ad y
(
t − τ (t))
+ K1Ad1(t)y
(
t − τ (t))+ K2Ad2(t)y(t − τ (t))+ K2B2u(t) + K2B2 f (T y(t), t)]
+ 1
2
Tr
([
K1C1(t)y(t) + K2C2(t)y(t) + K1Cd1(t)y
(
t − τ (t))+ K2Cd2(t)y(t − τ (t))]
× [K1C1(t)y(t) + K2C2(t)y(t) + K1Cd1(t)y(t − τ (t))+ K2Cd2(t)y(t − τ (t))]TΨ1(S(t)))
= 1‖S(t)‖ S
T (t)
[
K Ay(t) + K1A1(t)y(t) + K2A2(t)y(t) + K Ad y
(
t − τ (t))
+ K1Ad1(t)y
(
t − τ (t))+ K2Ad2(t)y(t − τ (t))+ K2B2u(t) + K2B2 f (T y(t), t)]
+ [K1C1(t)y(t) + K2C2(t)y(t) + K1Cd1(t)y(t − τ (t))+ K2Cd2(t)y(t − τ (t))]T
×
(
Im
‖S(t)‖ −
S(t)ST (t)
‖S(t)‖3
)[
K1C1(t)y(t) + K2C2(t)y(t) + K1Cd1(t)y
(
t − τ (t))
+ K2Cd2(t)y
(
t − τ (t))].
By (7)–(11), (15), (16) and Lemma 1, we have
LΨ1
(
S(t)
)= 1‖S(t)‖ [ST (t)K Ay(t) + ST (t)K1E1F1(t)Ha1S(t) + ST (t)K2E2F2(t)Ha2S(t) + ST (t)K Ad y(t − τ (t))
+ ST (t)K1E1F1(t)Had1S
(
t − τ (t))+ ST (t)K2E2F2(t)Had2S(t − τ (t))+ ST (t)K2B2u(t)
+ ST (t)K2B2 f
(
T y(t), t
)]+ [K1E3F3(t)Hc1 y(t) + K2E4F4(t)Hc2 y(t) + K1E3F3(t)Hcd1 y(t − τ (t))
+ K2E4F4(t)Hcd2 y
(
t − τ (t))]T( Im‖S(t)‖ − S(t)S
T (t)
‖S(t)‖3
)[
K1E3F3(t)Hc1 y(t) + K2E4F4(t)Hc2 y(t)
+ K1E3F3(t)Hcd1 y
(
t − τ (t))+ K2E4F4(t)Hcd2 y(t − τ (t))]
 1‖S(t)‖
[
ST (t)K Ay(t) + 1
2
ST (t)K1E1E
T
1 K
T
1 S(t) +
1
2
ST (t)HTa1Ha1S(t) +
1
2
ST (t)K2E2E
T
2 K
T
2 S(t)
+ 1
2
ST (t)HTa2Ha2S(t) + ST (t)K Ad y
(
t − τ (t))+ 1
2
ST (t)K1E1E
T
1 K
T
1 S(t)
+ 1
2
ST
(
t − τ (t))HTad1Had1S(t − τ (t))+ 12 ST (t)K2E2ET2 K T2 S(t) + 12 ST (t − τ (t))HTad2Had2S(t − τ (t))
+ ST (t)K2B2u(t) + ST (t)K2B2 f
(
T y(t), t
)]+ 4‖S(t)‖ [(K1E3F3(t)Hc1 y(t))T K1E3F3(t)Hc1 y(t)
+ (K1E3F3(t)Hcd1 y(t − τ (t)))T K1E3F3(t)Hcd1 y(t − τ (t))+ (K2E4F4(t)Hc2 y(t))T K2E4F4(t)Hc2 y(t)
+ (K2E4F4(t)Hcd2 y(t − τ (t)))T K2E4F4(t)Hcd2 y(t − τ (t))]
 1‖S(t)‖
[
ST (t)K T−1Ax(t) + ∥∥ET1 K T1 S(t)∥∥2 + 12
∥∥Ha1S(t)∥∥2 + ∥∥ET2 K T2 S(t)∥∥2 + 12
∥∥Ha2S(t)∥∥2
+ ST (t)K T−1Adx
(
t − τ (t))+ 1
2
∥∥Had1S(t − τ (t))∥∥2 + 12
∥∥Had2S(t − τ (t))∥∥2 + ST (t)K2B2u(t)
+ β∥∥S(t)∥∥‖K2B2‖∥∥x(t)∥∥]+ 4‖S(t)‖ [‖K1E3‖2
∥∥Hc1T−1x(t)∥∥2 + ‖K1E3‖2∥∥Hcd1T−1x(t − τ (t))∥∥2
+ ‖K2E4‖2
∥∥Hc2T−1x(t)∥∥2 + ‖K2E4‖2∥∥Hcd2T−1x(t − τ (t))∥∥2].
Further, substituting the VSC law (18)–(19) into this form we have
LΨ1
(
S(t)
)
− 1‖S(t)‖
(
k
∥∥S(t)∥∥2 + β ST (t)‖K2B2‖∥∥x(t)∥∥sgn(S(t))− β∥∥S(t)∥∥‖K2B2‖∥∥x(t)∥∥+ ST (t)εsgn(S(t)))
 1‖S(t)‖
(−β‖K2B2‖∥∥x(t)∥∥∥∥S(t)∥∥1 + β∥∥S(t)∥∥‖K2B2‖∥∥x(t)∥∥)− εmin 1‖S(t)‖
∥∥S(t)∥∥1
 1‖S(t)‖
(−β‖K2B2‖∥∥x(t)∥∥∥∥S(t)∥∥+ β∥∥S(t)∥∥‖K2B2‖∥∥x(t)∥∥)− εmin 1‖S(t)‖
∥∥S(t)∥∥= −εmin,
where εmin = min{εi: i = 1,2, . . . ,m}. Using Itô’s formula we obtain(
E
(
Ψ1
(
S(t)
)))′ = E(L (Ψ1(S(t))))−εmin,
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‖K T‖E(‖x(t0)‖)/εmin such that E(‖S(t)‖) = E(Ψ1(S(t))) = 0 for t  t0 + t f .
Denote Ψ2(S(t)) = ST (t)S(t). Similarly, we can easily obtain LΨ2(S(t))  −kΨ2(S(t)). Further, (E(Ψ2(S(t))))′ 
−kE(Ψ2(S(t))). This implies
lim
t→+∞E
(∥∥S(t)∥∥2)= lim
t→+∞E
(
Ψ2
(
S(t)
))= 0.
The proof is complete. 
5. The stability of the sliding motion
Suppose that P is the positive solution of the equation ÂT1 P + P Â1 = −In−m , where Â1 = A11+ Ad11−(A12+ Ad12)K−12 K1.
Denote that
γ = (1− 3∥∥P(Ad11 − Ad12K−12 K1)∥∥− ∥∥P A12K−12 ∥∥− 2‖E1P‖2
− ∥∥P Ad12K−12 ∥∥− 4‖P‖∥∥C11 − C12K−12 K1∥∥2)/λmax(P ), (21)
μ = ∥∥P(Ad11 − Ad12K−12 K1)∥∥/λmin(P ), (22)
η = ∥∥P A12K−12 ∥∥+ ‖Ha1‖2 + 2‖P‖∥∥ET3 E3∥∥∥∥HTc1Hc1∥∥
+ ∥∥P Ad12K−12 ∥∥+ ‖Had1‖2 + 2‖P‖∥∥ET3 E3∥∥∥∥HTcd1Hcd1∥∥. (23)
Substituting the VSC law (18)–(19) into (1) we obtain the closed-loop system of the system (1) as follows:
dx(t) = [(A + A(t) − B(K2B2)−1K T−1A)x(t) + (Ad + Ad(t) − B(K2B2)−1K T−1Ad)x(t − τ (t))+ B f (x(t), t)]dt
+ [Cx(t) + Cdx(t − τ (t))]dω(t) − B(K2B2)−1[β‖K2B2‖∥∥x(t)∥∥sgn(S(t))+ kS(t) + εsgn(S(t))]dt
− B(K2B2)−1 S(t)
2‖S(t)‖2
(
2
∥∥ET1 K T1 S(t)∥∥2 + ∥∥Ha1S(t)∥∥2 + 2∥∥ET2 K T2 S(t)∥∥2 + ∥∥Ha2S(t)∥∥2)dt
− B(K2B2)−1 S(t)
2‖S(t)‖2
(∥∥Had1S(t − τ (t))∥∥2 + ∥∥Had2S(t − τ (t))∥∥2)dt
− 4B(K2B2)−1 S(t)‖S(t)‖2
[∥∥ET3 K T1 K1E3∥∥∥∥Hc1T−1x(t)∥∥2 + ∥∥ET3 K T1 K1E3∥∥∥∥Hcd1T−1x(t − τ (t))∥∥2
+ ∥∥ET4 K T2 K2E4∥∥∥∥Hc2T−1x(t)∥∥2 + ∥∥ET4 K T2 K2E4∥∥∥∥Hcd2T−1x(t − τ (t))∥∥2]dt. (24)
Based on Theorem 4.1, the system (24) satisﬁes the following conditions:
(1) For the trajectory x(t, t0, x0) tracking arbitrary locality (t0, x0) ∈ R+ × Rn , there exists a ﬁnite time T > 0 such that for
t > T + t0,
E
(∥∥S(t)∥∥)= 0, (25)
(2) lim
t→+∞E
(∥∥S(t)∥∥2)= 0. (26)
In this section, we will study the stability of the system (24) with conditions (25) and (26). We call this problem as the
stability of sliding motion. Firstly, we give two deﬁnitions.
Deﬁnition 2. If for each ε > 0, there exists a constant δ(ε) > 0 such that when sup−τt0E(‖φ(t)‖2) < δ(ε) and t > 0,
E(‖x(t, φ)‖2) < ε, then the system (24) is said to be mean-square stable at the equilibrium.
Deﬁnition 3. If the systems (24) is mean-square stable at the equilibrium and limt→+∞E(‖x(t, φ)‖2) = 0, then the sys-
tem (24) is called to be asymptotically mean-square stable at the equilibrium.
Now, we give the main result in this section.
Theorem 5.1. If conditions (25) and (26) hold, and 0 < μ < γ , then the system (24) is asymptotically mean-square stable at the
equilibrium.
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⎪⎪⎪⎪⎪⎪⎩
dy1(t) =
[(
A11 − A12K−12 K1
)
y1(t) + A12K−12 S(t) + A1(t)y(t) +
(
Ad11 − Ad12K−12 K1
)
y1
(
t − τ (t))
+ Ad12K−12 S
(
t − τ (t))+ Ad1(t)y(t − τ (t))]dt + [C1(t)y(t) + Cd1(t)y(t − τ (t))]dω(t),
dy2(t) =
[(
A21 − A22K−12 K1
)
y1(t) + A22K−12 S(t) + A2(t)y(t) +
(
Ad21 − Ad22K−12 K1
)
y1
(
t − τ (t))
+ Ad22K−12 S
(
t − τ (t))+ Ad2(t)y(t − τ (t))+ B2u(t) + B2 f (T y(t), t)]dt
+ [C2 y(t) + Cd2(t)y(t − τ (t))]dω(t).
Denote Ψ (y1(t)) = yT1 (t)P y1(t). By using Itô’s formula we obtain
LΨ
(
y1(t)
)= 2yT1 (t)P[(A11 − A12K−12 K1)y1(t) + A12K−12 S(t) + A1(t)y(t) + (Ad11 − Ad12K−12 K1)y1(t − τ (t))
+ Ad12K−12 S
(
t − τ (t))+ Ad1(t)y(t − τ (t))]
+ [C1(t)y(t) + Cd1(t)y(t − τ (t))]T P[C1(t)y(t) + Cd1(t)y(t − τ (t))].
Based on
2yT1 (t)P
(
A11 − A12K−12 K1
)
y1(t) + 2yT1 (t)P
(
Ad11 − Ad12K−12 K1
)
y1(t)
= 2yT1 (t)P
(
A11 + Ad11 −
(
A12K
−1
2 K1 + Ad12K−12 K1
))
y1(t)
= 2yT1 (t)P Â1 y1(t) = yT1 (t)
(
ÂT1 P + P Â1
)
y1(t) = −yT1 (t)y1(t)
and [
C1(t)y(t) + Cd1(t)y
(
t − τ (t))]T P[C1(t)y(t) + Cd1(t)y(t − τ (t))]
 2‖P‖yT (t)(C1(t))TC1(t)y(t) + 2‖P‖yT (t − τ (t))(Cd1(t))TCd1(t)y(t − τ (t)),
we have
LΨ
(
y1(t)
)
−yT1 (t)y1(t) + 2yT1 (t)P
(
Ad11 − Ad12K−12 K1
)(
y1
(
t − τ (t))− y1(t))
+ 2yT1 (t)P
[
A12K
−1
2 S(t) + A1(t)y(t) + Ad12K−12 S
(
t − τ (t))+ Ad1(t)y(t − τ (t))]
+ 2‖P‖yT (t)(C1(t))TC1(t)y(t) + 2‖P‖yT (t − τ (t))(Cd1(t))TCd1(t)y(t − τ (t)).
From (9) and (11) we obtain
2‖P‖yT (t)(C1(t))TC1(t)y(t) = 2‖P‖yT (t)(E3F3(t)Hc1)T E3F3(t)Hc1 y(t)
 2‖P‖λmax
(
ET3 E3
)∥∥HTc1Hc1∥∥∥∥S(t)∥∥2
and
2‖P‖yT (t − τ (t))(Cd1(t))TCd1(t)y(t − τ (t))= 2‖P‖yT (t − τ (t))(E3F3(t)Hcd1)T E3F3(t)Hcd1 y(t − τ (t))
 2‖P‖λmax
(
ET3 E3
)∥∥HTcd1Hcd1∥∥∥∥S(t − τ (t))∥∥2.
And from (7), (11) and Lemma 1 it follows
2yT1 (t)PA1(t)y(t) = 2yT1 (t)P E1F1(t)Ha1 y(t)
 yT1 (t)P E1ET1 P T y1(t) + yT (t)HTa1Ha1 y(t)

∥∥ET1 P T ∥∥2∥∥y1(t)∥∥2 + ‖Ha1‖2∥∥y(t)∥∥2
and
2yT1 (t)PAd1(t)y
(
t − τ (t)) ∥∥ET1 P∥∥2∥∥y1(t)∥∥2 + ‖Had1‖2∥∥y(t − τ (t))∥∥2.
Therefore, we obtain
LΨ
(
y1(t)
)
−∥∥y1(t)∥∥2 + 2∥∥P(Ad11 − Ad12K−12 K1)∥∥∥∥y1(t)∥∥2
+ ∥∥P(Ad11 − Ad12K−12 K1)∥∥(∥∥y(t − τ (t))∥∥2 + ∥∥y1(t)∥∥2)+ 2∥∥ET1 P∥∥2∥∥y1(t)∥∥2
+ ‖Ha1‖2
∥∥S(t)∥∥2 + ‖Had1‖2∥∥S(t − τ (t))∥∥2 + 2‖P‖λmax(ET3 E3)∥∥HTc1Hc1∥∥∥∥S(t)∥∥2
+ 2‖P‖λmax
(
ET3 E3
)∥∥HT Hcd1∥∥∥∥S(t − τ (t))∥∥2cd1
696 H. Xing et al. / J. Math. Anal. Appl. 355 (2009) 689–699= −(1− 3∥∥P(Ad11 − Ad12K−12 K1)∥∥− ∥∥P A12K−12 ∥∥− ∥∥P Ad12K−12 ∥∥− 2∥∥ET1 P∥∥2
− 4‖P‖∥∥C11 − C12K−12 K1∥∥2)∥∥y1(t)∥∥2 + ∥∥P(Ad11 − Ad12K−12 K1)∥∥∥∥y1(t − τ (t))∥∥2
+ (∥∥P A12K−12 ∥∥+ ‖Ha1‖2 + 2‖P‖λmax(ET3 E3)∥∥HTc1Hc1∥∥)∥∥S(t)∥∥2
+ (∥∥P Ad12K−12 ∥∥+ ‖Had1‖2 + 2‖P‖λmax(ET3 E3)∥∥HTcd1Hcd1∥∥)∥∥S(t − τ (t))∥∥2.
From (21) and (22), we have
λmax(P )γ = 1− 3
∥∥P(Ad11 − Ad12K−12 K1)∥∥− ∥∥P A12K−12 ∥∥− 2‖E1P‖2 − ∥∥P Ad12K−12 ∥∥− 4‖P‖∥∥C11 − C12K−12 K1∥∥2
and
λmin(P )μ =
∥∥P(Ad11 − Ad12K−12 K1)∥∥.
So we have
LΨ
(
y1(t)
)
−λmax(P )γ
∥∥y1(t)∥∥2 + λmin(P )μ∥∥y1(t − τ (t))∥∥2
+ (∥∥P A12K−12 ∥∥+ ‖Ha1‖2 + 2‖P‖λmax(ET3 E3)∥∥HTc1Hc1∥∥)∥∥S(t)∥∥2
+ (∥∥P Ad12K−12 ∥∥+ ‖Had1‖2 + 2‖P‖λmax(ET3 E3)∥∥HTcd1Hcd1∥∥)∥∥S(t − τ (t))∥∥2
−γΨ (y1(t))+ μΨ (y1(t − τ (t)))+ (∥∥P A12K−12 ∥∥+ ‖Ha1‖2 + 2‖P‖λmax(ET3 E3)∥∥HTc1Hc1∥∥)∥∥S(t)∥∥2
+ (∥∥P Ad12K−12 ∥∥+ ‖Had1‖2 + 2‖P‖λmax(ET3 E3)∥∥HTcd1Hcd1∥∥)∥∥S(t − τ (t))∥∥2.
From (26), we obtain E(‖S(t)‖2) → 0 (t → ∞). Given arbitrary ε > 0, there exists t f > t0 + τ such that E(‖S(t)‖2) < δ
when t > t f . Here δ = λε/2η, λ > 0, is unique solution of the equation λ = γ − μeλτ . Since (E(Ψ (y1(t))))′ =
E(LΨ (y1(t))), we obtain (E(Ψ (y1(t))))′ −γE(Ψ (y1(t))) + μE(Ψ (y1(t − τ (t)))) + q, where q = λε/2. Denote |E(Ψt f )| =
supθ∈[−τ ,0]E(Ψ (y1(t f + θ))). Thus it follows from Lemma 2 that E(Ψ (y1(t)))  |E(Ψt f )|e−λ(t−t f ) + qλ−1. Select
t∗ = t f + 1λ ln
2|E(Ψt f )|
ε . Then it follows PE(Ψ (y1(t)))  ε/2 + ε/2 = ε when t > t∗ . Thus it follows E(Ψ (y1(t))) → 0
(t → ∞), that is, E(‖y1(t)‖2) → 0 (t → ∞). Since E(‖y2(t)‖2) = E(‖K−12 S(t) − K−12 K1 y1(t)‖2)  2‖K−12 ‖2E(‖S(t)‖2) +
2‖K−12 K1‖2E(‖y1(t)‖2), then we obtain E(‖y2(t)‖2) → 0 (t → ∞). Furthermore it follows E(‖y(t)‖2)  E(‖y1(t)‖2) +
E(‖y2(t)‖2) → 0 (t → ∞). Thus E(‖x(t)‖2) → 0 (t → ∞). The proof is complete. 
Remark. It should be pointed out that the VSC law (18)–(19) is directly constructed, which is differ from the equivalent
control method. From Theorem 4.1, we know that the sliding motion of the stochastic system (1) governed by the VSC
law (18)–(19) is subordinated stable. In other words, the closed-loop system (24) of the stochastic system (1) satisﬁes
conditions (25) and (26). Furthermore, we study the stability of the system (1) under the conditions that the sliding motion
of the stochastic system (1) governed by the VSC law (18)–(19) is subordinated stable, i.e., the stability of the stochastic
system (24) with conditions (25) and (26). Theorem 5.1 gives a suﬃcient condition 0 < μ < γ for the asymptotically mean-
square stable at the equilibrium of the stochastic system (24) with conditions (25) and (26). We can see that the constraint
conditions of the system investigated are greatly weaken in this case.
6. Numerical example
Consider the uncertain stochastic systems (1) with
A =
(−10 1.5
0.6 0.5
)
, Ad =
(−2 1
−3 3
)
,
A(t) =
(
4/125sin(7πt) + 8/125cos(7πt) 2/125sin(7πt) + 4/125cos(7πt)
1/60cos(13πt) + 1/30sin(13πt) 1/120cos(13πt) + 1/60sin(13πt)
)
,
Ad(t) =
(
6/125sin(7πt) + 12/125cos(7πt) 3/125sin(7πt) + 6/125cos(7πt)
1/150cos(13πt) + 1/75sin(13πt) 1/300cos(13πt) + 1/150sin(13πt)
)
,
C(t) =
(
9/500cos(10πt) + 9/250sin(10πt) 9/1000cos(10πt) + 9/500sin(10πt)
3/125sin(5πt) + 3/250cos(5πt) 3/250sin(5πt) + 3/500cos(5πt)
)
,
Cd(t) =
(
3/125cos(10πt) + 6/125sin(10πt) 3/250cos(10πt) + 3/125sin(10πt)
3/50sin(5πt) + 3/100cos(5πt) 3/100sin(5πt) + 3/200cos(5πt)
)
,
f (x(t), t) = 0.3x1(t) + 0.5x2(t) and B =
( 0
1
)
. For convenience, we select the constant delay τ (t) = 0.2. The initial value
conditions are x1(t) = (5t)4 − 0.05, x2(t) = −2t − 0.53 with −0.2  t  0. Choose β = 0.6 and the state transformation
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Fig. 2. Control input.
matrix T = ( 1 0
0 1
)
. Then it follows that A = A, Ad = Ad , A(t) = A(t), Ad(t) = Ad(t), C(t) = C(t), Cd(t) =
Cd(t), x(t) = y(t). Further, we obtain that E1 = 0.4(1 2), E2 = 0.5(1/3 2/3), E3 = 0.3(1 2), E4 = 0.3(2 1), Ha1 =
0.4(1/5 1/10), Ha2 = 0.5(1/5 1/10), Hc1 = 0.3(1/5 1/10), Hc2 = 0.2(1/5 1/10), Had1 = 0.6(1/5 1/10),
Had2 = 0.2(1/5 1/10), Hcd1 = 0.4(1/5 1/10), Hcd2 = 0.5(1/5 1/10), Ha1 = 0.4, Ha2 = 0.5, Had1 = 0.6, Had2 = 0.2,
Hc1 = 0.3, Hc2 = 0.2, Hcd1 = 0.4, Hcd2 = 0.5, F1(t) = (sin(7πt) cos(7πt))T , F2(t) = (cos(13πt) sin(13πt))T , F3(t) =
(cos(10πt) sin(10πt))T and F4(t) = (sin(5πt) cos(5πt))T . Obviously, (7)–(11) and (15) are satisﬁed. Choose K =
(1/5 1/10), k = 0.4 and ε = 0.033. Then the switching function is S(t) = 1/5x1(t) + 1/10x2(t). From (18), (19) we get
u(t) = −10[−1.94x1(t) + 0.35x2(t) − 0.7x1(t − 0.1) + 0.5x2(t − 0.1) + 0.06∥∥x(t)∥∥sgn(S(t))
+ 0.4S(t) + 0.033sgn(S(t))]− 2.384S(t) − 2 S(t)‖S(t)‖2
∥∥S(t − 0.1)∥∥2
− 0.013 S(t)‖S(t)‖2
[∥∥0.06x1(t) + 0.03x2(t)∥∥2 − 0.00081 S(t)‖S(t)‖2 [
∥∥0.04x1(t) + 0.02x2(t)∥∥2
− 0.013∥∥0.08x1(t − 0.1) + 0.04x2(t − 0.1)∥∥2]− 0.00081∥∥0.1x1(t − 0.1) + 0.05x2(t − 0.1)∥∥2].
It is easy to certify that the conditions of Theorems 4.1 and 5.1 are satisﬁed. Simulation results are provided in Figs. 1–4.
Fig. 1 indicates the time response of variables ‖s(t)‖. We can see that the sliding motion is substituted reachable. Fig. 2
shows the variable structure control law. Figs. 3 and 4 are the trajectories of state x(t). It is seen that the sliding motions
are asymptotically mean-square stable.
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Fig. 4. The stability of sliding motion.
7. Conclusion
The variable structure control problem of a class uncertain stochastic systems with time-varying delays is under study.
A VSC law has been synthesized such that the sliding motion has subordinated reachability. Furthermore, under the condi-
tion of subordinated reachability, a suﬃcient condition for the mean-square stability of sliding motion has been given. The
results obtained are supported by a numerical example.
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