Abstract. In this paper, we are concerned with the identification of complex obstacles from the scattering data for the acoustic problem. The complex obstacle is characterized by its shape and the boundary values of the impedance coefficient. We establish pointwise formulas which can be used to reconstruct the shape of the obstacle and give explicitly the values of the surface impedance as a function of the far field. In addition, these formulas enable us to distinguish and recognize the coated and the noncoated parts of the obstacle. 
Introduction. Let D be a bounded domain of R
m , m ≥ 3, such that R m \ D is connected. In addition, we assume that its boundary ∂D is of class C 2 . Precisely, for every point a ∈ ∂D, there exists a rigid transformation of coordinates under which a = 0 and a C 2 (B m−1 (0, r))-function f such that The propagation of time-harmonic acoustic fields in a homogeneous media is governed by the Helmholtz equation
where κ is the real positive wave number. At the boundary of the scatterers we assume that the total field u satisfies the impedance boundary condition The unit normal ν on ∂D is directed inside D. We assume that λ is a Hölder continuous function of order β ∈ (0, 1] and λ − < λ(x) on ∂D I , where λ − is a positive constant. The part ∂D I is referred to by the coated part of ∂D, and ∂D D is the noncoated part as it is commonly used in the radar detection theory; see [4] . The obstacle D is characterized by its shape, ∂D D , ∂D I , and the surface impedance distributed on ∂D I . We call such obstacles complex obstacles. Given an incident field u i which satisfies Δu i + κ 2 u i = 0 we look for a solution u := u i + u s of (2) and (3) where the scattered field u s is assumed to satisfy the Sommerfeld radiation condition (5) lim u
where Ω R is a disk of radius R; and C R is positive constant depending on R, see [4] for more details. It is well known (see [6] ) that this reflected field satisfies the following asymptotic property:
where the function u ∞ (·) defined on the unit sphere S m of R m is called the far field associated to the incident field u i . Taking particular incident fields given by the plane waves,
Analogously, for an incident point source Φ(·, z), where
is the fundamental solution of Δ + κ 2 in R m and σ m is the surface of the unit sphere in R m , we denote the scattered field by Φ s (·, z) and its far-field pattern by Φ ∞ (·, z). The problem we are concerned with is the following. The uniqueness character of this problem is already known; see [4] . The part of the problem consisting of the effective detection of the shape of the obstacle ∂D can be justified, for instance, via the linear sampling method, the factorization method, or the probing methods (the probe method or, equivalently, the singular sources method); see [16, 17] for a review of these methods. Our goal in this paper is to show that not only the shape but the full complex obstacle can be reconstructed. Many efforts have been made regarding the determination of the surface impedance function λ(x). We refer to the paper [11] where an optimization method has been proposed by assuming that the shape of the obstacle is known in advance. A different method is given in [7] , where the authors first reduce the far-field data to the near-field data, and then from these near-field data they propose a moment method to reconstruct λ. Another work is [5] ; see also [4] , where the authors computed the L ∞ -norm of λ. As a consequence, if λ is known to be constant λ = λ 0 , then they compute λ 0 . All of these works use a part of or the total far field. We mention the work [2] , where the authors use only one incident wave to detect λ(x). Assuming that the whole surface ∂D is coated and known, they first compute the total field and then use the impedance boundary condition to give the values of λ(x). By the unique continuation, there is no open subset of ∂D in which the normal derivative of the total field may vanish. However, there can be infinitely many points in ∂D at which the total field vanishes. By avoiding these points, it is possible to reconstruct the value of λ(x), and then by λ ∈ C(∂D), it is possible to know λ on the whole ∂D. Hence this method cannot sample each point x of ∂D to obtain the value λ(x). To remedy this difficulty, the authors propose a regularization method.
We want to contribute to this problem by giving pointwise formulas to reconstruct fully the complex obstacle. Indeed, these formulas simultaneously reconstruct the shape of the obstacle, distinguish between the coated and the noncoated parts, and detect λ(x) directly from the far-field pattern defined on any small open part of the unit sphere S m . To justify our formulas, we need to analyze the asymptotic behavior of the Green's function, of the mixed boundary problem, near ∂D. The impedance function λ(x) appears in the asymptotic behavior of the imaginary part of this Green's function with respect to the source parameter z; see the proof of Proposition 3.1. In the 2-dimensional case the imaginary part of the corresponding Green's function is bounded with respect to the source parameter z. This is why we consider the m-dimensional case with m > 2. For the 2-dimensional case, we need to use more singular sources to capture the values of the surface impedance. This has been analyzed in [13] , and the corresponding formulas have been justified theoretically and tested numerically. We refer to that paper for more details on how the formulas are used numerically.
Regarding the stability issue for detecting the surface impedance, in case we know the shape, we cite the results of [12, 18] , where the authors use one incident wave and give interesting and optimal results. Another interesting question is to consider the stability of the complex obstacle. We leave this for future investigations.
The rest of the paper is organized as follows. In section 2, we present the results as Theorem 2.1. In section 3, we give the proof of this theorem by splitting it into two propositions, which we prove in sections 3.1 and 3.2.
Presentation of the results.
It is well known (see [6] ) that the scattered field associated with the Herglotz incident field v
and its far field is given by
We will need the following identity:
given by using the Green's formula in
) and Φ(·, y) and their asymptotic behavior at infinity (see [6, Theorem 2.5] ). The representation of the scattered field Φ s (x, z) for x, z ∈ R m \ D is given by the Green's formula
Let a ∈ ∂D and a sequence of points 
is injective, compact with a dense range; see [6] . Hence by the Tikhonov regularization method (see [8, 10] ) we can construct a sequence g
Since both v g 
From (17), we have
For a point a ∈ ∂D, we choose the sequence (z p ) p∈N included in C a,θ , where C a,θ is the cone with center a, angle θ ∈ [0, (20) for m = 3 and
In addition, we have the following formulas for distinguishing the coated part from the noncoated part of the obstacle and for detecting the surface impedance.
I. The case m = 3. I.1. If a ∈ ∂D I , then we have
Remark 2.2. 1. In the case m = 3, from (22) and (23), we can localize the coated part of the obstacle by taking any s ∈ (0, 1), then taking s = 1 in (22), we obtain the pointwise values of the surface impedance. Similarly, we have the same conclusions for m ≥ 4.
2. We stated the results by using the full far-field pattern, i.e., (θ, d) ∈ S m × S m . We used this information to approximate the point sources Φ(·, z p ) by Herglotz functions defined on the whole unit sphere S m . However, this approximation is also justified if we define the Herglotz functions on any subsurface γ ⊂ S m , and hence the results of Theorem 2.1 are also valid if we replace S m by any subsurface γ ⊂ S m .
3. Proof of Theorem 2.1. Let Γ λ(a) be a local Green's function satisfying
We state the following propositions. Their proofs will be given in sections 3.1 and 3.2, respectively.
In addition, we have the following asymptotics for the function (Γ λ(a) − Γ)(x, z):
and 
The first part of this proposition is to show the following explicit form of w(x, z). Lemma 3.3.
Proof of Lemma 3.3. We represent w(x, z) using up-going and down-going oper-
whereφ ± is the (m − 1)-dimensional Fourier transform of φ ± . The goal is to find φ ± orφ ± . We start by the corresponding representation of Γ(x, z). We write
and then ΔΓ ± = 0 in ±(x m − z m ) > 0 with the transmission conditions
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Now we look for Γ ± in the form
and try to determine the potentials ψ ± . Clearly, from the definition of U ± , we have
and from the first equation of (34), we get
Let us now consider the second equation of (34). We set
and then we deduce that
The second point of (34) implies that
Taking the Fourier transform, we have
and by combining (35) with (37), we end up with
Now we go back to w(x, z).
We set φ ± := φ in (32), i.e.,
and then from (36) we have
because U + (0)φ = φ. By Fourier transform, the right-hand side of (39) becomes
By similar computations for the fundamental solution Γ(x, z), we have
The Fourier transform of (41) is
and hence by combining (40) with (42), we obtain
Using (35), we haveφ
Finally (32) becomes
dξ .
Next we deal with the second part of the proposition. From Lemma 3.3, we have
We start with the case m = 3. Using polar coordinates, we write
rdr.
After some computations, we obtain
Similarly we obtain
which gives the formula:
For m > 3, we use also the hyperspherical coordinates and get
This ends the proof of Proposition 3.1.
Proof of Proposition 3.2.
We assume that the point a is on ∂D I . The case where a is on ∂D D is similar and easier.
LetΦ s be the corresponding solution as Φ s replacing ∂D I by ∂D (i.e., taking
, the Green's function of the problem (2), (3),(5). We set also G λ(a) (x, z) to be the Green's function of (2), (3), (5) Lemma 3.4 . These properties are known for general equations and boundary conditions. We refer to [19, 20] , where these results are justified for boundary value problems stated on bounded domains. Since the arguments are local, these estimates are also justified for exterior problems.
The functionΦ s − Φ s satisfies (50)
For z near a, Lemma 3.4 implies that (Φ s + Φ)(·, z) is bounded in H 1/2 (∂D D ). The well-posedness of (50) (see [5] 
and knowing that (Φ − Γ)(x, z) is bounded in R m , then the proof of Proposition 3.2 is reduced to considering the term G λ − Γ λ(a) . We split the rest of the proof into the following three lemmas.
Lemma 3.5. There exist δ(a) > 0 and
Lemma 3.7. There exist C > 0 and δ(a) > 0 such that
In the proofs of these last lemmas we do not, in general, specify the interdependency of the constants appearing in the estimates. However, we distinguish the constant depending on the angle θ and the ones which do not depend.
Proof of Lemma 3.5. We set R(x, z) :
From (51), we have the representation:
Hence letting x tend to ∂D we have (52)
From the assumption on the regularity of the surface impedance λ(x), we have
It is clear that |y − a| ≤ c(θ)|y − z| for y ∈ ∂D I and z ∈ C a,θ ∩ B(a, δ(a)) with a positive constant c(θ) depending on the angle θ. This is due to the fact that ∂D I and
and point 1 of Lemma 3.4, we have a, δ(a) ). Now the solvability of the forward problem 
Using integral representation for the solution of (55) Proof of Lemma 3.7. We can assume without loss of generality that a = (0, 0, 0, . . . , 0) by using a rigid transformation of coordinates. Let ξ = F (x) be the following local change of variables:
where f is the function defined in the introduction. We have the following properties: 
for ξ and η in B 
After simplification we have
Taking the imaginary part in the last equality, we have
We have for Γ λ(a) similar estimates as in Lemma 3.4. In particular, we have
It is of importance to remark that the imaginary parts have fewer singularities. Indeed, we will prove the following lemma. 
and This ends the proof of Lemma 3.7.
