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VERY AMPLE AND KOSZUL SEGMENTAL FIBRATIONS
MATTHIAS BECK, JESSICA DELGADO, JOSEPH GUBELADZE, AND MATEUSZ MICHALEK
Abstract. In the hierarchy of structural sophistication for lattice polytopes, normal polytopes
mark a point of origin; very ample and Koszul polytopes occupy bottom and top spots in this
hierarchy, respectively.
In this paper we explore a simple construction for lattice polytopes with a twofold aim. On
the one hand, we derive an explicit series of very ample 3-dimensional polytopes with arbitrarily
large deviation from the normality property, measured via the highest discrepancy degree between
the corresponding Hilbert functions and Hilbert polynomials. On the other hand, we describe a
large class of Koszul polytopes of arbitrary dimensions, containing many smooth polytopes and
extending the previously known class of Nakajima polytopes.
1. Introduction
Normal polytopes show up in various contexts, including algebraic geometry (via toric varieties),
integer programming (integral Carathe´odory property), combinatorial commutative algebra (qua-
dratic Gro¨bner bases of binomial ideals), and geometric combinatorics (Ehrhart theory). Section
2 below introduces all relevant classes of polytopes and provides background material which also
serves as motivation.
The weakest of the general properties, distinguishing a polytope from random lattice polytopes, is
very ampleness. In geometric terms, very ample polytopes correspond to normal projective but not
necessarily projectively normal embeddings of toric varieties. The finest of the algebraic properties
a lattice polytope can have is the Koszul property, which means that the polytope in question is
homologically wonderful; the name draws its origin from Hilbert’s Syzygy Theorem. It says that
(the algebra of) a unit lattice simplex, i.e., the polynomial algebra with the vertices of the simplex
as variables, is Koszul with the standard Koszul complex on the vertices as a certificate.
Koszul algebras were discovered by topologists in the early 1970s and, with the advent of powerful
theoretical, computational, and practical tools, the topic of Koszul polytopal algebras became a
popular topic in algebraic combinatorics starting from the early 1990s.
By contrast, the very ample polytopes, formally treatable within the framework of elementary
additive number theory, came under spotlight more recently. Partly this can be explained by the
traditional inclusion of the normality property in the definition of toric varieties, so a property
weaker than normality seemed unnatural. The very question of existence of very ample non-normal
polytopes became interesting only in the late 1990s.
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There is a whole panorama of interesting classes of lattice polytopes sandwiched between the
very ample and Koszul ones, but we are not delving into them. In this paper, by exploring a
simple polytopal construction called lattice segmental fibrations (Definition 3.1 below), we detect
very ample lattice polytopes, arbitrarily far away from the normality property (Theorem 3.4), and
construct a new large class of Koszul polytopes (Theorem 4.2), containing many examples of smooth
polytopes. A subclass of Koszul polytopes was described in [13] and in Section 4 we explain that
the argument there works for our general class as well.
Acknowledgement. We thank Winfried Bruns and Serkan Hos¸ten for helpful comments and provid-
ing us with an invaluable set of examples of very ample polytopes. We also thank Milena Hering for
pointing out the overlap of our work with [13] and two anonymous referees for helpful comments.
The last author also thanks Mathematisches Forschungsinstitut Oberwolfach for the great working
atmosphere and hosting.
2. Normal, very ample, and Koszul polytopes
In this section we introduce three polytopal classes and give a characterization of the very
ampleness condition (Proposition 2.1), which we were not able to find in the literature in the given
generality.
2.1. Normal polytopes. A (convex) polytope P is the convex hull of a finite subset of Rd. The
inclusion-minimal such set vert(P) consists of the vertices of P. If vert(P) is affinely independent,
P is a simplex. A polytope P ⊂ Rd is lattice if vert(P)⊂ Zd. For a lattice polytope P ⊂ Rd we
denote by L(P) the subgroup of Zd that is affinely generated by the lattice points in P, i.e.,
L(P) =
∑
x,y∈P∩Zd
Z(x− y) ⊂ Zd.
A lattice polytope P ⊂ Rd is called
(a) integrally closed if for every natural number c and every point z ∈ cP ∩ Zd there exist
x1,x2, . . . ,xc ∈ P ∩ Zd such that x1 + x2 + · · ·+ xc = z;
(b) normal if for some (equivalently, every) point t ∈ P∩Zd the following condition is satisfied: for
every natural number c and every point z ∈ cP ∩ (ct+L(P)) there exist x1,x2, . . . ,xc ∈ P ∩Zd
such that x1 + x2 + · · ·+ xc = z.
(For t in (b), we have P ∩ (t + L(P)) = P ∩ Zd.)
One easily observes that a lattice polytope P ⊂ Rd is integrally closed if and only if it is normal
and L(P) is a direct summand of Zd. In particular, a normal polytope P becomes full-dimensional
and integrally closed if one changes the ambient space Rd to RL(P) and the lattice of reference to
L(P). This explains why the difference between normal and integrally closed is often blurred in
the literature.
An empty simplex (i.e., a lattice simplex that contains no lattice points besides its vertices) of
large volume provides an example of a normal but not integrally closed polytope. The classification
of empty simplices is an active area of research. One class of empty simplices is important for this
paper: a lattice n-simplex conv(x0,x1, . . . ,xn) ⊂ Rd is unimodular if {x1 − x0, . . . ,xn − x0} is
a part of a basis of Zd. Unimodular simplices are integrally closed, and if a lattice polytope is a
union of unimodular simplices, i.e., admits a unimodular cover, then it is integrally closed. Not
all lattice 4-polytopes with a unimodular cover admit triangulations into unimodular simplices—
an example [8, Proposition 1.2.4(c)] has been shown by effective methods to have a unimodular
cover—and not all integrally closed 5-polytopes are covered by unimodular simplices [6].
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2.2. Point configurations and Proj. Our next two classes of polytopes are best explained by
providing an algebraic context. We denote the conical hull of X ⊂ Rd by R≥0X. An affine
monoid is a finitely generated additive submonoid of Zd for some d ∈ N. For a finite subset
X = {x1, . . . ,xn} ⊂ Zd the affine monoid generated by X will be denoted by
Z≥0X = Z≥0 x1 + · · ·+ Z≥0 xn .
The group of differences of an affine monoid M ⊂ Zd (i.e., the subgroup of Zd generated by M) is
denoted by gp(M), and the normalization of M is the following affine monoid
M := gp(M) ∩ R≥0M = {x ∈ gp(M) | nx ∈M for some n ∈ N} .
For a field K and an affine monoid M ⊂ Zd, the normalization of the monoid ring K[M ] (i.e.,
its integral closure in the field of fractions) equals K[M ] (see, e.g., [7, Section 4.E]). The monoid
algebra K[M ] can be thought of as the monomial subalgebra of K[X±11 , . . . , X
±1
d ] spanned by the
Laurent monomials with exponent vectors in M .
We will refer to a finite subset A ⊂ Zd as a point configuration. For a point configuration A
and a field K, we let K[A] denote the monoid K-algebra of the affine monoid
MA :=
∑
x∈A
Z≥0(x, 1) ⊂ Zd+1.
It is natural to call the last coordinate of a point y ∈MA the height of y.
A grading on an affine monoid M is a partition M =
⋃
i∈Z≥0 Mi, where M0 = {0} and Mi+Mj ⊂
Mi+j . For a field K and a graded affine monoid M , the monoid algebra K[M ] is graded in the natural
way, where the 0th component equals K.
The monoids of type MA, where A is a point configuration, are naturally graded with respect
to the last coordinate, and they are generated in degree 1. In particular, for a field K and a point
configuration A, the graded algebra K[A] is homogeneous:
K[A] = K⊕A1 ⊕A2 ⊕ · · · , K[A] = K[A1] , A1 = K(A, 1) .
For a lattice polytope P ⊂ Rd, the corresponding polytopal monoid is defined by MP := MA
where A = P ∩Zd. We denote L(A) := ∑x,y∈A Z(x−y) ⊂ Zd. Thus, using the previous notation,
for a lattice polytope P ⊂ Zd, we have L(P) = L(P ∩ Zd).
For an algebraically closed field K and a point configuration A ⊂ Zd, we have the projective
variety
XA := Proj(K[A]) ⊂ PN−1K ,
where N = #A, and the resulting very ample line bundle LA ∈ Pic(XA) (see, e.g., [15, Ch. II, §7]).
The following proposition is a semi-folklore result.
Proposition 2.1. Let K be an algebraically closed field, A ⊂ Zd a point configuration, and P :=
conv(A). Then the following are equivalent:
(a) XA is normal;
(b)
⊕
i≥0H
0(XA,L⊗iA ) = K
[
R≥0(P, 1) ∩ gp(MA)
]
;
(c) R≥0(P − v) ∩ L(A) = Z≥0(A−v) for every v ∈ vert(P);
(d) #(R≥0(P, 1) ∩ gp(MA)) \MA <∞;
(e) XA is a projective toric variety.
Proof. (a)⇐⇒(b) holds because the left-hand side of (b) is the normalization of K[A]—a general
fact for a normal projective variety and a very ample line bundle on it [15, Ch. II, Exercise 5.14],
while the right-hand side is K[MA].
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(a)⇐⇒(c) follows from the open affine cover
XA =
⋃
v∈vert(P)
Spec(K[Z≥0(A−v)])
[12, Proposition 2.1.9] and the fact that, for every vertex v ∈ P, the normalization of K[Z≥0(A−v)]
equals K[R≥0(P−v)∩L(A)] [7, Section 4.E]. The aforementioned affine cover, in turn, follows from
the standard dehomogenization with respect to the degree-1 generating set (A, 1) ⊂ K[A] and
the observation that the affine charts Spec(K[Z≥0(A−x)]) with x ∈ A\ vert(P) are redundant: if
x ∈ int(F ) for a positive-dimensional face F ⊂ P, then we have
K[Z≥0(A−x)] = K[Z≥0(A−z)− Z≥0((A∩F )− z)] ,
where z is any vertex of F and the right-hand side is the localization with respect to the monomial
multiplicative subset Z≥0((A∩F )− z) ⊂ K[Z≥0(A−z)].
(a)⇐⇒ (d) This is Theorem 13.11 in [30].
(a)⇐⇒(e) This is, essentially, a matter of convention: some sources (e.g., [7, 23]) include the
normality in the definition of a toric variety, whereas the recent comprehensive reference in the
field [12] relaxes this assumption. 
2.3. Very ample polytopes. In view of Proposition 2.1, it is natural to call a point configuration
A ⊂ Zd very ample if it satisfies the equivalent conditions in the proposition. If A is very ample,
the elements of MA \MA will be called gaps, and the maximal possible degree of a gap will be
denoted by γ(A), i.e.,
γ(A) =
{
0, if (MA)i = (MA)i for all i ∈ Z≥0,
max
(
i | (MA)i ( (MA)i
) ∈ N, otherwise.
For A very ample, γ(A) is a higher-dimensional analog of the Frobenius number of a numerical
monoid (see, e.g., [28]): there are no gaps in the degrees > γ(A). The analogy is limited though—
the monoid MA is generated in degree 1, whereas the classical Frobenius number of a numerical
monoid M ⊂ Z≥0 is not defined exactly in the situation when M is generated in degree 1, i.e.,
when M = Z≥0.
Since γ(A) depends only on the monoid MA and not on how A sits in Zd, without loss of
generality we can assume L(A) = Zd. This is achieved by changing the original ambient lattice Zd
to L(A). The upshot of this assumption is that the Hilbert function of K[MA] is now the Ehrhart
polynomial of P = conv(A), i.e.,
dimK(K[MA])j) = #
(
jP ∩ Zd
)
=: ehrP(j), j ∈ N.
Next we observe that γ(A) can be made arbitrarily large by varying A without changing XA.
In fact, for the ‘rarified’ very ample configurations
Ac =
⋃
v∈vert(P)
((c− 1)v +A), c ∈ N,
we have
conv(Ac) = c · conv(A) ,
XAc ∼= XA, c ∈ N ,
γ(Ac)→∞ as c→∞ .
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These observations explain why one needs to restrict to very ample polytopes in the quest for
upper bounds for γ(A): a very ample polytope is a lattice polytope P ⊂ Rd such that the point
configuration P ∩ Zd ⊂ Zd is very ample and L(P) is a direct summand of Zd.
For a very ample polytope P ⊂ Rd we denote γ(P) = γ(P ∩ Zd). The number γ(P) measures
how far the embedding XP∩Zd ↪→ PN−1K , where again N = #(P ∩ Zd), is from being projectively
normal. Alternatively, the number γ(P) can be defined as the maximal degree beyond which the
Hilbert function of K[P ∩ Zd] equals its Hilbert polynomial.
For a lattice polytope P ⊂ Rd the smallest generating set of the normalization MP∩Zd is called
the Hilbert basis. It is concentrated in degrees < dim(P) [7, Theorem 2.52]. For P very ample,
the elements of the Hilbert basis of MP∩Zd represent gaps in MP∩Zd . One might expect that,
similarly, there is a dimensionally uniform upper bound for the degrees of all gaps. However, we
show in Section 3 that this is false already in dimension three, even for very ample lattice polytopes
with eight lattice points (see Theorem 3.4 below).
Our extremal examples suggest that it might be of interest to study the gap vector gv(P) of a
very ample polytope P, with entries
gvk(P) := # gaps in MP at height k,
stopping at the largest height γ(P) that contains gaps in MP . As an indication that this might
be an interesting concept, we offer a conjecture on unimodality of gap vectors (see Conjecture 3.6
below) and verify it for the gap vectors for a family of polytopes that play a central role in Section 3.
In the proof of Proposition 2.1 we described the monomial affine charts of Proj(K[A]). This
description implies that, for a lattice polytope P ⊂ Rd with L(P) a direct summand of Zd, the
variety Proj(K[MP ]) is smooth if and only if the primitive edge vectors at every vertex of P define
a part of a basis of Zd [7, Exercise 4.25]. Correspondingly, one calls such polytopes smooth.
Clearly, smooth polytopes are very ample. Much effort went into the study whether γ(P) = 0 for
a smooth polytope P, i.e., whether smooth polytopes are integrally closed. This is the well-known
Oda question, still wide open, even in dimension three [2].
2.4. Koszul polytopes. Let K be a field. A finitely generated graded K-algebra Λ = K⊕Λ1⊕· · ·
is Koszul if the minimal free graded resolution of K over Λ is linear:
· · · −→Λβ2 ∂2−→ Λβ1 ∂1−→ Λ ∂0−→ K −→ 0, deg(∂i) = 1, i > 0.
The condition deg(∂1) = 1 is equivalent to Λ being homogeneous and the condition deg(∂1) =
deg(∂2) = 1 is equivalent to Λ being quadratically defined, i.e.,
Λ = K[X1, . . . , XN ]/(F1, . . . , Fn), N = dimK Λ1,
for some homogeneous quadratic polynomials F1, . . . , Fn.
When Λ is a quadratically defined graded monoid algebra K[M ], then the polynomials F1, . . . , Fn
can be chosen to be of the form m−m′ for some degree-2 monomials m,m′ ∈ K[X1, . . . , XN ]; see
[7, Sections 4.A,B,C] for generalities on monoid algebras.
A well-known sufficient (but in general not necessary) criterion for the Koszul property, al-
ready detected in Priddy’s pioneering work on Koszul algebras [27], is the existence of a quadratic
Gro¨bner basis; for a proof using Gro¨bner-bases terminology see, e.g., [9]. Namely, a K-algebra
Λ = K[X1, . . . , XN ]/I, where I is a homogeneous ideal, is Koszul if I admits a quadratic Gro¨bner
basis with respect to some term order on K[X1, . . . , XN ].
Oda’s question, mentioned above, corresponds to the degree-1 part of Bøgvad’s conjecture,
which claims that for every smooth lattice polytope P ⊂ Rd, the algebra K[R≥0(P, 1) ∩ Zd+1] is
Koszul.
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We call a lattice polytope P quadratically defined or Koszul if the graded monoid algebra
K[P ∩Zd] is quadratically defined or Koszul, respectively, for every field K. The property of being
quadratically defined is independent of K, but whether K[P ∩ Zd] being Koszul depends on K is
an open question [26, Question 8.5.6]. In particular, if Oda’s question has a positive answer, then
Bøgvad’s conjecture is equivalent to the claim that smooth polytopes are Koszul.
Examples of Koszul polytopes (or point configurations) include:
• The dilated lattice polytopes cP for c ≥ dimP [8, Theorem 1.3.3]; for sharper lower bounds for
c, depending on P, see [16, Section 4].
• Lattice polytopes cut out by root systems of classical type and their Cayley sums [25]; type A
was considered before in [8, Theorem 2.3.10], using different methods; see Example 4.4 below.
• The non-polytopal point configuration A = conv(0, 3e1, 3e2, 3e3) \ {(1, 1, 1)} [10].
Recently, Oda’s question and Bøgvad’s conjecture (and extensions to more general point config-
urations) have been attracting considerable interest in the community of algebraic combinatorics
[1, 2]. For an effective approach to a potential counterexample to Bøgvad’s conjecture, see [5]. The
surveys [11, 14, 26] include much relevant general background material.
In Section 4, we derive a new large class of Koszul polytopes in arbitrary dimensions. In partic-
ular, when our examples of very ample 3-polytopes in Section 3 below happen to be smooth, then
they are normal and Koszul as well.
Note that if P is integrally closed (resp. normal, very ample, Koszul) then so are the faces of
P; for the Koszul property one uses [24, Proposition 1.4]. One can also show that if P and Q are
integrally closed (resp. normal, very ample, Koszul) then so is P × Q; the ring K[MP×Q] is the
Segre product of K[P] and K[Q] and the Koszul property transfers from factor algebras to their
Segre product [14, Theorem 2(ii)]. In particular, since there are 3-dimensional non-normal very
ample polytopes (see Section 3), the direct product with the unit segment [0, 1] yields the existence
of non-normal very ample polytopes in all dimensions d ≥ 3. Classically, all lattice d-polytopes
with d ≤ 2 are integrally closed (see, e.g., [8, Proposition 1.2.4]). Moreover, by [8, Corollary 3.2.5]
a lattice polygon is Koszul if and only if either it is a unimodular triangle or it has at least 4 lattice
points in the boundary.
3. Very ample 3-polytopes with gaps of arbitrarily large degrees
The polytopal construction announced in the introduction and central to this paper is as follows:
Definition 3.1. An affine map f : P → Q between lattice polytopes P ⊂ Zd1 and Q ⊂ Zd2 is a
lattice segmental fibration if it satisfies the following conditions:
(i) f−1(x) is a lattice segment, i.e., a one-dimensional lattice polytope or a lattice point, for every
x ∈ Q ∩ Zd2 ,
(ii) dim(f−1(x)) = 1 for at least one x ∈ Q ∩ Zd2 ,
(iii) P ∩ Zd1 ⊂ ⋃Q∩Zd2 f−1(x).
It follows from this definition that a lattice segmental fibration f : P → Q is a surjective map
and we have the isomorphism of groups L(P) ∼= L(Q)⊕ Z.
In this section, using certain small lattice segmental fibrations, we show that there is no uniform
upper bound for γ(P) even for 3-dimensional very ample polytopes with a few lattice points.
The following class of 3-polytopes was introduced in [7, Exercise 2.24]. The first explicit repre-
sentatives of the class showed up already in Bruns’ report [2, p. 2290]. Let Ik = [ak, bk] ⊂ R be
lattice segments for 1 ≤ k ≤ 4, none of them degenerated to a point. Let
P(I1, I2, I3, I4) := conv
(
(0, 0, I1), (1, 0, I2), (0, 1, I3), (1, 1, I4)
) ⊂ R3.
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Figure 1. A lattice segmental fibration.
Thus the map
P(I1, I2, I3, I4)→ conv
(
(0, 0), (1, 0), (0, 1), (1, 1)
)
, (x, y, z) 7→ (x, y),
is a lattice segmental fibration.
Lemma 3.2. (a) P(I1, I2, I3, I4) is very ample [7, Exercise 2.24].
(b) P(I1, I2, I3, I4) is smooth if and only if a1 + a4 = a2 + a3 and b1 + b4 = b2 + b3.
Proof of Lemma 3.2. (a) Acting by translations and lattice automorphisms we can assume I1 =
[0, b1] and we only need to check that
(1) C ∩ Z3 = Z≥0(1, 0, a2) + Z≥0(0, 1, a3) + Z≥0(1, 1, a4) + Z≥0e3 ,
where C = R≥0P(I1, I2, I3, I4) and e3 = (0, 0, 1). There are two possibilities: either
C = R≥0e3 + R≥0(1, 0, a2) + R≥0(0, 1, a3), or
C =
(
R≥0e3 + R≥0(1, 0, a2) + R≥0(1, 1, a4)
) ∪ (R≥0e3 + R≥0(0, 1, a3) + R≥0(1, 1, a4)).
In the first case, (1) holds because {e3, (1, 0, a2), (0, 1, a3)} is a basis of Z3:
det
 1 0 a20 1 a3
0 0 1
 = 1.
In the second case, (1) holds because the two cones on the right-hand side are spanned by bases
of Z3:
det
 1 0 a21 1 a4
0 0 1
 = 1, det
 0 1 a31 1 a4
0 0 1
 = −1,
and therefore
C ∪ Zd = (Z≥0(1, 0, a2) + Z≥0(1, 1, a4) + Z≥0e3) ∪ (Z≥0(0, 1, a3) + Z≥0(1, 1, a4) + Z≥0e3).
(b) The argument in part (a) shows that if a vertex of P(I1, I2, I3, I4) is simple then the primitive
edge vectors at this vertex form a basis of Z3. So the polytope P(I1, I2, I3, I4) is smooth if and
only if it is simple. On the other hand, P(I1, I2, I3, I4) being simple means the ‘bottom’ vertices
(0, 0, a1), (1, 0, a2), (0, 1, a3), (1, 1, a4) align in a plane (i.e., they span a facet) and so do the ‘top’
vertices (0, 0, b1), (1, 0, b2), (0, 1, b3), (1, 1, b4). This is equivalent to the desired equalities. 
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An extension of (1) in the proof of Lemma 3.2(a) for d-dimensional rational cones C ⊂ Rd with
d + 1 extremal vectors was given in [5, Proposition 8.1]. The class of smooth polytopes of type
P(I1, I2, I3, I4) will be extended in Example 4.3 below.
We now specialize to the family of polytopes
Pm := P ([0, 1], [0, 1], [0, 1], [m,m+ 1]) .
Figure 2. The polytope Pm.
s
s
s
s
s
s
s
s
The underlying point configuration, written as a matrix, is
Pm ∩ Z3 =
 0 1 0 0 1 0 1 10 0 1 0 0 1 1 1
0 0 0 1 1 1 m m+ 1
 .
The same family is featured in [4, Example 15] in connection with the (lack of the) Gorenstein
property. The monomial realizations of the corresponding monoid rings are
K
[Pm ∩ Z3] ∼= K[Z,XZ, Y Z,WZ,XWZ, YWZ,XYWmZ,XYWm+1Z] .
Recall that the gap vector gv(P) of a very ample polytope P has entries
gvk(P) := # gaps in MP at height k,
stopping at the largest height γ(P) that contains gaps in MP .
We can give an explicit formula for the gap vectors gv(Pm) for all m.
Theorem 3.3. Let m ≥ 3. The gap vector of Pm has the entries
gvk(Pm) =
(
k + 1
3
)
(m− k − 1).
In particular, γ(Pm) = m− 2 and
gv1(Pm) ≤ · · · ≤ gvj(Pm) ≥ gvj+1(Pm) ≥ · · · ≥ gvm−2(Pm)
for j = d3m−54 e.
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Since for P very ample, P × [0, 1] is also very ample, the polytopes Pm imply the existence
of non-normal very ample polytopes in all dimensions ≥ 3 with an arbitrarily large number of
degree-2 gaps. Similar topics are discussed in [17]. In addition, [18] gives examples of very ample
3-polytopes P with arbitrarily deep gaps, measured via lattice distance relative to the facets of
the cone R≥0MP . However, the gaps in all examples constructed in [17, 18] are concentrated in
degree 2.
For the proof of Theorem 3.3 we will need several auxiliary results.
Lemma 3.4. The Ehrhart polynomial of the polytope Pm equals
ehrPm(j) =
(
m
6 + 1
)
j3 + 3 j2 +
(
3− m6
)
j + 1 .
Proof. The volume of Pm is easily seen to be m6 + 1; furthermore, Pm has four unimodular-triangle
facets and four square facets that are unimodularly equivalent to a unit square, and so ehrPm(j) =(
m
6 + 1
)
j3 + 3 j2 + c j+ 1 (see, e.g., [3, Theorem 5.6]). Since ehrPm(1) = 8, we compute c = 3− m6 .
The lemma follows. 
Lemma 3.5. Let P be a (not necessarily very ample) lattice polytope of dimension d and k0 ≥ d−1
be an integer. If (MP)k0 = (MP)k0, then (MP)k = (MP)k for all k ≥ k0.
Proof. The lemma follows from the fact that MP is generated as an MP-module by elements of
degree at most d− 1, i.e.,
MP =
⋃
m ∈MP
deg m ≤ d− 1
(m +M) ;
see [8, Corollary 1.3.4] and its proof. 
Proof of Theorem 3.3. First we prove the following formula for the Hilbert function:
# (MPm)j = (j + 1)
(
j + 3
3
)
, 1 ≤ j ≤ m− 1.
We fix 1 ≤ j ≤ m − 1. Consider a point S = ∑ji=1 Ti = (e, f, g) ∈ Z3 for some lattice points
Ti ∈ Pm. We use the following notation:
A0 = (0, 0, 0), A1 = (0, 0, 1), B0 = (1, 0, 0), B1 = (1, 0, 1)
C0 = (0, 1, 0), C1 = (0, 1, 1), D0 = (1, 1,m), D1 = (1, 1,m+ 1).
Let d be the number of times the points Di occur in some decomposition of S. We have dm ≤ g ≤
dm + j, so d = b gmc. Thus the number of times the points Bi and Ci occur in the decomposition
equals respectively b := e − b gmc and c := f − b gmc. Hence, the points Ai must occur a :=
j − b − c − d times. In particular, each decomposition of S has the same number of occurrences
of the points in each group Ai, Bi, Ci and Di. Moreover, the points A1, B1, C1, D1 must occur (g
mod m) ≤ j times. The numbers a, b, c, d and (g mod m) uniquely determine the point S. We
obtain a bijection between the points of (MPm)j and points of the form (a, b, c, d, h) ∈ Z5 where
a, b, c, d, h ≥ 0, a+ b+ c+ d = j, h ≤ j.
Thus # (MPm)j equals the number of ordered partitions of j into four parts, for the choice of
a, b, c, d, times j + 1 for the choice of (g mod m). This equals (j + 1)
(
j+3
3
)
. So by Lemma 3.4, for
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j < m we obtain
gvj(Pm) = ehrPm(j)−# (MPm)j
=
(
m
6 + 1
)
j3 + 3 j2 +
(
3− m6
)
j + 1− (j + 1)
(
j + 3
3
)
=
(
j + 1
3
)
(m− j − 1) .
Now the formula for gvk(Pm) follows by Lemma 3.5 because ehrPm(m− 1)−# (MPm)m−1 = 0 and
m ≥ 3 = dim(Pm). The rest of Theorem 3.3 follows easily from this formula. 
Based on Theorem 3.3 and several other gap vectors of very ample polytopes we computed by
effective methods, we offer the following conjecture.
Conjecture 3.6. The gap vector of any very ample polytope P that has normal facets is unimodal,
i.e., there exists j such that
gv1(P) ≤ gv2(P) ≤ · · · ≤ gvj(P) ≥ gvj+1(P) ≥ · · · ≥ gvγ(P)(P) .
The reason we require that the facets of P are normal in Conjecture 3.6 (which in this case
is equivalent to the facets of P being integrally closed and automatically satisfied for very ample
3-polytopes) is that if the gap vectors of the facets of P contribute to gv(P) in a nontrivial way,
then—because the former are relatively independent of each other—the resulting interference can
cause oscillation in gv(P). Very recently explicit examples of this phenomenon appeared in [21]:
there exist very ample polytopes with gap vectors having only two nonzero entries at two arbitrary
indices.
4. Koszul segmental fibrations
For a field K, a narrower class of Koszul K-algebras than those admitting quadratic Gro¨bner
bases is formed by the homogeneous K-algebras for which the defining ideal I admits a square-free
quadratic Gro¨bner basis. In the special case of algebras of the form K[A], where A ⊂ Zd is a
point configuration, the existence of such Gro¨bner bases is a purely combinatorial condition due to
Sturmfels (see [30] or [7, Sections 7.A,B])—Theorem 4.1 below.
To describe the connection with polytopal combinatorics, we recall the relevant terminology. We
refer the reader to [7, Sections 1.D,E,F] for background on polytopal complexes, regular subdivisions
and triangulations, stars and links in simplicial complexes, etc.
A polytopal subdivision ∆ of a polytope P ⊂ Rd is regular if there is a convex function h : P → R
(i.e., h(λx + µy) ≤ λh(x) + µh(y) for all x,y ∈ P and λ, µ ∈ R≥0 with λ+ µ = 1) whose domains
of linearity are exactly the facets of ∆, i.e., the maximal faces of ∆ are the maximal subsets of P
on which h restricts to an affine map. We say that h is a support function for ∆.
A simplicial complex ∆ is flag if the minimal non-faces of ∆ are pairs of vertices of ∆. (A
non-face of the simplicial complex ∆ with vertex set V is a subset W ⊂ V with W /∈ ∆.) In
general, the degree of a simplicial complex ∆ on a vertex set V is
deg(∆) := max
(
#W | W a minimal non-face of ∆) ;
see [8]. Thus, flag simplicial complexes are exactly the simplicial complexes of degree 2.
A triangulation of a polytope is thought of as the corresponding geometric simplicial complex,
as opposed to the underlying abstract simplicial complex, i.e., the elements of the triangulation are
simplices in the ambient Euclidean space.
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A triangulation ∆ of a lattice polytope P ⊂ Rd is unimodular if the simplices in ∆ are all
unimodular.
Observe that, in exploring ring-theoretical properties of K[A], there is no loss of generality in
assuming that L(A) = Zd: the isomorphism class of K[A] is independent of the ambient lattice for
A and, therefore, it can be chosen to be L(A).
Theorem 4.1 (Sturmfels [30]). For a point configuration A = {a1, . . . ,aN} ⊂ Zd with L(A) = Zd,
the binomial ideal
IA := Ker
(
K[X1, . . . , XN ] → K[A]
Xi 7→ ai
)
⊂ K[X1, . . . , XN ]
admits a square-free quadratic Gro¨bner basis if and only if there is a regular unimodular flag trian-
gulation of conv(A) with the vertex set A.
By [19, Ch. III], for every lattice polytope P, the dilated polytope cP has a regular unimodular
triangulation for some c ∈ N. By [8, Theorem 1.4.1], for a lattice polytope P ⊂ Rd, the ideal
IcP∩Zd has a quadratic (but possibly not square-free) Gro¨bner basis whenever c ≥ dimP. Thus,
informally speaking, there is no algebraic obstruction to the existence of regular unimodular flag
triangulations of the dilated lattice polytopes cP for c ≥ dimP. However, currently even the
existence of dimensionally uniform lower bounds for the factors c such that the polytopes cP have
unimodular triangulations is a major open problem [29].
Theorem 4.2 below leads to a large class of polytopes admitting triangulations with all the nice
properties. As we explain later on, this theorem could have been included in [13]—the argument
in [13, Section 4.2], used there for a rather special case of Nakajima polytopes, works also in the
general case. A related discussion can be found in Haase–Paffenholz’s report in [2].
Theorem 4.2. Let f : P → Q be a lattice segmental fibration of lattice polytopes. Assume ∆ is a
regular unimodular flag triangulation of Q such that the image f(F ) of every face F ⊂ P is a union
of faces of ∆. Then P has a regular unimodular flag triangulation; in particular, P is integrally
closed and Koszul.
Observe that the polytope Pm in Theorem 3.4 satisfies the additional condition in Theorem 4.2
(with respect to both triangulations of the unit square as the polytope Q simultaneously) if and
only if m = 0.
Before outlining the proof of Theorem 4.2 we discuss some explicit classes of polytopes this
theorem leads to.
Example 4.3 (Nakajima polytopes). Assume Q ⊂ Rd is a lattice polytope and α, β : Q → R are
affine maps such that α(x), β(x) ∈ Z for all x ∈ Q ∩ Zd and α ≤ β on Q. Consider the lattice
polytope
Q(α, β) := conv ((x, y) | x ∈ Q, α(x) ≤ y ≤ β(x)) ⊂ Rd+1.
Then the orthogonal projection f : Q(α, β) → Q and any regular unimodular flag triangulation
of Q satisfy the conditions in Theorem 4.2. It is easily seen that Q(α, β) ∼= Q(0, β − α) as lattice
polytopes.
Iteratively using the Q(α, β)-construction, starting with a point, we get exactly the class of
polytopes characterized in [22] as the polytopes P for which the (complex) affine toric variety
Spec(C[MP ]) is a local compete intersection. In [13] these polytopes are called Nakajima polytopes.
It is clear that the polytopes P in Theorem 4.2 can have arbitrarily more complicated shapes than
the ones resulting from the Q(α, β)-construction.
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The smooth polytopes of type P(I1, I2, I3, I4) in Section 3 are of type Q(α, β) and, therefore,
integrally closed and Koszul. More generally, if Q is any smooth polytope and α, β : Q → R are as
above, satisfying the stronger condition α < β on Q, then Q(α, β) is smooth as well.
In particular, iteratively using the Q(α, β)-construction with α < β on Q, starting with a point,
we get smooth Nakajima polytopes in arbitrary dimensions, all combinatorially equivalent to cubes
but representing infinitely many affine equivalence classes.
Starting the iteration with other smooth polytopes that admit triangulations with the desired
properties, we get richer classes of higher-dimensional smooth Koszul polytopes. For instance, by
[8, Corollary 3.2.5], all lattice smooth polygons can serve as the initial input of this machine.
Example 4.4 (Lattice A-fibrations). Let P ⊂ Rd be a lattice polytope cut out by a root system of
type A. In other words, P is bounded by hyperplanes parallel to hyperplanes of the form Xi = 0
and Xi = Xj , 1 ≤ i 6= j ≤ d (in the language of [20], P is an alcoved polytope). Then P has
a canonical nice triangulation ∆(P) satisfying the compatibility condition: if dimP > 0 then its
orthogonal projection Q ⊂ Rd−1 is also cut out by a root system of type A and the projection
f : P → Q satisfies the condition in Theorem 4.2 with respect to ∆(Q).
In fact, it was shown in [8, Section 2] that each polytope from the above-mentioned class is
nicely triangulated by cutting it along the integer translates of the coordinate hyperplanes and the
hyperplanes of the form Xi −Xj . So it is enough to show the following:
Claim. Let P ⊂ Rd be a lattice polytope cut out by a root system of type A. Then its orthogonal
projection Q in Rd−1 is also a lattice polytope cut out by a root system of type A.
Any facet of Q is the orthogonal projection of either a facet of P or a codimension-2 face of P.
In the first case the corresponding support hyperplane of P is of the form Xi = a or Xi−Xj = b for
some a, b ∈ Z and 1 ≤ i 6= j ≤ d− 1. In particular, the same equality defines the image facet of Q.
In the second case the codimension-2 face of P in question corresponds to a system of type either
Xd = a and Xd −Xi = b or Xd −Xi = a and Xd −Xj = b, where a, b ∈ Z and 1 ≤ i 6= j ≤ d− 1.
Correspondingly, the image facet of Q is defined by either Xi = a− b or Xi −Xj = b− a. 
One can extend the notion of lattice segmental fibrations as follows: assume P ⊂ Rd1 and
Q ⊂ Rd2 are lattice polytopes and f : P → Q is an affine map; call f a lattice A-fibration if it
satisfies the conditions
(i) f−1(x) is a lattice polytope for every x ∈ Q ∩ Zd2 ,
(ii) P ∩ Zd1 ⊂ ⋃Q∩Zd2 f−1(x),
(iii) there is a full-rank affine map pi : P → RdimP−dimQ, injective on f−1(x) for every x ∈ Q and
such that pi induces a surjective group homomorphism onto ZdimP−dimQ and pi
(
f−1(x)
)
is a
lattice polytope, cut out by a root system of type A, for every x ∈ Q ∩ Zd2 .
The class of A-fibrations is considerably larger than that of segmental fibrations and, in general,
P is very different from a Nakajima polytope even for simple Q (e.g., a segment). Let f : P → Q be
a lattice A-fibration, where P ⊂ Rd1 and Q ⊂ Rd2 . In view of the claim above, applied iteratively
to the fibers over the lattice points of Q, the map f factors through segmental fibrations
(2) P φ0−→ P1 φ1−→ · · · φk−1−→ Pk φk−→ Q where k = max
(
dim f−1(x) | x ∈ Q ∩ Zd2).
So one can ask whether Theorem 4.2 can be extended to lattice A-fibrations. The obstruction to
iteration of Theorem 4.2 is that it is not clear whether the condition on faces in that theorem can
be kept under control at each step from φk to φ0. In fact, the triangulation of P resulting from the
proof of Theorem 4.2, when both P and Q are cut out by a root system of type A, is not the same
as ∆(P), not even if dimP = dimQ+ 1.
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However, there is a big subclass of lattice A-fibrations for which Theorem 4.2 can be iterated
along the corresponding sequences (2). Call a lattice A-fibration a lattice cubical fibration if in
the condition (iii) above we require that the polytope f−1(x) has the facets parallel to coordinate
hyperplanes. One can easily check that the proof of Theorem 4.2 allows one to control the condition
on the faces in the theorem at each step from φk to φ0 when f : P → Q is cubical. Therefore,
Theorem 4.2 extends to lattice cubical fibrations.
Sketch of the proof of Theorem 4.2. Following the approach in [13, Section 4.2], we first take the
regular polytopal subdivision R := (f−1(δ))δ∈∆ of P and then refine it to a triangulation, using
successive stellar subdivisions by the lattice points in P in any linear order. The regularity, flag,
and unimodularity properties of the final outcome are checked exactly the same way as in [13].
Our original approach (the one we used before we learned about the overlap with [13]) produces
different triangulations of P, also refining the polytopal subdivision R but without involving stellar
subdivisions. Below we describe the construction.
For a closed subset Y ⊂ Rd+1, we put
Y + := {y ∈ Y | y has the largest (d+ 1)st coordinate within f−1(f(y))},
Y − := {y ∈ Y | y has the smallest (d+ 1)st coordinate within f−1(f(y))}.
There is no loss of generality in assuming that Q ⊂ Rd, dimQ = d, P ⊂ Rd+1, and f is the
projection onto the first (d+1)-coordinates. We can assume (P \P−)∩Zd+1 = {y1, . . . ,yr}, where
f(yi) = f(yj) and (yi)d+1 < (yj)d+1 imply i < j .
Define the sequence of polytopal complexes Π0,Π1, . . . ,Πr inductively as follows:
• Π0 = {f−1(δ) ∩ P−}∆
• Πk =
{
conv(yk, F ) | F ∈ star+Πk−1(yk − ed+1)
} ∪Πk−1, where
star+Πk−1(yk − ed+1) = {τ ∈ starΠk−1(yk − ed+1) | τ ⊂ |Πk−1|+},
k = 1, . . . , r.
(| . . . | denotes the support of the polytopal complex in question.) That Πr is a triangulation of P
with the desired properties can be shown along the same lines as for the triangulations in [13] (only
the regularity needs a minor change in the argument). 
It is interesting to notice that the triangulations Πr are usually different from those in [13,
Section 4.2] when the fibers f−1(x) contain at least 4 lattice points for several x ∈ Q ∩ Zd.
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Figure 3. Two triangulations Πr of P for two different enumerations of (P \ P−) ∩ Zd+1.
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