Two selection statistics are used to extract new candidate periodic variables from the epoch photometry of the Hipparcos catalogue. The primary selection criterion is a signal to noise ratio. The dependence of this statistic on the number of observations is calibrated using about 30 000 randomly permuted Hipparcos datasets. A significance level of 0.1% is used to extract a first batch of candidate variables. The second criterion requires that the optimal frequency be unaffected if the data are de-trended by low order polynomials. We find 2675 new candidate periodic variables, of which the majority (2082) are from the Hipparcos "unsolved" variables. Potential problems with the interpretation of the data (e.g. aliasing) are discussed.
INTRODUCTION
The Hipparcos catalogues of variable stars (volumes 11 and 12 of ESA 1997) arose from the work of two groups, one at the Geneva Observatory and the other at the Royal Greenwich Observatory. Van Leeuwen (1997a) provided a brief summary of the variable star identification methods used by the two groups, while more detailed descriptions of the two independent strategies are available in Eyer (1998) and van Leeuwen et al. (1997) . Although the variable star data have been widely used in studies of individual cases, or small collections of specific variables, little follow-up work with a global approach to the Hipparcos epoch photometry has been attempted since the release of the catalogues in 1997. One such study is the one by Koen (2001) who searched through the Hipparcos database for stars having multi-periodic behaviour.
Because of unavoidable statistical fluctuations, stars flagged as constant could in fact be variable, or even periodic, near the level of the precision of the Hipparcos measurements. The converse is inevitably also true, stars flagged as variable could be in reality constant stars at the Hipparcos precision. It is therefore important to have a sound evaluation of these contaminations.
The methodologies of the original analyses relied in the first instance on the estimated standard errors of the individual magnitudes. These errors were used for example in the selection of variable stars, the determination of the limiting threshold to perform a period search, and the determination of the intrinsic amplitudes of the so-called unsolved variables (although details of the approaches taken by the two groups of analysts differed -see e.g. van Leeuwen 1997b). Indeed, not all stars flagged as variable were searched for a periodic behaviour -only those satisfying a criterion depending on the estimated amplitude, noise level and number of measurements were pursued. Such a criterion was set in order to minimize the number of variables with incorrect frequency determinations (due to aliasing). As noted by Eyer & Genton (1999) , it is suspected that slight systematic shifts are present in the estimated standard errors, especially for the bright and faint ends of the catalogue.
The aim of the present study is to overcome the difficulties associated with the estimation of the variable star detection errors, first by tackling the problem from the outset by using Fourier methods, and second by estimating the type I errors without making assumptions about the nature of the data. The latter task is accomplished by determining the general statistical behaviour of the signal to noise ratio (section 2), which allows the computation of the expected number of spurious variables in a sample of candidate periodic stars. It therefore allows us to set numerical values on the Type I errors in order to keep these to an acceptable level.
We computed power spectra for, and fitted sinusoids to, the observations of 30349 stars in order to calibrate our primary variable selection statistic, which is a signal to noise ratio. The test was then applied to the time series of 94336 stars out of a total of 118204 stars contained in the Hipparcos database. (Stars already flagged as periodic, and unflagged stars fainter than V = 10 were excluded from consideration).
The question of estimation of errors is not the only reason why the study we are presenting is of potential interest. Our method has the added advantages of considering the Hipparcos data from an entirely different viewpoint, and, of course, allows further extraction of relevant information from the photometric data.
The basic philosophies of the original studies and the present one are rather different. In the former, elimination of individual objects and an iterative approach were used: visual inspection of light curves and all phase diagrams, recalculation of periodic solutions on an individual basis and literature searches were done. The main aim of the original study was to produce statistically very well confirmed periodic variable stars. In this paper we develop simple but stringent criteria, and we publish the output as it stands, without eliminating any results, however unpalatable. Furthermore, it is clear that the scrutiny of individual stars which was carried out by the Hipparcos consortium (e.g. van Leeuwen 1997a) is not viable for large scale photometric surveys currently underway, or about to be begin. Fully automated algorithms, such as those proposed here, are needed to deal with star counts which may be several orders of magnitudes greater than in the case of Hipparcos.
The selection criteria are discussed in section 2. An alternative approach to the setting of significance levels is indicated in section 3. Results are given in section 4, and conclusions presented in section 5.
The interested reader is referred to ESA (1997), Eyer & Grenon (2000) and van Leeuwen (1997b) , for discussions of quality and quality control of the Hipparcos epoch photometric data.
THE SELECTION CRITERIA
The primary variable selection criterion is based on the premise that the best-fitting sinusoid for a true variable ought to have a higher amplitude than would be the case for a constant star with a similar noise level and number of observations. Ideally, the test should be performed by, in a sense, comparing the data for a given star with itself, by using a permutation test. The latter is performed by noting that, under the null hypothesis the star is constant, all orderings of the observations in time are statistically equivalent. The test is then constructed by creating a large number of equivalent versions of the original dataset by randomly shuffling the observations, and comparing the amplitude of the best-fitting sinusoid to the original data, with the amplitudes of sinusoids fitted to shuffled data. If the true amplitude is sufficiently remarkable compared to the artificial amplitudes (e.g. if the true value is amongst the upper 0.1% of artificial values), the star may be considered a systematic variable. Such a permutation test is optimal in the sense that it is completely true to life under the null hypothesis: the permuted datasets have the same time points of observation, and the same noise level, as the original data. There is but a single, but currently insurmountable, problem: the excessive amounts of computer time required to process the necessarily large number of replications of the original dataset. We therefore do what we consider the next best thing, which is to use the statistical properties of a large, representative sample for the Hipparcos database of stars, to produce a selection criterion which ought to work well in general.
The selection criterion is based on the signal-to-noise ratio R of the best-fitting sinusoid. The derivation of the exact form of the criterion is empirical, rather than theoretical. Calibration of the criterion is based on the results for three large sample datasets. In order to construct the latter, two non-overlapping sets of 10000 stars were randomly selected from the Hipparcos database. These lists were supplemented by a third consisting of all the apparently constant Hipparcos stars brighter than a magnitude limit of V = 7 (∼ 10800 stars). The epoch photometry of each of the stars was extracted from the Hipparcos database. Suspect observations were removed in a two-step process: first, all measurements with Hipparcos flags larger than 7 were discarded.
[Approximately 16% of the Hipparcos photometric observations are flagged, and 7.5% have flag values larger than 2. Generally speaking, the higher the flag value, the less reliable the observation (ESA 1997, Volume 3). Flag values less than 8 indicate that only one of the two Hipparcos consortia accepted the particular observations. Flag values greater than 7 indicate problems such as high background radiation, poor pointing, contamination by other stars, etc.] If fewer than N = 20 measurements remained, no analysis was attempted. Next, an iterative procedure was used to weed out outlying observations, by removing all values further than 2.58σ from the mean for that star. It is entirely possible that the latter step discards viable measurements (e.g. deep eclipses): however, the intention was to retain only typical observations, i.e. to eliminate observations which could exert undue influence on the results. Given the rather modest sizes of the datasets for some stars, single atypical observations can strongly affect results.
A periodogram was calculated for each dataset over the frequency interval [0, 12] d −1 , as described in Koen (2001) . The frequency corresponding to the periodogram maximum was noted, and a sinusoid with this frequency fitted to the data by linear least squares. The amplitude and phase of this sinusoid, together with the frequency, could then be used as starting guesses in a more sophisticated nonlinear least squares determination of the three quantities. The amplitude of the sinusoid and the standard deviation of the residuals were noted; the ratio R of the two is what we refer to as the "signal-to-noise ratio".
A plot of the signal-to-noise ratio R against the number of observations N for all stars in each of the three samples shows an apparent power law dependence. It is therefore natural to examine the relationship between log R and log N (where "log" indicates natural logarithms in this section of the paper only): the relevant plots are in Fig. 1 . Straight lines were fitted to each of the datasets in Fig. 1 , and the results are presented in Table 1 . Datasets containing small numbers of observations (N < 40) were not taken into account, as the scatter for these is rather large; furthermore, low outlying observations in Fig. 1 (log R < −1.31) were discounted. The parameters of the three lines agree quite well.
The results in Table 1 are for the model
The implication is that
where the exponent b is in the range -0.468 to -0.460. Non-parametric regression estimates of the mean values of RN 0.465 , which should be very close to being constant if (1) holds, are shown in Fig. 2 . The method used to obtain the curves is known as "loess", and consists in this instance of fitting locally linear estimates, with a window width of included data of 60% -see the brief discussion in Koen (1996) , or the original papers by and Cleveland, Devlin & Grosse (1988) . In order to avoid distortions caused by extreme points, data elements with |RN 0.465 | > 3 were not taken into account; this meant the exclusion of respectively 16, 13 and 12 points for the three collections of datasets. The good qualitative agreement between the curves for the three different collections of data shows that the exponent b in (1) is not in fact perfectly constant. As will become clear, the variations of the order of 0.22 in the mean value of RN 0.465 , for different N , could be of importance, and need to be taken into account. We therefore work with
where M (N ) is the mean of the three loess curves in Fig. 2 . Fig. 3 contains plots of the statistics R1 for each of the three collections of stars. It is unclear whether the larger scatter at smaller N is due to the larger number of datapoints, or whether the variance of R1 does in fact depend on N . Loess regressions of R 2 1 on N were therefore carried out, omitting the same outlying points as in the estimation of the mean. The results are given in Fig. 4 . The agreement between the three curves is gratifying, and implies a rapid rise in the variance of R1 as N decreases below 100. The final form of the signal-to-noise statistic is then
where V (N ) is the mean of the three loess curves in Fig. 4 . The standardised statistics R * are plotted in Fig. 5 . The percentiles of R * in Fig. 5 can now be used to produce critical values of this statistic. Of course, only the upper tail of the distribution is of interest in this context. The percentage points are in Table 2 , where the results for each of the three individual collections of datasets are given for purposes of comparison; the last column of the Table shows the percentage points derived from all the data -these are the values used in what follows.
Inspection of the last column of Table 2 shows that relatively small changes ∼ 0.3 in R * are associated with relatively large changes (factor ∼ 2) in the significance levels of the statistic. This underlines the necessity for the standardisation of R into R * . One other very simple criterion is used to further weed out spurious variables. Many sets of observations have strong long-term trends, due to slow aperiodic brightness variations, which could give rise to prominent high frequency features in amplitude spectra through aliasing. It is therefore also required that the identified period satisfies
The detrending is performed as described in Koen (2001) ; low order (≤ 3) polynomials are fitted to the data, and the fit with the highest significant order is used to prewhiten the data. Results are virtually identical for critical values ∆c in the range 10 −5 -0.005. The results of applying the criteria are displayed in Table 3, which is based on selection with R * ≥ 3.543, i.e. the 0.1% critical value. There are three groups of stars: those classified as constant, or unclassified, in the Hipparcos catalogue; those classified as either "unsolved" or "microvariables"; and, for purposes of comparison, the Hipparcos "periodic" variables. It is instructive to consider results as a function of magnitude for the former group, and this is done in the Table, and now discussed. First, note that the numbers of candidate variables selected by the R * criterion exceeds the expected number of spurious selections by factors of the order of 6.5-20 (although these numbers are misleading -see section 3). As expected, the percentage of variables decreases as the magnitude limit rises. For this reason it was decided not to extend the search beyond V > 10. Second, the ∆-criterion is obviously also quite stringent, particularly for the brighter stars. As an example of the influence of the precise value of ∆c, we note that changing it to 10 −5 would have removed one star from the final count in the top line in Table 3 , while setting ∆c = 0.005 would have added four stars.
For the sake of completeness we mention that of the 593 new variables (i.e. stars in the first four lines of Table  3 ), 111 were classified as constant (designation "C") in the Hipparcos catalogue, while 484 were unclassified (variability field blank).
There is an encouraging agreement with the results in the Hipparcos catalogue, in the sense that our R * criterion recovers 86% of the Hipparcos periodic variables. It is also noteworthy that the ∆ criterion eliminates only 16% of the periodic variables, the corresponding number for the unsolved variables being 56%.
The properties of the 371 Hipparcos periodic variables rejected by the R * criterion were examined in some detail. Of these stars, 304 are eclipsing binaries. For 96 stars periods were not determined from the Hipparcos photometry [see the Hipparcos Variability Annex (ESA 1997, Volume 11)], while the periods of 5 are shorter than our limit of 0.08 d. In total 313 (i.e. 84%) of our non-detections fell in at least one of these categories. Of the remaining light curves, the vast majority exhibit some or other aberration: sparse phase coverage, low signal-to-noise, or unusual shapes (e.g. non-monotonic changes on the ascending or descending branches, or flat-bottomed minima with relatively sharp maxima).
The variance of the Hipparcos photometric measurement errors was not constant with time (Eyer 1998) , and thought should be given to the possible implications for the method described above. Since we have used an ordinary, rather than weighted, least squares algorithm, the only possible impact is through the initial frequency selection from the periodogram. It is now shown that the frequency dependence of the first two moments of the periodogram are unaffected by variability of the variance, and hence that the choice of "most likely" frequency is likewise unaffected.
Denote the deterministic (sinusoidal) signal by f (t), and the measurement errors by e(t), such that Ee(t) ≡ 0 and var[e(t)] =Ee 2 (t) = g(t), where g(t) describes the time evolution of the photometric error variance. It follows that
where S(ω), S f (ω) and Se(ω) are the periodograms of the observations, the deterministic process, and the measurement errors respectively. Now
and
provided that measurement errors at different epochs are uncorrelated. If further e(t) is independent of f (t), the required result follows from (4)-(6).
QUALITY CONTROL BY ADJUSTMENT OF SIGNIFICANCE LEVELS
It is possible to adjust R * according to the brightness of the stars studied, in order to obtain homogeneously reliable results. The approach is outlined below. If all the stars were non-variable, the number selected by the R * criterion would have had a binomial distribution: the probability of selecting k stars as variables, out of a sample of N stars, is
where p is the test level of R * (e.g. p = 0.001 in Table 3 ). The numbers in column 3 of Table 3 are the expected values N p of spurious variables for the N given in column 1 of the Table. The probability of selecting at least K stars as variables is
As an example, for the group of stars with V ≤ 7 (N = 10813), the probabilities of selecting at least 11, 21 or 38 stars as variables are 0.52, 0.002, and 10 −10 respectively. Clearly the probability of finding as many as 244 candidate variables by chance is miniscule, or, conversely, it is expected that most of the R * -selected stars are truly variable.
The expected fraction η of spurious variable stars amongst the M candidate variables selected by the R * criterion can be used as a measure of the quality of the collection of candidates. Conditionally on the value of M ,
The value of η for the four brightness intervals in Table  3 cannot be estimated from the numbers in the first four lines of the Table alone ; it is necessary to include candidate variables from the ranks of the "unsolved" and "periodic" Hipparcos stars. The results are in Table 4 , for three different significance levels of the R * criterion. Clearly candidate variables selected on the basis of sufficiently large R * have good probabilities of being true variables: for example, with Pr(R * ) < 0.001, about 98 % of the faintest group of candidates are expected to be true variables. Nonetheless, the expected fraction of spurious variables could differ by a factor of three for stars of different brightnesses. This suggests adjusting R * to obtain homogeneous results. For example, in order to have a uniform value of about 0.01 for η, p = 0.002 could be used for the brightest stars; p = 0.001 for the group with 7 < V ≤ 8; and p = 0.0005 for the stars fainter than V = 8.
A thorough implementation of such a "quality control" scheme obviously requires some further work, which is outside the scope of this paper. Nonetheless, it should be clear that it is one of the potential advantages of our variable selection methodology.
RESULTS
The pertinent results for the newly selected candidate periodic variable stars are presented in Table 5 . Figs. 6a-e show an extract of the phase diagrams of our candidates. The 5 pages are each composed of the phased data for the first 36 stars in the first 5 groups in Table 3 . Note that not all data points from the Hipparcos epoch photometry are plotted, but only those selected as explained in section 2.
The periodic annex of the Hipparcos catalogue contains 2712 variables, selected from a database of 118204 stars, giving a 2.3% incidence of periodic variables. In this study 2675 stars were selected from 94336 candidates. Of course, in order to compare this to the Hipparcos result, the information in the last line of Table 3 should be incorporated, i.e. 4625 stars were selected from 97015 candidates, giving a percentage of 4.8. As already pointed out the current aim is not the same, hence the difference in results is not a cause for alarm. Fig. 7 shows the period and amplitude distributions from Table 5 , in the form of an amplitude-period plot; for comparison, Fig. 8 contains the corresponding results from the Hipparcos periodic variability annex. The locations of the Mira, Cepheid, RR Lyrae (ab and c types), and δ Scuti stars are clearly visible in the latter diagram.
In Fig. 7 we remark a strong accumulation of frequencies near 11.25 d −1 (2h 08 min), which was the rotation frequency of the satellite. These frequencies may be a cause for concern, although the results are in the correct range of periods and amplitudes for δ Scuti stars. A quick look at the spectral types of the stars confirms that many of the frequencies are probably spurious: for example, many M giant stars have periods in the suspect range. As mentioned before, there is a strong aliasing effect which is produced by convolution of low frequencies with the spectral window. Although the ∆-criterion of section 2 was designed to remove such variables, it is evidently not infallible. Furthermore, "real" variability in the data due to the rotation of the satellite remains a possibility: see Koen & Schumann (1999) where such an effect was shown to exist in Tycho epoch photometry. In fact, the referee of this paper has pointed out that errors in the modelling of the background radiation (in the case of fainter stars) or in the modelling of signal distortion (in the case of the brightest stars) may give rise to spurious 11.25 d −1 frequencies. Table 6 , which summarises the number distribution of variables in Table 5 as functions of frequency and spectral classification, throws further light on the aliasing problem. First, the number distribution is virtually constant for frequencies between 3 and 9.5 d −1 (see the last column in Table  6 ). The distribution increases sharply with higher frequencies, reaching a peak in the bin [11, 11.5] d −1 . Second, in the frequency range 6-10 d −1 , the majority of stars are of spectral types A and F, and there are few late type stars. However, at higher frequencies, there is a substantial excess of late type (particularly M) stars.
The high incidence of A and F type stars at high frequencies is to be expected: these are the spectral types and frequencies associated with δ Scuti stars, which are known to be very abundant. By contrast, the large number of late type stars with high frequencies, is highly unexpected. There are two obvious explanations: either there is a substantial aliasing problem for these stars, or there is a class of rapidly variable late type stars which has been overlooked in the past. Choosing between these alternatives is beyond the scope of this paper.
We note in passing that of the 1112 stars with periods in excess of 4 d, only 43 have P > 500 d.
The authors are only aware of one theoretical investigation of the question of the correct determination of periods from Hipparcos data, namely Eyer et al. (1994) . Those authors studied the range 0.03 < P < 1000 d, and conclude that identifications are generally very accurate once the signal to noise ratio exceeds 1.25. The results of recent simulation studies by ourselves support their findings. On the other hand, van Leeuwen et al. (1997) claimed that "...the sensitivity to detecting real periods in the range of a few days to 100 days is very low". This is clearly a point deserving of further study.
There is an aggregation of points around amplitudes of the order of 0.04 mag, and periods of the order of 1.8 days, both in Fig. 7 and Fig. 8 . Classification of the stars in Table 5 into different variable types is beyond the scope of this article, but looking at the spectral types, periods and amplitudes, it is noticeable that many different phenomena could be at work. Indeed, stars of the following types could be present: α Can Ven, SX Ari, γ Dor, α Cyg, γ Cas, BY Dra, FK Com, small amplitude red variables, eclipsing binaries of all types, and slowly pulsating B stars. We note in passing that, as could have been anticipated, most amplitudes are small: only 6.5% are larger than 0.1 mag. The smallest amplitude is 2.5 mmag.
In Fig. 9 finer detail such as an excess of periods near 57 days is visible. Now 56 days is the time interval during which the satellite rotation axis described one revolution on the cone on which it precessed. This seems to have generated an effect on the photometry of double stars, which is confirmed by the fact that the number of double star systems in the relevant histogram bin is substantially greater than in the adjacent bins. In the Fig. 9 histogram bin containing the 58 day period, the fraction of double stars is 23% (12 stars out of 53); by comparison the two lower adjacent bins, and the two higher adjacent bins, have double star fractions of 7% (4 stars out of 58) and 2% (1 star out of 45) respectively.
CONCLUSIONS
We conclude with some cautions: It is important to bear in mind the precise property the R * statistic tests for, namely the existence of some frequency with which the data can be folded so that it shows an unusually large amplitude compared to the residual scatter. Although this will often mean that this frequency is truly present in the data, it will not always be the case. Both scatter in the measurements of constant stars, and fortuitous folding of the observations of non-periodic stars, can lead to the spurious identification of periodic variables, with data as sparse as those analysed here. Furthermore, the sparsity, and particular time distribution of the observations, imply that frequency aliasing is a substantial threat, so that all the identified frequencies should be treated with caution. In particular, inspection of Fig. 8 shows an excess of frequencies roughly in the range 10.5-11.5 d −1 , and it is well known (e.g. Eyer & Grenon 2000) that Hipparcos data are prone to aliasing of low frequencies to values near 11.2 d −1 . On the other hand, for some Hipparcos datasets aliasing is, in practice, minimal, and frequencies can be determined more easily than would have been the case with typical groundbased observations -see, for example, the window function of HD95321 shown in .
It must also be borne in mind that there are classes of periodic variables (e.g. δ Scuti stars) which commonly have frequencies beyond our detection limit of 12 d −1 . We will either have failed to identify such stars as variables, or will have found aliases of the true frequencies. Subject to all the above qualifications, we note that the value of the R * statistic can be used to classify the candidates in order of "significance". In other words, this statistic renders possible a comparison between stars of different magnitudes and of different numbers of measurements. Figure 1 . A log-log plot of the signal-to-noise ratio R against the number of accepted observations of each star, for each of the three collections of roughly 10000 stars. Table 1 . The results of fitting straight lines to each of the three datasets in Fig. 1 . Only signal-to-noise ratios in excess of 0.27 (log R > −1.31) and datasets containing at least 40 observations (log N > 3.69) were taken into account in the fitting. Standard errors of the estimates are given in brackets. Table 3 . Application of the selection criteria to stars classified as constant (or unclassified), and those classified as "unsolved" (or "microvariable"). The former group of stars has been subdivided according to brightness. The column headed "Pr(R * ) < 0.001" shows the number of stars with R * > 3.543 (the 0.1% point) from each grouping; the column headed "Final" are the numbers finally accepted as variables. Results for the Hipparcos "periodic" variables are also shown, for purposes of comparison. Table 5 . A check on the reliability of the R * selection criterion: the parameter η is the expected percentage of false variables amongst Figure 9 . The distribution of the frequencies of the new candidate periodic variables in Table 5 .
