We determine the maximum size of uniform intersecting families with covering number at least four. The unique extremal conguration turns out to be dierent from the one that was conjectured 12 years ago. At the same time it permits us to give a counterexample to a conjecture of Lov asz.
Introduction
Let X be a nite set. We denote by A set C X is called a cover (or transversal set) of F if it intersects every edge of F. A cover C is also called t-cover if jCj = t. The set of all t-covers of F is denoted by C t (F). The covering number of F is the minimum cardinality of the covers, and denoted by (F) . By the denition, (F) = minft : C t (F) 6 = ;g. termined by Erd} os, Ko and Rado [1] . The covering number of the extremal conguration is one (if jXj > 2k), which means that there exists a vertex x 2 X such that all edges of the family contain this vertex. Such families are called trivial. Hilton and Milner [9] determined the maximum size of non-trivial (i.e., the covering number is at least 2) intersecting families. Then, Frankl [3] determined the maximum size of intersecting families with covering number three.
The main purpose of the present paper is to determine the maximum size of intersecting families with covering number four. We also prove the uniqueness of the extremal conguration. This turns out to be completely dierent from the one conjectured in [3] . This new construction permits us to give a counterexample to a conjecture of Lov asz.
Let us begin with an important example. For the case of covering number four, Frankl [3] conjectured that jFj (k 3 03k 2 +3k + In this section, we assume Theorem 2 and prove Theorem 1. Let k 9, n n 0 (k) and jXj = n. Suppose that F 0 X k 1 is an intersecting family with (F) = 4. Let x 2 F 2 F. We dene edge-shrinking(see [10] ) (x; F; F) as the following operation on a family F. If Clearly jB(X )j 1, and we have the desired inequality.
The RHS of (1) Finally we settle the case 9 k 10 and s = 2. Suppose f1;2g 2 C 2 (B). Since f1g is not a cover of B, we may suppose f2; 3; 4; 5g 2 B. Every edge in B(1 2) meets f3;4; 5g.
Thus, using Lemma 2, we have jB(1 2)j jB(13)j + jB(14)j + jB(15)j 3(k 2 0 k + 1):
In the same way, we also have jB( 12)j 3(k 2 0 k + 1):
The next lemma shows that jBj = b(k) must hold to attain jFj jF 0 j. Lemma Consequently, we get jFj < jF 0 j. We also determine the unique extremal conguration. The following inequality was implicitly proved by Frankl [3] . (We include a proof in Appendix for the self-completeness. We recommend the reader to see this proof rst, because it is short but it contains several basic ideas for our lengthy proof of Theorem 2.) 
As a function of c, the RHS attains its maximum when a = b = 1. So, #fT 2 C 3 (u 1 u 2 ) : T \ U C 6 = ;g:
We also dene the contributions of the other pairs of vertices, symmetrically. Then, by the above argument, we can show the following. 
By three inequalities (4), (5) and (6) (7) is equal to k 3 03k 2 + 11 2 k 0 5 2 , and is less than jC 0 j. The RHS is less than jC 0 j when k 9 and 1 a 4. Proof By Lemma 11, we can choose G 1 ; G 2 2 G such that jG 1 \ G 2 j = 1. By Lemma 12, we can choose G 3 2 G such that jG 1 \ G 3 j = jG 2 \ G 3 j = 1. If G 1 \ G 2 \ G 3 = ; then these are the desired edges.
Let fxg = G 1 \G 2 \G 3 . Choose A 2 G( x). Note that #fi : jA\ G i j = k 02g 1. So, we may assume that jA \ G 2 j = jA \ G 3 j = 1. Then, A; G 2 ; G 3 are the desired edges.
From now on, we x A; B; C 2 G such that A \ B = fzg, B \ C = fxg, C \ A = fyg (x 6 = y 6 = z 6 = x). Note that jC(x y z)j = P u2A0fy;zg c 0 (u). We estimate c 0 (u) for each u 2 A 0 fy;zg. We use 0 (u) + 0 (u) = jC(xu y z)j jC(xu)j k: We also use the fact that for every u 2 A0fy; zg we have 0 (u) k01 and c 0 (u) k01=2. This follows from that we can choose G 2 G( x u) and so 0 (u) jG 0 Aj k 0 1. Case 1. There exists G 2 G( x) such that G \ A = fyg or fzg. In this case, for every u 2 A 0 fy;zg we have 0 (u) = 0 which implies that c 0 (u) = 0 (u) k 0 1: Thus, jC(x y z)j = jC( x y z)j (k 0 2) 3 ; jC(x y z)j; jC( xy z)j; jC( x yz)j k 2 0 3k + 3; jC(xy z)j; jC( xyz)j; jC(x yz)j k; jC(xyz)j 1:
Thus, we get jCj k 3 0 3k 2 + 6k + 2 = jC 0 j + 6:
We shall improve this bound. To reduce the size of 3-covers by 6 more edges, we need more precise discussion as we will see in the sequel. Now, we prove Lemma 6. Since G = G(x) [ G( x) has covering number 3, we see that G( x) is an intersecting family with (G( x)) 2. Let E := C 2 (G( x)). Then we have C(x) = fxg [ E;
and jC(x)j k 2 0 k + 1 follows from the proposition.
