This paper investigates regression quantiles (RQ) for unstable autoregressive models. The uniform Bahadur representation of the RQ process is obtained. The joint asymptotic distribution of the RQ process is derived in a unified manner for all types of characteristic roots on or outside the unit circle. It involves stochastic integrals in terms of a sequence of independent and identically distributed multivariate Brownian motions with correlated components. The related L-estimator is also discussed. The asymptotic distributions of the RQ and the L-estimator corresponding to the nonstationary componentwise arguments can be transformed into a function of a normal random variable and a sequence of i.i.d. univariate Brownian motions. This is different from the analysis based on the LSE in the literature. As an auxiliary theorem, a weak convergence of a randomly weighted residual empirical process to the stochastic integral of a Kiefer process is established. The results obtained in this paper provide an asymptotic theory for nonstationary time series processes, which can be used to construct robust unit root tests. r
Introduction
An autoregressive (AR) time series process fy t g of order p is unstable if
ð1:1Þ
where f 0 ¼ 0; fE t g is a sequence of independent and identically distributed (i.i.d.) random disturbances with a distribution F ; zero mean and a finite variance s 2 ; y t is the observation with starting values ðy 0 ; y À1 ; y; y Àpþ1 Þ independent of fE t g; and the characteristic polynomial fðzÞ ¼ 1 À f 1 z À ? À f p z p has the decomposition
where a; b; l; d k ; k ¼ 1; y; l; are nonnegative integers, 0oy k op and cðzÞ is a polynomial of degree q ¼ p À ½a þ b þ 2ðd 1 þ ? þ d l Þ with all roots outside the unit circle. Model (1.1) is a general nonstationary autoregressive (AR) time series, which may include real or complex unit roots with various different multiples. Such a model without drift was investigated by Chan and Wei [4] , Jeganathan [13] , TruongVan and Larramendy [34] , and van der Meer et al. [26] . Recently, Ling and Li [23, 24] considered an unstable ARMA model with GARCH errors and an unstable fractionally integrated ARMA model. Such research on unstable time series models is important because it provides a comprehensive understanding of the nature of nonstationary time series processes. Nonstationary time series have played an important role in both econometric theory and applications over the last 15 years, and a substantial literature has developed in this field (see [6, 7, 27, 29] ). A detailed set of references is given in [30] . Recently, there has been increasing interest in exploring robust estimation methods for nonstationary time series. For example, Cox and Llatas [5] considered maximum likelihood (ML)-type estimation for a near unit root process; Lucas [25] investigated M-estimators and related unit root tests for the unit root process with drift; Herce [12] considered least absolute deviation (LAD) estimation, and showed through simulation that unit root tests based on mixing LAD and least-squares estimators (LSE) are more robust than those based on LSE alone for non-Gaussian unit root processes; and Hasan and Koenker [10] proposed robust rank tests based on the regression score rank process.
Note that the LAD estimator is a special quantile estimator and the regression score rank process is also related to the regression quantiles (RQ) process (see [21] ). According to the same robustness principle, it would be expected that quantile estimators, as well as the L-estimator based on the RQ, will retain the robustness of non-Gaussian nonstationary time series processes. The RQ first developed by Koenker and Bassett [14] have been popularly accepted as a powerful approach for the robust analysis of linear models, and have led to a number of interesting extensions (cf. [1, 15, 16, 31, 32] ). Recently, Koul and Saleh [21] extended RQ to stationary AR models, and obtained the uniform Bahadur representation of the autoregression quantile process, and some related asymptotic distributions.
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This paper investigates RQ for unstable AR models. The uniform Bahadur representation of the RQ process is obtained. The joint asymptotic distribution of the RQ process is derived in a unified manner for all types of characteristic roots on or outside the unit circle. It involves stochastic integrals in terms of a sequence of i.i.d. multivariate Brownian motions with correlated components. The related L-estimator is also discussed. The asymptotic distributions of the RQ and the L-estimator corresponding to the nonstationary componentwise arguments can be transformed into a function of a normal random variable and a sequence of i.i.d. univariate Brownian motions. This is different from the analysis based on the LSE, for which the result depends only on a sequence of i.i.d. univariate Brownian motions. Koul and Saleh [21] applied the uniform closeness of the randomly weighted residual empirical process (RWREP) in Koul and Ossiander [20] for the RQ process in the stationary AR model. In this paper, we also establish a weak convergence of a RWREP to the stochastic integral of a Kiefer process, so that the uniform closeness can be applied to the RQ process in model (1.1).
The paper proceeds as follows. Section 2 develops two auxiliary theorems. Section 3 presents the main results. Section 4 uses our results to construct unit root tests for some special nonstationary AR models. Section 5 provides the proofs of the main results. Throughout this paper, the following notation is used: A 0 denotes the transpose of the matrix or vector A; O p ð1Þ (or o p ð1Þ) denotes a sequence of random variables that are bounded (or converge to zero) in probability; ! p (or ! L ) denotes convergence in probability (or in distribution); jj Á jj denotes the Euclidean norm; I k denotes a k Â k identity matrix; D ¼ D½0; 1 denotes the space of functions on ½0; 1 which is defined and equipped with the Skorokhod topology [3] ;
? Â D (n factors); and D 2 denotes the space of functions on ½0; 1 2 which is defined and equipped with the Skorokhod topology in [2, 33] .
Auxiliary theorems
This section introduces two auxiliary theorems. The first theorem is the weak convergence of a RWREP, which will be used to establish Theorem 3.1 in Section 3. The second theorem is an invariance principle, which will be used to establish the limiting distribution in Theorem 3.2.
Let S n ðtÞ be a stochastic process on tA½0; 1 and S n ðt=nÞ be F tÀ1 -measurable, where t ¼ 1; y; n and F t ¼ sfE t ; y; E 0 ; y 0 ; y; y Àpþ1 g: Define e t ðxÞ as one of the random variables: IðE t pxÞ À F ðxÞ; ðÀ1Þ t ½IðE t pxÞ À F ðxÞ; ðsin tyÞ½IðE t pxÞ À F ðxÞ and ðcos tyÞ½IðE t pxÞ À F ðxÞ; where xAR and yAð0; pÞ: Let x nt be a sequence of F tÀ1 -measurable random variables. Furthermore, define
S n t n e t ðx þ x nt Þ and U Remark 2.1. Koul and Ossiander [20] studied the weak convergence of the RWREP, U n ðxÞ ¼ n
À1=2
P n t¼1 g nt ½IðE t px þ x nt Þ À F ðx þ x nt Þ and U Ã n ðxÞ ¼ n À1=2 P n t¼1 g nt ½IðE t pxÞ À F ðxÞ: Under the assumption that P n t¼1 g 2 nt =n converges to a positive random variable g 2 in probability, they obtained the asymptotic distribution of U n ðxÞ and U Ã n ðxÞ; which is the product of g and a Brownian bridge on D: Here we provide a different condition set, i.e. condition (i) replaces their condition that Proof of Theorem 2.1. The proof is quite similar to that of Theorem 1.1 in [20] . Thus, we give only an outline here. We first introduce the following events: In fact, let X n ¼ P n t¼1 S n ð t n ÞI½jS n ð t n Þjpa ffiffi ffi n p ½e t ðx þ x nt Þ À e t ðxÞ: Then X n is a martingale with respect to F n : Using the monotonicity of F ðxÞ; on the set A na -B nb -C nc ; it follows that 1 n
where IðÁÞ is the indicator function. By Freedman's [8] inequality, we have that
Inequality (2.1) has a similar purpose as Lemma 2.3 in [20] . We next introduce the metric: 
constant vector with l 0 la0; where l mq is an mq-dimensional constant. Denote
Then fa t g is a sequence of martingale differences in terms of F t : It is straightforward to show that * O is positive definite and
where 
where P is the distribution ofã t : By (2.9) and (2.10), we can show that the conditions of Theorem 3.3 in [11] are satisfied. Furthermore, applying the invariance principle in [11, Theorem 3.3] and the Grame´r-Wold advice, we can complete the proof. &
Main results
where B is the backward shift operator and k ¼ 1; y; l: 
Denote X tÀ1 ¼ ð1; y tÀ1 ; y; y tÀp Þ 0 and G ¼ diagð1; M;M; C 1 ; y; C l ; I q Þdiagð1; QÞ: It follows that Thus, X t has been decomposed into various nonstationary componentwise argument vectors corresponding to the locations of unit roots and the stationary componentwise argument vector. Let h a ðuÞ ¼ auIðu40Þ À ð1 À aÞuIðup0Þ; where uAR and aAð0; 1Þ: Following [14, 21] , define the ath regression quantile (RQ) as any member # f n ðaÞ of the set
and refer to f # f n ðaÞ: 0oao1g as a RQ process. In practice, # f n ðaÞ can be obtained using a linear programming version of the minimization problem above, as given in [16, 17] . # f n ð1=2Þ is the important LAD estimator of f; where f ¼ ðf 0 ; f 1 ; y; f p Þ 0 :
Denote fðaÞ ¼ f þ ðF À1 ðaÞ; 0; y; 0Þ 0 : Define
3Þ
The following theorem gives the Bahadur representation of the RQ, # f n ðaÞ: 
for any 0oa 1 oa 2 o?oa m o1; where 
Two special cases
In this section, we apply the results in Section 3 to two special nonstationary AR models and construct corresponding unit root tests.
AR(1) model
Consider the AR(1) model, 
where % y ¼ P n i¼1 y iÀ1 =n: It is straightforward to show that
Herce [12] derived the limiting distributions of M 1=2 and M 1=2;t : The results above provide a more general asymptotic theory. M a ; M a;t ; M n and M n;t can be used to test for a unit root in model (4.1). From the simulation results given in [12, 25] , these tests should be more robust, especially for a non-Gaussian unit root process. Note that these asymptotic distributions are invariant to a and n; so that the critical values given by Herce [12] can still be used. As the LSE is used in the above method, it may not be quite robust. Another method of accommodating the nuisance parameters is given in [9] . Let
where r a ¼ Às 1 =ss 11 and r n ¼ Às en =ss n : It is easy to see that r a and r n Að0; 1Þ:
=s n ; so that we can write down their limiting distributions.
These distributions include a nuisance parameter so that the critical values can be determined by the simulation method for different r a and r n (see [9] ).
AR(p) model with one unit root
Consider the model 
where
Suppose that # f n ðaÞ and # f n n are the ath RQ and the L-estimator of the parameter f ¼ ðf 1 ; y; f p Þ 0 ; respectively, and
where # f i is the ith element of # f n ðaÞ; and similarly define # g n n : Then, by Theorems 3.1 and 3.2, as in [23] , we can show that
where G n ¼ diagð1=n; I ðpÀ1ÞÂðpÀ1Þ = ffiffi ffi n p Þ; c ¼ 1=ð1 À P p i¼2 g i Þ; rðaÞ and rðnÞ are defined as in (4.3) and (4.6), respectively, and N a and N n are normal random vectors with zero means and covariances s 
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z t ¼ y t À y tÀ1 : As in Section 4.1, the asymptotic distributions, rðaÞ and rðnÞ; can be used to construct robust unit root tests of g 1 ¼ 1:
Proofs
Before giving the proofs of our results, we will need the following seven lemmas. 
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The proof of Lemma 5.2 is similar to that of Lemma 3.2 in [19] (also see [18] ). The main difference is to use Lemma 5.1 to replace Koul's Lemma 3.1, and hence the details are omitted. In the following, we will state three lemmas. Lemmas 5.1 and 5.2 and these three lemmas are used to prove Lemma 5.6. In addition, these three lemmas will be used to derive the limiting distribution in Theorem 3.2.
Denote
Proof. For (a), note that
where j ¼ 0; y; a À 1: By Theorem 2.3 of CW and Theorem 2.2, 
Proof. It is similar to the proof of Lemma 5.3, and hence is omitted. &
In the following, we will show the asymptotic properties of the process fY t ðkÞg defined in (3.2), where k ¼ 1; y; l: Let Proof. By direct verification, we have Proof. Denote W n ¼ ½X 1 ; y; X n 0 and Y n ¼ ½1; y 1 ; y; y n 0 : Under model (1.1), the rows of W n are linearly independent a.s. and the columns of W n are also linearly independent a.s. (otherwise, E t will be F tÀ1 -measurable). Let h be a subset of f1; y; ng of size p þ 1 and W h (or Y h Þ be the subdesign matrix (or subresponse vector) with row X 0 iÀ1 ; iAh (or coordinates y i ; iAhÞ: Then W h is invertible a.s. By a linear programming algorithm given by Koenker and Bassett [14] and Koul and Saleh [21] , # f n ðaÞ is a solution of the form
In a similar manner to [21] , by the inequality in 
