Natural disasters cause tremendous injuries and difficulties of local and nearby hospitals in medical resources allocation because the demands far cannot be met. Therefore, this paper focuses on the emergency medical resources allocation problem in hospitals at the beginning of disaster. First of all, we divide the injuries into three levels, slight, moderate and severe, and give different priorities. We develop a Markov Decision Process model with the objective of maximizing life saving. The delay costs are taken into account in the model. Then, we give an effective algorithm. Finally, a numerical example is given to explain the model.
Introduction
In recent years, natural disasters have frequently happened around the world, such as the 2008 Wenchuan earthquake in China, the 2011 earthquake in Japan and so on. These disasters caused great loss of life and property, and warn people the importance of disaster warning, emergency rescue and disaster reconstruction. Due to limited rescue time, resource quantity and resource quality after a disaster, it's important to search and rescue in the initial stages of disasters, meanwhile, it's also significant to allocate medical resources scientifically and reasonably. Especially, the allocation problem of insufficient resources is a key research point of emergency management. In this paper, take emergency rescue after an earthquake disaster for example, we study how to allocate the limited emergency medical resources to injuries in the initial search period after disaster.
Fiedrich et al.（2000）provided a dynamic optimization model to find the best assignment of available resources to operational areas during the initial search-and-rescue period after strong earthquakes. Their goal is minimizing the total number of fatalities, and they considered the constraints of rescue time and the quantitative limits of rescue resources in the model. Sherali et al. (2004) considered the problem of allocating certain available emergency response resources to mitigate risks that arise in the aftermath of a disaster. They proposed an objective programming model with the goal of compromise between system efficiency and equity and they solved it by branch-and-bound algorithm. Pal and Bose (2009) proposed a reliable based mixed integer programming model to find best locations of incidence response depots and assign response vehicles to these depots, the objective function is minimum the cost of incident relied. Bozorgi-Amiri et al. (2013) developed a multi-objective robust stochastic programming approach for disaster relief logistics under uncertainty. Their multi-objective model attempts to minimize the sum of the expected value and the variance of the total cost of the relief chain while penalizing the solution's infeasibility due to parameter uncertainty; at the same time the model aims to maximize the affected areas' satisfaction levels through minimizing the sum of the maximum shortages in the affected areas. Zayas-Cabá n et al. (2013) developed a deterministic resource allocation model to guide the allocation of available vehicles from the donor area into the affected one, and they gave a clearing system model to dynamically control the added resources. Most of these references considered life saving without considering delay penalty cost, but these two factors are the main point of our work. We regard emergency resource allocation process as a dynamic allocation decision process. We give different levels of injuries with different delay penalties, and our objective is to maximize the total revenue of life saving.
Obviously, many uncertainties exist in natural disasters, directly lead to many random in the process of rescue, such as the randomness of injury arrival, the randomness of medical resource quantity and the randomness of traffic damage. Markov decision process (MDP) is a good method to characterize the stochastic process, and it possesses the Markov property. Nowadays many scholars have applied MDP method to solve patient scheduling problems. Garg et al. (2010) model patient flow through the care system as a discrete time Markov chain. Kolesar (1907) proposed the use of Markov decision processes for hospital admission scheduling. He formulates several related model, but he neither solves nor analyzes the model. Patrick et al. (2008) extended Kolesar's model, and model the dynamic multi-priority patient scheduling process as a Markov decision process. Their goal is to dynamically allocate available capacity to incoming demand to achieve wait-time targets in a cost-effective manner, rather than maximizing revenue. Gocgun et al. (2011) developed a mathematical model for multi-category patient scheduling decisions in diagnostic facility, and investigate associated tradeoffs from economic and operational perspectives. Sauré et al. (2012) formulated a discounted infinite-horizon Markov decision process for scheduling cancer treatments in radiation therapy units. Their main purpose is to identify good policies for allocating available treatment capacity to incoming demand, while reducing wait times in a cost-effective manner. To a great extent, patient scheduling problem is similar to emergency resources allocation problem, i.e. both of them demand medical resources and patients arrive at hospital at randomly. However, there is essential difference between these two problems, namely, healthcare demand of common patients is a long-term relatively steady process, but the emergency need of patients is with sudden and urgent. Li et al. (2010) propose a Markov Decision Process model for solve the problem of dynamic emergency task allocation. Taking the emergency task space and the rescue team space for the system state space, the MDP model is used to determine the optimal emergency tasks allocation under resource constraints. Xia et al. (2012) focus on the medical resource allocation problem in the context of demands great exceeding supplies. They formulate the transition process as a Markov decision process model under the objective of maximizing life saving. In this paper, we also model the problem with Markov decision process theory, and solve it by approximate dynamic programming method. The remaining sections of this paper are organized as follows. In section 2, we give some description and assumption of the problem, then formulates the MDP model for it. Section 3 proposes an effective algorithm to solve the model. Section 4 depicts a numerical case of an emergency allocation problem to verify our model. The conclusion and remarks about our research is summarized in section 5.
Methodology

1.The Description of the Problem
The problem of our paper is to allocate emergency medical resource among multi-priority injuries after a large scale disaster. For this problem, some descriptions and assumptions about this problem are as below:
(1) Nature disaster will cause some injuries. When the injuries arrive at hospital, the manager will give the score for the injuries' severity by Trauma Index (Mahoney and Reutershan 1987) method. Then according to the score, they divide the injuries into three levels: slight, moderate and severe.
(2)These three levels of injury can be transformed: the injury will get better with treatment, but if delayed, they may deteriorate. And we assume the injury won't get better without treatment.
(3)Three levels of injury have different priorities, the priority of the severe is higher than the moderate, and the moderate is higher than the slight. Assume these three levels of injury are independent of others when they arrive at the hospital, and the numbers of new arrivals with different levels obey discrete uniform distribution.
(4) We think medical resources are shortage in hospital near the disaster area, but drugs and medical instruments are continually transported to hospital. And we assume the injury will be able to transform into healthy range if they get the corresponding resource.
(6) We assume the maximum charge capacity of hospital is Z. when the number of injuries is larger than Z, the manager have to transfer some injuries to other hospital for treatment.
A Markov Decision Process Model Markov Decision Process (MDP)is a5-tuples ( , , , ( | ), ( , ))
T S A P C     : decision epochT , state space S , action set A , transition probabilities P and revenue (or cost) C .At a decision epoch, the system has a state, when an action is selected, the next state can be determined by the transition probability. And at the same time, the process will produce revenue (or cost). Policy is to tell policymakers, any moment of decision, how to select the action in any one state.
In this section, we formulate emergency resource allocation decision process model by providing decision epoch, state space, action sets, transition probabilities and revenue, and at the end of this section we proof the proposition this process is a MDP.
(1) Decision Epoch Usually, when the disaster happened, the first few hours are critical to rescue. We consider the allocation problem in this period, so the allocation process is a finite-horizon decision process. The allocating decisions are made when the rescue resource arrives. Thus, the decision epoch can be described as
We assume the quantity of arrived resource is t q at time t ( 1, 2,..., tN  ), and let the initial resources 0 0 q  . At each time t , the manager must decide how to allocate the resource to the injuries in the system. Some patient can be treated by the resource, some need to waiting for their turn, but if the service capacity is insufficient for the realized demand, the manager can transfer some patient to other hospital. We assume the 4 maximum charge capacity of hospital is Z. Thus, action set can be represented by .
Where, ,0
it it ab ， 1, 2,3 i  . Constraint (1) limit the quantity of the resource that be allocated. Constraint (2) and (3) restrict the total number of the patient.
The quantity of resource 
Eq.(4) and (5) described the relationship about t Q and 1 t Q  . (4) Transition Probability Once the decision is made, the stochastic elements in the transition to the next state consist of the number of new arrivals and the transferred situation of waiting injuries, so the system's state not only relates with policy, but also depends on the deterioration of the waiting injures and the newly arrived injuries.
First, we describe the transferred situation of waiting injuries. The severe is emergent, and they have highest priority, so there are no severe injuries waiting in the system. Two absorbing levels, dead and well, are stable, so they won't transfer. Just as mentioned above, if the injuries have no treatment, the injury will not be cured or even deteriorate. Thus, after a period, deteriorated rate of the waiting injured can represent with below matrix 
where, 
So, its probability is
where, () it py is probability that it y injuries with healthy state i arrive in a period. (5) Revenue The total revenue associated with a given state-action pair comes from three sources: a kind of revenue associated with treating a patient, a penalty associate with resulting in a patient waiting, and a penalty associated with diverting a patient.
Note the revenue here is not the economic benefits, but considering the life rescue and other social benefits. Thus, the total revenue function is expressed as follows:
Where, tt c s a at time t is the value that the total rescue revenue minus the total waiting and diverting penalty cost. Besides, the decision time we considered is N periods, so we set the total revenue 
Obviously, the policy  here is Markov policy, that is to say, ( ( ) | ) 1
So the expected function also can be written as:
6 Theorem 1: Above dynamic resource allocation process is a Markov decision process.
Proof: (i) From Expression (7) - (10) 
Algorithm Analysis
We use approximate dynamic programming method to solve the problem. The value function V satisfies the following optimality equations: 
Proof: We assume that the numbers of the light, the moderate and the weight, arrived at the hospital at each period, obey the following discrete uniform distribution respectively: 
The optimal policy satisfied Equation (16) is equivalent to the optimal policy satisfied Equation (19), and the optimal policy satisfied Equation (19) is equivalent to the optimal policy satisfied Equation (18).So Theorem 2 has been proved. The primary objective of this paper is to obtain the policy at each state. According to theorem 2, our algorithm is described as below:
Step 1: Set the initial values.
Step 2: Set tN  , and for Step 5: For 
Conclusion
This paper studies how to allocate the scarce medical resources to multi-category injuries effectively. Considering that MDP possesses a good characteristic: Markov property, we develop a Markov Decision Process model with the objective of maximizing life saving for the problem. Then, we proposed an effective algorithm for it. Finally, we give a numerical example and solve it by our method. Besides, we compare it with FCFS, the result suggests that our method has higher efficiency.
However, there is a limitation in our model that we assume the new arrivals are subject to discrete uniform distribution. If we can relax the premise to other distribution, such as Poisson distribution, it will have better practical reference value. In future, we will extend other distribution to our model.
