Abstract. This paper extends the classical convergence theory for numerical solutions to initial and boundary value problems with continuous data (the right-hand side) to problems with Riemann integrable data. Order of convergence results are also obtained.
Introduction.
The purpose of this paper is to show that difference methods for solving initial and boundary value problems will converge in a variety of cases where the data (the right-hand side) is not well behaved in the classical sense.
To illustrate this basic idea, we consider two problems: 1. First, we look at Euler's method for solving initial-value problems on [0, 1]:
(l.i) y'(t) = Kt.yO)), y(0) = yo.
Classically, for convergence, it is assumed that / satisfies a Lipschitz condition in the second variable and y(i) is continuously differentiable (see e.g., Henrici [4] , [5] ) or, at least, piecewise continuously differentiable (see Goodman [3] or Zverkina [7] (1-2) y"(t) = Kt.yit)), y(0) = «, XI) = b.
In general, for convergence, it is assumed that y(t) E C2[0, 1] (see e.g. Lees [6] ). We obtain convergence results under assumptions on / of the same type as in (1). The following theorem gives the convergence properties of (2.1) to solutions of The following theorem gives the convergence properties of a solution of (3.1) to a solution of (1.2), as A -» 0. By a solution of the differential equation, we mean a function X0 which has an absolutely continuous first derivative on [0, 1] satisfies the boundary condition, and y"(t) equals /, except on a set of Lebesgue measure zero. The proof of the theorem is similar to that of Theorem 2.1; we only sketch the differences. Proof. Define the local truncation error t" by 
