where S* denotes the ΐth row sum of A, i.e., Si-^^a^ (£=1, , n). Moreover, we have strict inequalities in (1) unless all the S 4 's are equal.
Other bounds for r(A) have been found by Ledermann [13] , Ostrowski [15] , Brauer [2] , Ostrowski and Schneider [17] , Hall and Porsching [11] , Brauer and Gentry [3; 4] , and Deutsch [8] . (In some of these papers one has assumed that A is a positive matrix.)
The purpose of this paper is to give some simple generalizations of the inequalities (1), by considering certain partitionings of A.
We introduce a few notations. 
, k) and consider the k x k matrices
Proof. Let xeR n be a Perron eigenvector of A, i.e., (5) can be written
We assume that (Xi) Mi is the smallest (scalar) component of x i9 i.e.,
Equating the Λfith components of both sides of (6), we obtain The right-hand inequality of (4) is proved in an entirely similar manner. REMARK 1. Since q iά is the row-sum norm [20, p.180] of A iif the right-hand inequality of (4) follows at once also from the theory of matricial norms [6; 7] , (see also [16; 18; 19] ). PROPOSITION , JV) . 
Either P(A) = Q(A), or r(P(A) < r(A) < r(Q(A)) .

Proof. Assume P(A) Φ Q(A)
. We construct a nonnegative irreducible matrix B
3=1
Summing the equations (12) with respect to i, we obtain
where w = Σf=iVi^R k -Interchanging the order of summation in the left-hand side of (13) the last two matrices having Perron roots 2 and J(7 + τ/17), respectively. Thus, 2 < r(A) < 5.562. However, all row-sums of A are equal to 4 and thus r(A) = 4.
