In recent decades, "agile" software development methodologies have been put forth as an alternative to traditional "waterfall" methodologies. These agile methods advance a fundamentally different approach to software development. Empirical evidence indicates differences between the two with respect to outcomes and development experience. Yet little is known to what extent the actual development practices based on either agile or traditional life cycle methodologies differ. In the current study we examine the variation in performative routines during software development by contrasting agile and traditional lifecycle process models using event sequencing method for detecting activity variations among recorded performative processes in the selected projects. Our analysis shows that performative enactment of waterfall and agile ostensive routines do differ in terms of activity types carried out in the early requirements steps. However, performative routines did show conformance to ostensive specifications in iterations, affordance types, and design objects used.
Introduction
A long-established design science tradition in information systems scholarship involves the creation and implementation of software development methodologies [1] . Although there are far fewer empirical assessments of information system development (ISD) methods than there are prescriptive contributions [2] , comparative assessments across different methodologies do exist; however, these comparisons tend to relate the espoused methodology to organizational outcomes, often through experimental settings -rarely do these comparisons involve the comparative study of actual development practices.
One dimension along which methods have been empirically compared involves contrasting traditional methodologies to more iterative methodologies such as "rapid application development" [3] and agile methods [4] . Although much of the research comparing the two broad methodologies is anecdotal [5] , there is empirical support indicating that the use of more iterative methods can result in improved outcomes such as a faster development process, better user satisfaction, and higher system quality (although results are mixed, see [6] ).
The distinction between prescriptive and enacted practices has recently been fleshed out in the work of Feldman and Pentland [9] , who distinguish between the ostensive and performative aspects of routines. The ostensive aspect captures the way individuals or organizations view the process, how they think about the process, and how they account for activities. The performative aspect of processes involves the situated 'carrying out' of tasks. "The ostensive aspect of the routine is the idea; the performative aspect, the enactment" [9] . In the case of software development, the ISD methodology can be considered the ostensive aspect of the software process, whereas the situated design practice is the performative aspect. In line with this, researchers have known for decades that espoused prescriptive methodologies are rarely enacted faithfully in performative design practices [7] . In line with Feldman and Pentland's view [9] of routines, the formal, planned, ostensive view of a software process is never fully reflected in the informal, situated, performative practices that enact that process model [8] [9] [10] . Due to this gap, prescriptive methodologies have also been criticized for their failure to guide or influence actual development processes [11] . Indeed, if methodologies are adopted at all, there is a significant variation in the way methodologies are enacted across contexts (i.e., "situational method adaptation," [12] [13] ). Therefore, even though researchers have, to an extent, looked at the outcomes associated with alternative methodologies, they have rarely looked "under the hood" of performative practices to see what drives these varying outcomes. This is an important concern with respect to agile versus traditional methodologies, because on one level, all development is iterative and differences between development practices are due less to the presence of iteration and more to the way that methodologies drive distinct forms of iteration [6] [14] .
In this research, we look to gain a better understanding of the way traditional and agile methods are enacted within system design. In this effort, we leverage a novel socio-technical sequence notation and analysis technique [15] to compare two similar (in size and complexity) development projects in the same organization that used different methodologies: the traditional 'waterfall' and a generic agile process. The technique we adopted is rooted in the work of Andrew Abbott [16] , who proposed that social inquiry needs to move beyond the identification of unidirectional relationships between generalized, static factors and instead look to reveal contextualized dynamic processes and their outcomes. Central to this processcentered view is the conception that infinite varieties of software design activities and their collections can be generated from a finite number of generative elements that make up software design activity -much like DNA produces an indefinite number of biological forms [17] [18] . By studying similar projects in the same organization, we seek to address the following questions: 1) Are the performative routines observed through the enactment of the methodological artifacts indeed different? 2) If they are different, what is the shape of those differences? 3) What parts of the activities and their sequences remain the same? In addressing these questions we look to articulate and contrast how agile and waterfall methods are enacted in our study context. The remainder of the paper is organized as follows. In the next section we review literature on software development activities and briefly introduce the traditional Software Development Life Cycle method and agile methods as ostensive routines. We then present how event sequencing can be used to analyze patterns of software development activities. Lastly, we present the findings of the event sequencing analysis and contrast the agile and waterfall methods we studied.
ISD Methodologies
An information system development (ISD) methodology is a set of "methods, tools, techniques and models" intended to guide and assist the software design and development process [1] . Since the mid 1960s, ISD methodologies have been introduced as ostensive routines to shape organizational responses to a given set of design tasks to avoid or mitigate the likelihood of failure in terms of quality, cost, or time [19] . An early instance of the methodology that became a widely adopted standard was first articulated by Royce, who, in the early 70's, proposed a life cycle model to mitigate the risk of failing in complex software projects. This was based on the widely held views of good system engineering principles of the time [20] [21] [19] .
This model has later become known as the 'traditional' or 'waterfall' model and can be thought of as a foundational standard for software development [19] . Waterfall is typically described as a unidirectional, top down, and non-iterative activity sequence for effectively designing software systems. The waterfall model has received criticism for a variety of reasons, including its treatment of iteration in performative routines [20] [19] , and its inability to deliver cost-effective, user-driven solutions [22] .
Later software methodologies have recognized iterations [23] and have given birth to less 'monolithic' views of activity sequences involving iterations that incrementally create designs comprise the design space [24] . Design iteration is a complex activity. It invites software designers to move back and forth between cognitive, material and representational spaces. Consequently, software designers iterate by constantly refining families of artifacts including conceptual, representational, process instantiations and methodologies [14] . The ostensive dimension of iteration is reflected in the conceptual artifacts that comprise design space and the 'deltas' that are incremented into design representation. The performative aspect of iteration is echoed in complex activity sequences that are repeated in various sequences during software design [14] . The concept of iteration has consequently evolved gradually from the simple idea of using a prototype as a way to learn from experience [25] to the concept that recognizes the inevitability and multiplicative nature of iterative activity [26] . In line with this idea, the repetitive use of prototypes has been extended to comprise repetition in all parts of the design activity in the form of agile or lightweight methods [27] [28] . In this regard, agile development adheres to the concept of software development as a continuous and repetitive social and technical engagement and the need to establish daily routines that gradually generate pieces of functional software. These daily and weekly routines rely on multiple technical and social techniques such as pair programming, time-boxed and test-first development to name a few [14] .
Despite ample growth in the number of software methodologies, practitioners and researchers have struggled to determine the value of methodology in any given situation and what are its effects for software development and its outcomes. Analytically, no methodology is perfect, and even a light desk evaluation can easily detect pros and cons in any one of them. Any methodology is also, by definition, incomplete. Hence, one 'size' does not fit all and organizations need to be attentive in selecting an appropriate method for any situation [29] .
In addition, due to their incompleteness and ambiguity, each methodology leaves developers significant degrees of freedom in adapting it to their design task. In this sense, the methodologies are not perfectly reflected in ongoing daily design activity [11] [7] and looking at only the methodological prescriptions would afford researchers a limited view of the enacted activity and its outcomes. This has also created significant gaps in how methods are enacted and what is the 'acceptable' variation of performative routines as a methodology is being followed in order to say that the methodology is still indeed being followed [12] .
Event Sequencing
Recently, researchers in several fields have devised a variety of methods referred to as "event sequencing" to analyze ordered sequences of activities [30] [31] [32] . Originally, this method was developed by biologists to study the structure of DNA among different biological species in an effort to detect evolutionary patterns and variation within species [33] . The sequence analysis technique was adopted by social scientists in the early 90's to study the organization of human activities such as musicians' careers [16] [34] , or spatio-temporal social behaviors [30] . These analyses, though illuminating, neither attend to generative and non-linear design tasks like software design, nor do they account for the presence of material artifacts in organizational activity; though, such artifacts are inevitably embedded into software design practices and deeply affect them [35] [36] . Gaskin and associates [15] have recently proposed an extension to this method to study variation in design activities and their elements (the 'DNA' of design practices), which also incorporates material artifacts (thus "socio-technical").
We adopt this socio-technical sequencing method [15] to analyze the structure and properties of performative software development routines to reveal similarities and differences between these routines. This method is based on a process notation that offers five elements to encode variation in the elements of each design activity as to generate a systematic and rigorous representation of any performative design routine as a string of activities (see the Appendix for a detailed explanation of each element of the notation and its possible values). The elements of each activity are: (1) an actor containing a value for specific roles and configurations of actors; (2) an activity containing value for specific location and activity type; (3) an affordance that characterize each activity in terms of what an actor does with the tools; (4) a tool which offers values of the nature of materiality and type of tool; and (5) a design object containing value for the role of the design object in the design process and also shows its relationships with the tools [15] . The graphical notation has been implemented in MetaEdit+ software [37] , which enables us to graphically encode and validate complex design routines as they occur in design projects. After collecting detailed process data through the interviews and archival data, we can thus represent the process of any software process in a visual process model ( Fig. 1(a) ). Each of the elements of the process model is then assigned a code according to their value in the design 'taxonomy' (Appendix 1), thus converting the graphical sequence into a concatenated string of alphanumeric characters where each string represents one activity or activity sequence. We use the MetaEdit+ query language and Excel scripts to extract and generate such event sequence presentations from the visual process descriptions. Finally, we analyze these strings to derive descriptive statistics. We use the ClustalG sequencing software to determine proximity and distances between processes [31] [32] [38] on activity, or any activity sequence levels (see Fig.1 (b) ). 
Case study of waterfall and agile in a large automotive OEM
We collected process data within the software development unit of a large multinational automobile manufacturing organization, Beta. This unit focuses on developing and integrating the software that organizes complex product information and the associated processes for design and manufacturing. We selected one traditional waterfall project and one agile project of comparable scale and complexity that were developed during roughly the same time period using roughly the same sized team, and overlapping with many of the same artifacts and other infrastructural elements. Both projects had a size of c.a. 20 man-years and lasted for c.a. 2 calendar years. They were both important, strategic initiatives receiving significant management attention and, consequently, were designed and implemented with highly competent and experienced talent. Although not a perfectly controlled experiment, the projects were selected with the idea that the main difference between the projects would be the explicit focus on using an agile methodology for one project and a waterfall method for another project, thus offering a possibility to conduct a sort of quasi-experiment or natural experiment [39] .
BOM Search Project (Waterfall): The Bill of Material (BOM) search project followed a traditional waterfall structure as dictated by Beta's life cycle development methodology that is founded on object oriented data modeling, use cases, and derivation of a design architecture based on object oriented design. The project was initiated in the first quarter of 2009 to enhance search in the Bill-Of-Material (BOM) database and it lasted for about two years. It is relatively large in size (over 20 man years) and involved 24 people working in two locations (U.S. and India). The project followed the following four phases as dictated by the waterfall methodology:
(1) Requirements: In this phase, use cases were formulated. The creation of use cases started off by investigating data (data in the data model and business logic) with tools like Visio and SharePoint by the team. The team frequently interacted with the Subject Matter Expert (SME) (the businessperson or the user who will be using the BOM search) to get a clarification on the use cases prepared (there were three use cases prepared). At the end of the stage, the use cases were frozen and were passed on to the next stages as specifications of system behaviors and related requirements. The team used tools like RE Pro (to record the use cases), Outlook and the telephone to communicate the requirements. where the generic data model is transformed based on the business logic and use cases to create an implementation model are created, the team in the U.S. met to inspect all of the use cases and the data model. The model was tested for defects, consistency, and whether it met the internal Java standards. The design and implementation cost were then estimated and discussed with the offshore team. After finalizing the model, the code implementation started in the offshore site, which used web-based tools to coordinate the evolving design with the local team. (4) QC testing and version release: Once the code was written, it was internally tested against use cases. The code was validated using the use cases and defects were reported to the offshore team. After the code was fixed, the BOM search interface was released into the production.
LCM Project (Agile):
This project addressed how the BOM database deals with engineering specification changes. The project has now been running for a few years and the software team creates a new release every three months with patches in between. We specifically investigated the design of the 1.5 and 1.6 releases referred to as "light change management" or LCM. The 1.5 release began in September of 2009 and went live with the release of 1.6 in January 2010. The project involved nearly 20 designers and a large number of lead users in OEM locations in the U.S. and Europe. The development team chose to use a generic agile process for developing this application that was not strictly based on any particular method. Rather, they used aspects of SCRUM and eXtreme Programming. The software progress and deadlines are reassessed daily and changes are made as necessary. Thus, everyone involved is always knowledgeable about the status of the application and the deadlines. The following is a short illustration of the main elements of the technique:
(1) Planning: An internal team writes the requirements and posts them on an internal Wiki.
These requirements can be anything from simple cosmetic tweaks to the existing software to completely new functionality. Once the requirements are received, release planning starts. The release cycle is around three months. The project engineers know that all releases are smaller parts of a larger project; therefore, all releases are just small iterations of a larger project but typically include several man-years of software development. with one another. Each day starts with a meeting at nine in the morning, followed by one at ten in which progress is checked, tasks are assigned and re-examined, and developers are moved around based on the project status and task needs. There is no ownership of specific tasks, rather, every day someone new may be working on a different task. (3) Designing: From a design standpoint, LCM has created its own systems metaphor, which it adheres to through all projects. Additionally, they only implement the functionality, which is necessary for the current release. The code is not refactored throughout the release process. (4) Coding: Beta's LCM team is very close to its customers, both in physical proximity and in regards to the project. A member of their customers is always with them throughout the day. Unit tests are developed before any code is written. They have strict procedures for testing, maintaining, and deploying the code. Additionally, one person is in charge of deploying, one person is in charge of QC, and one person is in charge of code review. (5) Testing: As for testing, all code has unit tests, which it must pass before it can be deployed.
These test cases are written before any of the code is actually developed. Bugs are found before the code is deployed and bug fixes are sent back to the developer that wrote the code.
To collect process data about these projects we conducted in-depth interviews with project managers and team members. We visited the company site where the IT department is located on four occasions. We also interviewed process managers in the Indian site by phone on two occasions. The transcribed interviews were then converted into a graphical process model, which then underwent thorough process reviews and subsequent validation with the software team leaders. We engaged in 22 interviews of at least an hour to collect and validate the data. Figure 2 depicts full process models for both projects to give the reader an understanding of the scale and complexity of projects and the resulting process models. We analyzed these process models for variation in activities, the nature and scope of iterations, and the difference in distributions across activity types, affordances and the distribution of different instances of activities to find out what are the true performative differences between the two types of software processes.
Research Findings
We first carried out a sequence analysis and alignment step to detect the spread of activity variation in both projects. This resulted in the overall clustering of activities for both process models based on their similarities. These clusters are visually depicted and interpreted in Figures 3, 4 and 5 based on the activities each cluster contains.
Figure 2. Sequence flow of activities in agile (L) and waterfall(R)
Through a visual assessment of each cluster model, it is clear that the agile method is simpler in terms of the number of types of activities involved. At the project level, agile has three validation clusters and two limited negotiation clusters in addition to the several execution clusters. The waterfall process, on the other hand, has far more activity variety, with a great deal more "miscellaneous" clusters that did not fall neatly into the key activities of execute, validate, and negotiate. This is revealing as it shows that the waterfall method as a bit 'messier' in terms of activity variance as it includes a larger number of control, coordination and other types of support activities. In the agile method there also appears to be a cleaner, more straightforward delineation of the main activities. We also analyzed the variation in the activities in the front end and the back end of the process models to detect to what extent the early and late phases of the two models differ.
To this end, we analyzed the first 20% and the last 20% of the activities as we expected these parts to represent the most likely variation while capturing large enough portion of the whole process. Again, the phase analysis showed higher number of activities and related branches for the waterfall project. In the early stages, the agile project also greatly relied on negotiation activity, while the waterfall project relied on validation. The analysis of the implementation and roll out phase revealed a greater dependency on validation and execution activities within the agile method. The agile method also relied heavily on validation in the final phase.
To analyze differences in iteration in the two processes, we tallied the number of iterated activities and the number of iterated design objects in both processes. As expected, the agile process had more iterations proportionally in the overall sequence and its iterations were smaller ( Table 1 ). The granularity of iteration was smaller with the agile process ( Fig 6) . Not surprisingly, the waterfall process also evidenced a good deal of iteration. As Figure 7 indicates, the waterfall process had many activities that were not iterated at all, whereas the agile process did not have many activities, which were not part of some iteration cycle. In short, more detailed iterations were occurring more frequently (see also Fig 8 and Fig 9) . Note also that the agile method's activity frequencies are more skewed approaching a power distribution. The line on the chart indicates the proposed distribution equation that best fits the data suggesting ( Figures  8 and 9 ) that a Beta distribution offers the best fit for the observed frequencies. Next we asked the extent to which activity types that underlie our model (choose, execute, negotiate, transfer, validate) were proportionally present in the activity sequence. We found that both the agile and waterfall processes had some instances of each type of activity, except that agile had no activities explicitly oriented towards choice (choice is embedded in generation). Further, waterfall had more exclusive negotiation-oriented activities, whereas agile had relatively more activities focused on execution and validation (Fig. 10) . We also looked at the distribution of affordances, i.e., how various tools were enacted in the process. In general the two processes looked quite similar (Fig. 11 ). Exceptions were that waterfall made more use of infrastructural elements of the tools and the agile process made use of significantly more representational affordances relative to the total project. Fig.11 . Affordance types in LCM (agile) and BOM (waterfall The final part of the analysis involved analysis of the variance in the design objects (Fig. 12 ). The waterfall method involved more uses of specifications, whereas the agile method involved more prototyping (i.e. developing partial implementations). However, the waterfall method did also have a good deal of prototyping, and the agile method did involve some uses of specifications. However, one main difference is that the agile process involved a markedly greater amount of process planning due to the frequent and ongoing nature of the daily and weekly planning. 
Discussion & Conclusion
In this section we review our original question: whether the enacted methodologies really differ, and if so, how? Our analysis shows that the enactments of the agile and waterfall methodologies are substantially different. Thus, we might conclude that ostensive methods matter and there are indeed significant differences in how activities are organized and what activities are carried out in the waterfall and the agile process, respectively. This is shown in the iterations, types of activities proportionally enacted, the affordances carried out, and the frequency distribution of activities. At the same time, both the waterfall and agile process show dependency on a similar set of activity types though their spread is much wider with the waterfall method. There are also many more "mixed" activities in the waterfall process. We also show that the early phases of the agile method rely heavily on negotiation and validation whereas the waterfall method does not. Likewise, in the later phases, validation is a dominant activity for agile, whereas this is not the case for waterfall. Due to space limitations we cannot elaborate extensively on our findings, but some highlights follow:
Our first finding suggests that the waterfall method is "messier" than it is typically characterized. The waterfall method has a greater number of complex activities, that is, there are more tools and objects used in each activity than are commonly credited. Our findings also confirm that agile methods involve relatively more iterations. Agile methods are extremely iterative in terms of how the activities are organized in the sense that agile has few activities that do not in some sense iterate. However, what is surprising is that it was not as if the agile method was iterative and waterfall was not. Both were highly iterative, indicating the need to differentiate between forms of iteration. Another finding was that most tool affordances were identical between the two methodologies. Thus, on some level, a software process is a software process and this implies a certain way of enacting technologies and tools. What was interesting was the frequent use of representations to engage clients in the agile method. Agile is not typically characterized as a representationally intensive process; rather, it is thought of as more of a coding marathon. Our results indicate otherwise, that agile is a highly representation driven process. This shows that companies can appropriate agile methods to fit their culture and way of doing things with their clients. Next, the waterfall process involved more of the use of specifications while agile involved more of the use of prototypes. What may come as a surprise is that agile did indeed involve a good deal of specification, while waterfall also had a good deal of prototyping. Finally, our findings indicate that the enactment of software methodologies differ from the idealized ostensive routines implied by their methodological descriptions. It should be noted; however, that enactments of these routines are influenced by a large number of exogenous factors like culture, business environment and people, which were not accounted for in this short analysis.
Appendix: Taxonomy Of The Design Components

Design component Items Description Activity Type
Activity type refers to the purpose of the design activity.
Generate
Action oriented planning and creativity-driven tasks such as brainstorming, coming up with plans, or producing something as a design.
Transfer
Transferring information or objects between people or locations.
Choose
Picking a correct or preferred option or answer. Coming to consensus. Negotiate
Resolving policy and payoff conflicts.
Execute
Performing or executing a plan-producing an object according to a plan or a design Validate Verifying quality and consistency.
Actor Configuration
Actor configuration refers to the number and grouping of the actors involved in the activity.
individual
Single individual 1 group A group of individuals with a single functional purpose many individuals More than one individual, each with a separate functional purpose many groups More than one group, each with a separate functional purpose individuals and groups A mix of both individuals and groups, each with a separate functional purpose Tool Materiality Tool materiality simply refers to the material makeup of the tool being used for a particular design task.
Physical
The material nature of the functional aspects of the tool is physical, rather than digital. For example, the functional aspect of paper (ability to represent information) is physical.
Digital
The material nature of the functional aspects of the tool is digital, rather than physical. For example, a word processing document (ability to represent information) is digital.
Tool Affordance
Affordances refer to "the possibilities for goal oriented action afforded by technical objects to a specified user group understood as relations between technical objects and users and understood as potentially necessary (but not necessary and sufficient) conditions for "appropriation moves" (IT uses) and the consequences of IT use" ([40] p. 622).
Representation
Functionality to enable the user to define, describe or change a definition or description of an object, relationship or process Analysis Functionality that enables the user to explore, simulate, or evaluate alternate representations or models of objects, relationships or processes Transformation Functionality that executes a significant planning or design task, thereby replacing or substituting for a human designer/planner Control Functionality that enables the user to plan for and enforce rules, policies or priorities that will govern or restrict the activities of team members during the planning or design process Cooperative Functionality that enables the user to exchange information with another individual(s) for the purpose of influencing (affecting) the concept, process or product of the planning/design team Support Functionality and associated policy or procedures that determine the environment in which production and coordination technology will be applied to the planning and design process Infrastructure Functionality standards that enable portability of skills, knowledge, procedures, or methods across planning or design processes
Store
Functionality that allows information to be housed within a device.
Activity Location
Location refers to where the design activity takes place.
Collocated
Actors are located in close proximity to each other at headquarters during the design activity. Distributed
Actors are distributed during the design process. Remote Collocated Actors, though located in close proximity to each other, are not at headquarters during the design activity.
Remote Distributed
Actors are distributed and not at headquarters during the design activity. Design Object Type Design object type refers to the purpose of the design object being used as an input, being updated, or resulting as an output of a design activity.
Specification
The design object is instructions for design product parameters and constraints.
Design
The design object is a physical or digital prototype of part or the entirety of the intended eventual design product. This design object is used for further analysis and representation.
Implementation
The design object is actually used to complete, in part or whole, the intended eventual design product.
Process planning
The design object is instructions for future design activities.
Tool-Design Object Connection
Output The data flow when the design object did not exist prior to the task, but was created during the task
Input
The data flow existed prior to the task, but did not change during the task Update
The data flow existed prior to the task AND did change
