Abstract-The Internet of Things is an emerging paradigm shaping our current understanding about the future of Internet. Most of today's inter-enterprise applications follow the distributed computing paradigm in which parts of the application are executed on different network-interconnected computers. The paper presents a state-of-the art review with a particular focus on resource management architectures, models and algorithms in Clouds and inter-Clouds for energy-efficient message delivery and covers the existing methods that support fault tolerance. The paper also presents a critical overview for existing methods focusing on delimiting the area of resource management, resource allocation, scalability, and fault tolerance in Clouds and inter-Clouds. The simulation will be an instrument for theoretical validation and a critical analysis of Cloud Simulators and identify the main benefits of each one will represent another important results
INTRODUCTION
As part of the Future Internet, IoT aims to integrate, collect information and offer services to a very diverse spectrum of physical things used in different domains. To collect information in an efficient way is the subject of energyefficient and fault tolerant message delivery between things and centralized components. "Things" are everyday objects for which IoT offers a virtual presence on the Internet, allocates a specific identity and virtual address, and adds capabilities to self-organize and communicate with other things without human intervention. This is an exiting distributes system with many challenges. For example, to ensure a high quality of services, additional capabilities can be included such as context awareness, autonomy, and reactivity.
The advantages of using distributed systems are the good price/performance ratio (it is cheaper to share common resources than buy equipment and software for exclusive use), easier user access to remote resources (the network supports the interconnection of users and resources), incremental growth (permits adding to existing infrastructure rather than completely replacing the existing resources with more powerful ones). One of the insufficient studied problem address the problem of choosing and adapting the existing techniques in distributed systems or creating a new one which will guarantee the applications'' performance and resource utilization (especially for scalability and costs).
The heterogeneity of systems (Internet, Enterprise Information Systems, Clouds, Peer-to-Peer Systems, Grids, Utility Computer Systems, and others) produces a higher number of specific concepts, models, paradigms, and technologies and solutions useful for specific scenarios. In this context of variety, the stimulating relationship between users, who require better computing services, and providers, who discover new ways to satisfy them, is the motivation to introduce future trends in this domain towards the next generation systems.
The recent expansion of large-scale distributed systems (LSDSs) has led to adapting resource management solutions for large number of requests and resources. Scalable resource clusters are tucked away in protected facilities and connected by reliable infrastructure [1] . Large systems are assumed to have cooperating nuclei of administrative organizations that do not fail. In peer environments, participants are assumed to behave fairly instead of leaching resources.
The generic requirements of distributed resource management systems (DRMSs) like scalability, adaptability, load balancing, fault tolerance and reliability are considered as a base for the goal of our project, namely efficient and low cost global resource management. We present in the sequel the actual research initiatives and results related to distributed resource management [2] . Our analysis highlights that the topic is not new, but resource management at low cost and with SLA assurance is a fresh subject not sufficiently studied [2] . In order to offer a good scalability for a DRMS, an increase in the total number of resources must have little or no effect in terms of performance degradation. This is particularly difficult in LSDSs that incorporate a large number of resources that are not necessarily designed to work well together. A centralized resource management approach usually leads to bottlenecks and limited scalability. Decentralized resource management is one of the solutions to improve scalability in this case. A switch from the traditional client-server model to peer-to-peer or hierarchical agent models is one of the common approaches to decentralization [5] .
The paper presents a state-of-the art review with a particular focus on resource management architectures, models and algorithms in Clouds and inter-Clouds for energy-efficient message delivery and covers the existing methods that support fault tolerance in IoT environments.
The paper also presents a critical overview for existing methods focusing on delimiting the area of resource management, resource allocation, scalability, and fault tolerance in Clouds and inter-Clouds. The simulation will be an instrument for theoretical validation and a critical analysis of Cloud Simulators and identify the main benefits of each one will represent another important results.
The motivation of this paper is based on the major challenge to ensure higher level fault tolerance as this will serve best for optimizing resource utilization (especially for data transfers in IoT environments) in the Future Internet. A hard problem for distributed systems is to continuous scale in the context of faults [4] . Scalability addresses a large number of event producers and consumers that need to be handled in real-time. For a system, to react in real-time, every time and everywhere, means that the system must be self-adaptive. Thus, as future work we proposed an algorithmic method focusing on reacting to fault and on being scalable at the same time. We will test all the proposed scenarios and behaviours using both Cloud and inter-cloud simulators and we will propose an integration method in real environments.
II. RESOURCE MANAGEMENT ON CLOUD AND INTER-CLOUDS AS SUPPORT FOR IOT
In large environments, adaptability maintains good performance for DRMSs even if resource availability fluctuates. The system should be able to monitor all the resources and reconfigure itself when resources enter or leave the system. A SLA is a statement of expectations and obligations related to the Quality of a Service -QoS offered by the provider to the customer [6] of a service. It includes parameters that describe the level to be maintained during the service delivery, such as response time, number of supported interactions per time unit, etc. In addition, it specifies the price of the service and the penalty fee for the service provider breaking the agreement.
Providers and customers agree on an SLA by negotiating the QoS that is accepted by the customer and is guaranteed by the provider. SLA has important advantages for the business relations of providers and customers: it allows customers to obtain a guarantee on the quality of services being provided, and providers to maintain the control over the resource usage policy and the service information exposed to customers [5] .
On the other hand, SLA guarantee claims for adapting the resource management so that the performance required by customers is achieved. Due to the complexity, heterogeneity, dimension, and dynamicity of distributed systems, understanding and manipulating the relation between resource usage and SLA is a challenging topic.
Cloud Resource Management Systems are closer to QoS and SLA topics. Their requirements and characteristics include: multi-tenancy -multiple customers share the same hardware infrastructure without being aware of it. This is done by server virtualization and allocating a server to more than one user; linear scalability -the RMS must be able to split the workload across the infrastructure and to allocate more resources if needed to that the customer sees that the application scales linearly; compliance with SLA -in order to maintain QoS, the RMS should be able to allocate more resources to the customer's applications to maintain certain performance limits agreed in the SLA; full virtualization; flexibility -resource pools need to be adjusted to match small or big workloads.
Another interesting feature is Automatic Service Provisioning. Resources are allocated and de-allocated to match rapid demand fluctuations: the goal is to minimize resource idle time and the number of rejected users. This is done in three steps: (i) handle demand -by predicting the number of instances via Control Theory or Statistical Machine Learning, (ii) predict future demand and (iii) allocate resources (automatically).
Cloud computing provides infinite resource capacity and "pay-as-you-go" resource usage pattern to hosted applications. However, to maintain the negotiated SLA targets, resource provisioning of service-oriented applications in the cloud requires reliable performance from the cloud resources. Current Cloud technologies are not fully tailored to manage SLA requirements. In general, honouring an SLA requires an accurate assessment of the amount (and characteristics) of the needed resources.
Application services hosted in Clouds are often characterized by high load variance; therefore, the amount of resources needed to honour their SLAs may vary notably over time. As of today, in order to ensure that an application SLA is not violated, a resource overprovision policy is often adopted. This requires evaluating (either through application modelling or through application benchmarking) all possible resources a hosted application can require in the worst case, and then statically allocating these resources to that application. This policy can lead to a largely suboptimal utilization of the hosting environment resources. In fact, being based on a worstcase scenario, a number of allocated resources may well remain unused at run time.
A performance study of behaviour of small instances of Amazon EC2 was conducted in [9] . The authors demonstrated that the performance of virtual instances is relatively stable over time, but different supposedly identical instances often have very different performance -up to a ratio 4 from each other. This led to the development of dynamic resource provisioning methods based on assigning SLA to the front-end service. The rest of the services are autonomously responsible for their own provisioning operations and collaboratively negotiate performance objectives with each other to decide the provisioning service(s).
Such an approach can meet the SLA target and improve resource utilization. Later on, the approach was implemented in XtreemOS in the context of cloud federations. However, the solution is designed to deliver capabilities conforming to the SLA, considering the various ties of the applications. Unlike this, we propose an approach where we too provision resources to meet the SLA, but we combine it with a cost minimization and fault tolerant approach. A number of theoretical models for the optimization of resource allocations in Clouds based on multiple parameters were previously proposed.
In [10] is described a method for achieving resource optimization at run time by using performance models in the development and deployment of the applications running in the Cloud. The authors proposed the Layered Queuing network performance Model (LQM, a form of extended queuing network model) that predicts the effect of simultaneous changes (e.g., resource allocation/release) to many decision variables (throughputs mean service delays, etc.).
Moreover such a model seems to take no account of variables that could heavily affect the performance of the applications hosted in the Cloud. In [5] is observed that the performance of an application hosted in a Cloud environment can be heavily affected by the existence of other virtual machines hosting other applications on a shared server. The authors present "Q-Cloud", a QoS-aware management framework that should ensure that the performance experienced by the applications is the same, as they would have achieved if there were no performance interference. QClouds rely upon a multi-input, multi-output (MIMO) model that captures performance interference interactions and describes the relationship between resource allocations and the QoS experienced by VMs. In [10] is proposed a Cloud optimization infrastructure structured in layers. A feedback adaptive loop based on model, estimation and prediction techniques specific to each layer allows the optimization component to take proactive steps to provision more hardware and software resources to avoid loss of revenue or users. Such models for Cloud optimization rely on the analysis of wellknown problems (e.g., the existence of possible bottlenecks produced by load balancers, databases, and applications replication, the computation of allocation times required for the introduction of a new VM in the virtual pool), disregarding the dynamic nature of the Cloud environment. We propose a more dynamic provisioning approach where we consider not only the SLA requirements, but also the optimizations of costs to deliver best effort performance to the end user.
III. ENERGY-EFFICIENT MESSAGE DELIVERY
For message delivery in large-scale environments, it is assumed that when a node wants to connect to the network, it can connect to any node that is already part of the system. In order to avoid concurrency issues and to make sure no two nodes are being given the same coordinates, each chain will have a node that is responsible with assigning the position of new nodes, called Super-Node. The rest of the nodes will be considered normal nodes. Each node contains the coordinates and the IP and port of all its neighbors and the super peer of its chain. The Super-Node contains the same information as a normal node, plus the information of the last node it added in the system.
There are multiple types of messages that will be routed through the system:
• JOIN_NETWORK: when new nodes want to join the system, it will send a new message of this type.
• SET_POSITION: this type of message will be sent only by the Super-Node of the system to the new node that wants to connect to the system. It is the response to the JOIN_NETWORK message.
• CONNECT_LINK: the newly connected node will send this type of message to all its neighbors that are already connected inside the system. These are necessary in order to establish all links between the nodes.
• SEND_MESSAGE: these messages will be sent after the nodes are connected to the system.
The IoT infrastructure supports communication among things. This function must be flexible and adapted to the large variety of things, from simple sensors to sophisticated smart objects. More specific, things need a communication infrastructure that is low-data-rate, low power, and lowcomplexity. Actual solutions are based on short-range radio frequency (RF) transmissions in ad-hoc wireless personal area networks (WPANs). A main concern of IoT infrastructure developers is supporting heterogeneous things [11] by adopting appropriate standards for the physical and media access control (MAC) layers, and for communication protocols. The protocol and compatible interconnection for the simple wireless connectivity with relaxed throughput (2 -250 kb/s), low range (up to 100 m), moderate latency (10 -50 ms) requirements and low cost, adapted to devices previously not connected to the Internet were defined in IEEE 802.15.4. Other similar efforts refer to industrial and vehicular applications -ZigBee, open standards for process control in industrial automation and related applications -ISA100.11a and WirelessHART, and encapsulating IPv6 datagrams in 802.15.4 frames, neighbor discovery and routing that allow sensors to communicate with Internet hosts -6LoWPAN. The scope of IoT specialists is the worldwide network of interconnected virtual objects uniquely addressable and communicating through standard protocols.
The work presents in [12] presents a vision that encompasses a total decentralized nodes topology in which message exchanging algorithm allows dissemination of communication messages within a decoupled node formation setting. Various e-infrastructure nodes that exchange simple messages with linking nodes regarding resource competence for executing certain service(s) requirements are considered. The optimization criterion is to improve the energy efficiency of the network performance for message exchanging in two cases as follows. Firstly, a requester sends messages to all interconnected nodes and gets messages only from resources available to execute it. Secondly, the requester sends one message for all of the jobs of its local pool and gets a respond from available nodes, and then obtainable resources are ranked and hierarchically categorized based on the performance criterion e.g. latency competency.
One technique that minimizes the number of messages in IoT environments for whole platform monitoring is based on gossiping. Each resource stores locally a Gossip Table (GT) that reflects its knowledge of the system in terms of availability, reliability and performance. The performance is measured according to the physical resources and the availability is evaluated during the gossiping process. For reliability estimation, each resource has to send a ping message at certain predefined time samples to each of its neighbors and to update its current records from GT. The algorithm is composed on several rounds during which the nodes execute the following actions that can be matched with the pseudo-code presented below (we will use also the term of node like a node in IoT for designate a resource in inter-Clouds) [13, 14] .
• Step 1. First, a certain node, randomly selects a gossiping partner, packs its knowledge existing in the gossiping table into a message labeled with GRQ and sends it to the selected peer.
• Step 2. For a predefined timeout, the node waits the reply from its partner. Based on the reply time, the initiator will evaluate the availability according to a certain preestablished threshold. In the mean time, the node can also receive other gossiping requests from its neighbors.
• Step 3. When the timeout of current round expires, the node will have to handle the gossip tables received from its neighbors during gossiping exchanges. It will solve the occurred conflicts, by storing in its local gossip table only the last modified records. After finalizing these updates, a new round can be performed.
The algorithm respects the scheme of a gossip algorithm, as it is based on both probabilistic choice for selecting the gossiping partner and on repetition, because several rounds are executed in orders to ensure solution's convergence. This means that after a certain number of rounds, the monitoring information about each node is spread across the system and each node can evaluate the other peers in terms of availability, reliability and performance. The number of rounds and the round timeout must be pre-defined and globally known, possibly propagated through a gossip protocol too.
When selecting the node to become gossiping partner, we want to eliminate the arbitrary selection and to provide a more accurate approach. For this, each node will associate to its neighbors a confidence parameter expressing the capacity of each subset of nodes dominated by each neighbor. The network can be viewed as a graph, so the previous statement is equivalent to: a node's confidence is calculated based on the capacity of each sub-graph determined by its children.
This value is important for scheduling a distributed application, because it estimates the capability of a certain set of nodes to execute a pool of tasks. In this context, we keep the pre-defined TIMEOUT that is now used to limit the gossiping area for confidence computation. This is the reason we have called it a local algorithm, because it returns a value that characterizes only a subset of nodes [13, 14] .
This method is used also in P2P systems, online socialnetworks and inter-Clouds message-delivery in order to establish a consensus based on monitoring data.
IV. FAULT TOLERANCE SUPPORT FOR MESSAGE DELIVERY
IN IOT ENVIRONMENTS When referring to fault tolerant systems, it is considered a system which supplies a set of services to its clients, according to a well defined contract, in spite of error presence, through detecting, correcting and eliminating errors, while the systems continues to supply an acceptable set of services. Avizienis [15] describes the function of fault tolerance "to preserve the delivery of expected services despite the presence of faultcaused errors within the system itself. Errors are detected and corrected, and permanent faults are located and removed while the system continues to deliver acceptable service". A fault tolerance model highlights possible causes and conditions where errors might appear; with the goal of improving system characteristics do detect and eliminate errors. The following categories of errors were presented in [16] and here are presented only errors specific to messages delivery: Response errors. Response errors are caused by a service, which returns values outside of the expected boundaries by the caller. In such situations, components have to be able to validate a certain response and to appropriately handle the exceptions.
Byzantine errors. Byzantine errors are arbitrary errors that could appear during the execution of an application. They refer to catastrophic conditions such as crashes and omission errors. A system entering in a Byzantine state has an undefined behavior, which might be caused either by the execution impossibility or erroneous execution, or by arbitrary execution outside of the one specified by design.
Physical errors. Physical errors refer to critical conditions of the physical resources such as processor, memory, storage or communication medium. Such errors have to be detected and corresponding resources be declared as nonfunctional.
Interaction errors. Interaction errors are caused by incompatibilities at the communication protocol stack level, security, workflows or timing. These are the most common errors in inter-Clouds and IoT infrastructures because all these conditions appear while running the applications and the environmental and interaction states cannot be reproduced during the application testing phases. For complex applications it can be observed a high probability of interaction error occurrence. Some of these, as for example the ones due to different security levels, could be isolated and eliminated during the testing phases in a high percentage, as there are a limited number of calls between virtual organizations.
Fault tolerance is achieved, in general, using the replication of services. When a service fails to execute its function correctly, another replica takes its place. The replacing service instance is selected according to a QoS criterion. Several authors previously suggested using a Catalog Information Service for the discovery and monitoring of the replicated service instances [17] . This approach has several disadvantages. The catalogue must accurately reflect the situation of the services. The catalogue must be updated when services accidentally leave the system. The application accessing the service must also be made aware of replication. Its code must implement the algorithm to choose a replica service, possible using the monitoring service [18] .
A solution proposed for fault tolerance uses replicated services instances running in fault-tolerant containers. The fault-tolerant container represents a logical structure where a set of replicated service instances is used to provide the same function. A Proxy Service (PS) sits between the client and the replicated service instances. Its role is to manage the replicas by continuously monitoring them, and to forward the client requests such that to mask possible failures. When a service fails, the PS forwards the request to another service replica instance. For this, PS maintains a copy of each request not yet served. In the event of a failure PS is able to resend the request to an alternate working replica of the same service. To maximize the chances of forwarding the request to a replica that will deliver the function without failure, the decision of choosing the next replica considers the history of failures.
The use of PS can lead to the masking of failures, but also to the optimization of the access to the distributed services. In this sense, PS uses a load-balancing strategy for choosing where to forward the request. The decision of choosing a replicated service instance to which to forward a request is made to balance the load among replicas. Being an intermediary between client requests and service instances, this architecture can also improve the scalability of the distributed system.
V. CONCLUSIONS
Actual research and main challenges related to IoT infrastructure and also to inter-Clouds (there is a similarity when we talk about messages delivery) are intercommunication, interoperability, inter-cooperation, selforganization, fault tolerance, energy saving, compute and storage services, and management of things collections and structures. Future trends and research directions for the IoT infrastructure are: performance, monitoring, reliability, safety, survivability, self-healing, transparency, availability, privacy, and others.
We discussed in this paper the methods for energy-efficient messages delivery with support of fault tolerance. We highlight only the best and the most used techniques.
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