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INGHAM TYPE INEQUALITIES
IN LATTICES
VILMOS KOMORNIK, ANNA CHIARA LAI, AND PAOLA LORETI
Abstract. A classical theorem of Ingham extended Parseval’s formula
of the trigonometrical system to arbitrary families of exponentials satis-
fying a uniform gap condition. Later his result was extended to several
dimensions, but the optimal integration domains have only been deter-
mined in very few cases. The purpose of this paper is to determine the
optimal connected integration domains for all regular two-dimensional
lattices.
1. Introduction
A classical theorem of Ingham [7] extended the Parseval’s formula of the
trigonometrical system to arbitrary families of exponentials satisfying a uni-
form gap condition. Later Beurling [3] determined the critical length of the
intervals on which these estimates hold.
Kahane [8] extended these results to several dimensions. His theorem was
improved and generalized in [1] (see also [10]), but the optimal integration
domains have only been determined in very particular cases.
The purpose of this paper is to determine the optimal connected integra-
tion domains for all regular two-dimensional lattices.
2. A general framework
Consider M disjoint translates of ZN by vectors u1, . . . , uM ∈ RN , and
consider the functions of the form
f(x) =
M∑
j=1
∑
k∈ZN
ajke
i(uj+k,x) =:
M∑
j=1
ei(uj ,x)fj(x)
with square summable complex coefficients ajk.
Let us observe that the functions
(2.1) fj(x) =
∑
k∈ZN
ajke
i(k,x)
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2 V. KOMORNIK, A. C. LAI, AND P. LORETI
are 2pi-periodical in each variable, so that
(2.2)
1
|Ω0|
∫
Ω0
|fj(x)|2 dx =
∑
k∈ZN
|ajk|2
on Ω0 := (0, 2pi)
N by Parseval’s equality for multiple Fourier series, where
and |Ω0| = (2pi)N denotes the volume of the cube Ω0.
Next we consider M vectors v1, . . . , vM ∈ RN satisfying the following two
conditions:
(A1) the coordinates of each vk are multiples of 2pi;
(A2) the matrix E :=
(
ei(uj ,vk)
)M
j,k=1
is invertible.
It follows from (A1) that the translated sets
Ωk := vk + Ω0, k = 1, . . . ,M
are non-overlapping, i.e., their interiors are pairwise disjoint.
Finally we fix an invertible linear transformation L of RN , we introduce
the lattice
Λ :=
M⋃
j=1
L∗
(
uj + ZN
) ⊂ RN
(here L∗ denotes the adjoint of L) and the set
Ω := L−1 (Ω1 ∪ · · · ∪ ΩM ) ⊂ RN .
Remark 2.1. Let us emphasize that the volume of |Ω| of Ω does not depend
on the particular choice of M and the vectors v1, . . . , vM ∈ RN satisfying
(A1).
We prove the following Ingham type generalization of Parseval’s formula:
Theorem 2.2. Assume (A1) and (A2).
(i) There exist two positive constants c1, c2 such that
(2.3) c1
∑
λ∈Λ
|aλ|2 ≤
∫
Ω
∣∣∣∣∣∑
λ∈Λ
aλe
i(λ,x)
∣∣∣∣∣
2
dx ≤ c2
∑
λ∈Λ
|aλ|2
for all square summable families (aλ)λ∈Λ of complex coefficients.
(ii) The estimates fail if we remove any non-empty open subset from Ω.
Proof. Let us first consider the case where L is the identity map.
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Using (A1) we have∫
Ω
|f(x)|2 dx =
M∑
k=1
∫
Ω0
|f(vk + x)|2 dx
=
M∑
k=1
∫
Ω0
∣∣∣∣∣∣
M∑
j=1
ei(uj ,vk+x)fj(vk + x)
∣∣∣∣∣∣
2
dx
=
M∑
k=1
∫
Ω0
∣∣∣∣∣∣
M∑
j=1
ei(uj ,vk) · ei(uj ,x)fj(x)
∣∣∣∣∣∣
2
dx.
Furthermore, by (A2) there exist two positive constants c′1, c′2 such that
c′1
M∑
j=1
∣∣∣ei(uj ,x)fj(x)∣∣∣2 ≤ M∑
k=1
∣∣∣∣∣∣
M∑
j=1
ei(uj ,vk) · ei(uj ,x)fj(x)
∣∣∣∣∣∣
2
≤ c′2
M∑
j=1
∣∣∣ei(uj ,x)fj(x)∣∣∣2 ,
or equivalently
c′1
M∑
j=1
|fj(x)|2 ≤
M∑
k=1
∣∣∣∣∣∣
M∑
j=1
ei(uj ,vk) · ei(uj ,x)fj(x)
∣∣∣∣∣∣
2
≤ c′2
M∑
j=1
|fj(x)|2
for all x. Integrating over Ω0 and using the last equality we obtain the
estimates
c′1
M∑
j=1
∫
Ω0
|fj(x)|2 dx ≤
∫
Ω
|f(x)|2 dx ≤ c′2
M∑
j=1
∫
Ω0
|fj(x)|2 dx
Since |Ω| = M |Ω0| by (A2), using (2.2) the estimates (2.3) follow with
c1 = c
′
1 |Ω0| and c2 = c′2 |Ω0|.
Now we show that the above estimates fail if we remove from Ω a non-
empty open subset ω. We may assume that ω ⊂ Ωk for some k ∈ {1, . . . ,M}.
Let f ∈ L2(Ω) be the characteristic function of ω. Thanks to Assumption
(A2) the linear system
f(vk + x) =
M∑
j=1
ei(uj ,vk)ei(uj ,x)fj(x), k = 1, . . . ,M
has a unique solution
ei(uj ,x)fj(x), j = 1, . . . ,M
for each x ∈ Ω0, and f1, . . . , fM ∈ L2(Ω0). Extending the functions fj by
2pi-periodicity in each variable, we get (2.1) for each j with square summable
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coefficients ajk. Since, furthermore,
f(x) =
M∑
j=1
ei(uj ,x)fj(x)
by Assumption (A1), we conclude that
f(x) =
M∑
j=1
∑
k∈ZN
ajke
i(uj+k,x)
in Ω.
Since ω has a positive measure, the coefficients ajk do not vanish identi-
cally. On the other hand, ∫
Ω\ω
|f(x)|2 dx = 0,
so that the first estimate of (2.2) fails.
In order to complete the proof of the first part of the theorem it suffices
to show that if the estimates (2.3) hold for some Λ and Ω, and L is an
invertible linear transformation of RN , then the estimates
c1
∑
λ∈Λ
|aλ|2 ≤ 1|L−1(Ω)|
∫
L−1(Ω)
∣∣∣∣∣∑
λ∈Λ
aλe
i(L∗λ,x)
∣∣∣∣∣
2
dx ≤ c2
∑
λ∈Λ
|aλ|2
also hold. This follows from the change of variable formula: if x = Lx′, then∫
Ω
∣∣∣∣∣∣
∑
k∈ZN
ake
i(k,x)
∣∣∣∣∣∣
2
dx = |detL|
∫
L−1(Ω)
∣∣∣∣∣∣
∑
k∈ZN
ake
i(L∗k,x′)
∣∣∣∣∣∣
2
dx′,
where detL denotes the determinant of L, and∣∣L−1(Ω)∣∣ = |Ω||detL| .
Since L transforms non-empty open sets into non-empty open sets, the
second part of the theorem also holds in the general case. 
Remarks 2.3.
(i) A standard application of the triangle inequality implies that the as-
sumptions (A1) and (A2) are not necessary for the second inequality
in (2.3).
(ii) The assumption (A2) is not necessary for Part (ii) of the theorem.
This may be shown by taking a maximal subset of the vectors for which
the corresponding columns of the matrix E are linearly independent,
and by completing this subset to a new set of vectors satisfying (A1)
and (A2).
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Given a lattice
(2.4) Λ :=
M⋃
j=1
L∗
(
uj + ZN
) ⊂ RN
we may wonder whether we there exists another representation
(2.5) Λ =
M0⋃
j=1
L∗0
(
u˜j + ZN
) ⊂ RN
with another invertible matrix L0 and a smaller integer M0. As we will see
in the rest of the paper choosing the minimal M may substantially simplify
the study of optimal integration domains.
The following simple condition will allow us to determine the smallest M
in all but one of the examples in this work. Given two points a, b ∈ RN , let
us introduce the lattice
Λ(a, b) := {a+ k(b− a) : k ∈ Z}
generated by a and b.
Lemma 2.4. If there exist M points a1, . . . , aM ∈ RN such that Λ(ai, ak) 6⊂
Λ for all i 6= k, then the number M in the representation (2.4) of Λ is the
smallest possible.
Proof. If two points ai and ak belong to the same set L
∗
0
(
u˜j + ZN
)
in another
representation (2.5), then
Λ(ai, ak) ⊂ L∗0
(
u˜j + ZN
) ⊂ Λ,
contradicting our hypothesis. Therefore each point ai corresponds to a dif-
ferent j, and thus M ≤M0. 
3. Triangular and hexagonal lattices
We illustrate Theorem 2.2 by two examples.
3.1. Regular triangular lattice. Choosing1
N = 2, M = 1, u1 = v1 = (0, 0)
and
L =
(
1 0
1
2
√
3
2
)
(as usual, we identify the linear transformations with their matrices in the
canonical basis of R2),
Λ =
{(
k1 +
k2
2
,
√
3k2
2
)
: k ∈ Z2
}
1We write the vectors as row vectors but we consider them as column vectors in the
computations with matrices.
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(a) Λ
1 2 3 4 5 6
-2
2
4
6
(b) L−1(Ω0)
Figure 1. Hexagonal lattice
is a triangular lattice formed by equilateral triangles of unit side. Further-
more, since
L−1 =
(
1 0
−1√
3
2√
3
)
,
Ω = L−1(Ω0) is a parallelogram of vertices
(0, 0),
(
2pi,− 2pi√
3
)
,
(
0,
4pi√
3
)
,
(
2pi,
2pi√
3
)
.
Its area is equal to 8pi
2√
3
; see Figure 1.
Since every disk DR of radius
R >
1
2
diam(Ω) =
1
2
∥∥∥∥(0, 4pi√3
)
−
(
2pi,− 2pi√
3
)∥∥∥∥ = 2pi ≈ 6.28
contains a translate of Ω, Theorem 2.2 implies that if R > 2pi, then
(3.1) c1(R)
∑
λ∈Λ
|aλ|2 ≤
∫
DR
∣∣∣∣∣∑
λ∈Λ
aλe
i(λ,x)
∣∣∣∣∣
2
dx ≤ c2(R)
∑
λ∈Λ
|aλ|2
with two positive constants c1(R), c2(R), for all square summable families
(aλ)λ∈Λ of complex coefficients.
In fact, these estimates hold under the weaker condition R > 2ρ2 ≈
4.8096, where ρ2 ≈ 2.4048 denotes the smallest positive root of the Bessel
function J0(x). This follows by applying [10, Theorem 8.1] and a following
remark on the same page with p = 2 and γ = 1.
On the other hand, it follows from Remark 2.1 and Remark 2.3 (ii) that
if (3.1) holds for some disk DR of radius R, then the area of this disk is
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bigger than equal to the area of Ω:
R2pi ≥ 8pi
2
√
3
⇐⇒ R ≥ 2
√
2pi
31/4
≈ 3.8.
Indeed, a smaller disk could be covered by a set
Ω := L−1 (Ω1 ∪ · · · ∪ ΩM ) ⊂ R2
for a sufficiently large number of vectors v1, . . . , vM satisfying (A1).
It would be interesting to determine the critical radius R for the validity
of (3.1).
3.2. Regular hexagonal lattice. Now we choose
N = M = 2, u1 = (0, 0), u2 = (2/3,−1/3)
and
L =
√
3
(√
3
2
1
2
0 1
)
.
Now Λ is the honeycomb lattice of unit side, see Figure 2. Furthermore,
since
L−1 =
1√
3
( 2√
3
−1√
3
0 1
)
,
L−1(Ω0) is the parallelogram of vertices
(0, 0),
(
−2pi
3
,
2pi√
3
)
,
(
2pi
3
,
2pi√
3
)
,
(
4pi
3
, 0
)
;
see Figure 3.
If we choose v1 = (0, 0) and v2 = (2pi, 0), then the conditions (A1) and
(A2) are satisfied because
detE =
∣∣∣∣1 11 ei 4pi3
∣∣∣∣ 6= 0.
Furthermore,
Ω = L−1(Ω0 ∪ (Ω0 + v2))
is the parallelogram of vertices
(0, 0),
(
−2pi
3
,
2pi√
3
)
,
(
2pi,
2pi√
3
)
,
(
8pi
3
, 0
)
;
its area of the latter one is equal to 16pi
2
3
√
3
. See Figure 3.
Remark 3.1. If we compare the case of the parallelogram lattice and the
hexagonal lattice, then we see that the integration parallelogram is 1.5 times
larger in the first case. This corresponds to the fact that the density of the
corresponding lattice is also 1.5 times larger.
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Figure 2. The honeycomb lattice Λ
-2 2 4 6 8
1
2
3
Figure 3. Domain Ω associated to the honeycomb lattice
and to v2 = (2pi, 0), the shadowed area corresponds to its
subset L−1(Ω0).
Since every disk DR of radius
R >
1
2
diam(Ω) =
1
2
∥∥∥∥(−2pi3 , 2pi√3
)
−
(
8pi
3
, 0
)∥∥∥∥ = 2pi√73 ≈ 5.54
contains a translate of Ω, Theorem 2.2 implies that if R > 2pi
√
7/3, then the
estimates (3.1) hold with two positive constants c1(R), c2(R), for all square
summable families (aλ)λ∈Λ of complex coefficients.
If we choose v1 = (0, 0) and v2 = (0, 2pi) instead, then the conditions (A1)
and (A2) are still satisfied because the matrix E remains the same:
E =
(
1 1
1 e−i
2pi
3
)
=
(
1 1
1 ei
4pi
3
)
.
Now
Ω = L−1(Ω0 ∪ (Ω0 + v2))
is the parallelogram of vertices
(0, 0),
(
−4pi
3
,
4pi√
3
)
,
(
0,
4pi√
3
)
,
(
4pi
3
, 0
)
;
its area is still equal to 16pi
2
3
√
3
. See Figure 4.
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1
2
3
4
5
6
7
Figure 4. Domain Ω associated to the honeycomb lattice
and to v2 = (0, 2pi), the shadowed area corresponds to its
subset L−1(Ω0).
Since
1
2
diam(|Ω|) = 1
2
∥∥∥∥(−4pi3 , 4pi√3
)
−
(
4pi
3
, 0
)∥∥∥∥ = 2pi√73 ≈ 5.54,
we obtain the same condition for the validity of (3.1) as before.
As in the preceding case, we may apply [10, Theorem 8.1] p = 2 and
γ = 1 to conclude that the estimates (3.1) hold under the weaker condition
R > 2ρ2 ≈ 4.8096. This also follows from the fact that the hexagonal lattice
is a sublattice of the triangular one.
On the other hand, the validity of (3.1) implies that
R2pi ≥ 16pi
2
3
√
3
⇐⇒ R ≥ 4
√
pi
33/4
≈ 3.11.
It would be interesting to determine the critical radius R for the validity
of (3.1).
4. Tiling of the plane by two different squares
Let us consider the tiling of R2 with two squares of different sides R > r
as shown on the Figure 5.
Translating and rotating the tiling such that segments connecting the
centers of the closest small squares are parallel to the coordinate axes and
that the origin is one of these centers, we have
Λ = L∗
 4∑
j=1
(
uj + Z2
)
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Figure 5. Tiling by squares of side r = 1 and R = 3
-2 2 4 6
-2
2
4
6
(a) (b)
Figure 6. Geometric construction of the decomposition of
Λ: the lattice is rotated by the angle α (see (A)) so that
the centers of the small squares lay on MZ2 – see (B). The
translation vectors u1, . . . , u4 are the vertices of the small
square centered in the origin.
where L is the homothety of coefficient
√
R2 + r2, and the vectors uj are
defined by the formulas α := arctan rR and
uj =
r√
2(R2 + r2)
(cos(−α+ jpi/2), cos(−α+ jpi/2)), j = 1, 2, 3, 4.
See Figure 6.
Choosing
{v1, . . . , v4} := 2pi {(0, 0), (1, 0), (0, 1), (1, 1)}
INGHAM TYPE INEQUALITIES IN LATTICES 11
the conditions (A1), (A2) are satisfied (see Remark 4.1 below) and Theorem
2.2 may be applied with
Ω =
(
0,
4pi√
R2 + r2
)2
.
For some examples of domains satisfying (A2) see Figures 7–9.
Remark 4.1. Fix r < R and let A = r√
2(R2+r2)
so that
ei(uj ,vk) = eiA2pi cos(−α+j)v
(1)
k +sin(−α+j)v
(2)
k .
Let C := eAipi cosα and D := eAipi sinα. We have
E := (ei(uj ,vk))2j,k =

1 1 1 1
C−1 D C D−1
D C D−1 C−1
DC−1 CD CD−1 (CD)−1

and
∆ := detE = (C2 − 1)(D2 − 1)(C2D2 − 4CD + C2 +D2 + 1)
by a direct computation.
Since α ∈ (0, pi/2) by definition, we have A cosα,A sinα ∈ (0, 1), and
thus C2, D2 6= 1. In order to prove ∆ 6= 0, it suffices to show that
C2D2 − 4CD + C2 +D2 + 1 6= 0.
We will show that even the imaginary part of this expression is different
from zero.
Setting β = pi cosα and γ = pi sinα we have
=(C2D2 − 4CD + C2 +D2 + 1)
= sin(2β + 2γ)− 4 sin(β + γ) + sin(2β) + sin(2γ)
= 2 sin(β + γ) cos(β + γ)− 4 sin(β + γ) + 2 sin(β + γ) cos(β − γ)
= 2 sin(β + γ)(cos(β + γ)− 2 + cos(β − γ))
= 4 sin(β + γ)(cosβ cos γ − 1).
Since cosα, sinα ∈ (0, 1), we have
cosα+ sinα 6= 1 and cosβ, cos γ ∈ (−1, 1).
They imply the inequalities
sin(β + γ) 6= 0 and cosβ cos γ − 1 6= 0,
respectively. This concludes the proof.
Remark 4.2. The result is not true in the limiting cases r = 0 and r = R
because then many lattice points collide.
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Figure 7. Two square tilings: the 9 (over 1820) domains of
the form ∪4k=1Ω0 +vk with (vk) not satisfying condition (A2)
when r = 1 and R = 2.
Figure 8. Two square tilings: the 28 (over 1820) domains
of the form ∪4k=1Ω0 + vk with (vk) not satisfying condition
(A2) when r = 1 and R = 3.
5. Semi-regular bidimensional tilings
5.1. Elongated triangular tiling. ˙
Λ = ∪2j=1L∗(uj + Z2) where
u1 = (0, 0)
u2 = (−1 +
√
3, 4− 2√3) and L
∗ =
(
1 12
0 1 +
√
3
2
)
.
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Figure 9. Two square tilings: the 4 (over 1820) domains of
the form ∪4k=1Ω0 +vk with (vk) not satisfying condition (A2)
when r = 1 and R = 5. (All domains of the form ∪4k=1Ω0 +vk
satisfy condition (A2) when r = 1 and R = 4.)
Figure 10. Elongated triangular tiling
See Figure 11 for the list of domains contained in [0, 2]2 (up to translation)
and satisfying condition (A2).
5.2. Trihexagonal tiling. ˙
Λ = ∪3j=1L∗(uj + Z2) where
u1 = (0, 0)
u2 = (0,
1
2)
u3 = (
1
2 , 0)
and L∗ =
( √
3
√
3
1 −1
)
.
See Figure 13 for the list of connected domains of the form ∪4k=1Ω0 +vk with
(vk) satisfying condition (A2). We extended our investigation of condition
(A2) to the set of domains ∪4k=1Ω0 + vk with (vk) ∈ Z2 ∩ [0, 2]2, see Figure
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(a)
c1 = 1.77; c2 = 2.22
(b)
c1 = 0.66; c2 = 3.33
(c)
c1 = 0.36; c2 = 3.63
Figure 11. Domains contained in [0, 2]2 (up to transla-
tions) satisfying condition (A2) and related constants c1 and
c2, sorted by the increasing value of the ratio c2/c1
Figure 12. Trihexagonal tiling
14. By a direct computation, 36 over the 84 domains of this form satisfy
condition (A2) and the associated constants c1 and c2 are constantly equal
to 1 and 4, respectively.
Figure 13. Trihexagonal tiling: the connected domains of
the form ∪4k=1Ω0 + vk with (vk) satisfying condition (A2).
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Figure 14. Trihexagonal tiling: the 36 (over 84) domains
of the form ∪4k=1Ω0 + vk with (vk) ∈ Z2 ∩ [0, 3]2 satisfying
condition (A2).
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5.3. Snub square tiling. ˙
Figure 15. Snub square tiling
Λ = ∪4j=1L∗(uj + Z2) where
u1 = (0, 0) u2 = (1−
√
3
2 ,
1
2)
u3 = (
1
2(3−
√
3), 12(−1 +
√
3)) u4 = (
1
2 ,
√
3
2 )
and
L∗ =
(
1 +
√
3
2 −12
1
2 1 +
√
3
2
)
.
By a direct computation, for every {v1, . . . , v4} such that ∪4k=1vk + Ω0 is
a connected set, the condition (A2) is satisfied – see Figure 16.
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(a)
c1 = 1.03
c2 = 6.66
(b)
c1 = 0.16
c2 = 7.83
(c)
c1 = 1.33
c2 = 6.66
(d)
c1 = 1.12
c2 = 6.87
(e)
c1 = 0.54
c2 = 2.16
Figure 16. Snub square tiling: the five representatives of
the 19 connected domains satisfying (A2), and related con-
stants. In this case, constants c1 and c2 are invariant with re-
spect to reflections and rotations. The best ratio c2/c1 = 6.12
is achieved by the configuration (D).
Figure 17. Fixed tetrominoes, i.e., the possible connected
domains when M = 4 .
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Figure 18. Snub square tiling: the 76 (over 1820) domains
of the form ∪4k=1Ω0 + vk not satisfying condition (A2).
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5.4. Truncated square tiling. ˙
Figure 19. Truncated square tiling
Λ = ∪4j=1L∗(uj + Z2) where
u1 = (0, 0)
u2 = (1−
√
2
2 , 0)
u3 = (0, 2−
√
2)
u4 = (
√
2
2 , 2−
√
2)
and
L∗ =
(
2 +
√
2 1 +
√
2
2
0 1 +
√
2
2
)
.
By a direct computation, the set of connected domains of the form ∪4k=1Ω0+
vk with (vk) satisfying condition (A2) contains 9 elements, depicted in Figure
20. See also Figure 17 for the complete list of connected domains (up to
translations) and Figure 21 for some examples of (possibly disconnected)
domains not satisfying condition (A2).
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(a)
c1 = 1.02
c2 = 7.24
(b)
c1 = 0.71
c2 = 6.23
(c)
c1 = 0.83
c2 = 7.33
(d)
c1 = 1.17
c2 = 8.02
(e)
c1 = 1.24
c2 = 7.53
(f)
c1 = 0.22
c2 = 7.92
Figure 20. Truncated square tiling: connected domains
satisfying (A2) and related constants. The smallest ratio
c2/c1 corresponds to case (C).
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Figure 21. Truncated square tiling: first 80 of the 892 (over
1820) domains of the form ∪4k=1Ω0 + vk not satisfying condi-
tion (A2).
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5.5. Snub-hexagonal tiling. ˙
Figure 22. Snub-hexagonal tiling
Λ = ∪6j=1L∗(uj + Z2) where
u1 =
1
7(0, 0) u2 =
1
7(3, 1)
u3 =
1
7(2, 3) u4 =
1
7(5, 4)
u5 =
1
7(1, 5) u6 =
1
7(4, 6)
and
L∗ =
( √
3
√
3
2
2 −52
)
Example. Choosing
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (0, 4) v6 = (0, 5)
condition (A2) is satisfied and the correspondig constants are c1 = 1 and
c2 = 7.
Example. Choosing
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (0, 4) v6 = (1, 4)
condition (A2) is not satisfied.
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5.6. Rhombitrihexagonal tiling. ˙
Figure 23. Rhombitrihexagonal tiling
Λ = ∪6j=1L∗(uj + Z2) where
u1 = (0, 0) u2 = (
1
2(−1 +
√
3), 0)
u3 = (−1 + 23
√
3, 1−
√
3
3 ) u4 = (
1
2(−1 +
√
3), 12(3−
√
3))
u5 = (
1
6(3 +
√
3), 1−
√
3
3 ) u6 = (
1
6(3 +
√
3), 16(3 +
√
3))
and
L∗ =
(
1 +
√
3 12
(
1 +
√
3
)
0 12
(
3 +
√
3
) )
Example. Choosing
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (0, 4) v6 = (0, 5)
or
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (0, 4) v6 = (1, 4)
condition (A2) is not satisfied (see Examples of the previous section).
Example. Choosing
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (1, 3) v6 = (1, 4)
condition (A2) is satisfied and the correspondig constants are c1 = 0.47 and
c2 = 11.92.
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5.7. Truncated hexagonal tiling. ˙
Figure 24. Truncated hexagonal tiling
Λ = ∪6j=1L∗(uj + Z2) where
u1 = (
√
3
3 , 2− 2
√
3
3 ) u2 = (1−
√
3
3 ,−1 + 2
√
3
3 )
u3 = (−1 + 2
√
3
3 , 1−
√
3
3 ) u4 = (2− 2
√
3
3 ),
√
3
3 )
u5 = (
√
3
3 ,
√
3
3 ) u6 = (1−
√
3
3 , 1−
√
3
3 )
and
L∗ =
(
1 +
√
3
2
1
2
1
2 1 +
√
3
2
)
.
Example. As in Section 5.6, choosing
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (0, 4) v6 = (0, 5)
or
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (0, 4) v6 = (1, 4)
condition (A2) is not satisfied. On the other hand, again as in Section 5.6,
the choice
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (1, 3) v6 = (1, 4)
satisfies condition (A2). The correspondig constants are c1 = 0.15 and
c2 = 15.6.
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5.8. Truncated trihexagonal tiling. Λ = ∪12j=1uj + L∗Z2 where
Figure 25. Truncated trihexagonal tiling
u1 =
1
6(2, 5−
√
3) u2 =
1
6(−1 +
√
3, 5−√3)
u3 =
1
6(−1 +
√
3, 2) u4 =
1
6(2,−1 +
√
3)
u5 =
1
6(5−
√
3,−1 +√3) u6 = 16(5−
√
3, 2)
u7 =
1
6(4, 7−
√
3) u8 =
1
6(1 +
√
3, 7−√3)
u9 =
1
6(1 +
√
3, 4) u10 =
1
6(4, 1 +
√
3)
u11 =
1
6(7−
√
3, 1 +
√
3) u12 =
1
6(7−
√
3, 4)
and
L∗ =
(
1
2
(
3 +
√
3
)
1
2
(
3−√3)
1
2
(
3−√3) 12 (3 +√3)
)
.
Example. Choosing
v1 = (0, 0) v2 = (0, 1)
v3 = (1, 0) v4 = (1, 1)
v5 = (2, 0) v6 = (2, 1)
v7 = (3, 0) v8 = (3, 1)
v9 = (4, 0) v10 = (4, 1)
v11 = (5, 0) v12 = (5, 1)
condition (A2) is satisfied with constants c1 = 2.71 and c2 = 28.02.
Example. Choosing
v1 = (0, 0) v2 = (0, 1)
v3 = (0, 2) v4 = (0, 3)
v5 = (1, 0) v6 = (1, 1)
v7 = (1, 2) v8 = (1, 3)
v9 = (2, 0) v10 = (2, 1)
v11 = (2, 2) v12 = (2, 3)
condition (A2) is not satisfied.
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