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Current conventional hard disks used for data storage are facing limitations in the 
push for higher areal density. The magnetic recording tri-lemma and the super-
paramagnetic limit are some of the crucial factors limiting the size of the magnetic 
grains. Shingled writing is seen to be one of the possible cost effective ways to 
improve the areal density yet without many changes to the current conventional 
recording media and head structure. This thesis had looked at some of the factors 
affecting the performance of a conventional recording system before looking at the 
shingled writing system and the potential areal density gain against a conventional 
system using a commercial spin-stand. 
 An introduction of the trend of the hard disk drive technology and its continual 
areal density growth was first given. The key important issues affecting magnetic 
recording: the magnetic recording tri-lemma and the super paramagnetic limit were 
described. With the key issues as a background, key magnetic recording technologies 
like the longitudinal recording, perpendicular recording, heat-assisted magnetic 
recording (HAMR) and bit-patterned media recording (BPMR) were described.  
 With the knowledge of the key technologies, the thesis proceeded to discuss on 
read channels. Recording channels like the partial response maximum likelihood 
(PRML), noise predictive maximum likelihood (NPML) and pattern dependent noise 
predictive (PDNP) were described. For detection algorithms, maximum a posteriori 
(MAP) based Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm, had been compared 
against the widely implemented maximum likelihood (ML) based Viterbi algorithm. 
Error correction code, linear density parity check (LDPC) was also described with 
brief mention of the Reed Solomon (RS) code. For the code based implementations, 
LDPC would be preferred against the RS code especially at higher recording densities. 
 vii 
 
The PDNP modification would help to reduce data correlated noise effects. As for the 
detector, depending on the computational and accuracy requirements, Viterbi or BCJR 
detectors are both possible contenders. 
 The thesis also looked at the writing process induced media noise which is one of 
the dominant noise sources in magnetic recording. Transition jitter which is one of the 
dominant media noise, was also investigated. The medium noise characteristics and 
jitter distributions across the track at different offset positions for different writing 
conditions were investigated by varying the write current. Descriptions were given for 
the different averaging and data processing methods that had been used to analyze the 
data. Comparisons between two write/read heads were made and the process of 
determining the better writer and better writing condition was also gone through. 
 The track edge noise and its impact to bit error rate (BER) and off-track read 
capability (OTRC) were subsequently looked into. The writing performance of the 
recording system was looked at both in the time domain and the spectral domain.  
Finally, the implementation of shingled writing and some of the important 
parameters like the magnetic write width (MWW), magnetic read width (MRW), erase 
bands, overwrite and reverse overwrite ratios that characterize a recording system 
were looked into. Comparing the areal density gain of shingled write vs conventional 
write systems with a commercial NPML channel and spin-stand; for similar media and 
head configuration, the shingled system was able to achieve an areal density of 775 
Gbpsi at linear density of 1450 kBPI which is much higher as compared to 475 Gbpsi 




List of Tables 
Table 5 - 1: Experimental parameters for the shingled and conventional write/read 
tests 100 
Table 5 - 2: OTRC values against the linear density 119 
Table 5 - 3: Areal density against the linear density 120 
Table 5 - 4: Comparison of acheivable maximal areal density for shingled and 




List of Figures / Illustrations 
Figure 1 - 1: IBM hard disk drives (HDD) evolution chart [14] 3 
Figure 1 - 2: Areal density progress in magnetic recording and some of the key 
technology discoveries [15] 3 
Figure 1 - 3: Magnetic recording tri-lemma issue 4 
Figure 1 - 4: Illustration of the super-paramagnetic behavior in relation with the 
energy barrier of the magnetic grains in thin film material 5 
Figure 1 - 5: Longitudinal recording and its respective media bit orientation and 
detected transitions, where demagnetization fields are denoted by the smaller red 
arrows 6 
Figure 1 - 6: Perpendicular recording and its respective media bit orientation and 
detected transitions, where demagnetization fields are denoted by the smaller red 
arrows 8 
 
Figure 2 - 1: PRML channel configuration 13 
Figure 2 - 2: PR4 delay tap representation 14 
Figure 2 - 3: PR4 eye diagram 15 
Figure 2 - 4: Two separate histograms for two different PR4 systems 16 
Figure 2 - 5: Illustration of the chosen branches versus ignored branches 17 
Figure 2 - 6: A generalized partial response channel representation 20 
Figure 2 - 7: General NPML configuration 23 
Figure 2 - 8: A typical RAM-based NPML configuration 24 
Figure 2 - 9: Illustration of the correlated-ness of the noise derived from the difference 
between the implemented and the ideal equalizer case 26 
Figure 2 - 10: PDNP maximum likelihood detection scheme 27 
 x 
 
Figure 2 - 11: LDPC code representation (n, k) where n=4 and k=1 32 
Figure 2 - 12: Illustration of two property variables, wc and wr, of parity matrix 33 
Figure 2 - 13: Derivation steps for the generator matrix, G from the parity matrix, H 
 34 
 
Figure 3 - 1: This SEM image of writer A’s pole area shows the writer geometry at 
air-bearing surface 41 
Figure 3 - 2: This SEM image of writer B’s pole area shows the writer geometry at 
air-bearing surface 42 
Figure 3 - 3: The footprint data pattern and alignment pattern is recorded onto a DC 
erased track with a band AC erased background 43 
Figure 3 - 4: Illustration of the 3 conditions to determine the retrieval of the footprint 
from the read-back signals 44 
Figure 3 - 5: Averaged writer profile of writer A at 55 mA after revolution and down 
track footprint averaging 46 
Figure 3 - 6 (a): Down - track view of 50 mA footprint with 8 bits low frequency 
region 47 
Figure 3 - 6 (b): Down - track view of 50 mA footprint with 10 bits low frequency 
region 47 
Figure 3 - 6 (c): Down - track view of 50 mA footprint with 12 bits low frequency 
region 47 
Figure 3 - 6 (d): Down - track view of 50 mA footprint with 14 bits low frequency 
region 47 
Figure 3 - 7 (a): Top surface view of 50 mA footprint with 8 bits low frequency region
              48 
 xi 
 
Figure 3 - 7 (b): Top surface view of 50 mA footprint with 10 bits low frequency 
region 48 
Figure 3 - 7 (c): Top surface view of 50 mA footprint with 12 bits low frequency 
region 48 
Figure 3 - 7 (d): Top surface view of 50 mA footprint with 14 bits low frequency 
region 48 
Figure 3 - 8 (a): Top surface view of 50 mA footprint gradient with 8 bits low 
frequency region           49 
Figure 3 - 8 (b): Top surface view of 50 mA footprint gradient with 10 bits low 
frequency region 49 
Figure 3 - 8 (c): Top surface view of 50 mA footprint gradient with 12 bits low 
frequency region 49 
Figure 3 - 8 (d): Top surface view of 50 mA footprint gradient with 14 bits low 
frequency region 49 
Figure 3 - 9 (a): Top surface view of 20 mA footprint gradient with 8 bits low 
frequency region           50 
Figure 3 - 9 (b): Top surface view of 25 mA footprint gradient with 8 bits low 
frequency region 50 
Figure 3 - 9 (c): Top surface view of 30 mA footprint gradient with 8 bits low 
frequency region 50 
Figure 3 - 9 (d): Top surface view of 35 mA footprint gradient with 8 bits low 
frequency region 50 
Figure 3 - 10 (a): Top surface view of 40 mA footprint gradient with 8 bits low 
frequency region           51 
 xii 
 
Figure 3 - 10 (b): Top surface view of 45 mA footprint gradient with 8 bits low 
frequency region 51 
Figure 3 - 10 (c): Top surface view of 50 mA footprint gradient with 8 bits low 
frequency region 51 
Figure 3 - 10 (d): Top surface view of 55 mA footprint gradient with 8 bits low 
frequency region 51 
Figure 3 - 11: Top surface view of 60 mA footprint gradient with 8 bits low frequency 
region             52 
Figure 3 - 12 (a): 3D view of writer A’s cross track against down track noise profile at 
55 mA             53 
Figure 3 - 12 (b): Top view of writer A’s cross track against down track noise profile 
at 55 mA 53 
Figure 3 - 13 (a): 3D view of writer A’s cross track against down track noise profile at 
45 mA             54 
Figure 3 - 13 (b): Top view of writer A’s cross track against down track noise profile 
at 45 mA 54 
Figure 3 - 14 (a): Averaged writer profile of writer B at 25 mA after revolution and 
down track footprint averaging         55 
Figure 3 - 14 (b): Averaged writer profile of writer B at 55 mA after revolution and 
down track footprint averaging 55 
Figure 3 - 15 (a): 3D view of writer B’s cross track against down track noise profile at 
25 mA             56 
Figure 3 - 15 (b): Top view of writer B’s cross track against down track noise profile 
at 25 mA 56 
 xiii 
 
Figure 3 - 16 (a): 3D view of writer B’s cross track against down track noise profile at 
55 mA             57 
Figure 3 - 16 (b): Top view of writer B’s cross track against down track noise profile 
at 55 mA 57 
Figure 3 - 17: A plot showing the SNR of writer A’s trailing edge region against the 
different writing currents, 55 mA is the optimal writing condition here    58 
Figure 3 - 18: A plot showing the SNR of writer B’s trailing edge region against the 
different writing currents, 25 mA is the optimal writing condition here 59 
Figure 3 - 19 (a), (b): Writer A’s single footprint and averaged footprint at 50 mA 
respectively            62 
Figure 3 - 19 (c), (d): Writer B’s single footprint and averaged footprint at 50 mA 
respectively 62 
Figure 3 - 20 (a): Gradient plot of writer A’s average footprint at 50 mA    63 
Figure 3 - 20 (b): Gradient plot of writer B’s average footprint at 50 mA 63 
Figure 3 - 21 (a), (c): Writer A’s mean profile of 200 footprint jitter data (un-zoomed 
and zoomed version)           64 
Figure 3 - 21 (b), (d): Writer B’s mean profile of 200 footprint jitter data (un-zoomed 
and zoomed version) 64 
Figure 3 - 22 (a), (c): Writer A’s standard deviation profile of 200 footprint jitter data 
(un-zoomed and zoomed version)         65 
Figure 3 - 22 (b), (d): Writer B’s standard deviation profile of 200 footprint jitter data 
(un-zoomed and zoomed version) 65 
Figure 3 - 23 (a): Writer A’s mean jitter profile vs writing current at 3 different 
regions (TC: track centre, PO: positive offset, NO: negative offset)     66 
 xiv 
 
Figure 3 - 23 (b): Writer B’s mean jitter profile vs writing current at 3 different 
regions (TC, PO, NO) 66 
Figure 3 - 24 (a): Jitter profile (3D view)        66 
Figure 3 - 24 (b): Jitter profile (Side View) 66 
Figure 3 - 25 (a): Averaged footprint         67 
Figure 3 - 25 (b): Jitter profile (TC) 67 
Figure 3 - 25 (c): Jitter profile (PO) 67 
Figure 3 - 25 (d): Jitter profile (NO) 67 
 
Figure 4 - 1: Conventional magnetic recording with its wrapped around shield 69 
Figure 4 - 2: Shingled magnetic recording with its specially designed shield 70 
Figure 4 - 3 (a): M7 error analyzer add-on board for the Guzik spin-stand 71 
Figure 4 - 3 (b): Guzik spin-stand DTR3004 setup       71 
Figure 4 - 4: Typical movement of the reader when it scans cross-track along the 
down-track direction for the BER values. 72 
Figure 4 - 5: Typical BER curve with a single side AC erasure track squeeze from the 
negative offset 73 
Figure 4 - 6: Illustration of a typical 747 test scheme 73 
Figure 4 - 7: Design track pitches for the 747 curves 74 
Figure 4 - 8: When no data is input, spectrum analyzer displays a higher decibel of 
background noise at the higher frequencies 75 
Figure 4 - 9 (a): Frequency plots of the read-back at different frequency writing 76 




Figure 4 - 10: Experimental data of the frequency roll-off curve done using Guzik 
spin-stand 77 
Figure 4 - 11 (a): TAA of written frequency 100-500 MFlux/s at 22 mm location with 
media rotating at 5400 rpm          80 
Figure 4 - 11 (b): TAA of written frequency 600-800 MFlux/s at 22 mm location with 
media rotating at 5400 rpm 80 
Figure 4 - 11 (c): TAA of written frequency 900-1400 MFlux/s at 22 mm location with 
media rotating at 5400 rpm 80 
Figure 4 - 12 (a): 900 MFlux/s writing at 22 mm location with media rotating at 5400 
rpm             81 
Figure 4 - 12 (b): 1100MFlux/s writing at 22 mm location with media rotating at 5400 
rpm 81 
Figure 4 - 12 (c): 1000 MFlux/s writing at 22 mm location with media rotating at 5400 
rpm 81 
Figure 4 - 12 (d): 1200 MFlux/s writing at 22 mm location with media rotating at 5400 
rpm 81 
Figure 4 - 13 (a): 1400 MFlux/s writing        82 
Figure 4 - 13 (b): 934, 944 MHz system peak still present in 1400 MFlux/s writing 82 
Figure 4 - 13 (c): 1400 MFlux/s data peak not detected 82 
Figure 4 - 13 (d): 357 MHz system peak still present in 1400 MFlux/s writing 82 
Figure 4 - 14: Track average amplitude (TAA) of the cross-track profile of the 600 
MFlux/s writing read-back with and without the overwrite filter     83 
Figure 4 - 15: 100 revolution averaged spectrum data across the cross-track 85 
Figure 4 - 16: Amplitude against frequency view of the cross-track spectrum profile 86 
Figure 4 - 17: Cross-track profile view of the spectrum data 87 
 xvi 
 
Figure 4 - 18: Top down profile view of the spectrum data 87 
Figure 4 - 19: 3D view 1 of data frequency peak 88 
Figure 4 - 20: 3D view 2 of data frequency peak 88 
Figure 4 - 21: 3D view 3 of data frequency peak 89 
Figure 4 - 22: Dissection of the written 300 MHz spectrum into its individual detected 
frequencies 90 
 
Figure 5 - 1: Illustration of the written shingled test scheme      94 
Figure 5 - 2: Illustration of the overwrite ratio test 95 
Figure 5 - 3: Illustration of the reverse overwrite ratio test 96 
Figure 5 - 4: Illustration of the triple track test to derive the erasure bands 97 
Figure 5 - 5: Illustration of the erasure bands from the center data track 98 
Figure 5 - 6: Illustration of the write/read test to derive the magnetic read width 
(MRW) of the reader 99 
Figure 5 - 7: Illustration of the process of squeezing the data track using the AC 
erasure track 102 
Figure 5 - 8: Experimental results of the squeezing effect on the read-back TAA after 
track squeezing from the positive offset at linear density of 1837 kFCI 103 
Figure 5 - 9: Experimentally derived track width versus track squeeze plot 104 
Figure 5 - 10: Illustration of the experimentally derived track width at different AC 
erasure track offset using the corresponding set of read-back TAA data 105 
Figure 5 - 11: Actual experimentally derived track erasure values at different AC track 
offset 105 
Figure 5 - 12 (a): Anaconda M7 track profile test to conduct the experiment and to 
retrieve the data points of the BER bathtub curve 106 
 xvii 
 
Figure 5 - 12 (b): The configuration setup for the old and interfering tracks 107 
Figure 5 - 13: BER bathtub curve for single side track squeeze at linear density of 
1837 kFCI 108 
Figure 5 - 14: BER bathtub curve for single side track squeeze at linear density of 
1939 kFCI 108 
Figure 5 - 15: BER bathtub curve for single side track squeeze at linear density of 
2041 kFCI 109 
Figure 5 - 16: Plot of the absolute value of the minimum BER detected for different 
linear densities 110 
Figure 5 - 17: Screenshot of the shingled overwrite test setup 112 
Figure 5 - 18 (a): Step 1 of shingled write overwrite test    113 
Figure 5 - 18 (b): Step 2 of shingled write overwrite test 113 
Figure 5 - 18 (c): Step 3 of shingled write overwrite test 113 
Figure 5 - 18 (d): Step 4 of shingled write overwrite test 113 
Figure 5 - 19 (a): Reverse overwrite ratio of 13T signal overwriting the 2T data at 
different shingled track squeeze at different linear densities    114 
Figure 5 - 19 (b): Reverse overwrite ratio of 13T signal overwriting the 2T data at 
different shingled track squeeze for selected linear densities of 1225, 1429, 1633, 
1837 kFCI 114 
Figure 5 - 19 (c): Overwrite ratio of 2T signal overwriting the 13T data at different 
shingled track squeeze at different linear densities 114 
Figure 5 - 19 (d): Overwrite ratio of 2T signal overwriting the 13T data at different 




Figure 5 - 20: Plot of the track paramters namely MWW and MRW retrieved for 
different written linear densities       115 
Figure 5 - 21 (a): BER trends for different linear densities 116 
Figure 5 - 21 (b): Zoomed in view of the BER trends for different linear densities 116 
Figure 5 - 22: Conventional test - Guzik M7 Anaconda configuration setup for the 747 
test 116 
Figure 5 - 23: Illustration of the method of deriving the OTRC values to plot the 747 
curves from the BER plots 118 
Figure 5 - 24: Comparison of areal density vs linear density for conventional and 





List of Abbreviations 
3D  Three Dimensional 
AC  Alternating Current 
ad   Areal Density 
AFC   Anti-Ferromagnetically Coupled 
AWGN  Addictive White Gaussian Noise 
BAR  Bit-Aspect Ratio 
BCH  Bose-Chaudhuri-Hocquenghem 
BCJR  Bahl-Cocke-Jelinek-Raviv 
BER   Bit Error Rate 
bl   Bit Length 
BLER  Block Error Rate 
BPMR  Bit-Pattern Media Recording 
CGC   Coupled Granular/Continuous 
DC  Direct Current 
e.g.  For Example 
EPR4  Extended Class-4 Partial Response 
GMR   Giant Magneto-Resistance 
GPR  Generalized Partial Response 
HAMR  Heat-Assisted Magnetic Recording 
HDD   Hard Disk Drive 
IBM  International Business Machines Corporation 
inf   Infinity 
ISI  Inter-Symbol Interference 
ITI  Inter-Track Interference 
 xx 
 
ld   Linear Density 
LDPC  Low-Density Parity-Check 
LMS  Least Mean Square 
MAP  Maximum A Posteriori 
MD  Middle Diameter 
ML  Maximum Likelihood 
MLSD  Maximum Likelihood Sequence Detection 
MMSE  Minimum Mean Square Error 
MR   Magneto-Resistance 
MRW  Magnetic Read Width 
MWW  Magnetic Write Width 
NLTS  Non-Linear Transition Shifts 
NO  Negative Offset 
NP  Non-Deterministic Polynomial Time 
NPML  Noise-Predictive Maximum-Likelihood 
OTRC   Off-Track Read Capability 
PDNP  Pattern Dependent Noise Predictive 
PO  Positive Offset 
PR  Partial Response 
PR4  Class-4 Partial Response 
PRML  Partial Response Maximum Likelihood 
PW50  Pulse Width at 50 % Amplitude Point of Channel Step Response 
RAM  Random-Access Memory 
RS  Reed Solomon 
SEM  Scanning Electron Microscope 
 xxi 
 
SNR   Signal to Noise Ratio 
SQTP  Squeeze Track Pitch 
SUL   Soft Under-Layer 
TAA   Track Average Amplitude 
TC  Track Center 
td   Track Density 
TFC  Thermal Fly-Height Control 
TGMR  Tunneling Giant Magneto-Resistance 
tp   Track Pitch 




List of Symbols 
rpm  Rounds Per Minute 
μm  Micro-Metre 
EB   Energy Barrier for Spontaneous Switching 
V   Volume of Magnetic Grains 
Ku   Anisotropy Constant 
     Boltzmann Constant 
H0   Magnetization Head Field 
Ms   Saturation Magnetization 
FeCo  Iron Cobalt 
μ0   Vacuum Permeability 
T   Tesla 
           Thermal Stability Factor 
Tbpsi  Tera-Bits per Inch Square 
D   Delay Operator 
tk   Sampling Time Instance, k 
λ   Lagrange Multiplier 
k-byte  Kilo-Byte 
k-bit  Kilo-Bit 
GF(2)  Modulo – 2 Operation 
XOR  Exclusive OR Operation 
AND  AND Operation 
I(n-k) by (n-k) Identity Matrix 
nm  Nano-Metre 
Gb/in2  Giga-Bits Per Square Inch 
 xxiii 
 
v   Velocity 
Mbits/s Mega-Bits Per Second 
mA  Milli-Ampere 
GS/s  Giga-Samples Per Second 
Gb/platter Giga-Byte Per Platter 
MFlux/s Mega-Flux Per Second 
MHz  Mega Hertz 
mV  Milli-Volt 
μA  Micro-Ampere 
mm  Milli-Metre 
rps  Rounds Per Second 
dB  Decibel 
ps   Pico-Second 
mW  Milli-Watt 
kFCI  Kilo-Flux Change Per Inch 
kBPI  Kilo-Bits Per Inch 
kbpsi  Kilo-Bits Per Square Inch 
PI  Mathematical Constant: Ratio of Circle's Circumference to its 
Diameter, 3.14159 
Gbpsi Giga-Bits Per Square Inch 
SI  Standard Unit 
m/s Metre Per Second 




Chapter 1: Introduction 
 
1.1 Trend of hard disk drive (HDD) technology 
Following the internet boom age in the 1990s and the current prevalent usages of 
mobile smart phones, more and more digital data are generated and thus there is a 
need to be able to store the massive digital data generated reliably and cost-effectively. 
Magnetic recording started to be prevalent in the late 1940s after the World War 2 to 
the 1980s [1]. That was the age of magnetic tape recording, where strips of magnetic 
tapes were used to record data and playback data for commercial and industrial 
purposes.  
 Magnetic disk drive technology started in the 1950s. The very first magnetic hard 
disk drive was introduced by International Business Machines Corporation (IBM) on 
September 13, 1956 [2, 3]. The drive system also known as IBM 350 was 60 inches 
long, 68 inches high and 29 inches deep. It was configured with 50 magnetic disks 
containing 50,000 sectors, each of which held 100 alphanumeric characters, for a 
capacity of 5 million characters. The disks rotated at 1,200 rpm, tracks (20 tracks per 
inch) were recorded at up to 100 bits per inch, and typical head-to-disk spacing was 
800 micro-inches. 
 In June 2, 1961, IBM introduced the disk storage system, IBM 1301 [4, 5]. The key 
aspect of the breakthrough is the dynamic air-bearing technology, which allowed the 
read/write head to “float” over the surface of the high speed rotating disk to a head-
disk spacing of merely 6 m. It was the first drive to use heads that were 
aerodynamically designed to fly over the rotating disk surface on a thin layer of air. 
 IBM 2310 was the first drive to use the voice-coil motor (VCM) technology for 
accessing heads across the media [6]. IBM 3330 [7] was on the other hand the first 
 2 
 
drive to apply the VCM technology to do track-following with the servo system. This 
allowed the drive to respond to the servo and achieve better track density with high 
reliability than older drives. 
 In 1973, IBM introduced the IBM 3340 disk drive, together with the Winchester 
technology [8]. The key technology breakthrough was the usage of a smaller and 
lighter write/read head that has a ski-like head design, thus flying nearer to the media 
to only 0.4 m above the surface of the disk [9] which doubled the storage density to 
nearly 1.7 million bits per square inch. The Winchester design which pioneered the 
use of low cost, low-mass, low-load, landing heads with lubricated disks [10], was 
one of the key technologies considered to be the father of modern hard disk. 
 In 1980s, Seagate technology introduced the first hard disk drive, ST506 for micro-
computers [11]. The disk held 5 megabytes of data and was a full height 5.25 inch 
drive. Rodime made the first 3.5 inch rigid disk drive, RO352 in 1983 [12], which the 
3.5 inch size quickly became one of the popular standard form factor for desktops and 
portable systems. PrairieTek was the first company to come up with the 2.5 inch disk 
drive [13], which the 2.5 inch size has become one of the popular standard form 





Figure 1 - 1: IBM hard disk drives (HDD) evolution chart [14] 
 
 
Figure 1 - 2: Areal density progress in magnetic recording and some of the key 
technology discoveries [15] 
 
Since then, magnetic recording technology has evolved. Due to the high precisions 
and advancement of the recording head and media technology, the hard disks are able 
to have high areal density of up to 700 Gbits/inch
2
 thus the capability to store 
gigabytes of data per platter. Figure 1-1 shows an informative chart that describes the 
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timeline of the evolution of IBM HDD. It shows the different form factors (14/10.8, 
3.5, 2.5, 1.0 inch) that has evolved since and the capacity of those drives. Figure 1-2 
shows the areal density progress in magnetic recording and some of the key 
discoveries which include the thin film head, magneto-resistance (MR) head, giant 
magneto-resistance (GMR) head and the anti-ferromagnetically coupled (AFC) media 
technologies. Note that these above technology mentioned is not an exhaustive list of 
the key technologies that has affected the hard disk drive industry and that there are 
many others like the tunneling GMR (TGMR) head, coupled granular/continuous 
(CGC) media technology etc., which shall not be elaborated as it is not within the 
scope of this thesis.  
 
1.2 Magnetic recording tri-lemma and super-paramagnetic limit 
 
 
Figure 1 - 3: Magnetic recording tri-lemma issue 
 
In magnetic recording, the tri-lemma issue affects the media and head design. This 
tri-lemma issue is illustrated in Figure 1-3 [16, 17]. In magnetic recording, small 
 5 
 
magnetic grains would help to reduce the media jitter noise and improve the signal to 
noise ratio (SNR) significantly (SNR is proportional to N
1/2
, where N is the number of 
grains in a bit).  However, the small volume of the small grains is thermally unstable, 
which will result in unreliable long term storage of data in these media (Energy 
barrier for spontaneous switching, EB is proportional to the volume of grains, V). This 
issue could be resolved by introducing media material with high anisotropy constant, 
Ku. However, high Ku media would require a higher magnetization head field, H0 to 
magnetize it. High H0 field on the other hand is usually produced by using higher 
currents or more coils around a soft ferro-magnetic core element that has high 
saturation magnetization, Ms value. But the writing fields has been remained constant 
due to material constraints where the FeCo material used has a fixed known saturation 
magnetization, 0Ms of 2.4T [17]. Due to these constraints, there is a need to find a 
compromise between writability, thermal stability and medium SNR.   
 
 
Figure 1 - 4: Illustration of the super-paramagnetic behavior in relation with the energy 
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From Figure 1-4, the super-paramagnetic limit occurs when the energy barrier of 
the magnetic grains are below a certain energy barrier. The energy barrier of the 
grains is proportional to the terms KuV. Meaning to say if the volume of the grains is 
made smaller, the probability density against the energy barrier curve of the grains 
will be shifted to the left and a higher probability of the grains would be in the super-
paramagnetic region where the grains will exhibit higher thermal agitation and may 
not be able to store magnetic transitions reliably. For good thermal stability, 
depending on the operating temperature in the environment, the thermal stability 
factor,            is recommended to be above 60 [18]. 
With the tri-lemma and super-paramagnetic knowledge as the background, a brief 
description of the key recording technologies will be given. 
 
1.3 Key recording technologies 
 1.3.1 Longitudinal recording 
 
 
Figure 1 - 5: Longitudinal recording and its respective media bit orientation and 





For 50 years or so, longitudinal recording has been widely used by the hard disk 
industry. Figure 1-5 shows the longitudinal recording and its respective media bit 
orientation and detected transitions. In longitudinal recording, the bits are aligned 
parallel to the disk surface. Note that the demagnetization fields denoted by the 
smaller red arrows are also aligned parallel to the magnetization of the media. This 
implies that the magnetic force by the demagnetization field is also along the same 
direction. The magnetic head is able to detect the magnetic transitions as it flies along 
the disk surface. When it encounters a transition between the different bit orientations, 
the magnetic head will also register a similar jump in the read-back voltage using its 
sense current detection scheme. Minimal changes of the read-back voltage will be 
registered when no magnetic bit transitions are detected. With these known behaviors, 
one could design drives that register the jumps as the different transition region for 
different bit orientation and thus storing information using the detected signals and 
written magnetic bit orientation on the media. 
There are however issues affecting longitudinal recording. One issue with 
longitudinal recording is that it faced high demagnetization field at higher recording 
densities, implying a limit in the recording density. This is due to the magnetic dipoles 
of opposite orientation being placed nearer and nearer to each other as densities 
increases, thus increasing the interaction forces in between. This is also one of the 
serious limitations of longitudinal recording that caused hard disk manufacturers to 




 1.3.2 Perpendicular recording 
 
 
Figure 1 - 6: Perpendicular recording and its respective media bit orientation and 
detected transitions, where demagnetization fields are denoted by the smaller red 
arrows 
 
Perpendicular recording [20] was first commercially implemented in 2005. Figure 
1-6 shows a diagram of magnetic grains and its respective bit orientation and detected 
transitions. Note that the magnetic dipoles are arranged perpendicularly to the disk 
surface. It is this unique orientation that allows the media to have more compact grain 
structure yet be able to have minimal demagnetization field across the grain boundary. 
The perpendicular orientation actually allows intermediate grains to have good 
magnetic coupling as well. Furthermore, current media structure of the perpendicular 
media includes the soft under-layer (SUL). This SUL acts as a layer that strengthens 
the magnetic field produced by the magnetic head to the magnetic layer. What this 
does is that the magnetic head could be reduced in size thus increasing its resolution 
but at the same time be able to create enough magnetization field to magnetize the 
perpendicular media. 
However, conventional perpendicular hard disks currently increase the areal 
density to the stage where they have reduced the grain size to the point that they are 
reaching the super-paramagnetic limit. In order to overcome the super-paramagnetic 
limit and continue the push for areal density gains, there is thus a need to consider 




 1.3.3 Heat-assisted magnetic recording (HAMR) 
 HAMR refers to heat-assisted magnetic recording. The working principle of HAMR 
technology is to increase the temperature during writing. By increasing the 
temperature, the high coercivity media will become writable by the write head. This 
method of implementation allows the potential usage of high Ku, small grains media 
that are thermally stable at room temperature yet still remain writable when high heat 
is applied before or during writing. This technology has in fact been proven to work 
with a recent 1Tbpsi demo by Seagate [21]. Current HAMR recording is limited by the 
switching field distribution and thermal spot size [22]. The HAMR technology is still 
under much research and the cost of developing and integrating the magnetic head 
with a high power efficient laser heating source, however is still considered high, 
which is one of the reasons why the perpendicular media recording has not 
transitioned over to the HAMR. 
 
 1.3.4 Bit-pattern media recording (BPMR) 
 BPMR is a technology that records data in a uniform array of magnetic grains, 
storing one bit per grain, as opposed to conventional hard-drive technology, where 
each bit is stored in a few hundred magnetic grains [15, 16]. The media consists of a 
periodic array of discrete magnetic elements either prepared artificially by different 
lithography techniques or self-organized spontaneously. Each element is a bit that is 
almost isolated from other elements but the magnetization inside the bit is much 
strongly exchange coupled as compared to the conventional recording media. 
Therefore, the corresponding energy barrier is larger and the thermal stability is 
improved. Another advantage of patterned media is that it eliminates the transition 
noise between bits since the bits are completely separated. However, the cost of 
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making media using lithography remains still a high cost due to the need to use 
advanced lithography techniques for the high resolution of the bit wells required. In 
addition, writing/reading of the bits on the media requires much more precision and 
control techniques.  
 
1.4 Research objective and thesis structure 
Unlike the HAMR and BPMR technology that was described in the previous 
sections, shingled writing is seen to be one of the possible cost effective ways to 
improve the areal density yet without many changes to the current conventional 
recording media and head structure. This explains the rationale of conducting the 
research on shingled recording in this Master’s Thesis report. In this thesis, the focus 
will be to look at some of the factors affecting the performance of a conventional 
recording system before looking at the shingled system and the potential areal density 
gain against a conventional system using a commercial spin-stand. 
 This thesis is divided into 5 chapters. 
 Chapter 1 gives a brief introduction of the trend of the hard disk drive technology 
and the need to continue the areal density push. The key important issues affecting 
magnetic recording: the magnetic recording tri-lemma and the super-paramagnetic 
limit were described. With the key issues affecting the areal density push as a 
background, key magnetic recording technologies like the longitudinal recording, 
perpendicular recording, HAMR and BPMR was briefly described to the reader.  
 With these as a background, chapter 2 will then proceed to discuss about read 
channels. This will allow the readers to understand the different types of recording 
channels available to assist in the decoding of the read-back signal and some of the 
issues affecting their implementation in the hard disk industry. 
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 Chapter 3 then proceeds to look at the writing process induced media noise which 
is one of the dominant noise sources in magnetic recording as linear densities increase. 
Transition jitter which is one of the dominant media noise will also be looked into 
where the probabilities of transition jitter at different off-track positions will be 
analyzed. 
 Chapter 4 will look at the track edge noise and its impact to bit error rates (BER) 
and off-track read capability (OTRC). The writing performance of the recording 
system will be looked at both in the time domain in terms of track average amplitude 
(TAA) and the spectral domain where data is captured using a spectrum analyzer. 
 Chapter 5 will touch on the implementation of shingle writing and some of the 
important parameters that characterize a recording system. The experimental result of 
the potential areal density gain of a shingled system against a conventional magnetic 
recording system will also be studied. 
 Chapter 6 will then conclude the findings and provide a brief summary of the work 
done in this thesis. Recommendations on the future research in this topic will also be 




Chapter 2: Read channels 
 
2.1 Introduction 
In a recording system, the system is prone to be influenced by different noise 
sources. The definition of noise implies that it is some undesirable signals that 
influence the data. Such effects can be random or repeatable and usually 
uncontrollable but steps could be taken to reduce the effects of noise for example via 
averaging to remove random noise. In general, there are 3 main types of noise 
influencing the magnetic recording system. Read noise is usually caused by the 
random magnetic head and electronics noise when current is passed through the 
resistant based body. Media noise is often repeatable and related to the magnetic 
media’s grain distribution and magnetic field distribution of the head during the 
writing process. Pattern dependent noise usually occur due to the effects of similar or 
opposite neighboring magnetic grains thus causing non-linear pattern dependent 
transition shifts at the grain boundaries due to the influence of the neighboring 
demagnetization or magnetic fields . Such noises would corrupt the data during the 
writing and reading process and thus cause interpretation errors to the user if the user 
reads back the signal without doing any signal processing or corrections. 
In current practical magnetic read-back channels, signal processing is used to 
process the read-back signal before the data is written and after the data is read-back 
at the user side. In this chapter, conventional read channels, partial response 
maximum likelihood (PRML) channel will be reviewed upon before looking at more 
advanced read channels like the low-density parity-check (LDPC) channel or pattern 
dependent noise predictive (PDNP) channels. 
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2.2 PRML channel 
 
 
Figure 2 - 1: PRML channel configuration 
 
A typical PRML channel configuration is shown in Figure 2-1 [23, 24, 25, 26]. PR 
in PRML means partial response, while ML means maximum likelihood. PRML is 
based on two major assumptions: a) The shape of the read-back signal from an 
isolated transition is exactly known and determined, b) The superposition of signals 
from adjacent transitions is linear. 
Conversion of the read-back signal to the partial response (PR) signaling scheme is 
required before the signal is passed through the PRML channel. This conversion is 
usually done via an equalizer. Typical PR signals used are the EPR4, PR4. More 
details about these PR signals will be given in the following paragraphs. As for the 
maximum likelihood (ML) detection scheme used, a popular implementation is the 
Viterbi detector which shall be also further described in the following paragraphs. 
 
 2.2.1 PR signaling 
When a signal is band limited in the time domain, it will have an infinite range in 
the frequency domain. On the other hand, if the signal is restricted to be band limited 
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in the frequency domain, it will have an infinite span in the time domain. Either way, 
one has to decide between recovering the overall signal in the time or frequency 
domain by restricting the signal’s band accordingly in its desired domain. It is well 
known that time domain mixed signals can be recovered via the frequency domain by 
doing Nyquist sampling. This explains a need to have band limited frequency input 
signal through a channel for the sampling process to occur effectively. This implies 
the inevitable need to allow certain amount of inter-symbol interferences (ISIs) in the 
time domain from the individual signals. 
What PR signal scheme does is that it allows a certain known amount of 
interference from each signal, and then the equalizer and decoding scheme are 
designed based on the interferences introduced. For example, Figure 2-2 shows the 
PR4 scheme where the characteristic polynomial is 1-D
2
. The D operator simply 
means to delay the signal for one sampling instant. For any equalized PR4 signal, it 
can accommodate 3 distinct values namely [-1, 0, 1] due to the PR4 filter 
configuration. These values could be derived by passing a di-pulse signal through the 
PR4 filter. The PR4 scheme is suitable for longitudinal recording and is able to reject 
away DC noise due to its characteristic differential polynomial. 
 
 




Perpendicular recording channels on the other hand are more suited to use the 
EPR4 scheme due to a more matching frequency response plot with the perpendicular 




. Similarly, the EPR4 
filter should only produce 5 amplitudes namely [-1, -0.5, 0, 0.5, 1], which could be 
derived by passing a di-pulse signal through the EPR4 filter. 
 The performance of a PR filter could be analyzed via the eye diagram. A random 
data pattern would be written on the disk and the read-back signal would be passed 
through the PR equalizer. The output of the PR equalizer would be synchronized with 
equalizer sampling clock and repeatedly displayed on the same plot for every 
sampling period. Depending on the number of characteristic amplitudes, the signal 
would cut through those amplitude points and if the samples do not overlap each other, 
“eyes” would appear in the eye diagram plots. Figure 2-3 shows a typical eye diagram 
for the PR4 system [27].  
 
 




 The performance of the PR system could also be evaluated by plotting out the 
histogram of the output signals. Figure 2-4 shows two separate histograms of the 
output signals from two different PR4 systems [27]. In comparison, plot (a) in Figure 
2-4 has better performance in terms of the PR4 implementation due to its more 
distinct data histograms as compared to plot (b) in Figure 2-4, which has a more 
varied and spread out distribution.  
 
Figure 2 - 4: Two separate histograms for two different PR4 systems 
 
 Note that at the design stage of the PR polynomial, the frequency response of the 
system response without any PR filter implementation should be plotted first and 
compared with the ideal PR target frequency response. This allows analysis of the 
degree of fitting and allows user to estimate the amount of bandwidth and gain 
compensated when the PR filter is applied to the system [27]. 
   
 2.2.2 Viterbi detector 
After controlled interferences are introduced into the system, it is necessary to have 
a detection scheme to know what the received transmitted signals are at the detector 
side. Maximum likelihood sequence detection (MLSD) detectors [28] are often used to 
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perform signal detection in ISI channels. Viterbi detection is one specialized scheme 
of maximum-likelihood detectors that is commonly used in hard disk industries. The 
Viterbi algorithm was proposed by Andrew Viterbi in 1967 as a decoding algorithm 
for convolutional codes over noisy digital communication links [29]. The Viterbi 
algorithm is a ML algorithm such that it minimizes the error probability between the 
transmitted and received code-words via probability branch metrics and cost values. It 
is commonly used for decoding convolutional codes. The algorithm works on states 
which is a sequence of bits. The detector itself, if based on Viterbi algorithm, has to 
have prior knowledge of the possible input states, possible transitions to next states 
and the output result of such transitions.  
 
 
Figure 2 - 5: Illustration of the chosen branches versus ignored branches 
 
The Viterbi algorithm will store a list of the probable paths and transition states. 
Whenever there are transitions of states, the Viterbi will calculate the metric for the 
possible branches and the highest probable branch which lead to the next state from a 
possible valid previous state will be recorded. For example using the illustration from 
Figure 2-5, the states, S1 and S2 at tk+1 have incoming transitions from S1 and S2. For 
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S1, there are branch cost values of 0.6 and 0.5 leading to the state. Being a maximum 
likelihood detector, due to the higher cost value, it will register the transition as S1 
state at tk entering the state S1 at tk+1. For S2 state, it will register the transition as S2 
entering S2. This process will continue until the case where both branches leading to 
next states come from only one input state. That is when that individual input state 
will be registered as the detected ML output state and all other states at that particular 
time instant could then be removed. After which, the Viterbi algorithm will continue 
the decoding process from that input state, if the data set is not fully decoded or if 
additional signals enter. 
 
 2.2.3 Design of equalizers and generalized partial response (GPR) targets 
  2.2.3.1 Equalizers 
  As described above, before read-back signals are fed back into the Viterbi 
detector for detection, the signals are required to be processed further to reduce the 
noise and also to shape the signaling scheme to the desired PR scheme. With the 
knowledge of the input signal, X and output signal, Y, where X and Y are matrices, a 
simple equalizer made up of delay filter taps with its coefficients equal to A could be 
derived. (Equation 2-1) 
 
      
        
( 2 - 1)
 
 
 However, sometimes multiple solutions might be possible for the system; 
therefore it is usually common that the minimal possible error be used as a factor to 
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derive the filter taps. Minimization of the Jacobian matrix of the PR system with the 
input signal matrix, s [27] will result in the following equations (Equations 2-2, 2-3):  
 
            
     




              
    
                                 







          
          
            
                                           
                                    
                                         
   
                
                                                             






where m is the length of the input signal, n is the number of filter taps used 
(2 - 3) 
 
  These equations 2-2, 2-3 allow the equalizer tap matrix, H to be derived. By 
applying the matrix on the taps, the filter taps will then try to shape any input signal to 




  2.2.3.2 Generalized partial response (GPR) 
 
  
Figure 2 - 6: A generalized partial response channel representation 
 
  GPR is considered as a more generalized form of the PR target. In 
comparison, GPR has no restriction to holding non-integer values for its filter tap 
elements and as a result is allowed more versatile shaping of the input signals at the 
expense of more calculation involved. Figure 2-6 shows a generalized partial response 
channel representation [30]. In comparison with a partial response system, there is an 
addition of the feedback loop from the partial response output which is used to 
subtract against a generalized partial response target H(D). This additional feedback 
loop allows the system to retrieve the difference, wk between PR system output, ck and 
ideal PR output, dk. By minimizing the expectation of wk based on the minimum mean 
square error (MMSE) and with the monic constraint, h0 = 1 approach, the 
corresponding filter tap values could then be retrieved with the following equations 
(Equation 2-4, 2-5, 2-6) [30]: 
 
   
 
               
 




                  
(2 - 5) 
 
        
(2 - 6) 
 
  In the equations 2-4, 2-5, 2-6, H is the ideal GPR target, having the elements 
[ho h1 .. hL-1]
T
 while F is the PR equalizer target, having the elements [f-K … f0 … fK]
T
. 
H is a L length filter while F is a 2K+1 length filter. λ is the Lagrange multiplier. I is 
an L-element column vector whose first element is 1 and the rest are 0s. A is an L by L 
autocorrelation matrix of the binary input sequence, ak. M is the N by L cross-
correlation matrix of the received sampled sequence, sk and binary input sequence, ak 
where N is the number of equalizer coefficients (N=2K +1). R is the N by N 
autocorrelation matrix of the received sampled sequence sk. 
  From the literature [30], using this setup and with K=10, the GPR channel has 
been tested to perform better in terms of SNR as compared to PR system.   
  
2.3 Noise-predictive maximum-likelihood (NPML) channel 
 The noise-predictive maximum-likelihood (NPML) channel is a channel that is 
capable of operating better than a PRML channel at higher linear density. One of the 
reasons is that for the PRML channel, the assumption is that the noise affecting the 
channel is additive white Gaussian noise (AWGN) like. White noise is a random signal 
that has a flat power spectral density across the frequency domain. It means that for 
every noise signal frequency band of a certain span, the power is equivalent and there 
is no preference for any frequency. White Gaussian noise is noise that is white but 
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having its values changing and occurring randomly along with time like the Gaussian 
probability distribution. AWGN could thus be described as a linear addition of white 
Gaussian noise to the sent and received signal. The implication of the assumption of 
AWGN affecting the PRML implementation means that as the noise does not have any 
preference for any frequency and no noise correlation at different linear recording 
densities and that it is linearly added, the noise could be decoupled easily and signal 
recovered using the Viterbi detection scheme, which uses the probability branch 
metrics and maximum likelihood scheme. 
 However, this assumption of AWGN may not hold at higher linear recording 
densities. There might be circumstances where the noise might be correlated and 
enhancement of certain noise frequencies might occur. In addition, as the noise and 
signal is usually filtered by an equalizer before entering the MLSD detector, the 
equalized signal can become corrupted by correlated noise [28]. This is the rationale 
why research was carried out to investigate the effects of the addition of noise 
prediction algorithm into the detector to improve the performance of the detector. 
This work has in fact been recognized in 2005 by the European Eduard Rhein 
Foundation [31] and has been widely implemented in the hard disk industry. 
 NPML detectors are reduced state sequence estimation detectors offering a range of 
possible state complexity which is equal to 2
k
, where 0 ≤ k ≤ L, where L reflects the 
number of controlled ISI terms introduced by the combination of PR equalizer and 
noise predictor of length N. The additional noise prediction or whitening process is 
typically introduced into the branch metric calculation of the Viterbi algorithm [32, 
33, 34]. Reliable operation of the prediction/whitening process is achieved by using 
decision from the path memory of the Viterbi detector [35, 36, 37] and can be easily 
implemented in which the decision feedback path can be realized by simple table 
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look-up operations e,g. by means of a random-access memory (RAM). The contents of 
the table can be updated as a function of the actual channel operating point (PW50/Tt: 
where PW50 is the pulse width at 50% amplitude point of the channel’s step response, 
Tt is the duration of the written bit) to maintain optimal performance within the given 
parameter space [34]. 
 
 
Figure 2 - 7: General NPML configuration 
 
             
 (2 - 7) 
 
 Figure 2-7 shows the general NPML configuration [34]. In equation 2-7, yn is the 
output of the PR equalizer, yPRn is the ideal PR signal, wn is the noise that is 
embedded in the signal output from the equalizer, n refers to the particular time 
instant when the output is sent. 
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(2 - 9) 
 
 The predictor block that helps to derive the predicted noise,   ̂  with a finite 
number of predictor taps, N, is added to the Viterbi branch metric calculation block. 
The predicted noise signal equation is as shown in equation 2-8 and the estimated 
error equation is also derived in equation 2-9. 
 
 
Figure 2 - 8: A typical RAM-based NPML configuration 
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(2 - 10) 
 
 From the literature [34], the branch metric is derived to be as shown in equation 2-
10. sj refers to the j-th state while sk refers to k-th state. This expression allows the 
Viterbi branch metric to include the effects from predicted errors. However, this 
calculation is not suitable for implementation as it requires multiplication in the 
embedded predictor as opposed to just additions or RAM lookup setup, which is 
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illustrated in Figure 2-8 [34]. Due to the complexity of the expression described in the 
literature and the need to keep the topic generic instead of just investigating specific 
PR target implementations, the discussion of the NPML block shall end here. 
Interested readers could read-up further on these literatures which conducts a more 
thorough and specific discussion on particularly the PR4 target [34]  as well as a 
generic transfer function discussion of the NPML scheme [38]. 
 
2.4 Pattern dependent noise predictive (PDNP) channel 
 In the previous section, the NPML channel was discussed. The NPML scheme is 
easily integratable to existing PRML scheme and is able to predict and reduce the 
effects from additional correlated noise that existed when the signals passed through 
the PR equalizer filtering stage. As the hard disk industries improve in recording 
densities, media noise became one of the prominent noise sources. Media noise arises 
due to the differences in the magnetic grain distribution which results in a switching 
field distribution in the media. This switching field distribution when coupled with the 
writer head field gradient will cause transition noises especially at those regions 
where the field is not strong enough to overcome the coercivity of the media. As 
linear densities increase, the control of transition noise becomes more important due 
to a need to write high data frequencies, meaning sharper and more accurate 
transitions are required. Usually such transition noises are data dependent. This is the 
rationale why PDNP channels are investigated upon due to a need to correct pattern 
dependent noise [39, 40]. PDNP has also been described to be the generalization of 
the NPML technique where pattern-dependent whitening is achieved by making use of 
the pattern-dependence of the first and second order noise statistics [28]. If the noise 
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is additive Gaussian and does not depend on the input bit pattern, PDNP has been 
shown to reduce to NPML technique [40]. 
 
 
Figure 2 - 9: Illustration of the correlated-ness of the noise derived from the difference 
between the implemented and the ideal equalizer case 
 
 Figure 2-9 is used to illustrate more clearly the correlated-ness of the noise signal 
with the data signal. Let’s assume a input signal polynomial, B(D) and the system 
response, hk are given. The system response represented by hk, where k = 0, 1 … n and 
n equals the number of detected impulse response signals of the system. H(D), which 
is the transfer function of the system will be represented by the following equation: 
      ∑    
  
   , where D is the delay time operator. The ideal zero forcing 
equalizer transfer function will be given by G(D) while the actual implemented 
equalizer transfer function is G’(D). After manipulating the equations and arranging 
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them to find the noise transfer function, N(D), it is shown that the noise is actually 
dependent on the data polynomial, B(D) [28].  
 
 
Figure 2 - 10: PDNP maximum likelihood detection scheme 
 
 Figure 2-10 shows a possible PDNP maximum likelihood scheme such that the 
targeted PR signal is G(D)(1-Ag(D)). Notice the similarity of the configuration 
between Figure 2-10 and Figure 2-8, which is the RAM-based implementation for 
NPML scheme. Quoted from the literature, the steps to implementing the above 
PDNP method is as follows: 
1) Compute the coefficients of the noise predictors and pattern-dependent 
variances used that are based on the auto-regressive Gaussian process. The 
predictors should be computed either adaptively or at least in the least mean 
square (LMS) method or computed in the training phase  
2) The Viterbi trellis has to be setup such that one is able to determine the signal 
as well as the predicted noise sample from the transition information 
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3) For each transition or branch, the branch metric is computed with the 
predicted noise effect and each possible transition probabilities inside. 
4) Proceed as normal Viterbi detection 
 Due to the complexity of the PDNP scheme, it will take quite some time to be able 
to cover this topic well. Therefore, the scope of this section here is to provide readers 
a brief understanding of why the need to use PDNP and a general idea of how to 
implement the PDNP. Further information could be acquired here [28]. 
 
2.5 BCJR algorithm  
 In the following paragraphs, the BCJR algorithm is compared against the Viterbi 
algorithm that is commonly used in the conventional detector. The Viterbi algorithm 
is a ML algorithm such that it minimizes the error probability between the transmitted 
and received code-words via probability branch metrics and cost values. It is 
commonly used for decoding convolutional codes. The algorithm works on states 
which is a sequence of bits and the detector itself if based on Viterbi algorithm has to 
have prior knowledge of the possible input states, possible transitions to next states 
and the output result of such transitions. In short, it is an algorithm that reduces the 
word error rate. Therefore, if the algorithm is applied to systems that do not have 
equivalent occurrence probabilities for different possible input bits, it might not be 
able to perform well due to its lack of decoding and correcting bit errors. 
  BCJR is a short acronym that represents Bahl-Cocke-Jelinek-Raviv, the four 
inventors that came up with this decoding scheme. BCJR algorithm is a maximum a 
posteriori (MAP) algorithm [41]. The difference between MAP and ML algorithms is 
that ML assumes the uniform prior, while MAP does not always assume so. Instead, 
MAP algorithms make use of the prior probability distribution to calculate a result that 
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has the highest possibility of occurrence [42, 43, 44]. BCJR works by looking at the 
individual message bits and reduces the bit error rates via multiple recursions and 
storage of temporarily processed data as it traverse across the possible trellis paths of 
the input bits. There are four basic steps involved in the algorithm:  
 a) Calculation of the forward probabilities of reaching current state of bits with 
previous received bits,  
 b) Calculation of the backward probabilities from the next state of received bits to 
the possible current state of bits,  
 c) Calculation of the probability of receiving next state of output bits given next 
state is known,  
 d) Calculation of the a posteriori L-values using the collated probabilities which 
would determine the decoder output based on the polarity or confidence magnitude of 
the L values.  
 The number of computation steps as observed in the BCJR algorithm is high. At 
the expense of having the capability to correct bit errors, the decoding of the data bits 
received via BCJR tends to be more exhaustive and computational and time intensive.  
 In the case of magnetic recording system which is a binary system, BCJR is 
therefore preferred when the probabilities of the occurrence of the input bits is 
skewed, that there is a particular preference for the occurrence of maybe 1s or 0s due 
to the nature of the system or channel. Also in situations where reliability is of 
importance and time of computation is not a priority, BCJR would be a fantastic 
algorithm to use.  
 Otherwise, in situations where the binary input bits (+1, -1) are more or less of 
equivalent occurrence (0.5, 0.5), the Viterbi algorithm has been shown to perform as 
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well or if not even better in terms of the overall performance in terms of computation 
and accuracy required by the channel [45]. 
 
2.6 LDPC (low density parity check) code 
 LDPC is a short form that means low density parity check. It was invented by 
Robert Gallager [46] in his 1963 MIT Ph. D dissertation but was not commonly used 
then due to its complex computation and the existence of Reed Solomon (RS) code 
[47] which was well suited for its error correction capabilities with minimum 
complexity.  
 RS code is a type of BCH (Bose – Chaudhuri - Hocquenghem) code, which means 
it is a polynomial code that has cyclic error correction capability and could be 
decoded via syndrome decoding [48, 49]. RS codes can be represented by (n, k), 
where n is the encoded bits with the parity bits added and k is the message bits. The 
RS decoder can correct up to t error bits. t is related by the equation 2-11. Due to the 
scope of this thesis, RS code shall not be elaborated further but interested readers 
could still use the reference links provided above to have better understanding of the 
nature and error correction capabilities of the RS code. 
 
2t = (n-k) 
(2 - 11) 
 
 A LDPC magnetic recording channel is a channel that uses LDPC codes for error 
correction as compared to conventional magnetic recording channels that uses RS 
codes. In many literatures, LDPC has been known to perform better than RS codes in 
terms of the decoding performance at high bit error rates. [50, 51]. This is the 
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rationale of doing a review of the LDPC code based channel, which more shall be 
elaborated about its properties and characteristics. One thing to note, data storage 
industry has moved towards 4 k-byte (32 k-bit) sectors instead of the conventional 512 
byte (4 k-bit) sectors [52]. One of the reasons is to take advantage of the powerful and 
longer error correcting codes like the LDPC code as well as to take advantage of the 
more powerful processors available for their speed of calculations. 
 
 2.6.1 Representation of code 
 In many literatures, these LDPC codes, c are usually represented by variables n 
and k, in the format (n, k), where n represent the number of nodes or the number of 
bits in the transmitted code-word, k represent the number of message bits and (n-k) 
represent the number of constraint nodes [53]. In Figure 2-11, the LDPC code 
configuration is represented by a bipartite graph, also known as Tanner graph. n has 
the value 4 while k has the value 1. Each of the 4 nodes represented by n(1-4), is 
linked accordingly to the constraint nodes, cn(1-3) represented by the adder with 
modulo-2 constraint. The modulo-2 operation is also known as GF(2), where addition 
and subtraction are both XOR, and multiplication is AND operation.  The modulo-2 
constraint is such that there can only be even number of inputs having the value of 1.   
There are in total (n-k) constraint nodes which is equivalent to 3 as illustrated in 
Figure 2-11 where k=1. Possible code-word combinations, c for this n = 4 bit setup 
can be of the following: {0000, 1001}. Only these two code-word combinations will 





Figure 2 - 11: LDPC code representation (n, k) where n=4 and k=1  
 
 In a typical operation, these nodes, n(1-4) will receive a 4 bit code-word that 
should satisfy the LDPC code representation illustrated in Figure 2-11. In order to test 
whether the above representation holds, the parity check matrix, H as defined in 
equation 2-12 is required. For each element in the H matrix, the element              
will have a value of 1 if there is a connection, else 0 if no connection. This parity 
matrix could then be used to verify if the received code-word satisfy the constraints 
using the relationship described in equation 2-13. As described earlier, the matrix 
multiplication is an AND operation while the addition is XOR operation. 
 
H =  [
                         
   
                         














, where in this case, i=3, j=4 
(2 - 12) 
 
H * cT = 0 




 2.6.2 Properties of the LDPC code 
 
 
Figure 2 - 12: Illustration of two property variables, wc and wr, of parity matrix 
 
 There are two types of LDPC codes. LDPC codes can be regular or irregular [54]. 
For the code to be regular, it has to satisfy three conditions.  
Condition 1: 
The number of 1s, wc, in each column is the same 
Condition 2:  
The number of 1s, wr, in each row is the same  
Condition 3:  
wc = wr.  
 H, in this case, is an irregular LDPC parity check matrix as wc=1 ≠ wc=3 , and wr=1 ≠ 
wr=2 and wc ≠ wr. The two property variables, wc and wr are illustrated in Figure 2-12  
 Also, for the code to be considered as low density, 2 conditions: wc << (no of nodes, 
n) and wr << (no of constraint nodes, cn); must be met. 
 
 2.6.3 Construction of the code-word from the message bit(s) 
 As described above, the example given has k=1 and n=4. This means that this 
LDPC message is actually a 1 bit message encoded as a 4 bits one. This additional 
redundancy bits introduced helps the error correcting capability at the decoding 
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process. In this section, a brief description will be given on how to produce the 
transmitted code-words from the message bits and the parity matrix. Equation 2-14 
describes relationship between the message bits, m and a generator matrix, G. 
 
c = m * G 
(2 - 14) 
 
 The derivation process of the generator matrix is more complicated and requires 
row reduction operations also known as the Gaussian elimination process. Basically, 
the parity matrix, H has to be reduced to the form (a) described in Figure 2-13. The 
identity matrix I(n-k) by (n-k) in this example will be of the size 3 by 3. The derived Q is 
then (0 0 1)
T
. As the parity matrix is made up of binary bits, the matrix P which is 
required to derive G is simply the transpose of Q. P = (0 0 1). As k = 1, the final 
derived generator matrix, G = (1 0 0 1). Using this derived G, equation 2-14 and 
message bits {0, 1}, the same two code-words {(0 0 0 0), (1 0 0 1)} which satisfies 
the parity matrix, H and the required LDPC configuration in Figure 2-11 can be 
derived. 
 
Figure 2 - 13: Derivation steps for the generator matrix, G from the parity matrix, H 
 
 2.6.4 Decoding scheme 
 Decoding of the LDPC channel is a NP-complete problem. The abbreviation NP 
[55] here means nondeterministic polynomial time, which essentially means the 
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solution is easy to verify but there is no known efficient short way to quickly locate 
the solution. 
 NP-complete problems are often addressed by using approximation algorithms. 
Iterative belief propagation is one of the common methods that are used here on this 
binary channel [53]. Basically, multiple iterations, i are required to ensure the 
received code-word is the correct one, and a maximum iterative constant, iterminate is 
required to decide an erroneous un-correctable code-word received.  
 The decoding scheme [54] in brief is as follows: 
a) All message nodes send their message bit, together with the attached 
probabilities for it being 1s or 0s, to their corresponding connected constraint 
nodes. 
b) For each message node message bit that the constraint node received, the 
constraint node then calculates the probability that there is an even number of 
1s among the other message nodes. The constraint node then sends this 
probability back to the message node that sends the bit. 
c) The message nodes receive the probabilities from their corresponding 
constraint nodes, and then update their response message back to the 
constraint node and also update their current holding message bit value. 
d) Verify with the parity matrix. If the verification is successful, the loop 
terminates and the code-word is recorded down as a received code-word. If the 
verification is not successful, the next iteration starts and the message nodes 
will be updated with the value that matches the accumulated probability cost. 
This method of decoding is in fact very similar to the BCJR algorithm.  
 Note that due to the scope of this section which is to introduce LDPC and provide 
a basic understanding, the discussion of the decoding section shall end here. The 
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study of the different methods of decoding LDPC and implementing of the LDPC in 
the hardware stage could be further touched on in another study as the area can be 
quite extensive and intensive. There are in fact many literatures available that provide 
a more comprehensive and in depth discussion [56, 57].  
 
 2.6.5 Block error rates (BLER) 
 In LDPC channels, because of the format of the codes, the bit error rates do not 
contain enough intuitive info to classify them. Instead, block error rates, BLER are 
usually used. BLER is defined as the event such that there is at least 1 bit error in the k 
bits message code block.  
 
2.7 Conclusions 
 The purpose of covering so many generic channels and algorithms essentially is to 
have a sense of the possible available channels that could be applied for shingled 
writing.  
 Up till now, standard PRML channel, which is a ML based channel based on PR 
signaling with the assumption of AWGN affecting the system, has been covered. 
NPML channels further improves the PRML channels such that they account for the 
observation that noise entering the detector might not be AWGN and could even be 
correlated, thus the need to whiten the noise and to do noise prediction by integrating 
the noise prediction scheme directly into the Viterbi metric during the branch metric 
calculation stage. As the demands of channels increases with increasing pressure to 
work at high linear densities, with the observation that media dominant transition 
noise entering the detector could also be data-dependent, PDNP channels which serve 
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to reduce the data dependent noise, then come into action and could be shown to be a 
generalization of the NPML technique.  
 The BCJR MAP-based algorithm was then covered next as the assumption of 
uniform prior in the ML might not be true in all cases of the emission or transmission 
of the data. This is especially so when due to environment and inherent setup or 
configuration issues, there is a preference for certain orientation of data bits or 
sequence of data bits to be present. In such cases, ML sequence detectors will not be 
able to perform as well as MAP detectors like the BCJR. However, it was also 
mentioned that BCJR detectors are time and computational intensive due to the need 
to traverse across the trellis matrix both forward and backward multiple iterations 
before the bit sequences could be outputted. Depending on the circumstances and 
usage, Viterbi detectors are still viable detectors in terms of the accuracy and 
detection time required.  
 LDPC codes was the last topic to be covered in this chapter but it is one of the 
most significant and important ones to be covered. A brief background on its 
competitor, RS code, was touched on before more was elaborated on the LDPC codes, 
the structure, properties and its construction and it been able to perform better than 
conventional RS codes at high recording densities. A brief description of the decoding 
scheme was given where the generator matrix and parity matrix as well as the node 
and constraint probabilities play a role in determining the code-word.  
 After looking at the possible channel implementations and modifications, some 
conclusions could be derived. For code based implementations, the LDPC would be 
much preferred against the RS code especially at higher recording densities. The 
PDNP modification would help to reduce data correlated noise effects. As for the 
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detector, depending on the computational and accuracy requirements, Viterbi or BCJR 
detectors are both possible contenders. 
 With this background knowledge of the read channels, we will proceed to the 
subsequent chapters where the possible sources of media noise and the corresponding 
root causes are studied in detail. Then, the shingled magnetic recording system and its 





Chapter 3: Writing process induced media noise measurement and 
transition jitter probability measurement 
 
3.1 Introduction 
This chapter is a description of the experiments and analysis done from the 
combination of two published papers: 1) writing process induced media noise 
measurement using 3D footprint and corresponding noise profile [58] and 2) 
probabilities of transition jitter at different off-track positions [59]. 
Reducing grain number per bit is still the current major way to push up the areal 
density of conventional perpendicular recording before the industry shifts to the more 
advanced recording technologies, such as energy assisted magnetic recording or bit 
patterned media [60]. Current typical commercial perpendicular media has grain size 
of around 8 nm, and this size has remained more or less the same since its 
introduction [61]. Assuming current granular media of 540 Gb/in
2
 areal density and a 
bit-aspect ratio (BAR) of 6, typical bit lengths for the media can go as low as 15-20 
nm [62]. 
Some of the critical factors affecting the performance of the writing process are the 
gradient of writing field and the switching field distribution of the recording medium. 
The written transition curvature of a given head onto the media induces increased 
transition jitter noise and degraded SNR or BER performance [63, 64, 65]. Writing 
processes can thus cause extra medium noise. As medium transition noise is the 
dominant noise in the perpendicular recording system, measuring and understanding 
the head writer footprint and its corresponding noise profiles in recording medium is 
thus important and useful to determine the optimized writing condition for a given 





 part of this chapter, this work will describe about the methodology of 
using averaging methods to measure the writer footprints and its noise profiles, which 
are recorded at different writing currents on a Spin-stand. It can show the transition 
curvature and noise profiles characteristics of the given head-media combination 
clearly at different writing conditions. 
 In recording systems, noises like media, head and electronics noise are usually 
present. Transition jitter, which is one type of media noise, tends to occur at regions 
where magnetic transitions could be found. Such noise could affect the storage and 
readability of the data, especially as more accuracy is demanded when hard disk 
industries push for higher and higher densities. It is therefore important to be able to 
measure and have an innate understanding of the transition jitter affecting a particular 
head-media recording system so as to design better heads or media or even better 
encoder/decoder schemes to address such issues. In some publications, the transition 
jitter has been measured [66] and correlated to magnetic cluster size distributions 
based on Karhunen-Loeve expansion [67, 68].  
 In the 2
nd
 part of this chapter, this work will focus also on describing the 
methodology of using averaging methods to measure the writer footprints [69] and the 
transition jitter profiles, which are recorded at different writing currents on a Spin-
stand. It shows the transition jitter profiles characteristics of the given head-media 
combination at different writing conditions. 
 
3.2 Experimental setup 
A static read/write tester [70, 71] or a Spin-stand [72] can be used to measure 
writer pole footprint in the recording medium. In the experiments, the writer 
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footprints were retrieved from a Spin-stand and the testing procedure in ref [72] was 
followed. The experiments were carried out on Guzik Spin-stand DTR 3000 system. 
Two different commercial heads have been used for the evaluation. The SEM 
images of the two writer poles are as shown in Figures 3-1 and 3-2, which shall be 
labeled as writer A and B respectively. Writer A’s trapezoid pole has the widths of 
135 nm at trailing edge and 31 nm at leading edge. The magnetic write width (MWW) 
of this writer A is 100 nm. Writer B’s pole has the widths of 70 nm at trailing edge 
and 35 nm at leading edge. The MWW of this writer B is 60 nm. The test was 
performed on a 2.5 inch commercial disc at the middle diameter (MD) location, 
rotating at 5400 rpm spindle speed, and at 0 skew angle.  
 
 






Figure 3 - 2: This SEM image of writer B’s pole area shows the writer geometry at air-
bearing surface 
 
The center track is initially DC erased over the band AC erasure background as 
illustrated in Figure 3-3. Using write gate control, a low frequency pattern used for 
alignment purposes is recorded at the front of the data sector. Without overwriting this 
alignment pattern, the data pattern which consists of a low frequency section and a 
high frequency section is then chosen and written repetitively using a magnetic head 
onto a magnetic medium [73]. With adjustment of the amplitude and rise time of the 
overshoot current and the written frequency, the magnetic head footprint is imprinted 
at a relatively good resolution during the low frequency data sequence with minimal 
or zero transitions recorded during the high frequency data sequence onto the media.  
 The data pattern used to generate the footprint is 120 bits long. The generic data 
pattern written using Guzik pattern designer is as follows: 
 
patdef MyPattern 





The variable x used in the pattern is changeable but in the experiment, x=7 has been 
used to do the analysis.  What this pattern represents is what was described about at 
the experimental setup section, where each “1” represents a transition and each “0” 
represents no transition. If x=7, the Guzik spin-stand will interpret the writing to be an 
initial transition and then to hold the magnetization for 7 bits count. This section is the 
low frequency data. Then it will start to write the remaining 120-8=112 continuous bit 
transition sequence. This section is the high frequency data. This low and high 
frequency data pattern is then repeated infinitely which the symbol inf represents. As 
the written frequency is at 3000 Mbits/s, one can derive the estimated physical length 
of the low frequency region written on the disc, which is of the range 33 nm. The 
experiment is repeated for 9, 11, 13 bits of “0” case, which corresponds to a low 
frequency range of 41, 50, 58 nm case. As the number of bits written repetitively is 
120 bits, each set of footprint data has a span of 500 nm. 
In order to construct the footprint image, the reader is scanned at 5 nm fine step 
size along the cross track direction. Cross-correlation of the alignment pattern allows 
the final footprint data to be aligned correctly to reproduce the writer footprint profile. 
Guzik spin-stand’s control software has a 3D pulse profile module that is able to 
facilitate this process and thus allows easier retrieval of well-aligned 3D footprint data. 
 
 
Figure 3 - 3: The footprint data pattern and alignment pattern is recorded onto a DC 




In order to remove the random electronic and reader noises, multiple revolutions 
averaging of read-back signals are conducted for the footprint capturing. Each writer 
footprint in recording medium reflects the characteristics of writing field profile and 
medium magnetics of grains.  
 
3.3 Writing process induced media noise measurement using 3D footprint and 
corresponding noise profile 
Before averaging can be done, each individual footprint data have to be extracted 
out from the read-back signals. To do so, a set of conditions are used to determine 
whether or not to retrieve the footprint data from the read-back signals. 
 
Figure 3 - 4: Illustration of the 3 conditions to determine the retrieval of the footprint 
from the read-back signals 
 
 Depending on the writing and media conditions, sometimes the writer footprint 
might not be written well on the media. If these kinds of poorly written footprints are 
used for the averaging, it will greatly skew the results of the analysis. Therefore, it is 
essential to ensure that footprints of significant quality are retrieved. This is done by 
looking at 3 basic conditions. Footprint data is essentially intensity valued read-back 





 condition: To look at the regions where the values transit from negative to 
positive. Due to the existence of noise, in order to achieve more accurate results and 
to prevent false detection, area averaging is used first on the data near the track center 





condition will be looked into. 
 2
nd
 condition:  To look at region 2 and apply area averaging in this region. This 
region has to be of a negative cost value. This is to ensure that this is not a false 
footprint due to the influences of noise. 
 3
rd
 condition: To look at region 3 and apply area averaging in this region. This is 
where the footprint is located, therefore high positive values should be expected. 
 Using these 3 conditions and by repeating the detection process at a controlled 
multiple of the written data pattern length along the down track, the detection would 
be able to retrieve back the required number of footprint data for averaging.  
By enough averaging of the footprints along down track direction, both the 
medium noise and writing field fluctuation can be removed as well. This averaged 
footprint represents the noise free writing profile in recording medium. The statistical 
characteristics of noise can be derived from the individual noise footprint which 
shows the media noise characteristics induced by writing process. Figure 3-5 shows 
footprint of this averaged writer profile of writer A which is written at 55 mA. The 
difference between individual footprint and the averaged footprint is the noise of that 
written footprint. In the later pages, Figures 3-12 (a) and 3-12 (b) show 2 different 





Figure 3 - 5: Averaged writer profile of writer A at 55 mA after revolution and down 
track footprint averaging 
 
 The below comparisons in Figures 3- 6 and 3-7 show the differences in the 
footprints retrieved for different lengths of low frequency data at the 50 mA case. The 
trailing edge which is around the down track position of 0 nm is the area of focus for 
this analysis part. There should not be much differences expected as this region is 
fixed to have only 1 transition. As the region of low frequency data increases, the 
trailing edge will be able to erase more of the magnetization effects from the leading 






Figure 3 - 6 (a): Down - track view of 50 mA footprint with 8 bits low frequency region 
Figure 3 - 6 (b): Down - track view of 50 mA footprint with 10 bits low frequency region 
Figure 3 - 6 (c): Down - track view of 50 mA footprint with 12 bits low frequency region 






Figure 3 - 7 (a): Top surface view of 50 mA footprint with 8 bits low frequency region 
Figure 3 - 7 (b): Top surface view of 50 mA footprint with 10 bits low frequency region 
Figure 3 - 7 (c): Top surface view of 50 mA footprint with 12 bits low frequency region 
Figure 3 - 7 (d): Top surface view of 50 mA footprint with 14 bits low frequency region 
 
 Using the same set of data, the gradient along the down track direction is plotted as 
shown in Figure 3-8.  In these plots, the differences in the resulting gradient plot at the 
trailing edge are the regions of focus. The high intensity regions represented by the 
orange to red colors represent the higher gradient values. Taking into the effects of 
random errors under similar experimental conditions, except for the 14 bits case, the 
other cases appear to have similar profiles. For the 14 bits case, it is observed that 
from the footprint retrieved above and the gradient profile below, it has a more curved 
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transition curvature, which would mean more transition errors across the cross track if 




Figure 3 - 8 (a): Top surface view of 50 mA footprint gradient with 8 bits low frequency 
region 
Figure 3 - 8 (b): Top surface view of 50 mA footprint gradient with 10 bits low frequency 
region 
Figure 3 - 8 (c): Top surface view of 50 mA footprint gradient with 12 bits low frequency 
region 
Figure 3 - 8 (d): Top surface view of 50 mA footprint gradient with 14 bits low frequency 
region 
 
 For the next analysis, the 8 bits case for different write currents shall be looked 
into. Figures 3-9, 3-10, 3-11 show the different plots for different writing conditions 
from 20 to 60 mA. At the trailing edge region, the transition curvature appears to 
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decrease until it reaches a relatively optimal blockish shape at the 50 - 55 mA case. As 
for the 60 mA case, even though the curvature is not seen, the footprint profile appears 
to look tilted at an angle especially at the positive offset side. The rationale as to why 
this occurs could probably be contributed by both the high writing current and the 
experimental errors. At high writing current, the head is able to easier magnetize the 
media and cause unnecessary transitions and jitters when there is a minute change of 
the writing condition in the media or environment. 
 
 
Figure 3 - 9 (a): Top surface view of 20 mA footprint gradient with 8 bits low frequency 
region 
Figure 3 - 9 (b): Top surface view of 25 mA footprint gradient with 8 bits low frequency 
region 
Figure 3 - 9 (c): Top surface view of 30 mA footprint gradient with 8 bits low frequency 
region 







Figure 3 - 10 (a): Top surface view of 40 mA footprint gradient with 8 bits low frequency 
region 
Figure 3 - 10 (b): Top surface view of 45 mA footprint gradient with 8 bits low frequency 
region 
Figure 3 - 10 (c): Top surface view of 50 mA footprint gradient with 8 bits low frequency 
region 






Figure 3 - 11: Top surface view of 60 mA footprint gradient with 8 bits low frequency 
region 
 
 Further analysis shall be looked into in the following section where the noise 
profiles together with the writer footprint would be used to determine the optimal 
writing condition. 
 
 3.3.1 Analysis of writer footprint and noise profiles 
 Writer A’s footprint and noise profiles shall be analyzed first. In particular, the 55 
mA and the 45 mA case have been chosen for the analysis. 
 For the setup, using 55 mA writing current, a consistent peaking of noise was 
observed around the -80 nm region, a, from the trailing edge of the writer A transition 
in Figures 3-12 (a) and (b) From the noise profile, it can be inferred that this noise 
contribution comes mainly from the negative offset (NO) footprint regions from the 
footprint track center. It could thus be inferred that the noise is introduced due to the 
observed fluctuation of the writer transition curvature and track edge effects there 





Figure 3 - 12 (a): 3D view of writer A’s cross track against down track noise profile at 55 
mA 
Figure 3 - 12 (b): Top view of writer A’s cross track against down track noise profile at 
55 mA 
 
 At different writing currents, there were observed differences in the behavior of the 
footprint and noise profiles in the cross track and down track location, brought about 
by the changes in the strength of magnetic field at different axes induced by the head 
due to the change in the writing currents.  
 In the 55 mA case, the NO regions, a, was observed to contribute more noise as 
compared to the positive offset (PO) footprint regions. In the 45 mA case, however, 
the PO regions, b contributed more noise compared to the NO regions, c. From 
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Figures 3-13 (a) and (b), more noise is observed to be distributed nearer to the 
footprint track center. This centering of the noise profile nearer the footprint track 
center has the potential to generate more jitter noise at track center. 
 
 
Figure 3 - 13 (a): 3D view of writer A’s cross track against down track noise profile at 45 
mA 
Figure 3 - 13 (b): Top view of writer A’s cross track against down track noise profile at 
45 mA 
 
 Next, writer B’s footprint and noise profiles will be analyzed. In particular, the 25 





Figure 3 - 14 (a): Averaged writer profile of writer B at 25 mA after revolution and 
down track footprint averaging 
Figure 3 - 14 (b): Averaged writer profile of writer B at 55 mA after revolution and 
down track footprint averaging  
 
 For writer B, the PO locations, d, f were observed to be more noisy as compared to 
the NO locations, e, g. (Figure 3-15, 3-16). This could be due to the footprints having 
more curvature in PO locations as observed from the Figures 3-14 (a) and (b) and thus 
less sharp transitions in these regions. Also due to the less uniformly shaped footprint 
of writer B as compared to writer A, the error locations tend to creep more from the 






Figure 3 - 15 (a): 3D view of writer B’s cross track against down track noise profile at 25 
mA 






Figure 3 - 16 (a): 3D view of writer B’s cross track against down track noise profile at 55 
mA 
Figure 3 - 16 (b): Top view of writer B’s cross track against down track noise profile at 
55 mA 
 
 3.3.2 SNR Analysis 
 SNR analysis is next conducted using the footprint and noise profile data. Since the 
region of interest is only the trailing edge of the writer profile, footprint and noise 
profile data near those regions are first isolated and then calculation of the SNRs are 
carried out for the different writing conditions. 
 Three different regions are isolated, namely the footprint track center (TC) 
locations, locations that are of NO regions from footprint track center and locations 
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that are of PO regions from footprint track center. Each SNR value could be used 
accordingly depending on the purpose. TC locations are of more importance as it is 
the region where the data will be written on the track. 
 Figures 3-17 and 3-18 show the graphs of three different SNRs calculated for writer 
A and B respectively. The downward triangle data marker represents the accumulated 
SNR for the TC region; the upward triangle type data marker represents the SNR for 
the PO locations, while the circle type data marker represents the SNR for the NO 
locations namely the negative offset regions of the footprint data. 
 
 
Figure 3 - 17: A plot showing the SNR of writer A’s trailing edge region against the 
different writing currents, 55 mA is the optimal writing condition here 
 
 Writer A has a more consistent SNR profile in which the SNR increases to a 
maximum at 55 mA and drops when below 55 mA. The general trend is that by 
increasing the writing current for writer A, the SNR is improved. The decrease in the 
SNR when above the 55 mA could be explained by stronger fringing field particularly 
at the PO locations as seen by the SNR drop in the SNR_PO graph for Figure 3-17. 
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These fringing fields can increase the write bubble size rather randomly, thus 
producing issues of random switching at those regions. 
 
 
Figure 3 - 18: A plot showing the SNR of writer B’s trailing edge region against the 
different writing currents, 25 mA is the optimal writing condition here 
 
 As for writer B, besides having poorer SNR, the general trend is that the writer 
displays poorer SNR when current increases above 25 mA (Figure 3-18). It suggests 
that the fringing field for writer B becomes stronger at the trailing edges especially for 
this head-media combination when current increases. 
 
 3.3.3 Conclusion for the 1
st
 part of chapter 
 The experiments and analysis suggest that depending on the writing process, extra 
medium noise which is the dominant noise in the perpendicular recording system, 
could be introduced to the media, thus it is important to determine optimal writing 
conditions for the head-media combination. With these useful noise profiles and 
footprint data at different writing conditions for different head-media combinations, a 
better understanding of the optimal writing conditions could then be obtained. For the 
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head-media combination used in the experiment, based on the overall SNR measured, 
writer A has optimal writing conditions at 55 mA while writer B at 25 mA. Writer A 
also exhibits a more consistent and predictable SNR performance compared to writer 
B and thus is a more suitable writer to be used on the media. It is to note however that 
these methods to determine the writing condition here has to be complemented with 
standard 747 and BER tests to further verify the performance and recording density of 
the selected head-media combination. 
 In this section, the medium noise profiles have been derived by doing averaging 
using the read-back footprint data. In the following section, this methodology to 
derive the footprint data together with a different processing method will be used to 
look at the jitter distributions across the track at different offset positions.  
 
3.4 Probabilities of transition jitter at different off-track positions  
 Unlike the case in section 3.3, where the individual footprints have to be extracted 
based on the fulfillment of the 3 conditions, there is no need to do so in this section of 
work. The rationale of fulfilling the 3 conditions in section 3.3 is so that no false 
positive footprints are retrieved to affect the analysis of the experiments, and to 
reduce the effects of jitter noise affecting the analysis of write process induced media 
noise.  
 In this section, the characteristics of jitter noise are of importance, therefore the 
individual footprints and their footprint dimensions are simply extracted out at regular 
intervals from the retrieved signal data set based on the sampling rate, media spinning 
speed and the written frequency. The statistical characteristics of noise can be derived 
from the individual noise footprint which shows the media noise characteristics 
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induced by writing process. Each individual set of footprint data will thus contain the 
jitter information that is embedded around the transition edge of the footprint.  
 The gradient along the down track direction is initially calculated for the whole 
footprint. The maximum gradient point across the cross track is then defined as the 
transition point. With this process, each individual footprint’s transition location at the 
trailing edge across the whole cross track is thus collected. Jitter could occur when the 
writer writes at an offset to the ideal desired location due to multiple reasons: NLTS, 
physical issues. So, a control, which is an averaged footprint waveform, is required so 
that the statistics of the jitter profile for the individual footprints can be determined 
based on this averaged waveform’s transition points across the cross track. This 
explains the need to know the transition points. 
 To retrieve the noise free writing profile of the footprint to be used as a control, 
each extracted footprint is averaged. By enough averaging of the footprints along 
down track direction, both the medium noise and writing field fluctuation can be 
removed as well. At each off-track position, the individual waveform from writer 
footprint is fitted with averaged noise free waveform by down track scan. The shifting 
amount with the least square fitting is measured as the transition jitter of this 
particular waveform. Each individual set of jitter transition data is then used for the 
statistical analysis to determine the jitter profile of the footprint at different off-track 
positions. This process is carried out and repeated with different writing currents and 
head.  
 200 footprints have been used in the experiments. It is to note that due to the 
sampling rate at 10 GS/s, the jitter sensitivity detected is limited to approximately 
1.25 nm. Jitter that is less than 15 nm occurring near the track center shall be the focus 
of the analysis as analysis of any jitter larger than that or at other regions will not be 
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meaningful. Those jitters will most likely be due to media defects or erroneous 
detection of transition edge. 
 
 3.4.1 Analysis of writer footprint and jitter profiles 
 A typical captured footprint and its corresponding 200 cycle’s averaged footprint 
written at 50 mA using both writer A and writer B is as shown in Figure 3-19. 
 
 
Figure 3 - 19 (a), (b): Writer A’s single footprint and averaged footprint at 50 mA 
respectively  
Figure 3 - 19 (c), (d): Writer B’s single footprint and averaged footprint at 50 mA 
respectively  
 
 As could be seen from the figures above, the averaged footprint has a more 
uniform and consistent appearance as compared to the single footprint. The transition 
points are next determined by looking at the maximum gradient region of the footprint. 
The gradient plots of the averaged footprint of writer A and B are shown in Figure 3-
20. The red area, which is the trailing edge of the footprint, is of interest to us as it is 
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the area where data is written on the media. It is the region where the largest gradients 
are retrieved cross-track and determined as transition points and where the transition 
curvature could be seen.  
 
 
Figure 3 - 20 (a): Gradient plot of writer A’s average footprint at 50 mA 
Figure 3 - 20 (b): Gradient plot of writer B’s average footprint at 50 mA 
 
 With the transition points and thus the calculated jitter profiles of the 200 
footprints, the cross-track statistical transition jitter mean and standard deviation of 
the writer A and B at different writing currents are as plotted below in Figures 3-21 





Figure 3 - 21 (a), (c): Writer A’s mean profile of 200 footprint jitter data (un-zoomed 
and zoomed version)  
Figure 3 - 21 (b), (d): Writer B’s mean profile of 200 footprint jitter data (un-zoomed 
and zoomed version)  
 
 From the mean jitter and standard deviation plots, writer A is observed to have 
lower jitter mean and lower deviation across the tested writing conditions. Writer A 
also has a relatively wider 100 nm cross track region of low jitter mean (<8nm) as 
compared to the 60 nm cross track region of writer B. Also, it could be observed from 
Figures 3-21 (c) and 3-22 (c) that 50 mA could be an optimal writing condition to 
have the least jitter for writer A, as it has the lowest jitter mean and 60 nm of minimal 
jitter deviation about the center track. From Figures 3-21 (d) and 3-22 (d), it could 
also be observed that 30 mA is the optimal current instead of higher writing current 
for writer B. Especially for writer B; writing current higher than the optimal current 
has the effect of causing more jitter deviations fluctuating around larger jitters.   
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 The info in Figures 3-21, 3-22 can be consolidated and by defining different 
regions to look into, a new insight and information to the writer/reader profile could 
be attained as well. From Figure 3-23, 2 different mean jitter plots for writer A and B 
have been plotted for 3 different regions namely the TC: track center region, PO: 
positive offset region, NO: negative offset region. The trend is consistent that for both 
writers, the NO region has a higher mean jitter profile as compared to PO and TC 
region. One possible implication is that if the heads are to be used for shingled writing 
purposes, it should be shingled using the PO region instead of the NO. It is to note 
that there is an unusual peak at the 50 mA case for writer B, which could be due to 
experimental errors. As expected, the TC region has the best mean jitter profiles. 
 
 
Figure 3 - 22 (a), (c): Writer A’s standard deviation profile of 200 footprint jitter data 
(un-zoomed and zoomed version)  
Figure 3 - 22 (b), (d): Writer B’s standard deviation profile of 200 footprint jitter data 





Figure 3 - 23 (a): Writer A’s mean jitter profile vs writing current at 3 different regions 
(TC: track centre, PO: positive offset, NO: negative offset) 
Figure 3 - 23 (b): Writer B’s mean jitter profile vs writing current at 3 different regions 
(TC, PO, NO) 
 
 Next, let’s look at the down-track probability distribution of jitter and its 
magnitude across the cross track. This will allow the users to have an innate 
understanding and view of the jitter profiles of different head-media combinations. 
The 50 mA case written using writer A has been chosen for the analysis. 
 
 
Figure 3 - 24 (a): Jitter profile (3D view) 
Figure 3 - 24 (b): Jitter profile (Side View) 
 
 The 3D mapping of the transition jitter probability is plotted in Figure 3-24. From 
Figure 3-25 (b), at TC, there are around 60% of transitions having zero jitters. 35% of 
transitions have the jitter within 2-4 nm. At both track edges, the zero jitter transitions 
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reduce to around 40%. From Figure 3-25 (c), at the PO regions from TC, up to 60% of 
transitions have the jitter within 2-4 nm. From Figure 3-25 (d), at the NO regions from 
TC, a wider spread of jitter of up to 15 nm was observed. By looking at the averaged 
footprint shown at Figure 3-25 (a), the reason why the transition jitter at the NO 
regions has higher variation is because the transition curvature is observed to be more 
at that region. 
 
 
Figure 3 - 25 (a): Averaged footprint 
Figure 3 - 25 (b): Jitter profile (TC) 
Figure 3 - 25 (c): Jitter profile (PO) 
Figure 3 - 25 (d): Jitter profile (NO) 
 
 3.4.2 Conclusion for the 2
nd
 part of chapter 
 In this section, the setup and experimental methods used to retrieve the required 
multiple footprint and average footprint data for the purpose of calculating the jitter 
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profile has been described. From the various cross- track and regionalized jitter 
distribution and probability plots, it is quite conclusive to determine that writer A at 
50 mA especially at the TC has the minimal and thus best jitter profile amongst the 
other writing conditions and heads used. Having said so, it is to note that such test to 
determine the performance of demo head-media systems should also be accompanied 
with BER and 747 tests to further verify the density gain or loss. It is also to note that 
different read heads will result in differences in the jitter observed. However, the 
focus of this section is to compare between two different write/read heads and to look 
at the possible differences and conclusions that may result using the method that have 
been used to derive the jitter. In future works, the effects of jitter with different 
permutations of write/read heads could be investigated into using this method. 
 
3.5 Conclusions 
 The different methods of applying averaging on the retrieved footprint data 
captured using the Guzik spin-stand have been discussed. The medium noise 
characteristics and jitter distributions across the track at different offset positions for 
different writing conditions by varying the write current have also been studied. 
Comparisons between two write/read heads have been made and the process of 
determining the better writer and better writing condition was also gone through. In 
the following chapters, transitions shall slowly be made to elaborate more about track 
edge noise and how the track edge noise affects the performance of the recording 
system, before chapter 5 concludes with a comparison of the areal density achievable 




Chapter 4: Track edge noise measurement and its impact to bit error 
rates (BER) and off-track read capability (OTRC) 
 
4.1 Introduction 
 In this section, the track edge noise measurement and its impact to BER and OTRC 
are studied. 
 In conventional perpendicular magnetic recording as illustrated in Figure 4-1, 
tracks are written in the down-track direction, adjacent to at least one or two nearby 
tracks in the cross-track direction. The effect of track edge erasures thus greatly 
affects the readability and integrity of the adjacently-located recorded tracks. It is thus 
important that hard disk manufacturers take this effect into account and design the 
maximum track capacity to write so as to maintain the reliability of the hard disk and 








 In shingled writing as illustrated in Figure 4-2, even though the recording is done 
with a well-enclosed side shield, there will still be track edge erasure effects at the 
region where the writer and its surrounding writer shield overwrites the pre-existing 
tracks. Similar for both cases of conventional and shingled recording, these track 
erasures affect data both at the cross track and the down track direction. 
 
 
Figure 4 - 2: Shingled magnetic recording with its specially designed shield 
 
 The BER bathtub curve and 747 tests are the two important tests used in industries 
and academia to determine the performance and potential areal density of the head-
media combination. In the setup, a NPML channel chip that is integrated with the 
Guzik spin-stand and controlled using the Anaconda software was used. This M7 
error analyzer add-on board is shown in Figure 4-3. The integrated setup allows both 
 71 
 





Figure 4 - 3 (a): M7 error analyzer add-on board for the Guzik spin-stand 
Figure 4 - 3 (b): Guzik spin-stand DTR3004 setup 
 
 In a typical BER test, it simply measures the number of detected bit errors / total 
number of bits read. A good BER would range from 10
-3
 and below, which implies 1 
bit error detected for every 1000 bits or more. In order to produce the BER bathtub 
curves for a targeted track of recorded data, data has to be written on the disk media 
first, and then the system will have to scan along the cross-track direction to detect the 
BER. Figure 4-4 illustrates the typical movement of the reader during the BER data 
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retrieval process. Once a particular location has completed registering its BER, 
another cross-track position will be chosen until the full BER track or bathtub curve 
profile is retrieved. 
 
.  
Figure 4 - 4: Typical movement of the reader when it scans cross-track along the down-
track direction for the BER values. 
 
 Figure 4-5 shows a typical BER profile when a data track is squeezed from the 
negative offset by an approaching AC track. It is observed that when the reader scans 
at an offset from the data track, it registers more and more BER and the curve 
registers an increase in the magnitude. When it reaches the optimally written region 
which is usually the center of the data track, the BER is the lowest, in this case is near 
10^-5. The BER bathtub curve allows the users to grasp the BER profile of the data 
track(s) across the cross track. However, it is not enough to determine the areal 
density achievable from the head-media combination, which is one of the reasons why 





Figure 4 - 5: Typical BER curve with a single side AC erasure track squeeze from the 
negative offset 
 
 A typical 747 test [74], as illustrated in Figure 4-6, requires BER bathtub curve 
profiles to be conducted. The additional experimental step taken is such that different 
degrees of the squeezing of the tracks are introduced to the system before the BER 
bathtub curve profiles are derived. Another difference is that while doing the BER 
bathtub curve experiments, the value registered and plotted is not the BER value, but 
is more of the distance from the center of track such that the BER still satisfy the BER 
criterion defined by the users. This distance allows the users to know the OTRC of the 
system at different degrees of track squeezing. 
 
 





Figure 4 - 7: Design track pitches for the 747 curves 
 
 With this Figure 4-7 of OTRC against different degrees of track squeezing and the 
interception point between the plot of the OTRC having 15% squeeze track-pitch 
(SQTP), design track pitches could be derived for the system at different BER which 
in turn could be used to determine the achievable areal density of the system. One 
thing to note is the deliberate addition of cockpit illustrated in the Figure 4-7. This 
cockpit would typically be present at good writing and detection conditions and when 
the squeeze is conducted at small intervals with old data pre-written before the data 
track. The presence of the cockpit is due to the fact that the adjacent track erase band 
overwrites the old information between tracks. The erase band noise degrades the 
SNR to a lesser extent than the overwritten old information, and OTRC is thereby 
enhanced. However, when the threshold SNR is raised sufficiently, the reader is 
unable to fully cross the erase band of the data track. In that case, the reader fails 
before it can get to old information, whether it has been overwritten or not. Therefore, 
when the BER threshold is high, there can be no cockpit. Similar arguments explain 
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the vanishing 747 cockpit with increasing linear density (the on-track BER decreases), 
and when the erase band width is increased [75]. The 747 tests and determined areal 
density values shall be conducted and determined in the chapter 5 where both the 
conventional and shingled writing scheme will be compared. 
 
4.2 Experimental setup and results 
 In the experiments, a spectrum analyzer is used to capture the read-back data after 
the media is overwritten with different types of writing frequencies (single tone). The 
purpose of doing so is to investigate the nature of the writing effect and its 
corresponding noise floor and track edge noise at different writing conditions. A 
commercial disc platter, 375 Gb/platter is used for the experiments. 
 
 
Figure 4 - 8: When no data is input, spectrum analyzer displays a higher decibel of 
background noise at the higher frequencies 
 
 In the setup, the spectrum analyzer used has higher background electronics noise at 
the higher frequencies as shown in Figure 4-8. This background noise will be 
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subtracted from the read-backs to retrieve the actual frequency spectrums at different 
writing conditions. 
 




Figure 4 - 9 (a): Frequency plots of the read-back at different frequency writing 
Figure 4 - 9 (b): Zoomed in plot at the noise floor for 800-1500 MFlux/s frequency data 
 
 Figure 4-9 shows the plot of the different spectrums for different frequency writing. 
All these measurements are done at the track center and from the plots, a few 
observations could be seen: 
1) noise floor increases as data frequency written increases from 100-800 
MFlux/s, suggesting that there’s a higher probability of poorer switching of 
grains at higher frequency writing  
2) noise floor stays around the same from 700-1500 MFlux/s but signal of data 
peak decreases, SNR drops 
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3) After 1300 MFlux/s, data signal is no longer readable by the read head, which 
is a combination of the limited resolution of the read head and the writability 
and thermal stability of the media at higher frequency writing 
4) It is to note that consistent peaks are detected at 357, 934, 944 MHz and this 
944 MHz peak is always present at different writing conditions, independent of 
the spinning speed of the disc. These frequencies are characteristics of the 
servo and mechanical system and are not really influenced by the change in 
the writing conditions so will not be of focus in the studies. 
 
 4.2.2 Time-domain view of the signals written 
 After looking at the frequency domain signals, a more innate and intuitive way of 









 Figure 4-10 shows the frequency roll-off curve of the system, which is conducted 
also at the track center. This curve has been fitted with consideration of the 
background AC-erased signal. It is observed that as higher frequencies are written, the 
TAA of the read-back signal decreases. The reason is because at higher frequency 
recording, the transitions are located nearer to each oriented magnetization. Due to the 
more closely packed magnetizations, it is expected for each of the neighboring 
magnetized dipoles to influence each other. Depending on the orientation of each 
magnetic dipole which is either magnetization or demagnetization fields, this will 
influence the written jitter performance of the writer head as well as the read-back 
signal detected by the reader. In general, these interactions from the media layer 
influencing the read-back signal are known as ISIs. In this situation, these ISIs cause 
the read-back signal to decrease in the detected magnitude.  
 In the Figure 4-10, it is observed that a negative TAA region exists at the 
frequencies of around 600-1600 MFlux/s. The negative TAA effect shall be 
investigated on in the subsequent experiments. Before that, the individual cross track 
profiles at different writing frequencies to look at the TAA trend across the tracks; 









Figure 4 - 11 (a): TAA of written frequency 100-500 MFlux/s at 22 mm location with 
media rotating at 5400 rpm 
Figure 4 - 11 (b): TAA of written frequency 600-800 M Flux/s at 22 mm location with 
media rotating at 5400 rpm 
Figure 4 - 11 (c): TAA of written frequency 900-1400 MFlux/s at 22 mm location with 
media rotating at 5400 rpm 
 
 In the Figures 4-11 (a, b), it was observed that as the frequency of the writing 
increases, due to the ISIs, the TAA of the written track decreases. As shown in Figure 
4-11 (a), it decreases to a point at which when it reaches 600 MFlux/s, the track center 
region appears to be of the same magnitude as the background cross-track profile of 
around 3.9 mV/μA.  
 After 600 MFlux/s, a negative TAA effect was observed in Figures 4-11 (b, c) such 
that the signal drops below the background signal level. This effect suggests that 
during the single track writing at the track center, the energy causes the magnetization 
at the track center region to interfere with each other more as compared to the AC 
erased background. As the background AC erasure is done by scanning the write head 
across the cross track at certain fixed intervals, these overlapping writing effects 
caused by the write bubble is able to cause certain alignment of the magnetic dipoles. 
These alignments results in the higher TAA read-back magnitude of 3.9 mV/uA. In 
comparisons to the single track write when frequencies such as 600-1400 MFlux/s are 
used by looking at the frequency plot that was plotted in Figure 4-9 (a), it is observed 
that as the frequency written increases, the detected signal peak at the written 
frequency decreases substantially, whereas the background noise level also increases. 
This effect causes the detected TAA to continually decrease to the background AC 
level. This drop continues until 900 MFlux/s case.  
 From Figure 4-9 (b), it was noticed that the background noise level of 800-1500 
MFlux/s is almost of similar level whereas the detected data frequency will drop 
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substantially. Together with the single track write in comparison with the band erase 
AC background, this effect apparently has the effect of causing the negative TAA 
effect at the track center as shown in Figure 4-11 (b, c). 
   
 
Figure 4 - 12 (a): 900 MFlux/s writing at 22 mm location with media rotating at 5400 
rpm 
Figure 4 - 12 (b): 1100MFlux/s writing at 22 mm location with media rotating at 5400 
rpm 
Figure 4 - 12 (c): 1000 MFlux/s writing at 22 mm location with media rotating at 5400 
rpm 
Figure 4 - 12 (d): 1200 MFlux/s writing at 22 mm location with media rotating at 5400 
rpm 
 
 For the 900-1200 MFlux/s writing, there is a observed drop in magnitude of the 
data frequency peak from the spectrum analyzer whereas the other detected prominent 
peaks remain relatively similar in magnitude as shown in Figure 4-12 (a, b, c and d). 
As described earlier, instead of decreasing in the TAA, it is observed that the TAA 
starts to increase when the frequency is increased from 1000 MFlux/s onwards. It is 
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observed from the spectrum data that that is when the data peak is at a higher 
frequency than the 357 MHz peak, and when the data peak’s power detected is lower 
than the 357 MHz. We hypothesized that it is a combination of the always present 
systemic frequency peaks, the decrease in the data peak, and the increase in frequency 
of the data peak above the lowest detected systemic frequency of 357 MHz that causes 
this effect of increasing TAA. However, due to scope of this section, which is to look 
especially at the track edge region noise, the analysis of this set of data shall terminate 
here. Further in-depth investigations could be carried out in future works. 
 
 
Figure 4 - 13 (a): 1400 MFlux/s writing 
Figure 4 - 13 (b): 934, 944 MHz system peak still present in 1400 MFlux/s writing 
Figure 4 - 13 (c): 1400 MFlux/s data peak not detected  
Figure 4 - 13 (d): 357 MHz system peak still present in 1400 MFlux/s writing 
 
 From Figure 4-13, which the writing is also done at 22 mm location with media 
rotating at 5400 rpm, it is noticed that even though the other systemic frequency peaks 
are still present, the data peak is no longer present in the 1400 MFlux/s recording. 
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This explains the rationale why the analysis for Figure 4-11 is restricted to 1400 
MFlux/s and below. 
 
 4.2.3 Selected case study 
 
 
Figure 4 - 14: Track average amplitude (TAA) of the cross-track profile of the 600 
MFlux/s writing read-back with and without the overwrite filter 
 
 For the next analysis, the 600 MFlux/s writing case is chosen as the primary focus. 
It has comparable noise floor to the 700 MFlux/s case, which is one of the higher 
noise floor case amongst the 100-800 MFlux/s testing conditions. This will allow 
readers to understand the characteristics of the noise present in relatively higher 
frequency writing conditions. From the Figure 4-14, one can see how the track edge 
regions affect the TAA and the filtered read-back signal. A red line is drawn to 
highlight the expected TAA level at the track center region where there are minimal 
noise interferences. The region where the TAA plot deviates from the ideal red line 
will signify the start of the region where the influences from track edge effects come 
in. From the normalized filtered signal, it is observed that these track edge effects 
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occur when the signal is about 60-70 % of the maximum detected signal. These values 
also suggest that if the read head is at that position it will be reading 30-40 % of the 
track edge noise. From the plot, it is observed that as the read head proceeds further 
into the track edge noise region, the TAA increases and experience rather 
characteristic protruding peaks, a, b, before it drops down to the background TAA 
level, This peak occurs when the read head is still able to pick up 20 % of track signal 
despite already in the track edge region. If the individual peaks, a and b are 
normalized with the background TAA as the base, then the width of the erasure bands 
can be determined from the 50 % width.  By drawing the green line to connect the two 
TAA peaks, it can be observed that the writer width is approximately 125 nm which is 
actually comparable to the SEM profile of the writer used. 
Next, let’s look at the 3D profiles of the frequency spectrum of the 600 MFlux/s 
case where the track is scanned through in the cross-track direction and the data 







Figure 4 - 15: 100 revolution averaged spectrum data across the cross-track 
 
 What was noticed is that at the low frequency region the noise floor is noticeably 
higher as compared to the other regions; this could be due to the background DC 
grounding noise, the thermal noise and also related to the 90 rps spinning speed of the 
media disc. At track edges, the noise floor is also noticeably higher especially at the 
low frequency regions, which suggests that the energy of the writing is affecting the 
grains especially at the track edges such that they will exhibit low frequency 
vibrations and flux reversals. 
 Harmonics of the written frequency could be detected only at the track center 
region which is as expected of. What is interesting is that consistent peaks are 
observed across the cross track of the written track which its amplitude appears to be 
independent of the written frequency. These peaks as shown in previous figures are 
also observable at other written frequencies, which couldn’t be explained by the 
rotation speed of the spindle, nor the written frequency. One possible explanation is 
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that it is a media characteristic or due to the system setup characteristic as it is 
independent of the written frequency and the spindle speed. 
 
 
Figure 4 - 16: Amplitude against frequency view of the cross-track spectrum profile 
 
 Figure 4-16 illustrates the characteristic of the consolidated cross-track spectrum of 
the 600 MFlux/s recording. In Figure 4-17, the cross track profile can show the 
amplitude of the written frequency and also the regions at which the track edge effect 
overshadows the written frequency. In Figure 4-18, the top profile also paints a 





Figure 4 - 17: Cross-track profile view of the spectrum data 
 
 
Figure 4 - 18: Top down profile view of the spectrum data 
 
 From the 3D views in Figures 4-19 and 4-20, it is noticed that the detected read-
back frequency is not as what was desired. Instead of detecting 300 MHz peak, the 
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detected peak is located 5-10 MHz away from the written frequency. A few 
explanations are that there could be a consistent discrepancy in the written setup and 
in the spindle speed. 
 
 
Figure 4 - 19: 3D view 1 of data frequency peak 
 
 




 From the 3D views (Figures 4-19, 4-20, 4-21), it is observed that the track center 
exhibits the best writing such that it has a low noise region at the low frequency area 
and best written amplitude at the desired written frequency; whereas the track edges 
are more difficult to define as it is a span of region where the desired written 




Figure 4 - 21: 3D view 3 of data frequency peak 
 
 The frequency spectrum is next separated into its individual frequencies to observe 
for any trends at their single detected frequencies. The results are plotted in Figure 4-
22. In general, it is observed that for the writer used, there is a higher tendency for the 
positive track edge to generate more track edge erasure noise as compared to the 
negative track edge. Also, even though the written frequency is fixed at 300 MHz, it is 
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noticed that the background detected noise floor has a general decreasing trend with 
an observed increase in the writer width, and decreased track edge noise at higher 
frequencies. This suggests that at this particular 300 MHz writing frequency case, the 
writer and system setup introduces more noise to the lower frequencies as compared 
to the higher frequencies. To improve the writing/reading performance of the system, 
a filter could be used to filter off the noisy low frequencies. 
 
 




 In this chapter, the track edge erasures occurrence on both conventional and 
shingled systems was first described. Important areal density tests, the BER and 747 
tests, which help to determine the performance and potential areal density of the head-
media combination, were subsequently described. 
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 The chapter then proceeded to looked at the writing performance of a particular 
head, media combination. The writing performance of a particular commercial 250 
Gb/platter write/read head and a commercial 375 Gb/platter media both in the time 
domain in terms of TAA and the spectral domain where data is captured using a 
spectrum analyzer; have been looked at. The experiments have all been conducted 
using the commercial Guzik DTR3004 spinstand.  
 TAA results have shown that at the track center region, the TAA will decrease due 
to the increasing ISIs. “Negative” TAA was also observed above 600 MFlux/s 
recording such that the TAA drops below the background noise due to combination 
effects of the single track writing, the influence of more ISIs due to the higher 
frequency written. Despite the “negative” TAA trend observed, the spectrum data 
revealed that the data peak was still detected and was observed to decrease in power 
as the written data frequency was increased. Systemic frequency peaks detected 
however were observed having similar strengths despite the increase in written data 
frequency. These peaks were thus hypothesized to account for the unique trends 
observed in the increase and decrease of TAAs when the written data frequency was 
changed.  
 Written data frequency of 600 MFlux/s was then specially selected to be 
investigated in detail. 3D data read-back across the track were plotted and revealed 
that the systemic frequency peaks were found across the tracks. Written data was best 
written at the track center where the detected frequency power is the highest. Track 
edge noise regions were observed at the track edges where the data frequency power 
dips below the systemic noise. In the setup, low frequency noise is highly prominent 
and a low frequency filter was recommended to improve the performance of the 
system.    
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 In the next chapter, the described 747 tests and determined areal density values 
shall be conducted and determined where both the conventional and shingled writing 
schemes will be compared. The results will thus show the track edge noise’s impact to 




Chapter 5: Shingled magnetic recording and its areal density gain 
 
5.1 Introduction 
 In the previous chapter, the track edge noise at different frequencies and a selected 
case of 600 MFlux/s were looked into using both the time domain and frequency 
domain. In this chapter, the shingled magnetic recording scheme shall be studied.  
 One of the ways to increase recording density is to reduce the track width of the 
recorded tracks, thereby increasing the track density and thus increasing the areal 
density. It is possible to do so by designing side shields to be located nearer the writer 
head and to have a smaller writer main pole width. However, doing so will 
significantly reduce the effective magnetic writing field for the head to magnetize the 
media. 
 Shingled magnetic recording, on the other hand, is proposed to be one of the 
potential technologies to continue the areal density growth of hard disks. Shingled 
recording requires the usage of wide heads to record sequentially from a system 
designed single cross-track direction. This method of recording requires the wide head 
to be designed with a large wide side shield on one edge, while totally removing the 
other side shield. Stronger magnetic field could thus be produced which in turn allows 
higher anisotropy, smaller grain size yet thermally stable magnetic granular media to 
be used. In addition, due to the sequential overlapping way of writing the adjacent 
tracks, the tracks are subjected to only 1 single sided track edge erasure effect as 
compared to the conventional recording system where it is possible for the track to 
experience double sided squeezing resulting in track edge erasure effects from the 




5.2 Experimental setup and results 
 5.2.1 Prerequisites 
 
 
Figure 5 - 1: Illustration of the written shingled test scheme 
 
 In the experiment, 3 tracks are written onto the media in a shingled way as 
illustrated in Figure 5-1. The parameters are then measured only on the center track. 
Important parameters measured are the overwrite ratio, reverse overwrite ratio, the 
SNR, and BER. 
 The overwrite ratio is one of the important hard disk parameters normally used to 
determine the writing capability of the head and media. The experiment will first 
write a single track of a lower frequency data (13T). 13T data could be understood as 
data having a period of 13 times the written frequency. A filter which detects the 
amplitude of the target frequency is then used to measure the spectral amplitude of the 
written data, in this case the low frequency data (13T). After which, the track will be 
overwritten with a higher frequency data (2T), and the filter is again used to detect the 
resultant amplitude of the 13T data after being overwritten. The ratio of before 
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overwritten amplitude divided by after written amplitude is known as overwrite ratio 
(Equation 5-1). An illustration of the process is shown below in Figure 5-2. 
 
                
 
                              
                                                            
 
(5 - 1) 
 
 
Figure 5 - 2: Illustration of the overwrite ratio test 
 
 It is suggested that poor overwrite ratio exists at regions where the writing current 
is not enough to magnetize or saturate the media properly, regions at track edges and 
regions where the cross-track head field gradient is low. In addition, imprint effect 
from the background low frequency data could cause non-linear transition shifts 
(NLTS) and undesired modulation to the incoming data signal especially at regions 
where the recording field is weak namely the track edges of the head field. A typical 
effect of poor overwrite is that additional harmonics of frequency sidebands about the 
written frequency could be detected when viewed via spectrum analyzer. [76] 
 Similar in concept, reverse overwrite ratio is the situation where the high frequency 
(2T) is measured and subsequently overwritten with a low frequency data (13T). An 
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illustration of the reverse overwrite process is shown in Figure 5-3. The equation 5-2 
is also as shown below. 
 
                        
 
                             
                                                            
 
(5 - 2) 
 
 
Figure 5 - 3: Illustration of the reverse overwrite ratio test 
 
 The background high frequency data before being overwritten could cause a 
modulation effect to the incoming low frequency data. This effect would be more 
prominent at track edge areas where the writing field is not strong enough to fully 
switch the grains, center region of the similarly-oriented magnetic grains where the 
strong demagnetization field would be coupled with the background high frequency 
field thus greatly counteracting the incoming low frequency writing field. Therefore, 
it is essential that in magnetic recording, both overwrite and reverse overwrite ratios 
should be of relatively high values (>20 dB) to ensure good writing at room 
temperature operating conditions. 
 Before further tests are conducted, the triple track tests are used to derive the 
MWW [77], whereas the micro-track method is used to derive the magnetic read width 
(MRW). In this experiment, the MWW is 75 nm while the MRW is 57 nm. The triple 
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track method goes in 3 basic steps: 1) Write a single frequency, f1 on the track, 2) 
Overwrite f1 track with another frequency, f2 and ensure the f1 track is squeezed, 3) 
Overwrite the squeezed f1 track with the f1 track and ensure that the f1 track lies 
within the two f2 tracks. The illustration of the process is shown below in Figure 5-4. 
 
 
Figure 5 - 4: Illustration of the triple track test to derive the erasure bands 
 
 After the tracks have been written, do track profile scans using the overwrite filter 
to retrieve back the f1 profile as well as the f2 profiles. Normalised the read-back 
profiles and three parameters namely the written track width, the left erase band width 
and the right erase band width could be derived. The erase band region could be found 
where the gap exists at the 50 % amplitude of the normalised f1 and f2 profile. The 
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Figure 5 - 5: Illustration of the erasure bands from the center data track 
 
 As for the MRW, the typical method is to use the micro-track scheme as illustrated 
in Figure 5-6. The initial steps are similar to the triple track method. The only thing to 
take note is that the f1 track is not rewritten and the remaining f1 track width should 
be smaller than the expected MRW and approximately having a track profile peak of 
10 % amplitude of the full track width profile. With this experimental setup, the track 
profile could then be conducted again and the MRW is determined from the 50 % 




Figure 5 - 6: Illustration of the write/read test to derive the magnetic read width (MRW) 
of the reader 
 
 5.2.2 Experimental parameters 
 In the experimental setup, the test is conducted at the MD region, 22 mm. The 
media and spindle is rotating at the speed of 5400 rpm. Thermal fly-height control 
(TFC) is used to ensure the fly height of ~5 nm above the media. A list of Guzik 





Radial location, r (mm) 22 
Spindle speed, s (rpm) 5400 
Write current (mA) 50 
Read bias (mV) 140 
Overshoot (%) 50 
Overshoot duration (ps) 300 
TFC write (mW) 80 
TFC read (mW) 70 
Sector control mode Positive 
No of sectors 100 
Sector frequency calibration (MHz) 50 
AC erasure frequency (MFlux/s) 1200 
Data rate, f 900 MFlux/s or 1837 kFCI 
Table 5 - 1: Experimental parameters for the shingled and conventional write/read tests 
 
 Based on the above parameters tabulated in table 5-1, the linear density of the data 
track can be derived. With the radial location, r and revolution speed, s of the media, 
with s having the unit rounds per minute, the velocity, v of the media at the written 
location can be calculated using equation 5-3. With the written frequency, f, the bit 
length, bl of the written data track can be found. The bit length, bl can then be used to 
determine the linear density, ld, which will have the units of kilo flux change or bits 
per inch (kFCI or kBPI) (Equation 5-4, 5-5). By knowing track pitch, tp of the tracks, 
the track density in kilo tracks per inch (kTPI) could be found (Equation 5-6). 
Multiplying both the ld and td would yield the areal density, ad which has the units of 
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 5.2.3 Experimental results 
  5.2.3.1 TAA and read-back track width after AC track erasure 
 
 
Figure 5 - 7: Illustration of the process of squeezing the data track using the AC erasure 
track 
 
  A typical squeeze of the tracks is shown in Figure 5-7. The AC erasure track is 
continually moved from an offset of 110 nm to 5 nm at 5 nm interval towards the 
center data track. At each interval, after the AC erasure track is written, the track 






Figure 5 - 8: Experimental results of the squeezing effect on the read-back TAA after 
track squeezing from the positive offset at linear density of 1837 kFCI 
 
  Figure 5-8 shows that as the data track is squeezed with the AC erased track, 
the reader picks up lesser width of the data frequency thus the data amplitude 
decreases significantly as the AC erased track eats into the data track. It is observed 
that even though the AC erasure track is moved at 5 nm interval, the experimentally 
derived track width profile did not move at the expected value of 5 nm. Instead, 
probably due to the minute spindle fluctuation, and thus non-circular AC erasure 
condition, the interval change fluctuates about 1-4 nm. Despite the systemic 
experimental errors, these set of experimental results is still valid as the general trend 






Figure 5 - 9: Experimentally derived track width versus track squeeze plot 
 
  Figure 5-9 is derived by normalizing each set of TAA data collected in Figure 
5-8. After the data is normalized, the 50 % offset point is retrieved at both the left and 
the right edges. This width will be the read-back track width of the data track after AC 
erasure and is plotted in Figure 5-9 with its corresponding AC erase track offset value. 
This track width derivation process is illustrated in the Figure 5-10. The track width 
derived is then used to subtract with the adjacent one to derive the actual individual 
track erasure value when the AC erasure track is shifted 5 nm sequentially from the 
positive offset of 110 to 5 nm. These values will give a gauge of how much erasure in 
actual has been made. These values are collected and plotted in the Figure 5-11. As 
could be seen, these values differ between 0-4 nm which is the expected range to take 





Figure 5 - 10: Illustration of the experimentally derived track width at different AC 
erasure track offset using the corresponding set of read-back TAA data 
 
 
Figure 5 - 11: Actual experimentally derived track erasure values at different AC track 
offset  
 
  5.2.3.2 BER bathtub test 
  Next, the M7 Anaconda BER error analyzer board, which acts as a NPML 
detector that facilitates complex tests like the BER bathtub and 747 is used. The 
following results will illustrate the BER difference as the read head scans through the 
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cross track profile of the above shingled tracks. MRW is a critical value here as it 
determines the read area of the data tracks, which in turns determines the BER of the 
read tracks [2].  
  The track profile test provided by the M7 Anaconda software is used to do the 
shingled writing and BER test. The screenshot of the configuration is shown in Figure 
5-12. A background erase of AC 1T + ∆(1 % frequency) will be conducted first before 
each old and center data track write. Subsequently, the adjacent track is slowly shifted 
from the 110nm offset case to 5nm case. In the setup, the adjacent interfering track is 
chosen to be the same frequency but with 50 % frequency change of the original data 
frequency. As an example, if 900 MFlux/s is used for the data rate,  900±450 MFlux/s 
will be used as the erasure frequency. 
 
Figure 5 - 12 (a): Anaconda M7 track profile test to conduct the experiment and to 





Figure 5 - 12 (b): The configuration setup for the old and interfering tracks 
 
   In the BER bathtub curves done at linear density of 1837 kFCI,  the AC erasure 
track is used to squeezed towards the data track from the negative offset at 5 nm 
intervals. It is observed that when the squeezing eats into the data track, the minimum 
peak for the BER shifts further down the cross-track along the same direction of the 
squeeze. The BER will also be poorer due to effects of the erase bands of the AC 
erased track. This effect is especially so in the case when the trimmed track width has 
been reduced to much smaller than the MRW, where the reader will read in much 
more interferences from both the AC track and the erase band and the track edge of 
the data track. Experiments on three different linear densities have been conducted 
and the plots are as displayed below in Figures 5-13, 5-14 and 5-15. The observations 
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are that the BER becomes poorer due to higher inter-symbol intereferences, erasure 
issues and thus poorer read-back at higher linear densities. 
 
 










Figure 5 - 15: BER bathtub curve for single side track squeeze at linear density of 2041 
kFCI 
 
 From Figures 5-13, 5-14, 5-15, let’s look at the on-track BER depth, which is 
the minimum BER detected at the 3 different linear densities, to observe the rate of 
decline at the similar squeezing rate and to observe the relationship to MRW. This 
minimum BER values are retrieved for each track squeeze at the three different linear 
densities and then its magnitude are used to plot in Figure 5-16 
  From the three plotted lines in Figure 5-16, it is observed that initially as the 
AC track is significantly far away from the data track thus not causing much erasure 
effects to the data track, the rate of decline for the three densities are similar. The 
divergence in the decline rates occurs when the AC track is offset at 95-100 nm away 
from the data track center. The decline rate is highest for the lowest density, 1837 
kFCI case and lowest for the highest density, 2041 kFCI case. The rationale is 
because at a lower density, the erasure bands from the AC track has more impact to 
the BER as compared to the higher density case where more inter-symbol 





Figure 5 - 16: Plot of the absolute value of the minimum BER detected for different 
linear densities 
 
   From the plots, the drop of the BER can be determined from the degree of 
squeezing. For example, at BER of 10
-2
, by drawing a red line on the plot, the tracks 
can be squeezed cross-track at approximately 70, 80, 100 nm interval respectively for 
the 1837, 1939, 2041 kFCI case. Using equation 5-4, the bit lengths can be derived to 
be 13.8, 13.1 and 12.4 nm respectively. Meaning to say, at such squeezing capability, 
at bit lengths of 13.8, 13.1 and 12.4 nm, the acheivable areal density is 666, 615 and 
518 Gbpsi for a 2.5 inch media disc with no channel implemented. Note that if the 
logic of using the highest linear density for magnetic recording to achieve highest 
areal density works, the 2041 kFCI case would be expected to have the largest areal 
density. However, this is not so. The 1837 kFCI case is actually able to achieve a 
higher areal density of 666 Gbpsi. This shows that there needs to be a balance of high 




  5.2.3.3 Analysis of areal density gain for shingled writing system 
  The next priority will be to determine the highest areal density possible for 
this head and media combination for different recording schemes: the conventional 
and the shingled write. Before this is done, the overwrite tests are conducted first to 
investigate on the trend of the overwrite profile at different shingled track widths. A 
WITE32 self-programmed module has been used to conduct the experiments and to 
sort and retrieve the results. The screenshot of the configuration is shown in Figure 5-
17. The MWW is a required parameter to be measured and known first before 
conducting this test. The program will base on the MWW and write the adjacent tracks 
at the positive offset of MWW distance and negative offset of MWW distance. As 
illustrated in Figures 5-18, the adjacent tracks will be slowly moved towards the 
center track to represent the shingled squeeze and the overwrite values will be 
retrieved by applying the equations 5-1, 5-2 from the highest point amplitude in the 











Figure 5 - 18 (a): Step 1 of shingled write overwrite test 
Figure 5 - 18 (b): Step 2 of shingled write overwrite test 
Figure 5 - 18 (c): Step 3 of shingled write overwrite test 
Figure 5 - 18 (d): Step 4 of shingled write overwrite test 
 
  The different overwrite ratios conducted at different linear densities and 
different track squeezing are plotted in Figure 5-19.  For the overwrite ratios, the 
range spans from 40-53 dB and as the linear density increases, which implies more 
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squeezing of the tracks, the overwrite ratios also decrease. As for the reverse 
overwrite ratio, the range spans from 33-57 dB. Typically, overwrite and reverse 
overwrite ratios are considered good if the ratios are more than 20 dB. It is noticed 
that the trends of overwrite and reverse overwrite ratios for the different linear 
densities appear similar. However, a minute difference could be observed such that at 
low track squeezing, high linear density systems tend to perform poorer than low 
linear density ones. However at high track squeezing, the trend is opposite, high linear 




Figure 5 - 19 (a): Reverse overwrite ratio of 13T signal overwriting the 2T data at 
different shingled track squeeze at different linear densities 
Figure 5 - 19 (b): Reverse overwrite ratio of 13T signal overwriting the 2T data at 
different shingled track squeeze for selected linear densities of 1225, 1429, 1633, 1837 
kFCI 
Figure 5 - 19 (c): Overwrite ratio of 2T signal overwriting the 13T data at different 
shingled track squeeze at different linear densities 
Figure 5 - 19 (d): Overwrite ratio of 2T signal overwriting the 13T data at different 




  In Figure 5-20, the MWW, MRW using the data retrieved from the standard 
track profile test of the Guzik spin-stand is plotted. It is noticed that at higher linear 
densities, the MWW is observed to decrease by 14 %, around 14 nm when there is an 
increase of 50 % in linear density from 1200 to 1800 kBPI. This decrease in the MWW 
at higher densities is expected when there is more ISIs. This decrease in the MWW 
however is not the key reason why the reverse overwrite and overwrite ratios appear 
to be better for higher linear densities as compared to lower linear densities, 
considering that for both cases, the shingled track width are similar. One of the 
possible reasons is that for the lower linear density case, lower linear density tracks 
are used to shingle and thus introduces stronger track erasure effects to the center 
track as compared to the higher density case. As a result, the initial data read-back 
after writing the shingled tracks  is relatively poorer at low density as compared to 
high density ones.  
 
 
Figure 5 - 20: Plot of the track paramters namely MWW and MRW retrieved for 




  For each linear density, all the BER peaks are first collected at different 
adjacent track squeeze. Then the curves for each linear density are plotted together in 
Figure 5-21. This method of plotting and sorting of data allows the users to know the 
trend of the BER against the linear densities and also the trend of the BER at different 
adjacent track squeeze. 
 
 
Figure 5 - 21 (a): BER trends for different linear densities 
Figure 5 - 21 (b): Zoomed in view of the BER trends for different linear densities 
 
 





  The OTRC for the conventional write are conducted using the methodologies 
described in Figures 4-6, 4-7. The test setup is shown in Figure 5-22. Basically, a line 
that is 15% of the track pitch is drawn and its intersection with the 747 curves is used 
to determine the OTRC of the conventional writing case. The intersection points 
imply that those are the design track pitches that ensure that as long as the reader head 
is within 15% of the center track pitch, the BER read-back will at least hit the desired 








  The method used to determine the OTRC for the shingled tracks is to 
determine the lowest BER first. Then based on this offset, determine the distance 




 range. That distance would 
be the OTRC of the shingled recording system at that particular adjacent track squeeze. 
Note that the OTRC is retrieved from the side where it experienced the track squeeze 
and not the other side of the track where no track squeezing is experienced. This way 
of deriving the OTRC ensures that the designed track pitch after squeezing is really 
able to achieve the correct BER. This methodology is illustrated in Figure 5-23. All 
the OTRC values will be collected for the different track squeeze and then plotted as 
the 747 curve. Similar to the conventional recording system case, the 747 curve is 
then plotted with the 15 % track pitch line to determine the design track pitch for that 
linear density. The designed OTRC for the shingled write are then tabulated in table 5-





Figure 5 - 23: Illustration of the method of deriving the OTRC values to plot the 747 











 BER - 10
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 BER - 10
-4
 BER - 10
-2

















1429 90.99 96.34 101.07 47 60.5 
1531 92.08 97.87 102.54 51 65 
1633 95.28 100.48 106.07 58.5 69 
1735 93.59 100.91 104.23 67.5 73 
1837 97.66 105.29 113.82 67 79 
1939 103.07 119.02 - 83 98 
2041 109.30 - - 95 - 
Table 5 - 2: OTRC values against the linear density 
 
  In total, 9 linear densities have been tested and for each of the densities tested, 
5 OTRC values in total have been determined for the conventional and shingled 
recording case by using the methodologies described in Figures 4-7 and 5-23 
respectively. As the experiments are done at the MD region at 22 nm radius, 5400 rpm, 
the areal density could be tabulated accordingly in table 5-3 based on the above track 











 BER - 10
-3
 BER - 10
-4
 BER - 10
-2
 BER - 10
-3
 
1225 337 312 305 676 457 
1327 363 341 331 702 543 
1429 399 377 359 772 600 
1531 422 397 379 762 598 
1633 435 412 391 709 601 
1735 470 436 422 652 603 
1837 477 443 409 696 590 
1939 478 413 - 593 502 
2041 475 - - 545 - 
Table 5 - 3: Areal density against the linear density 
 
  The plots from the tabulated values in table 5-3 are then plotted in Figure 5-24. 
The purpose of these plots is to know the trend of the areal density against the linear 
density and to identify the desired linear density to achieve the highest areal density. 
From the plots, for BER of 10
-2
, the shingled system is able to reach a higher areal 
density of 775 Gbpsi as compared to 475 Gbpsi. This is an increase of 163 %. In 
addition, the linear density required is also lesser at 1450 kBPI, instead of 1800 kBPI. 
Recording at lower linear density is usually preferred as there tends to be more ISIs 
and thus higher demagnetization fields which would affect the integrity of the 
recorded data at higher linear recording densities. For the BER of 10
-3
 case, the 
increase in areal density is 134 % from 450 to 603 Gbpsi. At the time of analysis due 
to differences in the data processing and collection stage of the shingled write system, 
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data for the BER of 10
-4





 case. Whereas for the conventional write system, as we are using the built-in 







 at one go. The areal density plot for the BER of 10
-4 
case 
for the conventional write case is still attached below for reference purposes. 
 
 
Figure 5 - 24: Comparison of areal density vs linear density for conventional and 












Conventional 475 Gbpsi  
@ 1800 kBPI  
linear density 
450 Gbpsi  
@ 1800 kBPI  
linear density 
425 Gbpsi  
@ 1725 kBPI  
linear density 
Shingled 775 Gbpsi  
@ 1450 kBPI  
linear density 
603 Gbpsi  
@ 1450 kBPI  
linear density 
- 
% increase in areal 
density 
163% 134% - 
Table 5 - 4: Comparison of acheivable maximal areal density for shingled and 
conventional recording systems 
 
5.3 Implementation issues in a practical drive 
 In order for shingled writing to be implemented in a practical drive, several factors 
are needed to be resolved and optimized. Some of these factors are a) inter-track 
interference (ITI) cancellation during the read process or for offline error recovery 
when multiple wide read heads are used [78], b) read latency issues if only a single 
read head is used and thus a need to use stronger ECC codes in order to compensate 
for ITI [79], c) random write and write amplification issues thus a need to consider 
hybrid schemes to buffer data and to improve write performance [80, 81], d) update 
latency issues [82] and e) the optimum shingling percentage for a practical drive [83]. 
Note that this list is not exhaustive and not meant to be as well. This section serves 
more to highlight the possible issues and possible research directions on 





 In this chapter, the important recording system parameters like the over-write and 
reverse over-write ratios, erasure band width and MWW using the triple track method, 
MRW using the micro-track method, design track pitch for deriving the achievable 
areal densities, have been described. Descriptions were also given for the 
experimental setup, experimental parameters and the equipment, software that has 
been developed and used to analyze the areal densities achievable via different 
recording systems: conventional and shingled write.  
 From the experimental results, it was observed that over-write and reverse over-
write ratios retrieved are of the range 40-53 and 33-57 dB respectively. These values 
are considered to be of a good range for commercial data recording and storage.  
 The achievable areal densities of shingled write system are at 775 Gbpsi vs the 
areal density of 475 Gbpsi for the conventional write system case. This is a gain of 
163%. From the above experimental results, it is evident that the shingled write 
system has the capability to surpass the performance of the conventional write system 
without much advanced technological changes to the head or media configuration as 





Chapter 6: Conclusions 
Current conventional hard disks used for data storage are facing limitations to 
continue the push for higher areal density. The magnetic recording tri-lemma and the 
super-paramagnetic limit are some of the crucial factors constraining the size of the 
magnetic grains. Shingled writing is seen to be one of the possible cost effective ways 
to improve the areal density yet without many changes to the current conventional 
recording media and head structure. This thesis’s objective was to look at some of the 
factors affecting the performance of a conventional recording system before looking 
at the shingled system and the potential areal density gain against a conventional 
system using a commercial spin-stand. 
 Ever since its introduction, the hard disk drives have evolved in terms of the 
technology used and has continued its push for areal density gain. The key important 
issues affecting magnetic recording are the magnetic recording tri-lemma and the 
super paramagnetic limit. Because of the super-paramagnetic limit and tri-lemma 
issue, there is a need to find a compromise between writability, thermal stability and 
medium SNR. To write higher areal densities, magnetic grains cannot be simply 
reduced in volume without much change to current technology in the writing process 
or write head or media. With the key issues affecting the areal density push as a 
background, HAMR and BPMR are expected to be the next generation of magnetic 
recording technologies. Both of them have both the technical challenges and cost 
effective consideration for them to be implemented in the near term of HDD products. 
In this work, we focus on the extension of the conventional perpendicular recording to 
support the areal density growth in the next 2 to 3 years’ time frame. We studied the 
key issues to implement the shingled writing scheme.   
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 To implement shingled magnetic recording system and future HAMR system, the 
coding and signal processing are the key enabling technologies to deal with the 
magnetic recording systems with reduced system SNR. Recording channels like the 
PRML, NPML and PDNP were reviewed. For the channels discussed, input signals 
have to be converted via equalizers to PR signals to reduce the influence of ISIs to 
nearby symbols and to facilitate detection. The conventional PRML channel is a ML 
based channel which uses the Viterbi algorithm in its detection. NPML was described 
to be able to improve the performance of PRML by including a noise whitening 
process. PDNP further improves the system by including the data dependent noise 
prediction process in the detection loop. For the detection algorithms, MAP based 
BCJR algorithm, had been compared against the widely implemented conventional 
ML based Viterbi algorithm. Error correction code, LDPC was also described with 
brief mention of the RS code. For code based implementations, the LDPC would be 
much preferred against the RS code especially at higher recording densities. The 
PDNP modification would help to reduce data correlated noise effects. As for the 
detector, depending on the computational and accuracy requirements, Viterbi or BCJR 
detectors are both possible contenders. 
 The writing process induced media noise is one of the dominant noise sources in 
magnetic recording as linear densities increase. Transition jitter which is one of the 
dominant media noise, was also investigated. The medium noise characteristics and 
jitter distributions across the track at different offset positions for different writing 
conditions were investigated by varying the write current. Descriptions were given for 
the different averaging and data processing methods that had been used to analyze the 
data. Comparisons between two write/read heads were made and the process of 
determining the better writer and better writing condition was also gone through. 
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 The track edge erasures occurrence on both conventional and shingled systems was 
discussed. Important areal density tests, the BER and 747 tests, which help to 
determine the performance and potential areal density of the head-media combination, 
were also reviewed. With the background knowledge, the track edge noise and its 
impact to BER and OTRC were discussed. The writing performance of the recording 
system was looked at both in the time domain in terms of TAA and the spectral 
domain where data was captured using a spectrum analyzer. The noise characteristics 
for pushing the areal density more from the track density aspect were discussed. 
The implementation of shingled writing and some of the important parameters, 
MWW, MRW, erase band width, overwrite ratio, reverse overwrite ratio that 
characterize a recording system were described and looked at. Comparing the areal 
density gain of shingled write vs conventional write systems with a commercial 
NPML channel and spin-stand, for similar media and head configuration, the shingled 
system was able to achieve an areal density of 775 Gbpsi at linear density of 1450 
kBPI which is much higher as compared to 450 Gbpsi at linear density of 1800 kBPI. 
 For future works, research could be conducted on producing shingled write heads 
that are wider and be able to produce stronger magnetization field. The heads have to 
be well enclosed with a single side shield enclosing one side of the write head for 
sharper and stronger writer head field. Media research could also be done to produce 
media that have smaller grains that are still thermally stable at standard operating 
temperatures. These media would be expected to have relatively high coercivity and 
high anisotropy constant, Ku. The media and writer head has to be matched so that the 
media is still able to be saturated by the writer and the writer has to be able to produce 
sharp writer head field to overcome the coercivity and have low transition noise. Spin-
stand studies could then be conducted to evaluate upon the performance of the head-
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media configuration using the tests described in the thesis. With properly matched 
shingled writer and smaller grain size medium, it is expected to realize the areal 
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