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Taken together, the data presented by Hutterer et al.
(2006) suggest a model (Figure 1) in which the release of
Bora from the nucleus in response to Cdc2 activation al-
lows physical interaction between Bora and Aurora-A.
As a result, active Aurora-A can now participate in the
mitotic processes that it regulates.
While the work by Hutterer and colleagues makes sig-
nificant contributions to our understanding of Aurora-A
regulation, many questions remain, and new ones are
raised by this work. For example, it will be interesting
to learn how Aurora-A is regulated in cells that express
both Bora and one of the other, previously identified ac-
tivators. Do these activators compete, cooperate, or do
they perhaps regulate distinct activities of Aurora-A?
Does Aurora interact with more than one activator at
a time? Is there a functional explanation for the observa-
tion that Bora activates the kinase activity of Aurora-A
onlyw8-fold, while other activators reportedly increase
the kinase activity up to 20-fold? Does Bora have a func-
tion in the nucleus? Does Bora have functions in the cell
that are independent of Aurora-A?
Aurora-A has become an attractive target for potential
cancer treatment therapies because of its essential role
during cell division and because it is commonly overex-
pressed in human tumors (Andrews, 2005). Developing
good drugs and cancer therapies that target Aurora-A
requires in-depth knowledge of both its upstream acti-
vators and its downstream targets. The work presented
by Hutterer and colleagues gets us one step closer to
this goal.
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Figure 1. A Model for the Mechanism of
Aurora-A Activation by Bora
Bora resides in the nucleus until it is released
in a Cdc2-dependent manner. Release of
Bora into the cytoplasm (and/or some un-
known modification) allows it to associate
with Aurora-A. The Aurora-A/Bora complex
now activates centrosome maturation and
asymmetric cell division. Whether Bora also
plays roles in spindle assembly, chromosome
alignment, and/or mitotic exit remains to be
examined.
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134Noisy Silencing of Chromatin
Chromatin-based repression is a major mechanism
for epigenetically heritable variation. Work in the
July 21 issue of Molecular Cell quantitatively exam-
ines transcriptional silencing in individual yeast cells,
demonstrating locus-specific effects and finding that
different silencing mutants exhibit qualitatively dis-
tinct single-cell defects.
The levels of most cellular components are thought to
vary on a timescale of one generation or less, effectively
because the persistence of chemical fluctuations oftenis bounded by the time it takes to duplicate the compo-
nents. This would mean that most nongenetic variation
cannot be inherited. A notable exception is the packag-
ing of DNA into chromatin—a process that, in some
cases, faithfully reproduces heritable states and creates
expression patterns that can persist over tens of gener-
ations. Such epigenetic phenomena play a major role
in development and can contribute greatly to population
heterogeneity. In the July 21 issue of Molecular Cell, Xu
et al. (2006) report on the epigenetic silencing of yeast
heterochromatin, providing several new insights into
the underlying stochastic mechanisms.
Saccharomyces cerevisiae heritably silences three
classes of genomic elements—the rDNA clusters, the
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135subtelomeric genes, and the silent mating-type loci
HML and HMR (Rusche et al., 2003). Silencing at HML
or HMR requires the silent information regulator (Sir)
complex, which includes the histone deacetylase Sir2
as well as Sir3 and Sir4, which preferentially bind to de-
acetylated histones. After Sir1 helps assemble the Sir
complex at a nucleation site, heterochromatin spreads
by repeated cycles of Sir2 deacetylation of adjacent
nucleosomes followed by Sir complex binding. The his-
tone acetylase Sas2 opposes Sir2 function, but para-
doxically sas2D mutants exhibit silencing defects at
the mating loci due to mislocalization of the Sir complex
to deacetylated histones throughout the genome.
To quantitatively study this process in individual yeast
cells, Xu and colleagues inserted CFP and YFP fluores-
cent reporter genes at HML and HMR in the same cell,
and they monitored single-cell dynamics of both reporters
in a variety of mutant backgrounds. They also examined
diploid cells carrying the two reporters at the same locus
and measured switching rates in sir1 deletions, which
were known to exhibit variegated repression (Pillus and
Rine, 1989). This approach reveals several phenotypic
traits that are invisible in population averages, including
the shape of the distributions, the correlations between
expression of different genes, and the spontaneous
switching within a steady-state population.
First, Xu et al. (2006) confirmed the prior observation
that the silencing pattern of HML in sir1D strains is bi-
modal, i.e., consisting of two distinct ON and OFF sub-
populations. By contrast, deleting the histone acetylase
Sas2 resulted in intermediate transcription from the
entire population of cells—a state referred to as ‘‘het-
erochromatin with holes’’ and presumably caused by
Sir relocalization. This observation has several implica-
tions. First, Sir localization appears to have an effect on
silencing beyond its effects on histone acetylation. Sec-
ond, Sir mislocalization cripples some mechanism re-
sponsible for bimodality (often positive feedback, in
this case likely due to the fact that Sir complex action re-
sults in increased local Sir activity). This is particularly
interesting in light of the reported CFP-YFP correlations
at the same locus in diploids; the data seem to indicate
that the uncorrelated (‘‘intrinsic’’) noise component is
significantly higher for sas2D diploids than for strains
like sir3D that allow no silencing. It is easy to imagine
that this uncorrelated noise is due to heterogeneous ini-
tiation of silencing states at the two independent loci,
and that normally an intact positive feedback mecha-
nism either amplifies or slows this variation to produce
the two epigenetically stable ON and OFF states.
Another striking observation is that silencing is locus
specific, triggering independently at HML and HMR, as
suggested for subtelomeric genes and for position-
effect variegation in Drosophila (Bishop, 1992; Park
and Lustig, 2000). This means that the ON-OFF transi-
tions are not merely driven by cellular fluctuations in,
for example, the Sir system, but rather reflect the
internal dynamics of each stretch of chromatin. It also
argues that the bimodality is caused by a local amplifi-
cation mechanism, rather than by some external bista-
ble regulatory switch. As a plausible mechanism for
local bistability, if a single nucleosome in the middle of
a stretch of deacetylated nucleosomes randomly be-
comes acetylated, it will likely quickly become deacety-lated due to high local levels of the Sir complex (re-
cruited by the adjacent deacetyl nucleosomes), thus
correcting local deviations from the OFF state.
Xu et al. (2006) also used FACS sorting of ON and OFF
states, followed at varying times by FACS analysis of
the resulting populations, to study how quickly individ-
ual cells switch between the two states. In sir1D, the
epigenetic states were stable for roughly 3 to 20 gener-
ations, depending on the locus and the level of Ppr1.
Surprisingly, while Ppr1 increases OFF/ON rates as
expected (Aparicio and Gottschling, 1994), it also de-
creased ON/OFF rates, suggesting a role for the tran-
scription factor in maintaining the ON state.
To complement the FACS data, they also measure ON
to OFF switches in sir1D yeast by microscopy, as well
as measuring the initiation of silencing upon restoration
of Sir complex function in temperature-sensitive cells. In
the latter case, individual cells switched from the ON state
to the OFF state at varying times, and the authors argue
that intermediate states (ON at low levels) were not ob-
served, although this was not quantitatively shown. If
true, these results suggest that previous observations of
a graded induction of silencing were due to the population
averaging of cells stochastically switching from one state
to another, with no intermediate stops along the way.
However, previous population studies on histone modi-
fication during the establishment of silencing suggested
that intermediate chromatin states exist between no si-
lencing and full silencing (Katan-Khaykovich and Struhl,
2005). This then raises the fascinating question of how
many different chromatin states might map to the same
expression state; in other words, what is the first chro-
matin state attained that can support a switch from ON
to OFF transcription, and do further changes in chroma-
tin state lead to further changes in transcription rate?
The possibility of multiple hidden chromatin states
also raises the question of variation in the switching
times. Does each cell jump between ON and OFF with
constant probability per time unit, generating memory-
lacking exponentially distributed switch times, or is a re-
cent switcher more or less likely to jump again in the near
future? This is impossible to say from average switching
rates in FACS experiments (or the relatively small num-
ber of switch events measured by microscopy), but the
difference can be essential both for inferring mechanisms
and for the life of the cell. Epigenetic variation can be
advantageous in fluctuating environments (Kussell and
Leibler, 2005; Thattai and van Oudenaarden, 2004), and
switch time statistics determine how the population ex-
plores temporal heterogeneity. For example, if individual
cells go through periods of frequent switching followed
by periods of very infrequent switching, one part of the
population would always be ready to quickly take oppor-
tunity of changes in conditions, while another part could
hold out much longer if hostile conditions persist.
Similar to single-molecule approaches to enzyme
mechanisms, single-cell approaches to gene expression
are providing an inside view of the mixture of states un-
derlying population averages. Xu and colleagues have
used these powerful techniques to study a fascinating
and important class of cellular variation—the variation
that persists for several generations. By studying the
behavior of separate loci in individual cells, they have
generated significant insights into different ways that
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136intermediate population averages may be attained. Ex-
tending the approach to a full stochastic analysis of
single-cell time series promises yet further insights into
the mechanism and function of epigenetic repression.
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Cytokinesis Goes Polo
Temporal and spatial coordination of cytokinesis with
chromosome segregation is key for successful cell
division, but it is poorly understood. A recent article
in Science by Pellman and coworkers (Yoshida et al.,
2006) reveals how the yeast polo-like kinase Cdc5 trig-
gers Rho1/RhoA activation and the assembly of the
contractile actin ring during anaphase.
Shortly after the segregation of sister chromatids, cyto-
kinesis completes the actual division of the cell. In ani-
mal cells and fungi, cytokinesis starts with the formation
of a cleavage furrow, where the plasma membrane is
pinched down through actin-dependent contraction at
the cortex. The contractile actin ring (CAR) involved in
this process consists of antiparallel actin cables cross-
linked by myosin II (Glotzer, 2001). Although the mech-
anism of CAR contraction and its regulation are begin-
ning to be fairly well understood, less is known about
CAR assembly and how it is coordinated with mitosis.
In animal cells, nonmuscle myosin II localizes to the en-
tire cell cortex until anaphase. At that point, the contrac-
tile tension exerted by myosin on the cortex is relaxed
around the spindle poles, causing the contracting actin-
myosin network to focus into a ring at the spindle equa-
tor. Therefore, in these organisms CAR assembly and
contraction are strongly interdependent. The situation
is different in fungi like the budding yeast S. cerevisiae,
where myosin II assembles as a ring at the mother-bud
neck during spindle assembly in a septin-dependent
but actin-independent manner. Later in anaphase/early
telophase, this myosin ring recruits actin to form the
CAR. A number of studies have shown that components
of the mitotic exit network (MEN), such as the protein
kinases Cdc15 (Mennsen et al., 2001) and Mob1/Dbf2
(Luca et al., 2001), trigger CAR contraction upon mitotic
exit. In cells where these MEN components do not reach
the cleavage site and contraction fails, the CAR stillSelected Reading
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assembles properly, demonstrating that contractile ac-
tivity is not required for CAR formation. A comparable
situation is observed in the fission yeast S. pombe
where the septation initiation network (SIN), to which
the MEN is highly similar, triggers CAR contraction. Per-
turbation of the Sid2p-Mob1p (Hou et al., 2004) protein
kinase prevents CAR contraction but not its assembly.
Thus, in both yeasts, how CAR formation is linked to
mitotic progression remained unknown.
In yeast, as in animal cells, CAR assembly involves a
number of players. In addition to Myosin II and septins,
CAR assembly also requires the activity of the Rho
GTPase Rho1 and the formin Bni1 (Tolliday et al.,
2002). Rho1 appears to stimulate the Bni1-dependent
nucleation of actin cables, which can in turn be incorpo-
rated into the CAR. In support of the idea that Rho1 con-
trols Bni1 function, a constitutively active allele of Bni1
partially bypasses the requirement for Rho1 in CAR
assembly. However, little was known about how the
recruitment and function of Rho1 and Bni1 at the bud
neck are coordinated with anaphase.
In a study recently published in Science, David Pell-
man and coworkers show that Rho1 and CAR assembly
is under the direct control of the polo-like kinase Cdc5.
First, the authors wondered whether any of the well-
known late mitotic regulators control CAR assembly.
Comparing the late anaphase arrest of cdc5-2 and
cdc15-2 temperature-sensitive cells, the authors con-
firmed that MEN activity is not required but found that
polo activity is. Further controls demonstrated that this
requirement does not depend on Cdc5 function in early
mitosis or its function in Cdc14 activation during late
anaphase, suggesting that polo might act very directly
in CAR assembly. In support to this idea, the authors
demonstrate that polo directly binds, and activates,
probably through phosphorylation, several GEFs for
Rho1 and, in particular, Tus1 and Rom2. Furthermore,
Cdc5 activity and the ability of both of these GEFs to
bind to Cdc5 were all required for the recruitment of
these molecules and the accumulation of Rho1-GTP at
the cleavage site. Conversely, cells expressing Tus1
