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Abstract: Soft-input soft-output sphere decoders are known to achieve near-
maximum likelihood performance with a reasonable complexity, in lattice-based 
communication systems. They are designed by combining a list sphere decoder with 
the a posteriori probability technique. In this paper, we first derive generic linear 
equations that bind a lattice point to a received codeword in single or multiple 
antennae lattice-based communications. We then propose a novel list-sphere 
decoding algorithm that is generalised for any kind of two-dimensional 
constellations, any type of channel matrices, and any number of transmit or receive 
antennae. This algorithm generates an optimal list of possible transmit codewords, 
which are the closest to the one received in terms of Euclidean distance, with a 
computational complexity independent of the initial sphere radius.  Results show that 
our algorithm exhibits a lower complexity than the previously-designed algorithms. 
Keywords: Maximum likelihood decoding, lattice, soft-input soft-output. 
1. Introduction 
In digital communications, signal constellations having lattice structure are commonly 
accepted as good means for transmission with high spectral efficiency [1]. Lattice structures 
have been mainly used to design dense high-rate signal constellations, e.g, hyper-
constellations [1], as well as efficient space-time codes, e.g., Linear Dispersion Codes 
(LDCs) based on algebraic structures [2]. The linear and highly symmetrical structure of 
lattices usually simplifies the decoding task, and the most popular kind of decoder for 
lattice-based codes is Sphere Decoder (SD) [3], [4], [5], [6]. Later, list-SD has been 
introduced and then combined with the A Posteriori Probability (APP) technique to 
iteratively detect and decode any linear space–time code [7], any Bit Interleaved Coded 
Modulation (BICM) signal [8], or any multi-user signal [9]. SD as such is commonly 
referred as Soft-Input Soft-Output (SISO) SD since both the input and the output of the 
decoder are soft bit-reliability information. SISO-SD combines simultaneously detection 
and decoding, hence, it can achieve near capacity performances with a sensible complexity. 
 As far as SD is concerned, the various works in [3], [5], [6], [7], proposed linear 
equations binding a transmit codeword to a received codeword considering either that a 
lattice-based code has been applied or that the channel matrix can be mapped into a lattice-
based code. In Section 2, we derive a generic set of equations mapping any transmit point in 
ΖN into a received point in ΡN, for any lattice-based communication system, knowing the 
lattice, the LDC and the channel model matrices. Also, in the previous works cited above, 
SDs have been designed either for rectangular-shaped, i.e., QAM, or spherical-shaped 
constellation, i.e., PSK. In Section 3, we propose a generic SD structure for any N-
dimensional constellation, and derive the SD equations on which the algorithm is based for 
the N = 2 case. Using our analysis, these equations can be updated in a straightforward 
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manner for other values of N. Furthermore, we use the work in [10] on lattice decoder for 
asymmetrical space-time architecture, to generalise our SD equations for any type of 
channel matrix, i.e., full rank or not. We then propose in Section 4, a novel low-complexity 
list-SD algorithm based on the generalised SD equations derived earlier. This list-SD 
algorithm exhibits a lower computational complexity than the previously designed in [7] 
and [8], as pointed out by the complexity analysis of the different algorithms presented in 
Section 5. Finally conclusions are drawn in Section 6.  
2. Generalised Lattice-Based Communication System Model 
This section introduces the analogy of terminology between traditional and lattice-based 
communications. It also provides a generalised set of equations to model any lattice-based 
communication system. Notice that in this section, the notation z indicates a complex 
vector with elements 2 2n n nz z jz 1+= + , and z is its real vector counterpart with elements 
( )2n nz z= ℜ and ( )2 1nz + = ℑ nz , where ().ℜ and ().ℑ denote the real and imaginary parts of 
any complex number, respectively. 
 In digital communications, let a signal 1 N×∈ v , composed of N symbols belonging to a 
M=2m complex constellation Π, be transmitted over a channel represented by a matrix 
H and received as a signal r with AWGN n , such that 
 ,= +r vH n  (1) 
with 1 N, ×∈ r n and N N×∈ H , , 0i jh = if i≠j. In lattice-based transmission, allow a mapper 
associates an m-uple of input bits to a signal point , 
belonging to an M = 2
2 2 2, , ,N N N×= ∈ ∈ ∈     v uG v u G 2N
m-points finite-constellation Σ carved from the lattice Λ with 
generator lattice G. Then, v can be viewed simultaneously as a codeword in communication 
or as a point in a 2N-dimensional Euclidean vector space in lattice terminology. The latter 
terminology will be considered in the rest of this paper. Let (1) be re-expressed as follows 
 ,= +r x n  (2) 
where x = uHeq and encompasses both the effects of G and2 2N N×∈eq  H H on the 
transmitted point u. Without loss of generality, let us assume that the 2N-elements of the 
point u are transmitted through NT transmit antennae during a time T using both lattice and 
LDC coding over a channel represented by R TN N T× ×∈ H and received via NR receive 
antennae. The independence of the receive antennae and the different fades affecting each 
sub-stream presupposes that the transfer matrix H is a full rank matrix, i.e., the probability 
of having at least two dependent columns is negligible. In this case, H can be considered as 
a basis, and the lattice structure is preserved over such a channel. Hence, the equivalent 
transmitted point x = uHeq in (2) belongs to a lattice Λeq with generator lattice 
being a full rank equivalent channel matrix, where its elementsR2 2N N T×∈eq  H eq2 ,2k rT th + , 
, h , can be defined as follows eq2 1,2k rT th + + ( )
eq
2 , 2 1k r T+ + ( )
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2 1, 2 1k r T th + + +t
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respectively, where gk,i, are the elements of the lattice generator matrix G, , ,r n th are elements 
of the channel transfer matrix H , and , ,i n ta , , ,i n tb are the elements of the LDC matrices 
A and B , T, N N T× ×∈ A B .Then, the received signal RN T×∈ r can be expressed an in (2), 
where any element ,r tx of the equivalent transmitted point R
N T×∈ x can be expressed 
according to the elements of u and Heq, as follows 
 ( ) ( )
1 1
eq eq eq eq
, 2 2 ,2 2 1 2 1,2 2 2 12 ,2 1 2 1,2 1
0 0
1 .
N N
r t k k rT t k k rT t k kk r T t k r T t
k kt
x u h u h j u h u h
N
− −
+ + + + ++ + + + +
= =
⎛ ⎞= + + +⎜ ⎟⎝ ⎠∑ ∑  (4) 
3. Generic Sphere Decoder Structure 
The SD algorithm is a Maximum Likelihood (ML) decoding algorithm that searches 
through the point of the sub-set Σ of a lattice Λ inside the sphere of radius C centred at the 
received point r [3]. It assures that only the lattice points within a distance C from r are 
considered in the metric minimization which is defined as follows 
 min min .
eq eq
-∈Λ ∈ −Λ C= ≤eq equH w rr uH w  (5) 
 Each time a valid lattice point is found, the search is restricted further by reducing the 
sphere radius C such that the new discovered point lies on the surface of the sphere. On the 
contrary, if no point is found, C must be enlarged. The advantage of SD decoding is that the 
points with norms higher than C are not tested, therefore it reduces the number of possible 
points to be tested in comparison with the ML method. The complexity, i.e., the number of 
points enumerate during the search, of the SD algorithm is highly related to the initial 
sphere radius, the lattice structure of Λeq and the rank of its generator matrix Heq. Most of 
the previously proposed SD algorithms rely on either Pohst strategy [3], or Schnorr-
Euchner strategy [4] for infinite lattice. Later, these algorithms have been improved to take 
into account the boundary of finite symmetric complex constellations Π such as QAM or 
PSK in [5], [6] and [7], respectively. Moreover, the work in [6] provided some hints for 
further generalisation. Here, we generalise the SD algorithm structure and equations for any 
constellation size and shape. 
 The problem of searching for the shortest vector w with norm inferior to C in the 
translated lattice r - Λeq in the 2N-dimensional space Ρ2N can be split into three different 
cases according to the size or rank of , P = N2 2N P×∈eq  H rT. If P = N, Heq is a basis that 
generates a lattice in Ρ2N, then 2 2C≤w can be solved by using the Cholesky decomposition 
of the Gram matrix which is defined as [3], whereTr eqG = H Heq
T
eqH is the transpose matrix 
of Heq. Otherwise, if P > N, the matrix Heq generates a lattice over Ρ2N, and a basis that 
generates a lattice in Ρ2N can be obtained using the QR factorization [7]. Finally, if P < N or 
Heq is non-full rank with P distinct Eigenvalues, the matrix Heq generates only a projection 
over Ρ2N of a lattice in Ρ2P [10]. In any case, Zero Forcing (ZF) detection is first applied, 
i.e., r = uHeq+n = ρHeq -1 2, N⇒ ∈eq  = rHρ ρ , such that the sphere centred at the received 
point r is transformed into an ellipsoid centred at the origin of the new coordinate system ρ 
- u. Then, using the results in [3], [7] and [10], (5) can be re-expressed in any case as 
follows 
 ( ) ( ) ( ) ( ) ( )2 1 2 12 TT 2, min , ,
0 1
,
N N
i i i i j ji P j
i j i
q u q uρ ρ− −
= = +
⎛ ⎞= − − = − + − ≤⎜ ⎟⎝ ⎠∑ ∑w u R R uρ ρ d  (6) 
where R is an upper triangular matrix with elements ri,j, qi,i = ri,i2, qi,j = ri,i / ri,j, and d2 = C2- 
ε with ε = 0 if N > P or ε > 0 else. The equations of the border of the ellipsoid, which are 
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obtained via (6) are given in [3] for . However, in communications, u belongs to a 
shrunken or expanded version of a lattice-based-constellation Σ that has been normalized to 
unit-energy. More generally, any element u
2N∈ u
n of u belongs to a set  that depends on 
the spatial layout of the constellation Σ. Let Σ = {s
n ⊂  E
0, s1, …, sM-1} be an M-ary hyper-
constellation, its set of possible coordinates per dimension n can be defined as { },0 ,0 , 1 ,, , , |nn n n n n je e e eκ −= ∈K  E , where ( )cardnκ = E n is the cardinality of , i.e, the 
number of distinct coordinates per dimension, and 
nE
{ }0,1, , 1n κn= −KI is the index set of 
. If Σ is a hyper rectangular-constellation, denoted , then can be defined according 
to the elements of as follows 
nE ˆS ˆ nE
ˆS
  (7) 
1
,
0
ˆ ,
M
n i
i
s
−
=
= UE n
−
,
and . Otherwise if Σ is not rectangular, Σ can be viewed as a sub-
constellation of , and its sets of distinct coordinates per dimension are sub-sets of those of 
 according to the spatial layout of Σ. Consequently, the sets will depend on the 
elements of the previous set . In considering any N-dimensional hyper-constellation Σ, 
the n-th set  can be defined as follows 
2 1
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  (8) { } { }0 1 2 1 1
1 1
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where the set can be expressed according to the elements of  and as  
0 1 2, , , , N nn j j j − −KE
ˆS ˆ nE
  (9) ( )0 1 2 0 1 21, , , , , , 1 1, , 2 1, , 1 1,
0
ˆ ˆ ˆ| , , ,
N n N n
M
n j j j i n i N N j i N N j i n n j
i
s s e s e s e− − − −
−
− − − − + +
=
= = = =K KUE
where ê(.,.) are the elements of .Without loss of generality, in digital communications, 
any pairwise element (u
ˆ
nE
2n, u2n+1) of u that belongs to the hyper-constellation Σ is also a 
symbol belonging to a complex constellation Π. Moreover, any pair usually belongs to the 
same constellation. Hence in this case, Π is a two-dimensional constellation and instead of 
having N possible distinct sets of coordinates, it only exists two distinct sets, one for u2n 
denoted and one for ureE 2n+1 denoted . We consider that the elements of are 
dependent of those of and denotes the sub-set of knowing the value of u
imE reE
imE re|imE reE 2n+1. 
For instance, let u be a codeword of 8-PSK symbols, then its sets of possible values can be 
defined as { }1ˆ 1, 0.5,0,0.5,1im = = − −E E and { } { } { } { } { }{ }0 0 , 0.5,0.5 , 1,1 , 0.5,0.5 , 0re = = − − −E E , 
using equations (7), (8) and (9). Moreover, for example if u2n+1 = 0, then { }re|im 0,2 1,1= = −E E . Consequently, the traditional set of equations defining the border of 
the ellipsoid given in [3] can be modified as follows 
 ( ) ( )( ) ( )( )im re|im im, re|im,,, , , , mod 2 1 mod 2 ,i ii c i ci iL f i e e i e i e Uδ δ≤ = − +c II , ≤I  (10) 
where δ(t) is the Dirac delta function, ic ∈  ,  is the index set of iI [ ],i iL U∩E i , i.e., the 
index set of the elements belonging to [LiE i,Ui]. Also, ,/i i i i iSL T q= − + , ,/ ,i i i i iq S= +
re|im ( ) ( )( )1 1 2 1 2im re|immin , 1, , , , ,i i i N ji P j
j i
S T q f j e eρ ρ− −
−
−
=
= + −∑ Ic
U T  
and . ( )( )1 2, im, , , ,i i i i iT T q S f i e e− = + − Ic
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4. Low-Complexity Generalised SISO Sphere Decoding Algorithm 
The aim of our algorithm is to create and return the optimal list Λp of the NL closest points 
to the received point r, according to the metric in (5), with their respective distances listed 
in Λd. Our algorithm is based on the modified Pohst strategy proposed in [5] where the 
complexity is almost independent of the initial radius, as it is in [8]. 
4.1 Initialization Phase 
Various input parameters of our list-SD algorithm must be generated before running the 
algorithm itself. The upper triangular matrix R, the ZF point ρ, and the initial radius dinit are 
computed according to r and Heq. Moreover, the sets  and  are generated knowing 
Σ, and using (8) and (9). Several methods have been defined to set the initial radius [11]. 
Here, the initial sphere radius d
imE reE
init is set as the distance between the Babai estimate 
[ ]0, 1min ii M∈ −=%u s − p , i.e., the closest point si to  belonging to Σ, and the received 
point r such that  [11]. This radius assures the existence of at least one 
point inside the sphere, i.e., ũ. It also assures that the ML point û is inside the sphere and 
therefore our algorithm is optimal in a ML sense. However, it does not imply any limitation 
on the number of points inside the sphere, if the sphere contains at least N
-1
eq= rHρ
init eq-d d= =% %r uH
L points then the 
optimal list of points is returned, otherwise the squared radius must be increased, i.e., d2= 
d2+∆, where ∆ can be set in function of the noise power [11], applying the technique in [8] 
for large NL, or using a simple trial and error approach. 
4.2 Low-Complexity List-SD Algorithm: Description and Chart 
Our novel low-complexity list-SD algorithm for lattice-based communication system 
illustrated in Fig. 1 is not only a generalisation of the algorithms in [3] and [5] for any type 
of two-dimensional constellation Π and any kind of channel matrix, but also an extension of 
these algorithms for list sphere decoding purpose. In order to generalise the SD algorithm 
for any constellation, we defined functions analogue to integer floor and integer ceil in [3] 
as follows 
 ( ) [ ]( )
: index set of , , 
, , , , ,
card ,
L U
L Uφ κ ι ι
⎧ ∩⎪= ⎨ =⎪⎩
I E
E I
I
 (11) 
whereφ  returns  the index set of the elements of  that belong to [L,U], and its 
cardinality ι. We also introduced the function “sort (
I E
, , ,y ιE I )” that sorts the elements of  
in ascending order according to the metric
E
2
ie y− , i ∈ I and returns the index set  thus 
sorted. This function speeds up the search and reduces the complexity that is due to the 
choice of the initial sphere radius value [5]. Finally, we designed the function 
“list_index_sort (l, N
I
L, d2, Λd, , k)” that adds new dJ 2 elements into the list Λd and sorts the 
indexes of ΛJ d in function of d2 values ordered in an ascendant way. If the list is non-full, 
i.e., l < NL, then d2 is added to the list at the position k=l, and  is sorted accordingly. If the 
list is full, then d
J
2 replace the largest distance in the list, and receive its index
L
. This 
index is re-ordered in according to the value of d
1Nk −= J
J 2. The index set is used to index both 
Λ
J
p and Λd. Instead of sorting two lists, only one index set is sorted, thus the complexity is 
kept low. The sorting of allows us to obtain a list of points optimised in a ML sense. J
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Figure 1: Novel Low-Complexity List - SD Algorithm Chart 
 Following the initialisation phase, the algorithm searches for the points that satisfy (10) 
with an initial squared radius d2init = d2. If Heq is non-full-rank or equivalently P < N, then 
Ti, [ ]2 1, 2 1i P N∈ − − is set to d2init in order to bypass the condition  Ti  > 0 later in the 
algorithm and update Si for these values of i. Also, U and L are set to positive and negative 
very large values IMAXI and -IMAXI, respectively. It ensures that every combination of 
elements of and are considered as it is in a ML detection process. More generally, 
as soon as a point u with a distance from r that satisfies d
imE re|imE
2 ≤ d2max = has been found, the 
point is stored in Λ
2d%
p and its distance in Λd. When the list is full, the overall radius of the 
search is decreased as well as the radius per layer Ti to speed up the search. Conversely, if 
the list is non-full after that all the points inside the sphere of radius dinit have been 
searched, then d2max is increased by ∆ and the search is carried on for any point u such that 
, . Thus, only the distinct new points are added to the list. )2 2 2max min,d d d⎡∈ ⎣ 2 2min maxd d= − ∆
4.3 SISO-SDs and Their Known Applications 
The output of our low-complexity list-SD algorithm is the optimal list of codeword Λp, with 
respective distance from r listed in Λd. As explained in [7], the output of a list-SD can be 
used conjointly with the APP technique to achieve SISO detection and convert the list of 
codewords into bit-reliability information. In General, the APP detector complexity 
depends on the list size NL. In the case of exhaustive list, NL=MN, the complexity can 
become overwhelming but with optimal performance. On the contrary in the case of non-
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exhaustive list, the performance is sub-optimal; however a list with NL≈ 1000 or even less 
codewords can be sufficient to reach almost optimal performance [7]. Combining detection 
and decoding is a judicious choice for high performance receivers with reasonable 
complexity, thus SISO-SDs have proved useful for iterative detection [7], i.e. turbo 
detection, Binary Interleaved Coded Modulation (BICM) decoding [8], or generally in 
communication systems that use SISO channel code decoders. Also, our low-complexity 
SISO-SD design has been implemented in a Multi-Input Multi-Output (MIMO) WiMax 
system in [12] to evaluate the performance of various LDC codes. Results show that near-
optimal performance can be reached with only NL≈ 40 points in the optimal list. 
4.4 SISO-SDs Complexity Analysis 
In the literature, two main approaches have been considered for designing SISO-SDs in [7] 
and [12] denoted here SISO-SD0 and SISO-SD1, respectively. These two algorithms have 
been implemented following the guidelines given in their respective papers, in order to 
fairly compare their complexity against our algorithm, labelled SISO-SD2. The simulations 
of the SISO-SDs, i.e., list-SD algorithm combined with APP detector, have been performed 
considering 10000 realisation of a MIMO Rayleigh fading channel, for packets of 256 
uncoded bits, 16-QAM modulation, and applying spatial multiplexing as LDC codes. The 
algorithms have been implemented in C, and the measure of complexity is the time that any 
algorithm takes to compute a Signal to Noise Ratio (SNR) value with these settings. The 
time is obtained using the function time() of the “time.h” library as follows: 
start=time(NULL); proceed algorithm in Fig. 1; stop=time(NULL); tSISO-SD# = -
difftime(start,stop). Since the speed may vary from one computer to another, the 
complexity gain is expressed such that $Gc(dB)=10log10(tSISO-SD0/ tSISO-SD#), where the time   
Figure 2: Relative complexity of SISO-SD1, SISO-SD2 
in comparison with SISO-SD0 vs. the size of the list  
for various SNR values 
Figure 3: Relative complexity of SISO-SD1, SISO-SD2 
in comparison with SISO-SD0 vs. SNR for various 
antenna configurations 
of SISO-SD0 is our reference time.  
 In Figures 2 and 3, we compare the complexity of our algorithm against the two other 
algorithms for different list size NL and various number of transmit and receive antennae, 
respectively. For SISO-SD0 and SISO-SD2, NL is fixed and ∆= 1, and as for SISO-SD1, NL 
is a target size which may or may not be reached according to the radius definition in [12]. 
Therefore these algorithms should deliver similar packet error rate performance. In Fig. 2, 
results show that our algorithm outperforms the two others for any list size. It also 
outperforms one of the fastest SD algorithm in [5], labelled SISO-SD0, for NL =1. In Fig. 3, 
results show that regardless of the antenna configuration, our algorithm is at least twice 
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faster than SISO-SD0, and always faster than SISO-SD1 at high SNRs, for which the 
parameters in [12] that control the list size are less efficient. 
5. Conclusions 
A low-complexity SISO SD generalised for any two-dimensional constellations, any type of 
channel matrices, and any number of transmit or receive antennae has been introduced in 
this paper. First a generic sets of equations mapping any transmit lattice point to any 
received codeword in lattice-based communication has been derived. Then, a generic SD 
structure has been proposed for any N-dimensional constellation and generalised SD 
equations have been derived for N = 2. These equations have been used to design a novel 
list-SD algorithm. Thereafter, a complexity performance analysis has shown that our 
algorithm exhibits a lower complexity than the previously-designed algorithms. Our low-
complexity SISO SD has been applied to evaluate the performance of various LDC codes in 
MIMO WiMax systems. 
Acknowledgement 
This work was performed in the framework of the IST FIREWORKS project, which is 
funded by the European Commission. 
References 
[1] J. Boutros, E. Viterbo, C. Rastello, and J.-C. Belfiore, “Good lattice constellations for both rayleigh fading 
and gaussian channels,” IEEE Trans. Inform. Theory, vol. 42, no. 2, p. 502518, Mar. 1996. 
[2] F. Oggier, G. Rekaya, J.-C. Belfiore, and E. Viterbo, “Perfect spacetime block codes,” IEEE Trans. 
Inform. Theory, vol. 52, no. 9, p. 3885-3902, Sept. 2006. 
[3] E. Viterbo and J. Boutros, “A universal lattice code decoder for fading channel,” IEEE Trans. Inform. 
Theory, vol. 45, no. 5, p. 1639-1642, July 1999. 
[4] E. Agrell, T. Eriksson, A. Vardy, and K. Zeger, “Closest point search in lattices,” IEEE Trans. Inform. 
Theory, vol. 48, no. 8, p. 2201-2214, Aug. 2002. 
[5] A. M. Chan and I. Lee, “A new reduced-complexity sphere decoder for multiple antenna systems,” in 
Proc. IEEE ICC 2002, New-york, USA, Apr. 2002, pp. 460–464. 
[6] M. O. Damen, H. E. Gamal, and G. Caire, “On maximum-likelihood detection and the search for the 
closest lattice point,” IEEE Trans. Inform. Theory, vol. 49, no. 10, p. 23892402, Oct. 2003. 
[7] B. M. Hochwald and S. T. Brink, “Achieving near-capacity on a multiple-antenna channel,” IEEE Trans. 
Inform. Theory, vol. 51, no. 3, pp. 389–399, July 2003. 
[8] J. Boutros, N. Gresset, L. Brunel, and M. Fossorier, “Soft-input softoutput lattice sphere decoder for linear 
channels,” vol. 3, Dec. 2003, pp. 1583– 1587. 
[9] F. R. W. O. based netwoRKS (FIREWORKS) consortium, “Preliminary description of the phy techniques 
for relay/mesh based networks,” IST Project FP6-027675, Tech. Rep. 4D1, Nov. 2006. [Online]. Available: 
http://fireworks.intranet.gr/fireworks docspublic/Fireworks 4D1.pdf 
[10] M. O. Damen, K. Abed-Meraim, and J.-C. Belfiore, “A generalized lattice decoder for asymmetrical 
space-time communication architecture,” in Proc. IEEE ICASSP, Istanbul, Turkey, Sept. 2000, pp. 2581–
2584. 
[11] B. Hassibi and H. Vikalo, “On the sphere-decoding algorithm i. expected complexity,” IEEE Trans. 
Inform. Theory, vol. 53, no. 8, p. 2806-2818, Aug. 2005. 
[12] F. R. W. O. based netwoRKS (FIREWORKS) consortium, “Detailed description of aas and selected phy 
techniques for relay/mesh based networks,” IST Project FP6-027675, Tech. Rep. 4D2, Sept. 2007. [Online]. 
Available: http://fireworks.intranet.gr/fireworks docspublic/ Fireworks 4D2.pdf
Copyright © 2008 The authors www.ICT-MobileSummit.eu/2008 Page 8 of 8 
