Abstract The East Australian Current (EAC) is the western boundary current flowing along the east coast of Australia separating from the coast at approximately 348S. After the separation two main pathways can be distinguished, the eastward flowing Tasman Front and the extension of the EAC flowing southward. The area south of the separation latitude is eddy-rich and the separation latitude of the EAC is variable. Little is known of the properties of the water masses that separate at the bifurcation of the EAC. This paper presents new insights from the Lagrangian perspective, where the water masses that veer east and those that continue south are tracked in an eddy-permitting numerical model. The transport along the two pathways is computed, and a 1:3 ratio between transport in the EAC extension and transport in the Tasman Front is found. The results show that the ''fate'' of the particles is to first order already determined by the particle distribution within the EAC current upstream of the separation latitude, where 85% of the particles following the EAC extension originate from below 460 m and 90% of the particles following the Tasman Front originate from the top 460 m depth at 288S. The separation and pathways are controlled by the structure of the isopycnals in this region. Analysis of anomalies in potential vorticity show that in the region where the two water masses overlap, the fate of the water depends on the presence of anticyclonic eddies that push isopycnals down and therefore enable particles to travel further south.
Introduction
The separation of the East Australian Current (EAC), the western boundary current flowing southward along the east coast of Australia, plays a dominant role in the flow pattern within the Tasman Sea. While transporting heat and biota from the Coral Sea to the Tasman Sea, the EAC separates into an eastward current at approximately 348S known as the Tasman Front and a southward branch forming the EAC extension [e.g., Godfrey et al., 1980a; Ridgway and Dunn, 2003] . Volume transports of both pathways have been previously estimated at $9.7 Sv for the extension of the EAC [Oliver and Holbrook, 2014] and between 24 and 18 Sv for the Tasman Front [Sutton and Bowen, 2014] , although the highly variable nature of the pathways' strength and location makes accurate estimates difficult. The EAC current system is highly variable and dynamic, with a ratio of eddy kinetic energy to mean kinetic energy of 500:1 compared to 10:1 in the global average [e.g., Mata et al., 2006; Scharffenberg and Stammer, 2010; Everett et al., 2012] .
The Tasman Front is a surface-intensified flow that is confined to the upper 800 m [Sutton and Bowen, 2014] . The front is shallower than the EAC, which itself extends to a depth below 2000 m. Sutton and Bowen [2014] , using a yearlong deployment of current meters in a moored array deployed south of Norfolk Island, hypothesize that part of the deeper water of the EAC that does not flow along the Tasman Front, forms leakage past the southern tip of Tasmania toward the Indian Ocean. Model studies show that this Tasman Leakage, fed by the extension of the EAC, is located in the upper 1000 m of the ocean and its core is centered around 100 m depth [Van Sebille et al., 2012] . Whether this water indeed originates from the deeper part of the EAC has not yet been investigated.
From previous studies, three main theories concerning the separation of the EAC can be distinguished. First, observations of the EAC region show that the separation of the EAC often takes place near Sugarloaf Point at 32.48S, where the coastline has a strong curvature [Godfrey et al., 1980a] . This suggests that the separation is topographically controlled. Indeed, Marchesiello and Middleton [2000] , using a vorticity balance model, find that a bend in the continental slope is the determinant factor that causes the EAC to separate in combination with the forcing from baroclinic Rossby waves. However, other studies argue that Rossby waves are not the main players in controlling the formation of the EAC eddies and that the variability in the EAC region is generated locally around the separation latitude [Bowen et al., 2005; Mata et al., 2006] .
In contrast, Tilburg et al. [2001] argue that bottom topography and coastline details have little effect on the separation latitude. Using numerical simulations whose complexity is systematically increased, they find that the inclusion of wind forcing results in the correct separation latitude, where gradients in the zonally integrated wind stress curl field determine the location. Analysis of sediment cores from the Coral Sea and the Tasman Sea show that during the last glacial period the EAC separation took place between 238S and 268S [Bostock et al., 2006] , approximately 108 further north relative to present-day observations. Bostock et al. [2006] mention the possibility that the shift is caused by a change in the wind stress curl field in the last glacial period. Furthermore, Oliver and Holbrook [2014] , using climate change simulations of the Tasman Sea circulation, show that the separation latitude may shift 100 km southward from 1990 to 2060. Oliver and Holbrook [2014] argue that the linear Sverdrup theory cannot explain the southward shift and that the mean location of the separation is governed by baroclinic, eddy-rich dynamics. Additionally, a shift in the separation latitude suggests that the dynamics of the separation latitude is not only purely controlled by topography.
Lastly, the separation of a western boundary current can also occur for reasons of vorticity dynamics, even in the absence of changes in the wind stress curl, bathymetry, or a curvature of the coastline [Kiss, 2002] . Under no-slip boundary conditions the potential vorticity of the cyclonic near-shore part of the western boundary current becomes larger than the potential vorticity of the interior. Kiss [2002] shows that the excess potential vorticity can only be dissipated by an outflow separating from the coast. This theory has been extended to idealized turbulent, stratified gyres [Kiss, 2010] and used to explain Kuroshio separation in oceanic general circulation models [Nakano et al., 2008] .
The different theories of why the EAC separates where it does show the complexity of the western boundary current systems and the different mechanisms that affect their separation point. A complete description of the variability of the EAC separation will likely need to take all forcing mechanisms mentioned above into account. Modeling a realistic western boundary current separation is very sensitive to choices made for subgrid-scale parameterizations and a proper representation of water mass properties, bathymetry, and airsea fluxes. Despite the long history of research on modeling western boundary currents, there is not yet a single recipe that guarantees a correct separation of all western boundary currents in a global model [Chassignet and Marshall, 2008] . Furthermore, the latitude of the separation of the EAC pathways is variable and has a significant impact on local climate, ecosystems, and cross-shelf dynamics like upwelling at nearby regions [e.g., Roughan et al., 2003; Hobday and Hartmann, 2006; Schaeffer et al., 2013] . This paper is one of the first attempts to investigate the upstream control and the potential vorticity structure of the water masses that separate at the bifurcation of the EAC from a Lagrangian perspective. Previous studies show that the Lagrangian approach is suitable in this region [e.g., Van Sebille et al., 2012; CetinaHeredia et al., 2014] . An additional advantage of using a Lagrangian perspective is that, unlike an Eulerian approach, the direct connectivity between sources and sinks of water masses can be studied.
In this study, we use numerical Lagrangian float trajectories advected within a 1/48 global ocean sea-ice model, which allows us to make a distinction between water flowing eastward following the Tasman Front and water continuing southward in eddies forming the EAC extension. This will give an idea of where and how the bifurcation of water particles in the EAC is determined. We will investigate the upstream control of the fate of the water by studying the distribution of the particles upstream and downstream of the separation latitude. Furthermore, anomalies and changes in the in situ potential vorticity structure for the two pathways upstream and around the separation latitude are studied to show which components of the potential vorticity determine the structure of the PV anomaly and how this relates to the bifurcation of the two pathways.
The next section presents a brief description of the ocean model used, the setup of the Lagrangian experiment, and how the distinction between the pathways is made. Additionally, the calculations made to
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analyze the potential vorticity of the pathways are discussed. Section 3 will provide a brief validation of the ocean model, followed by the analysis of the trajectories of interest in section 4, including an examination of the potential vorticity changes at the region of the EAC separation, followed by a general discussion and summary of our main results in section 5.
Data and Method
The Ocean Circulation Model
To investigate the EAC separation we have used 5 day averages of the Geophysical Fluid Dynamics Laboratory (GFDL) Modular Ocean Model (MOM025), which is sufficient to capture the progression and retraction of the EAC separation latitude and the temporal variability caused by the eddies [Bowen et al., 2005; Cetina-Heredia et al., 2014; Qin et al., 2014] . GFDL-MOM025 is based on the ocean component of the GFDL CM2.4 and CM2.5 coupled climate models [Farneti et al., 2010; Delworth et al., 2012] . GFDL-MOM025 is a global ocean-sea-ice model with 50 levels in the vertical (with a 10 m resolution in the upper 100 m up to a 200 m resolution in the bottom layers) and a 1/48 eddy-permitting horizontal resolution with no-slip boundary conditions at lateral sidewalls, coupled to the GFDL Sea Ice Simulator dynamic/thermodynamic sea-ice model. The atmospheric state is prescribed and converted to ocean surface fluxes by bulk formulae. There are no air-sea feedbacks and for the analysis a ''normal year'' atmospheric forcing is used constructed from version 2 of the Coordinated Ocean-ice Reference Experiments Normal Year Forcing (CORE-NYF) reanalysis data [Griffies et al., 2009; Large and Yeager, 2009] . CORE-NYF consists of a climatological mean atmospheric state at 6 h intervals for 1 year [Griffies et al., 2009] . Since the model is run using the same seasonal forcing every year, there is no interannual variability present in the forcing fields and all variability seen in the model output on time scales larger than a year can therefore only be caused by internal ocean processes. Using normal year forcing instead of interannual forcing is advantageous to our study, since we are only interested in internal ocean dynamics.
The ocean components of the next generation of climate models, which will form the bulk of CMIP6, will likely be eddy-permitting at a 1/48-1/38 horizontal resolution. This means that even though a 1/48 model might not capture all dynamical aspects by underestimating the eddy activity, it is still important to understand the physical mechanisms that are present in ocean models at this resolution.
Particle Tracking
Lagrangian particles are released every 5 days for 10 years upstream of the EAC separation and advected forward in time with a time step of 1 h within the 5 day averages of the 3-D velocity field output of the ocean model, using the Connectivity Modeling System (CMS v1.1) [Paris et al., 2013] . The CMS model uses a tricubic interpolation spatially and a fourth-order Runge Kutta stepping scheme in time. No horizontal or vertical diffusivity is added to the particles, so the particle motion is purely advective. The particles are released at a zonal transect at 268S between 1548E and 155.58E (0.258 apart) within the top 1000 m (10 m apart). Since particles flowing at depths deeper than 1000 m are mainly recirculated in the Tasman Sea [Ridgway and Dunn, 2003 ], they are not considered as part of the two pathways of interest. Particles reaching the east coast of Tasmania, between 42.58S and 41.58S and between 1488E and 1508E, are defined here to form the extension of the EAC (Figure 1) . Particles flowing through a box north of New Zealand, between 318S and 368S and between 173.58E and 1758E, are defined here as taking the Tasman Front pathway. For this study, the boxes are chosen such that a large number of particles is captured and that most particles crossing the boxes eventually leave the Tasman Sea and are not recirculated. This way, a total of 1.4 3 10 5 particles that follow the Extension of the EAC and 1.1 3 10 5 particles that follow the Tasman Front are advected for up to 4 years, to make sure that the majority of the particles following the extension of the EAC had enough time to pass the southern tip of Tasmania [Van Sebille et al., 2012] .
Potential Vorticity Along the Trajectories
The potential vorticity structure of the EAC region is a useful diagnostic to investigate the importance of relative vorticity, stratification, friction, and diabatic processes. is large, and vertical shear and horizontal density gradients are small, q is conserved when following a water parcel in the absence of diabatic and frictional processes. The decomposition of the two pathways of interest allows us to investigate differences in anomalies in potential vorticity around and upstream of the separation latitude. Looking at anomalies in potential vorticity and its constituents (relative vorticity and stratification) will show which component is controlling the structure of the PV anomaly and how this relates to the bifurcation of the two pathways. The same approach will be used to look at changes in the potential vorticity terms along the trajectories to see if and where these terms are conserved.
For all particles, and for every 5 days along their trajectories, the in situ potential vorticity (q) at their longitude, latitude, and depth is calculated. First, q, f, and @q=@z are calculated from the velocity and density fields from the ocean model by central differencing. Then, the fields are linearly interpolated over a 0.18 lon 3 0.18 lat 3 10 m depth bin to be able to interpolate the obtained values onto the location and time of the particles using a nearest neighbors search.
The value of stratification is negative at all times, since the water columns in the ocean model used are kept statically stable by parameterized convection. The planetary vorticity is negative in the southern hemisphere and the Rossby number (Ro5jf=f j) calculated from the MOM025 fields in this region reaches values of 0.2, indicating that planetary vorticity is larger in magnitude than the relative vorticity. The minus sign in equation (1) is chosen such that the potential vorticity will be negative in most locations in order to match other definitions of potential vorticity [Holmes et al., 2014] .
Validation of the Modular Ocean Model Circulation
To validate the results of the model, a comparison is made between the model output and observed sea surface height (SSH) from the Archiving Validation and Interpretation of Satellite Oceanographic data (AVISO) by investigating the mean, the variability, the location of EAC separation, and the volume transport. The AVISO product used provides Mean Absolute Dynamic Topography (DT-MADT), Delayed Time mode, on a 0.258 by 0.258 Cartesian grid with a 7 day temporal resolution from 1992 to 2010. Since interannual variability is low in the model, the number of years chosen to average over will not change the mean state found. The observed SSH is however averaged over the entire data set to minimize influences from interannual variability on the mean state. The mean of the SSH is in good agreement with observations and the pathway of the EAC is clearly visible (Figures 2a and 2b) . However, the standard deviation of SSH in the model, which is a measure of the variability or eddy activity, shows only half the magnitude of the variability seen in AVISO (Figures 2c and 2e ). The Tasman Front in the model seems to have a very narrow band of variability extending eastward at approximately 338S, whereas in the satellite observations this pathway is not as clearly visible and seems to be more broad.
Van Sebille et al.
[2012] studied the same region using the Ocean Forecast for the Earth Simulator (OFES), which is based on an older version of the Modular Ocean Model (MOM3), but has a 1/108 horizontal resolution. They found a good agreement in SSH variability between AVISO and their model output, suggesting that the lower resolution of MOM025 leads to reduced SSH variability. Furthermore, part of the missing variability in the region of the EAC separation can be explained by the missing interannual atmospheric variability. The same model forced by interannual forcing shows an increase of $30% in the variability (Figure 2d ). 
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Separation Latitude of the EAC
In order to validate the model further, the time series of the EAC separation latitude is used to compare the location and variability of separation between the model and AVISO. The method of estimating the latitude at which the EAC veers eastward is based on the method described by CetinaHeredia et al. [2014] , where SSH contours are used to find the veering point of the main current. The core of the EAC is found upstream of the separation by selecting the maximum southward geostrophic surface velocity at a 288S transect, calculated from the SSH field. Then, the SSH isoline coinciding with the location of the maximum velocity is followed and the first location at which the isoline turns more than 308 eastward of south is recorded as the separation latitude. This method has been shown to be appropriately sensitive to both eddy detachment and reattachment, which strongly influence the location of separation [CetinaHeredia et al., 2014] . The chosen threshold of 308 might result in values of the separation latitude that are slightly further to the south than in situ observations indicate. By the time the SSH contour has turned 308, its actual separation from the coast has already taken place further north. However, since we use the same method for the model data and the observations from satellite altimetry, this is still a good method to validate the model's representation of the separation.
The temporal average of the separation latitude over the years of data available shows a clear dependence on the seasonal cycle ( Figure 3a) . The standard deviation in the separation latitude of the model is 0.58-18 ( Figure  3c ), while the standard deviation in the observations is much larger (Figure  3b ), so this seasonal cycle will not be very clear in most years and only shows up in the climatology. However, the standard error in the mean for both data sets is of order 0.18; therefore, the seasonal cycle observed is statistically significant. In both the model and the observations the most northern separation latitude is reached in July, whereas the most southern latitudes are reached between December and April. This is in agreement with the in situ observed movement of the steric height field throughout the year with a maximum southward extension of the EAC in summer [Ridgway and Time series of the standard deviation of sea surface height (blue) and the separation latitude (red) of the ocean model, determined using a 55 day running mean. The average over 15 years is shown. Taking an average over a different number of years does not change the location of the maximum and minimum, since the years are very similar due to the normal year forcing used in the model. Additionally, the standard deviation of the sea surface height is averaged over the area between 208S and 458S and between 1508E and 1608E.
Journal of Geophysical Research: Oceans 10.1002/2015JC011133 Godfrey, 1997] . Furthermore, the time series show a steeper slope of the EAC separation retraction northward compared to the progression of the separation southward. This skewness could be explained by the observed higher eddy kinetic energy in late summer and autumn in this region, implying more eddyshedding events [Qiu and Chen, 2004; Cetina-Heredia et al., 2014] (Figure 3c ).
The cumulative probability of the time series obtained shows the underlying distribution of the separation latitude (Figure 3b ). Per degree of latitude at which the maximum southward geostrophic velocity is selected, the median separation latitude can shift southward or northward by 0.38-0.48. However, the shape of the cumulative probability function stays the same. Therefore, it is possible to use the method of determining the separation latitude to compare the underlying distribution in MOM025 and AVISO.
From the cumulative probability of the time series, we can conclude that the median of the separation latitude in the model agrees very well with the observations. The distribution of the modeled separation latitude is however much narrower, consistent with the model's underestimation of SSH variability. This, again, can be explained by the relatively low horizontal resolution in the ocean model and the effect of the missing atmospheric variability in the forcing. The difference of the recorded separation latitude between the model and the AVISO data are slightly larger at the southern end of the distribution than at the northern end of the distribution. It is likely that this skewness is caused by the observed trend in the EAC separation latitude, where the current is found to separate more often at the southernmost latitudes in recent years [Cetina-Heredia et al., 2014] . At the northern boundary of the Tasman Sea, the inflow from the EAC (EF, Figure 4 ) and the flow northward across 288S (DE) in the model are both lower than the volume transport estimated from observations, indicating that the EAC strength is weaker in the model than in observations. The transport across the meridional section at 1738E (DG) is however overestimated. Similar to the results from the standard deviation of the SSH and the findings of Oliver and Holbrook [2014] , this suggests that the model predicts a more focused eastward flow along the Tasman Front than observations do. At the southern boundary of the domain, the model estimates for the narrow flow along Tasmania from the EAC extension (AB) are similar to the observations. The northward transport is slightly overestimated (BC).
The net transport out of the domain bounded by A-F of the ocean model is 0.6 Sv compared to 20.8 Sv estimated from CARS and 2.2 Sv estimated by Ridgway and Godfrey [1994] . The imbalance in the model can be explained by leakage through the Cook and Bass straits and the transport taking place at depths below 2000 m. The imbalances for the observations are larger and are of opposite signs, indicating that the observed values are uncertain as well, which is partly caused by the highly variable transport in this region.
The Lagrangian particles advected in the ocean model are used to provide a second method to estimate transport, although only for the upper 1000 m where particles were seeded. Every particle is tagged with its transport at the time of release by multiplying the southward velocity with the area (0.258 lon 3 10 m thickness). From this an estimate can be made for the proportion of water that originates from the EAC and follows the Tasman Front or follows the extension of the EAC. The results show that a large part ($40%) of the transport from the EAC is following the Tasman Front pathway and only $14% of the total transport is following the extension of the EAC. The remainder of the transport in the EAC is carried by particles that recirculate within the Tasman Sea and do not reach Tasmania or New Zealand (Figure 1 ). This is in agreement with previous estimates that show a 1:3 ratio between transport in the extension of the EAC and transport in the Tasman Front [Hill et al., 2011] .
We conclude that although the model does not reproduce all features of the East Australian Current region as seen in observations, it shows sufficient skill to assess the two pathways after the EAC separates from the coast.
Results
Upstream Control by Particle Distribution
The depth profile of the particle density distribution upstream of the separation latitude at 288S is shown in Figure 5 for particles traveling southward as part of the EAC extension and for particles traveling eastward along the Tasman Front. A clear distinction in the distribution of the particles with depth between the two pathways can be observed, but the zonal distribution is very similar. 85% of the particles following the extension of the EAC originate from the deeper part of the EAC flow below a depth of 460 m (the cutoff below 1000 m is due to the initial particle seeding). The particles that form part of the Tasman Front, however, originate from the upper part of the EAC, where 90% originate from the layer between the surface and 460 m depth. Shifting the chosen transect southward or northward upstream of the separation location does not change this distribution. There are no particles in this simulation that originate from a depth deeper than 700 m ending up north of New Zealand while following the Tasman Front, in agreement with the observed values by Sutton and Bowen [2014] . This indicates that whether a particle follows the Tasman Front or the EAC extension (the ''fate'' of a particle) is to some extent already determined before the EAC bifurcates.
The change in depth from before the bifurcation, at 278S, to after the bifurcation, at 408S and 1608E for the extension of the EAC and the Tasman Front particles, respectively, is shown in Figure 6 . Of the particles following the extension of the EAC, 32% originate from 200 to 600 m depth and seem to be advected upward in the water column by up to 200 m (Figure 6a ). Note that we are only considering the initial and final depths; particles may have additional vertical excursions in between. Below 600 m the particles do not change their depth significantly. The particles that follow the Tasman front show a mean shift upward of only 50 m (Figure 6b ) and their distribution in the water column has a smaller extent than the particles that follow the extension of the EAC. This behavior can be compared to the outcropping of time-mean isopycnals. We note the presence of isopycnal outcropping in the top 300 m from 278S to 408S (dotted line Figure 6a) . From 300 to 700 m depth, the isopycnals show an upward slope which is strongest at shallower depths, and below 700 m their depth does not change. The behavior of the isopycnals in this region is mainly explained by the strong gradient in surface density over the transects chosen. Comparing the depth of the isopycnals between the transects at 278S and 1608E along the Tasman Front, the isopycnals are slightly pushed up (dotted line in Figure 6b ), which is explained by the fact that the transect at 1608E lies poleward of 278S, at around 348S where the mean density is higher.
At face value, the results seem to indicate that particles following the extension of the EAC only partly follow isopycnals, as seen in the differences between the distribution of particle depth change and the curve of the time mean depth change of the isopycnals (Figure 6a ). While this could indicate that the particles experience strong diapycnal downwelling, it could also be because the mean density field is not a good representation of the density field seen by the particles that follow the extension of the EAC. In this latter explanation, a possible hypothesis is that a large part of these particles might be trapped in warm-core anticyclonic eddies and therefore experience a lower density than the mean flow around them at the transect Figure 6 . The distribution of particle depths at transects after the separation (vertical axis) as a function of depth from which the particle originated at 278S (horizontal axis). The transects after the separation are chosen at 428S and 1608E for the extension of the EAC and the Tasman Front, respectively. The black solid line represents y 5 x; high percentages coinciding with this line indicate that particles have no net change in depth. The distribution shown is calculated per depth interval of 10 m thickness separately. The black dotted line represents the mean change in depth of isopycnals corresponding to the chosen transects. Note that to highlight the behavior of the particles of each layer, even those where there is relatively low transport, the percentages are normalized by the total number of particles in each release layer.
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at 408S. The result would then be that these particles do follow isopycnals, or at least experience a smaller upward advection than the mean density surfaces suggest.
To investigate whether the displacement of the particles is due to vertical movement of isopycnals or due to mixing across isopycnals, the change of the particle's potential density between the transects (278S-408S and 278-1608E) is calculated (Figure 7 ). For the particles following the EAC extension and the Tasman Front, 80 and 67% (respectively) have a density change of less than 0.2 kg/m 3 . From this, it is clear that particles tend to follow isopycnals reasonably well. Therefore, the most likely hypothesis for the discrepancy seen in Figure 6a between the distribution of the particles' change in depth from 278S to 408S and the curve of the change of depth of the isopycnals is that most of the particles in the upper 600 m travel southward within warm anticyclonic eddies, and so their upward displacement is less than that of the mean isopycnals.
Control by Eddy Activity
The number of particles taking each route at the bifurcation varies with time. For the subset of particles that follow the EAC extension the largest fraction crosses the 288S transect in September (14.5%, Figure 8a ) and the smallest fraction crosses the transect in May (3.8%), where the percentages are normalized for each pathway individually. There is some variability in the subset of the particles that follow the Tasman Front, but it does not show a strong seasonal dependence. Although previous studies find an anticorrelation between Tasman Front transport and the transport in the EAC extension [e.g., Sloyan and O'Kane, 2015] , our results show that less water ending up in the extension of the EAC does not necessarily lead to more water following the Tasman Front or vice versa. This is supported by the findings of the previous section that the water masses of the two pathways are originating from different depths in the EAC. 
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The transit time from the transect at 288S to the median separation latitude of 338S is shown, in a cumulative sense, in Figure 8b for the particles that cross 288S in September. Half of the particles arrive at the separation at 338S within 4 months (i.e., before January), but the transit time distribution ranges from a minimum of 22 days to more than a year. This suggests that a large fraction of particles are trapped in eddies north of the mean separation latitude of 338S. Furthermore, investigation of the particle trajectories reveals that some particles take a long detour away from the coast and the EAC before reaching 338S, which are not shown in Figure 1 .
The strong seasonal variability seen in the number of particles following the extension of the EAC is likely related to the strong seasonal variability observed in the EAC separation latitude (Figure 3a ) and the eddy activity (Figure 3c) . In western boundary current regions the standard deviation in sea level height is mostly caused by mesoscale eddy variability [Zlotnicki et al., 1989; Thompson and Demirov, 2006] and can therefore be used as an indicator for eddy activity.
The seasonally averaged eddy activity and the variability seen in the seasonally averaged separation latitude are highly correlated (Figure 3c , R 5 0.87). As discussed in section 3.2, this can be explained by the eddy-shedding process, where higher eddy activity is caused by more eddy shedding and therefore larger variability in the separation latitude. The variability is high from January through to June, while the separation latitude moves equatorward from its most southern excursion (Figure 3a ). The maximum variability seems to be reached in June, which is a few weeks before the most northern separation latitude is reached (Figure 3) . Then, the variability quickly drops down to a minimum in October and starts slowly increasing from October onward. Combining this result with the transit time from 288S to 338S (Figure 8b) , it seems that the number of particles ending up in the extension of the EAC is dependent on the eddy activity and where the separation takes place. The results suggest that the largest transport across the separation latitude takes place around January, when the eddy activity is high and the EAC separates at the southern end of its range.
Relation Between Particle Path and Potential Vorticity
The future pathway of the particles in the EAC seems to be mostly controlled by the depth of the particles upstream of the separation latitude (section 4.1). However, as seen in Figure 5 , there is an overlapping region between the surface and a depth of approximately 600 m where the particles can either follow the extension of the EAC or the Tasman Front. Using a potential vorticity analysis of the overlapping region will highlight whether particles experience different potential vorticity, relative vorticity, and stratification when they follow different pathways and in which region these differences are most pronounced. This section will focus on the evolution of vorticity for both particle pathways in the overlapping region at about 400 m depth, where the overlap between the number of particles of both pathways is maximal.
Anomalies of potential vorticity, stratification, and relative vorticity are calculated for both pathways ( Figure  9 ). Particles are selected when traveling through one of the 0.18 lon 3 0.18 lat grid boxes in a layer between 350 and 450 m depth, where the particles of both pathways are approximately evenly distributed. The values shown are averages over 100 randomly selected particles at that grid point, to be sure that the results are not biased by the number of particles present. All locations containing less than 100 particles are not shown. To be able to understand the resulting anomalies, the time mean of the potential vorticity, relative vorticity, and stratification from the model are shown as well (Figures 9a, 9d, and 9g ).
The resulting anomalies in the potential vorticity terms are 5-10 times smaller than the values for the mean potential vorticity and @q=@z and roughly half the values of the mean relative vorticity. From 338S to 388S close to the coastline, the 100 particles selected per grid box show large deviations in the potential vorticity terms from the mean of similar magnitude to the anomaly itself at that location. This indicates that there is a high variability of vorticity in this region and therefore the anomaly close to the coast south of 338S should be interpreted carefully.
There is a clear difference between the two pathways in the anomalies for all the vorticity terms upstream of and around the separation latitude (348S). The potential vorticity anomaly is strongly positive at the eastern side of the particle trajectories following the extension of the EAC (Figure 9b ). In the same region, the particles following the Tasman Front show a negative anomaly in potential vorticity (Figure 9c ). For both pathways, this region falls outside the regions with a large spread in potential vorticity, and the difference Journal of Geophysical Research: Oceans
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observed between the anomalies in q of particles following the extension of the EAC and particles following the Tasman Front is therefore robust. These patterns are mainly caused by the anomalies seen in the stratification (Figures 9e and 9f) , which indicates that layer thickness variations are dominating the structure of potential vorticity.
Between 308S and 328S, particles following the EAC extension show a positive @q=@z anomaly, indicating a decrease in stratification from the mean (Figure 9e ). To explain this, it is important to know where the pycnocline is located and how eddies influence the density profile in this region. In the mean state, the pycnocline is located at 400 m depth north of 328S. From 328S to 348S a sharp decrease in depth of the pycnocline is observed, coinciding with the outcropping of warm Coral Sea water. Since our chosen layer is located at the pycnocline depth in the northern region of our domain, upward or downward shifting of the pycnocline would both cause a reduction in stratification. The same region shows a positive anomaly in relative vorticity (Figure 9h ), indicating more anticyclonic behavior compared to the mean. Anticyclonic eddies have the tendency to push isopycnals, and therefore the pycnocline, down [e.g., Cushman-Roisin and Beckers, 2011]. Apparently, particles flowing along the EAC extension experience more anticyclonic behavior, which causes a reduction in the stratification and potential vorticity around 328S, consistent with their transport in anticyclonic eddies, as inferred also from Figures 6 and 7. 
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The particles that follow the Tasman Front show a negative anomaly in @q=@z, indicating an increase in stratification with respect to the mean state. The negative signature is even stronger farther south. It is possible that this behavior is caused by a horizontal shift of the outcropping region of the pycnocline. Shifting this region to the south would bring the more stratified water of the pycnocline to a region of less stratified water at the depth of 400 m, explaining the observed anomaly in stratification. This is an indication that particles following the Tasman Front are controlled by the strong horizontal gradient in density seen in the upper 400 m around 338S, caused by the outcropping of isopycnals. Particles following the Tasman Front can only reach higher latitudes when this barrier is pushed southward.
The anomaly in relative vorticity for particles following the Tasman Front shows a positive anomaly close to the coast following the southern boundary of the particle trajectories, but a slightly negative anomaly away from the coastline (Figure 9i) . Interestingly, the mean state of relative vorticity shows a similar pattern (but opposite sign) with negative (cyclonic) regions and positive (anticyclonic) regions further offshore ( Figure  9g ). This could indicate that particles following the Tasman Front experience a reduction in both anticyclonic and cyclonic behavior compared to the mean. The reduction can be caused by less eddy activity or by a weakening or retraction of the flow.
Combining the results of the anomalies seen in the potential vorticity terms it seems that anticyclonic eddies play a crucial role in pushing isopycnals down and transporting particles southward across the barrier of strong horizontal density gradients.
We have seen that layer thickness variations are dominating the structure of potential vorticity. However, this does not necessarily imply that potential vorticity changes along particle trajectories are dominated by stratification changes. Since particles to first order follow contours of constant isopycnal spacing, the contribution to Lagrangian potential vorticity change from stratification is reduced. Therefore, we also compute the material derivative of potential vorticity, stratification, and relative vorticity along the trajectory of the particles and visualize these in the same way as the anomalies of these terms (Figure 10 ). The results show the change along a trajectory over 5 days. The standard error of the mean is at least 1 order of magnitude smaller than the calculated values, indicating that the means shown are statistically different from zero.
The results for the particles following the extension of the EAC and the particles following the Tasman Front show a similar pattern. If there were no Reynolds terms, this would indicate that the initial PV difference between the trajectories would be preserved, because particles would experience identical changes traveling downstream. However, as seen in Figures 9b and 9c a difference in the potential vorticity does develop between the trajectories around 298S-328S. This indicates that the mean streamlines differ and/or the Reynolds term is significant, i.e., the instantaneous particle paths differ significantly from the mean. It is clear that potential vorticity is relatively well conserved on the offshore side of the domain. However, close to the coast changes in potential vorticity are sigificant where an O(1) change of PV can take place within 50 days. It is possible that friction causes the PV conservation to break down in this region.
North of 318S the potential vorticity is decreasing downstream at the onshore side of the current and increasing downstream at the offshore side (Figures 10a and 10b ). Comparing this region to the patterns seen for the Lagrangian change in @q=@z (Figures 10c and 10d ) and relative vorticity (Figures 10e and 10f) , the changes in PV are due to changes in relative vorticity, rather than changes in stratification. The relative vorticity shows a decrease in f at the cyclonic side and an increase in f at the anticyclonic side, implying that both cyclonic and anticyclonic behavior is increasing downstream. This is in agreement with downstream acceleration prior to separation in previous studies on western boundary current dynamics with noslip lateral boundary conditions [Kiss, 2002 [Kiss, , 2010 .
The striped pattern seen in the Lagrangian rate of change in relative vorticity at the offshore side of the domain (Figure 10f ) can be explained by the fact that potential vorticity is mostly conserved in this region, except near the Tasman Front. Since @q=@z does not show any significant changes in this region, poleward movement requires an increase in relative vorticity and equatorward movement a decrease in relative vorticity to conserve PV (see equation (1)). This is in agreement with the meandering behavior of the Tasman Front [Tilburg et al., 2001] and the changes in relative vorticity seen in Figure 10f .
South of 328S the pattern of the Lagrangian changes in potential vorticity is reversed, with increasing values of potential vorticity along the coastline and decreasing values offshore (Figure 10a ). This pattern can be explained
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by the changes seen in the @q=@z term (Figure 10c ). Particles feel a stretching of isopycnals when they travel close to the coast along their trajectory and a squeezing offshore. The signal follows the coastline closely and the width of the region where the changes take place is about 200 km. Since southward traveling eddies take exactly this route they might induce the pattern seen here. Anticyclonic eddy motion is southward near the coast and northward offshore. The cross-shore component cancels out in the mean as an eddy moves south. However, the alongshore component can cause an increase (decrease) in potential vorticity at the onshore (offshore) side of the eddy, due to a decrease (increase) in the stratification magnitude seen in Figure 10c .
Discussion
In this paper we have used Lagrangian particles advected in the Modular Ocean Model to investigate where and how the fate of the particles following the EAC extension and the Tasman Front is controlled. We have Figure 10 . The material derivative of potential vorticity (q), the stratification (@q=@z), and relative vorticity (f) per 5 days, for particles following the extension of the EAC (left column) and particles following the Tasman Front (right column). The material derivative is calculated by using first-order differencing over a 5 day time window and is averaged over a random sample of 100 particles per grid box located between 350 and 450 m depth. Note that all terms have different units.
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seen that the pathway of the particles downstream of the separation is to some extent already determined by the particles' distribution within the EAC current upstream of the separation latitude, where the surface waters follow the Tasman Front and the deeper waters follow the extension of the EAC. In the region where the two water masses overlap, at 400 m depth, the fate of the water seems to depend on the presence of anticyclonic eddies that push the isopycnals down enabling particles to travel further south.
The fact that the Tasman Front pathway is fed by water from the top 600 m of the EAC agrees well with the observations by Sutton and Bowen [2014] . Furthermore, this study shows that the water located deeper in the EAC is indeed traveling southward as hypothesized by Sutton and Bowen [2014] . We have seen that the particles traveling southward below 600 m depth do not significantlyt change their depth in the water column, whereas particles traveling in the upper 600 m are slightly advected upward. This might have implications for the nutrient variability south of the separation point. Studying the change in density of the particles between 278S and 408S shows that the vertical displacement is due to the adiabatic behavior of the particles. Particles following the Tasman Front keep their density constant by veering eastward instead of displacing vertically.
The results of this study show that the structure of the isopycnals is dominant in splitting the two pathways. Particles traveling below 600 m do not experience a strong vertical change in the isopycnal which they are following and are therefore able to continue their journey southward along the eastern boundary of Australia. Particles in the upper 600 m however experience a strong horizontal gradient in the density field around the separation latitude, due to the outcropping of isopycnals, and most of the particles are forced to continue their journey eastward.
Vertical and horizontal shifts in the pycnocline could explain the anomalies seen in the stratification and potential vorticity. From the results, it is also clear that layer thickness variations are dominating the structure of potential vorticity in this region. The vertical downward shift of the pycnocline is explained by the increased anticyclonic behavior around the separation latitude in Figure 9h . This could mean that anticyclonic eddies are essential for transporting water across the horizontal gradient in density in the top layer. The negative anomaly in the stratification for particles following the Tasman Front could be explained by the southward movement of the slope of the pycnocline. The movement of the front is related to the separation latitude of the EAC and since time series of the separation latitude show a clear seasonal cycle, one would expect a seasonal signal in the number of particles moving eastward as well. However, there is no clear seasonal signal seen in the number of particles following the Tasman Front ( Figure 8a ) and further investigation is necessary to see what is causing the anomaly in stratification.
The fact that anticyclonic eddies play a crucial role in the transport southward in the upper layer connects well with the results seen in the seasonal dependence of the transport southward (Figure 8a ) in relation to the seasonal pattern seen in the eddy activity (Figure 3c ). Furthermore, the way the EAC separation takes place is favorable for generating anticyclonic eddies. Cetina-Heredia et al. [2014] have looked at the amount of southward transport that takes place inside eddies and estimate that only 15.8 6 18.3% of the transport takes place within eddies. However, this is calculated with respect to the total transport southward, and not with respect to the transport taking place in the upper 600 m. The transport southward originating from the upper layer of the EAC might show a larger percentage of water being transported inside eddies as the eddies are surface-intensified.
This paper is one of the first attempts to investigate the conservation of potential vorticity from a Lagrangian perspective in a general circulation ocean model. North of the separation latitude, an increase in cyclonic and anticyclonic behavior is observed downstream. As a result, the potential vorticity is decreasing at the cyclonic (onshore) side and increasing at the anticyclonic (offshore) side of the flow. This in good agreement with the results found by Kiss [2010] that changes downstream in PV are due to changes in relative vorticity rather than changes in stratification. The loss of cyclonic relative vorticity, appearing as a region of positive Df/Dt, just prior to separation at 153.58E and 338S in Figure 10f is also characteristic of the mechanisms of Kiss [2002 Kiss [ , 2010 , but further investigation is beyond the scope of this paper.
In this study, only the vertical component of the Ertel potential vorticity equation is considered. However, since we have seen that a steep slope in the pycnocline is observed at the separation latitude, the horizontal component (the baroclinic term) of the Ertel potential vorticity equation (given by x h Á $ h ð2q=q 0 Þ, where x h is the horizontal component of the absolute vorticity x5fk1 $3u) might not be negligible in this region [Holmes et al., 2014] . Indeed, Godfrey et al. [1980b] find low Richardson numbers at the separation latitude indicating that horizontal density gradients and shear might be of importance. Consequently, the regions where we see nonconservation of PV in Figure 10 could still be conserving the full potential vorticity when including the baroclinic term.
To assess whether friction, diabatic processes or the horizontal component of the Ertel PV are causing the potential vorticity to change along a particles' trajectory, the vorticity balance has to be investigated. For this, an online assessment of the different potential vorticity terms is necessary to ensure a closing balance and the results would benefit from a higher temporal and horizontal resolution of the ocean model. A higher horizontal resolution would also result in a more realistic representation of the eddy field and a higher temporal and horizontal resolution would decrease the errors made when interpolating the potential vorticity fields to the particle location and moment in time. Nevertheless, our eddy-permitting results are useful for understanding ocean dynamics in the latest generation (CMIP6) of the climate models.
