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The gametization process reduces the study of non-commutative
and non-associative algebras satisfying non-homogeneous polyno-
mial identities with variables in X = {x1, . . . , xn} to algebras verify-
ing simpler identities. However after a gametization, certain identi-
ties remain invariant and other identities, said universal invariant,
are invariant for every gametization. Now in the case n = 1, for all
algebras satisfying a universal invariant polynomial identity stud-
ied until now, we know that the existence of an idempotent is
not certain. Using an action of the gametization operators group
on the non-commutative and non-associative algebra of polynomi-
als K 〈X〉, we give all identities which are invariant and universal
invariant by gametization.
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1. Introduction
Dans [3] on a introduit la gamétisée d’une algèbre. La gamétisation ramène l’étude d’algèbres
déﬁnies par une identité à celle d’algèbres vériﬁant des identités plus simples tout en préservant
la pondération, les idempotents et les décompositions de Peirce par rapport à un idempotent. Mais
de plus, dans tous les cas où elle a été appliquée, elle fait apparaître des classes d’algèbres corres-
pondants aux identités invariantes pour toute gamétisation appelées invariantes universelles, pour
lesquelles l’existence d’un idempotent n’est pas certaine, c’est-à-dire qu’il existe des algèbres qui
admettent un idempotent et d’autres qui n’en ont pas. Par exemple on a montré que les algèbres com-
mutatives qui vériﬁent l’identité x3−(1−α)x2−αx paramétrée par les scalaires α, sont les gamétisées
d’algèbres vériﬁant soit x3 − x qui admet un idempotent, soit x3 − 32 x2 + 12 x qui est invariante pour
toute gamétisation et dans laquelle l’existence d’un idempotent n’est pas certaine [1]. De même on a
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sont gamétisées soit d’une algèbre de Bernstein d’ordre 1 déﬁnie par x2x2 − x2 soit d’une algèbre
de rétrocroisement x2x2 − 2x3 − x2, qui est invariante pour toute gamétisation, or dans la première
l’existence des idempotents est certaine alors que ce n’est pas le cas dans la seconde [4]. Dans ce
même travail on a vu que les algèbres commutatives vériﬁant l’identité x4 −αx3 −βx2 − (1−α −β)x
sont les gamétisées des algèbres vériﬁant x4 − δx2 − (1 − δ)x ou de l’invariante par gamétisation
x4 − 2x3 − γ x2 + (1 + γ )x (où l’invariante universelle correspond à γ = − 54 ), pour lesquelles l’exis-
tence d’un idempotent est certaine si et seulement si δ = 74 et γ = − 54 [2]. Dans [5] on a initié l’étude
des algèbres commutatives déﬁnies par les identités du type ax2x2 + bx4 − αx3 − βx2 − γ x où ab = 0
et a + b = α + β + γ se divisent en deux classes selon que a + b = 0 ou a + b = 1, par gamétisation
leur étude se ramène aux algèbres vériﬁant les identités suivantes :
x2x2 − x4 − x3 + (1+ δ)x2 − δx, (1)
x2x2 − x4 − δx2 + δx (δ = 0), (2)
(1− a)x2x2 + ax4 − δx2 − (1− δ)x, (3)
(1− a)x2x2 + ax4 − 2x3 + (1+ δ)x2 − δx (4)
où les identités (2) et (4) sont invariantes par gamétisation. En particulier elles sont invariantes uni-
verselles pour δ = 14 dans (2) et a = 4δ dans (4), on a montré dans [6,7] que dans ces cas l’existence
d’un idempotent n’est pas certaine.
Dans ce qui suit après avoir donné en préliminaires les principales notions et notations qui seront
utilisées, nous rappelons la déﬁnition de la gamétisation d’une algèbre pondérée non nécessairement
commutative ni associative. Puis nous déﬁnissons le groupe des opérateurs de gamétisation et l’ac-
tion de ce groupe sur l’espace des polynômes et les notions de polynôme invariant sous gamétisation
et invariant universel. Ensuite nous explicitons les train polynômes à gauche et à droite à une va-
riable qui sont invariants universels, nous utilisons ces polynômes pour déterminer les polynômes à
plusieurs variables invariants universels et invariants sous gamétisation.
2. Préliminaires
Dans tout ce qui suit on note K un corps commutatif, X = {x1, . . . , xn}, M(X) le magma engendré
par X et K 〈X〉 la K -algèbre libre non commutative et non associative engendrée par l’ensemble X
(voir [9]). Pour w ∈M(X), le degré de w en xi ∈ X , noté |w|xi , est le nombre d’occurrence de xi dans
le monôme w et le degré de w noté |w| est la longueur du monôme w . Pour f =∑mi=1 αi wi ∈ K 〈X〉
avec w1, . . . ,wm ∈M(X), le degré de f , noté | f |, est | f | = max{|wk|;αk = 0} et pour tout xi ∈ X , le
degré de f en xi est déﬁni par | f |xi = max{|wk|xi ; αk = 0}. Enﬁn un polynôme f =
∑m
i=1 αi wi est
homogène si pour tout xi ∈ X et tout 1 km on a |wk|xi = | f |xi .
Pour tout entier d  1 on note Md(X) l’ensemble des monômes M(X) qui sont de degré d et
K 〈X〉d le sous-espace de K 〈X〉 engendré par Md(X), on notera cd = dim K 〈X〉d . Dans le cas où X =
{x1, . . . , xn} on a
cd = cardMd(X) = 1d
(
2d − 2
d − 1
) ∑
p1+···+pn=d
d!
p1! . . . pn!
en particulier si n = 1 on a cd =Kd le d-ième nombre de Catalan.
Dans la suite on notera Md(X) = {wd,i,1 i  cd}, alors (wd,i)1icd est une base canonique de
K 〈X〉d .
Étant donné A une K -algèbre non nécessairement commutative ou associative. On dit que l’algèbre
A est pondérée s’il existe un morphisme d’algèbres non nul ω : A → K appelé une pondération de A,
on note ceci (A,ω), et l’image ω(x) d’un élément x de A est appelé le poids de x (voir [8]).
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Kn sont naturellement associés aux identités qui déﬁnissent des algèbres.
Déﬁnition 1. Étant donné f ∈ K 〈X〉 tel que f =∑mk=1 αkwk avec wk ∈M(X), on dit qu’une algèbre
pondérée (A,ω) vériﬁe l’identité f si on a
m∑
k=1
αkω(z1)
| f |x1−|wk|x1 . . .ω(zn)| f |xn−|wk|xn wk(z1, . . . , zn) = 0
pour tout z1, . . . , zn ∈ A.
Une identité f vériﬁée par une A est dite ω-polynomiale (ou ω-identité), le polynôme de plus
haut degré de f est appelé le polynôme directeur de f . Lorsque le polynôme directeur de f est un
monôme l’identité est dite ω-monomiale.
Par application de la pondération sur l’identité ci-dessus on a
∑m
k=1 αk = 0 autrement dit f (1) = 0.
Si card K > max{| f |xi ; xi ∈ X} on a que (A,ω) vériﬁe l’identité f si et seulement si f (a1, . . . ,
an) = 0 pour tout (a1, . . . ,an) ∈ An tel que ω(ai) = 1, 1 i  n.
Etant donné f ∈ K 〈X〉 de degré  2 tel que f (1) = 0. Existe-t-il une algèbre pondérée vériﬁant f ?
Il est déjà clair que si f ∈M(X) la réponse est négative car on aurait A = kerω. L’exemple suivant
apporte un élément de réponse.
Exemple 2. Une K -algèbre pondérée (A,ω) est quasi-constante s’il existe e ∈ A tel que ω(e) = 0
et xy = ω(x)ω(y)e, pour tout x, y ∈ A. Il en résulte que l’élément ω(e)−2e est idempotent. Soient
X = {x1, . . . xn}, f ∈ K 〈X〉, f =∑mj=1 α j w j avec m  2, α j ∈ K \ {0} et w j ∈M(X) (1  j  m) tel
que f (1) = 0. Si pour tout 1 j m on a |w j | 2, alors toute algèbre quasi-constante vériﬁe l’iden-
tité f .
3. Gamétisation d’une algèbre et action de groupe sur K 〈X〉
Déﬁnition 3. Étant donnés K de caractéristique = 2, (A,ω) une K -algèbre pondérée et γ ∈ K ∗ , on
appelle gamétisée de l’algèbre A au taux 1 − γ , notée Aγ , l’espace vectoriel A muni de la structure
de K -algèbre (x, y) → (xy)γ déﬁnie par :
(xy)γ = γ xy + 1− γ
2
(
ω(y)x+ ω(x)y).
L’origine du terme «gamétisée » est due à l’introduction dans l’algèbre (A,ω) d’une «dose au taux
1− γ » de la loi d’algèbre (x, y) → 12 (ω(y)x+ω(x)y) qui est celle d’une algèbre gamétique.
On a : (Aγ )δ = Aγ δ . La gamétisation préserve la pondération, les idempotents, les espaces Aut(A),
Der(A), Nilp(A) et les décompositions de Peirce par rapport à un idempotent.
Si Ω désigne la classe des algèbres pondérées, pour chaque γ ∈ K ∗ on déﬁnit l’opérateur de ga-
métisation
Γγ : Ω → Ω, (A,ω) → (Aγ ,ω)
on vériﬁe sans peine que Γ1 = IdΩ , Γγ ◦ Γδ = Γγ δ , par conséquent l’ensemble des opérateurs de
gamétisation Γ = {Γγ ; γ ∈ K ∗} est un groupe abélien.
Ensuite on obtient une action du groupe Γ sur l’algèbre K 〈X〉, en notant Γγ ( f ) = fγ et en déﬁ-
nissant :
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(α f + g)γ = α fγ + gγ ,
( f g)γ = γ ( fγ gγ ) + 1− γ
2
(
g(1) fγ + f (1)gγ
)
,
pour tout γ ∈ K ∗ , f , g ∈ K 〈X〉 et α ∈ K .
Si (A,ω) est une algèbre qui vériﬁe une identité polynomiale f A , il découle de ce qui précède
que pour tout γ ∈ K ∗ on a : ( f A)γ = f Aγ . Autrement dit, la gamétisée au taux 1 − γ d’une identité
ω-polynomiale f A vériﬁée par A fournit une identité ω-polynomiale vériﬁée par Aγ , elle est obtenue
en remplaçant chaque monôme w composant f A par wγ .
Remarque 4. Aﬁn de rendre plus explicite l’action du groupe Γ sur K 〈X〉 nous avons légèrement
modiﬁé la déﬁnition de la gamétisation par rapport à celle donnée à l’origine dans le travail [3].
Bien entendu, tous les résultats établis dans [3] sont conservés, leurs traductions dans la cadre de la
présente déﬁnition s’obtient simplement en remarquant que l’opérateur de gamétisation déﬁni à la
remarque 9 de [3] est Oγ = Γ1−γ .
4. Polynômes invariants sous gamétisation
4.1. Déﬁnitions
Lemme 5. Pour tout entier d 2 et pour tout wd,i ∈Md(X) on a
(wd,i)γ = γ d−1wd,i +
d−1∑
k=1
ck∑
j=1
γ k−1βd,ik, j wk, j
et
(wd,i)γ (1) = wd,i(1) = 1
où βd,ik, j est un polynôme en γ .
Démonstration. Par récurrence sur d. Dans le cas d = 2 on a (xix j)γ = γ xix j + 1−γ2 xi + 1−γ2 x j et
(xix j)γ (1,1) = 1. Si le résultat est vrai quel que soit 2 k  d, soit wd+1,i ∈Md+1(X) il existe wr, j
et ws,k avec 1 r, s d tels que wd+1,i = wr, j ws,k d’où
(wd+1,i)γ = (wr, j ws,k)γ = γ (wr, j)γ (ws,k)γ + 1− γ2
(
(wr, j)γ + (ws,k)γ
)
en se servant de l’hypothèse de récurrence on déduit sans diﬃculté le résultat. 
Il en découle immédiatement les deux corollaires suivants.
Corollaire 6. Quel que soit f ∈ K 〈X〉, on a fγ (1) = f (1).
Remarque 7. En s’appuyant sur ce résultat on obtient la méthode suivante qui facilite les calculs de
gamétisation des éléments de K 〈X〉. On considère l’algèbre K 〈X〉e = K 〈X〉⊕ Ke obtenue en adjoignant
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produit
f ∗ g = 1
γ
(
γ f + 1− γ
2
f (1)e
)(
γ g + 1− γ
2
g(1)e
)
.
Avec le corollaire 6 on voit que pour tout f , g ∈ K 〈X〉 on a ( f g)γ = fγ ∗ gγ . Par exemple, pour
calculer la gamétisée de (xy)(zt) on fait
(
(xy)(zt)
)
γ
= (x ∗ y) ∗ (z ∗ t)
=
(
γ xy + 1− γ
2
(x+ y)
)
∗
(
γ zt + 1− γ
2
(z + t)
)
= 1
γ
(
γ 2xy + γ (1− γ )
2
(x+ y) + 1− γ
2
e
)(
γ 2zt + γ (1− γ )
2
(z + t) + 1− γ
2
e
)
= γ 3(xy)(zt) + γ 2 1− γ
2
(
(xy)z + (xy)t + x(zt) + y(zt))
+ γ
(
1− γ
2
)2
(xz + xt + yz + yt) + γ
(
1− γ
2
)
(xy + zt)
+
(
1− γ
2
)2
(x+ y + z + t).
Corollaire 8. Si fn est le polynôme directeur de f ∈ K 〈X〉 alors γ | f |−1 fn est le polynôme directeur de fγ .
La déﬁnition suivante découle de ce résultat.
Déﬁnition 9. On dit qu’un polynôme f ∈ K 〈X〉 est :
– invariant sous Γγ ou Γγ -invariant, si γ = 1 et fγ = γ | f |−1 f ,
– invariant universel ou Γ -invariant s’il est Γγ -invariant quel que soit γ ∈ K ∗ .
Il en résulte que si f est Γγ -invariante et si A est une algèbre vériﬁant f alors A vériﬁe aussi
l’identité fγ . Il est aussi clair que si f ∈ K 〈X〉 est Γγ -invariant (ou Γ -invariant) alors λ f est Γγ -
invariant (ou Γ -invariant) quel que soit λ ∈ K ∗ , mais de plus on a
Proposition 10. Si f , g ∈ K 〈X〉 tels que f (1) = g(1) = 0 sont Γγ -invariants (resp. Γ -invariants), alors f g
et xf − 12 f sont Γγ -invariants (resp. Γ -invariants). Si de plus, f et g sont de même degré alors pour tout
α,β ∈ K , α f + βg est Γγ -invariant (resp. Γ -invariant).
Démonstration. En effet, on a ( f g)γ = γ fγ gγ = γ | f |+|g|−1 f g = γ | f g|−1 f g et aussi (xf − 12 f )γ =
γ xfγ + 1−γ2 fγ − 12 fγ = γ (xfγ − 12 fγ ) = γ | f |(xf − 12 f ). Et si | f | = |g| on a (α f +βg)γ = α fγ +βgγ =
γ | f |−1(α f + βg). 
4.2. Les polynômes Γ -invariants de K 〈x1, . . . , xn〉
Dans ce paragraphe on détermine d’abord les train polynômes à gauche et à droite Γ -invariants
qui servent à construire les polynômes Γ -invariants de K 〈X〉.
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polynôme directeur fn qui est Γ -invariant.
Démonstration. Pour tout entier p  2 et 1 j  cp , en vertu du lemme 5 on a
(wp, j)γ = γ p−1wp, j +
p−1∑
k=1
ck∑
i=1
γ k−1β p, jk,i wk,i .
Soit f =∑np=1∑cpj=1 αpjwp, j de polynôme directeur fn =∑cni=1 αniwn,i , alors
γ n−1 f = γ n−1
cn∑
i=1
αniwn,i + γ n−1
n−1∑
k=1
ck∑
i=1
αkiwk,i
et
fγ =
n∑
p=1
cp∑
j=1
γ p−1αpjwp, j +
n∑
p=1
cp∑
j=1
p−1∑
k=1
ck∑
i=1
γ k−1αpjβ p, jki wk,i
=
n∑
k=1
ck∑
i=1
γ k−1αkiwk,i +
n−1∑
k=1
ck∑
i=1
(
n∑
p=k+1
cp∑
j=1
γ k−1αpjβ p, jk,i
)
wk,i
= γ n−1
cn∑
i=1
αniwn,i +
n−1∑
k=1
ck∑
i=1
γ k−1
(
αki +
n∑
p=k+1
cp∑
j=1
αpjβ
p, j
k,i
)
wk,i
on en déduit que fγ = γ n−1 f si et seulement si pour tout 1 k n−1 et 1 i  ck , les N =∑n−1k=1 ck
scalaires αki sont solutions du système des N équations
(
γ n−k − 1)αki − n−1∑
p=k+1
cp∑
j=1
αpjβ
p, j
k,i =
cn∑
j=1
αnjβ
n, j
k,i (1)
or en ordonnant lexicographiquement les inconnues αki , ce système est triangulaire supérieur de
déterminant 
 =∏n−1k=1(γ n−k − 1)ck .
Par conséquent si γ n’est pas une racine de l’unité d’ordre  n − 1 on a 
 = 0 et le système
(1) admet une unique solution f invariante sous Γγ de polynôme directeur fn =∑cni=1 αniwn,i . Il en
résulte que le sous-espace ker(Γγ − γ n−1 Id) de l’espace ⊕dn K 〈X〉d est de dimension 1 engendré
par f . Or pour tout δ ∈ K ∗ on a Γδ( fγ ) = Γγ δ( f ) = Γγ ( fδ) et Γδ( fγ ) = Γδ(γ n−1 f ) = γ n−1 fδ donc le
polynôme fδ est Γγ -invariant, et d’après ce que l’on vient de voir, il existe λ ∈ K tel que fδ = λ f ,
mais d’après le corollaire 8, fδ a pour polynôme directeur δn−1 fn par conséquent on a λ = δn−1 et
donc fδ = δn−1 f , autrement dit f est Γ -invariant. 
Pour les deux propositions suivantes on suppose que card(X) = 1 et on pose X = {x}. Pour tout
entier k 1 on déﬁnit les puissances principales à gauche par 1x = x et k+1x = x(kx) et on note K [∗x]
le sous-espace vectoriel de K 〈x〉 engendré par {kx; k  1}. On appelle train polynôme à gauche tout
T ∈ K [∗x] tel que T (1) = 0. Pour simpliﬁer les écritures on adjoint à K [∗x] l’élément unité 0x = 1,
on note K [∗x] le sous-espace vectoriel de K 〈x〉 engendré par {kx; k  0}, il résulte aussitôt de la
déﬁnition que pour tout train polynôme T il existe T ∈ K [∗x] tel que T (x) = x((x − 1)T (x)). Si on
introduit l’application linéaire Lx : K [∗x] → K [∗x], f → xf d’après ce qu’on vient de dire T ∈ K [∗x]
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On déﬁnit de manière analogue les puissances principales à droite x1 = x, xk+1 = xkx et les train
polynômes à droite, éléments de K [x∗] l’espace engendré par {xk; k 1}.
Remarque 12. Dans la suite, pour alléger les écritures on notera T (x) = x · (x − 1)T (x) pour T (x) =
x((x− 1)T (x)) et T (x)(x− 1) · x pour (T (x)(x− 1))x.
Proposition 13. La gamétisation d’un train polynôme à gauche T (x) = x · (x − 1)T (x) est le train polynôme
à gauche Tγ (x) = γ x · (x− 1)T (γ x+ 1−γ2 ).
Démonstration. Soit T (x) =∑mk=0 αk(kx) on a donc
T (x) = (Lx − Id) ◦
m∑
k=0
αkL
k
xx =
m∑
k=0
αkL
k
x
(
x2 − x).
Or on montre aisément que pour tout f ∈ K [∗x] tel que f (1) = 0 on a
Γγ ◦ Lkx f = Γγ ◦ Lx
(
Lk−1x f
)= (γ Lx + 1− γ
2
Id
)(
Γγ ◦ Lk−1x f
)
,
on en déduit
Γγ ◦ Lkx f =
(
γ Lx + 1− γ
2
Id
)k
fγ ,
et comme (x2 − x)γ = γ (x2 − x), on a
T (x)γ = γ
m∑
k=0
αk
(
γ Lx + 1− γ
2
Id
)k(
x2 − x),
autrement dit T (x)γ = γ (Lx − Id)T (γ Lx + 1−γ2 Id)x. 
Proposition 14. Les train polynômes à gauche Γ -invariants sont :
λx, λ
(
x2 − x) et λx · (x− 1)(n−2(x− 1
2
))
avec n 3, λ ∈ K \ {0};
et les train polynômes à droites Γ -invariants sont :
λx, λ
(
x2 − x) et λ(x− 1
2
)n−2
(x− 1) · x où n 3, λ ∈ K \ {0}.
Démonstration. Résulte immédiatement de la proposition 13 et du théorème 11. 
Désormais on revient à X = {x1, . . . , xn}. Soit Y = {pxi, xpi ; p  1, 1  i  n}, on déﬁnit l’isomor-
phisme canonique de magmas
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w →
{
pxi si w = Lp−1xi (xi), p  1,
xpi si w = Rp−1xi (xi), p  1
autrement dit l’application C condense l’écriture des monômes.
On déﬁnit ensuite sur M(Y ) \ X , le morphisme de magmas
S :M(Y ) \ X → K 〈X〉
par
S(xix j) = xix j − 12 xi −
1
2
x j,
S
(
xpi
)= (Rxi − 12 id
)p−2(
x2i − xi
)
, p  2,
S
(pxi)=
(
Lxi −
1
2
id
)p−2(
x2i − xi
)
, p  2,
et pour tout w ∈M(Y ) \ X ,
S(xiw) =
(
Lxi −
1
2
id
)
S(w),
S(wxi) =
(
Rxi −
1
2
id
)
S(w).
Théorème 15. Soit fn ∈ K 〈X〉, fn =∑cni=1 αi wn,i tel que n  2, alors les polynômes Γ -invariants de poly-
nômes directeur fn sont λ
∑cn
i=1 αiSC(wn,i).
Démonstration. C’est une conséquence immédiates des propositions 10 et 14 et du théorème 11. 
Remarque 16. Il découle de ce théorème que les polynômes Γ -invariants ne sont jamais homogènes.
Corollaire 17. Si f ∈ K 〈X〉 de degré  2 est Γ -invariant alors f (1) = 0.
Démonstration. Soit f ∈ K 〈X〉 de polynôme directeur fn = ∑cni=1 αi wn,i avec n  2, on a
SC(wn,i)(1) = 0 donc fγ (1) = 0 et par suite pour tout γ ∈ K ∗ on a γ n−1 f (1) = 0. 
Illustrons le théorème 15 par quelques exemples.
Exemple 18. Les polynômes Γ -invariants de polynôme directeur αx1(x32) + β(3x1)x2 + γ x21x22 sont
obtenus en développant λ[αSC(x1(x32)) + βSC((3x1)x2) + γ SC(x21x22)], or
SC
(
x1
(
x32
))= (x1 − 1
2
)[(
x2 − 1
2
)
(x2 − 1) · x2
]
= x1
(
x32
)− 1 x32 − 3 x1x22 + 3 x22 + 1 x1x2 − 1 x22 2 4 2 4
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SC
((3x1)x2)= (3x1)x2 − 1
2
(3x1)− 3
2
x21x2 +
3
4
x21 +
1
2
x1x2 − 1
4
x1
et
SC
(
x21x
2
2
)= (x21 − x1)(x22 − x2)= x21x22 − x21x2 − x1x22 + x1x2.
Un autre exemple, les polynômes Γ -invariants de polynôme directeur (x2x3)x2 sont donnés par le
développement de λ[(x2 − x)((x− 12 )(x2 − x))](x2 − x), ce sont donc
λ
[(
x2x3
)
x2 − (x2x3)x− 3
2
(
x2x2
)
x2 −4 xx2 + 3
2
(
x2x2
)
x
+ 1
2
x3x2 + 3
2
(3xx2)+4 xx− 1
2
x4 − 3
2
(3xx)− 1
2
x2x2 + 1
2
x3
]
.
4.3. Les polynômes Γγ -invariants de K 〈x1, . . . , xn〉
L’utilisation des polynômes Γ -invariants permet de déterminer facilement les polynômes Γγ -
invariants. A tout élément wk,i de la base canonique de M(X) on associe
w˜k,i =
{
xi si k = 1,
SC(wk,i) si k 2,
d’après le théorème 15, w˜ki est Γ -invariant de polynôme directeur wki et donc l’ensemble {w˜k,i;
k 1, 1 i  ck} est une base de K 〈X〉.
Remarquons tout d’abord que
Proposition 19. Si
∑cd
i=1 αi wd,i est le polynôme directeur de f ∈ K 〈X〉, alors dans la base (w˜k,i)k,i le poly-
nôme directeur de f est
∑cd
i=1 αi w˜d,i .
Démonstration. Dans K 〈x〉 on a xi =∑ik=0 12i−k ( ik)(x− 12 )k , on en déduit que
xi+2 − xi+1 =
i∑
k=0
1
2i−k
(
i
k
)(
x− 1
2
)k
(x− 1) · x
alors pour p  2 on a
xp − x =
p−2∑
i=0
(
xi+2 − xi+1)= p−2∑
i=0
i∑
k=0
1
2i−k
(
i
k
)(
x− 1
2
)k
(x− 1) · x
=
p−2∑( p−k−2∑ 1
2i
(
k + i
k
))(
x− 1
2
)k
(x− 1) · x.k=0 i=0
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xp =
p−2∑
k=0
( p−k−2∑
i=0
1
2i
(
k + i
k
))
S
(
xk+2
)+ x
et de même
px =
p−2∑
k=0
( p−k−2∑
p=0
1
2i
(
k + i
k
))
S
(k+2x)+ x.
Soit X = {x1, . . . , xn}, en posant Y = {pxi, xpi ; p  1, 1  i  n} et en déﬁnissant le morphisme de
magma B :M(Y ) → K 〈X〉 par
B(xi) = xi − 12
et pour p  2
B
(pxi)= p−2∑
k=0
( p−k−2∑
i=0
1
2i
(
k + i
k
))
S
(k+2x)+ x,
B
(
xpi
)= p−2∑
k=0
( p−k−2∑
i=0
1
2i
(
k + i
k
))
S
(
xk+2
)+ x
on obtient le morphisme BC :M(X) → K 〈X〉 qui permet d’exprimer le monôme wk,i en fonction de
w˜l, j avec 1 l  k et 1 j  cl . En remarquant que wk,i = w˜k,i + w˜ où w˜ ∈ Lin{w˜l, j; 1 l < j, 1
j  cl}, on a le résultat. 
Nous pouvons expliciter les polynômes f ∈ K 〈X〉 qui sont Γγ -invariants, il y a deux cas selon que
f (1) = 0 ou f (1) = 0.
Proposition 20. Pour tout entier d  2 et tout fd ∈ K 〈X〉d, il existe un polynôme f ∈ K 〈X〉 de polynôme
directeur fd tel que f (1) = 0, qui est Γγ -invariant si et seulement si γ est une racine de l’unité dont l’ordre
divise d − 1. Si p est l’ordre de γ , l’ensemble de ces polynômes est la famille paramétrée par ∑qk=1 cd−kp
paramètres :
{
λ
[ q∑
k=1
cd−kp∑
i=1
λd−kp,i w˜d−kp,i
]
;λd−kp,i ∈ K ,
n∑
i=1
λ1,i = 0
}
où q = d − 1
p
.
Démonstration. Soit f ∈ K 〈X〉 de polynôme directeur fd tel que f (1) = 0. Montrons que si f est
Γγ -invariant alors γ est une racine de l’unité dont l’ordre divise d − 1. Soit f (1) = λ = 0, en posant
g(x1, . . . , xn) = f (x1, . . . , xn) − λx1 on a g(1) = 0 alors d’après le corollaire 6 on a fγ (1) = gγ (1) +
λ = λ mais alors λ = γ d−1 f (1) = γ d−1λ d’où γ d−1 = 1, on en déduit le résultat. Réciproquement, si
γ est une racine de l’unité dont l’ordre p divise d − 1, soit f =∑dk=1∑cki=1 αki w˜k,i la décomposition
de f dans la base {w˜k,i; k  1, 1 i  ck}, d’après la proposition 19 on a fd =∑cdi=1 αdi w˜d,i , comme
w˜k,i(1) = 0 pour tout k  2 et w˜1,i(1) = 1 on a f (1) =∑ni=1 α1i . La condition fγ = γ d−1 f se traduit
par le système de N =∑d−1k=1 ck équations : (γ d−k − 1)αki = 0 avec 1  k  d − 1, 1 i  ck dont le
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∏d−1
k=1(γ d−k − 1)ck = 0, par conséquent ce système est de rang < N , il admet donc
des solutions qui appartiennent au sous-espace engendré par {w˜d−kp,i; 1  k  q, 1  i  cd−kp}, où
on a posé q = d−1p . 
Proposition 21. Pour tout entier d  2 et tout fd ∈ K 〈X〉n, il existe un polynôme f ∈ K 〈X〉 de polynôme
directeur fd tel que f (1) = 0, qui est Γγ -invariant et n’est pas Γ -invariant si et seulement si γ = 1 est une
racine de l’unité d’ordre  d − 1. Si p est l’ordre de γ , l’ensemble de ces polynômes est la famille paramétrée
par
∑q
k=1 cd−kp paramètres :
{
λ
[ q∑
k=1
cd−kp∑
i=1
λd−kp,i w˜d−kp,i
]
; λd−kp,i ∈ K et
n∑
i=1
λ1,i = 0 si p | d − 1
}
,
où q =  d−1p .
Démonstration. Soit f ∈ K 〈X〉 de polynôme directeur fd tel que f (1) = 0. Soit f =∑dk=1∑cki=1 αki w˜k,i
la décomposition de f dans la base {w˜k,i; k 1, 1 i  ck}, de f (1) = 0 on déduit que ∑ni=1 α1i = 0.
La condition fγ = γ d−1 f se traduit par le système de N =∑d−1k=1 ck équations :
(
γ d−k − 1)αki = 0 (1 k d − 1, 1 i  ck) (2)
dont le déterminant est 
 =∏d−1k=1(γ d−k − 1)ck . On en déduit que si f est Γγ -invariant et non Γ -
invariant on a 
 = 0 et donc γ = 1 est une racine de l’unité d’ordre  d − 1, en effet si 
 = 0 on
aurait αki = 0 quel que soit 1 k d−1 et 1 i  ck par conséquent f =∑cdi=1 αdi w˜n,i mais f serait
Γ -invariant. Réciproquement, si γ = 1 est une racine de l’unité d’ordre p  d − 1 alors le système
(2) est de rang < N , il admet donc des solutions qui appartiennent au sous-espace engendré par
{w˜d−kp,i; 1 k q, 1 i  cd−kp}, où q =  d−1p . 
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