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a b s t r a c t
In this paper we study a new local stabilized nonconforming finite element method based
on two local Gauss integrals for solving the stationary Navier–Stokes equations. This
nonconforming method utilizes the lowest equal-order pair of mixed finite elements (i.e.,
NCP1–P1). Error estimates of optimal order are obtained, and numerical results agreeing
with these estimates are demonstrated. Numerical comparisons with other mixed finite
element methods for solving the Navier–Stokes equations are also presented to show the
better performance of the present method.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
As is well known, when the mixed finite element method is used to solve the Navier–Stokes (or even Stokes) equations,
the approximate finite element spaces for velocity and pressure must satisfy the inf –sup (stability) condition in order for
this method to be stable and produce an optimal convergence rate. Examples of knownmixed pairs of finite element spaces
satisfying this condition include the P2–P0 and P2–P1 (the Taylor–Hood element) elements, where Pr stands for the space of
polynomials of degree r [1,2], r ≥ 0. Themixed pair of the lowest equal order P1–P1 does not satisfy this condition unless the
cubic bubble functions are added to the P1-velocity space (the MINI element) [3]. Although the P1–P1 (or Q1–Q1) pair does
not satisfy the stability condition, it is really a computationally simple and effective pair in practice, particularly in parallel
computing [4]. Furthermore, the nonconforming P1–P1 pair is even more attractive due to its simplicity in solving solid and
fluid mechanics problems [1].
Much work has been devoted to studying the mixed method using the lowest order nonconforming finite elements. For
example, the nonconforming P1 element for velocity and a piecewise constant element for pressure proposed by Douglas
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et al. [5] were used to solve the stationary Stokes and Navier–Stokes equations in [6]. The same nonconforming element
augmented with conforming bubbles for the velocity and combined with a discontinuous piecewise linear element for the
pressure was utilized for solving the Stokes problem in [7]. More recently, the respective nonconforming and conforming
piecewise linear polynomial approximations for the velocity and pressure were applied for the Stokes equations in [8].
Similar conforming approximations for both the velocity and pressure were analyzed in [9–12,4,13,14].
The objective of this paper is to apply the mixed method developed in [8] to solve the Navier–Stokes equations. This
method is based on the NCP1–P1 approximations for velocity and pressure, respectively, and stabilizes these lowest equal-
order elements through the residual of two local Gauss integrals on each element level, where NCP1 is the space of the
nonconforming P1 elements. It has some important features compared with traditional stabilized mixed finite element
methods: simple, efficient, and independent of stabilization parameters. Here we extend it to the numerical solution of the
stationaryNavier–Stokes equations, and derive optimal-order error estimates. Special attentionwill be paid to the treatment
of the nonlinear terms occurring in the discrete Navier–Stokes equations that arise from this local stabilized nonconforming
finite method. Numerical results agreeing with the error estimates are obtained. Furthermore, numerical comparisons with
other mixed finite element pairs, such as the MINI element, the penalty method with the P1–P1 pair, and the Taylor–Hood
element, for the Navier–Stokes equations are also presented to show the better performance of the present method.
An outline of this paper is given as follows. In Section 2, we introduce a mathematical setting for the stationary
Navier–Stokes equations. Moreover, the new local stabilized nonconforming finite element method is constructed for these
equations. In Section 3, the stability of this method and some useful statements are given. Optimal-order error estimates
are derived in Section 4. Finally, numerical experiments are presented in Section 5.
2. Preliminaries
Let Ω be a bounded domain in the plane ℜ2 assumed to have a Lipschitz continuous boundary ∂Ω . We consider the
following Navier–Stokes problem: find the velocity u = (u1, u2) and pressure p defined onΩ such that−ν∆u+ (u · ∇)u+∇p = f inΩ,
div u = 0 inΩ,
u = 0 on ∂Ω,
(2.1)
where f is the body force per unit mass and ν > 0 is the dynamic viscosity. Due to the divergence free condition, the first
equation in (2.1) can be rewritten as follows:
−ν∆u+ (u · ∇)u+ 1
2
(∇ · u)u+∇p = f inΩ,
which will be used in the analysis of the current paper.
For a variational formulation of problem (2.1), we introduce the following Hilbert spaces:
X = H10 (Ω)2 , Y = L2(Ω)2 , M = q ∈ L2(Ω) : ∫
Ω
q dx = 0

.
The spaces

L2(Ω)
m
,m = 1, 2, 4, are endowedwith the L2(Ω)-scalar product and L2(Ω)-norm (·, ·) and ‖·‖0, respectively.
The spaces H10 (Ω) and X are equipped with their usual scalar product (∇u,∇v) and norm ‖∇u‖0.
We define the continuous bilinear forms a(·, ·) and d(·, ·) on X× X and X×M , respectively, by
a(u, v) = ν(∇u,∇v) ∀u, v ∈ X,
d(v, p) = (div v, p) ∀v ∈ X, p ∈ M,
a generalized bilinear form on {X×M} × {X×M} by
B((u, p), (v, q)) = a(u, v)− d(u, q)− d(v, p) ∀(u, p), (v, q) ∈ X×M,
and a trilinear form on X× X× X by
b(u; v,w) = ((u · ∇)v,w)+ 1
2
((div u)v,w)
= 1
2
((u · ∇)v,w)− 1
2
((u · ∇)w, v) ∀u, v,w ∈ X.
It is well known that b(·; ·, ·) satisfies the following properties [13,15]:
b(u; v,w) = −b(u;w, v) ∀ u, v,w ∈ X, (2.2)
and
|b(u; v,w)| ≤ N‖∇u‖0‖∇v‖0‖∇w‖0 ∀ u, v,w ∈ X, (2.3)
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where
N = sup
0≠u,v,w∈X
|b(u; v,w)|
‖∇u‖0‖∇v‖0‖∇w‖0
is a positive constant depending only on the domainΩ .
Now, the variational formulation of problem (2.1) is to find a pair (u, p) ∈ X×M such that
a(u, v)− d(v, p)− d(u, q)+ b(u;u, v) = (f, v) ∀ (v, q) ∈ X×M. (2.4)
That is, we find (u, p) ∈ X×M such that
B((u, p), (v, q))+ b(u;u, v) = (f, v) ∀ (v, q) ∈ X×M. (2.5)
Let h > 0 be a positive parameter, and Kh be a regular triangulation of Ω into elements {Kj}: Ω = ∪K j. Denote the
boundary of Kj on ∂Ω by Γj = ∂Ω ∩ ∂Kj, the interface between elements Kj and Kk by
Γjk = Γkj = ∂Kj ∩ ∂Kk,
and the centers of Γj and Γjk by ξj and ξjk, respectively. Then the nonconforming finite element space for the velocity is
NCP1 = {v ∈ Y : v|K ∈ (P1(K))2 ∀ K ∈ Kh; v(ξjk) = v(ξkj), v(ξj) = 0 ∀ j, k},
and the conforming finite element space for the pressure is
P1 = {p ∈ H1(Ω) ∩M : p|K ∈ P1(K) ∀ K ∈ Kh}.
As is known, the space NCP1 is not a subspace of X. For any v in NCP1, the following compatibility conditions hold for all j
and k:∫
Γjk
[v] ds = 0 and
∫
Γj
v ds = 0,
where [v] = v|Γjk − v|Γkj denotes the jump of the function v across the interface Γjk.
The two finite element spaces NCP1 and P1 satisfy the following approximation property: for any (v, q) ∈

(H2(Ω))2 ∩
X
× H1(Ω) ∩M, there exists (vI , qI) ∈ NCP1 × P1 such that
‖v− vI‖0 + h(‖v− vI‖1,h + ‖q− qI‖0) ≤ Ch2(‖v‖2 + ‖q‖1), (2.6)
where ‖ · ‖1,h denotes the (broken) energy norm
‖v‖1,h =
−
j
|v|21,Kj
1/2
.
Let (·, ·)j = (·, ·)Kj and ⟨·, ·⟩j = ⟨·, ·⟩∂Kj denote the L2-inner products on Kj and ∂Kj, respectively. Then we define the
discrete bilinear forms and the trilinear form as follows:
ah(u, v) = ν
−
j
(∇u,∇v)j, u, v ∈ NCP1,
dh(v, q) =
−
j
(div v, q)j, v ∈ NCP1, q ∈ P1,
b1h(u; v,w) =
−
j

2−
i=1
ui∂iv,w

j
, u, v, w ∈ NCP1.
For any u, v,w ∈ NCP1, integration by parts on each element gives [6]
b1h(u; v,w) = −b1h(u;w, v)−
−
j
((divu)v,w)j +
−
j

(u · nj)v,w

j ,
where nj is the unit outward normal to ∂Kj. Hence we see that
b1h(u; v,w) = bh(u; v,w)− 12
−
j
((divu)v,w)j + 12
−
j

(u · nj)v,w

j , (2.7)
where
bh(u; v,w) = 12 [b1h(u; v,w)− b1h(u;w, v)] .
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Also, the trilinear term bh(·; ·, ·) satisfies
bh(uh; vh,wh) ≤ N‖uh‖1,h‖vh‖1,h‖wh‖1,h, uh, vh, wh ∈ NCP1.
As noted, theNCP1–P1 pair does not satisfy the inf –sup (stability) condition. However, following [8], we can add a simple
local and effective stabilization term Gh(·, ·):
Gh(p, q) =
−
Kj∈Kh
∫
Kj,2
pq dx−
∫
Kj,1
pq dx

, p, q ∈ L2(Ω),
where

Kj,i
pq dx indicates an appropriate Gauss integral over Kj that is exact for polynomials of degree i (i = 1, 2), and pq is
a polynomial of degree not greater than 2. Thus the stabilizing term Gh(·, ·), defined by the difference of Gauss quadratures,
must be exact for all test functions q ∈ P1 and the trial function p ∈ P0 (piecewise constants) when i = 1. Consequently, we
define the L2-projection operatorΠh : L2(Ω)→ Wh by
(p, qh) = (Πhp, qh) ∀p ∈ L2(Ω), qh ∈ Wh, (2.8)
whereWh ⊂ L2(Ω) denotes the piecewise constant space associated with Kh. The projection operatorΠh has the following
properties [8,4,13]:
‖Πhp‖0 ≤ C‖p‖0 ∀p ∈ L2(Ω), (2.9)
and
‖p−Πhp‖0 ≤ Ch‖p‖1 ∀p ∈ H1(Ω). (2.10)
Now, using (2.8), we can define the bilinear form Gh(·, ·) as follows:
Gh(p, q) = (p−Πhp, q) = (p−Πhp, q−Πhq). (2.11)
Finally, the nonconforming finite element approximation of problem (2.5) is to find a pair (uh, ph) ∈ NCP1×P1 such that
Bh((uh, ph), (vh, qh))+ bh(uh;uh, vh) = (f, vh) ∀(vh, qh) ∈ NCP1 × P1, (2.12)
where
Bh((uh, ph), (vh, qh)) = ah(uh, vh)− dh(vh, ph)− dh(uh, qh)− Gh(ph, qh)
is a bilinear form defined on {NCP1 × P1} × {NCP1 × P1}.
3. Stability
Proposition 3.1 ([8]). The bilinear formBh((·, ·), (·, ·)) satisfies the continuous property
|Bh((uh, ph), (vh, qh))| ≤ C(‖uh‖1,h + ‖ph‖0)(‖vh‖1,h + ‖qh‖0), ∀ (uh, ph), (vh, qh) ∈ NCP1 × P1, (3.1)
and the coercive property
sup
0≠(vh,qh)∈NCP1×P1
|Bh((uh, ph), (vh, qh))|
‖vh‖1,h + ‖qh‖0 ≥ β(‖uh‖1,h + ‖ph‖0), ∀ (uh, ph) ∈ NCP1 × P1, (3.2)
where the constants C > 0 and β > 0 are independent of h.
Proposition 3.2. For each h > 0, there exists a solution pair (uh, ph) for Eq. (2.12). Moreover, if
ν2 − N‖f‖∗ > 0, (3.3)
then this solution pair is unique and the velocity approximation uh ∈ NCP1 satisfies the estimate
‖uh‖1,h ≤ ‖f‖∗
ν
,
where
‖f‖∗ = sup
0≠v∈NCP1
(f, v)
‖v‖1,h .
Proof. Existence of a solution pair (uh, ph) follows from a standard argument using the Brouwer fixed theorem [16]; we
omit the details and perform a uniqueness proof.
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Taking (vh, qh) = (uh,−ph) in (2.12) and using the definition of the trilinear form bh(·; ·, ·), we see that
ν‖uh‖21,h + Gh(ph, ph) = (f,uh).
Since the second term in this equation is nonnegative, it is obvious that
‖uh‖1,h ≤ (f,uh)
ν‖uh‖1,h ≤
‖f‖∗
ν
. (3.4)
Now, if there are two solution pairs (u1, p1) and (u2, p2) for Eq. (2.12), then
ah(u1 − u2, vh)− dh(vh, p1 − p2)− dh(u1 − u2, qh)− Gh(p1 − p2, qh)
+ bh(u1 − u2;u1, vh)+ bh(u2;u1 − u2, vh) = 0. (3.5)
Setting (vh, qh) = (e,−η) = (u1 − u2, p2 − p1) in (3.5) and using the definition of bh(·; ·, ·) gives
ν‖e‖21,h + Gh(η, η) ≤ N‖e‖21,h‖u1‖1,h.
Consequently, using (3.4), we see that
ν − N‖f‖∗
ν

‖e‖21,h ≤ 0.
Hence it follows from condition (3.3) that u1 = u2, which, together with property (3.2), also implies that p1 = p2. Therefore,
there is a unique solution to system (2.12). 
4. Error estimates
For the error estimation of the finite element solution (uh, ph), we defineBh(u, p), (vh, qh) = Bh((u, p), (vh, qh))+ Gh(p, qh), (vh, qh) ∈ NCP1 × P1,
and introduce the projection operators (Rh,Qh) : X×M → NCP1 × P1 through
Bh

(Rh(v, q),Qh(v, q)), (vh, qh)
 = Bh(v, q), (vh, qh) ∀(vh, qh) ∈ NCP1 × P1, (4.1)
which is well defined by property (3.2) and satisfies the following approximation property:
Lemma 4.1 ([8]). For any (v, q) ∈ (H2(Ω))2 ∩ X× H1(Ω) ∩M, it holds that
‖v− Rh(v, q)‖0 + h(‖v− Rh(v, q)‖1,h + ‖q− Qh(v, q)‖0) ≤ Ch2(‖v‖2 + ‖q‖1).
Lemma 4.2 ([6]). For any s,w ∈ X ∪ NCP1,−
j

∂w
∂nj
, s

j
 ≤ Ch‖w‖2‖s‖1,h ∀w ∈ X ∩ (H2(Ω))2,−
j

(w · nj)v, s

j
 ≤ Ch‖w‖1,h‖v‖2‖s‖1,h ∀v ∈ (H2(Ω))2,−
j

q, s · nj

j
 ≤ Ch‖q‖1‖s‖1,h ∀q ∈ H1(Ω).
We now show an error estimate under an assumption slightly stronger than condition (3.3):
ν − ν−1N‖f‖∗ ≥ C0 > 0. (4.2)
Theorem 4.3. Under assumption (4.2), if (u, p) ∈ (H2(Ω))2∩X×H1(Ω)∩M and (uh, ph) ∈ NCP1×P1 are the respective
solutions of (2.1) and (2.12), then
‖u− uh‖1,h + ‖p− ph‖0 ≤ Ch(‖u‖2 + ‖p‖1). (4.3)
Proof. Subtracting (2.12) from (4.1) gives
Bh

(Rh(u, p)− uh,Qh(u, p)− ph), (vh, qh)
− bh(uh;uh, vh) = Bh(u, p), (vh, qh)+ Gh(p, qh)− (f, vh)
∀(vh, qh) ∈ NCP1 × P1,
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where, by the first equation of (2.1),
(f, vh) =
−
j
−(ν∆u, vh)j + ((u · ∇)u, vh)j + (∇p, vh)j .
By using the Green formula on each element in Kh, the second and third equations of (2.1), and the definition ofBh(·, ·) and
bh(·; ·, ·), we see that
(f, vh) = Bh

(u, p), (vh, qh)
− ν−
j

∂u
∂nj
, vh

j
+
−
j

vh · nj, p

j
+ bh(u;u, vh)+ 12
−
j

u · nju, vh

j + Gh(p, qh).
Now, setting (e, η) = (Rh(u, p)− uh,Qh(u, p)− ph) and using these three equations, we have
Bh((e, η), (vh, qh))+ bh(u;u, vh)− bh(uh;uh, vh)− ν
−
j

∂u
∂nj
, vh

j
+
−
j

vh · nj, p

j +
1
2
−
j

u · nju, vh

j = 0.
Then, taking (vh, qh) = (e,−η) in this equation, we have
ν‖e‖21,h + Gh(η, η)+ bh(u− Rh(u, p);u, e)+ bh(e;u, e)+ bh(uh;u− Rh(u, p), e)− ν
−
j

∂u
∂nj
, e

j
+
−
j

e · nj, p

j +
1
2
−
j

u · nju, e

j = 0, (4.4)
where it follows from the continuity property of the discrete trilinear form bh(·; ·, ·) and Lemma 4.2 that−ν−
j

∂u
∂nj
, e

j
+
−
j

e · nj, p

j +
1
2
−
j

u · nju, e

j
 ≤ Ch (‖u‖1‖u‖2 + ‖u‖2 + ‖p‖1) ‖e‖1,h, (4.5)
and
|bh(e;u, e)| ≤ N‖e‖21,h‖u‖1 ≤ ν−1N‖f‖∗‖e‖21,h, (4.6)
|bh(u− Rh(u, p);u, e)| ≤ N‖u− Rh(u, p)‖1,h‖e‖1,h‖u‖1, (4.7)
|bh(uh;u− Rh(u, p), e)| ≤ N‖uh‖1,h‖u− Rh(u, p)‖1,h‖e‖1,h. (4.8)
Now, combining (4.4)–(4.9) and the Young inequality gives
ν − ν−1N‖f‖∗
 ‖e‖1,h ≤ C ‖u− Rh(u, p)‖1,h + h‖u‖1‖u‖2 + ‖p−Πhp‖0 .
Consequently, it follows from Proposition 3.2, Lemma 4.1, and assumption (4.2) that
‖e‖1,h ≤ Ch (‖u‖1‖u‖2 + ‖u‖2 + ‖p‖1) .
Hence, using the triangle inequality and Lemma 4.1, we obtain
‖u− uh‖1,h ≤ Ch (‖u‖2 + ‖p‖1) . (4.9)
Next, using (2.10), (2.11), Proposition 3.1, and (4.4)–(4.8), we see that
β‖η‖0 ≤ sup
(vh,qh)∈(NCP1,P1)
Bh((e, η), (vh, qh))
‖vh‖1,h + ‖qh‖0
≤
bh(u− Rh(u, p);u, vh)+ bh(e;u, vh)+ bh(uh;u− Rh(u, p), vh)
+ bh(uh; e, vh)+ 12
−
j

u · nju, vh

j

‖vh‖1,h + ‖qh‖0
≤ C ‖u− Rh(u, p)‖1,h + ‖e‖1,h + h‖u‖1‖u‖2
≤ Ch (‖u‖2 + ‖u‖1‖u‖2 + ‖p‖1) ,
L. Zhu et al. / Journal of Computational and Applied Mathematics 235 (2011) 2821–2831 2827
which, together with Lemma 4.1, gives
‖p− ph‖0 ≤ ‖η‖0 + ‖p− Qh(u, p)‖0 ≤ Ch (‖u‖2 + ‖p‖1) . (4.10)
Finally, combining (4.9) and (4.10) completes the proof of Theorem 4.3. 
To establish an estimate for the error ‖u − uh‖0, we consider the following linear dual problem: find (Φ,Ψ ) ∈ X × M
such that−ν∆Φ +∇u · Φ − (u · ∇)Φ +∇Ψ = u− uh inΩ,
div Φ = 0 inΩ,
Φ = 0 on ∂Ω.
(4.11)
Because of the convexity of the domain, it has a unique solution that satisfies the regularity property [17]:
‖Φ‖2 + ‖Ψ ‖1 ≤ C‖u− uh‖0. (4.12)
Theorem 4.4. Under the assumptions of Theorem 4.3, we have
‖u− uh‖0 ≤ Ch2 (‖u‖2 + ‖p‖1) . (4.13)
Proof. Multiplying the first and second equations of system (4.11) by e = u − uh and η = p − ph, respectively, integrating
the resulting equations over thedomainΩ , usingGreen’s formula on each triangleKj, and adding the resulting twoequations,
we see that
‖e‖20 = ah(e,Φ)− dh(e,Ψ )− dh(Φ, η)+ b1h(u; e,Φ)+ b1h(e;u,Φ)
− ν
−
j

∂Φ
∂nj
, e

j
+
−
j

e · nj,Ψ

j −
−
j

(u · nj)Φ, e

j
= ah(e,Φ)− dh(e,Ψ )− dh(Φ, η)+ bh(u; e,Φ)+ bh(e;u,Φ)
− ν
−
j

∂Φ
∂nj
, e

j
+
−
j

e · nj,Ψ

j −
1
2
−
j

(u · nj)Φ, e

j
+ 1
2
−
j

(e · nj)u,Φ

j −
1
2
−
j
((div e)u,Φ)j. (4.14)
Also, a similar approach can be used for Eq. (2.1) to yield
ah(u, vh)− dh(vh, p)− dh(u, qh)+ bh(u;u, vh)− ν
−
j

∂u
∂nj
, v

j
+
−
j

vh · nj, p

j +
1
2
−
j

(u · nj)u, vh

j = (f, vh). (4.15)
Subtracting (4.15) from (2.12) gives
ah(e, vh)− dh(e, qh)− dh(vh, η)− Gh(η, qh)+ bh(e;u, vh)+ bh(uh; e, vh)− ν
−
j

∂u
∂nj
, vh

j
+
−
j

vh · nj, p

j +
1
2
−
j

(u · nj)u, vh

j + Gh(p, qh) = 0. (4.16)
Then, applying (4.16) with (vh, qh) = (Φh,Ψh) to (4.14), we obtain
‖e‖20 =

ah(e,Φ − Φh)− dh(e,Ψ − Ψh)− dh(Φ − Φh, η)+ Gh(η,Ψh)− Gh(p,Ψh)

+ bh(e;u,Φ − Φh)+ bh(u; e,Φ − Φh)+ bh(e; e,Φh)
+

−ν
−
j

∂Φ
∂nj
, e

j
+
−
j

e · nj,Ψ

j −
1
2
−
j

(u · nj)Φ, e

j
+ 1
2
−
j

(e · nj)u,Φ

j + ν
−
j

∂u
∂nj
,Φh

j
−
−
j

Φh · nj, p

j
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− 1
2
−
j

(u · nj)u,Φh

j

− 1
2
−
j
((div e)u,Φ)j
= R1 + R2 + R3 + R4, (4.17)
with the obvious definition of Ri, i = 1, 2, 3, 4. Clearly, it follows from the properties of the bilinear terms ah(·, ·) and dh(·, ·)
and of the trilinear term bh(·; ·, ·), Lemma 4.2, Theorem 4.3, and (4.12) that
|R1| ≤
‖e‖1,h + ‖η‖0 ‖Φ − Φh‖1,h + ‖Ψ − Ψh‖0+ ‖p−Πhp‖0‖Ψh −ΠhΨh‖0
≤ Ch2 (‖u‖2 + ‖p‖1) ‖e‖0, (4.18)
and
|R2| ≤ N

2‖e‖1,h‖u‖1‖Φ − Φh‖1,h + ‖e‖21,h‖Φh‖1,h

≤ Ch2 (‖u‖2 + ‖p‖1) ‖e‖0. (4.19)
Moreover, noting that (Φ,Ψ ) ∈ X×M and using Lemma 4.2, we easily see that
|R3| =
−ν−
j

∂Φ
∂nj
, e

j
+
−
j

e · nj,Ψ

j −
1
2
−
j

(u · nj)Φ, e

j
+ 1
2
−
j

(e · nj)u,Φ

j + ν
−
j

∂u
∂nj
,Φh

j
−
−
j

Φh · nj, p

j −
1
2
−
j

(u · nj)u,Φh

j

≤ Ch‖Φ‖2‖e‖1,h + ‖u‖2‖Φ − Φh‖1,h + ‖e‖1,h‖Ψ ‖1 + ‖Φ − Φh‖1,h‖p‖1 + ‖u‖1‖u‖2‖Φ − Φh‖1,h
+‖u‖1‖Φ‖2‖e‖1,h + ‖e‖1,h‖u‖2‖Φ‖1

≤ Ch2 (‖u‖2 + ‖p‖1) (‖u‖2 + ‖u‖1 + 1) ‖e‖0. (4.20)
Next, using Green’s formula and the fact thatΠh(u · Φ) is piecewise constant, we write R4 as follows:
R4 = −12
−
j
(div e,u · Φ)j
= −1
2
−
j

(div e,u · Φ −Πh(u · Φ))j + (div e,Πh(u · Φ))j

,
= −1
2
−
j

(div e,u · Φ −Πh(u · Φ))j +

e · nj,Πh(u · Φ)

j

.
As a result, using the approximation property (2.10), Lemma 4.2, Theorem 4.3, and regularity (4.12), we see that
|R4| ≤ Ch‖e‖1,h‖u‖2‖Φ‖2 ≤ Ch2 (‖u‖2 + ‖p‖1) ‖e‖0‖u‖2. (4.21)
Finally, applying (4.18)–(4.21) to (4.17) yields the desired result (4.13). 
5. Numerical results
In this section we assess the performance of the stabilized nonconforming finite element method described in Section 2.
We consider a unit square domainΩ , which is a very popular problem in testing various numerical methods. Here the exact
solution is given by
u(x1, x2) = (u1(x1, x2), u2(x1, x2)), p(x1, x2) = cos(πx1) cos(πx2),
u1(x1, x2) = 2π sin2(πx1) sin(πx2) cos(πx2)
u2(x1, x2) = −2π sin(πx1) sin2(πx2) cos(πx1),
where ν = 0.1 and f is determined by problem (2.1). The numerical results are presented in Table 1 in terms of the H1(Ω)
and L2(Ω) convergence rates. These rates are consistent with the theoretical results obtained in Theorems 4.3 and 4.4 for
the velocity, while they are slightly better than the theoretical ones for the pressure.
In order to show the prominent features of our method, we also compare it with the mixed finite element method with
the P1b–P1 (the MINI element) pair, the penalty method with the P1–P1 pair [16], and the standard mixed method with
the P2–P1 (the Taylor–Hood element) pair for the Navier–Stokes equations with the homogeneous boundary condition.
The convergence behavior for the pressure L2(Ω)-, the velocity L2(Ω)-, and the velocity H1(Ω)-errors for these methods
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Table 1
Numerical results for the stabilized nonconforming method.
h−1 ‖u−uh‖0‖u‖0
‖u−uh‖1,h
‖u‖1
‖p−ph‖0
‖p‖0 uL2 rate uH1 rate pL2 rate
12 0.0306401 0.186748 0.103065
24 0.00799566 0.0941589 0.030445 1.938 0.988 1.759
36 0.00358789 0.0628789 0.0148844 1.976 0.996 1.765
48 0.00202559 0.0471911 0.00900926 1.987 0.998 1.745
60 0.00129871 0.0377663 0.00613354 1.992 0.998 1.723
72 0.000902808 0.0314788 0.00449634 1.994 0.999 1.703
Table 2
Numerical results for the P1b–P1 method.
h−1 ‖u−uh‖0‖u‖0
‖u−uh‖1,h
‖u‖1
‖p−ph‖0
‖p‖0 uL2 rate uH1 rate pL2 rate
12 0.0469545 0.202753 0.523349
24 0.0116179 0.1012 0.137851 2.015 1.002 1.925
36 0.00514008 0.067327 0.0641247 2.011 1.003 1.888
48 0.00288458 0.0504879 0.0376478 2.008 1.002 1.851
60 0.00184355 0.0403693 0.0250753 2.006 1.002 1.821
72 0.00127905 0.0336289 0.0180726 2.005 1.002 1.796
Table 3
Numerical results for the P2–P1 method.
h−1 ‖u−uh‖0‖u‖0
‖u−uh‖1,h
‖u‖1
‖p−ph‖0
‖p‖0 uL2 rate uH1 rate pL2 rate
12 0.00143541 0.0202021 0.00763064
24 1.80573e−004 0.00509452 0.00147159 2.991 1.987 2.374
36 5.35649e−005 0.00226771 0.00063932 2.997 1.996 2.056
48 2.26073e−005 0.00127627 0.000358092 2.999 1.998 2.015
60 1.15773e−005 0.000817013 0.0002329 2.999 1.998 1.928
72 6.7006e−006 0.000567446 0.000160909 2.999 1.999 2.028
Table 4
Numerical results for the penalty method.
h−1 ‖u−uh‖0‖u‖0
‖u−uh‖1,h
‖u‖1
‖p−ph‖0
‖p‖0 uL2 rate uH1 rate pL2 rate
12 0.0662449 0.237748 2.99391
24 0.0162608 0.118044 2.56427 2.026 1.01 0.223
36 0.00718974 0.0785394 2047253 2.013 1.005 0.09
48 0.00403443 0.058849 2.43364 2.008 1.003 0.055
60 0.00257841 0.0470533 2.41227 2.006 1.002 0.04
72 0.00178892 0.039197 2.3988 2.005 1.001 0.031
are shown in Tables 2–4 and Fig. 1. These tables clearly indicate that the numerical results obtained by these methods are
consistent with their respective convergence theories [1,2].
From Fig. 1 it can be seen that the present stabilized nonconforming finite element method is close to the P2–P1
pair one. The latter is clearly the most accurate for velocity since it uses polynomials of higher degree, the quadratic
polynomials. While only one numerical example is presented, similar convergence behavior has been observed for other
examples. All these examples have indicated that the present local stabilized nonconforming finite element method is
superior to the MINI element, the penalty method with the P1–P1 pair ones, and other stabilization methods with the P1–P1
pair.
6. Conclusions
In this paper we have extended and studied the stabilized nonconforming finite element method based on two local
Gauss integrals for the Stokes equations proposed in [8] for solving the Navier–Stokes equations. Error estimates of
optimal order have been obtained, and numerical results agreeing with these estimates have been presented. Numerical
comparisons with other stabilized mixed finite element methods for solving the Navier–Stokes equations have shown the
better performance of the present method. Future work will be on its application to fluid flow problems in porous media
[18,19].
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Fig. 1. A rate analysis for the velocity and pressure for various methods.
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