Abstract. We introduce a highly simultaneous version of stationary set reflection, called the Diagonal Reflection Principle (DRP). We prove that P F A +ω 1 implies DRP, and DRP in turn implies that the nonstationary ideal on [θ] ω condenses correctly for many structures. We also prove that MM implies a weaker version of DRP, which in turn implies that the nonstationary ideal on θ ∩ cof(ω) condenses correctly for many structures.
Introduction
Stationary set reflection is a compactness property that many large cardinals possess. For a fixed cardinal κ and S ⊂ κ, we say that S reflects at γ if and only if S ∩ γ is stationary in γ, and that S reflects if and only if there is a γ < κ at which S reflects. For example, if κ is a measurable cardinal, then every stationary subset of κ reflects. Stationary reflection may also occur at "small" cardinals such as ω 2 : Harrington and Shelah [8] proved that "every stationary subset of ω 2 ∩cof(ω) reflects" is equiconsistent with a Mahlo cardinal.
The requirement that every stationary set reflects can be strengthened by requiring that many stationary sets reflect at the same point; such principles go under the general heading of simultaneous stationary reflection. For example, "every pair of stationary subsets of ω 2 ∩ cof(ω) have a common reflection point" is equiconsistent with a weakly compact cardinal (Magidor [11] , Baumgartner [1] ).
Strong forcing axioms imply simultaneous stationary reflection. Baumgartner [2] showed that P F A +ω 1 implies that for all regular θ ≥ ω 2 , any ω 1 -sized collection of stationary subsets of θ ∩ cof(ω) has a common reflection point of the smallest possible cofinality (namely, ω 1 );
1 the consistency strength of the latter is not known for θ = ω 3 , but it requires at least measurable cardinals of high Mitchell order (see [3] ).
Stationary set reflection for the generalized notion of stationarity on subsets of [θ] ω gained prominence in [7] . In that paper, it was shown that Martin's Maximum implies that every stationary subset of [θ] ω reflects to a set of size ω 1 and that such stationary reflection implies that NS ω 1 is presaturated.
Foreman [6] showed that Martin's Maximum implies a simultaneous form of stationary reflection for subsets of θ ∩ cof(ω). Motivated by this result and his use of condensation-like properties of the nonstationary ideal from that paper, we introduce a highly simultaneous version of stationary set reflection, which we call the Diagonal Reflection Principle (DRP). We prove that DRP follows from P F A +ω 1 ; in fact, just MA +ω 1 (σ-closed) suffices. DRP, in turn, implies a kind of condensation principle for the nonstationary ideal. Namely, DRP implies that there are many M of cardinality ω 1 such that, if σ M : M → M is the inverse of the Mostowski collapse map, then M is correct about the stationarity of subsets of σ
ω ) (for large X ∈ M ); in fact, this is equivalent to DRP. Similar condensation principles for ideals related to Chang's Conjecture appeared in Foreman [6] , where such principles were used to help produce models with very large cardinals.
We also introduce a weaker version of DRP, which we denote wDRP, and prove that wDRP follows from Martin's Maximum. This provides a factoring of the MM theorem from Foreman [6] . wDRP also implies a form of condensation for the nonstationary ideal.
The paper is organized as follows: Section 2 reviews some background material. Section 3 defines DRP and wDRP and proves the condensation results; this section also discusses the relation between wDRP and the simultaneous notion of stationary reflection which was shown to follow from Martin's Maximum in [6] . Section 4 proves that DRP follows from P F A +ω 1 . Section 5 proves that wDRP follows from Martin's Maximum. Section 6 concludes with some questions.
Background
We consider various classes of ω 1 -sized structures (more information and generality can be found in [5] ). We say that M has uniform cofinality ω 1 iff cof(sup(M ∩ κ)) = ω 1 for every κ ≤ sup(M ∩ ORD) of uncountable cofinality. M is called internally club of length ω 1 iff there is a ∈-increasing and ⊆-continuous sequence N β | β < ω 1 of countable elementary substructures of (M, ∈) such that M = β<ω 1 N β and N β ∈ M for every β < ω 1 . M is called internally approachable of length ω 1 iff there is such a sequence N such that every proper initial segment of N is an element of M . Unif ω 1 , IC ω 1 , and IA ω 1 denote, respectively, the classes of structures of uniform cofinality ω 1 , internally club structures of length ω 1 , and internally approachable structures of length ω 1 
The following is a standard lemma; see for example Lemma 8 of [7] :
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If Γ is a class of posets, MA(Γ) means that whenever P ∈ Γ and D i | i < ω 1 is a sequence of dense subsets of P, then there is a filter on P which meets each D i . MA +α (Γ) means that whenever P ∈ Γ, D i | i < ω 1 is a sequence of dense subsets of P, and Ṡ ξ | ξ < α is a sequence such that 1 P "Ṡ ξ is a stationary subset of ω 1 " for all ξ < α, then there is a filter F ⊂ P which meets every D i and for every ξ < α:
The proof of the next theorem is an easy variation of the proof on page 38 of Woodin [12] . For a possibly nontransitive M ≺ (H θ , ∈, {P}), we say that F is an
sometimes the latter is taken as the definition of "(M, P)-generic" if one does not require F ⊂ M .
Theorem 2.3. Assume MA
+α ({P}), where α ≤ ω 1 and P is a poset which preserves
The following definition and lemmas about generic evaluations over nontransitive models are standard, but we include proofs for completeness. Definition 2.4. Suppose P is a poset, 2
∈, {P}), and F ⊂ M is (M, P)-generic. IfȦ ∈ M is a P-name for a subset of the ground model, letȦ F denote the following set:
Notice that Definition 2.4 agrees with the notation (Ṡ i ) F in the definition of MA +α (Γ). We briefly point out the relationship between Definition 2.4 and the usual notion of evaluating a name over a transitive model, though we will not need this relationship in this paper. Suppose M ,Ȧ, P, Ω, and F are as in Definition 2.4, and that additionally 1 P Ȧ ⊆Ȟ Ω . Let σ : H → H Ω be the inverse of the Mostowski collapse of M , and
ThenȦ F , in the sense of Definition 2.4, is the same as the usual sense of using a generic to evaluate a name over a transitive model. Also, it is easy to check thatȦ F ∩ M = σ"Ȧ F . If we also assume that 1 P Ȧ ∈Ȟ Ω , then clearlẏ
Lemma 2.5. Let M , F , P, and Ω be as in Definition 2.4. SupposeȦ ∈ M is a P-name and 1 P forces thatȦ ∈Ȟ Ω . ThenȦ F ∈ M and is the unique z ∈ H Ω such that (∃p ∈ F )(p Ȧ =ž). Moreover:
Uniqueness of this z is due to the fact that F is a filter.
If 1 P forces |Ȧ| ≤ |B|, where B ∈ M and B ⊂ M , then there is a namė h ∈ M such that 1 P ḣ :B → ontoȦ . For each b ∈ B, the set D b := {p ∈ P | p decidesḣ(b)} is dense and an element of M . Since F is an (M, P)-generic and B ⊂ M , thenȦ F is equal to the collection of y such that for some p ∈ F and some b ∈ B, p ḣ (b) =y. Any such y is definable from p, b, andḣ and is thus an element of M . SoȦ F ⊆ M . Item (2) holds simply because, letting z :=Ȧ F , there is some condition which forces φ(ž); this is a Σ 0 statement in the forcing language, so φ(z) holds in V . Lemma 2.6. Let M , F , P, and Ω be as in Definition 2.4.
Proof. Since H is forced to be in IA ω 1 , M ≺ (H Ω , ∈, {P}), and H ∈ M , then there is some nameḟ ∈ M such that 1 P "ḟ witnesses thatȞ is in IA ω 1 ". Consider any suchḟ ∈ M . For each α < ω 1 , since α ∈ M , then so is the canonical name forḟ α. By the definition of internal approachability,ḟ α is forced to be an element of H; so (ḟ α) F ∈ M by Lemma 2.5. First we check that α<ω 1 (ḟ α) F is a function. Let α < α < ω 1 , let h := (ḟ α) F , and h := (ḟ α ) F . There is a condition p (∈ F ) which forcesȟ ⊂ȟ ; this is a Σ 0 statement (in the forcing language) and so h ⊂ h . Thus G := α<ω 1 (ḟ α) F is a function. To see that G is ∈-increasing and ⊂-continuous, it suffices to see that each proper initial segment (ḟ α) F has these properties; these are Σ 0 statements about (ḟ α) F , so the proof is similar to the proof that G is a function. Finally, a density argument shows that M ∩ H is a subset of the union of the models enumerated by α<ω 1 (ḟ α) F . That this union is contained in M ∩ H follows from the fact that each model in the G enumeration is a countable element of M and is thus a subset of M .
The Diagonal Reflection Principle (DRP)
We now define DRP and wDRP. There are stationarily many M ∈ ℘ ω 2 (H (θ ω ) + ) such that: There are stationarily many M ∈ ℘ ω 2 (H (θ ω ) + ) such that:
We thank the anonymous referee for suggesting the present Definition 3.2, which is simpler than the original.
In this paper, the class Z from Definitions 3.1 and 3.2 will typically be one of
Proof. Let M be any member of the stationary set which witnesses wDRP(θ, Z).
Then P R ∈ M , and P R is projective stationary by Lemma 2.1. Let
is an ω-cofinal limit point of c , and thus an element of c ∩ R.
We state two definitions which were used in [6] 
M (H θ ). Let R ∈ M and suppose M |= "R is a stationary subset of [H]
ω ." We need to see that R really is stationary in [H] ω from the point of view of V . So let A = (H, (f n )) n∈ω ∈ V be any algebra on H. We need to find some N ∈ R such that N ≺ A.
Let R := σ M (R) ∈ M , and let A be the result of transferring the structure
ω is stationary, and by (2.2) there is some For the converse, suppose DRP(θ, IC ω 1 ) fails; so for all but nonstationarily many
ω is nonstationary. Similarly to the other direction of the proof, A can be transferred to an algebra A on H. If there were some z ∈ R such that z ≺ A,
ω would be an elementary substructure of A, which is impossible by the choice of A. So A witnesses that R is not stationary in [H] ω .
The original version of this paper only showed the forward direction of Theorem 3.6 (that DRP implies condensation). We thank the anonymous referee for pointing out that the converse also holds.
Weak DRP implies a weaker form of condensation:
Theorem 3.7. wDRP(θ, Unif ω 1 ) implies that for every regular θ ≥ ω 2 , there are
Proof. The proof is similar to the proof of Theorem 3.6, except (2.1) is used instead of (2.2). Consider any M ∈ ℘ ω 2 (H (θ ω ) + ) from the stationary set in the conclusion of Lemma 3. M (θ). Let R ∈ M and suppose M |= "R is a stationary subset of θ". We need to see that R really is stationary from the point of view of V . So let C ∈ V be any ω-club in θ. By (2.1),
DRP can be viewed as essentially reversing the first two quantifiers in the following reflection principle, now called the Weak Reflection Principle at θ (WRP(θ)):
DRP(θ) implies WRP(θ), and WRP(θ) for θ ≥ ω 2 follows from MM by [7] . If Z is some class of structures which are not in Unif ω 1 , the author does not know if DRP(θ, Z) implies DRP(θ, Unif ω 1 ); the answer is probably no, by arguments of Krueger [9] .
Larson in [10] defined a principle he called OSR ω 2 , which is a version of DRP for stationary subsets of ω 2 ∩ cof(ω); he also showed that OSR ω 2 follows from MM, but does not follow from SRP.
2
Unlike SRP, DRP is consistent with CH, because DRP holds in the model V Col(ω 1 ,<κ) where κ is a supercompact cardinal. The proof is the same as in [7] . 3 We show that a result of Foreman [6] concerning MM factors through wDRP. We first recall his theorem: such that for all N ∈ A: x ∈ N iff R x is stationary in sup(N ∩ θ). 2 OSR ω 2 states: For every ω 2 sequence R α | α < ω 2 of stationary subsets of ω 2 ∩ cof(ω), there is a γ ∈ ω 2 ∩ cof(ω 1 ) such that for every α < γ, R α reflects at γ.
3 Namely, ifĵ : <j(κ) ) and has the diagonal reflection property.
Martin's maximum implies wDRP
In this section we prove:
The forcing and proof here are based on the proof of Theorem 34 of [6] . Assume MM. Fix a partition T α | α < ω 1 of ω 1 such that:
• T α ∩ T β = ∅ for every α = β.
• α<ω 1 T α contains all limit ordinals in ω 1 (so, in particular, T is a maximal antichain). Such a partition exists as a consequence of ZFC.
Define a partial order Q = Q T ; conditions are pairs (f, N α | α ≤ δ ) such that:
(1) δ < ω 1 ; (2) N is an ∈-increasing and ⊂-continuous chain of countable elementary substructures of
The order ≤ Q is by end-extension. If q is a condition, then f q and N q denote the first and second coordinates, respectively, of q, and δ q denotes the ordinal such that
Proof. This is because there are essentially no requirements for the models indexed by successor ordinals in the conditions. Let a ∈ H (θ ω ) + . Let q = (f q , N q ) (recall the domain of f q and N q is δ q +1). Pick any N such that N ≺ (H (θ ω ) + , ∈, {a, q}), and let q := q ∧ (a, N ) . Then q is a condition, since N is indexed by the successor ordinal δ q + 1 and therefore has no requirements regarding any of the previous
Proof. We prove the statement of the lemma by induction on β. Suppose β is a successor ordinal, say β = β + 1. Let q ∈ Q. By the induction hypothesis, without loss of generality, β ∈ domain(q). Similarly to the proof of Lemma 5.2, q can be extended to a condition q which has β = β + 1 in its domain, since there are virtually no requirements on what f (β + 1), N β+1 should be. Now suppose β is a limit ordinal. Let q ∈ Q be arbitrary. Since α<ω 1 T α contains all limit ordinals, there is a (unique) α * < β such that β ∈ T α * . Fix an increasing sequence β n | n ∈ ω cofinal in β, such that α * < β 0 . By the induction hypothesis, without loss of generality, α * ∈ domain(q).
There are stationarily many countable N ≺ H (θ ω ) + such that q, β ∈ N and, if f q (α * ) is a stationary set, N ∩ θ ∈ f q (α * ). 5 Fix any such N , and let {y n | n ∈ ω} be some enumeration of N . Recursively define a descending sequence of conditions as follows: set q 0 := q (∈ N ). Given q n−1 , applying the induction hypothesis and Lemma 5.2 inside N yields some condition q n ∈ N such that β n ∈ dom(q n ), 6 q n ≤ q n−1 , and y n ∈ N q n δ q n . Then sup n∈ω dom(q n ) ≥ β. If sup n∈ω dom(q n ) > β, then β is an element of dom(q n ) for some n and this finishes the proof. So we can assume now that sup n∈ω dom(q n ) = β.
we show that (f, N ) is a condition. Note that the domain of both f and N is β + 1; so N is indexed by β in the sequence N . Recall that we chose N so that
; and by the pairwise disjointness of T , f q (α * ) is the only stationary set in the range of f which N ∩ θ must belong to. Finally, since y n ∈ N q n δ q n for each n, then N is the ⊂-limit of the models in the q n .
Lemma 5.4. Q is stationary set-preserving.
Proof. Let S ⊂ ω 1 be stationary and q "Ċ is a club subset of ω 1 ". Since T is a maximal antichain there is a β S < ω 1 such that S ∩ T β S is stationary.
By Lemma 5.3, without loss of generality,
, and if R * is a projective stationary subset of [θ] ω also require N ∩θ ∈ R * . Let {y n | n ∈ ω} be an enumeration of N , and fix a cofinal sequence δ n | n ∈ ω cofinal in δ N . Inductively build a sequence of conditions q = q 0 ≥ q 1 ≥ q 2 ≥ . . . such that for all n ∈ ω:
(ii) δ n ∈ domain(q n ) and y n ∈ range(f q n ) (this uses Lemmas 5.2 and 5.
Note that δ N = dom( n∈ω f q n ) = dom( n∈ω N q n ). 7 Define f * as ( n∈ω f q n ) ∧ ∅ , N * as ( n∈ω N q n ) ∧ N , and q * as (f * , N * ). Then q * is a condition: β S is the unique β such that δ N ∈ T β , and N ∩θ is in f q * (β S ) = f q (β S ) (if this is a projective stationary set) by our choice of N . Also, (ii) implies that N is the ⊂-limit of the models in the q n 's. Finally, (iii) implies that q * "δ N is a limit of the clubĊ," so q * Š ∩Ċ = ∅. 
Some questions
We end with some questions.
(1) Let Z be a class of ω 1 -sized structures (e.g. Z = IA ω 1 ), and let RP ω 1 (θ, Z) denote the statement: "For every ω 1 -sized collection S of stationary subsets of [θ] ω , there are stationarily many M ∈ ℘ ω 2 (H (θ ω ) + ) such that M ∩H θ ∈ Z and every S ∈ S reflects at [M ∩ θ] ω " (i.e. simultaneous reflection of ω 1 -many stationary sets).
Clearly DRP(θ) implies RP ω 1 (θ). Does the converse hold? (2) Does MM imply DRP(θ, Z) for any θ ≥ ω 2 (where Z is, say, Unif ω 1 )? (3) Is there a consistent, natural diagonal version of the Strong Reflection Principle? (4) Does the consequence of Theorem 3.8 imply wDRP?
