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Abstract

Visually impaired people face many difficulties in daily life. Among their essential
activities, traveling safely and independently is one of the most challenging tasks.
This thesis focuses on assisting vision-disabled people to deal with this problem.
We propose a non-invasive system that locates various types of walking lanes
for visually impaired travelers, using a novel image processing architecture and
machine learning algorithms. In this system, a camera is employed to capture the
scene image in front of the traveler. Then, the lane type is identified as markedlanes, unmarked-lanes or non-lanes. Finally, a suitable lane detector for the lane
type is applied to locate the walking region.
To recognize the lane type in each image, we propose a new method using
multiple instance learning. The proposed method represents each image as a bag
of instances. Each instance is an image region and described by a feature vector.
A vocabulary-based framework of multiple instance learning is then employed
to categorize bags.
To detect marked-lanes that are located by lane markers, we propose a regionbased method. The proposed method for marked-lane detection extracts first
local image regions locating on the borders of lane markers. The lane markers are
then found using a Markov random field model. The walking region is finally
determined using the geometric cues of lane marker pairs.
We also propose a new method to find pedestrian lanes in unstructured environments where lanes have no painted markers, vary significantly in appearance
and have different shapes. The proposed method for unmarked-lane detection
locates the walking lane using both appearance and shape features. The lane ap-

XII

Abstract
pearance model is learned on-the-fly from a sample region, which is automatically
determined employing the vanishing point and the properties of lane surfaces and
boundaries. Shape contexts are employed to model the shape of pedestrian lanes.
All the proposed methods for classifying and detecting pedestrian lanes are
evaluated on a large and new data set of images, collected from different scenes
under challenging illumination conditions. The experimental results prove the
robustness and efficiency of the proposed methods.
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Research objectives

A significant percentage of the world population suffers from visual impairment
and blindness. The World Health Organization estimates that the global population of vision-disabled people is about 285 million, of which 39 million are
blind [10]. For the visually impaired, traveling safely and independently in
different environments is a challenging task, for which an assistive navigation
system is essential. The system should assist in several vital micro-navigation
tasks such as finding pedestrian lanes, detecting and recognizing traffic obstacles,
and sensing dangerous traffic situations.
Traveling aids for visually impaired people include conventional tools and
technology systems. For traditional aids, white canes and guide dogs are widely
used. A white cane assists the visually impaired in detecting obstacles and walking paths only at a close range. Compared with the white cane, a guide dog is
more flexible in assisting the blind to evade obstacles and hazards, and follow
a familiar route. However, the visually impaired with these tools cannot travel
safety and independently in unknown environments.
1

1.1. Research objectives
To improve the mobility of the vision impaired, many technology aids have
been developed for detecting obstacles (e.g. Sonicguide [11], GuideCane [12] and
Miniguide [13]), finding routes and locations (e.g. Personal Guidance System [14],
MoBIC [15], and Drishti [16]). However, little work has been done on pedestrian
crossing lane detection for the visually impaired [1, 17], despite fact that straying
outside of the lane region is very dangerous for blind travelers.
Marked lane detection

Input image

Lane classification

Walking region

Unmarked lane detection
Non lane

Figure 1.1: Block diagram of the proposed system for detecting automatically
pedestrian lanes.

The objective of this research is to develop an assistive system of detecting
automatically pedestrian lanes in various environments as shown in Fig. 1.1.
The system is designed to detect robustly different pedestrian lanes from images
captured by a camera. While pedestrian lanes at traffic junctions have painted
markers, many other pedestrian lanes do not have painted markers. The proposed
system includes three main components: 1) lane classifier to recognize the lane type
in the input image, 2) marked-lane detector to locate the lane region that is indicated
by painted markers, 3) unmarked-lane detector to locate the lane region that have
no painted markers. From an input image, the lane classifier is employed first to
identify the lane type as marked-lane, unmarked-lane or non-lane. Then, a detector
corresponding to the type lane (marked-lane or unmarked-lane) is selected to locate
the walking lane or a notification of non-lane is generated.
In general, this research project aims to address the following questions:
• What are the characteristics of pedestrian lanes? How to recognize different
types of pedestrian lanes (e.g. marked lanes and unmarked lanes)?
• What are the characteristics of lane markers? How to detect pedestrian lanes
2

1.2. Research contributions
with painted markers?
• What are the characteristics of pedestrian lanes without lane markers? How
to detect pedestrian lanes without lane markers?

1.2

Research contributions

The main contributions of this research are briefly presented as follows:
• We propose a vision-based approach of automatic pedestrian lane detection
to assist vision-disabled people navigating in various environments. The
proposed approach first identifies the lane type in the input image and then
selects a suitable detector to locate the walking region.
• We propose a robust method to recognize automatically different types
of pedestrian lanes under various illumination conditions. The proposed
method for lane classification is based on local regions and multiple instance
learning to categorize the input image, which belongs to one of three classes:
marked-lanes, unmarked-lanes and non-lanes.
• We propose a robust method to detect automatically pedestrian lanes that are
identified by painted markers under different illumination conditions. The
proposed method are based on local regions and Markov random fields to
find lane markers in the input image. The walking lane is then determined
by optimizing a criterion that integrates multiple geometric cues of lane
markers.
• We propose a robust method to detect pedestrian lanes in unstructured
environments where lanes vary significantly in appearance, have different
shapes and are not indicated by painted markers. The proposed method
detects the walking lane using shape and appearance information. In our
method, the lane appearance model is learned on-the-fly from a sample
region, which is extracted directly in the input image using the vanishing
point and the properties of lane surfaces and borders. Shape contexts are
employed to model the shape of pedestrian lanes.
3

1.3. Publications
• We create a large and new image data set of different pedestrian lanes with
manually annotated detection ground-truth and non-lane scenes for evaluating pedestrian lane detection methods and the entire system of detecting
various pedestrian lanes. The data set was collected from various indoor and
outdoor environments, under different illumination conditions. Although
several data sets exist for road/lane detection for vehicles, our pedestrianlane detection data set, to the best of our knowledge, is the first for assistive
navigation of blind people, and is expected to facilitate research in assistive
computer vision.

1.3

Publications

The publications for this PhD research project, which took place from late July
2010 to January 2015, include:
• M. C. Le, S. L. Phung, A. Bouzerdom, ”‘Pedestrian lane detection for assistive
navigation of blind people”’, in The 21st International Conference on Pattern
Recognition, Tsukuba,Japan, 2012, pp 2594 - 2597.
• M. C. Le, S. L. Phung, A. Bouzerdom, ”‘Pedestrian lane detection for the
visually impaired”’, in International Conference on Digital Image Computing:
Techniques and Applications, Fremantle WA, Australia, 2012, pp 1-6.
• M. C. Le, S. L. Phung, A. Bouzerdom, ”‘Pedestrian lane detection in unstructured environments for assistive navigation”’, in International Conference on
Digital Image Computing: Techniques and Applications, Wollongong, NSW,
Australia, the Best Recognition Paper prize, 2014.
• M. C. Le, S. L. Phung, A. Bouzerdom, ”‘Lane detection in unstructured
environments for autonomous navigation systems”’, in Asian Conference on
Computer Vision, National University of Singapore, Singapore, 2014.

1.4

Thesis organization

This thesis consists of six chapters:
4

1.4. Thesis organization
• Chapter 1 introduces the research project and its objectives, and summarizes
related publications.
• Chapter 2 gives a comprehensive review on assistive navigation systems
for the visually impaired. This chapter presents conventional mobility tools
and different technology aids for travels of vision-disabled people.
• Chapter 3 presents a robust method to find automatically pedestrian lanes
that are located by painted markers. Pedestrian lane detection relies on
finding lane markers in the input image. Lane marker detection is based on
local image regions and Markov random fields. Lane marker verification is
done using multiple geometric cues.
• Chapter 4 proposes a pedestrian lane detection method in unstructured
environments where pedestrian lanes have no painted markers, vary significantly in appearance and have different shapes. The walking lane is
detected using shape and appearance features. This chapter also presents
an improved vanishing point estimation method using local orientations of
edge pixels.
• Chapter 5 describes a new method to recognize the lane type in the input
image, using multiple instance leaning. The proposed method focuses on
classifying input images into three classes: marked-lanes, umarked-lanes and
non-lanes. This chapter also analyzes the effectiveness of using the lane
classification in the pedestrian detection system.
• Chapter 6 summarizes the research findings, and provides concluding remarks and future directions.
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This chapter reviews existing navigational assistances for the visually impaired. First, mobility of vision-disabled people is presented in Section 2.1. Then,
conventional mobility tools are described in Section 2.2. Next, assistive technologies are reviewed in Section 2.3. Finally, the content of the chapter is summarized
in Section 2.4.

2.1

Mobility of the visually impaired

Mobility is the ability to travel safely and independently from one place to other
places and is an important aspect of daily life. Vision plays a very significant role
in mobility as it allows sighted people to collect most of the information required
for perceiving the surrounding environments. People with vision loss must rely
on other senses (e.g. hearing and touch) to gather information of the surrounding
objects, and therefore face great difficulties in traveling.
The mobility of blind people includes two aspects: perception and orientation
6
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Mobility of the visually imapired

Perception of objects

Detecting obstacles

Identifying landmarks

Processing of
orientation

Spatial orientation

Geographical
orientation

Figure 2.1: Brambing’s model for mobility of blind people.

as shown in Fig 2.1 [18]. Perception refers to a blind traveler obtaining information
about the environment via the non-vision senses in order to detect obstacles and
identify landmarks. Orientation refers to the knowledge to recognize the position
in relation to surrounding objects and the location in the routes of the entire
journey. To understand the surrounding environments, vision disabled people
employ touching and hearing as primary modalities [19]. In near space, both
touching and hearing are used to perceive objects. In far space, the people reply
mainly on hearing to find objects. Orientation is performed based on identification
of landmarks. Blind people often employ many different types of landmarks to
determine their position in the environments. Example landmarks include rises
and falls in the walking path, changes in texture of the walking path, the presence
of walls and hedges, traffic sounds and temperature changes.
People with vision impairments have three major barriers in traveling [19, 20]
as follows:
1) Relying mainly on touching and hearing, visually impaired people are limited in detecting and avoiding obstacles, finding the travel path, and identifying early hazards ahead.
2) They have great difficulties in determining routes for a journey, understanding the scene layout, and identifying their position in the scene.
3) They cannot to obtain visual or textural information such as road signs and
7
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bus numbers.
These barriers make visually impaired people unable to travel safely and independently in unknown environments.

2.2

Traditional aids

There are two popular traditional aids for navigation of the visually impaired:
the white cane and the guide dog.
The white cane is a hand-held tool and is considered as an extension of the
user’s arms. This tool is a lightweight and cylindrical cane, and is often made
of aluminium. It is adjustable to the height of the user and includes a purposely
designed handle-grip and tip. To detect objects on the walking path, the user
swings the white cane from side to side while the tip of the cane directly contacts
with the ground. Based on vibrations and force feedback from the cane, the user
can recognize objects ahead and characteristics of the ground. To use effectively a
white cane, blind people are often required about 100 hours of training [19]. This
is because an incorrect use of the cane can lead to dangers for both the user and
others.
The white cane is a cheap, reliable and robust tool to detect obstacles and dropoffs at ground levels, identify the characteristics (e.g. texture and hardness) and
conditions of the ground, and find the walking path at close range [20]. However,
this tool is unable to detect obstacles at torso and face levels, which are dangerous
for blind travelers [19,20]. Furthermore, using the white cane over a long distance
causes arm fatigue for travelers [20].
The guide dog is a specially trained dog to assist the blind in mobility. A blind
user can travel safely with a trained dog. The dog is trained to have the following
major skills [21]:
• Walking in a straight line and on the left-hand side slightly ahead of the
user.
• Stopping at all kerbs, the top and bottom of stairs.
• Waiting for user’s commands before crossing roads.
8
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• Avoiding obstacles at head level.
• Avoiding too narrow spaces where a person and a dog cannot walk through
side by side.
• Boarding and traveling on all different types of public transportation.
• Taking the user to a lift.
• Refusing the user’s commands that may cause dangers for the user.
• Recognizing the familiar routes.
The user controls the guide dog and receives information about its activities via a
handle encircled the dog’s chest.
With the above trained skills, the guide dog provides assistance of safe travel
for vision-disabled people in the familiar environments. However, a guide dog
typically requires about two to three years and 40,000 USD to train, and has a
working life of only eight to ten years [19]. Due to the high cost of training and
maintenance, only three percent of the visually impaired population are reported
to use a guide dog [22]. Furthermore, the guide dog cannot detect obstacles at
head levels.
Both the white cane and guide dog are useful aids for blind travelers in detecting and avoiding obstacles at ground levels in the near space. However, these
tools cannot assist blind travelers in determining spatial and geographical orientations, recognizing locations and finding routes for their journey in unfamiliar
environments.

2.3

Technology aids

Many assistive technology systems have been developed to improve the mobility
of vision disabled people. These systems can be categorized into three classes:
electronic obstacle detectors, computer-vision based systems, and GPS based
systems. In the following, these assitive system classes are presented.

9

2.3. Technology aids

2.3.1 Electronic obstacle detectors
Obstacle detectors are small electronic devices that can be attached on white canes
or glasses. These devices apply the echolocation principle of emitted signals for
detecting obstacles. Based on the type of employed signals, the devices are
classified into laser detectors and ultrasound detectors.
- Laser detectors: These devices are based on Cranberg’s principle of optical
triangulation [20]. The devices emit infrared light pluses from the transmitters,
and these pulses will be reflected back when they meet obstacles. The receivers
measure the angles of the reflected pluses in order to compute the distances to
obstacles.
Examples of laser detectors are the C-5 laser cane [23] and the talking laser
cane [24]. The C-5 laser cane employs three beams of infrared lights to detect
obstacles in upward, forward and downward directions and a proximal range of
4 m as shown in Fig. 2.2. Therefore, this device can detect not only obstacles in
front of the user, but also drop-offs and overhead obstructions. The information
of detected obstacles is conveyed to the user by auditory tones or vibration levels
of the cane handle.

Figure 2.2: Beam geometry of laser cane [20].

In comparison with the C-5 laser cane, the talking laser cane is more complex.
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In addition to obstacle detection in the forward travel path within a 200 spread
angle, the talking laser cane is able to detect and identify signs of landmarks at
distances about 10 m. The signs are designed to label landmarks. Each sign has
an individual bar-code, and is attached to a landmark. When the laser light meets
a sign, the user will hear a distinct beep to determine the direction and location
of the sign, and the microprocessor of the device will try to identify the bar-code
of the sign. If the sign is recognized, the device will indicate the landmark name
by a spoken message. Thus, the talking laser cane provides obstacle avoidance
assistance and orientation assistance.
Laser devices have several limitations. First, these devices cannot detect nonreflective obstacles, e.g. objects made of glass or transparent plastic. Second, since
laser devices employ short laser pulses, the device only detect objects at proximal
distances and provide information about the nearest object.
- Ultrasound devices: These devices are based on ultrasonic waves to detect
obstacles. When a ultrasonic beam emitted from the device meets an obstacle,
a portion of the beam will be reflected back and received at the device. The
time period between emitting and receiving the ultrasound beam is measured to
compute the distance to the obstacle.
During the past six years we have
yrobot obstacle avoidance
assistive devices for
l.
is a portable device
equipped with ultrasonic sensors
and a computer. A prototype of this
system was built and tested in our
et al.,
provided

two

NavBelt
-wide view of
the obstacles ahead of the user
age). This image was then
ctional (stereophonic) audio cues

(a)

(b)

(c)

Figure 1: Grad. student

(d)

Figure 2.3: Examples of ultrasound devices: (a) Sonicguide [11], (b) Miniguide
[13], (c) UltraCane [25], (d) NavBelt [12] .

Example ultrasound devices include Sonicguide [11], Miniguide [13], UltraCane [25], NavBelt [26] and GuideCane [12]. Table 2.1 shows the capabilities of
these ultrasound detectors. The Sonicguide consists of a ultrasound transmitter and two ultrasound receivers embedded into eyeglasses as demonstrated in
Fig. 2.3(a). This device is designed to capture a sonic image of the environment.
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The sonic image represents the distances to the obstacles by sound tones of different frequencies, and it also describes the direction of objects via delivering the
sounds in the binaural headphones. The Sonicguide can detect multiple obstacles
at a maximum distance of 6m from the traveler in a 600 forward field of view.
Table 2.1: Comparison of ultrasound detectors.
Systems
Sonicguide [11]
Miniguide [13]
UltraCane [25]
NavBelt [26]
GuideCane [12]

Number of sensors
1
1
2
8
10-16

Maximum distance (m)
6
8
4
5
5

Orientation aid
No
No
No
Yes
Yes

The Miniguide is a hand-held device as shown in Fig. 2.3(b), and includes a
ultrasound transmitter and receiver. The Miniguide has four options for detecting
objects in different distance ranges: 0.5, 1, 2, 4 and 8 m. The information of
detected objects is conveyed to the user by auditory tones or vibration levels. The
Miniguide cannot detect drop-offs and therefore it is often combined with a cane
or guide dog.
The UltraCane is a combination of ultrasonic sensors and a cane as shown in
Fig. 2.3(c). The ultrasonic sensors are employed to detect objects with a maximum
distance of 4 m in upward and forward directions. The forward and rear vibrators
of this device indicate the information of head-level objects and ground-to-chest
level objects, respectively.
Compared with Sonicguide, Miniguide and UtraCane, the NavBelt and GuideCane are more complex. Both NavBelt and GuideCane use multiple ultrasound
sensors to detect simultaneously obstacles in different directions. Furthermore,
the devices employ a computer to estimate the travel direction for the user in
avoiding obstacles. These devices are considered as robotic guiders.
The NavBelt employs 8 ultrasound sensors integrated into a belt as shown in
Fig. 2.3(d), and each sensor detects objects in an angle range. The NavBelt has
two modes: the guidance mode and the image mode. For the guidance mode, the
device provides the information of the travel direction and speed for the user via
auditory signals. For the image mode, the device creates an acoustic panoramic
image of the surroundings using stereophonic effects. The direction of objects is
12
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represented by delivering sound signals from the right ear to the left ear. The
volume of sound signals denotes the distance to objects.
The GuideCane is designed to hold like a white cane as shown in Fig. 2.4.
When an object is found in the forward path, the GuideCane guides the user
by changing its moving direction as a guide dog. The device includes a handle
(cane) and a main unit. The main unit contains from 10 to 16 ultrasound sensors,
a computer, wheels and a steering mechanism. The GuideCane can detect small
objects at ground levels and sideways objects such as walls.
Obstacle
Step 2:
Servo steers
guide wheels
to avoid
obstacle
Step 1:
Sonar
"sees"
obstacle

Step 3:
User feels
motion of
cane and follows

Thumb-operated
mini joystick
(for direction control)
Cane

Ultrasonic Fluxgate
sensors compass
Sensor
mount

Steering
servo
guidca10.cdr, .wmf

Incremental
encoders

Side view: partial cut

Figure 2:

Figure 3: The GuideCane guides a

(a)

(b)

Figure 2.4: The GuideCane prototype [12]: (a) schematic, (b) operation.

Ultrasound devices effectively detect hard objects that have a good reflection of
ultrasonic waves. However, ultrasound devices have low detection accuracy for
soft obstacles, which absorb ultrasonic waves. Furthermore, ultrasound devices
are sensitive to ultrasound from environmental sources such as the air brakes
on buses and lorries [20]. Another disadvantage is that ultrasound devices are
unable to detect drop-offs, e.g. steps going down and the edges of platforms,
which cause significant hazards for blind travelers.
In general, both laser and ultrasound devices detect successfully objects where
the signals emitted from the devices are reflected back well. However, these devices are ineffective in finding obstacles that absorb the emitted signals. Furthermore, the devices employ a line of sight propagation, and therefore for crowded
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environments, obstacle detection is affected significantly.

2.3.2 GPS-based systems
Many assistive navigation systems for blind people have been developed by
combining the global positioning system (GPS) with the geographic information
systems (GIS) [14–16]. These navigation systems assist the blind travelers in
determining routes, locations and landmarks during their journey.
Examples of GPS-based systems for the visually impaired include Personal
Guide System (PGS) [14], MoBIC system [15], Trekker Breeze [27], BrailleNote GPS
[28] and StreetTalk [29] as shown in Table 2.2. The Personal Guide System employs
a GPS receiver and a compass for determining the position and orientation of the
traveler, and a GIS database for finding routes, landmarks and locations. The
output of this system includes two options: a conventional speech display and
a virtual acoustic display. The virtual acoustic display represents the positions
of the surrounding objects in the 3D sound space. The conventional speech
display provides spoken instructions for traveling and spoken descriptions of the
surrounding objects.
In addition to providing travel guides, the MoBIC system developed by
Petrie et al. allows users to explore the journey before traveling [15]. The system consists of two major components: MoBIC pre-journey and the MoBIC outdoor. The MoBIC pre-journey component employs GIS databases to assist users
in planning journeys and exploring the environments where the journeys will
take place, e.g. routes, landmarks, public transportation systems and facilities.
The MoBIC outdoor component is considered as a travel guider. Based on the
planned journey and the user’s position provided by a GPS receiver, this component determines the travel direction, the surrounding landmarks and locations
using GIS databases. The output of the system are spoken messages.
Trekker Breeze [27], BrailleNote GPS [28], and StreetTalk [29] are portable
GPS devices for visually impaired people. These devices are a combination of a
PDA computer and a GPS receiver. The devices provide travel instructions and
information about the surrounding locations and landmarks. The Trekker Breeze
is a hand-held device and combines all its components into a package. This device
14
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Table 2.2: Examples of GPS-based systems for visually impaired people.
Systems
Personal
Guide
System
(PGS) [14]
MoBIC system [15]

Trekker
Breeze [27]

Interface and components
A GPS receiver,
compass, computer
and headphones
A computer, a GPS
receiver, a compass and mobile
telecommunications facilities
A PDA integrated
with a internal GPS
receiver and a internal speaker

BrailleNote
GPS [28]

A PDA combined
with an external
GPS receiver; two
options for output:
speech and Braille.

StreetTalk
[29]

A PacMate PDA
combined with a
external GPS receiver; two options
for output: speech
and Braille

Advantages

Disadvantages

Portable;
determining
routes, landmarks and locations; providing travel
instructions
Allowing users to plan a
journey; providing the information of surrounding
environments and travel
instructions
Small and light-weight
package;
determining
the surrounding objects
and locations; providing travel instructions;
recording routes, locations and landmarks for
using later.
Providing travel instructions and information
about the surrounding
environments; allowing
users to access the maps,
internet and email.
Allowing users to plan a
journey; providing travel
instructions and information about the surrounding environments.

Separated
components
and not convenient for
users; blocking the user’s
hearing.
Separated
components
and not convenient for
users; blocking the user’s
hearing.
Routes limited to the map
of the device.

Software is only compatible with specific Windows
CE devices.

Software is developed
from a GPS program for
sighted people and not
all functions are accessible; not allowing for input of personalized points
of interest or personalized
routes [20].

supports recording the traveled routes and landmarks for using later. The output
of the Trekker Breeze is spoken messages. The BrailleNote GPS consists of a PDA
computer and an external GPS receiver. The BrailleNote GPS has two options
(speech and Braille) for output and two options (Braille or QWERTY keyboards)
for input. The StreetTalk employs a PacMate PDA and a external GPS receiver,
and is developed from a navigation program for sighted people. The StreetTalk
allows users to plan a journey and supports two output options: speech and
Braille.
There are also several GPS-based systems called tele-assistance systems that
allow a remote sighted person to guide blind pedestrians [30, 31]. These systems
employ the combination of the GPS technology, GIS and 3G mobile networks.
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The systems includes two major units: a mobile unit taken by the traveler and a
stationary unit at the place of the guider. The mobile unit includes a camera to
record the scene image in front of the traveler and a GPS receiver to determine
the traveler’s position. The stationary unit used by a sighted guider consists of a
personal computer with a GIS database and a display to present the scene image
and the traveler’s location on the map. Based on the received information, the
guider gives instructions to the user. The communication between these units is
implemented over the 3G mobile network.
GPS-based systems have several limitations. They are often expensive due
to the cost of the hardware and maps. Furthermore, the GPS signals are often
disrupted when the user travels between tall buildings or under dense foliage [32].
Another disadvantage is that the GPS-based systems cannot detect immediate
changes of the surroundings (e.g. moving objects).

2.3.3 Computer-vision based systems
Computer-vision based systems use images captured from cameras to obtain information about the environment. Many studies have been conducted on assistive
navigation of blind people [33–35]. Table 2.3 shows examples of computer-vision
based systems for assistive navigation.
Several assistive systems are designed to convert the captured image into
other modalities for representing the 2D structure of scenes [33, 34]. For example,
the vOICe system is designed to transform the image into a sound-scape [33].
Each pixel is represented by a sinusoidal tone, where each audible frequency
corresponds to a vertical position, each time corresponds to a horizontal position,
and amplitude levels denote bright levels. The vOICe system consists of a digital
camera attached to eyeglasses, headphones and a portable computer installed the
software as shown in Fig. 2.5. Capelle et al. also proposed an assistive system
similar to the vOICe, but the resolution and refresh rates of this system are higher
than the vOICe [40].
Instead of using the sound-scape, the BrainPort vision device converts the
image into a pattern of gentle electrical stimulation [34]. The device includes
a postage-stamp-size electrode array to put on the top surface of the tongue
16
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Table 2.3: Examples of computer-vision based systems.
Systems

Functionality

vOICe [33]

Representing
acoustically
environment

the

BrainPort
[34]

Representing the
environment
by
gentle
electrical
stimulation

Virtual
Acoustic
Space [36]

Representing
acoustically
environment

Electronneural
vision system [37]

Detecting
obstacles;
providing
information
by
electric stimulation
in both hands; each
finger represents
a zone in forward
field of view.
Detecting
obstacles; representing
obstacles by vibrations

Tactile
Vision System [38]

the

Tyflos [35]

Detecting
obstacles; representing
obstacles by vibrations
across
chest

Virtual
White
Cane [39]

Detecting
obstacles; representing
obstacles by vibrations of a smart
phone

Interface
and components
A
digital
camera embedded in
eyeglasses;
headphones;
portable
computer
A
camera
mounted on
sunglasses;
a postagestamp-size
electrode; a
hand-held
controller
Two cameras
embedded
in
eyeglasses;
headphones;
portable
computer
Two
cameras;
a
compass; a
laptop with
GPS; gloves
with stimulators
in
each finger.
A belt with
14
vibrators;
two
cameras;
laptop
Vest with a
4 × 4 vibrator
array;
two
cameras; laptop;
range sensors
Android
smart phone
integrated
with a laser
pointer

Advantages

Disadvantages

Portable.

Require extensive
training; blocking
the user’s hearing; only represent
the 2D structure of
scenes.

Portable; does not
block user’s hearing.

Require extensive
training; only represent the 2D structure of scenes.

Portable;
small
size; reconstructing
the 3D space of the
environment.

Require extensive
training; blocking
the user’s hearing.

Real-time
formance,
not block
hearing.

perdoes
user’s

blocks using hands;
does not detect objects at head and
ground levels.

Does not block
hands and hearing;
operating in real
time

Does not detect objects at head and
ground levels.

Does not block
hands and hearing;
detecting obstacles
at different height
levels.

No tests on real
users .

Easy to use; does
not block hands
and hearing; detecting obstacles at
head level.

Experiments done
only on indoor
paths.
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Figure 2.5: The vOICe system [33].

as an output, a camera mounted on sunglasses and a hand-held controller for
settings and processing as shown in Fig.2.6(a). The captured image is sent to
the controller to translate into a stimulation pattern for displaying on the tongue
as demonstrated in Fig.2.6(b). The bright levels of pixels are represented by
stimulation levels.

(a)

(b)

Figure 2.6: The BrainPort vision device [34]: (a) implementation of the BrainPort,
(b) illustration of object detection.

The vOICe and BrainPort systems are simple, lightweight and cheap. However, these systems require months of training for users because of the complicated
patterns for representing the environments. Furthermore, the systems do not provide depth information for the user, and therefore obstacle detection is limited.
To represent the 3D space of the surrounding environments, many assistive
systems apply the stereo-vision technique [36–38, 41]. In these systems, the depth
map of the surroundings is obtained from the images, and then is conveyed to the
user by different methods. For instance, Gonzalez-Mora et al. proposed a virtual
acoustic space to represent the depth map [36]. The virtual acoustic space is a 3D
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sound environment and is formed using head-related transfer functions (HRTF).
The electron-neural vision system designed by Meers and Ward employs electric stimulation on the user’s fingers for representing the detected obstacles and
landmarks [37]. Each finger indicates objects in a forward zone of view. Stimulation levels are proportional to the distances. Figure 2.7 demonstrates the
electron-neural vision system.

Figure 2.7: The electron-neural vision system and its components [37].

The tactile vision system of Johnson and Higgins conveys the information of
obstacles to the user via a belt of 14 vibrators [38]. In the tactile vision system, the
depth map is divided into 14 vertical regions. Each vibrator indicates the closest
object in one vertical region, and each distance is represented by one vibration
frequency. Figure 2.8 shows the tactile vision system and its components.
In another approach, several systems use a combination of cameras and laser
sensors to find obstacles [35, 39]. For example, the Tyflos system employs combining two cameras with a range sensor to find dynamic changes and represents
the traveler’s surrounding environment in a 3D space [35]. The 3D space is
reconstructed by fusing image data and range data, and converted then into a
two-dimensional vibration array for users. Figure 2.9 shows the components of
the Tyflos system.
The Virtual White Cane system detects objects using a smart phone and a
laser pointer as shown in Fig. 2.10 [39]. The object’s distance from the user is
estimated from the image of the laser’s reflection off the planar surface, using
active triangulation. The image is captured by the camera of the smart phone.
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a

b

c
Figure 2.8: The tactile vision system [38]: (a) the tactor belt, (b) the camera belt,
(c) the tactile vision system.

Portable PC

Microphone Ear Speaker

Two Vision
Cameras

Fig. 1. The cameras attached to dark glasses, the micro-

(a)

(b)

Figure 2.9: The Tyflos system [35,42]: (a) Tyflos prototype, (b) the 2D-dimensional
vibration array vest.

The detected objects are conveyed to the user through vibration of the smart
phone.
In addition to the above obstacle detection systems, several vision-based systems focus on detecting crossings of zebra patterns at traffic junctions for the
visually impaired [1, 17, 43]. These systems apply the image processing and pattern recognition techniques to detect lane markers in the image captured by a
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Figure 2.10: The Virtual White Cane system [39].

camera, and determine then the walking region for users. For example, Se proposes an assistive system to find the zebra-crossing lane in the image [1]. The
walking lane is determined by finding lane markers using the Hough transform.
In [17], Ivanchenko et al. design the Crosswatch system that employs a mobile
phone to find and locate zebra-crossings as shown in Fig 2.11. The authors
proposed using a graphical model with geometric and color cues to find the
borders of lane markers in the image captured from the phone camera.

Figure 2.11: The Crosswatch system [17].

In [43], Uddin and Shioyama employ the bipolar feature of zebra patterns
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to segment the crossing region, and verify the detected crossing using the constant width periodic feature of white bands in a zebra-crossing. The system by
Radvanyi et al. segments first the crossing region using color features, and then
verifies the detected region by finding the lane markers with an adaptive thresholding technique [44].
In general, most existing assistive systems based on computer-vision focus
on detecting obstacles. These systems do not provide assistance for detecting
the travel path, despite the fact that this is a major task for traveling safely and
independently in unknown environments.

2.4

Chapter summary

This chapter presents the mobility of vision-disabled people and reviews navigation aids for them. By relying mainly on touching and hearing, traveling safely
and independently in various environments is a challenging task for visually
impaired people. They can detect only objects and hazards in near spaces. Furthermore, they cannot determine locations, landmarks, travel orientations and
routes for a journey in unknown environments.
Traditional aids are insufficient to support vision-disabled people for traveling
safely and independently in different environments. Many technology systems
have been developed to assist the visually impaired travelers in avoiding obstacles, determining locations and landmarks, and finding routes. The successes
of these assistive technology systems have enhanced significantly the mobility
of visually impaired people in outdoor environments. GPS-based systems assist vision-disabled users in determining locations, landmarks and routes, while
vision-based systems and electronic detectors support the people finding obstacles. However, with most existing assistive systems, the users must find the travel
path themselves in each scene.
Detecting pedestrian paths is a crucial and challenging task for travels of
visually impaired people. Straying outside the walking region is dangerous for
the blind travelers. However, there has been little work on detecting pedestrian
lanes for assistive navigation of visually impaired people. Furthermore, existing
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assistive systems are only designed to locate the crossing lanes of zebra patterns at
traffic intersections. Therefore, an assistive system of detecting pedestrian lanes
in different environments is essential for vision-disabled people.
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Automatically finding pedestrian crossing lanes at traffic intersections is a crucial and challenging task in assistive navigation for vision-disabled people. This
chapter presents a robust method to detect pedestrian crossing lanes, which are
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indicated by painted markers, in various scenes and under different illumination
conditions. The proposed method is based on local image regions and Markov
Random Fields to find the lane markers in the input image. The lane region is then
determined by optimizing a criterion, which combines multiple geometric cues of
lane markers. The proposed method is evaluated on a large data set collected from
various scenes under challenging imaging conditions. The experimental results
demonstrate the efficiency and robustness of the proposed method compared to
existing techniques.

3.1

Introduction

Traffic intersections are one of the most dangerous places for blind travelers.
Almost blind pedestrians cannot align themselves precisely with the crossing lane.
An assistive system of detecting pedestrian crossing lanes is essential to help the
travelers enter the lane in the right direction and avoid the dangers of straying
outside the lane region. The system must cope with various scenes where painted
markers are solid or dash stripes, eroded partially and affected by shadows and
bright areas. Many different assistive devices have been developed for blind
people to detect obstacles and find routes, landmarks and location as presented
in Chapter 2. However, little work has been done on pedestrian crossing lane
detection [1,17]. Furthermore, existing methods for detecting pedestrian crossing
lanes are mostly designed for zebra-painted patterns [1, 17, 43]. To address this
gap, this chapter focuses on automatic detection of pedestrian crossing lanes that
are marked by two white stripes (markers).
Existing methods of detecting marked lanes for assistive navigation of autonomous vehicles and vision-disbaled people rely mainly on edge, intensity or
color information of lane markers. Edge-based methods do not work well for
scenes containing many extraneous edges [1, 17, 45], whereas intensity or color
based methods are sensitive to illumination conditions [43, 44]. In this chapter,
we propose a new region-based method for detecting lane markers, which is motivated by the distinctive features of the lane-marker borders, and the robustness
of Markov random fields in image analysis. The proposed method uses image
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regions, called patches of interest or POIs, to represent the local appearance of
lane markers, and a Markov random field (MRF) to model the structure of lane
markers. We also propose verifying the detected lane markers based on lane
scores, which represent the geometric characteristics of a walking region located
by two lane markers.
The proposed method has several advantages in comparison with the existing
methods. First, POIs are more informative and discriminative than edge and
intensity or color information of individual pixels. The image patches capture the
local appearance of both lane markers and road surface, and include also edge
information. Second, MRF is more powerful than the traditional line-detection
techniques in modeling the local and global structure of lane markers. In addition,
applying the MRF on only POIs (instead of image pixels as in conventional image
segmentation [46]) enhances the computational efficiency. Third, unlike several
lane detection algorithms for autonomous vehicles [47, 48], our method does
not require the prior knowledge such as camera parameters for verifying lane
markers.
The remainder of the chapter is organized as follows. Existing work on detecting pedestrian lanes at traffic junctions and vehicle lane detection is presented
in Section 3.2. Then, the proposed method for pedestrian crossing lane detection
is described in Section 3.3. Next, experimental methods and results are discussed
in Section 3.4. Finally, the chapter summary is given in Section 3.5.

3.2

Related work

This section presents a brief review of existing techniques for pedestrian crossing detection at traffic junctions. It also describes lane detection methods for
autonomous vehicles in relation to pedestrian lane detection.
There are two major approaches for pedestrian lane detection. The first approach uses the edge map to find the borders of lane markers [1, 17, 45]. For
example, Se et al. detected the borders by finding a group of convergent lines
using the Hough transform [1, 45]. However, the Hough transform often fails to
detect the desired lines in scenes that contain extraneous edges [17]. Instead of
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using the Hough transform, Ivanchenko et al. extracted line segments from the
linked edges, and then employed a factor graph model to find the borders [17].
The second approach exploits intensity and color information to segment the
crosswalk region [43, 44]. For example, Uddin and Shioyama proposed finding
image regions that have bipolar intensity patterns [43]. The candidate crossings
were then verified noting that the white and black stripes have equal widths.
Radvanyi et al. employed color information to segment the road surface region,
and used intensity information to find the white stripes [44].
Similarly to pedestrian lane detection, methods for vehicles follow either an
edge-based approach [6, 47, 49] or a color/intensity-based approach [48, 50, 51].
Edge-based methods first detect straight lines via the Hough transform, and then
determine the lane boundaries according to a predefined lane model, such as
straight lines [2, 47], splines [6], parabola [49, 52], or hyperbola [53]. Intensitybased methods use the contrast between lane markers and road surfaces. Examples in this category include intensity-bump (dark-bright-dark) filters [54, 55],
steerable filters [56], ridge detectors [57], top-hat filters [58], and symmetrical local
thresholding [50]. Other methods consider color cues in classifying marker pixels
from road surface pixels. For example, Cheng et al. modeled the color probability
density functions of two classes - road surface and lane marker [51]. They used three
multivariate Gaussian distributions for the three dominant lane-marker colors
(white, yellow, red). In [48], Kim formed a color feature vector from all pixels in
an image block. The input image was decomposed into image blocks, and each
block was classified as marker or non-maker by a neural network.
The edge-based methods are sensitive to background clutter, which is present
in most real-world images. The intensity/color-based methods are less sensitive
to clutter, but they are affected by weather and illumination conditions. In severe
outdoor conditions (e.g. too bright or too dark scenes), the difference in color
between lane markers and road surface is significantly reduced. In addition,
unwanted regions, such as white cloud or bright cars, may have colors that are
similar to the lane markers. Therefore, employing color or intensity information
of only individual pixels is insufficient for robust detection of lane markers.
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3.3

Proposed method

The proposed method for detecting pedestrian lanes at traffic junctions is based
on finding lane markers in the input image. Figure 3.1 shows its block diagram,
which comprises three main stages: POI extraction, lane marker detection, and
lane detection. Each stage is described in more detail in the following subsections.

Input
image

POI
extraction

Lane marker
detection

Lane
detection

Walking
lane

Figure 3.1: Block diagram of the proposed method.

3.3.1 Patch of interest extraction
Lane markers differ from road surfaces in appearance. Generally, lane markers
have whitish color while the road surface has the greyish color of asphalt concrete.
Furthermore, small regions located on the marker borders contain pixels from
both the markers and road surface, and include edge orientation of the lane
markers. Our method considers these local regions as patches of interest (see
Fig. 3.2). Compared to edge pixels and inner regions of lane markers considered
in [48], POIs are more distinct from the background scene.
When a POI is divided into 4 sub-regions P1 , P2 , P3 and P4 , as shown in
Fig. 3.3(a), there exist two diagonally opposite sub-regions having uniform brightness, e.g. P2 (bright) and P3 (dark). These sub-regions, which have the maximum
contrast, belong to the lane marker and the road surface, respectively. This is
a useful cue for finding POIs in the input image. In our method, the contrast
between two sub-regions Pi and P j is defined by Di j = Ii − I j , where Ii is the mean
pixel intensity of sub-region Pi .
Consider an image patch X and let (Pu , Pv ) denote the pair of diagonally
opposite subregions having the maximum contrast |Duv |, (u, v) ∈ {(1, 4), (3, 2)}.
In our approach, an image patch X is represented by a feature vector combining
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patches of interest

(b)

(a)

Figure 3.2: Example POIs used in the proposed method.
POI on left border

POI on right border
dark region

P1

P2

P3

P4
bright region
(a)

(b)

Figure 3.3: POIs divided into 4 sub-regions: (a) a POI located on left border, (b) a
POI located on right border.
color appearance and edge orientation: f = (d1 , d2 , d3 , θ). Here, d1 , d2 , and d3 are
the three color differences between sub-regions Pu and Pv :
dk = |cuk − cvk |, for k = 1, 2, 3,

(3.1)

where cik denotes the average of the color component k of all pixels in sub-region
Pi . The edge orientation angle θ of image patch X is estimated as the weighted
average of the edge orientations of all pixels in X, where weights are the edge
magnitudes.
Let p(f|ω1 ) and p(f|ω2 ) denote the probability density functions (pdfs) for two
classes: lane maker ω1 and non-marker ω2 . An image region X is considered as a
POI if
p(f|ω1 )
≥ τc ,
p(f|ω2 )

(3.2)

where τc is a predefined threshold and estimated from training.
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(a)

(b)

(c)

(d)

Figure 3.4: Illustration of POI extraction: (a) input image, (b) anchor point map,
(c) the locations of extracted POIs, (d) extracted POIs. See electronic color image.

To reduce the search space of POIs, we consider only image regions centered
at anchor points; an anchor point is a pixel location where the gradient magnitude
is a local maximum [59]. Figure 3.4(b) shows the anchor points extracted from
the image shown in Fig. 3.4(a); clearly the search space of POIs is significantly
reduced. Figures 3.4(c) illustrates the locations of the extracted POIs, which are
shown in Fig. 3.4(d).

3.3.2 Lane marker detection
This section presents a method for detecting lane markers from the extracted POIs.
A Markov random field is employed to model the structure of lane markers and
label the POIs as marker or non-marker. The image patches of the marker class are
then clustered into groups of connected components, and lane markers are finally
verified from these POI groups.
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We design a MRF model to find the lane markers as follows. Let X denote a set of the POIs extracted using the method presented in Section 3.3.1,
X = {X1 , X2 , ...., XN }. Let li ∈ {ω1 , ω2 } be the label of Xi ; li = ω1 if Xi belongs to a
lane maker, li = ω2 otherwise. The lane markers are determined by finding an
optimal assignment of labels to POIs that minimizes the energy function of the
MRF model. For an assignment of labels L = {l1 , l2 , ..., lN }, the energy function is
defined as

X
X
ψ2 (li , l j ) ,
E(L) =
ψ1 (li ) + γ
li ∈L

(3.3)

X j ∈Ni

where Ni is the set of neighbors of Xi , ψ1 (li ) is the log likelihood function of POI
Xi being assigned the label li , ψ2 (li , l j ) is the co-occurrence prior of labels li and l j ,
and γ is a positive constant.
Next, we describe how to determine the neighbors Ni of a POI Xi , the log
likelihood ψ1 (li ), and the prior ψ2 (li , l j ).
-Neighborhood: To determine if Xi and X j are neighboring POIs, we use the
following four parameters:
• d(Xi , X j ) is the Euclidean distance between the centers of Xi and X j .
• ϕ(Xi , X j ) is the orientation difference between Xi and X j ,
ϕ(Xi , X j ) =

θi + θ j
− θi j ,
2

(3.4)

where θi j is the orientation angle of the line Li j connecting the centers of Xi
and X j , and θi is the edge orientation angle of Xi .
• s(Xi , X j ) is the correlation coefficient between Xi and X j ,


P  k
k
k Xi − Xi X j − X j
s(Xi , X j ) = q 
2 P 
2 ,
P
k
k
k Xj − Xj
k Xi − Xi

(3.5)

where Xik is the intensity of the k-th pixel of Xi and Xi is the mean intensity
of Xi .
• δ(Xi , X j ) is the percentage of the lane marker pixels on the line Li j . To
determine lane marker pixels on the line, we employ the symmetrical local
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thresholding technique proposed in [50]. A pixel x(x, y) on Li j is considered
as a marker pixel if its intensity is higher than an adaptive threshold λ,
λ = max (µ− , µ+ ) + τλ ,

(3.6)

where µ− and µ+ are the mean intensity values of pixels (x− , y) and (x+ , y),
respectively. Here, x− ∈ [x − 2dx , x] and x+ ∈ [x, x + 2dx ], dx is the distance
in the x-direction between the centers of Xi and X j , and τλ is a positive
parameter estimated from the training data set.
A POI X j is considered as a neighbor of Xi (X j ∈ Ni ) if the following conditions
are satisfied:
(i) X j is spatially close to Xi , i.e.
d(Xi , X j ) ≤ ρ,

(3.7)

where ρ is a positive parameter and it is determined from the training data
in relative to the image size.
(ii) X j and Xi are located on the same lane marker, i.e.



ϕ(Xi , X j ) ≤ τϕ ,


s(Xi , X j ) ≥ τs ,
or




δ(Xi , X j ) ≥ τδ ,


s(Xi , X j ) ≤ −τs ,

(3.8)

(3.9)

where τs , τϕ and τδ are predefined thresholds that are determined from the
training data set. When two POIs belong to the same lane marker, they
either reside on the same border (see Fig. 3.5(a)), or on opposite borders (see
Fig. 3.5(b)). The conditions in (3.8) are employed to verify when two POIs Xi
and X j are located on the same border. In this case, the two patches have a
high correlation coefficient, i.e. s(Xi , X j ) is high. Furthermore, the orientation
of the line Li j connecting Xi and X j is similar to the edge orientations of these
patches, and hence ϕ(Xi , X j ) is low. The conditions in (3.9) are applied to
verify when Xi and X j are located on the two opposite borders. In this
case, s(Xi , X j ) is negative and |s(Xi , X j )| is high. In addition, δ(Xi , X j ) is high
because most pixels on the line Li j are lane marker pixels.
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(a)

(b)

Figure 3.5: The spatial and appearance relations between two POIs of a marker: (a)
two image patches located on the same border of a marker; (b) two image patches
located on two different borders of a marker. Note that θi j is the orientation of the
line Li j joining the centers of Xi and X j , θi and θ j are the edge orientations of Xi
and X j , respectively.

-Log likelihood: The log likelihood function ψ1 (li ) is defined as
ψ1 (li ) = − log p(fi |li ),

(3.10)

where p(fi |li ) is the class conditional probability density function, fi is the feature
vector of Xi and li is the label of Xi .
-Prior: The prior ψ2 (li , l j ) is computed using the Potts model [60] as



0, if li = l j ,
ψ2 (li , l j ) = 

1, if li , l j .

(3.11)

There are several approaches to finding the optimum assignment of labels to

POIs, including simulated annealing [61, 62], belief propagation [63], and iterated
conditional modes (ICM) [64]. The simulated annealing method has a slow convergence rate, and therefore is not suitable for high-speed applications. The belief
propagation algorithm is more suitable for tree structures, whereas our model
involves cycles because an image patch Xi is linked to every node X j ∈ Ni . The
ICM algorithm has a high convergence rate, and hence it is adopted in our implementation. The ICM algorithm for labeling POIs is described in Algorithm 1.
This algorithm makes local optimum decisions, but its accuracy is sufficient for
our task.
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Algorithm 1 The ICM algorithm for labeling POIs.
{Initializing labels for POIs}
for each POI Xi ∈ X do
if p(fi |ω1 ) ≥ p(fi |ω2 ) then
li ← ω1
else
li ← ω2
end if
end for
{finding the optimal labels for POIs}


P
P
E1 = Xi ∈X − log(p(fi |li ) + X j ∈Ni ψ2 (li , l j )
continue ← TRUE
Iternum ← 0
while (continue) do
E2 ← 0
for each POI Xi ∈ X doP
e1 = − log(p(fi |ω1 ) + X j ∈Ni ψ2 (ω1 , l j )
P
e2 = − log(p(fi |ω2 ) + X j ∈Ni ψ2 (ω2 , l j )
if e1 ≤ e2 then
li ← ω1
E 2 ← E2 + e1
else
li ← ω2
E 2 ← E2 + e2
end if
end for
Iternum ← Iternum + 1
if Iternum ≥ ITERMAX or |E2 − E1| ≤ ǫ then
continue ← FALSE
else
E1 ← E2
end if
end while

After the POIs are labeled, non-marker patches are removed. The remaining
POIs are considered as a graph, in which node Xi is linked to node X j if X j ∈ Ni
or Xi ∈ N j . The graph is then clustered into several groups of POIs via connected
component labeling. Figure 3.6(a) shows the POI groups found from the POIs
in Fig.3.4(d). It can be seen that the proposed method is able to identify lane
markers even when not all POIs are detected, e.g. markers highlighted in yellow
in Fig. 3.6(a).
Each group of POIs is a potential lane marker, and is verified as follows. A
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(a)

(b)

Figure 3.6: Illustration of lane marker detection: (a) POI groups extracted, (b) lane
markers detected (green regions). See electronic color image.

lane marker has a left and right border, and these borders are nearly straight.
Therefore, a group of POIs is considered as a lane marker if it includes a pair
of left and right borders. For each group of POIs, the borders are found using
the RANdom SAmple Consensus (RANSAC) fitting technique [65]. When a POI
is on the left border of a lane marker (see Fig. 3.3(a)), the contrast Duv of subregions Pu and Pv is negative. On the other hand, if a POI is on the right border
of a lane marker (see Fig. 3.3(b)), Duv is positive. The left border is constructed
from the patches where Duv is negative. The right border is constructed from the
patches where Duv is positive. The groups without a pair of left and right borders
are removed, and the remaining groups are considered as lane markers. Figure
3.6(b) shows the lane markers detected from the POI groups in Fig. 3.6(a).

3.3.3 Lane detection
This sub-section presents a lane detection method from a set of lane markers
M = {m1 , m2 , ...} obtained in the previous stage. The walking region is identified
by finding a pair of lane markers (mi , m j ) that has the highest lane score.
For each pair of lane markers (mi , m j ), three features are defined:1)the angle φi j
between mi and m j ; 2) the orientation angle ϕi j of the bisector between mi and m j ;
3) the vertical overlap oi j between mi and m j . Figure 3.7 demonstrates the features
of two lane markers.
Let mt and mb denote, respectively, the top and bottom coordinates of the
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Given three features, the
lane score of (mi , m j ) is computed as

f (mi , m j ) = f1 (φi j ) f2 (ϕi j ) f3 (oi j ),

(3.13)

݉


where the individual
score functions are given by:

f1 (φi j ) =
f2 (ϕi j ) =
f3 (oi j ) =

1
√

,

(3.14)

 −(ϕ − µ )2 
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ϕ
,
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2
2σϕ
2π

(3.15)

σφ 2π
σϕ

1
√

 −(φ − µ )2 
ij
φ

exp

1
.
1 + αe−βoij

2σ2φ

(3.16)

In Equations (3.14) to (3.16), µφ , σφ , µϕ , σϕ , α and β are estimated from the
training data. The individual score functions are chosen to model the relationship
between a feature and the lane score. Equations (3.14) and (3.15) are based on
analyzing the distributions of φi j and ϕi j on the training set that these angles form
36

3.4. Experiments and Results

Figure 3.8: Illustration of lane detection. The lane markers are shown in green.
The lane region are shown in blue.

approximately normal distributions. Equation (3.16) means that the higher is the
vertical overlap oi j , the higher is f3 (oi j ).
The optimal lane markers (m∗i , m∗j ) are found by maximizing the lane score:
(m∗i , m∗j ) = arg max f (mi , m j ).

(3.17)

(mi ,m j )∈M2

Finally, the optimal lane markers (m∗i , m∗j ) obtained by (3.17) are considered as
the lane markers of a pedestrian lane if
f (m∗i , m∗j ) ≥ τm ,

(3.18)

where τm is a predefined threshold and estimated from the training data.
Figure 3.8 shows the two lane markers determined from the three candidate
markers in Fig 3.6(b). As demonstrated in Fig. 3.8, the Bayesian verification
method selects correctly the true markers.

3.4

Experiments and Results

This section presents the experimental methods and results of the proposed pedestrian lane detection algorithm. First, the image data and the evaluation measures
of lane and marker detection methods are described in Section 3.4.1. Then, the
selection of the parameters is discussed in Section 3.4.2. The effectiveness of the
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steps in the proposed method is evaluated in Section 3.4.3. Finally, the comparison between the proposed method and several existing methods is presented in
Section 3.4.4.

3.4.1 Experimental methods
To evaluate pedestrian lane detection methods, we collected a data set of 2000
images of traffic crossings, with different backgrounds, times, and weather conditions. The data set includes pedestrian lanes affected by extreme illumination
conditions (e.g. very low or very high illumination). In many cases, the markers
are eroded partially or covered by shadows and lighting areas. Figure 3.9 shows
several example images in this data set.
We manually annotated the lane markers for every image in the data set. Each
lane marker was represented by a polygon. Lane regions were then obtained
from the annotated markers. Figure 3.10 shows an example input image with
annotated markers and annotated lane region. In the experiments, we used 600
images for training, and 1400 images for testing.
To evaluate the detection performance, the detected regions are compared
with the annotated ground-truth regions. Let Rd denote a detected region and R1
denote a ground-truth region. The matching score between Rd and R1 is computed
as
χ(R1 , Rd ) =

|R1 ∩ Rd |
,
|R1 ∪ Rd |

(3.19)

where ∩ denotes the intersection of Rd and R1 , ∪ denotes the union of Rd and R1 ,
and |R| is the area of region R.
A detected region Rd is considered as a correct detection if there exists a groundtruth region R1 that satisfies
χ(R1 , Rd ) ≥ τe ,

(3.20)

where τe is an evaluation threshold. Similarly to the evaluation of most object
detection systems [66, 67], τe is set to 0.5 in our experiments.
The detection performance of a method is evaluated by three measures: recall,
precision, and F-measure. Recall is the percentage of the ground-truth regions that
are detected correctly. Precision is the percentage of the detected regions that are
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Figure 3.9: Example images of pedestrian crossings in different conditions. Rows
1-2: pedestrian lanes with shadows or in bright lighting conditions. Row 3:
pedestrian lanes with eroded markers. Row 4: pedestrian lanes with markers of
dash patterns. Row 5: pedestrian lanes in dark lighting conditions.

considered to be correct. F-measure is the harmonic mean of precision and recall:
F-measure = 2 ×

Recall × Precision
.
Recall + Precision

(3.21)

Note that the above matching score and performance measures are applied to
evaluate lane marker detection as well as lane detection.

3.4.2 Selection of parameters
This section presents the parameters used in the proposed method. These parameters were estimated from a training set comprising 600 images.
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(a)

(b)

(c)

Figure 3.10: Example of ground-truth data for pedestrian lane detection: (a) input
image, (b) annotated markers, (c) ground-truth lane region (green area).

The parameters τλ in (3.6), τs and τϕ in (3.8), and τδ in (3.9) were determined
by analyzing their distributions on the training set. Our experiments show that
the distributions of these parameters are unimodal (see Fig. 3.11), and therefore
these parameters were calculated using the thresholding technique proposed in
[68]. For a unimodal distribution h, the threshold is selected as the bin k, which
maximizes the perpendicular distance dτ between the point (k, hk ) on the histogram
and the line connecting the highest peak to the lowest non-zero point of the
histogram, see Fig. 3.11(a).
The parameter ρ in (3.7) was estimated by using the width of lane markers.
This parameter is used to verify the spatial constraint of two POIs in a lane marker;
these POIs can be located on the same border or two opposite borders. On the
training set, we have found that the width of lane markers is smaller than 0.15W,
where W is the width of the images. In our work, this parameter was chosen as
ρ = 0.15W.
The paramters µφ and σφ in (3.14), µϕ and σϕ in (3.15), were estimated as the
means and standard deviations of the angles φi j and ϕi j in the training set, as
mentioned in Section 3.3.3.
The size L × L for POIs was found by evaluating the lane marker detection for
different values of L, ranging from 3 to 11, relative to the image size of 400 × 600
pixels. Table 3.1 shows the performance of lane marker detection with various
sizes of POIs on the training set. These results indicate that too small or too large
L (e.g. L = 3 or L = 11) reduces the precision and recall rates. This is because
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(a)

(c)

(b)

(d)

Figure 3.11: Determining the parameters using the training set: (a) distribution of
marker pixel ratio δ(Xi , X j ) on the line Li j connecting two POIs, (b) distribution of
NCC score s(Xi , X j ), (c) distribution of orientation difference ϕ(Xi , X j ), (d) distribution of the intensity contrast between the marker pixels and surrounding areas.
The red vertical lines represent the selected values.

too small POIs will contain insufficient information of the lane marker and road
surface patterns, whereas too large POIs will include background information.
Furthermore, the computational speed is slow when L is high. The best performance of lane marker detection was obtained when L = 7; this value was chosen
in our experiments.
The remaining parameters, i.e. τc in (3.2), γ in (3.3), α and β in (3.16), were also
selected by analyzing the performance of the proposed method on the training
set. Our experiments indicate that these parameters do not affect the detection
performance significantly. Table 3.2 summarizes the algorithm parameters with
their selected values.
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Table 3.1: The performance of the lane marker detection for different sizes of POIs
on the training set.
POI size L
Recall (%)
Precision (%)
F-measure(%)
Processing time(s)

3
86.3
79.3
82.6
0.63

5
94.4
95.1
94.7
0.54

7
97.6
93.8
95.7
0.81

9
95.2
89.4
92.2
1.22

11
94.4
93.6
94.0
1.87

Table 3.2: Algorithm parameters and corresponding values.
Parameter
τc
τλ
τs
τϕ
τδ
ρ
γ
µφ
σφ
µϕ
σϕ
α
β
τm

Equation or Condition
(3.2)
(3.6)
(3.8)
(3.8)
(3.9)
(3.7)
(3.3)
(3.14)
(3.14)
(3.15)
(3.15)
(3.16)
(3.16)
(3.18)

Value
0.6
20
0.95
5
0.8
0.18W
3.5
78.9o
16.9o
91.5o
19.7o
0.9
2.3
0.002

The class conditional probability density functions p(f|ω1 ) and p(f|ω2 ) in (3.2)
and (3.10) were estimated by using the histogram approach on the training set.
The color difference di (i = 1, 2, 3) and the orientation θ were quantized into 32
bins and 9 bins, respectively.

3.4.3 Analysis of the proposed processing steps
Experiments were conducted on the test set to evaluate the effects of individual
stages in the proposed method. The test set includes 700 images of pedestrian
lanes with solid markers and 700 images of pedestrian lanes with dash markers.
Our method has three major stages: POI extraction, lane marker detection, and
lane detection.
To evaluate the impact of POI extraction, we implemented the lane marker
detection with POI extraction and without POI extraction. Table 3.3 presents the
lane marker detection performances in these two cases. Without POI extraction,
all L×L image regions centered on anchor points were considered. The lane marker
detection achieved a recall rate of 90.6% and a precision rate of 80.2% (F-measure
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= 85.1%). With POI extraction using (3.2), the recall rate increased to 92.7% and
the precision rate increased to 81.2% (F-measure = 86.6%). Furthermore, using
POI extraction, the average computational time of lane marker detection was
reduced from 1.37 second to 0.66 second. Clearly, using POI extraction removed
a large number of background image patches, and enhanced both the accuracy
and computational efficiency of lane marker detection.
Table 3.3: The performances of lane marker detection with POI extraction and
without POI extraction.
Algorithms
Recall Precision F-measure Average
(%)
(%)
(%)
time (s)
Without POI extraction 90.6
80.2
85.1
1.37
With POI extraction
92.7
81.2
86.6
0.66
For lane marker detection, the effectiveness of using the MRF was assessed
as follows. We also implemented an approach that does not use MRFs to detect
lane markers, based on the algorithm proposed in [4]. In this approach, line
segments are first found from the extracted POIs using the RANSAC algorithm.
Then, lane markers are determined from pairs of detected lines employing shape
and intensity information. This approach achieved a recall rate of 87.8% and a
precision rate of 74.8% (F-measure = 80.8%). In our proposed approach using the
MRF, the recall rate was 92.7%, and precision rate was 81.2% (F-measure = 86.6%).
These results show the robustness and effectiveness of using MRFs for detecting
lane markers. Note that our MRF model could successfully detect lane markers
even when several patches of interest are missing.
For lane detection, the proposed method achieved a recall rate of 94.4% and
a precision rate of 97.2% (F-measure = 95.8%). Compared with lane marker
detection, both the recall and precision rates of lane detection are improved. This
is because not all the lane markers contribute to the lane regions. For example,
Fig. 3.10 indicates that only two of the three markers belong to the pedestrian
lane region. Furthermore, the matching score in (3.19) is different when used for
markers and lane regions. Figures 3.12 and 3.13 present several sample results
of lane detection. These results show the robustness of the proposed method
in detecting pedestrian lanes, under challenging conditions such as background
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clutter, low image contrast, and eroded markers.
Table 3.4: The processing time of individual steps in the proposed method.
Steps
Processing time (s)
POI extraction
0.38
Lane marker detection
0.28
Lane detection
0.01
Total time
0.67
We also evaluated the computational speed of the proposed method. Table 3.4
shows the average processing time of each stage in the proposed method. Our
MATLAB implementation of the proposed method took an average time of 0.67
second for an image of 400 × 600 pixels on a PC with 3.7 GHz CPU. We have
found that the processing time of the proposed method is sufficient for assistive
navigation of blind people, but it could be further optimized.

3.4.4 Comparison with existing methods
The proposed method was compared with several existing methods:
• Hough transform -based method [1,2]: This approach uses the Hough transform
(HT) to detect straight lines on the edge map of the input image, and then
finds the vanishing point. Based on the vanishing point, the borders of
lane markers are detected. This technique is referred to as “Edge + HT”.
In the experiments, the distance and orientation resolutions in the Hough
transform, and the parameters of the method were tuned using the training
data.
• Segmentation-based method [3]: This is our previous work. In this method,
lane markers are extracted by using color and intensity information of pixels. The lane region is then verified by a probabilistic framework using
geometric cues extracted from the lane markers. This method is referred to
as “Segmentation”. In the experiment, the parameters of this method was
adjusted to suit the best performance using the training set.
• POI-based method [4]: This is also previous work. This algorithm extracts first
POIs from the input image, using the normalized cross correlation template
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matching. The RANSAC algorithm is applied then on the centers of POIs to
locate the borders of markers. Next, lane markers are determined from the
detected borders by using shape and intensity information. Spatial layout
of markers is finally used to find the lane region. This algorithm is referred
to as “NCC POI + RANSAC”. In the experiment, the parameters of the
algorithm was chosen to obtain the best performance using the training set.
We evaluated the algorithms on two different test sets: 700 images of pedestrian lanes with solid markers (see Fig. 3.12) and 700 images of pedestrian lanes
with dash markers (see Fig. 3.13). Table 3.5 summarizes the detection performance of the different methods on the test set of pedestrian lanes with solid
markers. Table 3.6 shows the detection performance of the methods on the test
set of pedestrian lanes with dash markers.
Table 3.5: Comparison of algorithms for detecting pedestrian lanes with solid
markers.
Methods
Recall Precision F-measure Average
(%)
(%)
(%)
time (s)
Edge + HT [1, 2]
76.6
81.4
78.9
0.20
Segmentation [3]
88.2
90.1
89.1
1.32
NCC POI + RANSAC [4] 89.0
92.9
90.9
1.78
Proposed method
94.3
97.4
95.8
0.71

Table 3.6: Comparison of algorithms for detecting pedestrian lanes with dash
markers.
Methods
Recall Precision F-measure Average
(%)
(%)
(%)
time (s)
Edge + HT [1, 2]
59.7
65.1
62.3
0.20
Segmentation [3]
62.2
81.3
70.5
0.96
NCC POI + RANSAC [4] 81.7
92.4
86.7
1.56
Proposed method
94.5
97.0
95.7
0.64
For detecting pedestrian lanes with solid markers, the proposed method with a
recall rate of 94.3%, a precision rate of 97.4% and F-measure of 95.8%, significantly
outperformed the “edge + HT” method, which had a recall rate of 76.6%, a precision rate of 81.4% and F-measure of 78.9%. The proposed method also achieved
better recall and precision rates compared with the “segmentation” method (recall
rate of 88.2%, precision rate of 90.1% and F-measure of 89.1%) and “NCC POI +
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Input images

Edge+ HT method

Segmentation method

NCC POI+RANSAC method

Proposed method

Figure 3.12: Visual results of detecting pedestrian lanes with solid markers.
Column 1: input images. Column 2: lane regions detected by the edge + HT
method [1, 2]. Column 3: lane regions detected by the segmentation method [3].
Column 4: lane regions detected by the NCC POI + RANSAC method [4]. Column 5: lane regions detected by the proposed method. Detected lane regions are
blue areas.
RANSAC” method (recall rate of 89.0%, precision rate of 92.9% and F-measure of
90.9%).
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Input images

Edge+ HT method

Segmentation method

NCC POI+RANSAC method

Proposed method

Figure 3.13: Visual results of detecting pedestrian lanes with dash markers.
Column 1: input images. Column 2: lane regions detected by the edge + HT
method [1, 2]. Column 3: lane regions detected by the segmentation method [3].
Column 4: lane regions detected by the NCC POI + RANSAC method [4]. Column 5: lane regions detected by the proposed method. Detected lane regions are
blue areas.
For detecting pedestrian lanes with dash markers, the recall and precision
rates and F-measure of the proposed method (94.5%, 97.0% and 95.7%) are clearly
higher than those of the “edge + HT” method (59.7%, 65.1% and 62.3%) and the
“segmentation” method (62.2%, 81.3% and 70.5%). These results indicates that the
POIs have more discriminative power in representing the lane markers compared
with the individual edge pixels used in the “edge + HT” method and color
information of individual pixels employed in the the ” segmentation” method.
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The proposed method also outperformed the “NCC POI + RANSAC” method,
which had a recall rate of 81.7%, a precision rate of 92.4% and F-measure of 86.7%).
In addition, the average computational time of the proposed method (0.67
second) for an image of 400 × 600 pixels was significantly shorter than that of
the “NCC POI + RANSAC” method (1.67 second) and “segmentation” method
(1.16 second). The “NCC POI + RANSAC” method had a high computational
time because it requires the NCC template matching for POI extraction. Sample
output images presented in Fig. 3.12 and Fig. 3.13 also demonstrate the robustness
of the proposed method in comparison with the other methods.

3.5

Chapter summary

This chapter presents a new method for detecting pedestrian crossing lanes at
traffic junctions. The proposed method detects lane markers using POIs and
Markov random fields. Lane marker verification are based on lane scores that
combines geometric features of lane markers. Evaluation results on a large data
set with detection ground-truth have shown that the proposed method is able
to detect robustly pedestrian crossing lanes under challenging environmental
conditions. It also significantly outperforms other existing methods.
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Automatic lane detection becomes more difficult in unstructured environments where lanes vary significantly in appearance, have different shapes and
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are not indicated by painted markers. This chapter proposes a new method to
find pedestrian lanes in such unstructured environments. The proposed method
detects the walking lane in the input image using both appearance and shape
information. In our method, the appearance model of the lane is learned on-thefly from a sample region, which is determined automatically using the vanishing
point and the properties of lane borders and lane surfaces. The shape of pedestrian lanes is modeled by shape contexts. This chapter also introduces a fast and
robust vanishing point estimation method using local orientations of color edge
pixels. The proposed pedestrian unmarked-lane detection method is evaluated
on a new data set, collected from various indoor and outdoor scenes with different types of unmarked lanes. Experimental results and comparisons with other
existing methods on the new data set have shown the efficiency and robustness
of the proposed method.

4.1

Introduction

Lane detection has a crucial role in assistive navigation for blind people, autonomous vehicles and mobile robots. Automatically finding lanes in unstructured environments is a challenging task, because the system must cope with
variations in the scene, the illumination condition, and the lane type. A large
number of studies have been carried out on vehicle lane detection for assistive
navigation of autonomous cars [6, 7, 48, 69–71]. However, there has been little
work on pedestrian lane detection for assistive navigation of visually impaired
people [3, 17, 43]. Furthermore, most existing pedestrian lane detection methods are designed to find pedestrian crossing lanes that are identified by painted
markers [3, 4, 17, 43, 45]. To address this gap, this chapter focuses on vision-based
detection of pedestrian lanes that have no painted markers in different indoor and
outdoor scenes, under varying illumination conditions and lane surfaces.
Most existing algorithms for unstructured (i.e. unmarked) lane detection
employ the appearance features (e.g. color and texture) of lane surfaces to classify
the lane pixels from the background [69, 72–74]. These algorithms require offline training, and hence the classification performance decreases when the lane
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appearance differs from the training data. In practice, the lane appearance varies
significantly due to different lane surfaces or illumination conditions. Other
existing algorithms find the lane boundaries from edges directing to the vanishing
point, using edge features (e.g. color and orientation) [7] or the color difference
between the lane region and non-lane regions [75]. However, these algorithms
are sensitive to background clutter.
In this chapter, we propose a new method to detect unmarked pedestrian lanes
using both color, edge, and shape features. In contrast to the existing methods,
the proposed method constructs a lane model dynamically using only the input
image, and is therefore more adaptive to different illumination conditions and
lane surfaces. The main contributions of the chapter can be briefly described as
follows:
• Firstly, we propose an improved vanishing point estimation method using
local orientations of color edge pixels. Estimating the vanishing point from
edge pixels is more efficient than from all pixels as in the existing methods
[7, 75]. In addition, to estimate local orientations and edge pixels more
robustly, we apply the color tensor on multiple color channels, instead of
relying on only the intensity channel.
• Secondly, we present a method to define automatically a sample region,
from which the lane appearance is learnt on-the-fly. This sample region is
determined using the vanishing point and the geometric/color features of
lane borders and surfaces. The lane model is therefore adaptive to various
types of lane surfaces. To make the lane model more robust to the lighting
conditions, the proposed method employs the illumination-invariant color
space (IIS). In addition, we propose novel lane scores that combines color,
edge, and shape features for detecting unmarked pedestrian lanes.
• Lastly, we created a new data set with manually annotated detection groundtruth for objective evaluation of pedestrian unmarked-lane detection methods. This data set is collected from realistic indoor/outdoor scenes, with
various shapes, textures, and surface colors.
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The remainder of the chapter is organized as follows. Existing methods for
lane detection in unstructured environments are reviewed in Section 4.2. The
proposed method is described in Section 4.3. Experimental results are presented
in Section 4.4. Finally, conclusions are given in Section 4.5.

4.2

Related work

Current vision-based approaches for detecting pedestrian lanes in unstructured
scenes can be divided into two categories: (i) lane segmentation; and (ii) laneborder detection. In the lane segmentation approach, off-line color models are
used to differentiate the lane pixels from the background [69, 72, 76, 77]. Different
color spaces and classifiers have been used. For example, Crisman and Thorpe
use Gaussian models in the red-green-blue (RGB) color space to represent the
on-road and off-road classes [69]. Also using the RGB space, Tan et al. capture
the the variability of the road surface with multiple color histograms, and the
background with a single color histogram [72]. Instead of using the RGB space,
Ramstrom and Christensen employ UV, normalized red and green, and luminance
components and construct Gaussian mixture models for the road-surface and
background classes [77]. Sotelo et al. employ the hue-saturation-intensity (HSI)
color space [76]. In their method, achromatic pixels (i.e. with extreme intensities
or low saturations) are classified using intensity only, whereas other pixels are
classified by thresholding their chromatic distance to the training colors. Because
the color models are trained off-line, these methods do not cope well with the
appearance variations in lane surfaces.
To address this problem, several methods model the lane pixels directly from
sample regions in the input image [70,78–80]. These methods determine the sample lane regions in different ways. For example, Alvarez et al. select small random
areas at the bottom and in the middle of the input image [70, 71]. Miksik et al.
initialize the sample lane region as a trapezoid at the bottom and center of the
image, and then refine the sample region using the vanishing point [80]. He et al.
form a sample lane region from the candidate lane boundaries, which are detected
using the vanishing point and an assumption about the lane width [78]. The per-
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formance of these methods depends on the quality of the sample regions, which
in turn relies on prior knowledge about the walking lane.
In the lane-border detection approach, the lane boundaries are determined using
the vanishing point [7, 75] or templates of the lane boundaries [81]. In [75], the
lane borders are detected among the edges pointing to the vanishing point. The
optimal left and right edges are judged using an objective function that measures
the color and texture differences between lane and non-lane regions. This method
is effective only when the lane region is homogeneous and differs significantly
from non-lane regions in terms of color and texture. Kong et al. also find the lane
borders from the edges directing to the vanishing point, except that their method
ranks edges using texture orientation and color features [7]. Because this method
relies only on edges for lane-border detection, it is sensitive to background edges.
In another method, the lane boundaries are found from the edges of homogeneous
color regions by matching with lane templates [81]. Recently, Chang et al. propose
combining lane-border detection and road segmentation for detecting lanes [82].
Similarly to [7], their method detects lane borders using the vanishing point. The
lane region is segmented using the color model learned from a homogeneous
region at the bottom and middle of the input image.

4.3

Proposed method

In this section, we present the new method for detecting unstructured pedestrian
lanes, which comprises three main stages: (i) vanishing point estimation; (ii)
sample region selection; and (iii) lane detection.

4.3.1 Vanishing point estimation
The vanishing point in an image is often located using either line segments [6,
83, 84] or local orientations [7, 75, 85]. For unstructured scenes with non-straight
edges, using local orientations is more suitable than using line segments for
vanishing point estimation. However, most existing methods based on local
orientations have high computational complexity and are sensitive to background
clutter. Furthermore, they rely on only the intensity channel, even though color
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channels provide photometric information that can lead to more robust detection
of edges and local orientations. In this chapter, we propose to improve the
accuracy and efficiency of vanishing point detection, by employing color tensor
to capture image structure and focusing on edge pixels only.
The color tensor is a tool for analyzing the local differential structure of a color
image [86]. Consider an image with three color channels: F = {Fk ; k = 1, 2, 3}.
Let Dk,x and Dk,y denote the derivatives of Fk along the horizontal and vertical
direction, respectively. Let w be the convolution kernel of a smoothing filter. The
color tensor of the image is represented as

Gxx Gxy
G yx G yy
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Here, ∗ denotes the 2-D convolution, and ◦ denotes the element-wise multiplication (Hadamard product). Based on eigenvalue analysis of the color tensor [86],
we estimate the dominant local orientation θ and the edge strength λ for all image
pixels as
 2G

π
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λ = Gxx + G yy + (Gxx − G yy ) + 4Gxy ,
2

(4.2)
(4.3)

where the arithmetic operations are performed element-wise. Next, the edge
pixels in the image are identified via non-maximum suppression and hysteresis
thresholding, as done in the intensity-based Canny edge detector. The main
difference in our method is that the dominant local orientation θ and the edge
strength λ are estimated more reliably using photometric information obtained
from (4.2) and (4.3). For the example input image in Fig. 4.1(a), Fig. 4.1(b) shows
the computed local orientations, and Fig. 4.1(c) shows the estimated edge map.
To determine the vanishing point (VP), each pixel location v = (xv , yv ) is considered as a candidate, for which a VP score is computed. Let P be the set of
edge pixels {p = (xp , yp )} where yp > yv . Let ∆vp be the difference between the
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Figure 4.1: Illustration of the proposed vanishing point estimation: (a) color input
image; (b) local orientations estimated by the color tensor for sampled pixels; (c)
edge map obtained by the color Canny edge detector; (d) VP map and the vanishing
point (in red).

dominant local orientation at pixel p and the angle of vector ℓvp connecting v to
p: ∆vp = |θp − ∠ℓvp |. Let µvp be the ratio between the length of ℓvp and the diagonal length L of the image: µvp = |ℓvp |/L. After investigating several choices, we
propose to define the voting score contributed by pixel p to candidate v as



exp{−∆vp µvp }, if ∆vp ≤ τo ,
s(v, p) = 

0,
otherwise.

(4.4)

Here, τo is a positive constant to verify the orientation similarity between p and

ℓvp . Equation (4.4) means that s(v, p) is high if: (i) pixel p has a similar orientation
to vector ℓvp ; and (ii) pixel p is spatially close to v. The VP score of candidate v is
the sum of all voting scores:
S(v) =

X

s(v, p).

(4.5)

p∈P
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The vanishing point is finally found as the pixel with the highest VP score. Figure 4.1(d) demonstrates the VP map and the vanishing point computed for the
image in Fig. 4.1(a). More results of the proposed method for vanishing point
estimation are given in Section 4.4.2.

4.3.2 Sample region selection
Because the appearance (e.g. color, edge,
shape, texture) of pedestrian lanes in
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For a given ray r, two features are defined: 1) the orientation difference do
between ray r and its neighboring pixels; 2) the color difference dc between two
regions adjacent to r, see Fig. 4.2(b). Let θr denote the angle of ray r. Let Nr be
the set of pixels whose Euclidean distance to r is smaller than Lτd . Here, L is the
diagonal length of the image, and τd is a threshold. The orientation difference do
between r and its neighboring pixels is calculated as
1 X
|θr − θp |,
do =
|Nr | p∈N

(4.6)

r

where θp is the orientation of pixel p computed in (4.2).
Let R+r and R−r be two neighboring regions on the left and right of ray r as shown
in Fig. 4.2(b). These regions are formed from ray r by an angular spacing of φ.
Suppose that c+ and c− are the mean color of all pixels in R+r and R−r , respectively.
The color difference dc between adjacent regions of ray r is computed as
dc =
where || · ||2 denotes the L2 -norm.

||c+ − c− ||2
,
max(||c+ ||2 , ||c− ||2 )

(4.7)

Next, for a given ray pair (ri , r j ), two features are defined: 1) the color uniformity ui j of pixels between ri and r j ; 2) the angle φi j of the bisector between ri
and r j . Let Ri j denote an image region formed by a ray pair (ri , r j ) as shown in
Fig. 4.2(c). The uniformity ui j of Ri j is computed as
ui j =

M
M X
M X
X

h(m, n, k)2 ,

(4.8)

m=1 n=1 k=1

where h is the normalized 3-D color histogram of pixels in Ri j , and M is the number
of bins for each color channel.
In summary, for a given ray pair (ri , r j ), six features are extracted: 1) the
orientation difference do,i of ray ri and its neighboring pixels; 2) the orientation
difference do, j of ray r j and its neighboring pixels; 3) the color difference dc,i between
adjacent regions of ray ri ; 4) the color difference dc, j between adjacent regions of
ray r j ; 5) the color uniformity of ui j of region Ri j ; 6) the bisector angle φi j of ray ri
and r j .
Given these six features, we propose the following lane score for the ray pair
(ri , r j ):
f (ri , r j ) = f1 (do,i ) f1 (do, j ) f2 (dc,i ) f2 (dc, j ) f3 (ui j ) f4 (φi j ),

(4.9)
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where the individual score functions are given by:
f1 (do ) = exp {−do /π} ,
1
,
f2 (dc ) =
1 + a e−b dc
1
f3 (u) =
,
1 + α e−β u 

2



(φ
−
φ)
1


.
−
f4 (φ) = √ exp 



2


2σ
σ 2π

(4.10)
(4.11)
(4.12)
(4.13)

In Equations (4.10) to (4.13), a, b, α, β, σ and φ are fixed parameters that are learnt
from the training data. The individual score functions are chosen to model the
relationship between a feature and the lane score. For example, Equation (4.10)
means that the smaller is the orientation difference do (i.e. when neighboring
pixels have similar orientations as ray r), the higher is the score f1 (do ), and vice
versa. Equation (4.11) indicates that the higher is the color difference dc (i.e. when
ray r is at the lane border), the higher is the score f2 (dc ). Equation (4.12) means
that the higher is the color uniformity u, the higher is the score f3 (u). Lastly,
Equation (4.13) is based on the observation that the bisector angle on training
data approximates a normal distribution.
The optimal pair (r∗i , r∗j ) for the sample region is obtained by maximizing the
lane score:
(r∗i , r∗j ) = arg max f (ri , r j ).

(4.14)

(ri ,r j )∈B2

Figure 4.3(a) shows an example of detecting the borders of the sample region. To
account for the case where the vanishing point is located outside the image or the
pedestrian lane region, we use only the lower half of the region formed by (r∗i , r∗j )
as a lane sample region, see Fig. 4.3(b).

4.3.3 Lane detection
In this stage, the input image is segmented initially into color homogeneous
sub-regions. Numerous image segmentation algorithms can be applied. We
use the graph-based segmentation algorithm presented in [5], because it is fast
and suitable for our task. This algorithm initializes sub-regions as single pixels.
Adjacent sub-regions are then merged iteratively, according to the color difference
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(a)

(b)

(c)

(d)

Figure 4.3: Illustration of the proposed method for pedestrian lane detection: (a)
the imaginary rays (blue lines) and the detected borders (green lines) of the sample
region; (b) lane sample region (blue region); (c) color homogeneous sub-regions
segmented using the graph-based method [5]; (d) detected walking lane. See
electronic color image.

between the sub-regions. Figure 4.3(c) illustrates the segmented regions for the
input image of Fig. 4.1(a).
Next, the pedestrian lane is detected. Let R = {R1 , R2 , ...} be the set of color
homogeneous sub-regions. The pedestrian lane is treated as a set Z of connected
sub-regions of R. Two sub-regions Ri and R j are considered to be connected if
there exist two pixels pi ∈ Ri and p j ∈ R j that are connected (e.g. 4-connected
pixels).
A connected region Z ⊂ R is represented by a color feature and a shape feature.
The color feature c is the mean of all color pixels in Z. The lane score for a given
color feature c is defined as
11 (c) = p(c|L),

(4.15)

where p(c|L) is the class-conditional probability density function for the lane class.
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It is estimated from the color histogram of all pixels in the sample lane region,
which is found as in Section 4.3.2. In our work, two color spaces are considered:
red-green-blue (RGB) and the illumination invariant space (IIS). Compared to the
RGB, the IIS is less sensitive to illumination conditions and shading. Conversion
from the RGB to the IIS is as follows [87]:


C1




C


 2

C3

= arctan {R/ max(G, B)} ,
= arctan {G/ max(R, B)} ,
= arctan {B/ max(R, G)} .

(4.16)

The shape feature s is extracted using the shape contexts proposed in [88]. The
shape contexts are known for their robustness to local deformation and partial
occlusion, and their invariance to scale and rotation. Consider a shape with
sampling points on its contour. The shape context of a sampling point p is the
histogram hp of the angles and distances from the remaining sampling points to
p.
The dissimilarity between the shape contexts of two points p and q is represented as

K

1 X [hp (k) − hq (k)]2
C(p, q) =
,
2
hp (k) + hq (k)

(4.17)

k=1

where K is the number of bins of each shape context. On a single shape, the shape
contexts of the points p and q are different, i.e. C(p, q) is high. However, on two
similar shapes, the shape contexts of two corresponding points p and q are similar,
i.e. C(p, q) is low.
Let T = {T1 , T2 , ...} be a set of shape templates for pedestrian lanes. Examples
of the shape templates obtained from the training data are shown in Fig. 4.4. To
obtain shape feature s, the outer contour of region Z is sampled in a similar way as
the templates. The matching cost D(s, T) between s and a template T is modeled
as
D(s, T) =

1 X
min C(p, q),
|s| p∈s q∈T

(4.18)

where |s| denotes the number of sampling points on s. The smaller is the matching
cost D(s, T), the higher is the similarity between s and T. Consequently, the lane
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Figure 4.4: Example shape templates for pedestrian lanes. Row 1: straight lanes.
Row 2: left-curved lanes. Row 3: right-curved lanes.

score for shape feature s is defined as



12 (s) = exp −λ min D(s, T) ,
T∈T

(4.19)

where λ is a positive scalar determined through training data.
Collectively, the lane score for region Z with color feature c and shape feature
s is calculated as
1(Z) = 11 (c) 12 (s).

(4.20)

The optimal region Z∗ of R is found by maximizing the lane score:
Z∗ = arg max 1(Z).

(4.21)

Z⊂R

The optimal region Z∗ can be obtained with a computational complexity of O(2|R| )
via an exhaustive search among the subsets of R. To reduce the computational

load, we adopt a greedy-search algorithm [89], which generates Z∗ by iteratively
adding and removing sub-regions (see Algorithm 2 ). At each iteration, a subregion is added to or removed from Z∗ , only if the connectivity of the new Z∗ is
satisfied and the lane score 1(Z∗ ) is increased. In addition, for faster search we
consider only sub-regions Ri ∈ R with p(c|L) greater than or equal to a predefined
threshold τc . Because the number of sub-regions is finite and the operators in
Algorithm 2 are deterministic, the algorithm will converge.
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Algorithm 2 Adding and removing regions for pedestrian lane detection.
R′ ← {Ri ∈ R | p(ci |L) ≥ τc }
Z∗ ← arg maxRi ∈R′ p(ci |L)
continue ← TRUE
while continue do
Radd ← {Ri ∈ {R′ − Z∗ } so that Z∗ ∪ Ri is a connected set}
R+ ← arg max 1(Z∗ ∪ Ri )
Ri ∈Radd

Rrmv ← {Ri ∈ Z∗ so that {Z∗ − Ri } is a connected set}
R− ← arg max 1(Z∗ − Ri )
Ri ∈Rrmv

if 1(Z∗ ∪ R+ ) > 1(Z∗ ) and 1(Z∗ ∪ R+ ) ≥ 1(Z∗ − R− ) then
Z∗ ← Z∗ ∪ R+
else if 1(Z∗ − R− ) > 1(Z∗ ) then
Z∗ ← Z∗ − R−
else
continue ← FALSE
end if
end while
Finally, the optimal region Z∗ obtained using Algorithm 2 is considered as a
pedestrian lane region if
1(Z∗ ) ≥ τv ,

(4.22)

where τv is a verification threshold learnt using training data. This step is necessary because the scene may contain no pedestrian lane. Figure 4.3(d) illustrates
the result of lane detection for the input image shown in Fig. 4.1(a).

4.4

Experimental Results

In this section, we first describe the image data, evaluation measures, and parameters used in the proposed method. We then present the experimental results on
vanishing point estimation and pedestrian lane detection.

4.4.1 Experimental methods
For experimental evaluation, we collected a data set of 2000 images in different
indoor and outdoor scenes. Some of the images were taken with a video camera
by subjects walking while blindfolded. The data set includes unmarked pedestrian lanes with various surface structures (pavement, brick, concrete, soil) and
shapes (straight or curved). In many cases, lane regions are affected by extreme
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lighting conditions (e.g. very low or high illumination). To enable quantitative
performance evaluation, we manually annotated lane regions and the vanishing
point in each image. In the experiments, 500 images were used for training, and
1500 images were used for testing.
To evaluate pedestrian lane detection, the detected regions are compared with
the annotated regions. Let Rd denote a detected region and R1 a ground-truth
region. The matching score between Rd and R1 is computed as
χ(R1 , Rd ) =

|R1 ∩ Rd |
,
|R1 ∪ Rd |

(4.23)

where |R| denotes the area of region R, ∩ denotes the intersection, and ∪ denotes
the union of Rd and R1 . Detected region Rd is considered as correct if there exists
a ground-truth region R1 where χ(R1 , Rd ) is greater than or equal to an evaluation
threshold τe . Similar to the evaluation of other object-detection systems [66,67], τe
is set to 0.5. Next, three evaluation measures are computed: recall, precision and
F-measure. Recall is the percentage of the ground-truth lanes that are detected
correctly. Precision is the percentage of the detected lanes that are considered to
be correct. F-measure is the harmonic mean of precision and recall:
F-measure = 2 ×

Recall × Precision
.
Recall + Precision

(4.24)

To evaluate vanishing point estimation, suppose that Pd be a detected vanishing point, and P1 is the ground-truth vanishing point. Consistently with [85], the
estimation error is measured as the ratio of the Euclidean distance from Pd to P1
versus the diagonal length L of the image:
Errorvp =

|Pd − P1 |
.
L

(4.25)

In our experiments, the parameters of the proposed method were selected by
analyzing the performance of the pedestrian lane detection on the training set.
For the steps described in Section 4.3.1, the window size of the Gaussian filter w
was chosen as H = 11. The constant τo in (4.4) was set as τo = π/36. For the
steps described in Section 4.3.2, the number of imaginary rays was selected as
N = 29, and the angle range of imaginary rays was [φmin , φmax ] = [π/9, 8π/9]. The
angular spacing was φ = π/12. The parameters a and b in (4.11), α and β in (4.12),
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σ and φ in (4.13) were set as a = 0.9, b = 2.3, α = 0.9, β = 2.3, and σ = 0.52π and
φ = 0.09π. For the steps described in Section 4.3.3, the parameter λ in (4.19) and
the thresholds τc and τv were selected as λ = 5, τc = 0.02, and τv = 0.01.
To select a suitable number of color quantization bins M, we analyzed the
proposed method for different values: M = 16, 32, 64, 128, and 256. Table 4.1
shows the lane detection performance on the training set. The best lane detection
performance was obtained with M = 128 bins; therefore, this value was chosen in
our experiments.
Table 4.1: Lane detection performance of the proposed method for different color
bin numbers on the training set.
Number of color bins M
Recall (%)
Precision (%)
F-measure (%)

16
90.3
88.2
89.2

32
94.1
91.8
92.9

64
95.7
96.5
96.1

128
97.5
98.3
97.9

256
95.2
96.1
95.6

4.4.2 Analysis of vanishing point estimation
The proposed method for vanishing point estimation was compared with two
existing methods.
• Hough-based method [6]: This method first applies the Hough transform on
the edge map to find line segments. It then computes the vanishing point
by voting the intersections of line pairs in another Hough transform. In the
experiments, we used the same edge map as in the proposed method. The
distance and orientation resolutions in the Hough transforms were tuned
using the training set.
• Gabor-based method [7]: This method applies Gabor filters on the intensity
image to compute local orientations, and then estimates the vanishing point
using these orientations. Each pixel location v in the top 90% region of the
image is considered as a VP candidate. It is voted by pixels p in the halfdisk region, which is centered on v and below v. Our experiments used the
MATLAB code provided by the authors of [7]. However, the parameters of
the Gabor-based method were tuned using the training set.
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Figure 4.5: Visual results of vanishing point estimation. Ground-truth VP: red dot.
VP detected by the proposed method: green dot. VP detected by Hough-based
method [6]: yellow dot. VP detected by Gabor-based method [7]: blue dot. See
electronic color image.

Table 4.2: Accuracy and speed of vanishing point estimation algorithms.
Method
Hough-based method [6]
Gabor-based method [7]
Proposed VPE method

Average error
0.108
0.085
0.057

Computational time (s)
0.07 ± 0.01
3.81 ± 0.64
0.52 ± 0.10

Table 4.2 shows the performance of different VPE algorithms. The average
error of the proposed method (0.057) was significantly lower than that of the
Hough-based method (0.108) and the Gabor-based method (0.085). The Houghbased method employs straight lines for finding the vanishing point. It does not
work well for natural scenes that contain many non-straight edges. The Gaborbased method calculates the voting score for each vanishing point candidate from
all pixels in a local region, and therefore it is affected significantly by the clutter
pixels. Furthermore, the Gabor-based method uses only intensity for computing
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the edge orientations and magnitudes. In comparison, the proposed method
employs multiple color channels for finding edge pixels and their orientations
(via color tensor). Hence, it can distinguish color pixels even if they have similar
intensity. Moreover, the proposed method uses only edge pixels for voting the
vanishing point, and therefore reduces significantly the computation load and the
influence of background pixels.
For images of size 100 × 140 pixel, the average processing time per image of the
proposed method (0.52 s) was significantly shorter than that of the Gabor-based
method (3.81 s). That is, the proposed method was about 7.3 times faster than
the Gabor-based method. Although the Hough-based method had the shortest
processing time per image (0.07 s), it also had the lowest accuracy among the
three tested methods. Figure 4.5 shows several visual results of different VPE
methods. As can be seen, the proposed method estimates the vanishing point
more accurately, compared to both the Hough-based and Gabor-based methods.

4.4.3 Analysis of pedestrian lane detection
For pedestrian lane detection, we evaluated the proposed method with several
related methods:
• Edge-based method [7]: This approach detects the lane boundaries from edges
directing to the vanishing point, using the color and orientation features of
lane borders. In the experiments, we used the MATLAB code provided by
the authors of [7], and adjusted it using the training data to suit better this
application.
• Lane-border detection method [8]: This method is our previous work, and it
finds two lane borders among the edges directing to the vanishing point.
Each edge is represented by two features: i) the color difference between two
regions adjacent to the edge; and ii) the orientation difference of neighboring
pixels to the edge. Each region formed by a pair of edges is described by
two features: i) the color uniformity of the region; (ii) the direction of the
bisector of the edges. A pair of edges is considered as the lane borders if
the likelihood of their edge and region features is the highest among all
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pairs. This method does not use region segmentation technique described
in Section 4.3.3.
• Lane segmentation method [9]: The algorithm is also our previous work, and
it detects the walking lane from color homogeneous regions using appearance and shape information. The appearance model of the lane region is
constructed on-the-fly from a sample region, and the lane shape is modeled
by shape contexts. The sample region is located by finding a pair of edges
directing to the vanishing point that best capture the characteristics of a
walking region. The characteristics include: i) the color uniformity of the
region formed by the edges; ii) the direction of the bisector of the edges. This
algorithm does not use the features of lane borders presented in Section 4.3.2
for detecting the sample region.
Table 4.3 shows the performance of different methods for pedestrian lane
detection on the test set. Using the RGB color space, the proposed method had a
recall rate of 91.3%, a precision rate of 95.4%, and a F-measure of 93.3%. Using
the IIS color space, it achieved a recall rate of 95.7%, a precision rate of 96.6%, and
a F-measure of 96.1%.
The proposed method outperformed the edge-based method [7], which had a
recall rate of 63.9%, a precision rate of 66.1% and a F-measure of 65.0%. The edgebased method uses only the color and orientation properties of lane borders, and
it is therefore susceptible to background edges. In contrast, the proposed method
employs the properties of not only lane borders but also lane regions (appearance
and shape).
Table 4.3: Comparison of algorithms for pedestrian lane detection.
Methods
Edge-based method [7]
Lane-border detection method [8]
Lane segmentation method [9]
Proposed method using RGB
Proposed method using IIS

Recall
(%)
63.9
88.2
90.5
91.3
95.7

Precision
(%)
66.1
90.8
95.8
95.4
96.6

F-measure
(%)
65.0
89.5
93.1
93.3
96.1

Processing
time (s)
3.2
1.2
1.5
1.5
1.5

The proposed method also had better recall and precision rates than the laneborder detection method [8] (recall rate of 88.2%, precision rate of 90.8% and F67
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Figure 4.6: Visual comparative results of different methods for pedestrian lane
detection. Column 1: input images. Column 2: output of the edge-based method
[7]. Column 3: output of the lane-border detection method [8]. Column 4: output
of the lane-border detection method [9]. Column 5: output of the proposed
method using the RGB color space. Column 6: output of the proposed method
using the IIS color space. See electronic color image.

measure of 89.5%) and the lane segmentation method [9] (recall rate of 90.5%, precision rate of 95.8% and F-measure of 93.1%). The lane-border detection method
finds the lane borders from edges directing to the vanishing point, and hence it
only detects straight lanes or the straight part of curved lanes. The lane segmentation method determines the sample region for training the appearance model
of the lane, using only the uniformity and orientation properties of lane surfaces.
Therefore, the appearance model only represents the lane part that has high uniformity. In contrast, by combining the features of both the lane surface and lane
border, the proposed method detects the sample region as the straight part of the
lane.
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Figure 4.7: Visual sample results of the proposed method for detecting pedestrian
lanes in indoor and outdoor environments. Column 1, 3, 5 and 7: input images.
Column 2, 4, 6 and 8: detected lanes. See electronic color images.

Figure 4.6 shows visual results of different methods for pedestrian lane detection. The results show the robustness and effectiveness of the proposed method
compared with the previous methods [7–9]. These results also demonstrate that
the proposed method using the IIS color space is more robust than using the RGB
color space.
Table 4.3 shows that the average processing time of the proposed method (1.5
s) is significantly shorter than that of the edge-based method [7] (3.2 s). These
processing times were recorded for MATLAB implementation and an image size
of 100 × 140 pixel on a PC with 3.7 GHz CPU. The run-time speed of the proposed
method can still be optimized further. Several outputs of the proposed method
are shown in Fig. 4.7. In summary, the experimental results presented in this
section show that the proposed method detects robustly pedestrian lanes with
69

4.5. Chapter summary
various surfaces, under different imaging conditions.

4.5

Chapter summary

This chapter presents a method for pedestrian lane detection in unstructured environments, by combining color, edge, and shape features. The proposed method
uses the vanishing point to automatically determine a sample lane region, from
which a lane model is adaptively constructed. Evaluation results on a large data
set with detection ground-truth have shown that the proposed method is able to
detect robustly various types of unstructured pedestrian lanes, in outdoor and
indoor scenes under challenging environmental conditions. It also significantly
outperforms other existing methods. The chapter also presents an efficient and
accurate method based on the color tensor for vanishing point estimation. Besides
assistive navigation for vision-impaired people, the proposed methods for vanishing point detection and pedestrian lane detection can be applied to autonomous
vehicles or robots operating on open roads.
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Classification of pedestrian lane types plays an important role in assistive navigation systems. This chapter proposes a method for pedestrian lane classification
based on multiple instance learning. The proposed method encodes each image
into a bag of instances. Each instance is an image region and represented by
a feature vector. A vocabulary-based framework of multiple instance learning
is then employed to categorize bags. The proposed lane classification method
is evaluated on a large and new data set collected from various environments.
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Experimental results on the data set have shown the efficiency and robustness of
the proposed method.

5.1

Introduction

Automatic lane detection is an essential component in assistive navigation systems. However, existing lane detection approaches are limited to a particular
type of pedestrian lanes. For example, methods in [3, 4, 17, 43] focus on detecting marked-lanes that are indicated by painted markers, while methods in [8, 9]
are designed for detecting unmarked-lanes that have no painted markers. In
addition, these methods assume that a lane region is always found in an input
image. In fact, this assumption may not be held, because the scene in front of
blind travelers may not have a walking lane.
To make a lane detection system general and adaptive to various lane types,
a straight forward approach is to use all different lane detectors for each input
image in which each detector is designed for one lane type. The lane region is
determined as the output of a detector that has the maximum detection score.
However, this approach has two drawbacks. First, more false alarms are generated due to invoking inappropriate lane detectors. Second, the system will have
a high computational complexity since all lane detectors are involved in the detection process. These issues inspire us to develop a lane classification method
which is able to verify the presence of a pedestrian lane in the input image and
to identify the type of the pedestrian lane. Based on the output of the lane classification method, a suitable detector will be selected to locate the lane region, or
a notification of “no-lane” will be generated. In this chapter, we concentrate on
three different types: marked-lane, unmarked-lane and non-lane images. However,
the proposed lane classification method is extendable to more pedestrian lane
types.
Pedestrian lane classification is somewhat similar to scene classification. However, pedestrian lane classification has its own challenges due to the variation of
the shape and appearance of the lane region. In addition, the difference between
marked-lanes and unmarked-lanes is small that is only the presence of the lane
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markers. Moreover, the location of the lane region in each image is unknown.
To overcome these difficulties, we propose a lane classification method using the
multiple instance learning approach. In our method, images are considered as
bags and instances are local image regions. To describe instances, we exploit the
color- and edge-based features from image regions which capture some parts of
a lane region (e.g. painted markers and lane boundaries). A vocabulary is then
constructed from the instances of training images, using the k-mean algorithm.
Bags are finally converted into global feature vectors based on the vocabulary,
and classified into different categories using the support vector machine (SVM)
technique.
The remainder of the chapter is organized as follows. Existing methods for
scene classification and the background of multiple instance learning are reviewed
in Section 5.2. The proposed method is described in Section 5.3. Experimental
results are presented in Section 5.4. Finally, conclusions are given in Section 5.5.

5.2

Related work

This section reviews existing approaches for scene classification and also presents
the background of multiple instance learning, which is applied in the proposed
method for lane classification.

5.2.1 Scene classification
The existing methods can be categorized into two major approaches: local and
global. These approaches are presented as follows.
In the local approach, scene classification is based on finding semantic objects
in each scene category [90–93]. The image is first partitioned into different local regions. Then, local regions are classified independently into different object
classes. Finally, the global scene is identified based on the classification results of
individual local regions. Many different techniques for partitioning and classifying local regions have used in this approach. For example, Szmummer and Picard
divide an image into 4 × 4 sub-blocks, and employ color and texture features to
represent each sub-block [90]. The color feature is estimated as a color histogram
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and the texture features are computed as the parameters of the multi-resolution
simultaneous autoregressive (MSAR) model [94]. The sub-blocks are then classified as indoor and outdoor classes, using K-nearest neighbor (K-NN) algorithm.
The label of the image is finally assigned as the most common label among the
regions. In [95], Paek and Chang divide the image into 8 × 8 sub-blocks, and
use color and edge orientation distributions to describe each sub-block. They
employ multiple classifiers to categorize sub-blocks as indoor or outdoor, sky or no
sky, and vegetation or no vegetation. The output of the classifiers are then fed to
a belief network for recognizing the scene. In [91], Serano et al. partition each
image into 4 × 4 sub-blocks, and categorize the sub-blocks into indoor and outdoor,
using SVM classifiers with color and texture features. The scene is recognized by
a Bayesian network that integrates the classification results of the regions with
the semantic scene attributes (e.g. blue-sky, grass and cloud) of the image. The
semantic attributes are extracted using blue-sky, cloud and grass detectors.
Several methods rely on image segmentation to obtain local regions, and then
find semantic objects for recognizing the global scene [93, 96–98]. For example,
Fan et al. propose an image classification method that is based on semantic object
detection [93]. In their method, the image is segmented into color and texture
homogeneous regions using the mean shift technique [99], and each region is
represented by a feature vector that includes density ratio, locations, dominant
colors, color variances, Tamura and wavelet texture features. The semantic objects
are then determined from the regions, using SVM classifiers and label-based aggregation. The scene is finally identified by maximizing the posterior probability
estimated from the detected objects. Aksoy et al. propose a Bayesian framework
to model the distinct spatial relationships (e.g. distance and orientation) between
local regions in each scene for image classification [98]. The local regions are
obtained by a split-and-merge algorithm, and representative region groups for
scenes are then found using Bayesian classifiers. The scene is determined based
on the posterior probability of the detected groups. In [100], Fredembach et al.
propose eigenregions to represent area, location, and shape properties of an image region. The eigenregions are computed based on the principal components of
region locations. The eigenregions features are then integrated with local infor74
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mation of semantic objects for scene classification. In general, the local approach
is only suitable for categorizing the small number of scenes. Furthermore, the
performance of segmentation-based methods rely significantly on image segmentation.
In the global approach, the scene is described by features extracted from the
entire image [101–104]. There are different methods for image representation.
Traditional methods use directly low-level features (e.g. color and texture) to
represent the entire image [101, 102, 105–107]. For example, Vailaya et al. propose
classifying vacation images into a hierarchy of high-level classes by Bayesian classifiers with low-level features [102]. In their method, images are first categorized
as indoor or outdoor using spatial color moments and MSAR texture features. Then,
outdoor images are classified as city or landscape using edge orientation coherence
vectors. The subset of landscape images is further classified into sunset, forest and
mountain using global color distributions. In [107], Chang et al. also employ global
color and texture features to categorize images using Bayes point machines, which
approximate the Bayesian inference for linear classifiers in a kernel space. The
color feature includes color histograms, color means, color variances and shape
characteristics (e.g. elongation and spread). The texture feature are wavelet features of three scales and three orientations. The color and texture features are
then combined to form a 144-dimension vector for representing each image.
In addition to using low-level features, several methods exploit the global
properties (e.g. naturalness, openness, roughness, expansion and ruggedness)
of scenes for image classification [103, 104, 108–110]. For instance, Oliva and
Torralba propose building the gist of each scene by the Spatial Envelope that
combines global features into a feature vector [103, 108, 109]. The global features
represent the naturalness, openness, roughness, expansion and ruggedness of a
scene, and are estimated based on the local responses of Gabor filters with different
scales and orientations. Grossberg and Huang propose an image classification
system using an evidence accumulation of the gist and texture types of each
image [110]. The gist of an image is recognized employing a 304-dimensional
feature vector that integrates the color means and orientations at different scales
of the local image regions. The texture types in an image are determined from
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the three largest homogeneous regions. Each homogeneous region is represented
by a texture feature vector that includes the mean colors, the orientations at
different scales, the centroid location and the area of the region. Recently, Ali et
al. propose a global feature for image classification that integrates the openness,
roughness, dominant color and dominant orientation features of an image into a
128-dimensional vector [104].
Considering another direction, some methods apply the census transform (CT)
to capture the essence of a scene image [111–114]. The census transform encodes
the intensity differences of a pixel with its eight neighboring pixels into binary
bits, and replaces the intensity value of the pixel by the value of combining the
binary bits. The census transform is equivalent to the local binary pattern (LBP)
code of each local 3 × 3 window in [115]. In [111], Wu and Rehg propose a holistic
image descriptor using the census transform histograms, which are computed
from the image sub-blocks. Song and Li employ combining the wavelet and LBP
features at multiple different levels (the pixel-level, patch-level and image-level)
for image description [114]. In [112], Gazolli and Salles propose the contextual
mean census transform (CMCT) for image representation. The CMCT is similar
to the CT, but uses the differences between the intensities of the eight neighboring
pixels and the mean intensity of all pixels in the local window.
Instead of using directly features, many methods employ the bag-of-words
approach proposed for text document analysis to represent each scene image
[116–121]. Constructing the bag-of-words consists of four steps [122]: 1) detect
local regions or points of interest, 2) extract local features (e.g. SIFT features [123])
from the regions or points, 3) create the visual vocabulary by quantizing the
features of training images into discrete visual words, 4) represent each image
by the histogram of the visual words in the image. Different methods based
on the bag of words have been used for image representation. For example,
Lazebnik et al. propose using spatial pyramid matching for representing natural
scene images. In their method, the visual vocabulary is formed by SIFT features
that are extracted from 16 × 16 pixel patches over a grid with a spacing of 8
pixels. The spatial histograms of each word in the vocabulary are then estimated
at three levels. The global feature of the image is computed finally from the
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spatial histograms, using the spatial pyramid matching algorithm. In [116, 121],
the probabilistic Latent Semantic Analysis (pLSA) model [124] is employed to
represent image categories. Here, images are considered as documents, semantic
object categories (e.g. grass, houses and blue sky) are considered as topics, and an
image containing several semantic objects is modeled as a mixture of topics. The
pLSA model represents topics as latent variables associated with observed objects
(words). In [117, 120], image categories are modeled using the latent Dirichlet
Allocation (LDA) model [119]. The LDA model is similar to the pLSA model,
except that the LDA model represents each topic as a multinomial distribution
with weights sampled from a Dirichlet distribution.

5.2.2 Multiple-instance learning
Multiple-instance learning (MIL) follows the supervised learning paradigm [125].
In supervised learning, the classifier is constructed from a training set and each
training sample is associated with a class label. One difficulty of the conventional
supervised learning is that a class label is required for every training sample.
This is not always possible due to many reasons, e.g. incomplete training data
is provided, there is an ambiguity in data annotation, or manual annotation is
impossible for large-scale data.
Instead of requiring a complete annotation of the training data, multiple instance learning (MIL) allows a weaker level of data labeling. The training set is
represented as a set of bags of instances, in which only a label for each bag is
required. For the sake of simplicity, binary classification problem is considered,
i.e. bags are labeled positive or negative. A bag is considered as positive if it has
at least one positive instance. On the other hand, a bag is classified as negative if
all of its instances are classified as negative.
Existing methods for MIL also follows either local approach or global approach [126]. In the local approach, bag classification is based on instance-level
information [125,127–133]. For each bag, instances are first classified into different
categories, and the bag is then identified by aggregating the classification scores
of instances.
A group of methods in the local approach is based only on the characteristics
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of certain instances in each bag for categorizing bags [125, 127–129]. For example,
Dietterich et al. employ the axis parallel rectangle (APR) algorithm to find the
positive instances in each bag [125]. The APR algorithm is designed to determine
axis parallel rectangles, which contain the maximum number of training positive
instances and have no negative instances. In [127], Maron and Perez propose a
framework, called Diverse Density (DD) for classifying instances. Similar to the
APR, the Diverse Density algorithm is designed to determine an area that has
the high density of positive instances and the low density of negative instances.
Andrews et al. apply the SVM method to categorize the instances in each bag and
employ an iterative procedure for estimating the SVM parameters [129]. In another method, Bunescu and Mooney propose a sparse algorithm that is also based
on SVM to classify instances [131]. Their algorithm is to train a SVM classifier
with a relaxed constraint for categorizing positive instances. The classifier aims
to avoid providing positive values for all the instances of a positive bag, but only
to at least one of the instances.
Another group of methods in the local approach exploits information of all
instances in each bag for categorizing bags [130,132,133]. These methods consider
all the instances of a bag for finding the bag’s label, whereas the methods in
[125,127–129] only consider few instances per positive bag. In this group, methods
are designed to find weights of instances from training data, and then identify the
bag based on a weighted sum of classification scores of instances. Xu determines
the instance weights by a wrapper algorithm from the training instances with
their bags’ labels [130]. The algorithm weights all the instances so that each
bag has equal total weight. In [132], Foulds proposes an iterative procedure for
estimating the instance weights that is based on the wrapper algorithm. The
procedure gives higher weights to the instances that contain most information of
each bag. In another method, Mangasarian et al. propose a linear SVM classifier
to find positive bags from negative bags [133]. The SVM classifier is learned from
training data to represent a convex combination of the positive instances in each
bag.
In contrast to the local approach, the global approach employs bag-level information for categorizing bags [134–139]. Many methods in this approach treat bags
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as a whole, and learn the classifiers directly in the space of bags [134, 135, 140].
In these methods, each bag is a non-vector entity, and the similarity of two bags
is determined using a distance measure (such as the Hausdorff distance, Earth
Movers distance and Chamfer distance) or kernel functions [140]. The classifiers
are constructed based on the similarity scores of bags using the K-NN or SVM
method.
Several methods of the global approach transform the space of bags into a
space of feature vectors and then categorize the bags using a standard classifier
such as AdaBoost or SVM [136–139]. To convert bags into feature vectors, these
methods construct a vocabulary from the training instances. The words of the
vocabulary are determined as the local maximums of the training instances using
the Diverse Density algorithm. Each bag is then represented by a feature vector
whose elements are the minimum distances from the words in the vocabulary to
the instances in the bag. In another method, Zhou and Zhang construct a baglevel vocabulary for converting bags [141]. The words in the vocabulary is found
as the centroids of groups of the similar training bags, and each bag is converted
into a feature vector where its elements are the Hausdorff distances between the
words and the bag.
In general, the global approach is more robust and accurate than the local
approach as proved by the experimental results in [126]. This is because the
local approach uses only instance-level information and does not exploit the
global characteristics of bags, whereas the global approach employs both the
local information of individual instances and the global information of bags.
Furthermore, the global approach can cope with different data, while the local
approach only deals with data where the difference between the instance groups
in each bag is clear.

5.3

Proposed method

This section presents a method for classification of pedestrian lanes based on
multiple instance learning. We adopt the vocabulary-based framework in [136–
139] and focus on three different lane types: marked lane, unmarked lane and non-
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lane images. In the proposed method, each image is considered as a bag of
instances, which are image regions in the image. Each instance is represented
by an instance-level feature vector, and hence an image is a bag of instance-level
feature vectors. A vocabulary is generated from the training instances using the
k-mean algorithm. Then, bags are converted into global feature vectors. Finally,
SVM classifiers are trained from a training data set in which only bag-level labels
are required, i.e. only the lane-type of the entire training image. Note that since the
location of the lane region or markers in an image is arbitrary and unknown and
only the lane-type is annotated, multiple instance learning fits well our problem.
The following subsections describe the bags, instances, vocabulary and learning
the classifiers.

5.3.1 Bags and Instances
We consider each image as a bag and image regions as instances. Analyzing
images of pedestrian lanes, we have found that for marked-lane images, image
regions partially containing a lane marker are informative and representative
for the existence of the marked-lane region. These regions contain the local appearance information of both the lane marker and road surface, and the shape
information of the marker. Similarly, for unmarked-lane images, image regions
partially containing a lane boundary also possess important information of both
the lane surface and the surrounding background. Figure 5.1 (a) shows examples
of image regions partially covering a lane marker in a marked lane image. Figure 5.1(b) shows examples of image regions partially covering a lane boundary in
an unmarked-lane image.
For a given image, its instances are determined as follows. We scan the image
by a local window of size w × w pixels, with the horizontal and vertical stride
steps of (dx , d y ), i.e. dx = 0.5w and d y = 0.5w. Each image region located on such
local windows is considered as an instance.
To describe an instance I in the image, we employ combining color and texture features. The color feature hc is first estimated as the 3D normalized color
histogram of all pixels in I. Then, hc is converted into a 1D vector. In our
experiments, normalized r-g-b color components are employed to compute hc .
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(a)

(b)

normalized histogram

normalized histogram

Figure 5.1: Sample image regions of pedestrian lane images: (a) image regions partially covering a lane marker, (b) image regions partially covering a lane boundary.

orientation bins

color bins

(b)

normalized histogram

(a)

bins
color and orientation bins

(c)

Figure 5.2: Feature extraction of an example instance I in Fig. 5.1: (a) color feature
of I, (b) texture feature of I, (c) feature vector of I.

Figure 5.2(a) shows the color feature of a sample instance I in Fig. 5.1(a).
The texture feature is computed as the normalized histogram ho of edge orientations of all pixels in I. The edge orientation of a pixel is weighted by the
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gradient magnitude of the pixel. Let Gx and G y denote the derivatives of the input
grayscale image in the horizontal and vertical directions. These derivatives are
obtained by using the horizontal and vertical filters with kernels [−1, 0, 1]. For
each pixel location (x, y), the gradient magnitude G(x, y) and orientation θ(x, y)
are estimated as


p


y)2 + G y (x, y)2 ,
G(x, y) = (Gx (x,



(x,y)

θ(x, y) = arctan GGy(x,y)
.
x

(5.1)

Figure 5.2(b) shows the texture feature of a sample instance I in Fig. 5.1(a).
Finally, a feature vector describing instance I is generated by aggregating hc
and ho as
f = hc ⊕ ho .

(5.2)

Here, ⊕ denotes the concatenation operation. Equation (5.2) shows that, for each

instance I, instance-level feature vector f has Nc3 + No elements, where Nc is the
bin number of each color component and No is the number of orientation bins.
Figure 5.2 (c) shows a sample instance-level feature vector that is a combination

of the color feature in Fig. 5.2(a) and the texture feature in Fig. 5.2(b).
Since each instance I is described by a feature vector, the input image is represented as a bag of feature vectors X = {f1 , f2 , f3 , ...}.

5.3.2 Lane classification
Given a training set, we have a set of bags XT = {X1 , X2 , ..., XM } and a set of
corresponding labels Y = {y1 , y2 , ..., yM }. Here, Xi = {f1i , f2i , ...} is a set of instancelevel feature vectors estimated as in Section 5.3.1, yi is the label of bag Xi , and
yi ∈ {ω1 , ω2 , ω3 } (ωk is a label value for class k). Let IT denote a set of instancelevel feature vectors of all bags in XT , i.e IT = {f11 , f21 , ..., f jk , ...} (f jk denotes the
j-th instance-level feature vector of the bag Xk ). The multiple instance learning
for categorizing images of pedestrian lanes is determined as follows.
In the first stage, we employ the k-means algorithm to cluster IT into N groups
(C1 , C2 , ..., CN ). The k-means algorithm includes the following steps:
1. Initialize group centroids V = {v1 , v2 , ..., vN } as N random elements in IT .
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2. Assign each element fi j in IT to a group Ck if
d(fi j , vk ) = min d(fi j , v),
v∈V

(5.3)

where d(fi j , vk ) is the Euclidean distance between two vectors fi j and vk .
3. Recalculate the group centroids. The centroid of a group is calculated as the
average vector of all element vectors in the group.
4. Repeat step 2 and 3 until the centroids converge.
After clustering, for each group Ci , we compute the standard deviation σi of the
Euclidean distances from the centroid vi to all elements in Ci . The vocabulary is
finally constructed as a set V = {(v1 , σ1 ), (v2 , σ2 ), ..., (vN , σN )}.
In the second stage, each bag Xi ∈ XT is transformed into a N-dimension vector
zi = (z1i , z2i , ..., zNi ). The elements zki of zi is computed as
!
d(f, vk )2
.
zki = max exp −
f∈Xi
2σ2k

(5.4)

Equation (5.4) means that zki is high if the k-th word in V is similar to an instance in
bag Xi , and zki is low if the k-th word is dissimilar to instances in Xi . Consequently,
the samples (Xi , yi ) are mapped to samples (zi , yi ) (i = 1, 2, ..., M).
In the final stage, the SVM classifiers are learned from the set of samples
(zi , yi ), using the LIBSVM tool proposed in [142]. Here, we choose the SVM
classifiers because their high accuracy have been found in many different practical
applications [143–145]. The Gaussian radial basis kernel function is employed
for the SVM classifiers. Compared with the several other kernels (linear and
polynomial), the radial basis kernel function is designed to solve complex nonlinear problems. Support vector machines are originally formulated for two-class
classification problems. To handle categorizing images into three classes (markedlane, unmarked-lane and non-lane), we employ the one-versus-all approach. In this
approach, a k-class problem is decomposed into k two-class problems [145]. Each
SVM classifier is trained with all training samples. For the i-th classifier (i ≤ k),
samples in the i-th class are labeled as positive and samples in all other classes
are labeled as negative.
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For the testing set, bags are also transformed first into N-dimension vectors as
in the second stage of training. Then, testing bags are categorized by the trained
classifiers. Finally, the labels of the bags are assigned to the class label that has
the highest classification score.

5.4

Experiments and Results

This section presents image data, parameters in the proposed method, and the
experimental results of pedestrian lane classification.

5.4.1 Image data
The proposed method for pedestrian lane classification is evaluated on a new
data set of 6000 images that is collected in different environments and under
various weather and illumination conditions. The data set includes 2000 images of
pedestrian lanes with markers, 2000 images of pedestrian lanes without markers,
and 2000 images without pedestrian lanes. We used 600 images of marked-lanes,
500 images of unmarked-lanes and 600 images of non-lanes for training. The
remaining images were employed for testing. Figure 5.3 shows examples of
image types.

5.4.2 Selection of parameters
This subsection presents the parameters employed in the proposed method. These
parameters were estimated based on the training set as follows.
The size w of instances in Section 5.3.1 was found based on the width of lane
markers in the training set. We have been expected to capture the properties of
image regions that contain partially a lane marker or lane boundary. These image
regions are discriminative and representative for images of pedestrian lanes. Our
experiments show that the maximum width of lane markers in an image is smaller
than 0.15W, where W is the width of the image. Therefore, the value of w was
chosen as w = 0.2W.
To determine a suitable size for the vocabulary in Section 5.3.2, we implemented the proposed method with different values N, ranging from 300 to 1300,
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(a) marked-lane images

(b) unmarked-lane images

(c) non-lane images

Figure 5.3: Examples of image types for lane classification.

Table 5.1: The accuracy of pedestrian lane classification for different sizes of the
vocabulary.
Vocabulary size N
Overall accuracy (%)

300
98.3

500
99.6

700
99.8

900
100.0

1100
99.9

1300
99.7

on the training set. Table 5.1 shows the accuracy of pedestrian lane classification with the various sizes of the vocabulary. The highest accuracy of pedestrian
lane classification was obtained when N = 900; this value was chosen in our
experiments.
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Similarly, analyzing the accuracy of pedestrian lane classification on the training set, we also found the optimal bin number Nc of each color component and
the optimal bin number No of gradient orientations for estimating the color and
orientation histograms as Nc = 5 and No = 18. Table 5.2 shows the accuracy of
lane classification with different bin numbers for each color component and the
orientation bin number No = 18. Table 5.3 shows the accuracy of lane classification
with different orientation bin numbers and the color bin number Nc = 5.
Table 5.2: The accuracy of pedestrian lane classification with different bin numbers
for each color component and the orientation bin number No = 18.
Color bin number Nc
Overall accuracy (%)

3
93.3

4
95.9

5
97.2

6
96.9

7
96.3

8
95.3

Table 5.3: The accuracy of pedestrian lane classification with different orientation
bin numbers and the color bin number Nc = 5.
Color bin number No
Overall accuracy (%)

9
94.1

18
97.2

36
96.9

72
95.9

5.4.3 Analysis of the feature extraction in the proposed method
To analyze the effectiveness of the feature extraction for instances in the proposed
method, we evaluated the proposed method on the testing set in three scenarios:
1) Using only the histogram of gradient orientations (HoG) for representing
instances.
2) Using only the histogram of colors (HoC) for representing instances.
3) Combining the color and orientation histograms (HoG+HoC) for representing instances.
Table 5.4 shows the accuracy of using different features for classifying images.
Using the HoG+HoC feature, the proposed method obtained accuracy of 95.0%.
Using only the HoG feature, the accuracy decreased to 68.3%. Furthermore, the
proposed method using the HoG+HoC feature also achieved better accuracy than
using only the HoC (only 86.3%).
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Table 5.4: Accuracy comparison of using different features for pedestrian lane
classification.
Features
Marked-lane images
Unmarked-lane images
Non-lane images
Overall

HoG (%)
62.4
71.5
65.4
68.3

HoC (%)
86.8
85.9
87.2
86.3

HoG + HoC (%)
96.4
95.2
91.7
95.0

5.4.4 Analysis of the multiple instance learning model in the
proposed method
To evaluate the effectiveness of the multiple instance learning model in the proposed method, we implemented the following two methods on the testing set:
• The bag-based method: This algorithm adopts the multiple instance learning framework in [141]. It uses a vocabulary to transform bags into feature
vectors and then employs the SVM classifiers for categorizing bags. However, the words of the vocabulary are determined as the centroids of groups
of similar bags. The similarity between two bags is measured by the Hausdorff distance. Each bag is converted into a feature vector where its elements
are the Hausdorff distances from the bag to the words of the vocabulary.
• The bag-of-words method: This technique employs the bag-of-words model
to categorize images. In this technique, we employ the same vocabulary as
in the proposed method, and detect the visual words in each image by
matching image regions (instances in the proposed method) with the words
in the vocabulary. An image is then represented by a histogram of the
detected words in the image. The image classification is similar to the
proposed method.

Table 5.5: The lane classification accuracy of different methods.
Methods
Marked-lane images
Unmarked-lane images
Non-lane images
Overall

BoW method
(%)
89.8
85.7
96.2
88.7

Bag-based method
(%)
95.2
94.9
84.1
92.7

Proposed method
(%)
96.4
95.2
91.7
95.0
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Table 5.5 shows the lane classification accuracy for the different methods. The
proposed method with accuracy of 95.0% outperformed the BoW method that
had accuracy of only 88.7%. Furthermore, the accuracy of the proposed method
was better than that of the bag-based method (92.7%). These results demonstrate
the robustness and effectiveness of the proposed method for lane classification.

5.4.5 Analysis of using the lane classification in detecting pedestrian lanes
To evaluate the effectiveness of using the lane classification in detecting pedestrian
lanes, we implemented lane detection with and without lane classification on
the testing set, which includes 1400 images of marked-lanes, 1500 images of
unmarked-lanes and 1400 images of non-lanes as follows:
• For lane detection with lane classification, the lane type of each input image
is first identified and a suitable lane detector is then selected to find the
walking lane in the input image. If the input image is an image of markedlanes, the marked-lane detector proposed in Chapter 3 is applied. If the
input image is an image of unmarked-lanes, the unmarked-lane detector
proposed in Chapter 4 is employed.
• For lane detection without lane classification, we employ both the markedlane and unmarked-lane detectors to find the walking lane in each input
image. The walking lane is determined as the output of the detector that
has the highest detection score.
We evaluated the performance of pedestrian lane detection with and without
lane classification as in Chapter 3 and Chapter 4.
Table 5.6: The performance of lane detection with and without lane classification
on the testing set.
Methods
With lane classification
Without lane classification

Recall
(%)
94.1
83.1

Precision
(%)
97.6
83.9

F-measure
(%)
95.8
83.5

Average processing time
(s)
1.1
2.1
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Table 5.6 summarizes the performance of pedestrian lane detection with and
without lane classification on the testing set. Without using lane classification, the
lane detection had a recall rate of 83.1%, a precision rate of 83.9% and F-measure
of 83.5%. Using lane classification, the recall and precision rates and F-measure
significantly increased to 94.1%, 97.6% and 95.8%, respectively. Furthermore,
using lane classification, the average processing time of lane detection (1.1 s) was
significantly shorter than without using lane classification (2.1 s).

5.5

Chapter summary

This chapter presents a method for lane classification using multiple instance
learning. The proposed method employs edge- and color-based features to represent the properties of both lane borders and lane markers. Each image is considered as a bag of instances, which are image regions and represented by feature
vectors. Image classification is performed based on the multiple instance learning
model. The proposed method is evaluated on a large and new data set collected
from various environments, under varying illumination conditions. The experimental results show that the proposed method classifies robustly pedestrian lane
images. The experimental results also prove that the lane detection performance
is significantly improved by using lane classification.
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Among essential activities in daily life, traveling safely and independently in
different environments is a challenging task of vision-disabled people, and hence
an assistive navigation system is necessary. This thesis investigates vision-based
techniques to design an assistive system of pedestrian lane detection for the
visually impaired. The system aims to locate automatically the walking region
in front of the traveler in each scene from images captured by a camera In this
chapter, Section 6.1 summarizes the major research activities undertaken during
this project. Section 6.2 presents future research directions. Section 6.3 gives
concluding remarks.

6.1

Research summary

This research focuses on automatic detection of pedestrian lanes in different environments. The activities have been documented in several chapters of the thesis,
and are summarized as follows:
• Chapter 2: Literature review. In this chapter, we investigate the travels of
visually impaired people, and comprehensively review on the literature of
traveling aids for the people as
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– Vision-disabled people reply mainly on hearing and touching to perceive the surrounding environment, and therefore have difficulties in
traveling from one place to other places.
– Traditional aids includes white canes and guide dogs. These tools have
been used widely in travels of vision-disabled people. While a white
cane only assists the blind traveler in detecting obstacles and finding the
walking path at a close range, a guide dog assists the traveler in avoiding obstacles and hazards, and following the familiar routes. However,
these tools requires a lot of time for training and cannot assist the users
in traveling safely and independently in various environments.
– Electronic obstacle detection devices are based on the reflection principle of ultrasound or optical signals to represent the distance map of
obstacles in front of the traveler.
– GPS-based devices employ a GPS receiver and GIS database to provide
the information of the traveling orientation, routes and locations for
users.
– Computer-vision based systems use images captured from cameras
to represent the surrounding environment of the traveler. However,
automatically finding paths still absent in the existing computer-vision
based systems.
• Chapter 3: Marked-lane detection. This chapter focuses on detecting pedestrian lanes at traffic junctions. These lanes are located by painted markers.
The contents of the chapter is briefly described as
– We propose a method for detecting pedestrian crossing lanes at traffic
junctions. The proposed method extracts first patches of interest that
are local image regions located on the lane marker borders in the input
image using color and orientation features. Next, lane markers are
found from the detected POIs, using a Markov random field. Finally,
the lane markers are verified using multiple geometric cues.
– To evaluate methods for detecting pedestrian crossing lanes, we created
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a new and large data set of 2000 images with manually annotated
detection ground-truth. The data set is collected from different scenes,
under challenging illumination conditions, and includes pedestrian
crossing lanes with various marker types: solid or dash. In many
cases, the lane markers are eroded partially or covered by shadows
and lighting areas.
– The experimental results demonstrate that proposed method detects
robustly pedestrian crossing lanes in various scenes under challenging illumination conditions. The results also show that the proposed
method outperforms existing methods that are based on edge features
or color features.
• Chapter 4: Unmarked-lane detection. The chapter concentrates on pedestrian lane detection in unstructured environments, where lanes have no
painted markers, vary significantly in appearance, are affected by shadows
and lighting areas, and have different shapes (e.g. straight or curved). The
contents of the chapter is highlighted as
– A new method is proposed for detecting pedestrian lanes in unstructured environments. The walking lane in the input image is determined
from color homogeneous regions, using color and shape features. The
color model of the lane surface is learned on-the-fly from a sample
region, which is extracted directly from the input image based on the
vanishing point and the characteristics of lane borders and lane surfaces. The shape of pedestrian lane is modeled using shape contexts.
– A fast and robust method is proposed for vanishing point detection.
Vanishing point detection is based on voting local orientations of edge
pixels. To estimate robustly local orientations and edge pixels under
severe illumination conditions, multiple color channels are employed,
instead of only the intensity channel.
– We created a new and large data set of 2000 images with manually
annotated detection ground-truth for evaluating pedestrian unmarked92
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lane detection methods. The data set is collected from various indoor
and outdoor scenes of unmarked-lanes under different illumination
conditions.
– The experimental results of vanishing point detection show that the
proposed method has higher accuracy than state-of-arts methods. Furthermore, the processing time of the proposed method is significantly
shorter than existing methods, and sufficient for assistive navigation of
visually impaired people.
– The experimental results of unmarked-lane detection demonstrate that
the proposed method detects robustly unmarked-lanes with different
shapes and surface patterns under challenging illumination conditions.
• Chapter 5: Lane classification. This chapter addresses to identifying the
pedestrian lane type in images captured from a camera. Identifying the lane
type enables to select a suitable method for detecting the pedestrian lane in
each scene. The major contents of the chapter are:
– Exploiting image regions that contain partially a lane marker or a lane
boundary to extract the discriminative features for each lane type. The
features of an image region include the color and orientation histograms
of all pixels in the region.
– Investigating a multiple instance learning model for categorizing images into three classes: marked-lane, unmarked-lane and non-lane.
Each image is a bag of multiple instances, and each instance is an
image region. Bags are then transformed into global feature vectors
using a vocabulary. Finally, the SVM classifiers are trained to identify
unknown bags.
– The proposed method for lane classification was evaluated on a large
and new data set of 6000 images. The experimental results have shown
that the proposed method classifies robustly input images. Furthermore, these results have proved the effectiveness of using lane classification for detecting different pedestrian lanes.
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6.2

Future work

Following the investigations presented in this thesis, improvements to the proposed approaches that could be made in the future includes:
• Applying parallel computing techniques to enhance the processing speed
of unmarked-lane detection. In the proposed method, vanishing point estimation has significant processing time because computing the voting scores
is carried out sequentially at each image pixel. By using parallel computing techniques, the voting scores are estimated simultaneously for multiple
pixels. In another way, we can divide the lane detection process in three
phases: sample region selection, image segmentation and lane detection. The
sample region selection and image segmentation phases are possible to be
performed in parallel because these phases are independent of each other.
• Applying pedestrian detection to cope with occlusion. Inspired by the fact
that the walking region, lane markers or lane borders are not fully visible
due to the presence of pedestrians on the lane, we can consider occlusion
as an effect of pedestrians appearing on the lane region. Considering recent
advances in pedestrian detection [66], the results of pedestrian detection are
used to infer image regions on the pedestrian lane where occlusion may
occur.
• Extending the proposed method for lane marker detection in Chapter 3 to
detect pedestrian lanes of zebra patterns at traffic intersection. The proposed
method is possible to apply for detecting lane markers of the zebra crossing
lanes. Since the layout of lane markers in the zebra lanes differs from the
lanes identified by two white stripes, we need to design an algorithm for
verifying the detected lane markers of the zebra lane.
• Exploiting the relations between several adjacent image frames in subsequent image frames for pedestrian lane detection. In adjacent frames, the
lane varies little in appearance, shape and location. This cue is useful to
detect the lane in next frames and verify the lane region in each frame.
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• Using 3D cameras for detecting pedestrian lanes. The 3D cameras provide
the depth map of objects in each scene, and hence we can obtain the 3D
structure of the scene. Understanding the 3D structure of the scene is more
powerful to extract the lane region from the background.

6.3

Conclusion

This thesis presents a vision-based system to detect robustly pedestrian lanes in
different environments for assistive navigation of visually impaired people. The
system aims to locate the walking lane in front of the traveler in each scene. The
major tasks of the system include:
(i) Identifying the lane type in the image captured from a camera.
(ii) Detecting pedestrian lanes with painted markers.
(iii) Detecting pedestrian lanes without painted markers.
Three different approaches are proposed and each approach is designed to
handle a task of the system. A large and new data set of images is created to
evaluate the proposed approaches. The experimental results have shown the
effectiveness and robustness of the proposed approaches in comparison with
existing algorithms.
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