Goal flexibility is equally important as goal stability, and just as little understood. In case of changing internal or external circumstances, normal adults can switch from one goal or action plan to another. There are multiple components to the problem of switching higher-level control settings (e.g., Meiran, 1996; Rogers & Monsell, 1995) . However, one critical aspect seems to be the disengagement from the last activated control setting (e.g., AUport, Styles, & Hsieh, 1994) . Again, some frontal-lobe patients have problems here. In particular, they may "get stuck" in once established action schemas even in the face of counterevidence. This, for example, may lead to perseveration errors in concept learning tasks of the Wisconsin-Card-Sorting type (e.g., Milner, 1963) .
In this article, we tried to deal with a paradox that arises from the two opposing demands mentioned previously: the need to resist goal-incongruent action tendencies and the need to flexibly change control settings. The issue is that representations stable enough to resist incompatible action tendencies should also be difficult to abandon once a new goal needs to be established. To resolve this stability-flexibility paradox, we proposed that intentional shifts between internal control settings (i.e., goals or task sets) are accompanied by an inhibitory process. This inhibition should be targeted at the representation of the to-be-abandoned control setting to prevent it from further influencing action.
We tested the idea of an inhibitory process on the level of control settings using a modified task-shifting paradigm (e.g., Allport et al., 1994 , Meiran, 1996 Rogers & Monsell, 1995) . In the remainder of the introduction section, we first review some of the relevant literature on shifting between task sets and on inhibition in the context of sequential action, and then introduce the specifics of our paradigm.
Task Sets
High-level control settings, such as goals, intentions, or action schemas have an indirect, modulatory influence on observable behavior and, thus, are difficult to study empirically (e.g., Sehallice & Burgess, 1998) . In response to this challenge, researchers over recent year have started to look at the dynamics of switching between "task sets" for very simple experimental tasks (e.g., Allport et al., 1994; Goschke, in press; Hayes, Davidson, Keele, & Rafal, 1998; Keele & Rafai, in press; Meiran, 1996; Rogers & MonseU, 1995; Rogers et al., 1998 ; for earlier applications of this paradigm, see for example, Jersild, 1927; Pinard, 1932; Spector & Biederman, 1976) . In this context, task sets are assumed to specify the configuration of perceptual, attentional, mnemonic, and motor processes critical for a particular task goal. For example, in the manual version of a Stroop task, the task set specifies attention to the color as well as how to respond to the color stimuli (e.g., "In case of a red word, press the right key"). The critical feature that distinguishes task sets from representations of simple actions and, thus, that makes them representative of "highlevel constraints on action selection" is their abstractness. That is, they contain specifications that are relevant for all possible realizations of a particular task (e.g., "attend to color") instead of information that would be critical for the implementation of simple actions (e.g., "red").
One particular finding constitutes the starting point for most studies in this domain: Shifts between well-practiced tasks usually have considerable costs, that is, response times (and error rates) are substantially larger when a shift in task set occurs than when the same task is used across consecutive trials. In itself, the finding of large shift costs suggests that establishing flexibility on the level of control settings is not a trivial problem. Particularly critical in the present context is the finding that with sufficient time for preparation between trials switch costs are reduced, but not eliminated (e.g., Meiran, 1996; Rogers & Monsell, 1995) . According to Allport et al. (1994) , this residual cost may point to "task-set inertia," that is, the continuing interference of past configurational settings on currently relevant sets.
The finding of residual shift costs is congruent with certain theoretical ideas about the representation of highlevel control settings. For example, in Anderson's Adaptive Control of Thought (ACT) models of cognitive control, goals have a special status (J. R. Anderson, 1983 Anderson, , 1993 . They are the only nodes within activation-based working memory that function as self-sustained sources of activation to task-related nodes and, thus, enable coherence of thought and action across time. Similarly, in connectionist models of cognitive control, information that is supposed to guide action across time has been proposed to be coded by "neuronal clusters" with dense auto-excitatory connectivity (e.g., Dehaene & Changeux, 1989) . These neuronal clusters can maintain representations in the absence of external stimulation. Thus, a common theme is that high-level control settings have a tendency for prolonged or even self-sustained activation. An empirical demonstration that is consistent with such proposals is the "intention-superiority" effect first reported by Goschke and Kuhl (1993;  see also Marsh, Hicks, & Bink, 1998) . Recognition responses to words associated with an intended action schema are faster than those related to a nonintended but equally well-encoded action schema. Although sustained activation of control settings, as indicated through the intention-superiority effect, may be critical for coherence of action across time, task-set inertia (e.g., Allport et al., 1994) may reflect a cost side of sustained activation that becomes manifest when goals need to be shifted rapidly.
Inhibition During Dynamic Control of Task Sets?
The persistent-activation property of high-level control settings poses a special selection problem. This problem arises from the fact that in biologically plausible models of selection, the criterion for code selection is the activation difference between competing codes while at the same time the activation range of a code is constrained by upper and lower bounds (e.g., J. D. Cohen, Dunbar, & McClelland, 1990) . As a result, when selection needs to occur against highly activated competitors, adding activation to the appropriate code alone is not sufficient for differentiating between potentially relevant codes (e.g., Houghton & Tipper, 1994) . In typical concurrent selection problems as studied in the attention literature, this problem is reduced to some degree by the fact that early attentional processes (e.g., selection by location) can help to "keep a distracting code out." In contrast, in the case of rapid transitions between task sets, selection of an appropriate set needs to occur against a task set that not only had full control over behavior in the immediate past but probably also has a tendency for self-sustained activation (e.g., J. R. Anderson, 1993; Goschke & Kuhl, 1993) . In other words, much more so than in concurrent-selection situations the sequential-selection problem is one of "getting rid" of a code that is already highly active within an action-relevant representation. It is thus a plausible assumption that passive decay of once-activated task sets would not suttice to avoid perseverations. A possible solution, however, lies in the utilization of inhibitory processes. Selecting against a just-executed set could be accomplished by deactivating it, thus, providing the necessary "room to move" for selecting the new task set. In this article, we call this hypothetical mechanism "backward inhibition." Backward inhibition may be an important part of any transition between sequential elements (e.g., Berg & Schade, 1992) . Theoretically, however, it should be particularly important for endogenously initiated transitions between task sets. It would function as a counterforce to the persistent-activation property of control settings and would thus "clear the slate" for currently relevant task sets.
At this point, the reader may note a conflict between the finding of residual shift costs on the one hand (i.e., Allport et al., 1994) and the backward inhibition idea on the other: Why would there be residual activation of a task set if there actually is an inhibitory process whose sole purpose is the elimination of this residual activation? One simple answer to this is that inhibition may not be all or none, and residual shift costs may reflect incomplete inhibition. A second answer that is not mutually incompatible with the first is that residual shift costs reflect the need for overcoming backward inhibition associated with earlier used, and for that reason still inhibited task sets (see also Shallice, 1994) . In the empirical section, we provide evidence that this idea may be at least partly correct (see Experirnent 4).
Theory and Data on Sequential Inhibition
The notion of inhibition as a general sequencing mechanism is not new (e.g., Estes, 1972; MacKay, 1987; Rumelhart & Norman, 1981 ; for a comprehensive review, see Arbuthnott, 1996) . It has probably been most widely accepted as an intricate component of sequential control in models of language processing, which need to account for extremely fast transitions between sequential elements. Most models in this domain contain a mechanism by which a code is blocked immediately after the associated conceptual or phonetic elements have been selected during comprehension or production (e.g., Dell & O'Seaghdha, 1994; MacKay, 1987; Berg & Schade, 1992 ). Just to name one example, in the model of MacKay (1987) each code undergoes selfinhibition after above-threshold activation. Such selfinhibition is supposed to avoid repeated reactivation of once selected codes through internal or external feedback. Among other findings, MacKay (1969) reported error patterns from proofreading performance as evidence in favor for self-inhibition.
In general, the theoretical and empirical literature on sequential selection of low-level perceptual or motor codes suggests that on this level, backward inhibition is a computationally plausible possibility (e.g., Dell & O'Seaghdha, 1994) for which at least some empirical evidence can be found (e.g., Arbuthnott, 1996; MacKay, 1987) . The question we are concerned with here is whether this can be generalized to the domain of endogenous control of abstract control settings such as goals or task sets. Importantly, a number of models of cognitive control more or less explicitly avoid inhibition as a means of selection (e.g., Kimberg & Farah, 1993) . Instead, for example, they suggest competition for a limited activation resource as the critical selection process (e.g., J. R. Anderson, 1993; Just & Carpenter, 1992) . Thus, the question of whether inhibition on the level of control settings exists may be decisive for further model developments.
Theoretically, it is specifically the sustained-activation property often attributed to high-level control settings that may need to be accompanied by a process that turns activation off in case of rapid set transitions. Several models make use of such a process. For example, even an activationonly theory such as ACT (J. R. Anderson, 1983 Anderson, , 1993 contains a mechanism for eliminating goals from working memory ("goal popping"). At least functionally this is comparable to the proposed backward inhibition process (although it would not produce the same empirical, "inhibitory" signature reported in this article). In neural-network models it is often assumed that selection occurs through mutual inhibition on different levels, including the level of codes representing tasks or goals (J. D. Cohen et al., 1990; Dehaene & Changeux, 1989) . Particularly relevant here is also the proposal by Norman and Shallice (1986) that conflict between different action schemas can be resolved via inhibition on two different levels. First, conflict between routine action schemas is resolved through a so-called contention scheduling process where schemas with a high fit to the present goal would win against close competitors via lateral inhibition. Second, in the case of impasses or novel constellations, a supervisory system may selectively add inhibition or activation to particular schemas.
Even though in theoretical models inhibitory mechanisms are often invoked when it comes to high-level control (e.g., Norman & ShaUice, 1986) , relevant empirical evidence is only indirect. Some patients with frontal-lobe damage exhibit problems with shifts between abstract control settings (e.g., Keele & Rafal, in press; Owen, Roberts, Polkey, Sahakian, & Robbins, 1991; Rubinstein, Evans, & Meyer, 1994) . Also, patients with Parkinson's disease have been reported to exhibit a shifting deficit (e.g., Downes et al., 1989; Hayes et al., 1998; Owen et al., 1993) . It is possible that such shifting deficits are due to incomplete inhibition of task sets relevant in the immediate past (e.g., Downes et al., 1989) . However, it is equally possible that problems with shifting arise from a deficit in terms of producing sufficient activation of the appropriate schema (L. Cohen & Dehaene, 1998) .
Another line of work that is relevant here is that on the possible role of inhibition during text comprehension. Lower-level processes during text comprehension can be assumed to be constrained by current interpretations of a text in similar ways as action selection is constrained by task sets. Also, shifts of interpretation during text comprehension (e.g., in garden-path sentences) may require disengagement from a no-longer relevant interpretation. Hasher, Zacks, and colleagues (e.g., Hasher, Zacks, & May, 1999) have argued that this is accomplished by an inhibitory process that deletes the no-longer relevant interpretation from working memory. The argument in favor of inhibitory processes is made via a characteristic pattern of adult age effects. For example, old adults (who are assumed to have weakened inhibitory control) show better memory for the no-longerrelevant interpretation of a sentence than do young adults (e.g., Hartman & Hasher, 1991) . This result and other, related findings are consistent with the idea that disengagement from a prominent content in working memory is achieved via an inhibitory process. They are not fully conclusive though, because other interpretations for the diagnostic adult-age pattern are possible, for example in terms of age-reduced discrimination of episodic context (e.g., Burke, 1997) .
Finally, there is one very recent finding that fits nicely with the idea of backward inhibition on the level of control settings. Using a variant of the "intention-superiority" paradigm introduced by Goschke and Kuhl (1993) , Marsh et al. (1998) found that once an intention is completed, related words become less accessible than words associated with a neutral (i.e., nonintended) action schema. As interesting as this finding is it, again, is not completely unambiguous from the inhibition perspective. As Marsh et al. noted it could either be interpreted in terms of inhibition of the no-longerrelevant intention or as a refocusing of attention (i.e., activation) on the neutral intention.
To summarize, the simple question of whether sequential inhibition occurs for higher-level control settings still awaits a definite answer. This answer is important for imposing constraints on models of cognitive control. It is also relevant for a better understanding of control failures as sometimes occur in situations with high switching demands or in the case of certain "frontal" pathologies.
The Paradigm and Overview of Experiments
What is missing is an experimental paradigm that reveals potential inhibitory processes on the level of abstract task sets and that would make them accessible to systematic examination. In this article, we suggest such a paradigm. The central idea is that shifting to a task set that recently had been abandoned, and hence is unlikely to have fully recovered from inhibition, should take longer than a shift to a set that had been abandoned less recently and, thus, may have more fully recovered from residual inhibition.
We used a task in which participants had to detect and locate deviant objects (i.e., an "odd-item-out" task). Sample trials are shown in Figure 1 . Each stimulus display contained four objects arranged in terms of a 2 × 2 matrix. Objects could differ on three different dimensions (e.g., color, orientation, and motion). For each dimension there was a neutral state affecting at least three of the objects (e.g., blue for the color dimension) and two possible deviant states affecting either none or one of the objects per display (e.g., pink and purple for the color dimension). Participants' task was to locate the deviant object on a prespecified dimension by making a response on keys arranged spatially compatible with the four objects. For example, in the first display of Figure 1 , the correct response would be the lower left key if the specified dimension was color, the upper left key if it was orientation, and the lower right if it was motion. For each display, every object could be deviant on one dimension only.
A verbal cue indicating the next relevant dimension was presented visually after a response to a display and before presentation of the next display. In most of the experiments reported, successive relevant dimensions were selected in a random manner with the constraint that no immediate repetitions of dimensions could occur. Thus, with a probability ofp = .5 the relevant dimension in trial n is the same as in trial n -2 (i.e., the lag-2 repetition case) and with the same probability the relevant dimension in trial n is different from the one in n -2 (i.e., the lag-2 nonrepetition case; see Figure 1 for examples). When shifting to the third display in the lag-2 repetition case, a transition has to be made to a dimension that had to be abandoned very recently, namely when shifting from the n -2 dimension to the n -1 dimension. In contrast, in the lag-2 nourepetition case, the relevant dimension on trial n had occurred last at least one further position earlier than n -2, and any inhibition of that dimension should have had more time to dissipate. Thus, we simply contrast transitions on the basis of whether the last occurrence of the same dimension had occurred two positions earlier. If response time (RT) is longer for the first than for the second case, this may be taken as evidence for a backward inhibition process in the course of sequential Example of a possible lag-2 nonrepefition sequence (i.e., control condition) and of a possible lag-2 repetition sequence (i.e., "inhibition" condition). Different object fillings indicate different colors. Small horizontal or vertical arrows indicate small back-and-forth horizontal or vertical movements of the object. The figure does not represent the exact scaling of the stimuli. Note that in Experiment la the task cue was presented above the object frame, whereas in Experiments lb, 2, 3, and 4 it was presented as shown in the figure. selection. Note also that this situation allows us to examine whether inhibition occurs on the task-set level or whether it is conditional on lag-2 repetitions of specific perceptual or response codes. For example, in case of a lag-2 set repetition sequence as shown in Figure 1 , the specific value of the relevant dimension (i.e., color) in trial n could either be the same as in trial n -2 or different.
The goal of this study was to demonstrate backward inhibition on the level of abstract control settings and to begin examining some of its characteristics and boundary conditions. Specifically, we reported results from six experiments using variants of the lag-2 set repetition paradigm. In Experiment la and lb, we provided evidence for the existence of a backward inhibition effect on the level of task sets and explored its dependence on temporal characteris-tics. In Experiment 2, we examined to what degree backward inhibition and negative priming, a proposed indicator of inhibition during concurrent selection of simple perceptual or action codes (e.g., Fox, 1995; May, Kane, & Hasher, 1995; Tipper & Cranston, 1985) , may be related phenomena.
In Experiment 3, we tested the prediction that backward inhibition is exclusively linked to top-down control of task sets. In Experiment 4, we examined backward inhibition in relation to shift costs and provided evidence that at least part of the so-called residual shift costs can be attributed to persisting inhibition. Finally, in Experiment 5, we explored to what degree the backward inhibition effect generalizes to preplanned sequences.
Experiment la and lb
In the first two experiments, we attempted to demonstrate the basic backward inhibition effect. Aside from the primary manipulation, we varied the interval between the response and the task cue (RCI), and between the task cue and the next stimulus display (CSI). Experiment la and lb used the same general design, but differed in terms of the temporal variations used and some procedural improvements made from Experiment la to lb. In the first of the three RCI-CSI conditions we implemented, both intervals were short (i.e., 50 ms in Experiment la and 100 ms in Experiment lb). Thus, in this case, there was very little time for the preceding task set to decay and very little time to prepare for the next set given the task cue. In the second condition, the RCI was long (i.e., 550 or 900 ms), but the CSI was short (i.e., 50 or 100 ms). Thus, there was time for the preceding set to dissipate but little time to prepare the next set. This was a control condition for the third condition (Meiran, 1996) , where the RCI again was short (i.e., 50 or 100 ms), but the CSI was long (i.e., 550 ms in Experiment la and 900 ms in Experiment lb). Thus, here there was sufficient time to prepare for the next set, whereas the time for passive decay was the same as in the second condition. 1
The contrast between the first condition with a short response-stimulus (RSI) interval (i.e., RCI and CSI short) and the other two conditions with long RSIs (i.e., either RCI or CSI long) was intended to provide information about the time sensitivity of a potential inhibitory process. More critical was the contrast between the two conditions with long RSIs (i.e., identical "passive decay" intervals) but different preparatory intervals. The purpose was to address a concern regarding alternative explanations of the predicted RT increase in the lag-2 repetition case. In principle, it is possible that participants entertain sequential expectations about upcoming tasks that contain a bias against lag-2 repetitions. Specifically, if participants entertain a "representativeness heuristic within short runs" (e.g., Kahneman & Tversky, 1972) , they could exhibit a bias toward expecting all three possible sets to occur within runs of three trials rather than lag-2 repetitions. Thus, an "inhibitory effect" could be the result of expectancy violations. The manipulation of the CSI provides a direct test of the expectancy account. If sequential expectancy is the relevant process that produces an increase in RT one would expect an effect only in the case of a short CSI. In contrast, a CSI of about 500 ms is known to be sutiicient for effective preparation for the upcoming task set (e.g., Rogers & Monsell, 1995) , so that incorrect expectancies should be "overwritten." Thus, if the expected RT effect is not modulated through the CSI manipulation, a sequential expectancy explanation would seem very unlikely.
Me~od
Participants. In each of the two experiments, different groups of 21 students at the University of Potsdam participated in a single-session experiment in exchange for either partial fulfillment of course requirements or financial compensation (DM 10; about $6).
Task and stimuli. We present the specifications for Experiment la and then the deviations from these for Experiment lb. Stimulus presentation occurred on a 17-inch Macintosh monitor. The stimulus display contained four rectangular objects presented at the center of the screen. The objects were shown on a black background within a white frame, with a side length of 8 cm (i.e., 9.1°). Each object was located in the center of one of the four quarters of this square. The objects extended 1.7 ° vertically and 0.5 ° horizontally. Objects could vary on three different three-value dimensions: color, orientation, and motion. One value for each dimension was defined as the neutral value. For color, the neutral value was blue and the two deviant colors were pink and purple. For orientation, the neutral was upright and the deviants were 45-degree rotations to the left or the right. Finally, for motion, the object did not move for the neutral state. For the deviant states, an object would exhibit an oscillating movement in the vertical or in the horizontal direction. This was achieved by having the object continuously "jump" between three positions every 50 ms: the neutral position, 0.5 ° to the left, and 0.5 ° to the right, or 0.5 ° downward and 0.5 ° upward. Within a stimulus display, each object could deviate on only one dimension, and deviants on all three dimensions were present within each display. Assignment of deviants to object locations and assignment of dimensional values occurred randomly.
Participants' task was to locate an object deviating on a prespecified dimension. Responses were entered using four keys on the numerical pad of the standard Macintosh keyboard with the same spatial arrangement as the four object locations (" 1," "2," "4," and "5") . Participants were instructed to rest the index finger of their preferred hand in the middle between the four keys and to move the finger to the correct key (corresponding to the location of the deviating object). After pressing the key, participants were supposed to return the finger to its center position. In case of an incorrect response, the word "error" was presented on the screen for 500 ms.
Participants were informed about the relevant dimension through a verbal instruction cue ("Color," "Orientation," "Movement") presented before the stimulus display was shown. The verbal cue was visually displayed directly above the stimulus frame and was visible until a response was entered. Relevant dimensions were selected randomly for each display, the only constraint being that no immediate repetitions were allowed. Both the time between a response and the next cue (RCI) and the time between the cue and the next display (CSI) could be either 50 or 550 ms. Of the four 1 A fully orthogonal design would have required inclusion of a condition with both long RCI and long CSI. However, due to time constraints, we decided to focus on those conditions that allowed us to distinguish between pure passage of time between trials and the degree to which the time can be used for preparation. possible RCI-CSI combinations, three were implemented: 50-50, 550-50, and 50-550.
For Experiment lb, tasks and stimuli were the same as those used in Experiment la, except for the following changes. First, we replaced the color dimension with the size dimension. Thus, objects were always blue, and a size deviant could be either large (i.e., 21 mm high instead of 13 mm high and 13 mm wide instead of 7 mm wide) or small (i.e., 7 mm high and 2 mm wide). The size dimension was selected here because we had found repeatedly that the color dimension produced relatively small backward-inhibition effects. In order to be in a better position to find temporal modulations of backward inhibition in Experiment lb, we decided to replace this dimension with the size dimension, which we had found in pilot work to produce larger effects. Second, instructional cues were presented in the center of the stimulus frame using a small font (Courier 14) . This was advantageous because participants did not have to look back and forth between the stimulus display and the cue as in Experiment la, but could keep their attention centered on the stimulus display. Finally, and most important, the two different intervals used for varying the RCI and the CSI were 100 and 900 ms, instead of 50 and 550 ms.
Procedure. In Experiment la, at the beginning of the session, participants were familiarized with the task in at least two 10-trial practice blocks that could be repeated on demand. Actual testing occurred in two sets of three blocks of 102 trials per block. For a block, a fixed RCI-CSI constellation was used throughout. In order to become familiarized with the RCI-CSI constellation of the following block, participants went through 10 practice trials prior to each block. The order of the RCI--CSI constellations within a three-block set was counterbalanced across participants, but stayed constant for a given participant across the two sets.
Temporal constellations changed from block to block in Experiment la, possibly making efficient adaptation to them difficult. Therefore, each RCI-CSI constellation was maintained across cycles of three successive blocks of 122 trials each in Experiment lb. Also, the first block per cycle was used as a practice block in order to allow sufficient opportunity for participants to adapt to each new temporal constellation. Again, the sequence of RCI-CSI constellation cycles was counterbalanced across participants.
Results and Discussion
We used the following general data-analytic strategy here and throughout the article. In the first step we focused on the primary design contrasts. In all cases these included the contrast between the lag-2 repetition and the lag-2 nonrepetition cases, as well as other contrasts critical for a particular experiment. Then, in additional steps, we aggregated across the specific design variables and examined to what degree the basic backward-inhibition effect was modulated through "lower-level" variables such as lag-2 repetitions of target locations or dimension-values. Inclusion of all factors within a single design would have required very complex analyses as well as small trial numbers per cell, so this stepwise procedure was chosen instead.
Correct RTs that followed at least two correct responses were retained for further analysis. RTs larger than 3,000 ms were excluded, which left 99.3% of the entire RT distribution in Experiment la and 99.7% in Experiment lb. We selected this criterion here and in the other experiments (with the exception of Experiment 3), after making sure that a stricter criterion (2,000 ms) would not have produced substantively different results. Also, all RTs to displays with immediate response repetitions were eliminated (about 25% of the trials). Response repetitions may constitute a, so far little understood, special situation in the context of shifts between task sets (Rogers & Monsell, 1995) . Therefore it seemed prudent to restrict the analysis to cases where such effects could play no role. Again, however, we checked, here and in all other experiments, whether inclusion of responserepetition trials would change the pattern of results in substantive ways and found no such effects. The issue of response repetitions will be addressed explicitly in Experiment 4. Overall, accuracy was high (Experiment la: M = 97.9, SD = 1.8, Experiment lb: M = 98.3, SD = 1.6), and error patterns did not counteract the RT pattern. Therefore, only RT results are reported here. Figure 2 shows the relevant contrast between the lag-2-repetition condition and the control condition for both experiments. As evident, the predicted inhibitory effect was present across all conditions. The corresponding main effects were highly significant, transitions (control: lag-2 nonrepetition; "inhibition": lag-2 repetition) and the different constellations of the response--cue interval (RCI) and the cue-stimulus interval (CSI) for Experiments la and lb. Error bars represent 95% within-snhject confidence intervals of differences for each individual "inhibition" contrast (Loftus & Masson, 1994) .
33.5, MSE = 913.3, p < .001. The average backward inhibition score was 35 ms and 31 ms for Experiments la and lb, respectively. We analyzed the RCI--CSI factor using two orthogonal contrasts. The first tested for the difference between the condition with a short RSI (i.e., short-short) and the two conditions with long RSIs (i.e., long-short and short-long). The second contrast tested the effect of the preparatory interval (i.e., long-short vs. short-long). On the level of overall RTs, both contrasts were highly significant across experiments: all Fs(1, 20) > 35, p < .001. As can be seen in Figure 2 , establishing the next relevant set was more efficient (i.e., faster) both for the long RSI (first contrast) and for the long preparation interval (second contrast). Given that no conditions with immediate set repetitions were included here, we cannot say to what degree these effects were general or specific to establishing a new set (e.g., Meiran, 1996) . On this level, the only difference between Experiment la and lb was that, overall, RTs were about 100 ms faster in Experiment lb. This may have been due either to the centered placement of the task cue in Experiment lb or to an overall larger number of trials and, thus, more practice. For Experiment la, neither of the two contrasts interacted with the backward-inhibition factor, first contrast: F(1, 20) = 0.0, MSE = 2,464, p > .9; second contrast: F(1, 20) = 1.73, MSE = 1,385.9, p > .2. With respect to the second contrast, there was even a numerical tendency toward greater backward inhibition for the longer preparatory interval. In Experiment lb, however, we did find that backward inhibition was reduced for the two conditions with longer RSIs (first contrast), F(1, 20) = 10.3, MSE = 798.9, p < .01. However, similar to findings in Experiment la, there was no reduction of backward inhibition for the longer preparatory interval (second contrast), F(1, 20) = 0.6, MSE = 1,275.2, p > .4. If anything, again, backward inhibition was larger for the longer interval.
The most important point to note here is that the inhibitory effect was not smaller for the long than for the short preparatory interval in either of the two experiments (i.e., the second contrast), even though overall RTs decreased for the larger preparatory interval suggesting that participants actually did use the advance information (see also Meiran, 1996; Rogers & Monsell, 1995) . This finding is critical for ruling out explanations of backward inhibition in terms of sequential expectancies (see Experiment 5 for a further attempt to deal with this issue). It also suggests that backward inhibition occurs on a level of representation that is "immune" against advanced preparation of task sets, a point that will be taken up in the General Discussion.
The fact that backward inhibition was reduced with a larger RSI (first contrast) in Experiment lb but not in Experiment la may be due to a number of different reasons. A larger temporal variation was used in Experiment lb than in Experiment la, and there were several procedural improvements in Experiment lb that may have worked in favor of obtaining such an effect. For example, the transition between trials was made easier in Experiment lb by increasing the short interval (from 50to 100 ms) and by centering the task cue. Thus, it is possible that part of the backward-inhibition effect for the short-short condition in Experiment la was absorbed by an overall increase in RT due to a more difficult trial-to-trial transition in that experiment.
We see two possible explanations for the reduction of backward inhibition as a function of the mere passage of time between trials as obtained in Experiment lb. The first is that backward inhibition itself shows some decay across the total intertrial interval of 1,000 ms. Although certainly possible, this explanation does not fit very well with findings reported later in this article (in particular Experiment 4), where constant backward inhibition was obtained for even longer time spans. A second possibility is that the reduction of backward inhibition is an indirect effect of task-set decay. With longer RSIs, the preceding task set may have had more opportunity for passive decay. Thus, when the next display appears, competition between task sets is not very strong and as a consequence, not much backward inhibition develops. 2 A final decision concerning this point is currently not possible. Future experiments that deconfound task-set decay and backward-inhibition decay by independently manipulating the lag-2 to lag-1 interval and the lag-1 to lag-0 interval should be instructive here.
A further important question is to what degree backward inhibition actually occurred on the level of abstract task sets or whether it was carried by lower-level aspects such as specific feature values. For example, the inhibition could be restricted to those cases in which not only the dimension repeats (e.g., "color") between trial n -2 and trial n but also the dimension value repeats (e.g., "purple"). Table 1 contains the overall inhibitory effects for lag-2 value changes and lag-2 value repetitions as well as the t value for the test of difference between the two. Apparently, backward inhibition was not reliably affected by value repetitions, which suggests that at least a major part of inhibition is targeted at the dimensional level rather than at the value level.
Another possibility is that inhibition occurs only in those cases in which deviant objects appear on the same locations in the lag-2 and the lag-0 trial. Table 2 contains backwardinhibition scores for lag-2 nonrepetitions and repetitions of target locations. Again, this factor did not significantly change the inhibitory effect. Thus, all in all, there was little evidence that the inhibitory effect was modulated in any 2 This scenario requires the assumption that backward inhibition develops in the course of conflict resolution between successive task sets at the time when the next display occurs. Alternatively, backward inhibition may arise during preparation of the upcoming task, which should start as soon as the task cue appears. In fact, we believe that both scenarios may contain some auth. In Experiments la and lb there was a (insignificant) numerical increase of backward inhibition between the long-short and the short-long transition. This could be an indication that backward inhibition was stronger when there was little time for passive decay between the preceding trial and appearance of the next task cue (i.e., in the short-long condition). However, such an effect may be very difficult to obtain because of "counteracting" effects on the intertrial level, either due to decay of backward inhibition or due to decay of the task set before the next display comes on. Future examinations of the short-long versus long-short contrast with larger statistical power are necessary to clarify this issue. Note. The t values represent differences between backwardinhibition scores.
critical way through specific perceptual or response-related aspects. Backward inhibition, thus, seems to be located at the level of abstract sets. 3 To conclude, in Experiments la and lb we demonstrated the critical lag-2 negative dimension priming effect as an indicator of backward inhibition. It is important that inhibition seemed only minimally affected by the preparatory interval and by repetitions of lower-level stimulus or response aspects. Inhibition was, however, reduced as a function of the mere passage of time between trials in Experiment lb, a finding that needs to be further explored in future experiments.
Experiment 2
The main goal of this experiment was to examine one factor that could be critical for the appearance of backward inhibition. In Experiments la and lb, displays contained deviants on any potentially relevant dimension. Thus, the dimension that had been relevant on one trial was always present as a "distractor" on the next trial. It is possible that backward inhibition is limited to such situations in which external stimuli may "support" a tendency to perseverate. Such a scenario seems possible for two reasons. First, research on set-shifting has shown that shifting becomes more difficult when a stimulus display contains information associated with the currently irrelevant, though potentially Note. The t values represent differences between backward inhibition scores.
relevant, task set (e.g., Rogers & Monsell, 1995) . Inhibition may be a way to counteract the set-specific interference that arises from information relevant for the competing set. Second, research on concurrent attentional selection suggests that distracting codes may become inhibited. An indication of such inhibition is negative priming, that is, an increase of response times when a distractor present in one trial becomes the relevant target on the next trial (e.g., Fox, 1995; May et al., 1995; Tipper & Cranston, 1985) . Although the evidence is mixed, there are some findings suggesting that negative priming increases as a function of distractor interference (for a relevant review, see Fox, 1995) . Thus, it is possible, at least in principle, that the inhibition we had observed is a complex variant of negative priming: Immediately after a set shift, the attentional system may be particularly susceptible to interference from the information relevant to the just abandoned set and use inhibition of that set in order to counteract this interference. In this case, the lag-2 inhibition effect would be conditional on the presence of a distractor in the lag-1 trial that matches the lag-0 and lag-2 target dimension. Such a form of negative priming would be an interesting finding because to our knowledge it is currently not known whether negative priming can occur at the level of perceptual dimensions, rather than on the level of specific values. At the same time, such a finding would be incompatible with our claim that backward inhibition is recruited whenever endogenous shifts between task sets occur. On the basis of this claim, backward inhibition may be modulated by the presence of distractors associated with the abandoned set on the lag-1 trial; however, it should occur even when they are absent. To examine the relationship between backward inhibition and negative priming, we changed the task such that there were four potentially relevant dimensions (i.e., color, movement, orientation, and size), of which two could be present as deviants in each display (i.e., one as the target dimension and the other as a single distractor dimension). The use of four potentially relevant dimensions allowed us to vary the relation between the distractor deviant and the target deviant of successive displays. The critical question was whether the inhibitory effect found in lag-2 repetition cases depended on the distractor in the lag-1 display belonging to the target dimension of both the lag-2 display and the lag-0 display.
Finally, this experiment allowed us to look at another form of negative priming, namely, that of locations. Such priming is typically found when a target is shown at the same location as the distractor on the previous trial (e.g., Tipper, Brehaut, & Driver, 1990) . Such constellations occurred with a probability ofp = .25 in this experiment. Thus, we were able to examine whether inhibition of a low-level aspect (locations) interacts with set-specific backward inhibition.
Method
Participants. Twenty students at the University of Potsdam participated in a single-session experiment in exchange for partial fulfillment of course requirements. Data of one participant were lost due to computer malfunction. Thus, the final sample contained 19 students.
Task and stimuli. Task and stimuli were similar to those used in Experiment lb, except for the fact that objects could also be deviant on the color dimension. As in Experiments la and lb, all parameters determining relevant and distracting dimension, values of the dimensions, and locations of target and distractor were selected randomly for each display. The only constraints were that the relevant dimension could not be the same as the relevant dimension in the preceding trial and the irrelevant dimension could not be the same as the irrelevant dimension in the preceding trial. In this experiment we set the RCI to 50 ms and the CSI to 500 ms throughout. As in Experiment 1 b, the task cue was presented within the stimulus display.
Procedure. Testing occurred in 10 blocks of 122 trials. The first block was treated as practice and not analyzed.
Results and Discussion
As in Experiments la and lb, correct RTs smaller than 3,000 ms (99.5% of the entire RT distribution) that followed at least two correct responses were retained for further analysis; all other RTs were eliminated. Also, again, all immediate response repetitions were eliminated. Overall accuracy was high (M = 98.6, SD = 1.4), and in no case did error patterns counteract the RT pattern. Therefore, only RT results are reported here.
The main goal of this experiment was to examine the relationship between backward inhibition on the one hand and potential negative priming effects associated with the distractor in the preceding display on the other. Two different categories of negative priming could occur in this situation. First, when the target dimension in trial n is the same as the distractor dimension in trial n -1 (i.e., "ignored dimension repetition"), negative priming on the level of dimensions may occur. Note that in the cases of joint "ignored dimension repetition" and a lag-2 dimension repetition, the distractor dimension of the lag-1 trial is identical with the target dimension of both the lag-2 and the lag-0 trial. Second, when the target location in trial n is the same as the distractor location in trial n -1 (i.e., "ignored location repetition"), location negative priming may occur. Trials were classified according to the three critical factors: lag-2 repetition versus lag-2 nonrepetition on the dimension level, ignored dimension repetition versus nonrepetition, and ignored location repetition versus nonrepetition. Figure 3 shows the pattern of means in each of the eight conditions obtained by categorizing trials this way. Backward inhibition was present across all "negative priming constellations," F(1, 18) = 42.7, MSE = 2,403.5, p < .001, even in the one condition in which neither form of negative priming could have played a role, t(18) = 4.53, p < .01.
The statistical analysis also revealed a main effect for dimension negative priming, F(1, 18) = 4.8, MSE = 1,923.6, p < .05, which, however, was qualified by a tendency for an interaction with the lag-2 repetition factor, Response times (RTs) for the control (i.e., lag-2 nonrepetition) and the "inhibition" (i.e., lag-2 repetition) conditions as a function of the relationship between current target dimension and location on the one hand and the lag-1 distractor dimension and location on the other in Experiment 2. Error bars represent 95% within-subject confidence intervals of differences for each individual "inhibition" contrast (Loftus & Masson, 1994) .
F(1, 18) = 3.6, MSE = 2,443.8, p < .08. Inspection of Figure 3 indicates that dimension negative priming occurred exclusively in the case of lag-2 dimension repetitions, that is, for a lag-1 distractor dimension that also had been relevant on the lag-2 trial. The "dimension negative priming score" was 0 ms in the case of lag-2 nourepetitions of dimensions but was 31 ms in lag-2 repetitions, t(18) = 2.76, p < .05. Looking at this pattern from the perspective of backward inhibition, one can say that backward inhibition is present even when negative priming could have played no role (i.e., no distractor related to the lag-2 and lag-0 target on the lag-1 trial) but does increase in case of a lag-1 distractor associated with the lag-2 and lag-0 target (i.e., the dimension negative priming constellation). This result can be interpreted on the basis of the assumption that the purpose of backward inhibition is to prevent perseveration of the preceding task set. The presence of a distractor from the to-be-suppressed dimension during the lag-1 trial should increase this perseveration tendency because of bottom-up activation of the corresponding set. As a consequence, more backward inhibition targeted at the to-be-abandoned task set is required. Finally, there was consistent evidence for location negative priming: RTs were prolonged when the target location was the same as the preceding distractor location, F(1, 18) = 7.6, MSE = 2,421.8,p < .05. It is interesting, however, that this location negative priming occurred in the same way regardless of whether the distractor it was associated with was from a dimension to which backward inhibition was applied, F(1, 18) = 0.6, MSE = 2,065.8, p > .8. Thus, location negative priming seemed completely independent of backward inhibition.
Again, we looked at the degree to which the general backward inhibition effect was modulated through lowerlevel factors. As can be seen in Tables 1 and 2 , no statistically significant modulations of backward inhibition were obtained. Thus, again, backward inhibition proved to be independent of lower-level factors repeating across critical trials.
To conclude, in Experiment 2 we replicated the basic backward-inhibition effect and in addition showed that it was not reducible to a variant of negative priming. The most important result in this respect was that backward inhibition was found even for constellations in which negative priming played no role, that is, when the inhibited task set was absent as a distractor on the trial preceding its reinstantiation. Thus, at least to a considerable degree, backward inhibition occurred due to the shifting demands per se and not as a function of particular stimulus constellations on the intermediate trial.
Experiment 3
The central finding, so far, is an increase of response times when participants had to switch to a task set that had been abandoned two trials earlier. This effect is consistent with the assumption of an inhibitory process affecting to-beabandoned cognitive configurations. A critical next question is to what degree backward inhibition is linked to top-down versus bottom-up control of task-specific processing. One possibility is that inhibition comes into play whenever different perceptual dimensions are successively activated, no matter whether activation occurs through exogenous (i.e., bottom-up) activation or endogenous (i.e., top-down) control. At least theoretically, such an inhibitory effect could be the consequence of lateral inhibition among perceptual modules competing for control of action.
We favor a second possibility, namely that the backward inhibition we have observed is a critical component of top-down (i.e., executive) control. Thus, inhibition should occur only during endogenously controlled shifts between relevant perceptual dimensions, but not when target dimensions are activated through external stimulation only.
Experiment 3 was designed to decide between these two different theoretical variants of backward inhibition. Two conditions were contrasted. The "top-down" condition was comparable to the preceding experiments in that a verbal cue indicated the next relevant of three possible, perceptual dimensions. Again, participants had to locate the object that was deviant on the cued dimension. In contrast, in the "bottom-up" condition, no informative cues were provided, thus participants had to locate the deviant object by relying on stimulus information only (see Figure 4) . For this to work, we had to change the display in this experiment from the preceding experiments in two critical ways. First, in each display only one deviant on one of the three possible dimensions was present so that there was no ambiguity concerning the target deviant. Second, to ensure that participants did not solve the task simply by attending to a singleton within the display, we added an additional deviant on the size dimension (i.e., one of the four objects was about Example of a possible lag-2 nonrepetition sequence (i.e., control condition) and of a possible lag-2 repetition sequence (i.e., "inhibition" condition) in the bottom-up (i.e., "strings of X") and top-down (i.e., task cue) condition. The figure does not represent exact scaling of the stimuli used. Note that string-of-X cues and the task cues were used in separate blocks of trials and were always presented centered within the stimulus frame.
twice the size of the other objects); however, this was always irrelevant. Thus, whereas in the top-down condition participants were instructed to use the task cues, in the bottom-up condition they were instructed to locate the deviant on any of the three possible dimensions while ignoring the size deviant. We submit that although not explicitly cued, participants in the bottom-up condition nevertheless had to process dimensional information because it alone allowed them to determine to what degree an object deviated from other objects (but not in terms of size). A potential problem in this design was that, in principle, participants in the top-down condition did not have to use the explicit cues because the stimulus information was not ambiguous, However, our hope was that inclusion of the additional size deviant would provide sufficient conflict to enforce cue utilization. Our prediction was straightforward. We expected to find backward inhibition in the top-down condition but not in the bottom-up condition. Such a result would support the view that backward inhibition subserves endogenous control of task-set selection and is not simply a consequence of bottom-up activation of different perceptual dimensions in close succession.
Method
Participants. Twenty students at the University of Potsdam participated in a single-session experiment in exchange for partial fulfillment of course requirements.
Task and stimuli. Task and stimuli were similar to those used in Experiment 2 except for the following changes. Only one object per display deviated from the other objects in one of the three potentially relevant dimensions (i.e., color, orientation, and movernent). However, in addition, one object was larger than the other objects (20 nun high and 13 mm wide). In the top-down condition, task cues were displayed in the same way as in Experiment 2. In the bottom-up condition, a string of "x"s was shown that randomly varied in length according to the lengths of the three possible task cues.
All parameters determining the relevant dimension, the values of the relevant dimension, and the location of the target and the distractor were selected randomly for each display. The only constraint was that no immediate repetitions of relevant dimensions could occur. The RCI was set to 50 ms and the CSI to 700 ms throughout.
Procedure. Testing occurred in two sets of three 122-trial blocks. Half of the participants received the first set with informative cues (i.e., top-down) and the second set without informative cues (i.e., bottom-up). For the other half of the participants, the reverse assignment was used. Prior to each set of blocks there was a short practice phase (20 trials) that allowed participants to become familiar with the upcoming task demands.
Results and Discussion
Mean accuracy was very high (M = 99.4%, SD = 0.5) and in no case counteracted results obtained with RTs. Thus, only RT results will be reported. Also, again, all RTs to displays where immediate response repetitions occurred were eliminated. RTs were much shorter here than in the first experiments such that for a roughly similar proportional criterion as in these experiments we could eliminate outliers larger than 1,200 ms from further analysis (i.e., leaving 99.5% of the entire RT distribution).
The main question is to what degree the contrast between lag-2 repetitions and lag-2 nonrepetitions is modulated by mode of control. Figure 5 shows mean RTs for the four critical conditions. Generally, RTs were faster in the topdown condition than in the bottom-up condition, which indicates that participants used the cues in the top-down condition. More important, in the top-down condition, lag-2 repetition RTs were somewhat slower than lag-2 nonrepetitions, whereas the opposite pattern was present in the bottom-up condition.
Consistent with these observations, an analysis of variance (ANOVA) with mode of control and the lag-2 repetition versus nonrepetition contrast as within-subject factors revealed a significant mode-of-control effect, F(1, 19) = 7.8, Figure 5 . Control (i.e., lag-2 nonrepetition) and "inhibition" (i.e., lag-2 repetition) response times (RTs) for the bottom-up condition (i.e., no task cues) and for the top-down condition (i.e., with task cues) in Experiment 3. Error bars reflect within-subjects 95% confidence intervals of differences for the inhibition contrast computed separately for the bottom-up and the top-down condition (Loftus & Masson, 1994) . MSE = 595.4, p < .05, as well as a highly significant interaction between the two factors, F(1, 19) = 8.7, MSE = 67.1, p < .01. T tests comparing lag-2 repetition and nonrepetition conditions revealed a nonsignificant facilitation in the bottom-up condition, t(19) = 1.3, p > .2, and a significant inhibitory effect in the top-down condition, t(19) = 2.3,p < .05. Thus, the results support our thesis that backward inhibition is linked to top-down controlled shifts between task sets. It is noteworthy, though, that the inhibitory effect of only 7 ms in the top-down condition was much smaller than the one observed in the previous experiments. There could be a simple explanation for this small effect: Maybe not all participants made use of the informative cues but instead performed the task in a bottom-up manner, which, as stated in the introduction to this experiment, was possible in principle. To examine this possibility, we categorized participants according to their RT difference between the bottom-up and the top-down condition into two equal-sized groups. Our reasoning was that this difference score should be large if cues were actually used to establish a perceptual set for upcoming displays but small for participants approaching all trials in a bottom-up manner, regardless of whether cues were provided. When this variable was included in the above ANOVA as a between-subject factor, a highly significant interaction between the grouping factor and the lag-2 repetition factor emerged, F(1, 19) = 9.0, MSE = 54.21, p < .01, whereas the three-way interaction including mode-of-control failed to reach significance in this analysis, F(1, 19) = 2.0, MSE = 64.1, p = .18. However, the inhibition scores for the "low" and "high" top-down control participants were -5 and 0 ms in the bottom-up condition, but -1 and 15 ms in the top-down condition with only the latter value being significant, t(9) = 3.96, p < .01. Thus, although statistical power was limited for the critical threeway interaction, the pattern of "inhibition" effects strongly suggests that genuine backward inhibition was present only for those participants who used the cues in the top-down control condition. This interpretation receives additional support from the fact that the difference score between the top-down and the bottom-up condition on the one hand and the inhibition score from the top-down condition on the other also showed a highly significant correlation of r = .57, p < .01. Although the results of these post hoc analyses are not central to our argument, they further strengthen the proposed link between top-down controlled shifting of perceptual sets and backward inhibition: Only those partici: pants who actually used the cues exhibited an inhibitory effect.
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The 15-ms inhibitory effect for the subgroup of participants who actually used the task cues was still somewhat smaller than the effect sizes obtained in the preceding experiments. Two factors may be relevant here. First, even within the high top-down control subgroup, there may have been some variation in the degree to which cues were used throughout the experiment, whereas in the preceding experiments, cues had to be used on every trial. The correlation between the top-down control score and backward inhibition within this subgroup of 10 participants was not significant, r = .29, p = .4, but was numerically consistent with such a suggestion. Second, in the case of nonambignous stimuli, switch demands are relatively low (e.g., Rogers & Monsell, 1995) so that less inhibition may be recruited.
In an additional step, we again examined to what degree "lower-level" factors may have modulated backward inhibition. In order to be able to pick up on potential modulating influences on the backward-inhibition effect we restricted this analysis to those participants and that condition in which backward inhibition did actually occur, that is, the high top-down control subgroup working in the top-down control condition. As can be seen in Tables 1 and 2 , backward inhibition was not affected by lag-2 repetitions of values or responses. Thus, again, backward inhibition seemed specific to the set level rather than to other factors that may have repeated across critical displays.
To summarize, the present results again replicated the basic backward-inhibition effect and, in addition, suggest one critical boundary condition for its appearance: Backward inhibition occurred only in the context of top-down selection of task sets and, thus, can be regarded as an executive control process.
Experiment 4
In all of the preceding experiments backward inhibition was obtained in situations in which participants could be certain that a shift between task sets would occur from trial to trial. We had used this procedure to maximize the number of set-shift transitions and, thus, the number of critical lag-2 repetition versus nonrepetition constellations for detailed analyses of the critical inhibitory effect. However, this may have led to a special situation, either because participants could be certain that a task set had to be abandoned after every usage or because they received massive practice with set-shift transitions. Therefore, we wanted to examine to what degree certainty about shift transitions is a necessary condition for backward inhibition by including transitions with set repetitions in Experiment 4.
A further reason why it is of interest to include no-shift transitions is that these serve as a baseline for computing the costs of shifting cognitive sets. As outlined in the introduction to this article, costs of set shifting have been suggested as a window into executive control processes that configure the cognitive system according to an upcoming task demand (Meiran, 1996; Rogers & Monseli, 1995; Shallice, 1994) . It is interesting, however, that shift costs have so far been assessed almost exclusively in situations in which participants had to shift between only two different task sets. Thus, a task set that had to be newly established was also the task set that had been abandoned most recently, which is the same constellation that is responsible for the backwardinhibition effect in our experiments. It is thus possible that, at least to some degree, shift costs reflect residual inhibition rather than the time required for changing a task set per se. This may be particularly relevant for the so-called "residual shift costs," that is those costs that remain even after long time intervals between successive trials. These residual shift costs are usually smaller than shift costs obtained after short preparatory intervals (e.g., Meiran, 1996; Rogers & Monsell, 1995 ; but see Allport et al., 1994) , but their mere existence has suggested to some that complete preparation for an upcoming task is not possible (e.g., Allport et al., 1994) . Understanding the source of residual shift costs is, thus, of great importance for theories of executive control.
In Experiment 4 we tried to assess the size of shift costs in comparison to the backward-inhibition effect. Therefore, we not only allowed immediate set repetitions but also varied the time between the task cue and the next stimulus display in order to assess shift costs for both short and long preparatory intervals. If residual shift costs were eliminated (or became very small) in the lag-2 nonrepetition condition (i.e., in the absence of backward inhibition) this would suggest that backward inhibition may play an important role in producing the residual-shift-cost phenomenon reported in the literature:
Task-shift costs are known to interact with repetitions of lower-level factors, most notably, the required response. Whereas normal priming of repeated stimuli or responses is obtained for set repetitions, priming effects may be eliminated or even reversed for set changes (e.g., Rogers & Monsell, 1995) . Thus, to be in the position of making an assessment of the size of shift costs we specifically looked at the role of response repetitions in this experiment.
Method
Participants. Twenty students at the University of Potsdam participated in a single-session experiment. They received DM 10 ($6) as compensation.
Task and stimuli. Task and stimuli were the same as in Experiment 1. The only critical change was that relevant dimensions were selected randomly for each display without constraints. Thus, there was a probability ofp = .33 of an immediate repetition Note. RT = response time; CSI = cue-stimulus interval.
of a dimension. The probability of lag-2 repetition and lag-2 nonrepetition cases dropped down to p = .22 (compared with p = .5 in preceding experiments). The CSI could be 150 ms or 650 ms, whereas the RCI was constant at 50 ms.
Procedure. Testing occurred in two sets of five 122-trial blocks. In the first set, one of the two possible CSIs was used; in the second, the other CSI was used. The order was counterbalanced across participants. Before each set there was a short practice phase (20 trials) that allowed participants to become familiar with the task and the temporal structure.
Results and Discussion
Correct RTs smaller than 3,000 ms (99.7% of the entire RT distribution) that followed at least two correct responses were retained for further analysis; all other RTs were eliminated. Aside from lag-2 nonrepetitions and lag-2 repetitions of dimensions, lag-1 dimension repetitions were also examined. Other transitions were not considered for the primary analyses. Mean accuracy was high (M = 97.9%, SD = 1.0), and the pattern of accuracy effects matched the one obtained with RTs. Therefore, only RT results will be reported here. Table 3 contains RTs for no-shift transitions and the two different shift conditions (i.e., lag-2 nourepetitions and lag-2 repetitions) as a function of CSI and as a function of whether the response to the current display was the same as the response to the preceding display. To analyze these data we used, aside from the CSI factor and the response repetition factor, two nonorthogonal contrasts. The first tested the inhibition component of the shift cost (i.e., lag-2 set nonrepetitions vs. lag-2 set repetitions); the second tested the "'pure'" shift effect (i.e., no-shift vs. lag-2 set nonrepetition).
We first turn to the inhibition effect. As Table 3 shows, the critical RT difference associated with the contrast between lag-2 set repetitions and lag-2 set nourepetitions seemed present across all possible constellations of the other design factors. The corresponding contrast in the ANOVA was highly significant, F(1, 19) = 18.8, MSE = 3,755,p < .01, and did not interact with any of the other factors, all Fs(1, 19) < 1.0. 4 Averaged across all conditions, the inhibitory effect was 45 ms. Thus, the first question we wanted to address with this experiment, namely whether backward inhibition can be found in a situation that includes set repetitions, receives a clear answer: Inhibition does occur and it seems to be of about the same size as in the prior experiments that did not include set repetitions.
The second issue of interest is the relative sizes of pure shift costs and of the backward inhibition effect. Figure 6 shows shift costs as a function of CSI aggregated across the response repetition factor for both the control (i.e., lag-2 set nonrepetitions) and the inhibition condition (i.e., lag-2 set repetitions). Note that the first reflect pure shift costs, whereas the second reflect shift costs plus inhibition. Interestingly, the residual shift cost for the inhibition condition was 63 ms, a value that is roughly comparable to residual shift costs reported by Meiran (1996) for a situation in which shifts occurred between only two task sets. For our paradigm, however, the results from the control condition indicate that that residual shift costs can be further reduced when the inhibition component is eliminated. Specifically, pure shift costs were reduced from 127 ms for the short CSI to a very small residual component of 26 ms for the long CSI, F(1, 19) = 32.4, MSE = 26,908.3, p < .01. These results are suggestive of the possibility that residual shift costs obtained in set-shifting experiments with only two alternative task sets (e.g., Meiran, 1996; Rogers & MonseU, 1995) are at least partly due to backward inhibition.
The above conclusions need to be qualified somewhat by the results obtained in association with the responserepetition factor. Whereas this factor seemed independent of the backward-inhibition effect, it produced a major interaction with the shift contrast, F(1, 19) = 30.8, MSE = 25,410.2, p < .01. Specifically, for response repetitions shift costs were reduced and for response nonrepetitions shift costs were increased (see Table 3 ). On a descriptive level it seems like set repetitions introduce a "bias" toward expecting response repetitions, and set changes introduce a bias toward expecting response changes (for similar results and discussion of potentially underlying factors, see Rogers & Monsell, 1995) . Thus, the fact that we found no or even (numerically) reversed shift costs for the condition with long CSI and response change (see Table 3 ) is probably due to the fact that the "true" shift costs were reduced through opposing biases on the level of response repetitions. We admit, though, that the actual size of true shift costs is 4 In contrast to Experiment lb, but similar to Experiment la, we found no significant reduction of backward inhibition as a function of the intertrial interval here. We believe that the reason for this lies in the fact that we used a relatively small manipulation of the intertrial interval here (i.e., 200 to 700 ms vs. 200 to 1,000 ms in Experiment 1 b). In a final step, we again examined to what degree backward inhibition was affected by lower-level factors. As shown in Tables 1 and 2 , there was no indication that the backward-inhibition finding was qualified by lag-2 repetitions of values or responses.
To summarize, we found backward inhibition in an experimental situation that included no-shift transitions, and we found residual backward inhibition to be detectable across runs of two intermediate same-dimension trials. Most important, however, we found evidence indicating that backward inhibition may constitute an important share of residual shift costs as observed in typical set-shifting experiments with only two alternative task sets. Figure 6 . Shift costs aggregated across response repetitions and response changes for the control (i.e., lag-2 nonrepetition) and the "inhibition" (i.e., lag-2 repetition) condition in Experiment 4. "Inhibition"-condition error bars reflect within-subjects 95% confidence intervals of differences computed separately for the inhibition contrast of each of the two cue-stimulus intervals (CSI); control-condition error bars reflect those for the switch contrast of each of the two CSIs (Loftus & Masson, 1994) . difficult to establish in the absence of an agreed-upon neutral baseline that allows us to separate out set or response repetition benefits from costs. The averages between response repetitions and response changes presented in Figure  3 should thus be appreciated as rough estimates of true task shift costs.
So far, we have analyzed backward-inhibition effects only in the context of immediate alternations of the kind "colororientation-color." In some task-shifting situations, however, longer runs of the same dimension have been used (e.g., Rogers & MonseU, 1995) . Thus, in order to evaluate the relevance of the present findings for other set-shifting situations it would be important to know to what degree backward inhibition survives longer runs of intermediate trials. In the present experiment, we can look at this question for a run length of two intermediate same-dimension trials; for longer runs there would be too few critical trials. For this analysis we retained lag-3 repetition constellations with intermediate same-dimension runs (e.g., color-orientationorientation-color) and the corresponding lag-3 nonrepetition constellations separately for short and long CSIs. There was an average of about 30 trials per participant in each resulting condition. The relevant backward-inhibition effects were 30 ms for the short CSI and 34 ms for the long CSI. In an ANOVA with lag-3 repetitions versus lag-3 nourepetitions as one factor and CSi as the second factor, the inhibition contrast was highly significant, F(1, 19) = 10.3, MSE = 20,12.5, p < .01, but the interaction with CSI was not, F(1, 19) = 0.03, MSE = 3,719.2, p > .8. Thus, backward inhibition showed little tendency to disappear even after runs of two intermediate same-set trials. For the long CSI condition this implies a temporal duration between successive implementations of the same task sets of about 3.5 s. This result underscores the suggestion that residual inhibition may be a serious factor to consider in the context of set-shifting experiments.
Experiment 5
In this final experiment we wanted to test whether backward inhibition occurs in a situation in which participants possess valid knowledge about the upcoming sequence of relevant perceptual dimensions. The question was as follows: Is a to-be-abandoned perceptual dimension inhibited even though it is apparent to participants that it will be relevant two displays ahead? This question is important for two reasons.
First, an inhibition effect in such a situation would constitute strong, further evidence against an explanation of the lag-2 inhibition finding in terms of sequential expectancies. As noted earlier, lag-2 repetitions may violate expectations based on a "short-run representativeness" heuristic (e.g., Kahneman & Tversky, 1972) and for that reason may cause an increase in RTs. In our view, the fact that the inhibitory effect can be found for preparatory periods between the instructional cue and the next trial of up to 900 ms is strong evidence against such an explanation. However, a still stronger piece of evidence would be the finding of backward inhibition in a situation in which participants have exact prior knowledge about the sequence to come. In our view, it would be highly implausible to assume that sequential expectancies exist despite valid foreknowledge.
Second, a situation with complete foreknowledge allows us to test the generalizability of the backward-inhibition finding. So far, backward inhibition was examined only in situations in which set shifts were provoked through external cues. It is possible that external cueing is a critical condition for backward inhibition. Thus, the question we asked here is whether backward inhibition occurs even when set changes are initiated on the basis of internal plans.
We thus changed the design such that participants had to locate deviants on four consecutive displays. The sequence of dimensions relevant for the four displays were provided in advance and had to be applied from memory. Some of the sequences contained lag-2 dimension repetitions on the last element of the sequence, whereas others did not. Given complete information about the entire sequence, participants knew beforehand whether the last element in a sequence would require repetition of an earlier dimension. We also included a manipulation of the interval between successive stimulus displays to examine whether backward inhibition depended on the time available for preparing the upcoming sequential element.
Me~od
Participants. Sixteen students at the University of Potsdam participated in a single-session experiment in exchange for partial fulfillment of course requirements.
Task and procedure. The same basic task, stimulus material, and response requirements were used as in the preceding experiments. However, different from the preceding experiments, cueing of dimensions did not occur on a trial-by-trial basis but instead for each four-position sequence trial in advance. Prior to each sequence of four stimulus displays, four dimension cues were presented in a vertical arrangement for 3 s. After the sequential cue disappeared, participants had to apply these four dimensions to four consecutive stimulus displays. The uppermost cue was applied to the first display, the next to the second display, and so forth. Each stimulus display was presented until a response was entered. Then the empty stimulus frame was shown for an RSI of either 50 ms or 500 ms until the next display appeared. After the last response, there was a fixed, blank interval of 2,000 ms, and then the sequence cues for the next sequence trial were presented.
In pilot experimentation we found that stimulus-response constellations of the first display produced complex "repetition priming" phenomena on later positions within a sequence of four. Because these repetition phenomena could cloud the expected inhibitory effect, we used the size dimension as a filler for the first trial in the sequence. Thus, the display in the first trial contained one large object (see Experiment 3) and two deviants on two of the other three possible dimensions. Also, the relevant dimension for the first position was always size. The remaining three position sequences were constructed from the three dimensions of color, orientation, and movement, barring immediate repetitions. There are 12 different sequences, each of which was used eight times within a block of sequence trials. Half of these sequences contained a lag-2 repetition on the last position, whereas the other half did not. Aside from the deviant on the target dimension, there were also deviants on the other two possible dimensions (but never on the size dimension). Aside from the relevant dimension, all other parameters used to construct stimulus displays were selected randomly.
Testing occurred in two blocks of 96 four-position sequence trials. Each sequence in which at least one error was made was repeated at the end of the block. Half of the participants worked with an RSI of 50 ms for the first block and with an RSI of 500 ms for the second block. The reverse order was used for the other half of the participants. Before each block there was a short practice phase of 10 sequence trials.
Results and Discussion
An average of 7% of the sequence trials (each requiring four responses) had to be repeated because at least one incorrect response had occurred. All trials with last-position RTs larger than 3,000 ms and trials with immediate response repetitions on the last position were eliminated. We also tested whether there was a difference in error rate on the last sequence position (given correct responses on the preceding positions) as a function of lag-2 repetitions versus nonrepetitions. However, no effect that came close to significance was found. Therefore, as in the preceding experiments, we focused on RT analyses only.
The critical question is to what degree RTs to Position 4 in the sequence differed as a function of lag-2 repetitions versus nonrepetitions. Figure 7 shows RTs for all positions of the control and experimental sequences for both RSI conditions. As can be seen, there was a marked "peak" at Position 2 of both sequences arising from the fact that RTs to the first position were relatively fast. Recall that the first sequence element was a "filler" that was easy because the size dimension was always used here. For the control sequences, RTs showed a steep decline from Positions 2 to 4. However, for the "inhibition" sequences, this decline was dampened from Position 3 to 4 and even reversed for long RSIs. Also, whereas RTs from the inhibition sequences were either the same size as RTs from the control sequences for Positions 1 to 3 or even somewhat shorter in the short-RSI condition, they were clearly longer for Position 4 in both RSI conditions. In fact, the inhibition effect was 47 ms for the short RSI and 49 ms for the long RSI.
As a test of the inhibition effect we examined the interaction between RSI, control versus "inhibition" sequence, and a contrast between sequence Position 4 and the remaining three positions. This effect was highly significant, F(1, 15) = 14.64, MSE = 3,368.4, p < .01, whereas none of the lower-order interactions reached significance. Also, in general, RTs were faster for the long-RSI condition than for the short-RSI condition, F(1, 15) = 3.58, MSE = 25,318.4, p = .08. Thus, together with Figure 7 , the results of the statistical analysis suggest that there was an effect of lag-2 repetition in the predicted direction at Position 4. In addition, t tests contrasting Position-4 RTs from inhibition and control sequences for short and long RSIs revealed significant differences in both cases, short RSI" t(15) = 2.3, p < .05, long RSI: t(15) = 3.2,p < .01. 5 5 A somewhat peculiar aspect of this data pattern is that for the short RSI, RTs in the inhibition sequence were somewhat shorter for Positions 2 and 3 than in the control sequence. For Position 2, this effect was significant, t(15) = 2.5, p < .05. A possible explanation for the RT benefits in early inkibition-sequence positions may be that the demands of maintaining a sequential plan with an element repetition in working memory are lower than those of a plan with all different elements. Such differences in working
In an additional step, we checked for effects of lag-2 of lower-level aspects. The backward-inhibition effect was not modulated by whether lag-2 dimension repetitions were accompanied by value repetitions. Backward inhibition was also not statistically affected by whether there was a lag-2 response repetition (see Tables 1 and 2 ).
Examination of Lower-Level Repetition Effects
Across Experiments
In no single experiment did we find that backward inhibition was modulated by lower-level lag-2 repetitions of values or responses, suggesting that backward inhibition occurred on the level of task sets. However, close inspection of Tables 1 and 2 reveals that backward inhibition was generally somewhat larger for lag-2 value repetitions and somewhat smaller for lag-2 response repetitions. The statistical power for detecting such effects may have been too small in each of the single experiments. To provide a more powerful test, we submitted backward-inhibition scores from all experiments to a single ANOVA using experiment as one factor and lag-2 repetitions versus nonrepetitions of values or responses as a second factor.
In this cross-experimental analysis, backward inhibition was 40 ms for lag-2 repetitions and 33 ms for nonrepetitions of target-dimension values, a difference that failed to reach significance, F(1, 101) = 2.24, MSE = 1,106.6, p > .13.
Also the interaction with the experiment factor was far from reliable, F(5, 101) = .13, MSE = 1,106.6, p > .9. The overall backward-inhibition effect for lag-2 nonrepetitions of responses was 41 ms and 26 ms for lag-2 response repetitions, a difference that, again, was not significant, F(1, 101) = 2.88, MSE = 3,132.9,p > .09. This interaction was also not significant, F(1,101) = .38, MSE = 3,132.9,p > .8.
For each of the two effects, there were hints in the direction of reliable, though opposite, effects. Thus, from this analysis we cannot rule out the existence of lower-level contributions to the backward-inhibition effect that may be detected with even greater power. In the case of value repetitions this could be interpreted in terms of a small value-specific "spreading-of-inhibition" component. In the case of response repetitions this could indicate a set-specific location-response priming component that works against a backward-inhibition effect, an issue we will return to in the General Discussion. However, the most important point here is that, even across experiments, these small and insignificant effects do not compromise the interpretation of backward inhibition as a process occurring predominantly on the level of abstract task sets.
General Discussion
Synopsis of Results
The experiments reported here document the effect of an inhibitory process that supports endogenously controlled memory demands may become apparent when fast transitions between sequential elements need to be realized but not when more time is available. shifts between cognitive configurations on the level of task sets. As an indicator for backward inhibition, we reported longer RTs for repetitions of task sets across intermediate applications of a different task set. Such an effect is incompatible with activation-only theories of selection and cognitive control (e.g., J. R. Anderson, 1993; Just & Carpenter, 1992; Kimberg & Farah, 1993 ) that would predict facilitated RTs to repeated events. However, such an effect is compatible with the idea that shifting sets implies inhibition of the abandoned set. If, soon afterward, a shift back to the just-abandoned task set has to be made it is still in an inhibited state, and therefore RTs will be prolonged.
The basic backward-inhibition effect was replicated across six experiments. In addition, Experiments la and lb showed that the effect is relatively unaffected by the time available for task-set preparation. The results of Experiment 2 suggested that backward inhibition could not be reduced to a variant of negative priming. According to the results of Experiment 3, one theoretically important boundary condition for the appearance of backward inhibition is that set shifts need to be top-down controlled. Thus, backward inhibition can be considered a component of executive control. In Experiment 4, we found that backward inhibition also occurs in a situation in which participants could expect both set repetitions and changes, and we explored the relevance of backward inhibition for a better understanding of why set-shifting seems to remain incomplete even after ample preparatory intervals (e.g., Rogers & Monsell, 1995) . At least in part, this so-called residual-shift-cost phenomenon may reflect difficulties with overcoming residual inhibition rather than problems with completely preparing a forthcoming task set per se. Finally, Experiment 5 extended the basic effect to a particularly critical situation, namely that of preplanned sequences of perceptual sets. Here, we found that backward inhibition was not bound to ad hoc, externally prompted shifts, but seemed to be at work also during execution of preplanned action.
Limitations and Open Issues
Although the present work demonstrates the basic backward inhibition phenomenon, it also leaves open a number of questions. Most notably, there are issues related to the generalizability of the current findings and possible alternafive explanations.
Generalizability. The task sets we used in the current experiments specified separate perceptual dimensions, each of which has been linked to particular neuroanatomical processing sites (e.g., Corbetta, Miezin, Dobmeyer, Shulman, & Petersen, 1991) . Thus, it is possible that the backward-inhibition phenomenon is constrained to endogenously controlled transitions between perceptual modules but does not occur when transitions between more arbitrary or more complex task sets are required. In yet unpublished work, we have taken a first step to examine this issue. For this purpose we modeled task sets after those used by Rogers and Monsell (1995) . In the first two tasks, which we took directly from them, participants had to alternate between a consonant-vowel judgment task and an odd-even numerical judgment task. We added a third task, in which symbols had to be categorized into those containing straight lines only (e.g., #, =) and those also containing curved lines (e.g., &, §). As in Experiments 1--4, task sets were cued randomly on a trial-by-trial basis. We found a very robust backwardinhibition effect, suggesting that our basic result can apply to more arbitrary (and complex) task sets than those used in the present experiments. Another limitation of the present results was already discussed in the context of Experiments la and lb, namely that the dependence of backward inhibition on temporal variation requires further examination. For example, we currently can say no more about the duration of residual backward inhibition than that it does not dissipate within the first 3 s after the set shift (at least in the case of intermediate same-set repetitions). Systematic examinations of residual backward inhibition across longer time intervals and longer runs of intermediate trials are necessary next steps.
Alternative explanations. Are there alternative interpretations of the backward-inhibition effect that do not rely on inhibitory processes? We believe that we have successfully dealt with one such alternative interpretation, the sequentialexpectancy account (Experiments la, lb, 4, and 5). However, there is a further, theoretically more interesting, alternative explanation of the backward-inhibition effect. It is based on the idea that task sets may contain not only instructed procedural knowledge that is relevant to all possible realizations of a particular task but also "episodic" components representing aspects that have been critical on recent realizations of a particular task set. For example, if in the present experiments the deviant for the task set "color" was at the upper-right comer within a particular trial, this information may be "attached" to that set. If the same task set becomes relevant again this episodic aspect may be automatically retrieved (e.g., Logan, 1988) so that the deviant would be expected again in the upper-right comer. In the case of a match this could lead to an RT benefit; a mismatch, however, could lead to an RT cost. If the cost associated with a mismatch effect is larger than the benefit associated with a match, or if there is a higher probability of encountering a mismatch than a match, then the net effect may look like inhibition. Note that the general flavor of this "set-specific repetition priming" explanation has strong similarities to the "episodic retrieval" account of the negative priming effect proposed by Neill and colleagues (e.g., Neill, 1997; Neill, Valdes, Terry, & Gorfein, 1992 ; but see Kane, May, Hasher, & Rahal, 1997) .
Fortunately, the backward-inhibition account and the "set-specific repetition priming" account make different predictions regarding the effect of the similarity between successive realizations of the same task set. On the basis of the set-specific repetition priming account, high similarity should produce positive repetition effects, and low similarity should produce negative repetition effects. In contrast, the (pure) inhibition account would predict that repetition effects are negative irrespective of similarity.
In the present experiments, there were two parameters we considered most critical for capturing the similarity between successive implementations of the same task: lag-2 repetitions versus nonrepetitions of the critical deviant's location (and, thus, also of the response) and lag-2 value repetitions (in case of lag-2 dimension repetitions). As shown in Table  1 , the value-repetition effect went numerically in the direction of more backward inhibition in the case of feature repetitions in five out of the six experiments. This is the opposite of what one would expect on the basis of the set-specific priming account. However, in Table 2 , there was a hint toward smaller lag-2 dimension inhibition effects in the case of lag-2 response repetitions than when there was no lag-2 response repetition. Thus, we actually may have captured a small set-specific response-priming effect. If found reliable in further experimentation such a finding would be interesting in itself because it may point to the functional role of task sets in acquiring specific action schemas. More important, here, is the fact that there was never a reversal of backward inhibition in lag-2 response repetitions. This suggests that if it exists, set-specific repetition priming "sits on top" of backward inhibition but cannot account for it. 6
We have also started to conduct even more stringent tests of the backward-inhibition account with simplified stimulus material allowing high frequencies of identical lag-2 stimulus replications. We have found that backward inhibition was of the same size regardless of whether stimulusresponse constellations were different or in all aspects identical across lag-2 repetitions (Mayr & Keele, 1998) . Thus, we have gained confidence that the basic effect reported in the present article actually does reflect an inhibitory process targeted at the to-be-abandoned task set rather than the cost side of set-specific repetition priming.
Relationship to Other Inhibitory Phenomena
There are a number of other inhibitory phenomena that are currently discussed in the literature. Thus, it is necessary to ask whether backward inhibition actually constitutes a novel phenomenon or whether it simply is a new variant of an already-known phenomenon.
Inhibition of prepotent responses. An important inhibitory process often discussed in the context of executive control and prefrontal cortical functions is the inhibition of 6 An additional consideration may be that set-specific episodic traces could integrate the two aspects so that a benefit occurs only for same-response and same-value constellations across successive applications of the same task set, whereas costs would arise in all other cases. Thus, the critical question here is whether there is a significant interaction between the lag-2 value repetition contrast and the lag-2 response repetition contrast. In five of the six experiments the critical interaction term was far from significant, and in Experiment 2, where it was significant, F(1, 18) = 11.3, MSE = 1,230.1,p < .01, the pattern of effects was opposite of what one would expect on the basis of an episodic priming account based on "integrated" traces. Backward inhibition scores for lag-2 value nonrepetitions and lag-2 value repetitions were 57 ms and 54 ms for lag-2 nonrepetitions of responses, but 17 ms and 68 ms for lag-2 repetitions of responses. Given that this effect was not replicated in any of the other experiments, we currently have no other explanation for it other than chance variation. prepotent or habitual responses (e.g., Diamond, 1988) . This type of inhibition is intricately linked to the existence of a task set specifying what ought to be done instead of the dominant action tendency. In fact, distinguishing both theoretically and empirically between representational and inhibitory functions has proven a difficult issue (e.g., Diamond, 1988; Goldman-Rakic, 1987; West, 1996) . The backward-inhibition process postulated in this article can be distinguished, however, at least conceptually, from inhibition targeted at a prepotent response. Backward inhibition is supposed to subserve resolving competition between abstract task sets instead of suppressing simple action codes given an existing task set. The question is whether this conceptual distinction can be linked to a distinction in terms of neurocognitive systems. There actually has been some suggestion that patients with orbital frontal lesions do not exhibit problems with prepotent responses but with release from proactive interference (Shimamura, Janowsky, & Squire, 1991; Stuss, 1991; see also Fuster, 1989) . Such findings led West (1996) to argue that this "is exactly the pattern of results that could be expected if the inhibitory role of the orbital prefrontal cortex is to suppress information no longer relevant to task performance and not the suppression or control of prepotent response tendencies" (p. 281). Future examinations using the current paradigm as an indicator of inhibition during task-set disengagement may prove useful in providing more direct tests of the suggested neurocognitire dissociation between inhibitory functions.
Negative priming and inhibition of return. In the empirical part, specifically in Experiment 2, we have already dealt with another, prominent inhibitory phenomenon, namely negative priming. To restate the critical findings: First, negative priming directed at distractor locations did not interact with backward inhibition. Second, we obtained no negative priming on the level of perceptual dimension (i.e., the level of the backward-inhibition effect). From the negative-priming perspective this is a novel result. However, it is compatible with models of attentional selection suggesting within-module, but not between-module, lateral inhibition (e.g., Phaf, v. d. Heijden, & Hudson, 1990) . Third, when the distractor of the intermediate trial was associated with the lag-2/lag-0 dimension, backward inhibition increased. This latter result is fully consistent with the idea that backward inhibition becomes more important the more external context supports perseveratory tendencies. Taken together, the empirical evidence from Experiment 2 clearly suggests that traditional negative priming does not occur on the level on which backward inhibition occurs, that is, the level of abstract task sets.
One could argue that there actually was little reason to expect a relationship between negative priming and backward inhibition, given that the first is typically linked to current-selection problems, whereas the second is supposed to aid sequential selection. However, Houghton and Tipper (1994) recently proposed a detailed connectionist model that promises a unified account of concurrent selection and sequential selection processes. Specifically, they showed that the same inhibitory process that could produce negative priming in concurrent selection situations may also be responsible for "inhibition of return," that is, a slower "response" to a location from which exogenously cued attention had to be disengaged in the immediate past (e.g., Posner & Cohen, 1984) . It thus may be tempting to interpret inhibition of return as a prototypical example of backward inhibition in the context of sequential control. As Houghton and Tipper (1994) argued, shifting away from a selected location produces inhibition of that location in order to "prevent interference with subsequent processing" (p. 106). At the same time, it needs to be acknowledged that inhibition of return seems to be primarily associated with control of spatial attention and eye movements (but see Fuentes, Vivas, & Humphreys, 1999) and with the idea that it occurs only when attention is cued exogenously. In contrast, backward inhibition occurs on the level of abstract task sets and seems to require intentional control (i.e., Experiment 3). Thus, the degree to which inhibition of return can function as a model case for sequential inhibition in general is currently unclear.
Retrieval-associated inhibition. Aside from inhibitory processes proposed in the attention literature, a second, broad class of inhibitory processes has been proposed in the memory literature. There, inhibition has been invoked in the context of concurrent selection from competing items in memory (e.g., M. C. Anderson, Bjork, & Bjork, 1994; B[iumi, 1997) . More related to the current issues, it has also been argued that retrieval of goal-adequate information from semantic or episodic memory may be aided by inhibition of results from earlier retrieval attempts in order to avoid perseveration. For example, in a series of arithmetic fact retrieval problems, participants tend to produce with belowchance probability errors that were correct on previous trials ("negative error priming"; e.g., Arbuthnott, 1996) . In accord with the backward-inhibition notion, negative-error priming has been suggested to reflect inhibition of a retrieved answer in order to prevent inappropriate perseveration of that answer. A similar process has been recently suggested in the context of semantic category production tasks by Rosen and Engle (1997) and has also been linked to working memory capacity by these authors. It is very likely that retrieval of an upcoming task set from memory also plays a major role in task-switching situations (e.g., Mayr & Kliegl, in press; Rubinstein, Meyer, & Evans, in press ). Thus, it is possible that backward inhibition is identical to the above-mentioned retrieval-based phenomena. However, one of our results is incompatible with this idea. If residual backward inhibition would only affect retrieval of a task set per se, the effect should disappear once retrieval has succeeded. Thus, backward inhibition should be eliminated or reduced if sufficient time for retrieval of the upcoming task is provided. However, we found no decrease of backward inhibition for preparatory intervals of up to 900 ms, an amount of time that is known to allow efficient task-set retrieval (Mayr & Kliegl, in press; Rogers & Monsell, 1995) .
To conclude, there seems to be no simple way of subsuming the various inhibitory processes under the umbrella of a unitary inhibitory function. At the same time, interesting suggestions for future work can be derived from the above discussion. In particular, the existence of explicit computational models for attentional selection processes (e.g., Houghton & Tipper, 1994) may be a promising starting point for attempts to specify the neurocognitive implementation of inhibition on the level of higher-level constraints on action. Also, the role of memory retrieval needs to be further examined. Our results seem to rule out the simple possibility that the retrieval of the next task set itself is impaired due to backward inhibition. However, this does not deny the possibility of a tight linkage between retrieval and backward inhibition. In particular, the need to retrieve an upcoming task set may be one important triggering condition for suppression of the still active, but no longer relevant, task set.
Locus and Focus of Inhibitory Control
In the context of research on attention it has proven useful to distinguish between systems that control attentional selection and processing sites that are the target of attentional modulation (Posner & Petersen, 1990) . Similarly, we can ask at what level of the cognitive system control over backward inhibition occurs and what kind of representations are affected. Some speculations concerning these two critical issues can be derived on the basis of the present findings.
Control of backward inhibition.
In terms of the level of control, there are two main theoretical alternatives. First, backward inhibition may directly reflect high-level control. A theoretical example for such a system is the supervisory attentional system (SAS) in the Norman and Shallice model (1986) , which is supposed to step in in cases of voluntary action or to implement conflict resolution in response to impasses at lower levels by modulating activation of action schemas by selectively adding activation and inhibition. We believe there are some pieces of evidence within our data that raise difficulties for the view that backward inhibition can be attributed to an SAS-like system. First, backward inhibition occurred even when participants had plenty of time to prepare for the next task set. One could expect that an SAS-like system would be able to compensate reduced activation of a task set after it had been inhibited through the selective addition of activation. Instead, backward inhibition does something to the affected task set that cannot be eliminated easily even when it is known to the participant that this task set will become relevant. Second, backward inhibition occurred even when participants knew that the inhibited set would become relevant again in the immediate future (Experiment 5). The fact that a set is inhibited even though it will be needed again soon suggests that backward inhibition is unconditionally associated with local triggering conditions rather than determined by SAS-like, high-level control (for a related finding, see Arbuthnott, 1996) .
What could such local triggering conditions for backward inhibition be? Two subsidiary possibilities are offered here by the relevant literature. First, the backward-inhibition effect may be caused through self-inhibition of a task set following above-threshold activation or the endpoint of processing within a task set (e.g., MacKay, 1987) . In other words, backward inhibition may be not so much tied to the process of shifting per se but simply to "being done." Second, backward inhibition may be an indirect effect of activating the next relevant task set. Specifically, lateral inhibition could lead to suppression of task sets in competition with the to-be-established task set. Given that the last relevant task set would usually be the closest competitor in a task-switching situation, it would also receive the most inhibition so that a backward-inhibition effect may be the consequence. Such a scenario is, in principle, compatible with the contention-scheduling process in the Norman and Shallice model (1986) , where conflict between action schemas is resolved via lateral inhibition.
There is one piece of evidence from Experiment 2 that we believe is more consistent with the lateral inhibition model than with the self-inhibition model. Specifically, backward inhibition seemed more pronounced when the stimulus display on the lag-1 trial contained a distractor deviant associated with the to-be-abandoned task set (i.e., the lag-2 and lag-0 task set). On the basis of a self-inhibition account there would be no reason to expect that experimental manipulations occurring some time after finishing a task set (i.e., during the lag-1 trial) should affect the magnitude of the inhibitory effect. In contrast, the lateral inhibition account would predict that a to-be-abandoned task set that receives additional activation through associated environmental stimuli (i.e., the distractor) provokes more inhibition than a task set for which this is not the case.
As a working hypothesis for future research we thus suggest that backward inhibition is controlled by processes that are relatively impenetrable through higher-level control (e.g., an SAS-like system). Of the two theoretical altemafives regarding local control of backward inhibition, we favor the lateral-inhibition account over variants of the self-inhibition model. Thus, we believe that backward inhibition is tied to the switch process itself and triggered both by activation of the next task set and competing activation through the preceding task set. Inhibition may begin once the next relevant task set is known. However, at the same time it seems to extend into the analysis of the next stimulus where it is influenced by aspects such as the presence of distractors (see also Footnote 2).
What is inhibited?
What are likely target representations of the backward-inhibition process? A plausible possibility is that what is inhibited is a high-level representation of the present task set in working memory. This, for example, could be the verbal representation of a certain dimension (e.g., the concept "color"). However, our results seem incompatible with this possibility. In particular the fact that the inhibitory effect was observed even with long cue-stimulus intervals seems inconsistent with this idea. It is reasonable to expect that given sufficient preparation time, inhibition at such a high level should be overturned by the effect of a valid task cue. Thus, although the insensitivity of backward inhibition to set preparation was useful as evidence against the sequential expectancy explanation, it is also puzzling from an executive control perspective. After all, the central claim in this article is that inhibition affects task sets, and the whole idea about task sets is that they can be flexibly adjusted according to internal or external de-mands. The fact that inhibition survives long preparatory intervals seems incompatible with the hypothesis of backward inhibition as an executive control process supporting flexible selection of task sets.
In this context, it is interesting to note that both in frontal lobe patients (e.g., Luria, 1966) and in normal participants the level of verbalizable knowledge about what is to be done and the actual behavior is sometimes dissociated. For example, Milner (1963) reported that frontal-lobe patients can be observed to perseverate incorrect sorting strategies in the Wisconsin-Card-Sorting Test even though they were able to state that they are no longer relevant. In the normal range, Duncan, Emslie, Williams, Johnson, and Freer (1996) were able to produce a similar phenomenon, which these authors labeled as "goal neglect": In particular, low-intelligence participants often failed to follow an instruction even though they knew what the instruction was. In other words, there seems to be a functional dissociation between the level of a verbalizable representation of what ought to be done and the level of an "effective" task set. Likely, backward inhibition only modulates representations on this latter level.
What exactly is implied with this level of representation? One way to think about this is in terms of selection of task-set codes being jointly determined by distinct excitatory and inhibitory sources, each of which obey different processing characteristics. Activation of a task set is likely to be flexibly modulated by internal or external context. In contrast, inhibition may be contributed by a process that is insensitive to the current context, but instead, once triggered, obeys its own temporal dynamics. To be more specific, disengagement from a task set (e.g., competition between the preceding and the to-be-established task set or, less likely, an "end" signal) may turn on an inhibitory node associated with the task-set representation (Houghton & Tipper, 1994) . Once initiated, inhibition is fed into the task-set node until activity of the inhibitory node has waned according to its inherent decay function. As long as the inhibitory node is active, selection of the associated task-set node will be impaired. Such a mechanism would clearly fulfill the purpose of preventing accidental reactivation of an abandoned task set. With the additional assumption that decay of a once-initiated inhibitory source is relatively slow (e.g., a matter of several seconds), this mechanism could also account for our finding that reactivation of a task set is impaired even when participants have ample time to prepare (e.g., Experiments la, lb, and 4). After all, implementation of an effective task set triggered through the visual task cue would have to compete for a certain amount of time against an only slowly diminishing, inhibitory input.
At this point, this is a speculative scenario. However, we believe there is plausibility to such a "dumb" inhibitory mechanism, that is, a mechanism that, once initiated, is not penetrable by other processes. Arguably, once high-level control settings are established they become associated with current internal and external context (for similar arguments, see Wegner & Schneider, 1989) . This context then tends to support their continuing activation. A short-term inhibitory pulse may simply not suffice to counteract the effect of the continuing contextual support. However, a more tonic inhibitory input may provide the necessary time to allow for establishing a new control setting (e.g., retrieving a new task set from memory). Moreover, a sophisticated monitoring process would be required to verify whether attempts to reestablish a just-inhibited task set are appropriate (e.g., triggered by a task cue) or whether they arise "accidentally" (e.g., due to bottom-up stimulus-based activation). A less computationally expensive solution would be to simply keep activation of an abandoned task set unconditionally suppressed for a certain duration. After all, situations with rapid back-and-forth switching between two task sets are only very rare in natural situations. Thus, outside of taskswitching experiments, the costs of such a "dumb" inhibitory process are very likely outweighed by its benefits.
To summarize, even though backward inhibition subserves selection of high-level control settings, we suggest that both the way it is controlled and the way it exerts control is characteristic of a low-level process (for similar conclusions, see Arbuthnott, 1996) . Specifically, our data are compatible with the notion (a) that backward inhibition is automatically triggered by competition between task sets during task-set disengagement and (b) that it suppresses to-be-abandoned task sets unconditionally for a certain period of time.
Inhibition and Residual Shift Costs
An important aspect of the present results is the possible implication for the literature on set shifting. One recent, important finding discussed in this literature are the residual shift costs that are obtained for long intervals between tasks (Allport et al., 1994; Meiran, 1996; Rogers & Monsell, 1995) . Such costs are manifest by incomplete preparation for a new set prior to the actual occurrence of a stimulus that conforms to the set. It is as though the prior set retains partial hold. These residual costs seem to run against the intuitively plausible idea that, given enough time, advanced configuration processes should allow complete adaptation to a known, upcoming task demand. Processes like proactive interference (Allport et al., 1994) or retroactive adjustment (Meiran, 1996) have been invoked as explanations for residual costs.
The message of the present work regarding residual shift costs is simple. Given that these costs have, so far, been obtained in situations with only two alternative task sets, every shift necessarily was a shift back to a recently inhibited task set. Thus, the residual shift cost probably contained an inhibitory component. Further, as the results of Experiment 4 demonstrated, this inhibitory component can be quite substantial. When controlling for it, the residual cost went down from 63 ms to 26 ms in that experiment. In other words, there are reasons to believe that the estimates of residual shift costs obtained from recent experiments in the literature are exaggerated. By way of caution, however, the present experiments differed in various ways from other set-shifting experiments in the literature. Thus, we currently cannot conclude that backward inhibition actually is the whole story behind residual shift costs. The full theoretical relevance of the preSent observations can be evaluated only after further examinations in which the backward-inhibition paradigm is applied to a wider range of set-shifting situations.
Developmental and Neuropsychological Considerations
Ultimately we want to know not only about the mechanisms behind inhibitory processes subserving executive control of action but also about their neuroanatomical implementation. The backward-inhibition effect may serve as a marker paradigm for assessing inhibition as well as inhibitory deficits in special populations selected for known problems with executive control in general and with setshifting in particular.
One interesting group in this context are old adults. Old adults exhibit problems with adequate coordination and control of a sequence of component processes (Mayr & Kliegl, 1993; Mayr, Kliegl, & Krampe, 1996) , they may have a general inhibitory deficit (e.g., Zacks & Hasher, 1994) , and neurobiological aging seems most pronounced in frontal cortical regions that are usually assumed to house executive functions (e.g., West, 1996) . Finally, there is evidence that old adults may have a fairly characteristic "set-shifting" deficit. Specifically, they do not seem to exhibit increased shift costs per se. Rather, the mere fact that more than one task set may occur within a block of trials leads to an overproportional increase of RTs even in no-shift trials (e.g., Kray & Lindenberger, in press ). This pattern may indicate that old adults have a particular problem with "shutting down" a temporarily irrelevant task set (e.g., Hasher et al., 1999) . The backward-inhibition paradigm should be a useful tool for direct tests of this hypothesis.
A further, natural application of the backward-inhibition paradigm is to neurological patient groups with deficits in set shifting. Perseveratory tendencies and increased shift costs have been found in patients with focal frontal-lobe lesions, in particular to the lateral prefrontal cortex (e.g., Rubinstein et al., 1994) . Also, patients with Parkinson's disease have been reported to exhibit a shifting deficit (e.g., Dowries et al., 1989; Hayes et al., 1998) . Owen et al. (1993) provided evidence for an interesting dissociation between Parkinson patients and frontal patients. Whereas Parkinson patients find it difficult to switch to a mental set that previously was irrelevant (i.e., learned irrelevance), frontal patients seem to show increased perseveration of the preceding set (see also Keele & Rafal, in press ). This result may suggest that inhibition of the no-longer relevant task set is insufficient in frontal patients. Examinations with the backward-inhibition paradigm should help to clarify this important point and may also readdress the issue of potential differences between frontal patients and Parkinson patients.
Conclusion
The central finding of this work is that participants are impaired when a recently abandoned task set needs to be reestablished. We attribute this lagged, negative repetitionpriming effect to a process that inhibits a to-be-abandoned task set during the shift to a new task set (i.e., backward inhibition). We submit that backward inhibition may be one important, presumably low-level, component of executive control over complex, sequential action.
