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INTRODUCTION
According to Thomas (2013) capital structure and its utilization is one of the most significant factors determining the growth and development of a business. The capital structure is defined as the ratio of long-term debt to equity, both of which are used by a business to pay for its assets (Swanson et al., 2003; Dao and Lai, 2018) .
However, the level of financial leverage varies across firms and periods of time due to differences in business culture, administration, industry, or business strategy. Modigliani and Miller (1958) concluded it was impossible to propose any fixed perfect proportion of financial leverage in capital structure for any type of business in any industry. They proposed a capital structure irrelevant theory, which is considered as the first fundamental theoretical framework for further capital structure research. More recently, Shyam-Sunder and Myers (1999) posited the "pecking order theory" and suggested that to prioritize effectively it was first necessary to use retained Asian Economic and Financial Review between capital structure, ownership structure and corporate governance of small and medium enterprises in Ghana. The results showed that both ownership structure and all corporate governance variables are positively correlated to financial leverage. In terms of factors affecting capital structure choice, Ganiyu et al. (2018) used a general method of moment (GMM) for a dynamic panel data set in Nigeria during the period 1998 to 2016 which revealed that profitability, firm risk, and dividend are positively correlated to financial leverage, while asset tangibility, growth opportunities, firm size and age have negative correlations. In the most recent paper on Vietnam, Vo (2017) also employed GMM estimator with a dataset of non-financial listed companies from 2006 to 2015 and concluded there is a difference in terms of capital structure determinants for the long-term and shot-term perspectives.
With these in mind, this study seeks to identify the impacts the level of capital structure has on the growth of Vietnamese listed firms, with recommendation for the formation of a firm's capital structure. It also contributes to the literature of empirical finance-related results on testing the capital structure theories, especially in the context of emerging markets with Vietnam as the case study.
RESEARCH METHODOLOGY

Data Specification
Data Collection
The study uses a panel data set collected from the HSX market with 85 listed firms between 2006 and 2017.
Firms listed after 2014 are excluded.
Stationarity Data Test
The panel data set is equivalent to around 1,000 individual observations. Time series data is also used.
According to Baltagi (2008) , a time series is stationary when the mean, variance, and covariance remain constant at any time within the period. A stationary time series tends to return to the mean values, and all variations around the mean will be the same. In other words, a non-stationary time series will have either a mean value or a variance value that changes over time.
There are variety of econometric tests for the stationarity of panel data including Levin et al. (2002) ; Harris and Tzavalis (1999) ; Im et al. (2003) ; Choi (2001, Fisher-type) and Hadri (2000, Lagrange multiplier (LM) ). Different econometric tests have different assumptions and hypotheses depending on the number of cross sections and time series of each panel data set. The Im-Pesaran-Shin and Fisher-type tests allow for unbalanced panels which are not suitable for this research which has a balanced data set. In terms of the consideration between Levin-Lin-Chu and Harris-Tzavalis, the former is recommended if the number of panels to time periods tend to zero asymptotically. In other words, it is not suitable for data that has several cross sections significantly larger than the number of time periods. Hence, this paper employs Harris-Tzavalis.
Variables Measurement
Financial Efficiency Measurement
Firm performance can be measured by various financial indicators such as returns on assets (ROA), returns on investment (ROI), returns on equity (ROE), earnings per share (GPS), or Tobin's q (Pratheepkanth, 2011; Soumadi and Hayajneh, 2012) . Because this paper focuses on capital structure, ROE is chosen as the dependent. In Onaolapo and Kajola (2010) and Krishnan and Moyer (1997) ROE shows the capability of a company to generate profit based on the capital invested by shareholders.
Capital Structure Measurement
This paper identifies independent variables such as the market debt ratio as measured by interest-bearing borrowings over the sum of interest-bearing debts, and the market value of outstanding common shares, in which short-term and long-term market debt will be used to better characterize the role of each type of debt. The variables are illustrated in the equation below:
The concept of market debt ratio (MDR) is proposed by Flannery and Rangan (2006) to measure the business capacity to acquire market capital. In detail, SMDRi,t represents the short term interest-bearing debt of company i at time t, and LMDRi,t represents the long term interest-bearing debt of company i at time t.
Control Variables
This research includes several control variables to take into consideration the industry-related and firm-related factors in research model. In detail, the determinants of capital structure will perform as control variables in order to explain more of the variance in performance indicators. These are firm size, sales growth, and liquidity, in which, sales growth (SG) measures the changes between business revenue of firm i at time t and that of firm i at time t+1. Zeitun and Tian (2007) found that a firm's sales is the first important condition in order to generate profit and increase financial efficiency. This variable has also been used in testing the effect of capital structure on financial efficiency by Margaritis and Psillaki (2010) .
Firm size is also suggested in the literature of finance research (Ramaswamy, 2001; Frank and Goyal, 2003; Jermias, 2008; Ebaid, 2009; Nguyen et al., 2018) to be an independent variable that impacts on financial efficiency. Thus, this paper will take into account the differences in terms of firm capacity and capabilities by including size measurement in the model. The variable is measured by the log of a company's total assets (TA), as illustrated in the equation below.
This study further includes liquidity (LQ), measured in terms of current assets ratio as another control variable to take industry-related and firm-specific aspects into consideration.
Empirical Research Model
Panel Regression Approach versus Fama-MacBeth approach
In the field of finance research, the panel regression approach has drawn the attention of several econometricians (Dielman, 1989; Raj and Baltagi, 1992; Matyas and Sevestre, 1996; Arellano, 2003; Hsiao, 2003; Baltagi, 2008) . It is commonly suggested that panel data sets tend to give a diversified research environment in which to develop estimation techniques and interpret empirical results. Combing both cross section and time series observational perspectives, panel data provide a better, more precise impact measurement that cannot be done with cross-sectional or time series data on their own (Baltagi, 2008) .
On the other hand, Fama and MacBeth (1973) issued another original method of estimation for asset pricing with the assumption of normal distribution and risk-averse investment. This is also regarded as an alternative estimation for analyzing cross section regression. In terms of Fama-MacBeth procedure with panel data that has i cross-sectional observation and t periods, for each time period t, run a cross-sectional regression:
From this, we can obtain a time-series of estimate ̂ . Under the assumption that error terms are uncorrelated over time, we can then compute the overall estimate and standard errors using the most basic Stats 1 method. For any component of the vector one would compute the estimate and standard error as:
Regarding the issues of estimating standard errors in finance panel data sets, Petersen (2009) indicated that the Fama-MacBeth standard errors are quite close to the standard errors generated by other methods (clustered by
year, White). However, Petersen (2009) strongly concluded that with the existence of time effect, the Fama-MacBeth approach is able to provide unbiased standard errors and correctly form the confidence intervals, while with the existence of the firm effect, Fama-MacBeth will produce biased standard errors.
Given the characteristics of the project with the panel data of 85 cross-sectional firms and time series of 12 years, time and firm effect is indispensable. Thus, the panel regression approach is better suited to this project.
Criticism on Pooled OLS
When dealing with panel data, Greene (2010) proposed three econometric methods of analysis including Pooled Ordinary least square (Pooled OLS), Fixed effects, and Random effects. However, based on the research of Stimson (1985) ; Hicks (1994) and Beck and Katz (1995) pooled OLS for time series and cross-section is strongly criticized as it may violate the common OLS assumptions on error term process. Firstly, homoscedasticity is an essential requirement for all the errors to have an optimal OLS estimation, which means they are all independent of each other. Nevertheless Hicks (1994) concluded that in time series OLS, error terms have the tendency to be dependent on each other between a period and its next one. This means that error terms of company i at time t may correlate with error terms of company i at time t+1. Secondly, not only from a time series but also a cross section perspective, Hicks (1994) reported a contemporaneous correlation between different sections in a panel data set. For instance, error terms of firm i at time t can be correlated with error terms of firm j at time t. Thirdly, Beck and Katz (1995) also stated that if all observations are gathered into a panel data set, the OLS model will ignore the uniqueness of each firm, and even if the researcher tries to include the individual characteristics of the firms by using random error, this still results in an issue of correlation between random error and independent variables. In other words, this also infringes upon OLS assumptions.
Despite this, the Breusch and Pagan Lagrangian multiplier will be applied in order to test the relative appropriateness of the Random-effect model and Pooled OLS model.
Empirical Regression Equation
The regression analysis focuses on the coefficient for short-term and long-term debt ratio, ( and ). The control variables for profitability are motivated by prior literature, including the firm age, liquidity, and firm size © 2019 AESS Publications. All Rights Reserved.
(e.g., (Frank and Goyal, 2003; Jermias, 2008; Ebaid, 2009; Coad et al., 2016) ). Therefore, based on the relevance and reliability of such theories and approaches, the empirical model for this research will be developed and tested through panel regression model. The research's empirical model is illustrated below:
The research will attempt to test the hypotheses below:
H0: Financial leverage has no impact on firm financial efficiency. H1: Financial leverage has positive impact on firm financial efficiency.
In order to confirm the reliability of the quantitative model above, several econometric tests are carried out in the next part. Firstly, even though the pooled ordinary least square (Pooled OLS) model has been criticized in this study, the authors still use Breusch and Pagan Lagrangian multiplier test to make sure that the Pooled OLS is not appropriate for this research. Secondly, the Hausman test will also be used to figure out the appropriateness between fixed-effects and random-effects model. Finally, the autocorrelation and heteroskedasticity will be tested.
Details are given below. Breusch and Pagan (1980) Lagrange multiplier is to test whether the variance of the unobserved individual effects is zero. For unbalanced panels, the modified Breusch-Pagan LM test for random effects (Baltagi and Li, 1990 ) is:
Method of Testing and Analysis
Breusch and Pagan Lagrangian Multiplier
The null hypothesis in the LM test is that variances across entities is zero, that is, no significant difference across units (i.e. no panel effect). In this case, rejection of the null, random-effects model is believed to be appropriate. The LM test helps to decide between a random effects regression and a simple OLS regression.
Rejecting the hypothesis means that pooled OLS might not be the appropriate model. Although the Pooled OLS was criticized earlier, the Lagrange multiplier will still be applied to test whether the Pooled OLS or Random Effect model is appropriate to this research.
Hausman Test
The Hausman test will be used to select the appropriate estimation method between two fixed and random effects estimation methods (Baltagi, 2008) .
The general form of Hausman test statistic is:
It is 2 ( ) distributed where k represents the number of parameters. As mentioned above, the null hypothesis indicates that there is no correlation between error term and the explanatory variables. This means that random effects estimation will be appropriate in cases of failing to reject the null hypothesis. On the other hand, the fixed effects model is suitable whether accepting or rejecting the null hypothesis. However, in terms of rejecting the null hypothesis, the fixed effects model is more appropriate than the random effects one. On the contrary, if the null hypothesis is not rejected, the fixed effects model is no longer consistent, and the random effects model is more appropriate.
RESEARCH MODEL ANALYSIS
Unit Root Test (Harris-Tzavalis test)
The Harris-Tzavalis approach for the unit root test has been applied across all variables to ensure the stationarity of the panel data. The result is shown in Table 1 : After testing the unit root with Harris-Tzavalis approach, all the null hypotheses are rejected at the 5% significance level. Therefore, it is evident that the panel data contains no unit root and stationarity.
Breusch and Pagan Lagrangian Multiplier
The Breusch and Pagan Lagrangian multiplier (Breusch and Pagan 1980 ) is a typical test to determine between traditional pooled OLS and random-effect approach. The result at Table 2 . Var(u) = 0 Chibar2(01) = 65.10 Prob > chibar2 = 0.0000
Since the result of Table 2 shows the significance level as lower than 5%, it is correct to reject the null hypothesis. In other words, Pooled OLS is indicated to be inappropriate as it ignores the difference between units and the time effect. Thus, using this method can lead to bias in the estimation of model results. Based on this result, random effects estimation is recommended to be applied. In the next part, the Hausman test will be emplyed to determine the appropriateness between random-effect and fixed-effect models.
Hausman Test
In order to decide whether fixed effects or random effects are appropriate for the study, the Hausman test is applied to investigate the correlation between error term and the explanatory variables. In detail, Hausman's null hypothesis states there is no correlation between error term and the explanatory variables. Thus, in case of failure to reject the null hypothesis, random effects estimation is chosen and vice versa.
The result of the Hausman test presented below shows the significance level of 17.8% which means that the null hypothesis H0 cannot be rejected. Therefore, the random-effect model is used. V_b-V_B) 
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Random Effect Model Estimation
The result of random-effects regression model is illustrated in Table 4 . In Table 4 , the model is significant with the p-value less than 5%. With the R-square of 32.46%, it can be concluded that a 32.46% variation of the dependent variable (ROE) is generated by the explanatory variables. The coefficient summary shows that STD, SZ, and SG have correlation with ROE at a statistical significance level of 5%.
Meanwhile, there is no statistical evidence for the relationship between ROE and LTD and LQ (with p-value of 52.3% and 56%, respectively).
In order to ensure the empirical model is valid and reliable, cross sectional dependence and autocorrelation issues are tested below. Table 6 shows the Wald test statistic is significant with the p-value of 0.0000, which means the null hypothesis Ho will be rejected. Thus, the empirical model encounters an issue of autocorrelation. This problem can be solved by applying FGLS regression in Table 7 : Table 7 reveals that the data is homoscedastic and there is no autocorrelation. The model is also significant with the p-value of 0.0000. There are minor changes in the coefficient summary part, in which the SZ variable no longer has a significant correlation with ROE, meanwhile, LQ shows a significant relationship with p-value of 1.8%.
FGLS regression in
DISCUSSION AND CONCLUSION
As the result of the FGLS regression, it can be concluded a significant positive correlation between short term debt and financial efficiency of 85 listed firms in Vietnam with the coefficient of 0.4, which means if the short-term debt increases by 1%, ROE will increase accordingly by 0.4%. The results of this model show that the short-term financial leverage has a positive effect on financial efficiency. According to the capital structure theory, the debt ratio increases the profit of the enterprise by benefiting from the tax shield, and debt is the leverage for firms to increase revenue, thereby increasing profits. The results show that Vietnamese listed firms made efficient use of short-term debt and the benefits from debt financing can offset the costs incurred from being in debt.
The more firms increase the use of short-term debt, the higher the financial efficiency. This indicates that Vietnamese listed companies can actually take advantage of financial. This is consistent with the results of Muhammad et al. (2013) ; Dessí and Robertson (2003) ; McConnell and Servaes (1995) and Myers (1977) .
Nevertheless, this paper is still unable to conclude the same positive impact for long-term debt.
In terms of capital structure and financial efficiency, there are certain issues that have been resolved during the data collection process. Specifically, little importance is attached to retained earnings. In fact, State-owned enterprises are funded by Government which makes them free from pressure regarding capital raising and re-
