Introduction
Lei α ΐ9 α 2 , . . ., a k be relatively prime positive integers, all > 1. We shall say that the natural number N has a representation by a i9 a 2 , . . ., a k if there exist non-negative integers x^ , x 2 , . . . , x k such that
N=a 1 x l
The problem of Frobenius consists in determining the largest integer g(a 1 ,a 2 
,...,a k )
with no such representation.
To the author, a particularly nice aspect of this problem is the ease with which it can be explained to a non-mathematician : Given coins (in sufficient supply) of denominations a i9 a 2 , . . ., a k . Determine the largest amount which cannot be formed by means of these coins.
It is well known that (1. 1) g(a i ,a 2 ) = a l a 2 -a l -a 2 .
For k > 2, formulas for g have been proved only in special cases. More or less accurate bounds for g have also been given. One of these bounds, due to Erd s and Graham, is improved below.
In later years, some authqrs have also examined the number of positive integers with no representation by a l9 a 2 , . . ., a k . We give a new formula for this number, and outline a method to determine g and n by a certain diagram of residues modulo # ! . The method is applied to several examples, leading to new results and also to new and simple proofs of known formulas.
We conclude with some observations regarding the effect on g of extending the basis a v , a 2 , . . . , a k with one or more new elements.
The literature on the problem of Frobenius is not extensive. In fact, our references contain what we believe is a complete list of relevant papers. Of these, only a few are not directly referred to below.
General results
If one of the basis elements, say a k , has a representation by a i9 a 2 , . . ., *-i, then clearly a k can be removed from the basis without altering the value of g. If none of the basis elements has a representation by the other ones, we shall call a i9 a 2 , . . ., a k independent. In this case, we must have (2.1) fcgmin i.
The verification is immediate: Assume mina l = a 1 and fc^ j + 1, so the number of elements α 2 , # 3 , . . . , a k is at least a v . Then there is either an z ^ 2 such that a t = 0 (modu^), or 1,7^2 with α { = α,· (mod^), leading in both cases to a dependence between basis elements.
The use of congruence considerations modulo a± is fundamental when treating the problem of Frobenius. A very useful result in this direction is the following lemma by Brauer and Shockley [4] :
Lemma. Lei L be a complete System of residues /φΟ (modu^). For each /e L, there is a smallest positive integer t { = l (moda^) with a representation by a 2 , a 3 , . . . , a k . Then (2. 2) g(<*i,<*2> · -·, fl») = maxi|-fl 1 .
/eL
We have preferred the formulation used by Hofmeister [11] . Note that a± is an arbitrary basis element, not necessarily the smallest one.
The proof of the Lemma is almost trivial: Let Nbe a positive integer. If N=0 (modu^), then 7V has a representation by a± alone. If ΛΓ= /φ 0 (mod ^), then N has a representation bya l9 a 2 , . . ., a fc if and Let a representation for t l be It was shown by Erd s and Graham [7] that we can always make provided that a^k. This is no restriction if the basis elements are independent, cf. (2. 1). We may assume that k S a± < a 2 < * · By the Lemma, we then get
This bound is usually smaller than the one given by Erd s and Graham :
They operated modulo a k , assuming that a k = maxa I . This assumption is unnecessarily strong, being used only to ensure that a k ^ k.
Extending the arguments that proved the Lemma, we can now establish the following Similar arguments were used by Lewin [16] , cf. his Theorem 6. 1. However, he does not have the formula (2. 3), and his minimal System {τ ν } (our {//}) is defined only implicitly, through a certain trapezoidal array of entries.
It was pointed out by Nijenhuis and Wilf [19] that (2. 4) n(a l9 a 29 ... 9 a^ -(g(a l , 0 2 , . . . , a k ) + 1 ) .
Their simple proof was based on the observation that if χ and y are positive integers with x-\-y = g y then at most one of χ and y can have a representation by α ΐ5 α 2 , . . ., a k .
It follows from (2. 4) that we always have ->--. We may similarly seek an upper g 2 bound for -. It is a priori only clear that -^1. In fact, this bound is attained in g g thecase(&> 1)
These numbers are independent (in maximal number, by (2. 1)), all numbers ^k have a representation by a l9 a 29 . . . 9 a k9 and no number <k has such a representation.
It is further easily seen that (2. 5) yields the only possibility (with independent basis elements) to have n =g. 
Examples
We shall illustrate our general results in some cases where explicit expressions for g(a { , a 2 , . . . , a k ) and n(a i , a 2 , . . . , a k ) are easily obtained. L For k = 2, the minimal System {t t } is clearly given by Here max ti = (a i~l )a 2 , yielding (l . 1). We find »(fli,ö 2 ) = y(öi-l)(ö2-l) = y(?(öi a result which dates back to Sylvester [23] .
II. For /c = 3, no general formula for g(a i ,a 2 ,a 3 ) is known. A common factor d=(a iy a 2 ) can be removed by the following formula of Johnson [12] :
We may therefore assume a i , a 2 and a 3 coprime inpairs (and of course independent). The inequalities s> l, f >0 and r>0 stem from the independence of the basis elements and the condition (a l , 3 ) = l .
The strengest result so far given for k = 3 was proved by Hofmeister [11] Hofmeister showed that all formulas for k = 3 prior to bis paper (1966) can be deduced from this result. We mention that the first theorem of Byrnes [5] is also an immediate consequence of (3. 4). His conditions are even too strong, since a 2 = l, a 3 =j (modi^) can be replaced by the weaker condition a 3 =ja 2 (mod^), where j = s in our notation.
Using (3. 2), the condition (3. 3) can be written s
Incidentally, we may always assume strict inequality, since equality in (3. 3) would imply t -\ (by (3. 2) and (# 2 , 0 3 ) = 1), hence a 2 = q+ l, a 3 = s~r. But g(q+\, s~r)<a { , so a { would have a representation by a 2 and a 3 .
Hofmeister got (3. 4) s a special case of a rather complicated general theorem. Using the Lemma, we shall give a direct and simple proof of (3. 4).
We Start by writing down the following diagram :
Since a 3 =sa 2 (moda^, it is clear that all residues φΟ (moda^ are represented once and once only. We want to determine the condition under which (3. 6) represents the minimal System {t t }.
From a 3 <sa 2 , we see that nothing is gained by extending the diagram to the right. If we fill in the final, incomplete line, we get s -r new entries whose residues (modaj) correspond to the beginning of the first line (including an initial zero). Since the lines increase monotonously to the right, the new entries are clearly larger than the corresponding ones of the first line.
If we augment the final, incomplete line by a 3 , we get a new line whose residues (moda^ correspond to the last r entries of the first line. The new entries should not be smaller than those of the first line, which is exactly expressed by the condition (3. 5). When this is satisfied, (3. 6) thus represents the minimal System {t t }. Since max// must be found at one of the two lower right corners, (3. 4) is an immediate consequence of (2. 2).
If we replace = of (3.4) by^, the resulting inequality is clearly valid for all a ii a 2> a 3-This is also a result of Hofmeister.
Seltner, On a problem of Frobenius
Summation over the diagram gives
which should be inserted in the formula (2. 3). Substituting for a 3 by (3. 2), we then get the simple formula n(a l9 a 29 a 3 
) = n(a i ,a 2 )--qt(a l -s + r) .
The Subtrahend shows the number of positive integers which get a representation when the basis a± , a 2 is extended with a 3 .
Lewin [16] introduced what he called "almost arithmetic sequences" a l9 a 2 , . . . , a k , that is, all but one of the basis elements form an ordinary arithmetic sequence. Under certain conditions, he gave formulas for g(a i9 a 2 , . . ., a k ) and n(a l9 a 2 , . . ., a k ) for such sequences.
When k = 3, the basis a i9 a 2 , a 3 is of course always an almost arithmetic sequence. A closer analysis of Lewin's conditions shows that for k = 3, bis formulas cover two types of cases: 1) After removing a common factor by (3. 1), we only get two independent basis elements; or 2) by a proper choice (often tricky) of a l9 a 2 and a 3 , Hofmeister's condition (3. 5) is satisfied. Lewin's results for k = 3 are therefore covered by the above theory.
III. Let the basis elements form an arithmetic sequence The two expressions can be combined into
This formula was first given by Roberts [20] . His proof was rather complicated. Alternative, simpler proofs have later been given by Bateman [1] and other authors.
Applying (2. 3) to the System (3. 8), a straightforward calculation gives (3. 10) /ι(έΐ, The same result was first obtained by Grant [8] . The case d= l had previously been treated by Nijenhuis and Wilf [19] . Later, Lewin [16] pointed out that for an arithmetic sequence of at most 8 terms, the result may be written in a more elegant form.
The formulas (3. 9) and (3. 10) become particularly simple if we choose the basis elements in maximal number k = a ly cf. (2. 1). Then For d= l , we get the ratio -= l of (2. 5). g IV. We have already mentioned the almost arithmetic sequences of Lewin [16] . Our Lemma and Theorem can be applied very simply to the following type of such sequences :
where d>0, h> l, (a, d) = \ and k^a. The diagram (3. 8) for the minimal System then remains unchanged. The same arguments s before now yield = iA -J^-These formulas correspond to Theorems 5. 2 and 6. 2 of Lewin. For the other types of sequences considered by him, the structure of the minimal System {/,} is much less obvious. We shall not go into this, but only mention two observations : 1) The Situation described in Lewin's Theorem 5. l is only a special case of his Theorem 5. The basis constitutes what Lewin [15] called a set of almost consecutive integer s. He gave an algorithm to determine g(a l ,a 2 ,...,a k ) in such cases. The algorithm applies both if the "extra" basis element lies below or lies above the set of consecutive integers. However, the latter case (that of Dulmage and Mendelsohn) does not seem to be covered by the explicit formulas later given by Lewin in [16] . We shall treat this case s an application of our Lemma and Theorem.
We consider the basis (k + 1 elements) where K> k. The k first elements are independent if a^ ^k; we put no restriction on a k+1 in this respect.
We construct the diagram for the minimal System {//} in the following way: Put
The first line of the diagram, representing the residues l, 2, ...,#-1 (modo), is then given by the complete System (3. 8), read off line by line. We note that the entries occur with increasing magnitude. We now have a diagram which contains all residues φ 0 (moda) once and once only. We want to determine the condition under which this diagram represents the minimal System {/,}, by an argument similar to that following (3. 6) :
If we augment the final, incomplete line (assuming >0) by a k+i , we get a new line whose residues (moda) correspond to the last β entries of i\\Q first line. None of the new entries should be smaller than the corresponding one of the first line. This is satisfied if and only if if ρί
A stronger but more convenient condition is given by κ 5Ξ l + a, or If /? = 0, or if >0 and (3. 14) is satisfied, it is now easily seen that the diagram really represents the minimal System {t t }. Since max// must be found at one of the two lower right corners of the diagram, (2. 2) now yields
Using the same principle s in (3. 9), we can write where we may further substitute α = -L /? = α --\K.
With k = 3, #= 4, the condition (3. 15) is satisfied, and we get g ( fl ,a+l, fl + 2,fl + 4) = ^ + tlŵ hich bears no striking resemblance with (3. 13). The agreement between the two formulas is most easily established by considering the cases β = 0, l, 2, 3 separately.
The formulas of Dulmage and Mendelsohn for ^=5 and K=6 can be similarly verified. Their formula for K=6 gives the incorrect value £ = 0 for 0=1, while we should formally have g= -l when the number l is contained among the basis elements. It is also easily seen that the condition (3. 14) is not satisfied for k = 3, T=6, a-1.
We shall then apply our Theorem to the above diagram. The summation is tedious but straightforward, and insertion in (2. 3) yields n(a,a + l, a + 2,. . ., a + k-l, a + K) (3. 16) The formula becomes particularly simple if K\a, since then β = Ο, γ = ~ l , and the last term vanishes.
If we apply (3. 16) -and some guesswork -to the basis of (3. 13), we find This is satisfied if ß = 0, hence y= -l, zl = 0. If ß>0, we note that ß<K=k+l. Two cases must be considered separately : 1) j8 = fc, hence y = l, 5 = 0, and J =---satisfies (3. 18).
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This quadratic polynomial has the maxima ( )=----, A(k-\} = ---, and
calculation shows that (3. 17) also holds if k = 2, hence = 2, = 0.
It was pointed out by Öyvind Beyer that the formula (3. 17) can be generalized to the case K >/:+!, if we put certain restrictions on ß. Using the same methods äs above, we may for instance show that : n = \ Theaddendtoafc+j is2(A^-k -1).
As already mentioned, Lewin [16] was able to give a particularly simple formula for n if the basis constitutes an ordinary arithmetic sequence of at most 8 terms. In fact, our proof of (3. 17) is rather similar to the corresponding proof by Lewin. We finally remark that our method applies with only minor modifications to the more general basis where K>k,d^\,(a,d)~\. We have chosen d= l to make the Illustration of our method äs simple äs possible. This more general basis was also treated by Siering [22] . His Satz 2. l gives (with a considerably longer proof) the same formula for g äs our method, but under slightly different conditions. If ß*zk, there are cases like g(15, 16, 17, 25) = 69 where (3. 14) holds while Siering's condition (2.2) is not satisfied. Iiß<k, there are cases like g(ll, 12,13,20)=41 where the roles are interchanged.
Siering also (Satz 3. l and 3. 2) gave further results -wkh very complicated proofs -in the case d= l, results which are not covered by our method. He also treated other forms of almost arithmetic sequences and similar bases.
V. The basis of (3. 13) has the property that the differences a i -a l , / = 2, 3, . . ., form a geometric sequence. This case was introduced by Hofmeister [11] , who showed that provided that d exceeds a certain (rather large) bound. The result bears a striking resemblance with the formula (3. 9) for an arithmetic sequence.
We shall see that our method applies also to this case, regardless of the magnitude of d. In accordance with our general desire to illustrate the method rather than to obtain complicated formulas, we shall only treat the simplest case rf=l, t = 2. In other words, we shall examine a generalization of (3. 13) to the basis (k + 2 elements) a i =a, a 2 = a+l, a 3 = a + 2, 0 4 = α -f 2 2 , . . ., a k + 2 = a + 2 k ; k^2.
As usual, we proceed to construct a diagram for the minimal System {t t }. The first line of the diagram, representing the residues l, 2, . . ., We now have a diagram which contains all residues φ 0 (mod a) once and once only, and must determine a condition under which this diagram represents the minimal System {fj. Since the lines do not increase monotonously, some more care than usual is now required.
If we fill in the final, incomplete line (assuming μ > 0), we get 2 k -μ entries whose residues (mod a) correspond to the beginning of the first line (including an initial zero). If we augment the final, incomplete line by a k+2 , we similarly get the μ last residues of the first line. In both cases, we must make sure that none of the new entries is smaller than the corresponding element of the first line.
We look for the "worst possible" case, where the new entry is s small s possible compared to the corresponding element of the first line. It is easily seen that this occurs for μ= l, when the single element λα {ί+2 °f the final line, augmented by a k+2 > is compared with the last element (3. 19) of the first line. The condition for {^} then falls if aa k+2 + a k+2 <ka + 2 k -1. With α = λ -2 k + l, this gives l^k-3. Our diagram therefore represents the minimal System {ij if
The condition for {t t } fails if a equals the above bound. Since this was based on the worst possible case, there may be several values of a below this bound, with μ Φ l, for which our diagram represents the minimal System {t t }.
For k = 2 (the case (3. 13)) and k = 3, (3. 21) gives a>0 and a> l, respectively. For fc^4, we must assume a^2 k , hence at least one complete line in the diagram for {t t }. When determining g and «, we shall first make the same assumption in general. Consider next the third quarter (2 k~2 elements) of the final line. Again, the two largest elements are the last ones:
Γμ + 2 λ~2 Ί This indicates that we should extend 
2), we get the desired generalization of (3. 13):
We shall then determine the function n by (2. 3), summing over the diagram for {fj. The λ complete lines (including a zero in the upper left corner) contain 2 Ιί λ entries, varying from 0 to M 0 . It is easily verified -and not surprising -that the sum over these lines is given by -· 2*λ -M 0 .
The sum of the final, incomplete line of μ entries contains two obvious components :
μ-λα^2 and 0+1+2+ ··· +μ-l =-μ(μ-1) .
In addition, we get the multiples of a necessary to build up the residues l , 2, . . . , μ -l (modo) in binary representation. It is clear that the sum of these multiples is given by Β(μ) · α, where B (μ) is the total number ofones in the binary representations of the numbers We must further define 5(0) = 0 .
It is possible, in more than one way, to give explicit expressions for Β(μ). However, the resulting formulas become so complicated that we refrain from this.
We are now ready for Substitution in (2. 3). A straightforward calculation yields
The above formulas for g and n are deduced under the condition (3. 21). As already mentioned, we have assumed a^2 k also for k = 2 and k = 3. A direct calculation shows that the formulas are still valid for a < 2 k in these cases.
VI. For A: = 4, no explicit formula for g(a l9 a 2 , a 3 , a 4 ) is known except in special cases like (almost) arithmetic sequences. As a final example, we shall see that our method works also in the general case with k = 4, although under rather restrictive conditions. We assume that the basis elements are independent, and that In analogy with Example II, we now put
We will further suppose that a>s, if necessary by interchanging « 3 and a 4 . Note that σ = s implies dependence in the basis.
We then treat a i , a 2 and a 3 s in Example II, assuming in particular that Hofmeister's condition (3. 5) is satisfied. This means that every entry of the diagram (3. 6) is the smallest non-negative linear combination of a 2 and a 3 representing the corresponding residue In analogy with Example IV, we shall use the complete diagram of a previous example s the first line of a new diagram for the minimal System {/,}. To this end, we put and denote by (3. 6') the diagram corresponding to (3. 6), with q and r replaced by Q and R, and with the last, incomplete line deleted if R -0. The largest element of (3. 6') is then given by also if R = 0 (follows from <2 3 < sa 2 ).
The first line of our new diagram for {/,} is the complete diagram (3. 6'), read offline by line. This first line then represents the residues a 2 , 2# 2 , . . . , (σ -1)0 2 (mod a^. We note that the immediate successor provided that our diagram really represents the minimal System {t t }. We shall now find a condition for this.
Since the lines of the diagram are not monotonously increasing, we must apply the principles of Example V. Again, it is easily seen that the "worst possible" case is represented by β = l , when the single element a# 4 of the final line, augmented by a 4 , must not be smaller than the last element of the first line. We avoid some troublesome distinction between cases if we make this inequality slightly stronger than necessary : (3.24) (α +1)α 4 ^(s-l)0 2 + 0tf3.
However, we must now also make another comparison, involving the elements resulting from filling in the last, incomplete line. Among these elements, it suffices to consider for instance aa 4 + a 3 = (5~l)a 2 (mod j) (we still assume j8=l), leading to the condition a« 4 Combining this with (3. 23) and (3. 5), we get a set of conditions sufficient (but not always necessary) for our diagram to represent the minimal System {/,}.
When these conditions are satisfied, we can also apply our Theorem, by a (tedious) summation over the diagram. However, the resulting formula for n(a i ,a 29 a^9a 4 ) becomes so complicated that we refrain from stating it.
Extending the basis
We assume that the basis a i9 a 2 ith equality if and only if a 3 has a representation by -~ and ---. This is Theorem 6 of Brauer [2] . His proof, including two lemmas, was fairly complicated. Of course, Brauer's result conversely implies (4. 2) for d= 1.
The above simplification of Brauer's proof resulted mainly from the use of (3. 1). In fact, this is only a special case of the following Situation :
The formula (3.1) was generalized by Brauer and Shockley [4] with equality if and only if -j-has a representation by -, -, ..., -r-for all «i-fl "i «i "i z = 2, 3, . . ., k-1. Without going into details, we want to point out that this result is an almost immediate consequence of (4. 1), (4. 2) and (4. 4).
The formula (4. 5) has been often quoted but not much applied. Lewin [13] used it to obtain a bound for g(a l9 a 2 , ...,%), and Nijenhuis and Wilf [19] showed that equality in (4. 5) implies equality in (2. 4).
After this digression, we return to the formula (4. 1), now with /c>3. It is then easily seen that we can always have equality in (4. 1), even if the elements of the extended basis are independent. A simple example is the arithmetic sequence (3. 7), where we can add a new term a k+i -a v + kd (assuming k^a i -1). We see from (3. 9) that g remains unchanged if r j -= ~~ Putting fll -2 = i/(fc-l) + S, 0^θ<*-1, this condition is equivalent to η ^ S, which can of course always be satisfied by appropriate choice of k > 2 and a i .
We shall finally see that there exist cases where we can add any given number of independent basis elements without altering the value ofg.
We start with the arithmetic sequence (3. 11), where we now assume k>3, and remove α 3 , a 4 , . . ., a k -±. For the reduced basis a l9 a 2 , a k , the minimal System {/,} is given by Then g = a k -a l =(k -\}d is the same s in (3. 12), and we have constructed the desired example :
g(a l9 a 2 , %, . . . 9 a k -l9 ad = g(a l9 a 29 a k ) .
On the other hand, the number n is clearly increased by the removal of a 3 , # 4 , . . . , a fc _ l . Applying (2. 3) to the System (4. 6), we find n(a l9 a 29 aJ~(k-l
The last term represents the number of positive integers which have lost their representation through the removal of basis elements, cf. (3. 12).
