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The breakdown slope, as a useful summary measure of local stability for 
estimators and test statistics, has been studied recently by He, Simpson, and 
Portnoy (1990. J. Amer. Statist. Assoc. 85). It is shown here that all regression 
estimates based on residuals alone in linear models have zero breakdown slopes in 
contamination neighborhoods, even though they can have breakdown points as 
high as one-half. The breakdown functions of tests based on the S-estimation are 
investigated. It is also shown that the Generalized M-estimators can have better 
local breakdown robustness. One way to obtain regression estimators with 
desirable local and global breakdown properties is discussed. c 1991 Academx 
Press. Inc. 
1. INTR~O~CTI~N 
Consider the usual regression model with independently and identically 
distributed random carriers 
y = x’0 + e, (1.1) 
where e has a symmetric distribution H, typically but not necessarily nor- 
mal (0, o*), XE RP has a density function k(x), and 8 is a p-dimensional 
parameter. 
High breakdown point estimators for the regression coefficients 
have been investigated in the past few years. Since affine equivariant 
M-estimators have an upper bound l/(p + 1) on the breakdown point 
(see [7]), most attention has been paid to the residual based trimming and 
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projection pursuit techniques. Ignoring the computational issue, the 
S-estimators [12] seem to have the most theoretical appeal in terms of 
breakdown bounds. Some modifications of the S-estimator can lead to 
asymptotically efficient estimators such as the MM-estimators recently 
proposed by Yohai [ 143. Another approach, one-step improvement from a 
high breakdown estimator, was considered by JureEkova and Portnoy [6] 
to regain efficiency at the assumed model. 
Robust testing in regression has also been studied by Ronchetti [lo] 
among others. Several versions of the optimal bounded influence tests have 
been proposed, see Hampel et al. [2]. It may be noted that those tests do 
not have high breakdown points if the dimension p gets modestly large. 
This seems to suggest the development of tests based on high breakdown 
point estimators instead. 
In further pursuit to the bias-robustness properties, two parallel 
approaches have emerged. Martin, Yohai, and Zamar [9] investigated 
the maximum bias of regression estimators (especially the S- and 
GM-estimators) as functions of the size of the contamination neighbor- 
hoods. Among these classes of estimators, they were able to identify the 
minimax bias estimators for all contamination neighborhoods. Bearing a 
similar spirit, He, Simpson, and Portnoy [4] studied the breakdown 
function of a test statistic functional. For example, in testing 8 = 0 against 
6 # 0 using a test statistic representable as a functional T(Fn), where F,, is 
the empirical distribution, the power and level breakdown functions are 
defined by 
$(T)=inf[.s>O, lim T((1 -E)F,+EG,) 
n-m 
= 7’( F,) for some sequence { G, } 1, (1.2) 
$*(T)=inf[s>O, lim T((l -E)F,,+EG,) 
n-2 
= T(F@) for some sequence {G,}]. (1.3) 
The breakdown functions give the maximum amount of the contamina- 
tion allowed for T in distinguishing 8 from 0. The usual breakdown point 
typically represents the limiting behavior of the breakdown function as 8 
tends to infinity. Of particular interest is the local breakdown functions at 
8 near 0. Following He et al. [4], we say that T has nonzero breakdown 
slope if it has nonzero first-order (level and power) breakdown functions as 
0 --) 0. This is a desirable stability property for a test statistic. The role of 
the breakdown slope in analyzing local resistance of tests for univariate 
location parameters is demonstrated in a shrinking neighborhood setup in 
He et al. [4]. Also, a nonzero breakdown slope typically implies a bounded 
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influence function for the statistic functional, although we do not have a 
formal result for the equivalence between a nonzero breakdown slope and 
a bounded influence function in the regression setting. The advantages of 
using the breakdown functions over the bias functions for test statistic 
functionals are also discussed in He et al. [4]. 
For a regression estimate functional, one can show that E: = ~5% if the 
estimate is regression equivariant. Therefore, we only need to study either 
the level or power breakdown slope for regression equivariant estimators 
or test statistics. Furthermore, if X has spherically symmetric distributions, 
as assumed in Martin et al. [9], then the breakdown function essentially 
bears an inverse relationship with the maximum bias function. 
In this article, we shall use the notion and techniques from the 
breakdown function approach, which allows us to work with more general 
distributions of X and with more sensible situations in hypotheses testing; 
i.e., part of the parameter is being hypothesized, and the other part is being 
the nuisance parameter, Section 2 obtains an upper bound for the 
breakdown function of tests based on S-estimators, from which it follows 
that the breakdown slope must be zero. The difference in the influence 
function approach and the local breakdown analysis is also exemplified. In 
Section 3, we show that the regression estimates (and therefore the corre- 
sponding test statistics) that are based on the residuals alone are doomed 
to have zero breakdown slopes. It is shown in Section 4 that the bounded 
influence GM-estimators have nonzero breakdown slopes. It is also 
demonstrated that a regression estimator with both high breakdown point 
and nonzero breakdown slope (or bounded influence function) can be 
easily constructed. These results partially justify the bounded influence 
approach in robust testing from the local breakdown viewpoint and clearly 
suggest further studies of the robust testing in regression. 
2. A BREAKDOWN BOUND ON TESTS BASED ON S-ESTIMATORS 
Consider the model (1.1). We denote by F,(x, y) the joint distribution 
function of (X, Y) with the true parameter 8 and by F,, the corresponding 
empirical distribution. Note that dFe(x, y) = k(x) h(y - ~‘0) dx dy when 
densities for both X and e exist. 
Following Rousseeuw and Yohai [ 123, an S-estimator e minimizes s(O) 
defined by 
(2.1) 
where b = E&l, and p(x) satisfies the following conditions. 
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(Rl ) p is symmetric about 0, continuously differentiable and 
p(0) = 0. 
(R2) p is strictly increasing on [0, c] and constant on [c, co) for 
some c>O. 
(R3) b=rp(c) for some O<r64. 
(R4) E,[p”] > 0, where p” is the second-order derivative of p. 
Note that s(0) behaves like an M-estimate of scale, and the S-estimator 
generalizes the least squares idea. Assumption (R3) implies that the 
S-estimator has the breakdown point r. r = 4 gives the highest possible 
breakdown point. It can usually be achieved by choosing c properly. (R4) 
is necessary for the Fisher consistency of the S-estimator, but it can be 
shown that (R4) is satisfied automatically if, in addition to (Rl) and (R2), 
p is twice differentiable and the distribution H is unimodal, symmetric, and 
monotone on both sides of 0. 
It is well known that S-estimators can have high breakdown points. One 
would intend to choose the function p to achieve the best possible slopes. 
Unfortunately one cannot obtain a nonzero breakdown slope for a com- 
posite hypothesis testing problem using a test based on an S-estimator. 
Let 6 = (0,, 0,)’ with t?2 E RY and q <p. Also let x = (x,, x,)’ accordingly. 
In this section we consider the breakdown function for testing t12 = 0 versus 
0, # 0 based on the corresponding S-estimate 6,. 
THEOREM 1. If the S-estimator is Fisher consistent, a test based on the 
S-estimator of t12 satisfies 
E$ = inf(&z, 8, E R “~“}~(l-b/E,p(Y+X;e,))+, (2.2) 
where E,p( Y + x;f3,) = f p(y + x;0,) dF,(x, y), and E$ is the smallest 
fraction of contamination to F, such that the S-estimator of 0, could be 
driven to zero. 
In fact, the following proof implies that 8; does not depend on the 
nuisance parameter 0,, and thus we can simply write it as E&. 
ProoJ Assume s-contamination to F,(x, y) in such a way that 
Fe,=(l-s)FB+~G, where G is a uniform distribution on the 
q-dimensional ball (xi = 0, y = 0 and (1x2(1 = K}. Also assume without loss 
of generality that the error distribution H has unit variance. 
By Fisher consistency, the S-estimator derived from 1 p( { y - x’t}/s( t)) 
dF,(x, y) = b has 0 = 8 and d = s(6) = 1. Thus J p( { y - x’t}/s) dF,(x, y) = b 
has no solution in t if s < 1. This implies that [ p( { y - x’t}/s) dF,(x, y) > b 
for all t in R* if s < 1. Also note that f p( (y-x’t}/s) dG 2s p(x; t2) dG 
22bP{ Ix;t,I >c) for S-C 1, t = (tl, t2)‘, and X, distributed uniformly 
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on the q-dimensional ball with radius K. Since X; t/K /It 11 has a fixed 
distribution supported on [ - 1, 11, there exists a constant d> 0 (free of t2) 
such that P{IX;t?l>dKIItzll}>5. Then, Sp((v-x’t}/s)dF,,(x, y)=(l-a) 
SP({Y-x’t}/s)d~~(x,y)+&Sp(x;t2/S}dG>b for s<l and dKIlt,ll>c, 
which implies that either the scale 6 associated with the S-estimator will 
not be less than 1, or the S-estimate 6’ satisfies ll82l1 < c/(dK). 
Now, if an S-estimator 0 is obtained from the contaminated model with 
0, # 0 and 6 > 1, we show that there must exist another estimator C!) with 
g, = 0 and with the same scale 6 if r > E 3 max{O, 1 - b/z(B)}, where 
z(e) = j- p(y + x;e,) dF,,(x, v). (2.3) 
Note that z(0) depends only on OZ. Also note that with (R4), z(0) > b at 
least for e2 near 0. Let 
w=Jm- x;h)P) dFe,(x, Y)= (1 -E) j p(o’--@d/4 dF,(x, Y). 
As It,\ + co, Y(t,) -p(c)(l -E)ab. Also 
w~,)=(1-4JY(IY- x’,O,}/cf) k(x) h(y-~‘8) dx dy 
a-d[P(Y- x;e,)k(x) h(px’8) dxdy 
= (1 -E) J p(Y +-ah) df’dx, Y) 
= (1-E) z(e) <b. 
By the continuity of !P( tl) in t, , there must exist g, such that !P@,) = 6. 
Therefore, we have shown that with the contaminant G on {x2 E RY, 
llxZll = K} and s>max{O, 1 -b/z(B)}, the S-estimator of t12 could be 
driven to 8, with II&II < c/(dK). We finish the proof by letting K + co. 1 
Remark 1. For a regression model with an intercept, y = 8, + x’0, + e, 
Theorem 1 holds for testing e2 = 0 against t12 #O. Only some trivial 
modifications of the proof are needed in this case. 
Remark 2. Since (d/de,) E,,p( Y+XZB,))eZ=o= (E,p’) Jx,k(x) dx=O, 
we see that the breakdown slope has to be zero for all p satisfying 
(Rl)-(R4). 
The bound (2.2) is locally determined by the Hessian matrix of 
E,[p( Y + A’;&)] at 8, = 0, or E,p” Cov(X,). Since E,p” = s p(x) h”(x) dx 
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for almost everywhere twice differentiable p functions satisfying (Rl ) 
through (R4), we see that if h(x) is symmetric about 0 and has only one 
inflection point a in (0, co), the limiting p function in maximizing E,p” is 
a step function p(x)=p(c) 1(1x1 >a). If r is chosen to be f in (R3), this 
limiting S-estimator is the LMS estimator [ll]. Under some further 
assumptions, Martin et al. [9] showed that the minimax bias S-estimators 
indeed correspond to jump rho functions. In our context, it implies that the 
LMS estimator outperforms the smooth S-estimators (with r = 1) in terms 
of the local breakdown stability. However, the LMS estimator does not 
have root-n consistency, its influence curve would compare unfavourably 
with the smooth S-estimators. Therefore, comparisons based on the 
influence functions (pointwise) and comparisons from the local breakdown 
analysis can be quite different; although a bounded influence function 
typically corresponds to a nonzero breakdown slope. The difference in 
these two approaches can be partly explained by the fact that the influence 
function is quantitatively related to the asymptotic variance of the 
estimator, whereas the breakdown function is purely bias-based. 
3. POOR DISTINGUISHABILITY OF RESIDUAL-BASED ESTIMATES 
The S-estimator is not the only one that fails to have nonzero 
breakdown slope in regression. In fact, no sensible regression estimates that 
are based on the residuals alone can have good local breakdown resistance. 
We find that the least favourable contamination for a breakdown to 8 puts 
point mass on a “remote” point (x, y) on the hyperplane y = ~‘8. Such out- 
liers give zero residuals with respect to 8 but arbitrarily large residuals with 
respect to all other values of the parameter including 0, and thus a residual 
based procedure will easily be fooled to be in favor of 8. This is not the 
case in a location problem where any extreme outlier gives large residuals 
with respect to every parameter value. 
Let F be the distribution of (X, Y). A regression estimate functional T is 
said to depend only on the residuals if 
(i) T(F) depends on F only through the distributions of 1 Y - x’81 
(0 E RP); i.e., if the distributions of 1 Y - X’Bl under F and G are the same 
for every 0g RF, then T(F)= T(G); 
(ii) T(F) = 0 if 1 Y - X’01 is stochastically smaller than 1 Y- X’fil for 
any fi E R*; i.e., PF( I Y - X’Bl d c) = supa PF( I Y- x’fil< c) for any c > 0. 
Condition (ii), consistent with the intuition that a residual-based rule 
attempts to minimize the residuals in certain sense, ensures Fisher 
consistency of the regression estimate for symmetric error distributions. 
It is easy to see that S-estimators are based on the residuals alone. 
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For technical convenience, we shall allow in Q(J’, E), the gross-error 
neighborhood of F, the degenerate contaminants that put point mass at 
infinity on any hyperplane y = ~‘0. Also, let F0 be the distribution of (X, Y) 
under true parameter 8, and 
R,(r) = PI,,( 1 Y - XVI < r). (3.1) 
THEOREM 2. Assume E 1x1 3 < 00 under the model in addition to the 
following conditions (Hl) and (H2) on the error distribution H (with density 
function h). Then 
G*(T)= Wll~l12) as 0-0 
for any functional T that depends only on the residuals. 
(Hl) H is unimodal and symmetric about zero; 
(H2) h” is absolutely integrable and Ih”(r)l decreases for r > A (some 
positive constant). 
Remark 3. The conditions in the theorem are satisfied by most 
interesting error distributions. These conditions are not necessary and 
could possibly be weakened or removed with a more careful analysis. 
Proof It will suffice to consider the unidimensional case, since the 
argument mainly involves the one-dimensional distribution of 1 Y - X’81. 
The same argument follows for the multidimensional cases with some 
trivial modifications. 
Consider the strategic contamination of F,, F = (1 - E) F,, + EG, where G 
puts point mass at infinity on the direction y = x0, so that for any 
0 < r < co, PG( I Y - X/II < r) = 1 if B = 0, but 0 otherwise. Then 
and 
PA I Y - X81 d r) = (1 - E) RJr) + E 
PAIY--U <r)=(l-E) R&r) if /I # 8. 
However, Rg(r) attains the minimum at p = 0 for any r > 0. Thus T(F) = 0 
if 
for any r > 0. This implies that 
Ee** d sup R,(r) - b(r) 
r>O 1+ R,(r) - Rdr) 
(3.2) 
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It now remains to show that 
sup (&l(r) - MT)) = W2) as 0 + 0. 
rZ.0 
By symmetry, R@(r) = & s k(x)(h(u + x0) + h(u - x0)) dx du and R,(r) = 
2 f;, h(u) du. For any fixed 8, we have the expansion 
h(r + x6) + h(r -x0) = 2h(r) + t [h”(r + a,x8) + hU(r - u,.~B)]x~~~, 
where a, and a2 are in (0, l), but may depend on r and .x0. Therefore, 
R,(r)- R,(r)=: 1 x2k(x) [i [h”(u+u,x0) +h”(u-u,x@)] du dx.d2. 
Let f Ih”(r)l dr < B; Ih”(r)l starts decreasing from r > A and sup l/z” = C. 
Then 
’ [h”(u+u,x~)+h”(u-u,xO)] dudx 
< jx’k(x) j; +w Ih”(r + u,x0) + h”(r - a,x0)l dr d.x 
+ jx2k(x) jm lh”(r + u,xtl) + h”(r - u,x0)[ dr dx 
A + I.rBI 
<ZAC(EX’)+2AC(E 1X31)8+2 1 x’kfx) 6+,,,, jh”(r- jxf3/)/ drd.x 
<2AC8(E ~x[~)+~(B+AC)(EX~) uniformly in r > 0. 1 
Remark 4. This result indicates that in order to improve the local 
breakdown property information other than the residuals must be used. 
The generalized M-estimators which utilize the proper weights from the 
design points are, as we shall see in next section, examples of nonzero 
breakdown slope estimators. 
Now we shall briefly illustrate the breakdown analysis for a class of 
commonly discussed tests, the generalized minimum distance tests based 
on robust estimators. An example of such type of tests can been found in 
Section 7.2 of Hampel et al. [2]. 
Consider as an example that T(F) minimizes a target function 
r(O) = j- z(x, y - x’d) dF(x, y). (3.3) 
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Suppose we want to test H,,: 8 = 8, versus H, : 0 # 0,. Let 8 be the 
minimizer of s r(x, J’- x’(3) dF,(x, v). The limiting test statistic can be 
written as 
s* = c(r(e,) - z-(O)), (3.4) 
where c is a normalizing constant. Obviously the power breakdown func- 
tion of (3.4) is dominated by that of the estimator 0 itself. Therefore it is 
necessary to start with an estimator with nonzero breakdown slopes (in 
addition to high breakdown points). 
4. NONZERO BREAKDOWN SLOPE ESTIMATORS 
In this section, we first show that the GM-estimator for regression has 
nonzero breakdown slope and then discuss how an estimator with desirable 
local and global breakdown properties can be constructed. 
Consider the generalized M-estimator for linear models. The functional 
T(F) solves 
I q(x, y-x’T(F))xdF(x, y)=O, (4.1) 
where the function q(x, v): RP x R -+ R is generally taken to be differen- 
tiable and skew symmetric in r with n(x, r) > 0 for all x E RP and r E R +. 
The technical assumptions for the consistency and asymptotic normality 
can be found in Maronna and Yohai [ 81. 
We shall also assume a regularity condition to the effect that 
M=E 
0 exists and is nonsingular. 
(4.2) 
The influence function of T is known to be (see [2]) 
ZF(x, y, T, F) = q(x, y - x’T(F)) . (M-‘x). (4.3) 
Several proposals for q functions with bounded influence have been 
studied in the literature. See Hampel et al. [2] for a detailed survey. Here 
we observe the following. 
THEOREM 3. Bounded influence GM-estimators with condition (4.2) 
satisfy 
&Ill &8**/1pql >o; (4.4 1 
O-0 
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that is, the bounded injluence GM-estimators have nonzero first-order 
breakdown functions. 
A sketch of the proof is given as follows using the gross-error 
neighborhoods. 
Under a-contamination to F,,, breakdown occurs if and only if T(FO) = 8 
solves the vector equation 
(1 - E) j- ~(x, Y - x’e) x dFO(x, y) + E 1 q(X, y - x’e) X dG(x, y) = 0 (4.5) 
for some G. 
Write hi(O) = 1 q(x, y - x’e) xi dF,(x, y) for i = 1,2, . . . . p, where xi is the 
ith component of X. The conditions required for the Fisher consistency of 
the GM-estimator guarantee that max, <i<,, [hi(e)1 #O for 8 # 0. 
If max,, Iq(x, r) .xJ < (1 --a)/~ Ihi( for some i, then (4.5) would not be 
solved. Therefore, 
Ihi( + supx,, ldx, r)xl 
lhi(e)l for all i = 1, 2, . . . . p. (4.6) 
Let ej (j= 1, 2, . . . . p) be the jth component of 8. Note that 
(~/%l,)(h,(e)) IsZO = J (@/@)(x, y) xixi dF,(x, y) which will be denoted by 
my. Thus 
(4.7) 
Since M is nonsingular, maxi Irnvl > 0 for each j, which implies (4.4). 1 
Remark 5. In fact, if part of 8, 0, E Rpp4, is considered as a nuisance 
parameter (as in Section 2), we have EZ* = min,,{$* >. A more careful 
analysis shows that (4.4) is preserved for the estimator of e2 E Rq under the 
same condition (4.2), see He [3]. 
Although a procedure based on the GM-estimator can have local 
stability with nonzero breakdown slope, it is well known that its 
breakdown point diminishes fast as p gets large. For a certain time, it 
appeared that the GM-estimator stays at one end, the other end being the 
high breakdown point estimators such as the LMS. Efficiency considera- 
tions favor the GM-estimator as well. Therefore, the possibility of obtaining 
the local stability and the high breakdown point is another interesting 
question. Some research work is being carried out along this line, see 
Simpson, Ruppert, and Carroll [13]. Here we provide a simple way to 
construct such a regression estimator by combining a high breakdown 
point estimator with another one with nonzero breakdown slope. 
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Let T, be an estimator with high breakdown point E*,( T,), and T, be an 
estimator with first-order breakdown function $(T*), but lower 
breakdown point. If the fraction of contamination E < EZ,( T,), then neither 
T, nor T, will break down to infinity; i.e., there exists a finite number M 
such that 1 T, - 191 < MS (i = 1, 2) under c-contaminations where S is a 
regression equivariant scale estimate functional with high breakdown point 
$. In that case IT, - T2/ 6 2MS. Define a new estimator T, to be T, if 
1 T, - T2j < 2MS and T, otherwise. Obviously, if both T, and T, are scale 
and regression equivariant, so will be T,. 
THEOREM 4. T, has the same breakdown point as T,, and the same local 
breakdown function as T2. 
Proof For any contamination E <Ed d i, there are constants 
0 < s1 < s2 < CC such that the functional S stays in the range (sr , s?). Since 
T3 never differs from T, by the amount of 2Ms,, it has the same 
breakdown point as T,. Also by the choice of M, T3 = T2 if the amount of 
contamination E < sg*( T2), thus T, has the same local breakdown function 
as T,. 1 
The choice of M is more a theoretical issue than a practical problem. 
Some further discussions are given in He [3]. 
Finally, we note that obtaining a regression estimator with desirable 
local and global breakdown properties is only part of the story in studying 
robust tests. Further efforts are clearly needed to better understand the 
importance of the local breakdown resistance both theoretically and 
numerically and to investigate robust tests with good local and global 
breakdown properties. 
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