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With globally increasing energy demands, world citizens are facing one of so-
ciety’s most critical issues: protecting the environment. To reduce the emission of
greenhouse gases (GHG), which are by-products of conventional energy resources,
people are reducing the consumption of oil, gas, and coal collectively. In the mean-
while, interest in renewable energy resources has grown in recent years. Renewable
generators can be installed both on the power grid side and end-use customer side of
power systems. Energy management in power systems with multiple microgrids con-
taining renewable energy resources has been a focus of industry and researchers as of
late. Further, on-site renewable energy provides great opportunities for manufactur-
ing plants to reduce energy costs when faced with time-varying electricity prices. To
efficiently utilize on-site renewable energy generation, production schedules and en-
ergy supply decisions need to be coordinated. As renewable energy resources like solar
and wind energy typically fluctuate with weather variations, the inherent stochastic
nature of renewable energy resources makes the decision making of utilizing renewable
generation complex.
In this dissertation, we study a power system with one main grid (arbiter) and
multiple microgrids (agents). The microgrids (MGs) are equipped to control their
local generation and demand in the presence of uncertain renewable generation and
heterogeneous energy management settings. We propose an extension to the classical
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two-stage stochastic programming model to capture these interactions by modeling
the arbiter’s problem as the first-stage master problem and the agent decision prob-
lems as second-stage subproblems. To tackle this problem formulation, we propose
a sequential sampling-based optimization algorithm that does not require a priori
knowledge of probability distribution functions or selection of samples for renewable
generation. The subproblems capture the details of different energy management set-
tings employed at the agent MGs to control heating, ventilation and air conditioning
systems; home appliances; industrial production; plug-in electrical vehicles; and stor-
age devices. Computational experiments conducted on the US western interconnect
(WECC-240) data set illustrate that the proposed algorithm is scalable and our solu-
tions are statistically verifiable. Our results also show that the proposed framework
can be used as a systematic tool to gauge (a) the impact of energy management set-
tings in efficiently utilizing renewable generation and (b) the role of flexible demands
in reducing system costs.
Next, we present a two-stage, multi-objective stochastic program for flow shops
with sequence-dependent setups in order to meet production schedules while manag-
ing energy costs. The first stage provides optimal schedules to minimize the total
completion time, while the second stage makes energy supply decisions to minimize
energy costs under a time-of-use electricity pricing scheme. Power demand for pro-
duction is met by on-site renewable generation, supply from the main grid, and an en-
ergy storage system. An ε-constraint algorithm integrated with an L-shaped method
is proposed to analyze the problem. Sets of Pareto optimal solutions are provided
for decision-makers and our results show that the energy cost of setup operations is
relatively high such that it cannot be ignored. Further, using solar or wind energy
can save significant energy costs with solar energy being the more viable option of
the two for reducing costs.
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Finally, we extend the flow shop scheduling problem to a job shop environment
under hour-ahead real-time electricity pricing schemes. The objectives of interest are
to minimize total weighted completion time and energy costs simultaneously. Besides
renewable generation, hour-ahead real-time electricity pricing is another source of
uncertainty in this study as electricity prices are released to customers only hours
in advance of consumption. A mathematical model is presented and an ε-constraint
algorithm is used to tackle the bi-objective problem. Further, to improve computa-
tional efficiency and generate solutions in a practically acceptable amount of time, a
hybrid multi-objective evolutionary algorithm based on the Non-dominated Sorting
Genetic Algorithm II (NSGA-II) is developed. Five methods are developed to calcu-
late chromosome fitness values. Computational tests show that both mathematical
modeling and our proposed algorithm are comparable, while our algorithm produces
solutions much quicker. Using a single method (rather than five) to generate sched-
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Protecting the environment is one of the most critical issues faced by citizens
of the world today. As means to reduce the emission of harmful gases (e.g., sulfur
dioxide (SO2) and carbon dioxide (CO2)), which are by-products of conventional en-
ergy resources, renewable and other environment-friendly energy resources have seen
increased interest in recent years from academic researchers and industrial personnel.
Figure 1.1 shows a forecast of energy consumption over time. Although oil, gas, and
coal are still expected to dominate energy resources over the next 18 years, the total
amount of energy supplied from them collectively decreases from 85% in 2015 to 75%
by 2035 (see Figure 1.1a). Among all energy resources, renewable energy accounts for
a small proportion but grows the fastest, with its share increasing from 3% in 2015
up to 10% during the same time period (see Figure 1.1b).
Furthermore, many countries and regions are planning to increase their uti-
lization of renewable energy resources (Figure 1.2). As shown in Figure 1.2a, the
European Union (EU) leads the way regarding the penetration of renewable energy
generation, with its share of renewable generation doubling to 40% by 2035. China,
the world’s largest developing country, after starting with 0% renewable generation
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(a) Primary energy consumption (b) Shares of primary energy
Figure 1.1: Forecast of primary energy consumption in the future
(Source: http://www.bp.com/content/dam/bp/pdf/energy-economics/energy-outlook-2017/bp-energy-outlook-2017.pdf)
in 1995, plans to increase generation to 20% by 2035. In fact, China will generate
more renewable power than the EU and United States (US) combined over the next 18
years and will become the country that has the largest growth of renewable generation
(Figure 1.2b). Some governments and organizations such as RE100 have committed
to encouraging businesses to consider using 100% renewable power. Companies such
as Microsoft and Apple have pledged that they will rely solely on renewable energy
in the future, while many other companies and countries are currently considering
switching to renewable energy resources.
However, an unfortunate reality of renewable energy resources like solar and
wind energy is their inherent stochasticity. Any power system integrated with renew-
able energy resources may become unstable as renewable energy generation typically
fluctuates with weather variations. Consider the daily solar energy generated at one
location for a year (Figure 1.3) although the generation follows a certain distribution,
it varies widely from 8:00 AM (100 on the x-axis) to 4:00 PM (200 on the x-axis).
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(a) Renewables share of power generation (b) Shares of renewable power growth
Figure 1.2: Forecast of renewable generation in the future
(Source: http://www.bp.com/content/dam/bp/pdf/energy-economics/energy-outlook-2017/bp-energy-outlook-2017.pdf)
Further, the generation level can range from 0 to 90 MW. Another critical point
implied by Figure 1.3 is that without developing appropriate techniques to accommo-
date the uncertainty caused by unstable/non-constant generation levels, additional
costs and potentially, energy shortages, will be incurred given any underestimation
of the inherent stochasticity [1]. Clearly, improved decision support approaches for
renewable energy generation and management are needed to help realize the benefits
of renewable energy resources, both economically and reliably.
1.1 Topic Area 1: Energy Management in Power
Systems
In power systems, high voltage power is transmitted via transmission lines
from a central power plant to substations where the power is stepped down to a
lower voltage. Then, the distribution network distributes this lower voltage power
3

























Figure 1.3: Solar generation level during a day at (-118.85, 35.35)
to customers. Generating energy in large central plants saves capital costs per kW
of installed power. However, one drawback of the US’s current power grid is that
typically it relies on non-renewable resources that are environmentally unfriendly,
such as gas or coal. Another disadvantage inherent in the US’s large power grid is
the reality of transmission inefficiencies that result from long-distance transmission.
Further, when a part of the grid is affected due to maintenance actions or power
outages, the entire grid is impacted. To overcome all these drawbacks, microgrids,
which can improve efficiency, reliability, and security [2, 3], are emerging as alternate
sources of power generation. As defined by the US Department of Energy Microgrid
Exchange Group [4], “a microgrid is a group of interconnected loads and distributed
energy resources within clearly defined electrical boundaries that acts as a single
controllable entity with respect to the grid.”
A microgrid can be operated as part of a power system or in an islanded mode
in terms of connecting to or being disconnected from the main grid. When microgrids
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are connected to a power grid (Figure 1.4), microgrids can either purchase power from
or sell power to the main grid. In addition, a microgrid can connect to neighboring
microgrids such that it can purchase power from or sell power to its neighbors. To
be able to sell power to the power grid or its neighbors, microgrids must have local
(distributed) energy generation.
In addition to conventional energy resources such as gas, diesel, and fuel oil,
the popularity of incorporating renewable energy resources into microgrids is evident,
as researchers have been focused on increasing renewable energy penetration in micro-
grids [5, 6, 7, 8, 9]. For example, the average annual renewable energy penetration in
Kodiak, Alaska, the second largest island in the US, has increased to 99.7% since the















Figure 1.4: An example of power system
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According to the US Energy Information Administration, 37% of the nation’s
renewable energy was generated by wind and solar in 2014. Unfortunately, the in-
herent stochasticity in both the wind and the solar radiation can cause power grids
to become unstable as generation fluctuates with weather variations. As a result, if
the energy in microgrids is not managed efficiently, renewable energy resources can
increase microgrid operational costs. For example, if 1) microgrid renewable gener-
ation is insufficient to serve local users during time periods of high electricity prices
and 2) energy storage systems were not charged sufficiently during periods of low
electricity prices, then the microgrid must purchase energy from the power grid or
run local conventional generators to satisfy power demand—both of these options are
more expensive than using renewable generation.
With the development of the smart grid, which uses digital communication
technology to detect and react to local changes in power usage, end-use customers’
activities can be diverse as they can adjust their energy demands in response to
changes in electricity prices. For example, a household may choose to do laundry
at 3:00 pm rather than 7:00 pm if cheaper electricity prices prevail in the afternoon.
Such customer-driven demand response can benefit the power system by increasing
power system flexibility, helping to secure the power system by load curtailment and
shifting, and reducing costs by reducing generating capacity requirements. These
response activities, which are not only undertaken by households, but also by members
of the industrial and commercial sectors, need to be investigated further in the energy
management research.
Although a number of researchers have studied energy management in general,
no prior research investigates demand response in microgrids containing renewable en-
ergy resources that are connected to the main power grid. Given the importance of
and potential benefits resulting from this topic area, the first phase of my dissertation
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research will focus on developing a stochastic optimization framework for coordinating
operations of the main power grid with multiple microgrids. Various energy manage-
ment settings (e.g., demand response) will be considered in the power system along
with the uncertainty of renewable energy generation. The goal of this research phase
is to provide models and solution methodologies that can help decision makers to
operate power systems efficiently and economically.
1.2 Topic Area 2: Production Scheduling with On-
site Renewable Energy in Industrial Plants
As one type of end-use customer of power systems, manufacturing plants typ-
ically purchase their needed power from the electricity grid to run productions. As
reducing production costs is one of the main goals of any manufacturing plant, ef-
fective scheduling, often plays a crucial role in most manufacturing and production
systems in achieving such the economic goals. Scheduling is performed at a vari-
ety of temporal levels. Medium-term scheduling allocates jobs to factories in specific
workweeks for completing expected customer orders, while short-term scheduling con-
siders allocation decisions for specific resources such as machines and people over a
short time horizon (e.g., a shift or a day) for actual customer orders. Scheduling
methods and algorithms typically focus on optimizing cost- and/or time-related ob-
jectives/performance measures.
In different manufacturing plants, the production environment can vary ac-
cording to the number of machines, machine types, speed, and/or layout configura-
tion, to name only a few types of variants. The simplest machine environment is a
single machine that processes individual jobs [10]. It can be thought of as a simplified
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version of all other, more complicated machine environments, such as flow shops and
job shops [11, 12]. A flow shop consists of a set of m machines processing n jobs
such that each job has to follow the same route (machine order/sequence) during its
processing. Job shops are similar to flow shops in that jobs are processed by a number
of different machines according to a pre-specified sequence. However, in a job shop,
each job has its own unique, predetermined process route to follow.
While today’s production schedules minimize costs, we assert that they do
consider the electricity costs associated with production. With the development of
the smart grid, manufacturing plants are faced with additional challenges of accom-
modating electricity price-based programs to improve their production economics.
For example, the time-of-use electricity pricing schemes are designed to motivate cus-
tomers to use more energy at off-peak time periods. Under this scheme, users are
charged higher rates for consuming power at popular (peak) time periods when de-
mand is at its highest and cheaper rates at other time periods. Similarly, real-time
electricity pricing schemes are used by utilities to incentivize customers to shift their
energy demands from peak periods to low-demand periods, as electricity prices vary
hour-to-hour according to wholesale market prices.
A small number of research studies in the production literature focus on re-
ducing the environmental impacts caused by the emission of hazardous gases, such as
sulfur dioxide (SO2) and carbon dioxide (CO2), which are by-products of conventional
energy sources. Sulfur dioxide is one of the gases that caused London’s lethal smog in
the winter of 1952 [13]. The mortality rate for the smog period from December 1952
to February 1953 was remarkably high. Reducing the emission of such harmful gases
is another reason renewable and environment-friendly energy resources are receiving
attention from academics and practitioners alike. Given the intermittent nature of
renewable energy resources (e.g., the highest and lowest generation levels in Figure
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1.3 are 90 MW and 0 MW, respectively), an excess (shortage) of power can occur
when demand levels are below (exceed) the available generated power. To increase
the utilization of renewable energy, batteries, which can store unutilized energy, com-
monly are used. Batteries can save conventional energy costs if they are charged when
there is an abundance of energy and electricity prices are low, and discharged when
power is needed and electricity prices are high.
Therefore. the second phase of my dissertation research will focus on inte-
grating production scheduling decisions with on-site renewable energy resources for
manufacturing processes in different machine environments. My research will capture
the stochasticity of renewable energy resources and comprehend the operations/usage
of energy storage systems while considering various electricity pricing schemes, such
as time-of-use and real-time pricing. The goal of this phase of my dissertation research
is to develop effective scheduling decision support algorithms for decision makers in
manufacturing plants that are considering renewable energy alternatives.
1.3 Research Contributions
The high cost and limited sources of fossil fuels, the global desire for clean en-
ergy resources, and the need to reduce carbon footprint have made renewable energy
resources attractive alternatives in both residential and industrial sectors. However,
the intermittent nature of renewable energy resources introduces challenges to full
power systems integration, given their uncertain generation schedules. These chal-
lenges are not only faced by power grids but also faced by end-use customers when
on-site renewable generation is one of their available energy supplies. My dissertation
research studied two different application areas of renewable energy resources: power
systems and end-use customers. The specific research contributions in my dissertation
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are as follows:
First, we develop a stochastic programming model for multiple grid-connected
microgrids with various energy management settings. Both conventional and renew-
able generations are sources of energy for the main grid and microgrids. Further,
grid-connected microgrids can purchase power from the main grid. Our stochastic
framework captures the stochasticity of renewable energy resources and the inter-
actions between the main grid and microgrids in which each microgrid has its own
heterogeneous optimization problems, operating time periods, and stochastic pro-
cesses. To tackle this problem formulation, we developed a sequential sampling-based
optimization algorithm that does not require a priori knowledge of probability distri-
bution functions or selection of samples for renewable generation.
Second, we develop a time-indexed mixed-integer linear program for an energy
decision problem in a flow shop. The energy sources available for the manufacturing
process are 1) power purchased from the main power grid, 2) on-site renewable gen-
eration, and 3) discharged energy form energy storage systems. The mathematical
model considers both machine status-related energy consumption and time-related
energy consumption under a time-of-use pricing scheme. The objective of our model
is to minimize both total weighted completion time and energy costs simultaneously.
As energy supply decisions can be made after production scheduling decisions and
the realization of renewable generation, this problem naturally breaks into a two-
stage stochastic program. Therefore, a two-stage stochastic decomposition algorithm
is developed to solve this important, practically-motivated problem. The ε-constraint
approach is integrated into our algorithm to evaluate the two objective functions.
Finally, we extend the flow shop energy decision problem to a job shop envi-
ronment under a real-time pricing scheme. The real-time pricing tariff brings another
uncertainty in the model in addition to on-site renewable generation: electricity prices
10
will impact the second-stage objective function in a two-stage stochastic program as
they are objective function coefficients. As most job shop scheduling problems are
known to be NP-hard, the computational time should prove unacceptably long for
solving this problem at any practical scale using commercial solvers. Therefore, we
develop a hybrid multi-objective evolutionary algorithm that integrates a mathemat-
ical approach with NSGA-II [89]. Five methods are developed to calculate fitness
value for the flow shop scheduling problem and commercial solver is used to compute
the optimal energy costs.
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Chapter 2
Stochastic Optimization for Energy
Management in Power Systems
with Multiple Microgrids
S. Wang, H. Gangammanavar, S. D. Ekşioğlu, and S. J. Mason, “Stochastic opti-
mization for energy management in power systems with multiple microgrids.” IEEE
Transactions on Smart Grid, vol. 10, no. 1, 1068-1079, 2019.
Nomenclature
Sets
N := {0, 1, 2, . . . , N}, the set of agents (n = 0 is the main grid)
T := {0, 1, 2, . . . , T}, set of discrete time decision epochs




In interconnection lines connected the main grid and microgrid n,






V in industrial facilities
Vhn buildings that have heating, ventilation, and air conditioning
systems
Vbn storage devices
Vpn plug-in electrical vehicles
Van home appliances
Subset Gni ⊆ Gn denotes conventional generators connected to bus i ∈ Bn. Similarly,
we have the subsets Rni and Dni.
Parameters
Dnjt fixed demand (MW), j ∈ Vfn
Dij total flexible demands (MW) required by industrial facility, j ∈
V in
Daj total flexible demands (MW) required by home appliances, j ∈
Van
Dhjt minimum level of demand (MW) required by heating, ventilat-
ing, and air conditioning system j ∈ Vhn
∆hjt flexible portion of demand (MW) adapted by heating, ventilat-
ing, and air conditioning system, j ∈ Vhn
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Sj total demand required by PEV, j ∈ Vpn
cgnjt conventional generation cost per MW, j ∈ Gn
cbijt selling price of power per MW, (i, j) ∈ In
dpijt penalty for under-utilizing the power already purchased (per
MW), (i, j) ∈ In
drnit penalty for under-utilizing the renewable power (per MW), i ∈
Rn
d`nit penalty for unmet demand (per MW), i ∈ Dn
Avn feasible region for decisions anjt
Vnit voltage of bus i ∈ Bn
Xnij reactance of line (i, j) ∈ Ln
vn weight of agent n
aminj , a
max
j bounds of utilized power (MW), j ∈ Dn
sminj , s
max
j bounds of charging/discharging activities for storage devices
and plug-in electrical vehicles (MW), j ∈ Vbn ∪ Vpn
pminnij , p
max
nij bounds of power flow (MW) distributed by line (i, j) ∈ Ln
[τ ij, τ̄
i
j ] ⊆ T operation time interval for industrial facility j ∈ V in
[τ pj , τ̄
p
j ] ⊆ T operation time interval for plug-in electrical vehicle j ∈ Vpn
[τaj , τ̄
a
j ] ⊆ T operation time interval for home appliance j ∈ Van
ω̃njt random variable, renewable generation (MW), j ∈ Rni
Decision Variables
bijt transaction power (MW) between the main grid and microgrid
n, (i, j) ∈ In, n ∈ N \ {0}
gnjt conventional generation level (MW) at main grid, j ∈ Gn
anjt power (MW) utilized to meet demand, j ∈ Dn
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snjt state of storage devices/plug-in electrical vehicles, j ∈ Vbn ∪ Vpn
pnijt power flow (MW) distributed by line (i, j) ∈ Ln
upjit unused purchased power (MW), (j, i) ∈ In
urnit unused renewable generation (MW), i ∈ Rn
u`nit unmet demand (MW), i ∈ Dn
θnit voltage angle of bus i ∈ Bn
2.1 Introduction
Microgrids have recently emerged as an alternative for reducing greenhouse
gas emissions and transmission losses [14, 15]. A microgrid (MG) is a small-scale
power grid that is comprised of distributed energy resource systems, storage devices,
local demands, and a distribution network [16, 17]. The capacity of such a distributed
energy resource system varies from 1500 kW to 1000 MW, which is smaller than a
centralized conventional power station [18]. Among all distributed energy resources
used in MGs, renewable energy sources (RESs), such as wind and solar, have obtained
more attention. Besides reducing greenhouse gas emissions, RESs are easy and eco-
nomical to obtain, especially in islands and outermost regions [8]. Many researchers
have investigated methods to increase the penetration of RESs in MGs such as using
storage devices [19]. However, the inherent stochasticity of renewable resources, such
as wind and solar, introduces operational challenges of MGs. An attractive feature of
MGs is their ability to operate both as part of a larger power grid [20, 21] as well as in
an islanded mode [8, 22]. MGs can transact power with the larger grid when they are
connected, thereby acting as a source/sink for deficient/excess power in the system.
In times of stress, such as during a storm or service interruption, an MG can break
off from the larger grid and operate independently on its own. These capabilities can
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provide additional reliability options to power system operations. Energy managers
[16] at microgrids make generation decisions according to information provided by
local generation capacity, customer demand, and the amount of power transacted
with the main grid.
For these reasons, there has been a growing number of publications that focus
on the operations of MGs in the presence of renewable energy resources and/or stor-
age devices. These works have attempted to capture the interactions between MGs
and system operators. The setting in [20] was addressed using a simulation-based
testing method where economic dispatch decisions at MGs are solved in a primary
level and a secondary level optimization seeks to minimize overall operating costs.
In [21], TSO-DSO-MGs interactions are captured via an optimization problem that
is solved using diagonal quadratic approximation method and a variant of alternat-
ing directions method of multipliers. Networked MGs using a bi-level programming
model were presented in [23]. A deterministic equivalent mathematical program with
complementarity constraints of the bi-level program built using a scenario reduction
technique is proposed as a solution approach. In these studies, authors attempt to
optimize all MGs simultaneously, which can result in a large optimization problem. In
order to achieve computational viability, they consider only a small number of MGs
in the system and resort to a limited sample representation of uncertainty. However,
it is expected that in the future, the main grid will interact with a large number of
MGs. Alternatively, energy management in a multi-agent setting and in the context of
electricity markets has been studied by [24, 25, 26]. These problems are solved using
agent-oriented programming, Lagrangian-relaxation genetic algorithms, and a com-
bination of stochastic programming and game theory, respectively. Once again, these
works are limited to a small set of MGs to achieve computational viability. Moreover,
developing solution approaches that converge in uncertain problem settings is still an
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area of active research. We adopt a stochastic programming approach to tackle some
of these issues. Stochastic programming has previously been applied successfully to
power system operation problems as they provide convenient tools to model com-
plicated interactions, physical restrictions, and uncertainties [27]. In our work, we
propose a novel approach to model this multi-agent setup and a sequential sampling
algorithm to solve this problem, which provide provably convergent solutions.
MGs allow integrating smart grid control systems and innovative energy man-
agement technologies with traditional operations. In a smart grid, customers are
allowed to adjust their energy consumption according to real-time electricity prices.
The adjustable appliances either have flexible ranges of power demand or can shift
their demand between periods. This behavior, which is called demand response,
brings operational flexibility while imposing newer challenges on energy management
systems. Most of adjustable demands considered in literature are storage devices and
plug-in electrical vehicles [19, 28, 29]. In [20] and [29], the authors provide math-
ematical models for general adjustable demand. However, the type of adjustable
demands varies including industrial, commercial, and residential. Ding et al. [30]
study non-schedulable and schedulable tasks in industrial facilities. Goddard et al.
[31] study heating, ventilation, and air conditioning demand response control in com-
mercial buildings. Li et al. [32] present detailed models of appliances commonly used
in households and investigates the optimal demand response schedule that maximizes
customer’s net benefit. Chen et al. [33] propose stochastic optimization and robust
optimization approaches for real-time price-based demand response management for
residential appliances. In this work, we propose a detailed mathematical model that
captures heterogeneous management systems with adjustable demands and incorpo-
rates physical power network restrictions.
In light of the above contents, the main contributions of this paper are:
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1. A stochastic programming model that extends the classical two-stage formu-
lation to accommodate multiple subproblems. In the power systems context,
this model is designed for a centralized arbiter, who is charged with generating
and supplying power to a set of utilities and MGs with various weights (prior-
ities), in the main grid. Each MG is allowed to respond to the decision of the
centralized arbiter and a stochastic realization of renewable generation.
2. A comprehensive model that allows MGs to use different energy management
systems. This leads to heterogeneous agent optimization problems, operating
time periods, and stochastic processes. To the best of our knowledge, our work
is the first to consider such a setup.
3. An extension of the two-stage stochastic decomposition (2-SD) to solve models
with multiple subproblems. Our approach, which we refer to as the multi-agent
stochastic decomposition, is a decomposition-based sequential sampling algo-
rithm. It dynamically identifies the number of samples required to characterize
the uncertainty at a particular MG and provides statistically verifiable solutions
and objective function estimates.
4. A comprehensive computational analysis that highlights the scalability of the
proposed algorithm to large-scale power systems. The results of our analysis
illustrate the performance of the algorithm, the benefits of energy management
systems, and the advantages of flexible demands.
The remainder of the chapter is organized as follows. In Section 2.2, the energy
management in power systems is studied and corresponding mathematical model is
presented. The multi-agent stochastic decomposition is implemented in Section 2.3.
Computational experiments are conducted in Section 2.4. Finally, conclusions are
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offered in Section 2.5.
2.2 Problem Formulation
We consider a power system that is comprised of a main grid connected to
multiple agents. The main grid can either be a transmission or distribution net-
work. In transmission networks, the independent system operator (ISO) acts as the
centralized arbiter bestowed with the responsibility of managing not only the opera-
tions (generation, transmission, etc.) of the transmission network, but also managing
the transactions with distribution networks and MGs connected to it. The agents
themselves are managed by autonomous decision-making entities (distribution sys-
tem operators (DSO) for distribution networks and energy management systems for
MGs). Similarly, the distribution system operator shares the same interactions with
MGs connected to the distribution network. While the role of decision makers at
individual agents is concerned with the operations on a small/local scale, the central-
ized arbiter is interested in optimal operations of the entire system. The formulation
presented in this section encompasses any such relationship between the centralized
arbiter and agents. In the remainder of the paper, we will restrict all agents to be
MGs with independent energy management systems controlling their operations.
The power system uses both conventional and renewable energy resources to
meet customer demands. Each entity in the system is exposed to varied sources
of uncertainty (demand, renewable generation, etc.) and utilizes different energy
management settings. Fig.2.1 shows the system we described above. To capture
these properties of the system, we present a stochastic optimization formulation that
is comprised of (a) an arbiter problem where decisions are made before the realization













Figure 2.1: A power system: A main grid (a) connects to multiple MGs ((b) - (d))
that utilize different energy management settings
response to their respective stochastic outcomes. This formulation is an extension of
the classical 2-SP and will be referred to as the multi-agent stochastic program (MA-
SP). At time period t, customer demands at each agent can be met through local
generation (conventional and renewable) as well as energy bought from the main grid
(when n 6= 0). We first begin by presenting the arbiter’s optimization problem.
2.2.1 Arbiter Problem
The centralized arbiter determines the conventional generation level at the
main grid as well as its power transactions with all the MGs. The set of generators
in the main grid is denoted by G0. For every generator j ∈ G0, the generation level
and the corresponding cost are denoted by g0jt and c
g
0jt, respectively. The transaction
decisions bijt between the main grid and MGs are determined for all (i, j) ∈ In at
a price of cbijt, where In is the set of interconnection links. These generation and











bijt ∀t ∈ T , (2.1)
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where ∂D̄0jt is the net demand computed using the forecasted demand (D0) and
renewable generation (R0) in the main grid. In addition, generation and transaction
decisions are bounded by their respective physical limits. Further, these decisions are
established in a “here and now” manner and effect the state of every agent in the
system. We will succinctly denote the arbiter’s decision vector by x = (xt)t∈T and
cost vector by c = (ct)t∈T , where xt = ((g0jt)j∈G0 , (bijt)(i,j)∈I) and the corresponding
cost coefficients by ct = ((c
g
0jt)j∈G0 , (−cbijt)(i,j)∈I). The feasible set characterized by
(1) is denoted by X . Once the arbiter makes its decision, each agent responds to this
decision and a realization ωn of its stochastic process ω̃n at a recourse cost of hn(x, ωn).
We assume that the stochastic processes affecting the agents are independent of each
other.
The objective of the centralized arbiter is to minimize the energy cost and the





s.t. x ∈ X , (2.2)
where the weight vn ≥ 0 ∀n ∈ N is chosen based on the relative preference of the
agents set by the centralized arbiter. For example, an agent with critical infrastruc-
tures (like hospitals) has higher priority (weight) than other agents.
2.2.2 Agent problem
Each agent in the system, that is, the main grid and all MGs, is associated
with an agent problem. This problem is characterized by the energy management
setting adopted and stochasticity faced by the agent. The energy resources of an
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agent n include the set of conventional generators Gn as well as renewable generators
Rn. The conventional generators at MGs (n 6= 0) usually have lower capacities when
compared to the main grid (n = 0) generators. In addition to these local energy
resources, the MGs can utilize a fraction of the energy available from the main grid.
The generation levels g0jt ∀j ∈ G0 at the main grid, which were set by the arbiter,
are allowed to be updated.
These resources are used to meet customers’ demands, which are denoted by
Dn. Further, all customer demands can be categorized as fixed and flexible. The
fixed demand, Dnjt, at location j ∈ Dfn must be met in the current time period t. In
other words,
anjt ≥ Dnjt, (2.3)
where anjt is the power utilized to meet this fixed demand. The flexible demand, Dvn,
depends on the energy management settings adopted by each agent. We will describe
these settings in the following.
2.2.2.1 Energy Management Settings
Each agent may adopt (one or more) different settings. Therefore, we omit
the agent index n while presenting these settings.
1. Industrial Sector: The field of production management provides flexibility in
how demand at a particular facility can be met during the operation time
horizon[30]. This, in turn, allows for efficiently utilizing the available energy
resources. To ensure that the production demand is met, the cumulative power
consumption within a production window must exceed a given threshold. Let
V i denote a set of industrial facilities. If for each j ∈ V i, the time window




j ] ⊆ T . This
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requirement is captured by:
∑
t∈[τ ij ,τ̄ ij ]
ajt ≥ Dij. (2.4)
In the above, ajt is the realized power in time period t that is restricted to be
within an interval [aminj , a
max
j ] ∈ R. The equipment used in industrial settings
is associated with significant start-up time and set-up cost. Therefore, it is
efficient to run the industrial equipment uninterrupted, which is ensured by
setting aminj > 0.
2. Building Management: For commercial buildings, around 50% of the energy is
consumed by heating, ventilation, and air conditioning (HVAC) systems to pro-
vide a comfortable indoor environment [34]. Let Vh denote the set of buildings
that have intelligent HVAC systems. Since comfort is a qualitative term, it is
best captured through a flexible range. For example, the comfortable indoor
temperature ranges between 20◦C to 25◦C [35]. Moreover, this comfort is also
associated with climate [36] and building occupancy [37]. For these reasons, the
amount of energy consumed has a fixed minimum level Dhjt (corresponding to
the minimum comfort requirement) and a flexible portion ∆hjt for all j ∈ Vh.
The flexible portion can frequently fluctuate within a range without reducing
the end-user’s comfort significantly. This is ensured by:
Dhjt ≤ ajt ≤ Dhjt + ∆hjt ∀j ∈ Vh,∀t ∈ T . (2.5)
Note that, while the demand in (2.4) can be met across multiple time periods,
the demand here is time-dependent and should be met in its time period.
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3. Storage Devices: It has been identified that storage devices will play a critical
role in mitigating renewable regulation challenges [38, 39]. Apart from energy
arbitrage, storage devices can provide ancillary services, capacity deferral ser-
vices, and end-user services [40]. Let Vb denote a set of storage devices. For
each j ∈ Vb, ajt is the charging/discharging amount during time period t. If
this value is positive, it indicates a charging activity—discharging otherwise.
These decisions are bounded by charging/discharging rates of the storage de-
vices: ajt ∈ [aminj , amaxj ] ∈ R. Let sjt denote the state of storage devices that is
required to satisfy the following dynamics equation:
sjt = sj,t−1 + ajt ∀j ∈ Vb, ∀t ∈ T , (2.6)
where the initial state sj0 is assumed to be given. This variable is also bounded
by the capacity of this storage device, that is 0 ≤ sjt ≤ smaxj . In any time
period, a storage device can act both as source and sink of energy.
4. Plug-in Electric Vehicle (PEV): The operating principle of PEVs is similar to
that of storage devices. However, unlike the storage devices, the charging and
discharging activities depend on the utility of the vehicle. For example, it should
be expected that the PEVs are connected to a residential grid during the off-
work hours. Therefore, the whole operation must be completed during a time
period that is desired by the customer. Using similar definitions as given for
storage devices, for j ∈ Vp, the set of PEVs must satisfy:
aminj ≤ ajt ≤ amaxj , sminj ≤ sjt ≤ smaxj (2.7a)




where [τ pj , τ̄
p
j ] is the plug-in interval. Further, the state of the PEVs at the end of
the plug-in interval must satisfy the specific customer-desired requirement[33]:
sjτ̄pj = Sj ∀j ∈ V
p. (2.8)
5. Home Appliances: The operation of some appliances, such as dishwashers and
washing machines, is flexible over a time horizon. These appliances have rela-
tively lower demand compared to the other settings described thus far. Let Va
denote a set of appliances. For each j ∈ Va, ajt is the power utilized in time
period t that must satisfy:
∑
t∈[τaj ,τ̄aj ]
ajt ≥ Daj (2.9)
during the desired time window [τaj , τ̄
a
j ]. The operation of these appliances can
withstand interruptions since the start-up time and set-up cost are negligible.
Moreover, power utilized in any time period should be less than the power rating
of the appliance. Therefore, ajt ∈ [0, amaxj ]. The interruptible nature of these
appliances differentiates them from industrial equipment.
We restrict our attention to the above five settings, but other similar settings
can also be operated within our multi-agent framework. Moreover, for agent n the
flexible demand set Dvn can be any combination of the above settings. The feasible re-
gion for decisions anjt, where j ∈ Dvn depends on this combination and will be denoted
as Avn. For example, for a household with storage devices and PEV units installed,




Van. In this case, the feasible region Avn is characterized by
(6), (7), (8), and (9) along with the respective bounds.
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2.2.2.2 Power Network Constraints
The power grid in both the main grid and MGs (i.e., for all n ∈ N ) consists
of buses and lines that construct a network with a set of buses Bn and a set of
transmission lines Ln. At any bus i ∈ Bn, the total available power should meet the














(anjt − u`njt) = ri(xt, ω̃nit) ∀t ∈ T , (2.10)
where pnjit and pnijt are the flow into and out of bus i, respectively. Further, ujit
is the purchased power that is unused. Note that this variable appears only in MG
problems. The right-hand side ri(xt, ω̃nit) depends on the arbiter’s decision and the
renewable generation ω̃nit. Note that the right-hand side ri(xt, ω̃nit) for the main grid
and MGs are different since the main grid acts as a seller rather than a buyer in






(ω̃njt − urnjt) +
∑
j:(i,j)∈In







(bjit − upjit) if n 6= 0.
}
(2.11)
On any transmission line, the real transmitted power and power losses are non-
linear functions of the differences between the voltages and angles of buses in both
ends of connecting lines. To make these functions suitable for linear optimization
methods, we apply a linear approximation described in [41]. We ignore the power
flow losses. If Vnit denotes the voltage of bus i, and Xnij denotes the reactance of line
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(θnit − θnjt) ∀t ∈ T , (2.12)
where the decision variable θnit is the angle of bus i. Further, the power flow pnijt










Each agent has the objective of minimizing the following: the total cost of
generation, the penalty for under-utilizing the power already purchased, the unused







the corresponding unit costs, thus, the objective is:























s.t. (2.3), (2.10), and (2.12)
anjt ∈ Avn. (2.13)
The arbiter’s decision as well as stochastic information (renewable generation)
affect only the right-hand side of the above program. The agent subproblem and the






s.t. x ∈ X ,
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where,
hn(x, ωn) = min d
>
n yn (2.14b)
s.t. Wnyn ≤ rn(ωn)− Tn(ωn)x,
yn ≥0.
The subproblem (2.14b) is a succinct representation of the agent problem in (2.13).
We resort to this representation to simplify the exposition of our algorithm in the
next section. Notice that the objective function and constraints are linear functions,
the first-stage decisions affect the right-hand side of (2.14b), and the recourse matrix
is independent of uncertainty. Therefore, this formulation is an extension of 2-SP
with fixed recourse [1].
2.3 Algorithm
The formulation introduced in Section 2.2 has an arbiter problem where de-
cisions are made before the realization of demand and renewable generation as well
as multiple agent problems that provide the recourse costs for the arbiter’s decisions.
If all the agents can be operated/controlled by a single decision maker, then a com-
bined optimization program can be used to obtain their decisions (shown by the large
shaded blue box in Figure 2.2a). Further, a subproblem scenario is a single vector
of observation at all agents. In this setting, the problem can be formulated as a
2-SP. However, the agents have independent decision makers with heterogeneous op-
timization problems. They are exposed to different stochastic processes. As (2.14)
shows, the proposed MA-SP has a weighted sum of expected recourse functions in
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Scenario for 
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(a) Decision structure of 2-SP
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(b) Decision structure of MA-SP
Figure 2.2: Decision structures
subproblem (shown by separate and small shaded blue boxes in Figure 2.2b). In this
case, every agent only observes scenarios from its stochastic process. The presence of
multiple subproblems distinguishes our MA-SP from the classical formulation which
only has one expected recourse function.
The classical 2-SPs are well studied in the literature. The uncertainty is rep-
resented using a set of scenarios and the expectation function is computed using the
probability associated with each scenario. When the set of scenarios is not readily









where M is the number of scenarios. Several algorithms, notably, Benders’ decom-
position [42], Dantzig-Wolfe decomposition [43], and progressive hedging [44], can
be used to solve the SAA. These algorithms build lower bounding piecewise linear
functions by solving a subproblem for each scenario from a set of scenarios selected a
priori. For large-scale problems and/or problems with a large set of scenarios, such
enumeration can prove to be computationally challenging. This is particularly the
case in power systems with significant renewable integration. For such problems,
sequential sampling-based bundling algorithms, such as 2-SD, have proven to be ef-
fective [45]. Recent work [46] has illustrated the advantages of sequential sampling
over SAA for a wide range of applications. Motivated by these observations, we adopt
a modified 2-SD solution approach to tackle our MA-SP.
Our solution approach, which we refer to as multi-agent stochastic decom-
position (MA-SD), is an extension of 2-SD when multiple subproblems exist. The
principal idea is to use a separate sample mean function to approximate the expected








n) ∀n ∈ N . (2.16)
Note that the above sample mean is based on the current set of observations Ωkn. In
any iteration k, these sample mean functions are updated by sequentially sampling
scenarios (ωkn) from their respective stochastic processes and updating the observation
set Ωkn. For the current arbiter decision x
k and newly sampled observation ωkn, the
subproblem for agent-n is solved. Let πkkn denote the corresponding optimal dual
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solution. This solution is added to the set of previously encountered dual solutions,
Πkn. For the remaining observations ω
j
n ∈ Ωkn, a dual solution πkjn is identified in Πkn,
which provides the best lower bound at xk. Using these dual solutions {πkjn }kj=1, we














Note that Hkn(x) approaches the expectation function as k →∞. Further, the affine
function `jn computed in iteration j(< k) is a lower bound for H
j
n, and not necessarily
for Hkn.
Therefore, the previously generated affine functions are updated by multiply-
ing `jn by the factor
j
k
. Using these, the piecewise linear approximation [47] of the









Approximations of (2.18) are weighted and aggregated across all agents to









||x− x̂k||2 |x ∈ X}, (2.19)
for a given parameter σk > 0. The optimal solution of the above problem xk+1 will
be used in the subsequent iteration. Notice the use of a regularization term, centered
around the incumbent solution x̂k, in the objective function. This term is included
to stabilize our sampling-based approach. We refer the reader to [46] for a detailed
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exposition of incumbent updates and convergence properties of our approach. Figure





























Figure 2.3: Flowchart of the MA-SD algorithm
Since each agent is exposed to an independent stochastic process, one should
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expect that different number of scenarios is required to characterize the uncertainty.
Further, since the optimization problem is different at every agent, the number of
extreme points (dual solutions) relevant to approximate the cost function is also dif-
ferent. In this regard, our stopping rules are based on in-sample as well as out-sample
tests for stability of the observation set Ωkn and dual solution set Π
k
n. We refer the
reader to [46] for more details. Due to the heterogeneous nature of decision processes,
different agents might satisfy the stopping criteria at different iterations. Further,
since the algorithm allows samples to be added sequentially during the optimization
process, such a sequence can be obtained from state-of-the-art simulators that are
often used by power system operators.
2.4 Computational Experiments
For our computational experiments, we used the WECC-240 data set obtained
from [48]. The data consists of a detailed description of network topology, genera-
tor location, and capacity. In the data set, all 240 buses, which are located in the
western part of the U.S., are originally partitioned into 21 areas (see Figure 2.4). We
decomposed this data set into one main grid (shown in gray) connected to N = 10
MGs (shown in blue). The renewable generation data was extracted from the Western
Wind and Solar Integration Study [49] based on the generators’ geographical loca-
tions. This data was scaled to ensure 15% renewable penetration at each MG and
used to build a model that provides a stream of simulated outcomes for renewable
generation. We used the demand data in the WECC data set to create the instance,
and the buses with flexible demand were selected randomly from the set of all load
locations. We adopted the generation costs provided by [50]. Table 2.1 presents the





















Figure 2.4: Network toplogy of WECC-240
T = 24 hours.
All algorithms were implemented in the C programming language on a 64-bit
Intel core i7-4770 CPU @3.4GHz × 8 machine with 32 GB Memory. All linear and
quadratic programs were solved using CPLEX callable subroutines. In all our exper-
iments, we begin by using an optimization process to identify an optimal solution
for the arbiter and the corresponding prediction value. Note that this prediction
value is an estimate of the lower bound for the original optimization problem. This
is followed by a verification phase where the arbiter’s solution is fixed, and agents
(MGs) subproblems are simulated using independent and identically distributed ob-
servations. The objective functions obtained are used to build a confidence interval
(CI) of the upper bound estimate for each agent’s expected recourse function. The CI
for the arbiter objective function value is the aggregate based on the weighted sum








































































































































































































































































2.4.1 Comparison of Decision Structures
We start by comparing our MA-SP with the classical 2-SP. While MA-SP
includes a separate subproblem for each agent, the 2-SP considers a subproblem that
aggregates together the decision processes of all agents. The uncertainty in 2-SP
is captured by a single random vector, say ω̃t = (ω̃1t, ω̃2t, . . . , ω̃Nt). The first-stage
problem in both these formulations remains the same. We used the 2-SD algorithm
to optimize the 2-SP. These results are summarized in Table 2.2.
Note that the total costs (i.e., prediction value) for MA-SP is within 0.5% of
that predicted by the benchmark 2-SD algorithm. This indicates that the objective
function value estimated by considering a separate sampling procedure for each agent
is statistically similar to when a single stream of samples is used. The verification
CIs, on the other hand, provide us with a tool to compare the solutions generated
from the formulations. We accomplished this by testing the following hypothesis: the
solutions from the two formulations are statistically indistinguishable. The p-value
associated with this hypothesis test is 0.7008, which is greater than 0.05. It indicates
that the hypothesis cannot be rejected at a 0.95 significance level.
The first column of Table 2.2 shows that solving an MA-SP requires a smaller
number of iterations than solving a 2-SP (670 vs. 708). In 2-SP, the number of





















scenarios (of random vector ω̃t) is equal to the number of optimization programs,
while, for solving the MA-SP, the number of scenarios encountered by each agent
(i.e., random variable ω̃nt) is different. We will discuss it in the following sub-section.
The average time taken to complete an iteration of each algorithm is presented in
Table 2.2 as well. Since MA-SP decomposes the subproblems into smaller linear
programs, the computational requirements are lower when compared to 2-SP where
a significantly larger linear program is solved. Therefore, the average time taken
for an iteration in 2-SD is twice as much as MA-SD. The separation of sampling
procedures and the computational advantage make the MA-SP setup suitable for
parallel computing environments. We are currently working on an implementation
suitable for such environments, and the results will be reported in future publications.
2.4.2 Comparison of Cut Formation Procedures
The expected recourse function for each agent is approximated using lower
bounding affine functions as described in Section 2.3. These approximations are
included in the master problem as linear functional constraints [51]. This implies
that the size of the master problem grows by N (number of agents/MGs) in every
iteration that increases the computational burden of solving quadratic programs.








where (αn, βn) are coefficients of individual affine functions for n = 1, . . . , N , and
(ᾱ, β̄) are those for the aggregated affine function. This choice motivates the next
set of experiments where we compare the MA-SD(m) and MA-SD(a) procedures. In
MA-SD(m), N affine functions are added in every iteration, and a single aggregated
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function is added in MA-SD(a). The results of MA-SD(a) and MA-SD(m) are shown
in Table 2.3 and Table 2.4, respectively.
These results indicate that, while the number of quadratic master programs
solved is higher in the case of MA-SD(a) when compared to MA-SD(m), the cor-
responding running time is lower. This can be attributed to the larger size of the
master problem in the MA-SD(m). As before, we can compare the prediction and
verification values to establish the similarity between the two approaches. The differ-
ence in prediction values of the two approaches is around 0.3%. We also conducted a
hypothesis test that there is no difference between the solutions obtained from these
two algorithms. The p-value of 0.9751 (> 0.05) indicates that we cannot reject the
null hypothesis of statistically indistinguishable arbiter solutions.
The results in the two tables showcase one of the principal features of our solu-
tion approach, viz. the distributed nature of our sequential sampling procedure. Since
each agent is exposed to stochastic processes with different characteristics (mean, vari-
ance, etc.), the number of samples required to satisfactorily approximate the expected
recourse function is also different. These numbers can be seen in the first column of
Table 2.3 and Table 2.4 for each method, respectively. For sample-based stochas-
tic programming models, it is not guaranteed that the prediction value falls within
the verification CI. However, when it does, then the solutions can be accepted with
greater confidence. The arbiter solution satisfies this condition as the aggregated
prediction value falls within the verification CI for both methods proposed. (See the
row corresponding to “master” in Table 2.3 and Table 2.4.) While this solution is
statistically acceptable to the aggregated optimization problem, it might not be the
case for individual agents (e.g., agent 4 in the MA-SD(a) method). Such behavior can
be attributed to the fact that our approach seeks solutions that are optimal across























































































































































































































































































































































































































































































































































































































































































































































































































































































MA-SD(a) as our method of choice to solve MA-SPs.
2.4.3 Study the Impacts of the Network Constraints
The formulation presented in Section 2.2 considers a DC approximation of the
power flow constraints (2.10). Power flow on line (i, j) is bounded by the line capacity
[pminnij , p
max
nij ]. In order to study the impact of these constraints, we created instances
without power flows (“NoNetwork”), uncapacitated power flows (“Uncapacitated”),
and capacitated power flows (“Capacitated”). In the “NoNetwork” instance, system-











bijt ∀t ∈ Tn, (2.21)
where ∂D̄njt is the net demand computed using customer demand (Dn) and renewable
generation (Rn) in all agents n ∈ N . The results are shown in Table 2.5. Since the
“NoNetwork” and “Uncapacitated” instances are relaxations of the original problem,
the total cost is lower than the “Capacitated” instance. Moreover, the solution ob-
tained for “Capacitated” is significantly different from the other instances (indicated
by low p-value). It is interesting to notice that the solutions and values from “NoNet-
work” and “Uncapacitated” instances are statistically indifferent. This indicates that
the capacity on power flows is more critical than the power flow approximation (2.12),
at least for our data set.
2.4.4 Energy Management Study
The formulation of the power system presented in Section 2.2 permitted dif-
ferent energy management settings to be included at agents. A main feature of these
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settings was the flexibility to schedule demand in a way that reduces overall system
costs by efficiently managing their schedule with availabilities of renewable resources.
In order to quantify the cost savings, we designed an experiment to compare a sys-
tem with/without such flexible demands. Our experiment used two small instances
comprised of the main grid and agents 4, 9, and 10 (all without storage devices)—one
instance has inflexible customer demands and the other instance allows flexibility. All
renewable generation scenarios used in this experiment are from the same data set as
before.
The prediction and verification results are summarized in Table 2.6. The
prediction values indicate that incorporating flexibility in energy management systems
helps to reap more benefits from renewable resources and thereby results in cost
savings (7.9%) for the system. This decrease in cost can be attributed to an 2.7%
reduction in the conventional generation and a 10.4% reduction in the total amount of
energy sold by the main grid. Further, from Figure 2.5, we see that both the main grid
and agents can reduce their total costs by allowing demands to be flexible. However,
the cost reduction is more prominent in the main grid than individual agents.
2.4.5 Response of Flexible Demands
In this experiment, we study the response of flexible demands to fluctuations
in renewable generation over the planning horizon. The optimal first-stage solution
Table 2.5: Solution results of various network constraints
Instances Prediction value ($) 95% C.I. p-value
NoNetwork 37,138,279 [36,930,348, 37,366,901] -
Uncapacitated 37,132,967 [36,926,762, 37,363,174] 0.9815
Capacitated 43,951,145 [43,534,253, 44,252,131] 0
42





















Figure 2.5: Objective values of the arbiter and agents
identified by MA-SD(a) is treated as an input to the individual agent problem. The
decision process of each agent is simulated by solving an optimization problem using
independent Monte-Carlo samples. Some key observations are discussed here.
Figure 2.6 shows the mean responses over 1000 samples for different settings
during a day for agents 1, 3, and 6. The power purchased (which is a part of arbiter
decisions), local conventional generation, and renewable generation are utilized to
satisfy both flexible and fixed demand of an agent. During time window [0, 9], the
requirements of industrial facilities dominate the power consumption and drive a
high level of local conventional generation for all the three agents. In time period 10,
when the industrial facilities stop operating, the local conventional generation reduces
dramatically while the purchased power increases for agents 1 and 3 only.




Value($) Generation (MW) Power (MW)
Fixed 6,360,378 412,471 108,236 [6,316,083, 6,364,164]
Flexible 4,879,788 376,211 71,986 [4,818,633, 4,867,403]
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Another interesting observation from Figure 2.6 is that industrial and home
appliances demand realization trends complement one another. For example, when
industrial demand decreases at the end of time period 9, the demand of home ap-
pliances is scheduled to be met. This behavior can be attributed to the fact that
home appliances are allowed to operate over a longer time window as compared to
industrial demand, which makes them more flexible. Similar complementary behav-
ior was observed between conventional and renewable generation. We also can see
from Figure 2.6 that excess renewable energy is stored (e.g., in t ≥ 10 in agent 6) for
future usage. While the realized power for the HVACs is constant for a majority of
agents, this is not the case for agent 6 (see Figure 2.6). This is due to the presence
of renewable resources with higher variability at this agent when compared to others.
Both HVACs and storage devices help in smoothing this variability.
Further, we conducted sensitivity analysis of different type of flexible demands
to investigate the effect of their variations on agents’ total costs. The power system
in this experiment comprises only one agent (agent 1) and the main grid. Our bench-
mark is to set all demands as fixed and no storage devices installed. Then we only
allowed one type of energy management setting to be flexible. We conducted the
same experiment for the rest of the settings. When storage devices are used, all other
settings are not allowed to be flexible. The total costs for the main grid and agent 1
are shown in Figure 2.7. It was observed that the total cost savings are proportional
to the power demand. This seems to be the case for industrial sectors in Figure 2.7.
The figure also illustrates the role of storage devices in reducing total costs by moving










































































































































































































































































































































































































Figure 2.7: Sensitivity analysis of energy management settings
2.5 Conclusion
We presented a stochastic optimization framework that captures interactions
between (a) a centralized arbiter in the main grid and (b) multiple agents with hetero-
geneous objectives and constraints in MGs that utilize various energy management
settings. We investigated the response of each agent to intermittent renewable re-
sources by extending the classical 2-SP model to include multiple subproblems. To
the best of our knowledge, this is the first study that investigates multiple subprob-
lems with heterogeneous decisions and stochastic processes in the second-stage. We
developed stochastic decomposition-based algorithms to solve the proposed large-scale
problem. The statistical results showed that our algorithm can provide reliable over-
all cost estimates to the proposed problem with 50% less running time as compared
to the benchmark 2-SD approach. Our algorithm used two different approximation
approaches: agent cuts (MA-SD(m)) and aggregated cuts (MA-SD(a)). Both these
approaches yield statistical comparable results, but the aggregated approach is com-
putationally more efficient. The results implemented with and without allowing flex-
ible demands show that the total operational costs can be reduced significantly when
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customer demand is flexible by effective utilization of the renewable resources. Our
experiments show that cost reductions are more prominent in the main grid than at
individual agents. The sensitivity analysis reveals that the flexibility in the industrial
sector has the potential to contribute the most towards the total cost reduction. The
results also indicate storage devices play a critical role in cost reductions. While the
inclusion of power flow equations increases the computational requirements, they are
necessary to identify system congestion. This is highlighted by the increase in total
cost when flow balance constraints are considered in the proposed MA-SP. Finally,
we studied how the activities of these flexible demands fluctuate with variations of
renewable generations during a day.
The structure of our algorithm involves solving several independent subprob-
lems (corresponding to MGs). This structure is naturally fit for an implementation of
distributed/parallel computing, which will be taken up as part of our future study. In
a smart grid, MGs not only are buyers but also can sell power back to the main grid to
increase utilization of renewable energy over the entire power system. Furthermore,
they are allowed to make transactions with other MGs in the system as well. These
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Nomenclature
Sets
B set of ESSs; indexed by i = 1, 2, . . . |B|
J set of jobs; indexed by j = 1, 2, . . . |J |
F set of job families; indexed by f, g = 1, 2, . . . |F |
M set of machines; m = 1, 2, . . . |M |
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R set of renewable generators; r = 1, 2, . . . |R|
T set of time periods; t = 1, 2, . . . |T |
Parameters
wj weight (priority) of job j ∈ J
l length of a time slot [h]
pmj processing time of job j ∈ J on machine m ∈M [h]
sfg setup time between job family f ∈ F and g ∈ F [h]
bmini minimum charging/discharging rate of ESS i ∈ B [kW]
bmaxi maximum charging/discharging rate of ESS i ∈ B [kW]
Emini minimum energy level of ESS i ∈ B [kWh]
Emaxi maximum energy level of ESS i ∈ B [kWh]
qzmf unit power consumed by idling at family f ∈ F on machine m ∈ M
[kW]
qlmfg unit power consumed by a setup between job family f ∈ F and g ∈ F
on machine m ∈M [kW]
cdt unit energy purchasing cost in time period t ∈ T [$/kWh]
cut unit energy selling price in time period t ∈ T [$/kWh]
cEit unit energy storage cost of ESS i ∈ B in time period t ∈ T [$/kWh]
ρt = 1 if the manufacturing plant is allowed to feed power into the electric-
ity grid during time period t ∈ T when the selling price cut ≤ purchasing
price cdt , 0 otherwise
ω̃rt random variable, power generated by renewable generator r at time
t ∈ T [kW]
Decision Variables
xmjt = 1 if job j ∈ J is started on machine m ∈M at the beginning of time
period t ∈ T ; otherwise = 0
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ymjt = 1 if job j ∈ J is processed on machine m ∈ M during time period
t ∈ T ; otherwise = 0
zmft = 1 if machine m ∈ M is idle at job family f ∈ F during time period
[t, t+ 1); otherwise = 0
vmfgt = 1 if machine m ∈ M starts to make a setup operation for changing
job family f ∈ F to job family g ∈ F at the beginning of time period
t ∈ T ; otherwise = 0
omfgt = 1 if machine m ∈ M is doing a setup for changing job family f ∈ F
to job family g ∈ F during time period t ∈ T ; otherwise = 0
dt power purchased from the grid in time period t ∈ T [kW]
ut power sold to the grid in time period t ∈ T [kW]
bit ESS charging/discharging rate during time period t ∈ T [kW]. When
bit is positive, the ESS i ∈ B is in charging status; otherwise, it is in
discharging status
Eit Energy state of ESS i ∈ B in time period t ∈ T [kWh]





ESS energy storage system
MILP mixed-integer linear program
ESF extensive scenario formulation
TWCT total weighted completion time
EC energy cost
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2-SP two-stage stochastic program
SAA sample average approximation
CI confidence interval
3.1 Introduction
Today, protecting the environment is one of the most critical issues faced by
citizens of the world. While, with the development of economic globalization, global
demand for almost any type of product is continuously growing. As a result, the
industrial sector has a high energy demand to satisfy production demand. For exam-
ple, the industrial sector accounted for 32% of total U.S. energy consumption in 2018
[52] according to a report from the U.S. Energy Information Administration. The
main energy sources used by the sector are natural gas, petroleum, electricity, renew-
able sources, and coal. Although the share of renewable sources has been increasing
over the past 60 years, it is still less than 10% of all energy sources. As we know,
non-renewable energy sources can cause environmental issues, especially the emission
of greenhouse gas (GHG). Another U.S. Energy Information Administration report
claims that the industrial sector consumes about 25% of all electricity in use [53]. To
meet excessive peak electricity demands and decrease GHG emissions, load shifting
and utilizing renewable resources are under consideration by Governments, society,
and industry. Load shifting, which is also known as demand response, allows to cur-
tail or shift energy demands in response to economic incentives. In a smart grid,
any kind of end-use customer can gain benefits from adopting a demand response
program. While, industrial sector has the potential to take more advantage of cost
reduction by utilizing demand response [54].
Time-of-use (TOU) electricity pricing schemes vary prices during the day.
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Higher (lower) costs are charged during peak (off-peak) demand hours. TOU pricing
schemes are used by utilities to motivate manufacturing plants to reduce consump-
tion at peak times by shifting energy use from peak hours to off-peak hours. This
shifting activity, which is referred to as demand response, can increase time-related
scheduling objectives. Energy-cost-aware (ECA) manufacturing is a way to utilize de-
mand response. Its objective is to minimize energy costs at the operational level by
determining optimal job scheduling and/or lot-sizing while considering time-varying
electricity prices [55]. Using on-site electricity generators, some industrial facilities
produce electricity for use. In an ECA manufacturing system, industrial facilities
also can sell some of the electricity that they generate back to the power grid for
compensation.
An effective way to reduce GHG emissions is to utilize environment-friendly re-
newable energy resources, which have received significant research attention in recent
years. Renewable resources are the fastest growing among all energy resources, with
their consumption expected to increase by an average 2.3% per year between 2015
and 2040, according to the U.S. Energy Information Administration [56]. Moreover,
some governments and organizations such as RE100 have committed to encourag-
ing businesses to consider using 100% renewable power. According to its website,
UPS invested $18 million in on-site solar panels, which expanded UPS’s solar power
generating capacity by 10 megawatts in 2017. Further, it is estimated that on-site
wind energy resource development is feasible for about 44% of the continental U.S.’s
buildings, according to a report by the National Renewable Energy Laboratory [57].
Unfortunately, the availability of wind and solar energy, which are two signifi-
cant renewable energy resources, is uncertain, as it fluctuates with weather variations.
Generation can vary at different times over a day and at the same time period over
different days. Properly addressing the uncertainties inherent in renewable energy re-
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sources can mitigate potential scheduling solution inaccuracies. Further, developing
effective strategies for handling the intermittent nature of renewable energy resources
can improve the effectiveness of renewable energy utilization in production environ-
ments. To mitigate renewable energy availability challenges, energy storage systems
(ESSs) are utilized to store intermittent renewable energy and use it when needed.
To the best of our knowledge, Liu [58] presents the first study that integrates
renewable energy supply into production scheduling while considering the uncertainty
of renewable energy availability using interval number theory. Unfortunately, little
research has been done since that simultaneously considers both ECA production
scheduling and the utilization of uncertain renewable resources for energy genera-
tion. Given this motivation, we study a flow shop scheduling problem with sequence-
dependent setups under a TOU pricing scheme. Power purchased from the main grid,
generated by grid-connected on-site renewable generators such as wind turbines and
solar panels, and discharged from ESSs are available energy sources for the man-
ufacturing process under study. Energy consumption is machine status-related, as
job processing, production setups, and machine idling consume different amounts of
energy.
Figure 3.1 describes the methodological approaches used in this research. We
first formulate a two-stage, bi-objective stochastic ECA problem. Then the problem
is solved through a ε-constraint framework with L-shaped method. Finally, experi-
ments were conducted to illustrate the performance of our proposed algorithm and
its effectiveness in realizing energy-related objectives in manufacturing. The main
contributions of this research are threefold: (1) we study an ECA problem that in-
tegrates an energy procurement problem with a flow shop scheduling problem to
minimize total weighted completion time and energy costs simultaneously by deter-
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Figure 3.1: Flow chart of methodological approaches performed in this research
multi-objective stochastic problem for the ECA problem. In the first stage, we pro-
pose a time-indexed, mixed-integer linear program (MILP) which captures several
practical features of the flow shop scheduling problem. The second stage determines
the energy transactions between the manufacturing plant and the power grid in the
context of uncertain renewable energy and ESSs under a TOU pricing scheme; (3)
we conduct a case study to investigate the performance of our algorithm, the effects
of setups on energy cost, and demonstrate the potential benefits of utilizing on-site
renewable resources and ESSs.
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The rest of the paper is organized as follows. After the current literature is
reviewed in Section 3.2, our mathematical model is presented in Section 3.3. Then,
two-stage, multi-objective decomposition algorithms are implemented in Section 3.4,
followed by a discussion of our computational experiments in Section 3.5 Finally, we
offer conclusions and future research directions in Section 3.6.
3.2 Literature Review
As many areas of the world are facing environmental issues surrounding the
consumption of fossil fuels and concomitant GHG emissions, efforts to make produc-
tion scheduling sustainable have become a key focus for many companies. Lots of
literature on energy-aware production scheduling has evolved in recent years. Giret
et al. [59], Biel and Glock [60], and Gahm et al. [61] present a comprehensive review
of this research stream. Giret et al. [59] review the existing literature on sustainable
scheduling and focus on environmental and economic development. Biel and Glock
[60] provide a survey on decision support models for energy-efficient production plan-
ning. Gahm et al. [61] develop a framework for energy-efficient scheduling and classify
the literature into three aspects–energetic coverage, energy supply, and energy de-
mand. Gahm et al. [61] state that machine processing states and job-related features
both impact energy consumption during production operations, non-processing states
such as machine idling, system on/off, and setups can also affect energy consumption
requirements.
Yildirim and Mouzon [62] propose a multi-objective framework for a single
machine scheduling problem to minimize both energy consumption and job comple-
tion time by turning off the machine instead of leaving it idle when not in use. Liu
et al. [63] study a flow shop scheduling problem with state-dependent setup times
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to minimize energy consumption and tardiness penalties. After introducing fuzzy set
theory to describe the uncertainty of processing time and due dates, an improved
hybrid genetic algorithm is developed for solving the problem.
Luo et al. [64] investigate a hybrid flow shop scheduling problem under a four-
period TOU pricing scheme to minimize makespan and power consumption. Their
experimental results show that increasing the length of each TOU period can reduce
electricity costs without affecting makespan. Similarly, under a TOU tariff, Ding
et al. [65] propose a time-interval-based mixed-integer, linear model and a column
generation heuristic for a parallel machine scheduling problem to minimize electricity
costs while keeping the makespan within a given production deadline. Understanding
the tradeoff between electricity costs and makespan can provide insights for manage-
ment to help determine the maximum acceptable production time under TOU pricing
schemes.
Moon and Park [66] investigate production scheduling problems integrated
with on-site renewable generation, fuel cells, and ESSs. They propose a model with
two subproblems for a flexible job shop to minimize the sum of makespan-related
production costs, the cost of purchasing power from the grid, the cost of distributed
generations, and the cost of an ESS under a TOU pricing scheme. The first sub-
problem is a production scheduling problem with a given energy schedule, while the
second subproblem is an energy scheduling problem for a given flexible job shop. By
solving these two subproblems alternately and repeatedly, a near-optimal solution is
found. In their model, Moon and Park [66] assume that the minimum and maximum
amounts of renewable energy available for each time period within the planning hori-
zon are known in advance. Then the amount of energy generated for a given time
period is determined by the model. Zhai et al. [67], who study a flow shop scheduling
problem in the context of a real-time pricing scheme, also consider on-site renewable
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generation. Time series models are used to forecast hourly wind speeds and elec-
tricity prices, which increase data accuracy as compared to using the fixed intervals
adopted by Moon and Park [66]. After obtaining forecast data, hourly wind speeds
and electricity prices are fed into a manufacturing scheduling model to minimize
energy costs. Unfortunately, this procedure requires that all data is predetermined
without any consideration of uncertainty. Similarly, Zhang et al. [68] investigate the
effect of on-site photovoltaic and ESSs on a flow shop under a TOU pricing scheme.
However, the uncertainty of solar generation is not considered in the study.
Liu [58] presents a mathematical model for a single-machine scheduling prob-
lem integrated with renewable generation and an ESS. Liu [58] represents the uncer-
tainty of renewable energy resources by using interval number theory. The energy
generated by renewable energy resources during each time period is bounded by an
interval and the interval boundaries are randomly generated from a uniform distri-
bution. The author assumes that the plant will purchase any power needed from
the main grid if the renewable energy stored in batteries runs out in any time pe-
riod. Two models are considered: 1) simultaneously minimizing total weighted flow
time and GHG emissions using a lexicographic-weighted Tchebycheff method and 2)
minimizing total weighted flow time by considering a GHG emission constraint.
Biel et al. [69] propose a two-stage stochastic optimization procedure for a
flow shop scheduling problem with on-site wind power under a TOU pricing scheme
to minimize total weighted flow time and energy costs. In the first stage, a bi-objective
MILP is used to evaluate a number of generated wind power scenarios which form
an extensive scenario formulation (ESF). A weighted sum algorithm is used to tackle
multiple objective functions. Then, based on real-time wind power data, energy
supply decisions are adjusted in the second stage. Fazli Khalaf and Wang [70] propose
a two-stage stochastic MILP for a flow shop problem with on-site renewable resources
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and ESS under day-ahead and real-time electricity pricing schemes. The first stage
determines job schedules and minimizes energy purchase cost procured from the day-
ahead plan by considering forecasted renewable energy generation, while the second
stage compensates for the mismatch between forecasted and actual renewable energy
and minimizes energy costs under a real-time pricing scheme.
As Table 3.1 shown, only a few research studies have considered ECA produc-
tion scheduling with stochastic renewable energy sources simultaneously. Further,
sequence-dependent setups, which occur when production switches between different
job families Wang et al. [71], have been ignored in the literature. These setups not
only affect time-related objectives but also affect energy costs and demand require-
ments [72]. Motivated by these gaps in the literature, the main goal of our study is
to examine these important topics.
3.3 Problem Formulation
Consider a flow shop comprised of |M | production machines. A set of jobs J
of varying weights (priorities) wj is released at the beginning of the time horizon of
interest. Each job j ∈ J must be processed with processing time pmj on each machine
m ∈ M sequentially. A sequence-dependent setup time is required for changeovers
when the job family changes from f ∈ F to g ∈ F \ {f} on any machine. Different
machine statuses (i.e., job processing, setup, and idling) consume different amounts of
energy. The energy required for operating machines can be purchased from the main
power grid, generated by on-site renewable generators, and/or discharged from ESSs.
On-site renewable generation can be used to run production, charge ESSs, and/or
be sold to the main grid for compensation (Figure 3.2). In our study, electricity
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Figure 3.2: A flow shop system with production and energy flow
rates each day: peak load, mid-load, and off-peak load, depending on the time of day.
We consider two major decisions simultaneously: (1) assigning jobs to machines and
determining machine statuses in each time period t ∈ T to minimize total weighted
completion time (TWCT) and (2) determining energy transactions between the main
grid, the manufacturing plant, and operating ESSs to minimize energy cost (EC).
3.3.1 Model
Apart form what has already been stated, we further make the following as-
sumptions for our problem:
1. All machines and jobs are available at the beginning of our time horizon T ;
2. All jobs are required to be processed completely by the end of the time horizon
T;
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3. The processing order of jobs can differ among flowshop stages;
4. Each machine can process only one job at a time;
5. Each machine must complete job j before undergoing a setup or processing
another job j′ ∈ J \ {j};
Using the above notation, the objective function and constraints of the pro-















cEitEit − cut utρtl) (3.2)
Subject to

































































vmfgt ∀m ∈M, f ∈ F, t ∈ T \ {1}. (3.10)
dt − utρt −
∑
i∈B

























ω̃rt ∀t ∈ T, (3.11)
bmini ≤ bit ≤ bmaxi ∀i ∈ B, t ∈ T, (3.12)
Eit = Ei,t−1 + bitl ∀i ∈ B, t ∈ T, (3.13)




rrt ∀t ∈ T, (3.15)
xmjt, ymjt, zmft, omfgt, vmfgt ∈ {0, 1} ∀m ∈M, j ∈ J, f, g ∈ F, t ∈ T, (3.16)
dt, ut, Eit, at ≥ 0 ∀i ∈ B, t ∈ T, (3.17)
bit unrestricted ∀i ∈ B, t ∈ T. (3.18)
Equations (3.1) and (3.2) define the two objective functions that our model
seeks to simultaneously minimize: (1) total weighted completion time and (2) energy
costs, which we calculate as the cost of purchasing power from the grid plus the cost
of storing energy in ESSs, minus the revenue generated from selling power back to the
grid. Constraint set (3.3) ensures that job j can only be processed by one machine
during any time period t ∈ T . Next, constraint set (3.4) guarantees that any job j
must be processed on machine (m− 1) before it can be processed on machine m due
to the flow shop environment under study. Constraint set (3.5) requires that any job
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j can only be processed by each machine m once. Next, constraint set (3.6) ensures
that any machine m can process job j only after job j is assigned to the machine. Any
machine m cannot be interrupted once it starts processing a job, which is guaranteed
by constraint set (3.7). Similarly, constraint set (3.8) ensures that a setup operation
on machine m cannot be interrupted once it starts.
The constraints for representing the three machine states of interest are in-
spired by [73]. Constraint set (3.9) ensures that any machine can only be in exactly
one state, job processing, setup, or idling, in each time period t ∈ T . Further, any
change of machine state induces a setup operation (3.10). The power needed for
running the flow shop’s machines includes power purchased from the grid, power dis-
charged from ESSs, and power generated by on-site renewable generators. Constraint
set (3.11) is a power balance equation which specifies that the total available power
should meet the total power demand at every time period. In (3.11), bit is the charg-
ing/discharging rate of ESS i ∈ B during time period t ∈ T . The value of bit will be
positive if the ESS i ∈ B is charging; otherwise, it is in a discharging mode. These de-
cisions are bounded by the charging/discharging rates of the ESS (3.12). Constraint
set (3.13) is the system dynamics equations which specify the state of ESS i ∈ B (see
[54] for details). In (3.13), the initial state Ei0 is assumed to be given. Constraint
set (3.14) ensures that the state of ESS i ∈ B is always between its lower and upper
bounds. The quantity of renewable generation determines the upper bound of the
power sold to the main grid (3.15). Finally, constraint sets (3.16) - (3.18) provide
variable types and limits on the decision variables in our model.
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3.3.2 Formulation of the Two-stage Stochastic Programming
Model
The proposed scheduling and energy supply problem can be written as a two-
stage stochastic program (2-SP) to model the stochastic nature of on-site renewable
energy resources. Since scheduling decisions are made prior to the realization of re-
newable energy availability, they are non-anticipative in nature [1]. We succinctly use
a single decision vector x ∈ X to collectively denote scheduling variables xmjt, ymjt,
zmft, omfgt and vmfgt, where X denotes the feasible set. Once scheduling decisions
are made, energy supply requirements are informed by this decision vector and the
realization of renewable generation ω of its stochastic process ω̃. This allows us to







(tl + p|M |j − l)x|M |jt + E{h(x, ω)} (3.19a)
s.t. (3.3) – (3.10) and (3.16),
where the recourse function h(x, ω) is given by:
h(x, ω) = min
∑
t∈T




s.t. (3.11) – (3.15), (3.17), and (3.18).
According to the general formulation of a stochastic problem [1], problem (3.19a)
is commonly referred to as the master problem, while problem (3.19b) is known as
the subproblem. Note that the decision variables in the master problem (3.19a) are
binary variables, while the decision variables in subproblem (3.19b) are continuous.
While first-stage decisions affect the right-hand side of equation (3.11) (renewable
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generation), the recourse matrix characterized by the left-hand side in equation (3.11)
and the transfer matrix characterized by the right-hand side of equation (3.11) are
independent of uncertainty. Therefore, the above formulation is a 2-SP with fixed
recourse [1].
3.4 Two-Stage, Multi-Objective Stochastic Solu-
tion Scheme
Our problem is a bi-objective problem whose solution is described by a Pareto-
optimal set, rather than a unique solution. In general, the resolution of multi-objective
stochastic problems involves two kinds of transformations: transforming the multi-
objective problem into a single-objective problem and converting the stochastic prob-
lem into its equivalent deterministic problem [74, 75]. Caballero et al. [76] classify the
existing techniques for the solution of multi-objective stochastic problems according to
the order in which transformations are carried out. The multi-objective approach first
transforms the stochastic multi-objective problem into its equivalent multi-objective,
deterministic problem. Alternatively, the stochastic approach transforms the stochas-
tic multi-objective problem into a single-objective stochastic problem in the first step.
Multi-objective stochastic optimization approaches have been studied in vari-
ous fields. Tricoire et al. [77] formulate a bi-objective stochastic covering tour problem
using a sample average approximation (SAA) technique, which is then solved by a
branch-and-cut method within an ε-constraint algorithm. Osorio et al. [78] pro-
vide an approach which combines the SAA method and the augmented ε-constraint
algorithm. Biel et al. [69] propose a two-stage stochastic optimization framework
for flow shop scheduling problems with on-site wind power. In the first stage, a
65
bi-objective MILP is formulated via an ESF considering all generated wind power
scenarios simultaneously. The bi-objective objective function is transformed into a
single objective using a weighted sum approach. In the second stage, energy supply
decisions are adjusted according to the realization of actual wind power. Compared to
the ε-constraint algorithm, weighted sum approach has two main drawbacks [77]: (1)
it is difficult for decision-makers to define weights for conflicting objectives a priori;
and (2) it can only find supported solutions and missing other attractive candidates.
So motivated by [79], our solution approach for solving the bi-objective stochastic
problem adopts an ε-constraint framework to transform the multi-objective problem
into a problem with only one objective. The L-shaped method is used to tackle the
2-SP. The details of ε-constraint framework and the L-shaped method described in
the following subsections.
3.4.1 ε-constraint Framework
The ε-constraint algorithm [80] consists of transforming a multi-objective prob-
lem into a single objective problem. To do this, decision-makers must select one
objective function to remain as the objective function and transform all others into
constraints bounded by a set of parameters ε. These additional constraints are named
as ε-constraints.
To enumerate all Pareto optimal solutions, the algorithm iteratively solves
single-objective optimization problems for each value of the ε parameters. The for-
mulation introduced in Section 3.3 has two objective functions: TWCT and EC. The
discrete-time periods result in integer values of TWCT. If we convert TWCT into
an ε-constraint, it is easy to change the value of parameter ε by one unit from one
iteration to the next [79]. Therefore, for computational convenience, we choose EC
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as the main objective function and TWCT is transformed into an ε-constraint. By
introducing these changes, the master problem (3.19a) can be reformulated as:







(tl + p|M |j − l)x|M |jt ≤ ε
(3.3) – (3.10), (3.16).
Note that the two-stage stochastic programming framework in problem (3.20) is main-
tained by converting TWCT to an ε-constraint.
Figure 3.3 shows a flow chart for the two decomposition algorithms integrated
with the ε-constraint framework [79]. Given the negative correlation between our two
objective functions (i.e., TWCT increases as EC decreases), the maximum (minimum)
value of TWCT, which is denoted as b (a), is obtained when EC reaches its smallest
(largest) value. Let V denote a set of paired objective functions EC and TWCT. We
begin our algorithm by setting the value of parameter ε = b. The ε value is decreased
by one unit (δ) in each iteration. We call this an ε-iteration within which one pair
of optimal solutions is obtained using our decomposition algorithms. Note that ε is
an upper bound of TWCT, not the value of TWCT. The actual TWCT value can be
calculated using the ε-constraint during each ε-iteration. The ε-iteration stops when
ε = a. Finally, the Pareto front is identified from the set V .
3.4.2 L-shaped Method
Classical 2-SPs are well studied in the literature and several algorithms have
been proposed to analyze these problems. To achieve computational tractability,
many of these methods represent uncertainty through a finite number of realizations
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a = min TWCT ; b = max TWCT
V = (EC, TWCT) 
Let 𝜖 = b
Solve the 2-SP using
L-shaped method
Check if 𝜖 = a
Get Pareto front from V
Add objective values to V
Start
End
𝜖 = 𝜖 - 1
No
Yes
Figure 3.3: Flowchart of two-stage multi-objective stochastic solution scheme[79]
(scenarios). The expected value of the second stage function is computed by tak-
ing the average of M individual objective values obtained from each scenario. The







Decomposition-based methods, such as Dantzig-Wolfe decomposition [43], progressive
hedging [44], and L-shaped method [82], have proven effective in solving the SAA.
These methods iteratively build piece-wise affine approximations to the expected
recourse function by solving a subproblem for each scenario from a set of scenarios.
Dantzig-Wolfe decomposition is not directly applicable for MILP problems as it solves
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the dual of the master problem. Progressive hedging, which is a scenario-based de-
composition method, requires selecting an appropriate proximal parameter which is
instance-dependent and hard to determine. We base our solution approach on the
L-shaped method.
To simplify our exposition of L-shaped method, we use a succinct representa-
tion of the 2-SP model [1]:
min c>x+ E{h(x, ω)} (3.22a)
s.t. x ⊂ Zn1 × Rn2 ,
where
h(x, ω) = min d>y (3.22b)
s.t. Wy ≤ r(ωn)− T (ω)x,
y ≥ 0.
Auxiliary variable η is used to represent the approximation of the expected recourse
function E{h(x, ω)}. At the beginning of the algorithm, the value of η is set as
−∞ or an appropriate approximation value. The algorithm begins with the original
constraints only, X 0 := {x, η|Ax = b} ⊂ Z+ × R+. In iteration k, the algorithm first
solves the MILP
min{c>x+ η|(x, η) ∈ X k}, (3.23)
to obtain the solution xk. Then, with this solution and a realization ωi ∈ Ω, the opti-
mal dual solution πk is identified by solving the subproblem h(xk, ωi). This procedure
is enumerated for every realization ωi ∈ Ω. Using these dual solutions, we obtain a
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i − T (ωi)xk)]− η ≤ 0, (3.24)
where pi is the probability of scenario ωi and S is the number of scenarios. Then, the
feasible region is updated as:
X k+1(x) = X k(x) ∩ (lk(x, η) ≤ 0). (3.25)
Note that our subproblem (3.19b) satisfies the relative complete recourse property
which means our subproblem has feasible solutions for all ωi ∈ Ω and x ∈ X 0.
Therefore, we omit feasibility cuts here. For more details, we refer the reader to [1].
3.5 Computational Experiments
We consider a three-machine flow shop in which three jobs need to be processed
within the planning horizon (T = 24 hours). The length of each time slot is one hour
and 10 random problem instances are created. The data for weights of the jobs
(wj), job processing times (pmj), and the processing power requirements of machines
(qymj) are from [69]. Setup times (sfg) and the power consumed during setup (q
l
mfg)
are randomly generated from uniform distributions [1 h, 3 h] and [1 kW, 15 kW],
respectively.
One energy storage system is installed and available near the plant. Renewable
generation data was extracted from the Western Wind and Solar Integration Study
[49]. An experiment utilizes solar generation if no specific details are given. To
reduce the impact of seasonal variations, we only adopt the renewable generation
data from spring. The number of scenarios considered in building our instances is
70
1000. Electricity prices follow a day-ahead TOU pricing scheme (Figure 3.4) which
is derived from a rate schedule for industrial customers of California’s Pacific Gas
and Electric Company [83]. The feed-in electricity price is set to 0.08923 USD/kWh






























Figure 3.4: TOU Pricing Scheme
Our L-shaped method-based ε-constraint algorithm was implemented in C
on a MacBook Pro running an Intel Core i7 CPU@3.3GHz (Dual-Core) with 16 GB
Memory @2133 MHz. All MILPs were solved using CPLEX 12.7 callable subroutines.
During each ε-iteration, we begin by using an optimization process to identify
the optimal solution for the master problem and the corresponding prediction value.
Then, a verification phase is applied, where the solution of the master problem is
fixed, and the subproblem is simulated using independent and identically distributed
observations. Using the objective values, a confidence interval (CI) of the upper
bound estimate is built for the expected recourse function.
We begin by illustrating how the ε-constraint framework works using instance
3 (”Ins3s”). The input ε value, corresponding TWCT, and predicted EC are summa-
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rized in Table 3.2. As mentioned in Section 3.4.1, the actual TWCT is not necessarily
equal to the input ε, which is shown in the results in the 2nd, 5th, and 8th columns
in Table 3.2. For example, when ε is equal to 138, the actual TWCT is 135. Another
feature that should be noted is that TWCT is 135 whenever the input ε is set to 138
or 135. The predicted EC obtained when ε is set to 138 is smaller than the value
obtained when ε is changed to 135. Therefore, (TWCT = 138, EC = 233.737) is
Pareto optimal as (TWCT = 138, EC = 233.737) dominates (TWCT = 135, EC =
234.104), although this Pareto point is obtained when the input ε is 138 not 135.
We say a point (TWCT, EC) dominates another point (TWCT’, EC’) when TWCT’
≥ TWCT and EC ≤ EC’. Therefore, seven Pareto optimal solutions are found for
instance 3, marked by “*” in Table 3.2. Figure 3.5 presents the Pareto frontier of the
ten instances. As we expected, there is a trade-off between TWCT and the predicted
objective value EC: as the TWCT decreases, the predicted EC increases.
Next, we continue to use instance 3 to study the effect of setup costs in our
scheduling problem with both time and energy cost considerations. We create another
problem using Ins3s without considering setup costs, Ins3. Ins3 also contains seven
Pareto optimal solutions which obtain the same TWCT as Ins3s. Figure 3.6 presents
















∗138 135 233.737 130 129 240.391 122 120 253.878
137 135 234.104 ∗129 129 240.391 121 120 253.878
136 135 234.104 128 126 245.790 ∗120 120 253.878
135 135 234.104 127 126 245.790 119 117 257.558
134 132 234.988 ∗126 126 245.790 118 117 257.558
133 132 234.988 125 123 250.909 ∗117 117 257.558
∗132 132 234.988 124 123 250.909
131 129 240.391 ∗123 123 250.909
*Pareto optimal solution
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Figure 3.5: Pareto fronts of all 10 instances
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Figure 3.6: Cost differences between instance Ins3s and Ins3
the differences in energy costs between these two problem instances. We see that the
differences consistently fall in the range [2.85%, 3.2%] for each TWCT. The average
difference value is 2.94%, while the average power requirement for setup operations
is approximately 6.5% of the power required by job processing. This analysis con-
firms for decision-makers that the energy costs of setup operations cannot be ignored,
especially for some industries in which setup operations consume a large amount of
energy.
Next, we study the impact of integrating on-site renewable energy and different
sources of renewable energy on the production schedules and energy costs for problem
Ins3s. Two more instances are created—one with wind energy as the renewable
energy source and the other instance has no renewable energy at all. Wind and solar
penetrations are kept the same in the first two instances. In the no-renewable instance,
the random variable ω̃rt is set to 0 for all generators at every time period. To this end,
the studied bi-objective stochastic model is turned into a bi-objective deterministic
program. Figure 3.7 shows the Pareto frontier of the studied example problems with
wind energy and without renewable energy. Both of these two instances found seven
Pareto optimal solutions as the same TWCT as Ins3s did. All three instances have
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Figure 3.7: Pareto front for instance 3 with wind energy and without renewable energy
the same trend of reducing EC when increasing TWCT.
During the verification phase, 100 samples are used for different ε parameters
to evaluate the solution. Figure 3.8 presents the energy costs observed at every
TWCT of all three problem instances during the verification phase. It clearly shows
that incorporating renewable energy helps to reduce energy costs for production. On
average, using solar energy and wind energy saves 35.8% and 15.9% over no renewable
generation utilized, respectively. Another observation from Figure 3.8 is that cost
reduction is more prominent when utilizing solar energy than with wind energy as the
average savings is 23.6%. This decrease can be attributed to the different distributions
of solar and wind generation within the time horizon of interest (Figure 3.9). Wind
power distributes evenly during the entire time horizon (Figure 3.9b), while solar
provides more generation during the day time when electricity prices are high (Figure
3.4). Therefore, solar energy can satisfy some or all power demand during these
high electricity price periods. Moreover, surplus solar energy can be stored in energy
storage devices for future use or fed back into the main grid for compensation.
To further study the impact of on-site renewable energy on production sched-
ules and energy costs, we use the optimal first-stage solution as an input to the
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(a) Objective values of instance 3 with solar
energy




















(b) Objective values of instance 3 with wind
energy




















(c) Objective values of instance 3 without re-
newable energy
Figure 3.8: Objective values of instance 3
























(a) Distribution of solar generation
























(b) Distribution of wind generation
Figure 3.9: Distributions of solar and wind generation
subproblem. The decision process of the subproblem is simulated by solving an op-
timization problem using independent Monte Carlo samples. Figure 3.10 shows the
results with and without solar energy when TWCT = 132. Production processes,
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which consume more energy, are scheduled within low-electricity-price periods as
much as possible to save energy costs in both of these two cases. With the help
of renewable energy, production and setups can be performed in time periods with
higher electricity prices. For example, the start of job 2’s processing on machine 2 is
scheduled four time slots earlier when solar energy is available than in the schedule
when no renewable energy is available. Another example is that the setup operation
of changing family 1 to family 2 on machine 3 is moved from time window [18,19]
to [14,15] to fully utilize renewable energy. Figure 3.10 also shows that during time
periods [8,16], renewable energy not only satisfies production requirements but also
is sold back to the grid for compensation. Another interesting observation from Fig-
ure 3.10 is that the storage device is charged during time periods 7 and 11, the last
periods before the electricity prices increase, regardless of whether renewable energy
is used or not. The stored energy then is released to the system for production in
future high electricity price time periods. These charging and discharging activities
help to reduce total energy costs. The energy device only stores energy for one time
period after each charging activity as the trade-off between storage cost and power

























(a) Solution with solar energy
Job 1 Job 2 Job 3

























(b) Solution without renewable energy
Power demand Sold power Solar generation Battery charging/discharging activity
Figure 3.10: Comparison of production schedules of instance 3 with and without solar
energy
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purchasing cost determines the length of storage periods.
3.6 Conclusions and Future Research
In this paper, we study a flow shop scheduling problem with sequence-dependent
setups, on-site renewable generation, and an available energy storage system. The
model is formulated as a two-stage, multi-objective stochastic MILP. In the first stage,
a time-indexed MILP is proposed to capture sequence-dependent setups. The optimal
production schedule is determined to minimize the total weighted completion time.
The second stage determines the energy supply decisions according to the produc-
tion schedule and the realization of renewable energy generation to minimize energy
costs under a TOU electricity price scheme. To solve this problem, we first adopt
a ε-constraint approach to transform the multi-objective problem into a two-stage,
single-objective stochastic MILP which is then tackled by Benders’ decomposition.
Experiments based on machine power requirements, real renewable generation,
a current TOU tariff, and a renewable feed-in tariff produce sets of Pareto optimal
solutions for decision-makers who want to minimize total weighted completion time
and energy cost in scheduling production process. Among sets of Pareto optimal so-
lutions, decision-makers can choose the Pareto solution according to their preferences
to determine job processing sequence and operate on-site ESSs. Sensitivity analysis
shows that the energy cost of setup operations is relatively high compared to the
power requirements of setup operations such that they cannot be ignored. Our ex-
periments also reveal that both solar generation and wind generation are capable of
reducing energy costs. However, energy cost reductions are more prominent by using
solar energy than by using wind energy. This is because solar and wind generation
follow different distributions during the time horizon under study. Finally, we stud-
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ied how production schedules and energy supply change with the utilization of solar
energy during the day.
The obtained results are associated with the available data of specific region
and season. Further, we do not differentiate the electricity prices between working
days and weekends. The number of working hours in one day is assumed as 24 hours
in our numerical example that maybe not the usual schedule of some manufactur-
ing factories. However, our developed methodology can be applied and customized
to any given data including the electricity prices and renewable generation data in
other regions/seasons, and any number of working hours in a workday. From the case
study, several managerial implications can be derived: (1) Our model can be used
as a managerial tool to optimize production scheduling and energy cost simultane-
ously with regards to one day-ahead TOU electricity pricing scheme and stochastic
renewable generation; (2) manufacturing factories need to consider scheduling setups
while optimizing time-dependent energy cost; (3) renewable generation resources, es-
pecially the solar panel, play a crucial role in reducing energy cost and promoting
environmental goals in manufacturing.
There are several potential extensions for our study. First, we worked with
small flow shop instances for computational efficiency. To address large-scale prob-
lems effectively, future research should focus on developing heuristic/meta-heuristic
algorithms for this challenging problem. Another area for further research is to con-
sider other machine environments such as job shops, which are prevalent in practice.
Further, investigating production schedules and energy supply decisions under hour-
ahead real-time tariffs would introduce additional uncertainty to the problem for





Job-shop Scheduling with On-site




J Set of jobs; indexed by j = 1, 2, . . . |J |
O Set of job operations; indexed by o = 1, 2, . . . |Oj|
F Set of job families; indexed by f, g = 1, 2, . . . |F |
M Set of machines; m = 1, 2, . . . |M |
B Set of ESSs; indexed by i = 1, 2, . . . |B|
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R Set of renewable generators; r = 1, 2, . . . |R|
S Set of scenarios; s = 1, 2, . . . |S|
T Set of time periods; t = 1, 2, . . . |T |
Parameters
ρs probability of scenario s ∈ S
wj weight (priority) of job j ∈ J
l length of a time slot
pmj processing time of job j ∈ J on machine m ∈M
sfg setup time between job family f ∈ F and g ∈ F
σo,j indicator, indicates job j ∈ J ’s oth operation is processed by machine
m ∈M
bmini minimum charging/discharging rate of ESS i ∈ B
bmaxi maximum charging/discharging rate of ESS i ∈ B
Emini minimum energy level of ESS i ∈ B
Emaxi maximum energy level of ESS i ∈ B
qymj unit power consumed by processing job j ∈ J on machine m ∈M
qzmf unit power consumed by idling at family f ∈ F on machine m ∈M
qlmfg unit power consumed by a setup between job family f ∈ F and g ∈ F
on machine m ∈M
cut unit energy selling price in time period t ∈ T
cEit unit energy storage cost of ESS i ∈ B in time period t ∈ T
c̃s,dt random variable, unit energy purchasing cost in time period t ∈ T in
scenario s ∈ S
ω̃srt random variable, power generated by renewable generator r ∈ R at time
t ∈ T in scenario s ∈ S
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Decision Variables
xmjt = 1 if job j is started on machine m at the beginning of time period t
ymjt = 1 if job j is processed on machine m during time period t
zmft = 1 if machine m is idle at job family f during time period [t, t+ 1)
vmfgt = 1 if machine m starts to make a setup operation for changing job
family f to job family g at the beginning of time period t
omfgt = 1 if machine m is doing a setup for changing job family f to job family
g during time period t
dst power purchased from the grid in time period t in scenario s
ust power sold to the grid in time period t in scenario s
bsit ESS charging/discharging rate during time period t in scenario s
Esit Energy state of ESS i in time period t in scenario s
ast underutilized renewable generation in time period t in scenario s
4.1 Introduction
We now extend the flow shop scheduling work of [85] to a job shop environment
with the same two objectives: minimizing total weighted completion time and energy
costs. We refer the reader to [85] for details about the integrated scheduling and
energy procurement problem. In this study, an additional uncertainty, hour-ahead
real-time electricity prices, is introduced to the model. Under conventional electric-
ity pricing schemes such as time-of-use pricing tariffs, electricity prices are fixed for
months or years. Under hour-ahead real-time pricing tariffs, electricity prices are
released to customers only hours in advance of consumption, thereby introducing op-
erational uncertainty to the energy cost-related problem under study. Many studies
confirm that the job shop scheduling problem is a member of the class of intractable
optimization problems known as NP-hard ([86, 87, 88]). To analyze our motivating
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problem effectively, we present a hybrid multi-objective evolutionary algorithm based
on the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [89].
4.2 Literature Review
A number of previous research studies investigate job shop scheduling problems
with various objectives and processing characteristics in the literature. Zhang et
al. [90] provide a review of models and solution approaches for job shop problems.
Similarly, Çaliş and Bulkan [91] review artificial intelligence approaches such as neural
networks and genetic algorithms on job shop problems.
With energy shortage and environmental challenges becoming increasingly se-
vere problems, energy-aware scheduling and energy-cost-aware scheduling are attract-
ing much more attention in the literature than before. Energy-efficient scheduling
focuses on minimizing total energy consumption while energy-cost-aware scheduling
seeks to minimize energy costs under various electricity pricing schemes. Liu et al.
[92] employed NSGA-II to minimize total electricity consumption and total weighted
tardiness for a classical job shop problem. Wu and Sun [93] study a flexible job
shop problem considering machine turn on/off and choosing machine speed level to
minimize makespan, energy consumption, and the total number of turning-on/off ma-
chines. Gong et al. [94] not only consider makespan and energy costs but also labor
cost, workload, and total workload for a flexible job shop problem under real-time
pricing and time-of-use pricing. Similarly, Mokhtari and Hasani [95] study energy-
efficient of a flexible job shop to minimize total completion time, total energy cost
of both production and maintenance operations, and to maximize the total availabil-
ity of the system. However, most of these studies do not consider the utilization of
renewable energy resources.
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Moon and Park [66] study a flexible job shop scheduling problem integrated
with on-site renewable generation, fuel cells, and energy storage systems to minimize
the sum of makespan-related production costs, the cost of purchasing power from
the grid, the cost of distributed generation, and the cost of an energy storage sys-
tem (ESS) under a time-of-use pricing scheme. The model determines the amount of
renewable energy generated for a given time period within the given minimum and
maximum limits. Zhai et al. [67] consider on-site renewable generation in the con-
text of flow shop scheduling under a real-time pricing scheme. Hourly wind speeds
and electricity prices are first calculated by time series models and then fed to a
manufacturing scheduling model to minimize energy costs. Unfortunately, this proce-
dure requires that all data is predetermined without any consideration of uncertainty.
Similarly, Zhang et al. [68] investigate a grid-connected hybrid flow shop problem
with consideration of maintenance and buffers. On-site photovoltaics and ESSs are
utilized to minimize electricity costs under a time-of-use pricing scheme. However,
the uncertainty of solar generation is not considered by the authors.
Integrating renewable energy resources with scheduling has started to be in-
vestigated just recently. To the best of our knowledge, Liu [58] presents the first
study that integrates a single-machine scheduling problem with renewable generation
and an ESS. Interval number theory is used to represent the uncertainty of renewable
energy availability. In the theory, the energy generated by renewable energy resources
during each time period is bounded by an interval and the interval boundaries are
randomly generated from a uniform distribution.
Biel et al. [69] study a flow shop scheduling problem with on-site wind power
under a time-of-use pricing scheme. A two-stage stochastic procedure is proposed to
minimize total weighted flow time and energy costs. Khalaf and Wang [70] propose a
two-stage stochastic mixed-integer linear program for a flow shop problem with on-
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site renewable energy resources and ESS under day-ahead and real-time electricity
pricing schemes. In the first stage, job schedules are determined to minimize energy
purchase cost procured from the day-ahead plan by considering forecasted renewable
energy generation. Then, the second stage compensates for the mismatch between
forecasted and actual renewable energy to minimize energy costs under a real-time
pricing scheme.
Wang et al. [85] investigate a flow shop problem with on-site renewable energy
resources and an ESS to minimize total weighted completion time and energy costs un-
der time-of-use electricity pricing schemes. Sequence-dependent setups and machine
status (i.e., job processing, setup, and idling)-related energy costs are considered.
Golp̂ıra et al. [96] propose a risk-based Robust Mixed Integer Linear Programming
model for a job shop problem with wind power generation to cope with the uncer-
tainties of wind speed and heat/wind demands. Both lot sizing and job scheduling
are considered in their problem.
To date, only a few studies have considered energy-cost-aware job shop schedul-
ing with stochastic renewable energy simultaneously. Further, machine state-related
energy consumption is usually ignored in the literature. Motivated by the insufficiency
of the previous studies, the main goal of this study is to fill these gaps.
4.3 Model
4.3.1 Problem Description
A job shop is comprised of |M | machines. Each job j with weight (priority) wj
in the set of jobs J is released at the beginning of the time horizon of interest. Each
job associated with a predetermined sequence of operations needs to be completed
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on given machines in a specific order. A sequence-dependent setup is required for
changeovers when the job family changes from f ∈ F to g ∈ F \{f} on each machine.
Further, different amounts of energy are required by the three different machine states
under study (i.e., job processing, setup, and idling). The energy required to run the
machines can be purchased from the main power grid, generated by on-site renewable
generators, and/or discharged from ESSs. Energy generated by renewable generators
can be used to run production, charge ESSs, and/or be fed into the main grid for
compensation according to current hour-ahead real-time electricity prices. A valid
production schedule decision assigns jobs to machines and determines machine states
in each time period t ∈ T to minimize total weighted completion time (TWCT). The
energy supply decision determines energy transactions between the main grid, the
manufacturing plant, and operating ESSs to minimize total energy cost (EC).
4.3.2 Formulation
Our proposed MILP model for job shop scheduling and energy supply deci-
sions, which is inspired by [85], seeks to simultaneously minimize two objectives. The







(tl + p|M |j − l)x|M |jt. (4.1)
Uncertainties are incorporated into the MILP model by means of a large number
of scenarios containing renewable generation and real-time electricity prices in each
time period. The second objective minimizes the expected value of energy cost (EC),
which consists of the cost of purchasing power from the grid plus the cost of storing
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it − cut ust l). (4.2)
The model constraint sets are partitioned into two parts: production process






















t · xσjo,jt ∀j ∈ J, o ∈ O \ {1}, (4.5)










ymjτ ≥ xmjt ·
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omfgτ ≥ vmfgt ·
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vmfgt ∀m ∈M, f ∈ F, t ∈ T \ {0}, (4.11)
xmjt, ymjt, zmft, omfgt, vmfgt ∈ {0, 1} ∀m ∈M, j ∈ J, f, g ∈ F, t ∈ T, (4.12)
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Constraint set (4.3) ensures that any job j can only start processing on each
machine m once during the entire time horizon. Constraint set (4.4) guarantees that
each machine m can only process one job at a time. Constraint set (4.5) specifies
the precedence relationship of two consecutive job operations. Job operation o can be
started if and only if previous job operation (o−1) was previously started. Constraint
set (4.6) ensures that job j can only be processed by one machine during any time
period t ∈ T . Any machine m can process job j only after job j is assigned to the
machine, which is guaranteed by constraint set (4.7). Constraint set (4.8) ensures
that once machine m starts to process a job, it cannot be interrupted. Similarly,
any machine m cannot be interrupted once it starts a setup, which is enforced by
constraint set (4.9). In each time period t ∈ T , constraint set (4.10) ensures that any
machine can only be in exactly one state: job processing, setup, or idling. Further, a
setup operation is induced if machine m has any state change (4.11). Constraint set
(4.12) prescribes the binary character of variables used in the model.
Next, constraint sets (4.13)-(4.19) specify the energy supply and consumption
of the job shop system:
dst − ust −
∑
i∈B






























itl ∀i ∈ B, t ∈ T, s ∈ S, (4.14)
bmini ≤ bsit ≤ bmaxi ∀i ∈ B, t ∈ T, s ∈ S, (4.15)
Eminit ≤ Esit ≤ Emaxit ∀i ∈ B, t ∈ T, s ∈ S, (4.16)
ust · l ≤
∑
r∈R








t ≥ 0 ∀i ∈ B, t ∈ T, s ∈ S, (4.18)
bsit unrestricted ∀i ∈ B, t ∈ T, s ∈ S. (4.19)
At any time period t, the total available power should meet total demand, according
to a power balance equation (4.13). The total available power includes power pur-
chased from the grid, power discharged from ESSs, and power generated by on-site
renewable generators. The state of ESS i is required to satisfy the governing dynam-
ics equation (4.14): the charging/discharging rate bit will be positive if the ESS i is
charging; otherwise, it is discharging. Further, these decisions are bounded by the
charging/discharging rates of the ESS (4.15). Constraint set (4.16) guarantees that
the state of the ESS is bounded by its capacity. Constraint set (4.17) ensures that
the power sold to the main grid cannot exceed the power generated by renewable
generators. While, constraint sets (4.18) - (4.19) provide variable types and limits on
the decision variables in the energy supply model, respectively.
An ε-constraint algorithm [80] is applied to the bi-objective optimization model.
We keep EC as the objective function and convert TWCT into an ε-constraint [85].





















(tl + p|M |j − l)x|M |jt ≤ ε,
(4.3) – (4.19).
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4.4 A Hybrid Multi-objective Evolutionary Algo-
rithm
To efficiently solve the problem presented in the previous section, we develop
a hybrid multi-objective evolutionary algorithm that integrates a mathematical ap-
proach with NSGA-II [89]. Introduced by Deb et al. [89], NSGA-II is one of the best
algorithms for multi-objective problems with respect to fitness and solution diversity
([97, 98]). In our algorithm, a genetic algorithm (GA) is applied to the scheduling
part of our problem to generate feasible schedules with TWCT. Under a given fea-
sible production schedule, we use a commercial solver to compute the optimal EC,
as the energy supply problem is a linear program. Finally, fast non-dominated sort-
ing and crowding-distance approaches are applied to obtain the Pareto frontier of
non-dominated solutions.
Figure 4.1 shows a flow chart of NSGA-II. The algorithm begins with randomly
generating an initial population P0 of size N . At generation k, we have the parent
population Pk of size N . Then, the offspring population Qk of size N is generated us-
ing genetic operations such as crossover and mutation. Next, Pk and Qk are combined
to form mating pool Rk. Fast non-dominated sorting scheme is performed to classify
individuals in Rk into a non-decreasing order of fronts (F1, F2, ...) based on the in-
dividuals’ fitness. After that, individuals from the sorted list are added to the next
generation Pk+1 until the size of Pk+1 exceeds N . If the current |Pk+1|+Fi ≤ N , then
all individuals in the Fi are added to the next generation Pk+1. Otherwise, we first
sort the individuals in Fi in non-increasing order according to their crowding distance.
Then, the remaining members of Pk+1 are chosen from Fi based on their crowding
distance. Since only non-dominated individuals (lowest rank front) are selected to
add to the next generation population, elitism is ensured.
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Start
Set k = 0, randomly generate parent population 𝑃"
Create offspring population 𝑄" of size 𝑁 using
crossover and mutation
Combine	𝑃" and 𝑄" as 𝑅" = 𝑃" ∪ 𝑄"
Perform fast non-dominated sorting to sort	𝑅" and 
identify different fronts (F1, F2,…)
Get Pareto front from F1Meet stop criterion?
Set	𝑃"01 = ∅	and	𝑖 = 1
𝑃"01 + 𝐹7 ≤ 𝑁	
Calculate crowding distance for individuals in Fi
𝑃"01 = 𝑃"01 ∪𝐹7















Figure 4.1: Flow chart of the NSGA-II [89]
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4.4.1 Chromosome Representation
The GA in our proposed algorithm is used to generate job operation sequences
that are represented by chromosomes. Then, the start time of job processing and ma-
chine setups associated with these sequences are determined using a heuristic method
embedded in our evaluation process. In our algorithm, we start by sampling n ×m
U(0, 1) random numbers where n is the number of jobs and m is the number of ma-
chines. For example, when three jobs need to be processed on four machines, let the
12 randomly generated numbers be (0.6984, 0.1639, 0.1174, 0.2976, 0.5354, 0.0165,
0.2958, 0.5882, 0.7355, 0.1715, 0.8359, 0.2955). Then, we sort these random numbers
in ascending order: (0.0165, 0.1174, 0.1639, 0.1715, 0.2955, 0.2958, 0.2976, 0.5354,
0.5882, 0.6984, 0.7355, 0.8359). We record the sorted numbers’ indices as (6, 3, 2, 10,
12, 7, 4, 5, 8, 1, 9, 11). Finally, we divide each index number by the total number of
machines (four) and then round up to the next integer. Thus, the encoding for this
example is (2, 1, 1, 3, 3, 2, 1, 2, 2, 1, 3, 3). Here, 1, 2, and 3 represent job j1, j2
and j3, respectively. The different appearances of the same job j represent different
operations of the job. For example, job j1 shows up at the 2nd, 3rd, 7th, and 10th
position in the sequence, which means job j1 has four operations. The 1st appearance
of job j1 (i.e., at 2nd position) means the 1st operation (O11) of job j1. Therefore, the
corresponding job-operation sequence of the encoding sequence is (O21, O11, O12,
O31, O32, O22, O13, O23, O24, O14, O33, O34).
4.4.2 Genetic Operators
Genetic algorithms use ideas borrowed from the concepts of genetics and bio-
logical evolution. The main idea is to improve the quality of offsprings over multiple
generations. Genetic operators are used to generate more promising candidate solu-
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tions that replace less promising solutions. In our algorithm, crossover and mutation
operators are employed.
Crossover - Crossover is performed on two parent chromosomes that are ran-
domly selected from the population. In our algorithm, we adopt a random two-point
crossover operator. Two crossover points are randomly chosen from the parent chro-
mosomes. Then, genes in between the two points are swapped between the parent
chromosomes (Figure 4.2). Thus, two child chromosomes are obtained.
0.6984 0.1639 0.1174 0.2976 0.5354 0.0165 0.2958 0.5882 0.7355 0.1715 0.8359 0.2955
0.2004 0.8668 0.0731 0.5703 0.4241 0.3424 0.1863 0.7934 0.8901 0.7585 0.3345 0.5788
Parent 1
Parent 2
0.6984 0.1639 0.1174 0.2976 0.4241 0.3424 0.1863 0.7934 0.8901 0.1715 0.8359 0.2955
0.2004 0.8668 0.0731 0.5703 0.5354 0.0165 0.2958 0.5882 0.7355 0.7585 0.3345 0.5788
Child 1
Child 2
Figure 4.2: Example crossover operation
Mutation - Mutation preserves genetic variation with the intent to escape from
local minima. It involves selecting a chromosome and two points at random, and then
generating new U(0, 1) genes at these points (Figure 4.3).
0.6984 0.1639 0.1174 0.2976 0.5354 0.0165 0.2958 0.5882 0.7355 0.1715 0.8359 0.2955Parent
0.6984 0.2344 0.1174 0.2976 0.5354 0.0165 0.2958 0.5882 0.7355 0.4692 0.8359 0.2955Child
Figure 4.3: Example mutation operation
4.4.3 Heuristic Objective Functions
As described in Section 4.3, the model decomposes into two parts: (1) job shop
scheduling decisions with constraint sets (4.3)-(4.12) and (2) energy supply decisions
93
with constraint sets (4.13)-(4.19). For the job shop problem, given the job operation
sequences decoded from our chromosome, we created a heuristic method to gener-
ate the start times of both job processing and machine setups between different job
families. As a result, TWCT can be calculated for any chromosome. The EC objec-
tive function is computed optimally using our mathematical model after production
schedule is fixed in the model as an input. Our heuristic method uses five approaches
to generate job start times on machines.
1 Earliest start time: Algorithm 1 describes the earliest start time method. Each
job operation is required to be started as early as possible within the time
horizon while respecting job operation sequences and machine availability re-
Algorithm 1 Algorithm of earliest start time
1: Input: decoded job operation sequence
2: for i = the first job operation to the last job operations do
3: if tj ≤ tm then
4: tstart ← tj
5: else
6: tstart ← tm
7: end if
8: tm = tj ← tstart+ job j’s processing time on machine m
9: on machine m, find job operation i’s job family f and its next job operation
i′’s job family g
10: if i is not the last job operation assigned on machine m then
11: tcomp ← tm
12: the start time of setup tStartSetup ← tm
13: the completion time of setup tCompSetup ← tm+ setup time between job
family f and g
14: Record tstart, tcomp, tStartSetup, and tCompSetup
15: else
16: tcomp ← tm
17: Record tstart and tcomp
18: end if
19: tm ← tm+ setup time between job family f and g
20: end for
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quirements. In addition, all job family-related setup operations are performed
at the earliest possible time.
2 Latest start time: In this method, we assign job operations to begin processing
as late as possible. Given a job operation sequence, our algorithm starts from
the last job operation and progresses to the first one, placing each hob as late
in the schedule as possible (Algorithm 2). As was the case in Algorithm 1, all
job operations, machine availability, and setup requirements are enforced.
Methods 3 - 5 are similar to the earliest start time (method 1). The difference
lies in generating the starting time of job operations (lines 3-6, Algorithm 1). Besides
the decoded job operation sequence, methods 3 - 5 also require as input the latest
Algorithm 2 Algorithm of latest start time
1: Input: decoded job operation sequence
2: for i = the #of job operations to the first job operation do
3: if tj ≤ tm then
4: tcomp ← tj
5: else
6: tcomp ← tm
7: end if
8: tm = tj ← tcomp− job j’s processing time on machine m
9: on machine m, find job operation i’s job family g and its previous job operation
i′’s job family f
10: if i is not the first job operation assigned on machine m then
11: tstart ← tm
12: the completion time of setup tCompSetup ← tm
13: the start time of setup tStartSetup ← tm− setup time between job family f
and g
14: Record tstart, tcomp, tStartSetup, and tCompSetup
15: else
16: tstart ← tm
17: Record tstart and tcomp
18: end if
19: tm ← tm− setup time between job family f and g
20: end for
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start time of each job operation (which can be obtained from method 2).
3 Lowest price start time: This method seeks to find the time period with the
lowest electricity price, which is denoted as tLowestPrice, within time window [tj,
the latest start time of job operation i] if job j becomes available before machine
m (Algorithm 3). Otherwise, find tLowestPrice within time window [tm, the latest
start time of job operation i] and set start time tstart equal to tLowestPrice.
4 Highest renewable generation start time: Similar to method 3, this method seeks
the time period with the highest renewable generation thighestRenewable within
time period [tj, the latest start time of job operation i] or [tm, the latest start
Algorithm 3 Algorithm of start time with the lowest price
1: Input: decoded job operation sequence
2: for i = the first job operation to the last job operations do
3: if tj ≤ tm then
4: tstart ← the time period with the average lowest electricity price within
time window [tj, the latest start time of job operation i]
5: else
6: tstart ← the time period with the average lowest electricity price within
time window [tm, the latest start time of job operation i]
7: end if
8: tm = tj ← tstart+ job j’s processing time on machine m
9: on machine m, find job operation i’s job family f and its next job operation
i′’s job family g
10: if i is not the last job operation assigned on machine m then
11: tcomp ← tm
12: the start time of setup tStartSetup ← tm
13: the completion time of setup tCompSetup ← tm+ setup time between job
family f and g
14: Record tstart, tcomp, tStartSetup, and tCompSetup
15: else
16: tcomp ← tm
17: Record tstart and tcomp
18: end if
19: tm ← tm+ setup time between job family f and g
20: end for
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time of job operation i], based on whether tj ≥ tm or tj < tm, respectively.
5 Random start time: Within time window [tj, the latest start time of job op-
eration i] or [tm, the latest start time of job operation i], start time tstart is
randomly generated in this method.
In all of the five methods, any required setup between two job operations on
a machine is scheduled right after the first job operation is completed. Thus, the
start time of the setup is as early as possible. To improve solution diversity, we also
randomly generate setup start times for the schedules obtained by the five methods.
With 50% probability, we generate a start time for a setup within the time frame of
its earliest start time and latest start time. The earliest start time is equal to the
completion time of job operation i and the latest start time is equal to the start time
of i′ minus the setup time between i and i′.
4.4.4 Fast non-dominated sorting and crowding distance
Fast non-dominated sorting and crowding distance are two main features of
NSGA-II which are used to evaluate each solution in Rk as shown in Figure 4.1.
Let np and Sp denote the number of solutions that dominate solution p and a set
of solutions that the solution p dominates, respectively. First, we put all solutions
with np = 0 in the first non-dominated front F1. Then, for each solution in F1, we
visit each individual q in its set Sq and reduce nq by one. If any individual q’s nq
becomes 0, we put it into a new non-dominated front. This process continues until
all individuals are considered and all fronts are identified. We refer the reader to [89]
for a detailed exposition of the fast non-dominated sorting scheme.
The crowding distance measure first sorts individual solutions in front Fk in
non-decreasing order of the nth objective function value. The crowding distance CDin
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of each solution i with respect to objective n is calculated as:
CDin =
fn(i+ 1)− fn(i− 1)
fmaxn − fminn
, (4.21)
where fmaxn and f
min
n are the maximum and minimum values of the n
th objective
function of the solution. The boundary solutions (solutions with the smallest and
largest objective function value) are assigned to an infinite distance value. The total





where N is the number of objectives.
4.5 Computational Experiments
To test the performance of our proposed mathematical model and algorithm,
30 instances are generated (Table 4.1). We consider three different sets of jobs (3, 6,
and 9) processed on three machines in the 30 instances and two sets of time periods:
24 and 96. As each day has 24 hours, the length of each time period is 1 hour (15
minutes) when there are 24 (96) time periods. Table 4.2 provides the values of other
scheduling-related parameters in the test instances.
Renewable generation data is from [85] wherein solar generation data is adopted.
The hour-ahead real-time pricing scheme is derived from the Commonwealth Edison
(ComEd) company [99]. To illustrate the problem under study and our algorithms,
we generate four scenarios, each with an equal probability of occurrence. The feed-
in electricity price is set to 0.08923 USD/kWh as found in the Electric-Renewable
Market Adjusting Tariff of the Pacific Gas and Electric Company [84]. One ESS is
98
Table 4.1: Experiment design
Instances # of jobs # of time periods Processing time
Power requirement
by processing jobs
1-5 3 24 DU(2,6) DU (50,200)
6-10 3 96 DU (10,30) DU (20,100)
11-15 6 24 DU (1,4) DU (50,200)
16-20 6 96 DU (4,16) DU (20,100)
21-25 9 24 DU (2,6) DU (50,200)
26-30 9 96 DU (2,6) DU (20,100)




Setup times DU (1,3)
Setup power requirement DU (5,15)
Ideling power requirement 1
installed and available near the plant.
Both our mathematical model and heuristic algorithm were implemented using
JuMP and Gurobi 7.0.1 on a MacBook Pro running an Intel Core i7 CPU@3.3GHz
(Dual-Core) with 16 GB Memory @2133 MHz. For employing NSGA-II, both pop-
ulation size and number of generations are set to 50. Further, crossover probability
and mutation probability are defined as 0.8 and 0.2, respectively.
As electricity prices are released one hour ahead, each instance can be analyzed
for at most one hour. When the ε parameter is set to a big number such as 10000,
we can obtain the smallest EC for every instance. Optimal solutions were found for
instances 1-25 using the original MILP formulation. Instances 26-30 stopped at the
one-hour time limit before finding an optimal solution. Thus, we only compare the
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mathematical model and our proposed algorithm using the smallest EC. Let ∆ denote
the gap between the EC obtained from the mathematical model and the NSGA-II
such that ∆ = (ECNSGA−II − ECMILP )/ECNSGA−II . Table 4.3 summarizes results
from the two solution methods. Our NSGA-II algorithm can produce competitive
solutions with an average ∆ = 3.29% compared to the mathematical model. When
the number of jobs increases from 3 to 6 and then to 9, the average solution gap ∆
increases from 1.5% to 2.14%, and then to 6.22%. Similarly, ∆ increases from 1.73%
to 4.85% as the number of time periods increases from 24 to 96.
Overall, the quality of our NSGA-II-based solutions decreases as problem in-
stances become more complicated. However, NSGA-II can produce solutions fairly
quickly, especially for large problems. The 5th column in Table 4.3 provides the so-
lution time of the mathematical model. These times are only for one ε parameter.
Tens or 100s of ε parameters need to be considered for each instance for full Pareto
results. When there are nine jobs and 96 time periods considered in a job shop, the
MILP cannot determine an optimal solution, even for only one ε parameter within
one hour. In contrast, our NSGA-II algorithm can produce all Pareto frontiers of
non-dominated solutions within 1700s (6th column in Table 4.3).
The algorithm presented in section 4.4 considers five methods simultaneously
to generate schedules (NSGA-II 5). Now, we modify the algorithm by randomly
selecting one method to generate a schedule for each chromosome, which is denoted
as NSGA-II 1. Tabel 4.4 summarizes the results of solutions produced by NSGA-
II 1. Here, ∆ is the gap between the EC obtained from the mathematical model
and NSGA-II 1. On average, the ∆ is 4.36% for all 30 instances. The gap between
EC obtained from NSGA-II 5 and NSGA-II 1 is 1.14%. However, the running time
reduces 716.24s (83.6%) on average, when choosing NSGA-II 1.
Now, we further examine the performance of NSGA-II 5 and NSGA-II 1. To
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Table 4.3: Mathematical Model vs. NSGA-II
Instance
EC ($) Running time (s)
MILP NSGA-II ∆ MILP NSGA-II
1 773.789 789.773 2.02% 6.27 810.19
2 649.518 654.647 0.78% 9.31 192.61
3 548.143 557.496 1.68% 7.68 209.93
4 623.966 644.218 3.14% 6.31 605.90
5 634.242 634.277 0.01% 6.11 657.16
6 225.175 230.588 2.35% 37.65 1371.40
7 356.036 361.631 1.55% 33.85 1322.77
8 279.760 280.597 0.30% 29.25 1390.68
9 210.707 217.21 2.99% 31.98 1194.64
10 252.472 252.988 0.20% 9.61 1139.29
11 872.868 885.939 1.48% 21.91 205.31
12 890.330 890.619 0.03% 25.39 844.72
13 850.172 858.564 0.98% 47.43 699.99
14 777.846 779.683 0.24% 48.10 891.76
15 859.454 870.203 1.24% 53.75 784.82
16 339.162 349.449 2.94% 1376.53 1525.95
17 229.493 239.206 4.06% 1071.31 1535.39
18 270.511 279.15 3.09% 3607.25 1647.76
19 354.436 368.287 3.76% 1259.32 1497.42
20 223.755 232.055 3.58% 2064.15 1697.14
21 895.048 918.938 2.60% 191.07 220.87
22 907.968 938.514 3.25% 293.19 221.76
23 789.433 815.575 3.21% 199.80 229.95
24 965.238 984.047 1.91% 785.38 215.24
25 964.817 997.933 3.32% 19.17 245.32
26 422.372 456.407 7.46% 3606.24 667.78
27 129.445 134.936 4.07% 3623.14 1691.38
28 97.965 107.953 9.25% 3606.57 690.49
29 50.227 60.7778 17.36% 3606.29 692.64









































































































































































































































































































































































































have a better understanding of solution quality, we combine all Pareto solutions of
a problem instance into a new set of non-dominated solutions called a super front.
Let N(T ) be the number of Pareto front solutions and N(H) be the number of
non-dominated solutions produced by an algorithm in the aggregated set. The per-
formance ratio of a particular algorithm H, PR(H) = N(H)
N(T )
. As Table 4.5 shows,
NSGA-II 5 performs better than NSGA-II 1 for 23 of the 30 instances. The average
performance ratios of NSGA-II 5 and NSGA-II 1 are 74.24% and 34.67%, respectively.
Table 4.5: Performance ratios of NSGA-II 5 and NSGA-II 1
Instance NSGA-II 5 NSGA-II 1 Instance NSGA-II 5 NSGA-II 1
1 87.5% 25.0% 16 87.5% 87.5%
2 85.7% 28.6% 17 100.0% 0.0%
3 100.0% 14.3% 18 88.9% 11.1%
4 66.7% 44.4% 19 66.7% 33.3%
5 100.0% 0.0% 20 75.0% 25.0%
6 50.0% 100.0% 21 100.0% 0.0%
7 71.4% 28.6% 22 40.0% 60.0%
8 90.0% 30.0% 23 55.6% 44.4%
9 100.0% 7.7% 24 53.3% 46.7%
10 50.0% 83.3% 25 100.0% 0.0%
11 83.3% 16.7% 26 27.8% 72.2%
12 100.0% 28.6% 27 100.0% 0.0%
13 62.5% 25.0% 28 26.1% 69.6%
14 100.0% 0.0% 29 83.3% 11.1%
15 66.7% 83.3% 30 22.7% 63.6%
We now use instances 1 and 11 to illustrate how we calculate the performance
ratio. Figure 4.4 shows the plot of non-dominated solutions of NSGA-II 5, along
with solutions achieved with NSGA-II 1, for the example problem instances. Initially,
NSGA-II 5 and NSGA-II 1 generate eight and five Pareto solutions for instance 1,
respectively. Among all eight Pareto solutions for instance 1, NSGA-II 1 has one
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same solution (188, 850.527) as NSGA-II 5 does and one non-dominated solution at
(200, 842.363). Besides the shared solution (188, 850.527), NSGA-II 5 provides six
additional non-dominated solutions. Therefore, the performance ratios of NSGA-II 5
and NSGA-II 1 are 87.5%(7/8) and 25%(2/8), respectively. For instance 11, 10 of
12 and 2 of 12 non-dominated solutions are obtained by NSGA-II 5 and NSGA-II 1,
respectively, which result in performance ratios of 83.3% and 16.7%. The purpose of
generating a super front is to let decision-makers evaluate trade-offs between different
solution options effectively [97].
















(a) Pareto fronts of instance 1



















(b) Pareto fronts of instance 11
Figure 4.4: Pareto fronts of instance 1 and 11
4.6 Conclusions and Future Research
In this paper, we study a job shop scheduling problem with on-site renewable
generation and an energy storage system under hour-ahead real-time pricing schemes
to simultaneously minimize the total weighted completion time and energy costs. Our
model is formulated as a time-indexed, mixed-integer linear program. To solve the
problem, we adopt an ε-constraint approach to transform TWCT into an ε−constraint
and minimize energy costs. To improve computational efficiency, we develop a hybrid
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multi-objective evolutionary algorithm based on NSGA-II [89]. Five methods are
embedded in the algorithm to generate production schedules. Then, under a given
feasible production schedule, energy costs are calculated by a commercial solver.
Experimental results confirm that both mathematical modeling and our devel-
oped algorithm are competitive. The gap between the EC obtained from the MILP
and our NSGA-II is 3.29%, on average. For large problem instances (nine jobs and
96 time periods), the MILP cannot obtain optimal solution for even one ε parameter
within a one-hour time limit. In contrast, our heuristic algorithm can produce all
Pareto fonts within 1700 seconds for any instance. Using sets of Pareto optimal solu-
tions, decision-makers can choose the desired solution according to their preferences to
determine production schedules and energy requirements. Computational tests also
show that NSGA-II 1 can produce solutions more quickly than NSGA-II 5, but with
slightly lower quality. This result indicates that both NSGA-II 5 and NSGA-II 1 can
be used as managerial tools to provide solutions on minimizing production scheduling
and energy cost simultaneously with regards to hour-ahead real-time electricity pric-
ing scheme and stochastic renewable generation. However, there is a trade-off between
solution quality and computational time that decision-makers must consider.
Future studies can investigate how production schedules and energy supply
decisions change with different pricing schemes. Other objective functions also can
be studied such as minimizing greenhouse gas emissions. Another interesting research
topic could be to examine the performance of other heuristic methods such as Tabu
search on the problem of interest.
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Chapter 5
Conclusions and Future Research
With energy shortage and environmental challenges becoming increasingly se-
vere problems, interest in renewable energy resources has grown in recent years. This
dissertation considers utilizing renewable energy resources in two major locations: the
power grid side and the end-use customer side of power systems. As renewable energy
resources like solar and wind energy typically fluctuate with weather variations, the
inherent stochastic nature of renewable energy resources makes the decision making
of utilizing renewable generation complex. To this end, we study how to effectively
utilize renewable energy in power systems.
5.1 Research Conclusions
In the first phase of this dissertation, we focus on managing energy of net-
worked microgrids in a power grid with the integration of renewable energy resources.
A centralized arbiter in the main grid regulates power generation and supply for the
whole power system. Each microgrid contains various energy management settings,
and as an agent, seeks to minimize cost within the microgrid area after receiving
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the arbiter’s decision and an observation of the renewable generation and customer
demand. We present a two-stage stochastic optimization framework for this multi-
agent system by extending the classical 2-SP model to include multiple subproblems.
To the best of our knowledge, this is the first study that investigates multiple sub-
problems with heterogeneous decisions and stochastic processes in the second-stage.
To optimize this energy management problem, we develop stochastic decomposition-
based algorithms. Compared to the benchmark 2-SD approach, our algorithm can
provide reliable overall cost estimates to the proposed problem with 50% less solution
time. Both of our proposed approximation approaches, which are agent cuts (MA-
SD(m)) and aggregated cuts (MA-SD(a)), yield statistically comparable results, but
MA-SD(a) is computationally more efficient.
In the second phase, we focus on studying renewable generators installed and
available in a flow shop. A two-stage, multi-objective stochastic MILP is developed
for the flow shop scheduling problem with energy decisions. In the first stage, a time-
indexed MILP is proposed to minimize total weighted completion time. The second
stage determines the energy supply decisions according to the production schedule
and a realization of renewable energy generation to minimize energy costs under a
TOU electricity price scheme. First, we employ a ε-constraint approach to transform
the multi-objective problem into a two-stage, single-objective stochastic MILP which
is then solved by an L-shaped method. In our experiments, a set of Pareto optimal
solutions are provided for decision-makers to minimize total weighted completion
time and energy costs in scheduling the production process. Decision-makers can
choose a solution according to their preference among all Pareto optimal solutions.
Our experiments show that although using solar generation or wind generation can
reduce energy costs, using solar energy can reduce more cost than using wind energy
for the problem under study.
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In the third and final phase of this dissertation, we extend the flow shop
scheduling with on-site renewable generation problem to a job shop environment. We
present a time-indexed, mixed-integer linear program to simultaneously minimize the
total weighted completion time and energy costs under hour-ahead real-time pricing
schemes. An ε-constraint approach is used to transform the total weighted completion
time into an ε− constraint and minimize energy costs. Since the problem is NP-hard,
we develop a hybrid multi-objective evolutionary algorithm based on NSGA-II to
improve computational efficiency. First, production schedules are generated using five
methods which are embedded in the algorithm. Then, energy costs are calculated by
a commercial solver under a given feasible production schedule. Computational tests
show that both mathematical modeling and our developed algorithm are competitive.
However, our heuristic algorithm can produce all Pareto fonts more quickly than the
MILP. When used as a managerial tool, our algorithm reveals trade-offs between
solution quality and computational time that decision makers must consider.
5.2 Future Research Directions
There are a number of research opportunities in the future that could enhance
this research study. In Chapter 2, the structure of our algorithm involves solving
several independent subproblems (corresponding to MGs) that is naturally fit for a
distributed/parallel computing implementation. Bi-direction transactions can be in-
vestigated in a smart grid in which microgrids not only purchase power from the main
grid but also can sell power back to the grid to increase the utilization of renewable
energy over the entire power system. Further, transactions between microgrids also
could be addressed.
For the scheduling problems with on-site renewable energy in Chapters 3 and
108
4, different objective functions such as due-date related lateness can be investigated.
In addition, comparisons of production schedules and energy supply changes under
different pricing schemes can be studied. Different time horizon lengths also need to be
investigated as not all manufacturing facilities work 24 hours per day. Finally, another
interesting research topic could be to examine the performance of other heuristic
methods such as Tabu search on the problem of interest.
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[91] B. Çaliş and S. Bulkan, “A research survey: review of ai solution strategies of job
shop scheduling problem,” Journal of Intelligent Manufacturing, vol. 26, no. 5,
pp. 961–973, 2015.
[92] Y. Liu, H. Dong, N. Lohse, S. Petrovic, and N. Gindy, “An investigation into
minimising total energy consumption and total weighted tardiness in job shops,”
Journal of Cleaner Production, vol. 65, pp. 87–96, 2014.
[93] X. Wu and Y. Sun, “A green scheduling algorithm for flexible job shop with
energy-saving measures,” Journal of cleaner production, vol. 172, pp. 3249–3264,
2018.
[94] X. Gong, T. De Pessemier, L. Martens, and W. Joseph, “Energy-and labor-aware
flexible job shop scheduling under dynamic electricity pricing: A many-objective
optimization investigation,” Journal of Cleaner Production, vol. 209, pp. 1078–
1094, 2019.
[95] H. Mokhtari and A. Hasani, “An energy-efficient multi-objective optimization
for flexible job-shop scheduling problem,” Computers & Chemical Engineering,
vol. 104, pp. 339–352, 2017.
[96] H. Golp̂ıra, S. A. R. Khan, and Y. Zhang, “Robust smart energy efficient pro-
duction planning for a general job-shop manufacturing system under combined
demand and supply uncertainty in the presence of grid-connected microgrid,”
Journal of cleaner production, vol. 202, pp. 649–665, 2018.
[97] E. Cakici, S. J. Mason, and M. E. Kurz, “Multi-objective analysis of an integrated
supply chain scheduling problem,” International Journal of Production Research,
vol. 50, no. 10, pp. 2624–2638, 2012.
[98] J. Long, Z. Zheng, X. Gao, and P. M. Pardalos, “A hybrid multi-objective evo-
lutionary algorithm based on nsga-ii for practical scheduling with release times
in steel plants,” Journal of the Operational Research Society, vol. 67, no. 9, p. 0,
2016.
[99] Commonwealth Edison (ComEd) Company, “Comed’s hourly pricing program,”
Accessed: 2020-10-20. [Online]. Available: https://www.hourlypricing.comed.
com/live-prices/
118
