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Measures of information theory are applied to the analysis of several thousand 
brief interactions between male grasshoppers. The system analyzed is neither 
ergodic nor stationary. Measurements of time-varying entropies and trans- 
informations, and of the relative importance of various signals, illuminate the 
communication taking place. 
INTRODUCTION 
Interest has recently arisen in applying the measures and methods of 
information theory to the study of communication between animals. Altmann 
(1965) used information analysis to investigate the various types of com- 
munication involved in the social behavior of rhesus monkeys and Chatfield 
and Lemon (1970) show how the measures can be applied to bird song 
patterns. Among the invertebrates, tudies have centered upon arthropod 
groups. For example, Haldane and Spurway (1954) investigated information 
transfer in the dance communication system of the honey bee. Likewise, 
Wilson (1962) explored chemical communication i  the fire ant whereas 
Hazlett and Bossert (1965) have studied visual communication i  aggressive 
interactions of male hermit crabs. Most recently Dingle (1969, 1973) 
investigated aggressive behavior among male mantis shrimp. 
The study on which this report is based was an attempt to apply information 
theory methods to the analysis of several thousand interactions between 
pairs of male grasshoppers (Chortophaga viridifasciata). The observed 
behavior consists of many disconnected interactions of finite duration. 
Since the dynamics apparently governing each of these change as the interac- 
tion proceeds, those aspects of information theory which are based on 
assumptions of time invariance or ergodicity are inapplicable. 
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All rights of reproduction in any form reserved. 
221 
222 CONANT AND STEINBERG 
DATA ~PREPARATION 
A companion paper (Steinberg and Conant, 1974) discusses in some 
detail the experimental methods used and the behavioral interpretations 
of the rcsults; consequently those will be dealt with only briefly here. 
Recording of each of the 2169 interactions was effected as follows: a human 
observer (the same person for all observations) was stationed next to a 
cage containing several grasshoppers. The observer operated two banks of 
binary switches which in turn controlled pens on a strip chart recorder. 
When an interaction appeared to begin (e.g., when one animal started to 
approach another, chirped, flicked, etc.) the recorder was started and the 
operator thereafter recorded the actions of the two animals, by a separate 
bank of switches for each, until the interaction ended. 
Preliminary observation of the animals led to the conclusion that certain 
behaviors were at least potentially communicative. These actions fell 
naturally into the following three groups. 
Group $1: Continuous behaviors (can be prolonged): 
(a) inactive 
(b) approach from front of another animal 
(c) approach from side 
(d) approach from rear 
(e) retreat 
(f) climb on another, or remain on 
(g) mount another in a position appropriate for copulation 
(h) touch another with legs or antennae 
Group S~: Discrete behaviors (can be repeated but not continued): 
(a) slow flick 
(b) flick 
(c) fast flick 
(d) flutter 
(e) chirp 
Group Sa: Compound behaviors (a member of S 2 simultaneous with one 
of Sl(f)-(h)) 
The recorded information was converted to digital form, each interaction 
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being represented by a numerical sequence in which odd sequence positions 
(n = 1, 3, 5,...) carried information about the initiator of the interaction 
(denoted animal A) during the first second, the second second, the third 
second, etc., and in which even positions in the sequence (n = 2, 4,...) 
carried information about the respondent (animal B) during time intervals 
also one second long but delayed half a second from those for the initiator. 
Each interaction was thus represented by a finite sequence of behaviors, 
A 1 ,  B 1 , A s , B~ , . . . ,  
each element representing the dominant behavior of one animal during 
one second. Careful comparison of the strip-chart data with this coded 
numerical "equivalent" indicated that the restriction of being able to record 
only one mode of behavior per second per animal did not result in significant 
corruption of the original data. 
Each interaction thus encoded can be viewed as a record of the symbols 
emitted by a pair of sources each having a finite alphabet. The analysis 
was concerned with measurements of entropies and information rates in 
these coded interactions. However, direct analysis of the sequences was 
not undertaken. The nature of intermale grasshopper interactions is such 
that most of the time neither animal seems to be "doing" anything; the 
behavior listed as "inactive" is by far the most frequent, and it is very 
common for one of the continuing actions, such as a touch of one animal 
by another, to go on for a long period of time with no apparent movement 
or response by either animal. Moreover one obtains the subjective feeling, 
after observing the live interactions, that an act of one animal may well 
be in response to the prior act of the other even though the two acts are 
separated by a period of mutual inactivity. For these reasons the original 
sequences were not analyzed but rather were used to construct a corre- 
sponding set of derived sequences in which periods of inactivity and other 
continuing actions were abbreviated in such a way as to preserve information 
about changes of behavior. With S 1 , S~,  and S~ representing the sets of 
continuous, discrete, and compound behaviors respectively, every transition 
from one behavior As of animal A to the subsequent behavior A~+ 1 of 
the same animal was regarded as representing a change unless (i) ~/~ was 
in S 1 and An = A~+~, e.g., "touch" -~ "touch;" or (ii) As was in set S~ 
and A~+ 1was "inactive," e.g., "flick" --~ "inactive;" or (iii) As was in set 
S 3 and An+l was the corresponding behavior in set S1, e.g., "flick while 
touching" -+ "touching." Transitions for animal B were scored the same 
way.  
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The derived sequences were constructed from the original sequences by 
recording the second member of any transition representing a change and 
in addition recording intermediate behavior of the other animal as necessary 
to preserve the alternating nature of the sequence (odd sequence positions 
for animal A, even positions for B). The following example illustrates the 
application of these rules. 
animal original sequence change ? derived sequence 
A approach--front yes approach--front 
B inactive no continues inactive 
A inactive yes becomes inactive 
B inactive no 
A inactive no 
B inactive no continues inactive 
A touch yes touch 
B inactive no continues inactive 
A flick while touching yes flick while touching 
B inactive no 
A touch no 
B flick yes flick 
A touch no continues to touch 
B flick yes flick 
A retreat yes retreat 
(sequence duration 7.5 sec) (sequence duration 5.5 sec) 
An indented entry in the derived sequence indicates that that entry 
was made to preserve the alternation between A and B. Note that a distinction 
was maintained between the onset of a behavior in S 1 (e.g., "touch") and 
the continuation of the same behavior (e.g., "continues to touch"); this 
resulted in a new behavioral group S 4 related to S 1 . Twenty nine distinct 
behaviors actually occurred in the new sequences: 8 in $1, 5 in S~, 10 
in $8, and 6 in $4. 
An indication of the extent to which inactivity dominated the original 
sequences and was reduced by the recoding is given by the fact that the 
original sequences had a mean duration of 15.5 sec while for the derived 
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sequences the mean duration was 4.5 sec. (As a notational convenience 
we view the derived sequences as functions of time, ignoring the discrepancy 
between time in those sequences and in the original sequences.) 
PRELIMINARY DATA REDUCTION 
A simple fact often overlooked by investigators who have calculated 
information-theoretic measures from biologically derived data is that the 
values of entropies, transinformation, etc. calculated epend strongly upon 
the behavioral categories employed by the investigator and upon the 
coarseness of the observations. If in this study we determine the entropy 
or uncertainty of male grasshopper behavior to be, say, one bit per observa- 
tion, another investigator may well find it to be two bits; the uncertainty 
is determined not by the animal alone but also by the observer who determines 
the categories to be used in making the observations. One consequence 
of this is that meaningful comparisons of information measures made on 
species with grossly different behavioral repertoires hould be done in 
terms of relative rather than absolute measures, and another is that bit 
rates, etc. are meaningless unless accompanied by a listing of the behaviors 
recorded. 
An important consideration i the choice of categories i that just as too 
few categories can result in a loss of information about the communicatory 
behavior, so too many can result in obscuring such information. As an 
example, the distinction between the categories "approach from front," 
"approach from side," and "approach from rear" in this study turned out 
on statistical grounds to be an unimportant distinction in all respects, and 
as long as those three were considered to be separate signals the effect of 
the simpler signal "approach" was obscured. With a finite amount of data 
for analysis, the attempt o maintain too many categories also results in 
a weak statistical base for information measures, which rely for their 
validity on the data being statistically representative. In this study it turned 
out that the attempt to maintain 29 distinct behaviors could not be supported 
by the data; this led to the abandonment of group S 4 by merging with S 1 
(except for the distinction between "becoming inactive" and "continuing 
inactive," which was maintained) and of group S 3 by merging with So. 
The behaviors remaining were as follows: 
1. become inactive 
2. continue inactive 
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3. approach 
4. retreat 
5. climb on 
6. mount 
7. touch 
8. slow flick 
9. flick 
10. fast flick 
11. flutter 
12. chirp 
including both initiation 
and continuation of the 
behavior 
either alone or in 
conjunction with (5), (6), 
or (7) above. 
The 2169 sequences containing these 12 behaviors were analyzed in several 
ways. Results follow. 
DATA ANALYSIS AND DISCUSSION 
The uncertainty of an observer as to which behavior an animal will adopt, 
ignoring previous behaviors in the interaction, changes significantly as 
the interaction proceeds and differs substantially for animals 3 and B. 
By looking at the first symbol in each of the 2169 sequences, the entropy 
or uncertainty H($1) was calculated by the standard formula 
12 
H(A1) = -- ~ p, log~p, 
i=1 
where Pi was taken as the maximum likelihood estimator for the probability 
of the i-th category, i.e., 
number of occurrences of category i 
Pi ~ number of occurrences of all categories 
The formula above provides a biased estimate of entropy; the bias can be 
corrected by a formula developed by Miller (1956) although in this project 
the correction is insignificant (less than 0.004 bits) and was omitted. H(A2) 
was calculated from the third symbol, H(A3) from the fifth, and so on, 
and the H(B~) were calculated from the even-numbered symbols. The 
results for n ~< 10 are shown by the upper curves in Fig. 1. 
In Fig. 1 there are two tick marks associated with each integer. This 
is occasioned by the shift of the H(B,~) curve with respect o the H(An) 
curve to reflect the time-staggering mentioned earlier (first A1, then B1, 
then As, etc.) 
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The calculations ignored all those sequences which had terr~finated prior 
to the symbol in question, so that the statistical base weakens as n increases. 
Figure 2 is a logarithmic graph showing the number of sequences which 
last for T seconds or more. From it one can calculate, for instance, that the 
calculation of H(Blo ) was based on barely 5% of the sequences (T = 10, 
N = 112). 
Figure 1 illustrates two phenomena. First, the rise of the curves indicates 
that behavior at the start of the sequence is more stereotyped (i.e., more 
predictable) than subsequent behavior, as in a game of chess. Second, the 
228 CONANT AND STEINBERG 
difference in levels between H(A~) and H(Bn) indicates that the behavior 
of the initiator of an interaction is significantly less predictable than that 
of the responder. The average ntropies of the two, calculated by 
H(A) = H(&) n .  JV~, 
where Nn = number of sequences which extend at least to n, and H(B) 
similarly, are: H(A) = 2.62 bits, H(B) = 1.89 bits. 
For ergodic processes it is possible to calculate or estimate the uncertainty 
of the next symbol in a sequence conditional on the knowledge of all prior 
symbols; the result is an information rate which is a characteristic of the 
sequence. Such a calculation is not in order here for two reasons. First, 
the process observed is not ergodic and the sequences do not, on the whole, 
last long enough to make such a computation meaningful. Second, the data, 
though it represents approximately 50 hr of observation (including waiting 
time between interactions) is not massive nough to provide a firm statistical 
basis for estimations of the high order conditional probabilities involved. 
For the same reasons, the rate at which information is transferred between 
the animals cannot be calculated by the usual measure involving the informa- 
tion rates of A, of B, and of the couple (A, B). It is of interest, however, 
to calculate the following first order approximations to the information 
transfer ates: 
In(A; B') = H(An) 4- H(Bn) -- H(An, B,) 
In(B; A') = H(Bn+I) 4- H(An) -- H(Bn+~, An) 
Here the primes are a reminder of the time ordering, and In(A; B') for 
example, sometimes called the transinformation between t/~ and Bn, is 
the amount of uncertainty about B~ which is removed by knowledge of An 
(or the information about Bn conveyed by An) and vice versa. 
The only objective manner of determining whether two grasshoppers are 
communicating is to observe whether or not the actions of one have a 
statistically significant effect on the subsequent actions of the other. The 
quantities In(A; B') and In(B; A') measure those effects and therefore 
provide a first-order measure of the amount of communication between the 
animals. The lower curves in Fig. 1 are graphs of these quantities. 
The average of I(A; B') and I(B; A'), calculated by a weighting scheme 
like that for H(A) above, are: I(A; B') = 0.40 bits, I(B; A') = 0.39 bits. 
Another method of estimating the average transinformation I(A; B') is to 
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construct a single frequency table for all A ~ B transitions (regardless of 
the time of occurrence) and to calculate I(A; B') from that table (and I(B; A') 
similarly). This method yields I(A; B') = 0.44 bits, I(B; A') = 0.36 bits. 
Hazlett and Bossert (1965) and Dingle (1969, 1973), in similar studies, 
average transinformation between animals by constructing a single frequency 
table for transitions, in which the distinction between A-+ B transitions 
and B -+ A transitions was ignored; such a table corresponds to the matrix 
sum of the A ~ B and B --+ A transition tables. For purposes of comparison 
a similar calculation was carried out here by summing the two tables and 
computing the transinformation of the resulting table. The result was 
0.63 bits, illustrating the illegitimacy of the earlier method which produces 
a result which cannot reasonably be interpreted as the average of I(A; B') 
and I(B; A') since it exceeds them both. The transinformation f the sum 
of two frequency tables can be smaller than, equal to, or larger than the 
average transinformations of the two, but the latter alternative is more 
likely when, as was the case in this experiment, he signals emitted by the 
two animals are substantially different. 
From frequency tables for A--+ A transitions and B--~ B transitions, 
the following average transinformations for self-communication were 
calculated: I(A; A ' )= 0.80 bits, I(B; B') -~ 0.47 bits. Comparison with 
I(A; B') and I(B; A') indicates that one obtains more information about 
the next act of either animal from a previous act of that same animal than 
from the preceeding act of the other, particularly in the case of animal A. 
One inference which might be drawn is that there is a sort of behavioral 
inertia in both A and B; an animal's own "state" is at least as important 
in determining his next action as is the input from the other, at least over 
the short range. A flaw in this study is the inability, because of limited 
data, to make calculations over a long time span which would support or 
discredit his view. 
An inference which might be drawn from the large value of I(A; A') 
with respect o I(B; B') is that A acts more autonomously than B, which 
is not surprising since A is the initiator of social contact and B tends merely 
to react to A's advances. 
If  the actions o f / /were  to act as such strong signals for B as to determine 
completely and immediately the behavior of the latter, then I~(A; B') would 
equal H(B~) for all n and the normalized transinformation t~(A; B'), defined 
by 
t~(A; B') -= I~(A; B')/H(B.) 
would be unity for all n (0 ~< Q(A; B') <~ 1); Q(A; B'), a relative measure 
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which avoids the difficulties mentioned earlier of absolute measures, is an 
indicator of the degree to which actions of A seem to determine the im- 
mediately subsequent actions of B. The similar measure t~(B; A') measures 
the apparent effect of B upon A. Figure 3 is a graph of these relative measures 
of the effectiveness of communicatory behavior. The high initial value of 
t~(A; B') reflects the high probability of the interaction starting either by 
"approach, continue inactive" or "flick, flick." The most significant feature 
of Fig. 3 appears to be that t~(A; B') is consistently higher than t~(B; A'), 
indicating that A influences the behavior of B more strongly than vice 
versa. That these normalized transinformations are substantially nonzero 
indicates that the communicatiory acts are clearly significant. 
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Normalized transmissions as functions of position in the interaction. 
In an attempt o determine which behaviors on the part of one animal 
represented the strongest signals to the other, computations were made 
of the amount of information which particular signals on the part of one 
animal gave about the subsequent act of the other. Blachman (1968) has 
discussed two measures which are feasible for such a calculation, of which 
the best seems to be J(a; B') as thus defined: 
J(a; B') = ~p(b [ a) loge(p(b [ a)/p(b)) 
b 
J(a; B') and the corresponding form J(b; A') measure information conveyed 
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by particular acts, and the transinformation can be calculated as the weighted 
average of the information carried by each: 
I(A; B') = Zp(a) J(a; B') 
A difficulty with J(a; B') is that it may be large for an event "a" which 
is very rare, so rare that the statistical validity of the measure is questionable. 
In this case the act does not contribute significantly to I(A; B') and the 
importance of the act in communication is questionable. Perhaps a better 
measure for the importance of "a" as a signal is P(a)J(a; B'), which is 
the contribution of "a" to the overall transinformation I(A; B'). The 
quantities P(a)J(a; B') and P(b)J(b; A') are listed below in descending 
order for the behaviors which account for most of the transinformation. 
These were calculated from frequency tables containing 9287 A--> B 
sequences and 8235 B ---> A sequences. 
a P(a) J(a; B') b P(b) J(b; A') 
approach 0.161 continue inactive 0.135 
continue inactive 0.146 flick 0.087 
flick 0.026 retreat 0.027 
retreat 0.018 approach 0.023 
mount 0.017 flutter 0.023 
touch 0.016 slow flick 0.019 
climb on 0.012 become inactive 0.017 
(represents 95 % of I(A; B') (represents 86% of I(B; A') 
With the insight given by this table one can inspect he individual sequences 
and attempt to deduce the meaning or function of the several signals. 
It is not surprising that "approach" and "retreat" are important signals, 
and their interpretation is obvious. At first it may seem surprising that 
"continues inactive" is so prominent in both listings. In part this may be 
an artifact caused by the probability of "inactivity" (which accounts for 
44% of the data even in the abbreviated form on which all the analysis 
was based), but in part it is a true reflection of the fact that inactivity is 
indeed a strong signal in two-party interactions. In human interactions 
we call it "the cold shoulder." In these male-male grasshopper interactions 
it is apparently used by B to discourage A from trying to mate ("the cold 
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shoulder") and by A to encourage B to put forth some response ("Well, 
say something.") 
It is not surprising that "flick" is high on both lists since it is apparently 
a form of greeting-recognition ("Hello, I'm a grasshopper too.") The three 
other behaviors of A listed all have to do with physical contact. Animal B 
used "flutter" to discourage the physical contact offered by A and seems 
to have used "slow flick" to discourage nontactile communication (flicks, 
etc.) from A. The reader will be able to think of analogs in human com- 
munication for all of these signals. 
CONCLUSION 
A fundamental barrier to the sophisticated information analysis of animal 
interactions i the need for massive amounts of data to justify estimation 
of high-order conditional probabilities. For a reliable estimate of the 
probability distribution for starting sequences of length m, for example, 
the number of interactions hould be large with respect o the number 
of distinct sequences observed; the latter number, however, increases 
rapidly with the number of categories of behavior. In this study, with 12 
categories (the minimum number which it was felt could adequately describe 
behavior) there were 228 distinct starting sequences of length four, and 
2169 samples--barely adequate data for a good estimate of fourth-order 
probabilities after fifty hours of data collection. 
In spite of these limitations the biological knowledge gained from such 
a study certainly warrants the application of these techniques to investigations 
of animal communication. We have demonstrated that the observed behaviors 
are indeed communicative and this has been shown for so few animal species 
that this alone makes the investigation biologically significant. The ranking 
of the signals in terms of their relative importance did much to illuminate 
the communicative system. Furthermore, the normalization technique 
provides biologists with a way of comparing communication systems among 
different animal species. Such a measure has long been sought by biologists 
and the techniques et forth here make the measure applicable not only 
to a comparison of one animal type with a vastly different ype, but ignore 
the sensory modality involved. Thus, for the first time, it becomes possible 
for biologists to compare in a meaningful way the visual communication 
of a hermit crab with the visual-auditory communication of a grasshopper 
or the chemical communication f an ant. Finally, the separation of A-to-B 
transitions from B-to-d transitions has demonstrated the differing natures 
GRASSHOPPER COMMUNICATION 233 
of the communication between initiators and responders and alerts future 
workers to the dangers of combining these into one frequency table, which 
has universally been done in the past. These considerations make it possible 
to evaluate the phylogenetic relationships of species and help to determine 
the evolution of communication, considerations of vast interest and 
importance to the biological community. 
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