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We report results of molecular-dynamics simulations on a planar binary hard-sphere disordered face-
centered-cubic@100# crystal/melt interface. From the analysis of the single-particle density and diffusion
profiles for the separate components, several phenomena are observed. The density profile for the smaller
particle has an envelope that is decidedly nonmonotonic, unlike the same quantity for single-component
systems. Also, the coarse-scaled density profiles show that the mole fractions of the two coexisting phases
change from crystal-like to meltlike values over a length scale that is much shorter than that of the overall
density, which exhibits a pronounced deficit in the interfacial region, indicating inefficient wetting of the
@100# crystal surface by the fluid.@S1063-651X~96!50112-1#
PACS number~s!: 68.45.2v, 61.90.1d, 64.70.Dv, 68.35.Fx
Despite its obvious importance in understanding the phe-
nomena of near-equilibrium crystal growth and homoge-
neous nucleation, information about the microscopic nature
of the interface between a crystal and its melt is sparse. This
is primarily due to the near total lack of experimental data on
such systems—the interface is sandwiched between two con-
densed phases with nearly identical densities, making study
difficult @1#. Thus, in addition to the traditional roles of com-
puter simulation in the interpretation of experimental results
and in the evaluation and development of theoretical meth-
ods, simulations are also important in establishing the phe-
nomenology of such interfacial systems@2#.
Given that most crystals grown for technical applications
must contain a specific concentration of some particular sol-
ute in order to possess the desired properties, it is somewhat
surprising that, until now, interfaces of single-component
systems have been the sole object of simulational studies~for
a review of these studies, see Ref.@2#!. In addition to issues
of structure, dynamics, and thermodynamics that have been
previously addressed in the context of single-component sys-
tems, multicomponent systems can exhibit interesting phe-
nomena relating to differences~if any! in the density~con-
centration! and diffusion profiles of the separate species
through the interfacial region. Such information would be
important in obtaining a microscopic understanding of the
phenomena of solute segregation@1,3,4#.
In this paper we present results for crystal/melt molecular-
dynamics @5# simulations of a multicomponent system,
namely, a binary system composed of hard spheres with two
different diameters. This system was chosen for this simula-
tion for three reasons. First, since the structure and dynamics
of simple dense systems is determined largely by the repul-
sive part of the interparticle potential, hard core systems are
useful reference systems. Second, the coexistence concentra-
tions for the binary hard-sphere systems for a variety of di-
ameter ratios has been determined@6#, so the boundary con-
ditions for the simulations are already known. Third, because
of the availability of accurate analytical approximations for
fluid structure and thermodynamics, calculation hard-sphere
systems are important benchmarks in testing density-
functional theories of the interface@7–9#.
Simulations of crystal/melt interfaces generally focus on
two quantities that characterize the structure and dynamics
within the interfacial region. The first is the single-particle
density, which is inhomogeneous and periodic in the crystal
and uniform in the bulk fluid. One normally visualizes this
quantity by averaging over the directions perpendicular to
the interface normal~taken to bez) to generate the single-
particle density profile
r i~z!5^r i~rW !&x,y ,
where i indexes the particle type in a multicomponent sys-
tem. Mass transport in the interface is best quantified through
the diffusion-constant profilesDi(z) ~defined later!, which
re especially important in the understanding of near-
equilibrium crystal growth, since they determine the time
scale of molecular rearrangement at the growing interfacial
front. A third quantity, the interfacial free energy, is impor-
tant in characterizing the thermodynamics of the interface,
but is extremely difficult to calculate, either in a simulation
or experimentally@2,10#, and will not be considered in this
current work.
We consider a two-component system made of hard-
sphere particles. The two types of particles~labeled 1 and 2!
are distinguished by their differing diameters,s1 and s2
~their masses are assumed identical!. We assume, without
loss of generality, thats2.s1, and we measure all length
scales in terms of the diameter of the larger particle,s2.
Thus, the thermodynamic state of the bulk system is com-
pletely characterized by the total number densityr, the mole
fraction x2 of the larger particle, and the diameter ratio
a5s1 /s2. Depending upon the value ofa, the binary hard-
sphere system can exhibit a variety of equilibrium crystal
phases@11,12#. Below abouta50.85 ordered solids of either
the NaCl or CsCl type are found to be the stable phases at
freezing. Fora.0.85, however, the stable crystal phase is a
substitutionally disordered face-centered-cubic~fcc! crystal.
It is this structure that is the focus of the present work.
Kranendonk and Frenkel@6# have determined the fluid–
disordered-fcc phase diagram for hard-sphere mixtures for
a50.9 and 0.95. To maximize the deviation from single-
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component behavior, we have chosen for this study a point
on thea50.9 phase diagram where the mole fraction differ-
ences between the crystal and melt phase are maximum. This
point occurs at a pressure ofP514.7kT/s2
3 and the mole
fractions of the larger particles arex2
(c)50.714 and
x2
( f )50.550, where the superscriptsc and f denote crystal
and fluid phase values, respectively. The total number den-
sities in each two phases at this pressure werer (c)51.145
and r ( f )51.097s2
23. The construction of an interface must
be carried out carefully to insure that the system will remain
stable and at coexistence. Because of the importance of this
procedure, we will outline our method in some detail.
We first prepared separate crystal and fluid bulk systems
at the desired densities and mole fractions. The fcc@100#
crystal/melt interface was set up parallel to thex-y plane.
The system consisted of a total of 12 000 particles. The crys-
tal block consisted of 30 square layers, each containing 200
spheres. The fluid block, containing 6000 spheres, was given
the samexy cross-sectional area as the crystal block, but was
slightly expanded in thez direction, to yield the proper num-
ber densities. In the fluid, the two sphere types were distrib-
uted randomly throughout the relevant volume, while in the
crystal randomization it was done layer by layer, thereby
removing layer-to-layer concentration fluctuations due to fi-
nite system size—since each crystal layer in our simulations
contained more particles than were used to establish the bulk
crystal-fluid coexistence@6#, this constraint is not expected to
affect the results in any significant way.
Unlike in simulations of continuous potentials where the
atoms in the initial fluid configuration can be placed ran-
domly within the simulation cell, hard spheres are best set up
in an ordered manner to ensure a nonoverlapping initial con-
figuration. The system is evolved until the initial order dis-
appears. To speed up the fluid equilibration, we first created
a fluid phase at a density about 20% below coexistence, and
then gradually increased the sphere diameters until the de-
sired density was reached. The degree of order was moni-
tored by the means of the Verlet translational order param-
eterl @13#.
To ensure that the particles in the fluid configuration do
not have overlap with those at the crystal surface when the
interface is constructed, the fluid density was increased to
slightly above the coexistence value and placed next to the
crystal block with a small gap in between so that there was
no overlap. Then the fluid particles were assigned velocities
according to a Maxwell distribution and were allowed to
move with the particles in the crystal held fixed. The gap
between the blocks was such that, after filling this gap, the
average total density of the fluid decreased tor ( f ).
Two different tests were used to optimize the gap width.
First, the pressure in the fluid was required to be equal to the
coexistence pressure, while the crystal particles were held
fixed. Second, after the combined system was allowed to
reach equilibrium, the lattice plane spacing of the bulk crys-
tal was checked to ensure that no expansion or contraction of
the bulk crystal had occurred which would move the system
away from coexistence.
In the final stage of the construction all velocities were
reassigned and the system was allowed to evolve until equi-
librium was reached. To improve the statistics of our results
we created ten different crystal/melt interfaces under identi-
cal conditions, but using different starting configurations.
The systems were then allowed to evolve under identical
circumstances and all results were averaged over the ten
systems.
To characterize the interface and monitor the approach to
equilibrium, all averaged quantities~densities, diffusion con-
stants, pressure, temperature! were calculated as functions of
the coordinate (z) normal to the interfacial plane. Thesex-
y averaged parameter profiles were generated by partitioning
the z axis into discrete bins. Two different bin sizes were
utilized. For the coarse scale the width of the bins was set to
the bulk crystal-plane spacing. For the fine scale each coarse
scale bin was divided into 25 equal parts. These bin widths
Dz were equal to 0.7588s2 and 0.0304s2 for the coarse and
fine scales, respectively.
Temperature evolution during the equilibration process is
shown in Fig. 1~the solid occupies the center of thez range!.
The coarse-scaled temperature profile, monitored during six
consecutive equilibration runs of 500 000 collisions each, ex-
hibits an initial heating at the interface that tends to dissipate
mostly into the crystal, resulting in about 5% temperature
difference between the fluid and the crystal parts of the sys-
tem, which was diminished rather slowly. In order to elimi-
nate this temperature gradient, the velocities were random-
ized once more after the third equilibration run. The next
three runs show the temperature to be uniform within ran-
dom fluctuations. The transverse pressure profiles showed
similar behavior, ensuring mechanical equilibrium. Follow-
ing equilibration, the systems were evolved for 2 000 000
collisions, and all the final diagnostics and averages are cal-
culated during this run. Thus produced, the interface was
stationary and showed remarkable stability over long runs
and the two interfaces were identical within statistical error.
For the density and diffusion profiles that follow, the profiles
were folded over so that the interfacial peaks coincided, and
then final averages were taken over two interfaces.
As mentioned earlier, the interfacial structure can be char-
FIG. 1. Evolution of the temperature profile during the process
of equilibration. In each run the systems are allowed to evolve for
500 000 collisions.
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acterized by the single-particle density profiles. These pro-
files reveal interesting features on both fine and coarse
scales. The fine-scale profiles for the two separate compo-
nents r1(z), r2(z) and for the total density
r(z)5r1(z)1r2(z) are shown in Fig. 2.@In this plot and
those that follow we indicate by a dashed vertical line the
Gibbs dividing surface defined such that the excess number
of solvent~type 2! particles is zero. This gives a useful guide
in examining the spatial relationship between various fea-
tures in the plots.# In the crystal region there are large oscil-
lations corresponding to the crystal layers. In the interfacial
region, the density oscillations inr2(z) and r(z) dampen
gradually over nine or ten atomic layers, whiler1(z) exhib-
its a peculiar nonmonotonic peak-height envelope, a phe-
nomenon that has not been seen in any of the single-
component system studies.~Note that this feature was also
present in a separate simulation of 3000 particles with a
smaller cross-sectional area, which indicates that it is not an
artifact of the specific system size.! This behavior can be
explained by examining the density profiles on a coarse
scale. These are shown in Fig. 3. This figure shows that the
concentrations of the two species change from crystal-like to
fluidlike values over a relatively short length scale—much
shorter than indicated by the fine-scaled densities. Since the
density of the smaller spheres in the fluid@r1
( f )
5(12x2
( f ))r ( f )50.494s2
23# is larger than the corresponding




23#, the ordering of the fluid in the
presence of the interface occurs in a region with a higher
bulk density of type 1~smaller! particles than that in the bulk
crystal, resulting in the profile peaks due to this ordering
being higher than the profile peaks in crystal.
Another feature seen in the fine-scaled interfacial density
profiles is that the crystal layers tend to relax outward into
the fluid region, so that the spacing of the peaks in the den-
sity oscillations increases. This phenomenon has also been
observed in recent Monte Carlo@14# and molecular-
dynamics @15# simulations of the single-component hard-
sphere interface, where it was interpreted as a preference of
the fluid to order at a planar interface in a way that is more
consistent with a@111# face. A more detailed investigation of
this feature is underway.
As the density oscillations are averaged over on the
coarse scale~Fig. 3!, a deficit in the total density can be seen
in the interfacial region indicating inefficient wetting of the
@100# surface by the fluid.~Note that this feature has a spatial
extent several times larger than the bin spacing and therefore
cannot be an artifact due to the fact that the bin spacing
becomes incommensurate with the lattice spacing in the in-
terfacial region.! A similar, but not as pronounced, deficit
can be seen in plots of the coarse-scaled density in simula-
tions of the single-component Lennard-Jones fcc@100#/liquid
interface@16#. This inefficient wetting of the@100# surface is
most probably due to the same effect that leads to the above
mentioned increase in the planar spacing as the interface is
approached. This deficit should not be confused with that
found in early experiments and computer models using a
Bernal random close-packing model for the single-
component hard-sphere fcc@111#/fluid interface @17,18#.
These results were later shown to be an artifact of the lack of
any relaxation in the Bernal model@10#. In our work we see
that this feature of the interface is stable for relatively long
runs~up to 15 000 000 collisions! for both binary and single-
component@19# systems.
We also computed the diffusion constant profiles for both
types of spheres during the averaging runs~see Fig. 4!. The







^@r j~ t !2r j~ t0!#
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FIG. 2. Density profiles for the binary hard-sphere fcc@100#
crystal/melt interface plotted on the fine scale with the bin width
equal to 0.04 times the crystal layer spacing. The dashed vertical
line is the Gibbs dividing surface as defined in the text. The dotted
grid is commensurate with the lattice planes in the bulk crystal and
is included to better visualize the expansion of the lattice constant
in the interfacial region.
FIG. 3. Density profiles on the coarse scale. The bin width is
equal to the crystal layer spacing. The density oscillations in the
crystal region are averaged over and the density deficit inr(z) can
be seen at the interface. The dashed vertical line is the Gibbs divid-
ing surface as defined in the text.
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whereNi(z) is the number of spheres of typei between
z2Dz/2 andz1Dz/2 at timet5t0, and the brackets repre-
sent the average over time originst0. The sphere displace-
ment was monitored over timetmax2t0560t, wheret is the
average collision time. During this time the average fluid
particle will be displaced about 1 particle diameter, so this
bin assignment should remain valid for the entire process.
The averaging was done over about 100 time origins. The
10–90 width of an interfacial profile is defined to be the
length scale over which the relative deviation of the property
being measured from its value in the crystal phase changes
from 10% to 90%. For the diffusion constants this width is
the same for both types of particles and can be estimated to
be about 3.2s2.
In summary we have performed simulations of a multi-
component crystal/melt interface. These simulations on the
binary hard-sphere system show several novel features. First,
the fine-scaled single-particle density profile of the smaller
particles possesses a decidedly nonmonotonically decreasing
envelope of density oscillations as the interface is traversed
from crystal to melt. This was shown to be due to the spa-
tially narrow change in the concentration profiles from crys-
tal to melt values in combination with the usual ordering of
the melt near the interface. Also, a pronounced deficit in the
total coarse-scaled density is observed at the interface indi-
cating poor wetting of the@100# fcc surface by the fluid
mixture. These qualitative features, as well as those for other
crystal faces~calculations of which are underway!, will be
important in the development of a density-functional theory
of such interfacial systems as they indicate the minimum
complexity that parametrizations of the single-particle den-
sity must possess to be successful.
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FIG. 4. Diffusion coefficient profiles. Error bars represent the
standard deviations calculated from the diffusion coefficient values
obtained for ten different systems. The dashed vertical line is the
Gibbs dividing surface as defined in the text.
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