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ABSTRACT
With new observational facilities becoming available soon, discovering and characterizing
supernovae from the first stars will open up alternative observational windows to the end of the
cosmic dark ages. Based on a semi-analytical merger tree model of early star formation, we
constrain Population III supernova rates. We find that our method reproduces the Population III
supernova rates of large-scale cosmological simulations very well. Our computationally ef-
ficient model allows us to survey a large parameter space and to explore a wide range of
different scenarios for Population III star formation. Our calculations show that observations
of the first supernovae can be used to differentiate between cold and warm dark matter models
and to constrain the corresponding particle mass of the latter. Our predictions can also be used
to optimize survey strategies with the goal to maximize supernova detection rates.
Key words: stars: Population III – galaxies: high-redshift – cosmology: observations – dark
ages, reionization, first stars – early Universe.
1 IN T RO D U C T I O N
The first stars appeared after redshift z ∼ 30, ending the cosmic
dark ages and beginning the process of cosmological reionization
(Kitayama et al. 2004; Whalen, Abel & Norman 2004; Alvarez,
Bromm & Shapiro 2006; Abel, Wise & Bryan 2007; Whalen et al.
2008a; Whalen, Hueckstaedt & McConkie 2010; Bromm 2013;
Glover 2013). They also enriched the early cosmos with the first
heavy elements (Bromm, Yoshida & Hernquist 2003; Mackey,
Bromm & Hernquist 2003; Smith & Sigurdsson 2007; Whalen et al.
2008b; Smith et al. 2009; Ritter et al. 2012; Karlsson, Bromm &
Bland-Hawthorn 2013; Safranek-Shrader, Milosavljevic´ & Bromm
2014) and may be the origin of supermassive black holes (BHs)
today (e.g. Alvarez, Wise & Abel 2009; Milosavljevic´, Couch &
Bromm 2009a; Milosavljevic´ et al. 2009b; Tanaka & Haiman 2009;
Park & Ricotti 2011, 2012, 2013; Agarwal et al. 2012; Johnson et al.
2012, 2013b, 2014; Volonteri 2012; Whalen & Fryer 2012; Latif
et al. 2013a,b).
In spite of their importance for early structure formation, not
much is known for certain about the properties of Population III (or
Pop III) stars (Bromm et al. 2009; Bromm & Yoshida 2011; Glover
2013; Whalen 2013). They formed in primordial gas which, due to
its lack of metals, cools less efficiently than the interstellar medium
 E-mail: mattis.magg@stud.uni-heidelberg.de
today. As a result, the pristine gas fragmented and collapsed on
larger mass scales, so it is generally thought that the Pop III initial
mass function (IMF) is top-heavy (Barkana & Loeb 2004) com-
pared to later generations of stars. Numerical simulations of Pop III
star formation remain inconclusive because no simulations have yet
been able to follow the growth and evolution of a Pop III star or stel-
lar cluster from its birth to the end of its life, while having sufficient
resolution to fully resolve gravitational fragmentation in the Pop III
accretion disc, and while also including all of the key physical pro-
cesses (e.g. magnetic fields, radiative feedback, etc.), which set the
stage for fragmentation of the accretion disc and determine when
the stars eventually stop growing (Bromm, Coppi & Larson 1999;
Abel, Bryan & Norman 2000, 2002; Nakamura & Umemura 2001;
Bromm, Coppi & Larson 2002; O’Shea & Norman 2007; Yoshida,
Omukai & Hernquist 2008; Turk, Abel & O’Shea 2009; Stacy, Greif
& Bromm 2010; Clark et al. 2011; Greif et al. 2011b; Hosokawa
et al. 2011; Smith et al. 2011; Greif et al. 2012; Stacy, Greif &
Bromm 2012; Susa 2013; Hirano et al. 2014; Hartwig et al. 2015c).
Despite these shortcomings, it is currently believed that Pop III stars
form in binaries or small-number, multiple stellar systems (e.g. Turk
et al. 2009; Clark et al. 2011; Stacy & Bromm 2013; Stacy, Bromm
& Lee 2016), and that they do so with masses ranging from the
subsolar regime potentially up to several hundreds of solar masses.
Some models suggest a logarithmically flat distribution of masses
(Greif et al. 2011b, 2012; Smith et al. 2011; Dopcke et al. 2013;
Glover 2013) in contrast to the IMF observed today, which exhibits
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a peak in the subsolar regime followed by a power-law decline
towards larger masses (Kroupa 2001; Chabrier 2003). Top-heavy
Pop III IMFs are supported by detailed investigations of the chem-
ical abundances of extremely metal-poor stars in the Galactic halo,
which suggest that Pop III stars in the mass range of 15–40 M
were responsible for much of the early enrichment (e.g. Beers &
Christlieb 2005; Frebel et al. 2005; Frebel, Johnson & Bromm 2008;
Joggerst et al. 2010; Aoki et al. 2014; Chen et al. 2016).
The detection of Pop III stars is one the major goals of
astronomy in the coming decade. Low-mass Pop III stars with
masses below ∼0.8 M should have survived until the present day,
and could potentially be detected in current and future Galactic
archaeological surveys (Ishiyama et al. 2016). This approach can
be used to constrain the low-mass end of the Pop III IMF (e.g.
Hartwig et al. 2015b). Finding high-mass Pop III stars is more
difficult, because they have short lifetimes and are only found at
high redshifts. Furthermore, even the most massive primordial
stars are too faint (Schaerer 2002) to be directly visible even
with next-generation telescopes such as the James Webb Space
Telescope (JWST; Gardner et al. 2006), Euclid (Laureijs et al.
2011), the Wide-Field Infrared Survey Telescope (WFIRST; Spergel
et al. 2015), or the European Extremely Large Telescope (E-ELT;
Gilmozzi & Spyromilio 2007; Tamai & Spyromilio 2014). The
recent detection of the gravitational wave signal of the binary
BH merger GW150914 (Abbott et al. 2016) opens a new but
limited window on the first stars as mergers between very massive
Pop III remnants could be detected as contribution to the statistical
background (Inayoshi et al. 2016, but Dvorkin et al. 2016) and
directly within a few decades (Hartwig et al. 2016).
Detections of Pop III supernovae (SNe) in the near-infrared (NIR)
in the coming decade could probe the properties of the first stars,
because the mass of the progenitor can be inferred from its light
curve. The final fates of the first stars depend primarily on their
masses and rotation rates (Heger & Woosley 2002). Pop III stars
from 8–40 M die as core-collapse (CC) SNe with energies similar
to those of such events today. Stars from 40–90 M directly collapse
to a BH with no visible explosion, except in the rare case that they
are very rapidly rotating, when they can explode as hypernovae
(HNe) or gamma-ray bursts (e.g. Gou et al. 2004; Me´sza´ros & Rees
2010; Mesler et al. 2014). In a few cases ejecta from a CC SN can
also crash into a dense shell ejected by the star a few years prior
to its death. The collision produces an event that is very bright in
the UV, a Type IIn SN (e.g. Smith et al. 2007; Moriya et al. 2013;
Whalen et al. 2013c).
Above 90 M Pop III stars can encounter the pair instability (PI)
at the end of helium burning, in which e−e+ production in the core
of the star causes it to contract, triggering explosive oxygen and
silicon burning (Barkat, Rakavy & Sack 1967; Rakavy & Shaviv
1967; Bond, Arnett & Carr 1984). In non-rotating stars from 90–
140 M, the PI does not totally disrupt the star but causes a series of
mass ejections that can later collide and, like Type IIn SNe, produce
very luminous events in the UV (pulsational PI SNe, or PPI SNe;
e.g. Woosley, Blinnikov & Heger 2007; Chen et al. 2014a; Whalen
et al. 2014). At 140–260 M, the PI produces an explosion that
completely unbinds the star and leaves no compact remnant (e.g.
Heger & Woosley 2002; Joggerst & Whalen 2011; Chen et al.
2014b). PI SNe can have a hundred times the energy of a CC
SN and can potentially be detected at very early epochs. Rotating
Pop III stars from 90–140 M shed their hydrogen envelopes and
explode as bare He cores that are less luminous than 140–260 M
explosions (Chatzopoulos & Wheeler 2012; Chatzopoulos, Wheeler
& Couch 2013; Chatzopoulos et al. 2015).
Recent numerical simulations of PI SN light curves show that
140–260 M PI SNe and 110 M PPI SNe will be visible to
JWST and the E-ELT up to z > 30 and to Euclid and WFIRST at
z ∼ 10–20 (Kasen, Woosley & Heger 2011; Hummel et al. 2012;
Pan, Kasen & Loeb 2012; Whalen et al. 2013a,d). 90–140 M PI
SNe of rotating Pop III stars and 25–50 M HNe will be visible
to JWST and E-ELT at z ∼ 5–15 and to Euclid and WFIRST at
z ∼ 4–5 (Smidt et al. 2014, 2015). Pop III Type IIn SNe will be
visible at z ∼ 20 to JWST and E-ELT and at z ∼ 5–10 to Euclid
and WFIRST (Whalen et al. 2013c). Pop III CC SNe, perhaps the
most numerous type of explosion at high redshift, will be visible at
z ∼ 10–15 to JWST and E-ELT and at z  7 to Euclid and WFIRST
(Whalen et al. 2013b).
Detection strategies for Pop III SNe require estimates of SN rates
as a function of redshift (e.g. Hummel et al. 2012; de Souza et al.
2013, 2014). Large-scale multiphysics cosmological simulations
such as the recent First Billion Years Project (FiBY; e.g. Johnson,
Dalla & Khochfar 2013a; Paardekooper, Khochfar & Dalla Vecchia
2013; Agarwal et al. 2014), Renaissance (Xu et al. 2014; O’Shea
et al. 2015) and the Birth of a Galaxy (Wise et al. 2012a,b) cam-
paigns can produce realistic SN rates over a range of redshifts but
can require months to perform and cannot easily explore the full
cosmological parameter space. They also cannot easily address the
impact of new observational constraints on these rates, such as the
newly revised optical depth to Thompson scattering, τ e = 0.054
(Planck Collaboration XLVII 2016). We instead calculate Pop III
SN rates with a detailed semi-analytic merger tree model that in-
corporates both radiative and SN feedback. Our model is compu-
tationally much less expensive than cosmological simulations and
enables us to probe the impact of a variety of parameters on SN
rates, such as the Pop III IMF. SN rates from our models in turn can
be used to better constrain some of these uncertain parameters.
Where not stated otherwise we assume a flat CDM Uni-
verse. Except for τ e, which is treated separately, we use the best-
fitting cosmological parameters from Planck Collaboration XVI
(2014) (H0 = 67.77 km s−1 Mpc−1, m = 0.3086, b = 0.048 25,
 = 0.6914, σ 8 = 0.8288, ns = 0.9611). In Section 2, we describe
our merger tree model for computing SN rates. In Section 3, we
calculate Pop III SN rates for a variety of Pop III IMFs and cosmo-
logical parameters including dark matter model. We discuss caveats
to our results in Section 4 and we conclude in Section 5.
2 N U M E R I C A L M E T H O D
To calculate cosmic SN rates, we have improved the semi-analytical
model of early star formation introduced by Hartwig et al. (2015b).
Our model produces self-consistent Pop III star formation histories
and SN rates and accounts in an approximate fashion for the effects
of radiative and chemical feedback. To check for consistency, we
compare our PI SN rates with those from the FiBY simulations
(Johnson et al. 2013a). Here, we briefly summarize the main fea-
tures of the code. The modelling of star formation and feedback
(Sections 2.2 and 2.3) is described in more detail in Hartwig et al.
(2015a,b). The merger trees (Section 2.1) are constructed with an
algorithm from Parkinson, Cole & Helly (2008), which is a modified
version of GALFORM (Cole et al. 2000).
2.1 Modified and unmodified EPS formalism
Our merger tree algorithm is based on the extended Press–Schechter
(EPS) formalism first developed by Bond et al. (1991) and Lacey
& Cole (1993), which produces the conditional halo mass function
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(HMF) dN/dM1(M2, z, z). This function is the mean number of
haloes with masses in the range M1 → M1 + dM1 into which a halo
with mass M2 splits during the redshift interval z at redshift z. Note
that the merger tree is constructed backwards in time, starting with
the most massive halo at z = 1 and then reconstructing its assembly
history by stepping backwards in time, to successively higher red-
shifts. The conditional HMF is used to create a probabilistic merger
history of a dark matter halo.
The EPS formalism is known to underpredict the number of the
most massive halo progenitors (see e.g. Cole et al. 2000). To remedy
this deficiency, Parkinson et al. (2008) modify the conditional HMF
by
dN
dM1
(M2, z,z) → dNdM1 (M2, z,z)A
(
σ1
σ2
)B (
δ2
σ2
)C
, (1)
where σ 1, σ 2 are the mean cosmic density variations on scales
that correspond to M1 and M2 and δ2 is the critical overdensity for
spherical collapse at redshift z + z. A, B and C are numerical
factors, which are set to A = 0.57, B = 0.38 and C = −0.01 to
create merger trees with mass assembly histories consistent those in
the Millennium simulation (Springel et al. 2005). While we do not
adopt the cosmological parameters used in the Millennium simula-
tion (H0 = 73 km s−1 Mpc−1, m = 0.25, b = 0.045,  = 0.75,
σ 8 = 0.9, ns = 1, Springel et al. 2005), Parkinson et al. (2008) argue
that their modifications are valid for a wide range of cosmological
parameters. This is supported by the HMFs we produce in Sec-
tion 2.4. By using WMAP7 cosmological parameters in a test run
(Komatsu et al. 2011, except τ e), we verify that our SN rates are
not very sensitive to cosmological parameters other than τ e.
Sasaki et al. (2014) showed that the abundances of haloes with
masses M  108 M at high redshifts (z ≥ 15) are reasonably well
predicted by the Press–Schechter (PS) or Sheth–Mo–Tormen (SMT)
HMFs (Press & Schechter 1974; Sheth, Mo & Tormen 2001). Even
though the Parkinson algorithm has only been tested at relatively
low redshifts (z ≤ 9), we will demonstrate later that with the method
described in Section 2.4 we produce HMFs similar to PS or SMT
HMFs at all relevant redshifts.
2.2 Pop III star formation
Star formation and feedback in our model was first implemented in
Hartwig et al. (2015b) and later improved in Hartwig et al. (2015a).
The model distinguishes between Pop III and Pop I/II star formation.
As it is the subject of our study, Pop III star formation (SF) is
modelled in much more detail, while Pop I/II SF is only included as
a background radiation field. We extrapolate the Pop I/II SF history
from Behroozi & Silk (2015) and add its contribution to the ionizing
and Lyman–Werner (LW) backgrounds.
In our fiducial model, we assume that Pop III stars form only
in metal-free haloes, but we will also test a critical metallicity of
Zcrit = 10−3.5 Z. Metal-free or metal-poor haloes collapse as soon
as H2 cooling becomes sufficiently effective, i.e. as soon as the
gas temperature exceeds a critical value Tcrit (Tegmark et al. 1997).
Assuming the gas temperature is the virial temperature, the critical
dark matter halo mass for Pop III star formation is taken as
Mcrit = 1.0 × 106 M
(
Tcrit
103 K
)3/2 ( 1 + z
10
)−3/2
. (2)
In our fiducial model we set Tcrit = 2200 K, e.g. as found in cosmo-
logical simulations by Hummel et al. (2012). To see how sensitive
our model is to this parameter, we also consider Tcrit = 1100 K
and Tcrit = 4400 K. Varying Tcrit can also mimic how, for exam-
ple, magnetic fields (Schleicher et al. 2009) or supersonic baryon
streaming (Greif et al. 2011a; Maio, Koopmans & Ciardi 2011;
Stacy, Bromm & Loeb 2011) affect at what mass haloes collapse
and how long the collapse takes.
We populate haloes with Pop III stars with masses randomly
drawn from the IMF defined below until they exceed a total mass
of
MPopIII = Mgasf∗η, (3)
where Mgas is the total baryon mass of the halo, η is a star formation
efficiency parameter and f∗ accounts for suppression of SF by LW
feedback, as we will discuss below in Section 2.3. We assume that
the ratio of baryon mass to dark matter halo mass is equal to ratio of
the corresponding cosmological densities b/(m − b). The star
formation efficiency parameter η is kept constant, but f∗ depends
on the intensity of the LW background and on the mass of the
collapsing haloes. Thus, the overall Pop III star formation efficiency
varies with redshift. For every individual run, we calibrate η so
that our simulation produces a cosmological ionization history that
is consistent with observations, i.e. that reproduces the Thomson
scattering optical depth τ e. From 2014 to 2016, τ e has been revised
from 0.092 ± 0.013 (Planck Collaboration XVI 2014) to 0.066
± 0.016 (Planck Collaboration XIII 2015) and then to 0.054 ±
0.013 (Planck Collaboration XLVII 2016). These changes have been
shown to have significant implications for models of early star
formation (Visbal, Haiman & Bryan 2015). We consider all three
values of τ e but adopt 0.066 in our fiducial model. To compute the
ionization history, we assume ionizing photon escape fractions of
fesc, Pop II = 0.1 for Pop I/II stars and fesc, Pop III = 0.5 for Pop III stars.
To create Pop III stars in our fiducial model we assume a loga-
rithmically flat IMF with a lower limit Mmin = 1 M (Greif et al.
2011b):
dN
d log M
=
{
const. if Mmin < M < Mmax
0 otherwise.
(4)
We consider a range of values for the upper limit, Mmax. Because
low-mass Pop III stars do not contribute significantly to reionization
and we calibrate the SF efficiency parameter η with τ e, the total
number of higher mass stars is essentially unaffected by the lower
IMF limit, as long as it is of the order of a few solar masses or less.
2.3 Feedback
Once Pop III stars form, they affect subsequent star formation in
several ways. The LW radiation they emit gradually builds up a
background that photodissociates molecular hydrogen and impedes
cooling and SF in haloes that have not yet formed stars. This effect
reduces the total mass that goes into primordial star formation by
a factor f∗. Following Machacek, Bryan & Abel (2001), f∗ can be
approximated as
f∗ = 0.06 ln
(
MHalo/M
1.25 × 105 + 8.7 × 105F 0.47LW
)
, (5)
where FLW is the LW flux in units of 10−21 erg s−1 cm−2 Hz−1. If f∗
calculated from equation (5) would be zero or smaller, no gas can
collapse and SF is delayed until f∗ > 0. To calculate the LW flux,
we use the Schaerer (2002) stellar evolution models and LW escape
fractions from Schauer et al. (2015).
When the first SNe occur, they enrich their environments with
metals. Since SN remnants can grow to be much larger than their
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host haloes, Pop III SNe can contaminate other haloes with metals,
causing them to form new stars with much lower characteristic
masses. However, dense gas in collapsing minihaloes does not easily
mix with metals from nearby SNe (Cen & Riquelme 2008). We
assume therefore that external enrichment happens by mixing the
gas with metals before the halo reaches Mcrit.
Assuming a random spatial distribution of SNe, we calculate
the chances for the gas of a currently collapsing halo to overlap
with at least one SN remnant. If the halo is being enriched, we
randomly select an SN remnant with a probabilitycorresponding
to its volume (see Hartwig et al. 2015c, section 2.4.1). We then
compute the mass of the metals that enrich the halo by multiplying
the metal surface density of the supernova remnant by the halo
cross-section, computed at the virial radius. For the metal surface
density, we assume that all the metals ejected by the supernova are
uniformly distributed over a thin outer shell of the remnant (Smith
et al. 2015; Ritter et al. 2016). This procedure allows us to estimate
the metallicity of the externally enriched haloes in a statistical sense.
Dynamical heating during mergers can also prevent the gas from
cooling. If the current mass growth rate of a halo is too large, i.e.
while
dM
dz
≥ 3.3 × 106 M
(
M
106 M
)3.9
, (6)
we assume that Pop III SF is suppressed (Yoshida et al. 2003).
To this previously existing feedback, we add feedback due to
reionization: if a minihalo is located in an ionized region, the gas
temperature (T ≈ 104 K) is much higher than its virial temperature
(e.g. Glover 2013). Such a halo does not collapse until it reaches a
much higher mass, by which time it has most likely been enriched
with metals by one of its progenitors or by external sources. There-
fore, when a pristine halo reaches the critical mass for collapse, we
prevent Pop III SF with a probability that is equal to the current
ionization fraction of the Universe.
2.4 Creating cosmologically representative data
The SF model we use originally was designed to simulate Pop III SF
in the progenitors of a single low-redshift massive halo. Running
a cosmologically representative set of these low-redshift haloes
would require us to simulate a very large number of low-mass
merger trees for every high-mass merger tree. Instead, we simulate
a reduced sample of merger trees and weigh the results according
to the number density of initial haloes of similar mass.
Starting with low-redshift haloes at z = 1, we set up the code to
run for NHMF = 300 different halo masses Mi, 1 ≤ i ≤ NHMF be-
tween MHalo, min = 5 × 108 M and MHalo, max = 2 × 1013 M. We
distribute the mass bins according to a power law with exponent α.
Several random realizations are computed for each mass. We assume
that the merger tree with mass Mi is representative for merger trees
with masses Mi, low ≤ M ≤ Mi, up, where Mi, up/low = 0.5(Mi + Mi ± 1).
To get cosmologically representative densities of e.g. SNe or the
number of ionizing photons, the results from each tree are weighted
according to the comoving number density of haloes in the corre-
sponding mass bin and added up. This weighting factor is
wi = 1
Mi
∫ Mi,up
Mi,low
M
dN
dM
dM, (7)
where dN/dM is the SMT HMF calculated with HMFCALC (Murray,
Power & Robotham 2013). These weighting factors have the con-
venient property of preserving the total matter density when we
change NHMF or α. Thus, as long as the HMF is sampled reasonably
well, neither NHMF nor α have an impact on our SN rates or the
computed ionization histories. However, changing α allows us to
tune what fraction of the computational time is spent on low-mass
or high-mass merger trees.
The lower limit of the initial halo mass distribution is chosen such
that each merger tree contains at least a few Pop III star-forming
haloes and thus produces a representative star formation history.
A merger tree with a much lower initial halo mass would produce
only a single Pop III forming halo at low redshifts in the absence
of feedback from previous Pop III SF. For these low-mass merger
trees, the major feedback component would come from outside
the tree and could not be modelled with our code. Our SN rate
distributions are not sensitive to increasing MHalo, min by a factor
of a few and change only by a few per cent. The upper limit is
chosen so that haloes become too rare to contribute significantly
to a cosmologically representative sample. We choose a power-law
exponent of α = −1.3 for the distribution of initial halo masses.
2.5 Calculating SNe rates
We count the number of SNe occurring for each tree and aver-
age over the different realizations. Weighting with the abundance
factors w defined in Section 2.4 yields the comoving SN rate den-
sity dN/(dV dt). Following Hummel et al. (2012), we calculate the
redshift distribution of the observable SN rate per unit solid angle
as
dN
dtobsdz d
= dN
dtobsdV
dV
dzd
= 1
1 + z
dN
dt dV
r(z)2 dr
dz
, (8)
where the physical time dt is converted to observer time with
dtobs = (1 + z) dt and r(z) is the comoving distance to the red-
shift of the step dz.
2.6 A closer look at HMFs
The accuracy of the Parkinson code has primarily been tested and
confirmed for z 10 (Parkinson et al. 2008; Jiang & van den Bosch
2014). To calculate SN rates it is especially important that the al-
gorithm also predicts reasonable numbers of minihaloes at higher
redshifts. As shown in Fig. 1, with our cosmologically represen-
tative initial halo sampling the Parkinson algorithm reproduces PS
(Press & Schechter 1974) and SMT (Sheth et al. 2001) HMFs, even
at high redshifts. At redshift 25, where PS and SMT mass func-
tions deviate significantly, our models follow the SMT HMF. With
high-resolution cosmological dark matter simulations, Sasaki et al.
(2014) showed that these mass functions and especially the SMT
HMFs predict the right minihalo densities at z ≥ 15.
2.7 List of models
The Pop III star formation models in our study are listed in Table 1.
Some additional models were performed as stability tests: two
had different lower limits for the IMF (0.1 and 3.0 M), one
had a different lower limit on the HMF (2.0 × 109 M) and
one used WMAP7 cosmological parameters (Komatsu et al. 2011,
except τ e), i.e. with H0 = 70.4 km s−1 Mpc−1, m = 0.272,
b = 0.0455,  = 0.728, σ 8 = 0.811, ns = 0.976. None exhibited
noticeable departures from the SN rates in the fiducial run. We also
performed a run with the most recent τ e = 0.054 in which the total
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Figure 1. HMFs from the Parkinson algorithm with representative initial
halo sampling (equation 7) for z ∼ 10–25. The HMF roughly agrees with
the PS and SMT mass functions at all redshifts. At lower redshifts, a fraction
of the lowest mass haloes are excluded because of the lower mass limit for
the initial HMF.
star formation rates (SFRs) and SN rates fell by 30 per cent but the
redshift distribution of SF and SNe were not affected.
3 R ESU LTS
3.1 Our fiducial model and its sensitivity to the choice of IMF
In Fig. 2, we show Pop III star formation rate densities and PI and
CC SN rates for our fiducial model. The total PI SN rate is 1.0 SN
yr−1 deg−2, which corresponds to one PI SN yr−1 per three WFIRST
Table 1. Pop III star formation models. A large deviation to the η in the
fiducial model indicates that changes may have a large influence on the
physics, but as we normalize the star formation history such that it produces
a reasonable ionization history, the impact on the final SN rates can still be
negligible.
Label η Description
Fiducial 0.35 Fiducial model
T4400 0.13 Critical temperature Tcrit = 4400 K
T1100 0.7 Critical temperature Tcrit = 1100 K
FiBY_rep 0.01 FiBY reproduction run
(see Section 3.2)
old τ e 1.1 Adjusted to match τ e = 0.096
3 keV WDM 0.22 3 keV warm dark matter model
5 keV WDM 0.15 5 keV warm dark matter model
Zcrit 0.12 Using Zcrit = 10−3.5 Z as
critical value for Pop III SF
IMF_300 0.34 log flat IMF with upper limit 300 M
IMF_170 0.38 log flat IMF with upper limit 170 M
IMF_60 0.6 log flat IMF with upper limit 60 M
fields of view (FoV)1 or per 370 JWST FoV.2 The total CC SN rate
for the fiducial model is 4.2 SNe yr−1 deg−2.
SFRs and SN rates have a different dependence on redshift be-
cause the SFRs are measured per year proper time while the SN
rates are measured per year observer time. We do not find Pop III
SF at z < 5 due to chemical and ionization feedback. The SFRs peak
at z ≈ 20 and decrease towards lower redshifts. The extrapolated
Pop II SFRs surpass the Pop III SFRs around z = 20, where the
Pop III SFRs reach their peak. In contrast to the SFRs, the SN rates
are roughly flat from 5 < z < 20, which is caused by projecting the
SN rate densities on a unit solid angle of the sky with equation (8),
i.e. by accounting for time dilation and the redshift dependence of
the angular diameter distance. The abrupt drop in SFRs and SN
rates at z > 20 is due to the rapid change in the abundance of
minihaloes that could form stars. The shaded regions indicate the
statistical fluctuations between the different random realizations of
the merger trees. In Figs 2 and 6, there is a small systematic bump
in the PI SN rates at z ∼ 27 which is caused by our time steps being
redshift dependent. There is a transition in how many time steps
the stars survive. So PI SNe from stars born in two different time
steps explode in the same time step. To avoid this issue, we would
have to properly resolve the lifetimes of all PI SN stars at all times,
which would require time steps of roughly 105 yr over the whole
redshift range. For our model, using these small time steps even at
low redshifts is not viable. However, the effect on the overall PI SN
rate distribution is small.
We also examine the effect the upper mass limit for the Pop III
IMF has on the SN rate, as described in Section 2.2. As long as the
IMF has significant overlap with the PI SN mass range, the PI SN
rate is not strongly affected by the upper IMF limit. Our IMF_300
and IMF_170 models yield total PI SN rates of 1.1 and 0.7 events
yr−1 deg−2, which are both very close to our fiducial model. Of
course, the PI SN rates can be made arbitrarily low by reducing or
completely removing the overlap between the IMF and the PI SN
mass range. This is demonstrated in our IMF_60 model, which does
not produce PI SNe but has larger SFRs by a factor of a few. The
increased SFRs are caused by the higher star formation efficiency
1 Assuming a 0.◦4 × 0.◦8 FoV taken from WFIRST reference cycle 6:
http://wfirst.gsfc.nasa.gov/science/Inst_Ref_Info_Cycle6.html
2 Assuming a 2.′2× 4.′4 FoV for the JWST NIRCam (Gardner et al. 2006).
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Figure 2. Pop III SFR densities (upper panel), CC SN rates (centre panel)
and PI SN rates (lower panel) for our fiducial model and the alternative IMFs
we test. SFRs are presented as stellar mass per comoving Mpc3 and year
proper time, the SN rates are measured in number per year observer time,
square degree and unit redshift. Because we calibrate the star formation
efficiency parameter η with the optical depth τ e the total mass in massive
stars remains roughly constant with IMF, which leads to similar PI SN
rates for most of the IMFs. The exception is the IMF_60 model, which by
construction does not produce any PI SNe, but which consequently produces
a large number of CC SNe. The statistical noise in the IMF models is similar
because the merger trees are based on the same random number seed.
needed to produce the same optical depth with less massive stars.
In this model, the total CC SN rate increases to 29 SNe yr−1 deg−2,
almost an order of magnitude higher than in our fiducial model.
3.2 Comparison to previous estimates
To verify that our method produces reasonable SN rates, we compare
them to those from the FiBY simulations (Johnson et al. 2013a). For
this we use their Salpeter IMF with the mass range 21–500 M.
However, there are some key differences with our model. We impose
an upper limit on our HMF sampling of 9 × 1010 M to account for
their limited simulated volume. At z = 1, we expect only one halo
that is 9 × 1010 M or higher in their 64 Mpc3 simulation volume.
Because one generally cannot simulate ‘half a halo’, the upper
end of the HMF can be significantly biased by the finite volume.
Also, we modify our cooling criterion to allow SF only in haloes
Figure 3. Pop III SFR densities (upper panel) and PI SN rates (lower panel)
for the FiBY reproduction run. Increasing the critical mass for collapse to
the level of what is observed in FiBY yields similar PI SN rates. At some
redshifts our rates are closer to their no-LW control run because our LW
feedback has less effect on the minimum halo mass for SF in our run. Our
fiducial model predicts larger PI SN rates at high redshifts. We also plot PI
SN rates from Hummel et al. (2012) for reference.
more massive than 2 × 107 M. This mass is roughly consistent
with the typical halo mass for Pop III SF in the FiBY simulations
(Paardekooper et al. 2013). However, there are some effects for
which we do not account that could have similar impacts on the SN
rates, as changing the critical collapse mass by a factor of a few.
First, there is no direct correspondence between our SF efficiency
parameter η and their criteria for SF, so it is not clear if η should
be varied with redshift or halo mass to arrive at similar numbers of
Pop III stars per halo. Also, it is unclear how strongly their HMF is
biased by their finite simulation volume and by statistical scatter in
the number of rare haloes.
Fig. 3 shows that we nevertheless reproduce the PI SN rates
predicted by FiBY relatively well. Our SFRs and PI SN rates lie
between their fiducial rates and control run rates without LW feed-
back, because the LW feedback we use (from Machacek et al. 2001)
has little impact on haloes above 107 M. This agreement with sim-
ulations suggests that our semi-analytical model captures much of
the complexity of Pop III SF, at least in a statistical sense.
Hummel et al. (2012) also estimated global PI SN rates and detec-
tion rates for JWST. Based on the PS formalism, they first calculate
the rate at which haloes reach the critical mass. They then assume
that in such a halo a single 100 M Pop III star forms and explodes
as a PI SN. They also include radiative and chemical feedback.
We compare our rates to those in their enhanced SF(ESF) scenario,
which are intermediate between their conservative feedback and no
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feedback models. In the ESF model, Pop III star formation is sup-
pressed by chemical feedback and enhanced by radiative feedback.
Because haloes can grow to larger masses before collapsing in the
presence of a strong LW radiation field, more stars form in each
halo and the number of SNe per halo rises. Our fiducial rates are
close to theirs overall but are greater at the highest redshifts. Our
HMFs are closer to the SMT mass function, whereas their calcula-
tion is based on the PS formalism, so the number of star-forming
minihaloes we predict at z 30 is higher. The remaining difference
can be attributed to the IMF they assume. Their integrated PI SN
rate is about 1 yr−1 deg−2, very similar to our fiducial model. Wise
& Abel (2005) predict an integrated PI SN rate of 0.34 yr−1 deg−2,
which is lower than our fiducial rate and the Hummel et al. (2012)
rate because they assume only one PI SN per Pop III star-forming
halo.
At present we do not reproduce PI SN rates from the Renaissance
simulations. Pop I/II SFRs exceed Pop III rates at very early times
in some of these models (at z ∼ 27 in their rare peak model; Xu,
Wise & Norman 2013). The total mass in Pop II stars exceeds the
Pop III mass 20 Myr after the first Pop III star is born. These early
high Pop II SFRs are inconsistent with the Pop II SF history we
assume and also with that in the FiBY simulations (Johnson et al.
2013a). For example at redshift z = 15, our extrapolated Pop II
SFRs and the FiBY SFRs are both on the level of a few times
10−4 M yr−1 pc−3, while the Renaissance simulations have Pop II
SFRs that are an order of magnitude higher for the medium density
run and 0.1 M yr−1 pc−3 for the rare peak run (Xu et al. 2016).
The transition from Pop III to Pop II SF in large-scale cosmological
simulations is sensitive to the criteria adopted for the formation of
Pop II stars and the resolution with which the models can capture
metal mixing with nearby haloes. At the mass resolution of the FiBY
and Renaissance simulations the latter is never achieved. This may
have led to overmixing and a premature transition from Pop III to
Pop II SF in some of the Renaissance models. Future simulations
with the requisite resolution will be needed to definitely state when
Pop II SFRs surpass Pop III rates globally.
3.3 Warm dark matter and SNe as probes
of structure formation
While the  cold dark matter (CDM) model has been very suc-
cessful in explaining the large-scale structure of the Universe, there
are multiple problems at smaller scales (D’Onghia & Lake 2004;
Kroupa 2012; Pawlowski et al. 2015). CDM has not been able to
reproduce the missing dark matter substructure in galactic haloes
and the small number of satellite galaxies of the Milky Way. Warm
dark matter (WDM) is a possible solution to this ‘small scale crisis’
of the CDM model. In this picture, dark matter consists of roughly
keV-mass particles, which results in the suppression of structure for-
mation on small scales. WDM can be implemented in our model
as a modified dark matter power spectrum and the corresponding
changes to the HMF. To compute WDM power spectra and HMFs,
we use the HMFCALC web tool3 (Murray et al. 2013, see Section 2.3).
We focus on WDM that is a thermal relic with a particle mass of
3 keV, which lies at the strong impact limit of the observational
constraints (Viel et al. 2013). We also test a weaker 5 keV WDM
model. We do not discuss CC SN rates separately in this and the
next section because we keep the Pop III IMF used in the fiducial
model and thus the ratio of PI SNe to CC SNe stays fixed.
3 http://hmf.icrar.org/
Figure 4. Fiducial and WDM Pop III SFR densities (upper panel) and PI
SN rates (lower panel). The first PI SNe are significantly delayed in a 3 keV
WDM Universe and somewhat delayed with 5 keV WDM particles. Thus,
very high redshift PI SN detections could place a lower limit on the WDM
particle mass.
In Fig. 4, it is clear that that WDM mainly suppresses early
Pop III SF and SN rates. Maio & Viel (2015) find a similar effect,
although at lower redshift because Pop III SF occurs in much more
massive haloes in their simulations. Pop III SF begins at very high
redshifts in a pristine Universe with no feedback from previous
SF. It therefore only depends on when the first structures appear
that are massive enough to host SF. That is, it is only sensitive to
the cosmological model and the critical halo mass for Pop III SF.
For these reasons, the SN rate curve is unique to each cosmology
(although the total SN rate can be influenced by other physical
parameters – see Section 4). This feature makes high-redshift SNe
a suitable probe of structure formation and the nature of dark matter.
In Fig. 5, we plot the probability of rejecting either CDM or
3 keV WDM under the assumption that one of the two models is
correct as a function of the number of observed SNe. SNe at higher
redshift become fainter but are visible for longer times because of
cosmic time dilation. For simplicity, we assume that these effects
cancel up to a certain redshift; i.e. PI SNe are directly observable
for the same time up to a critical redshift zcrit and not above it.
Realistic predictions of the observability of SNe with current or
future telescopes strongly depend on instrumental details and survey
strategies and will be examined in a separate study (Rydberg et al.,
in preparation). Under these assumptions, our SN rates truncated at
zcrit represent the redshift distributions of observed SNe. We draw a
sample of SNe from the fiducial CDM distribution and check with
a likelihood ratio test whether the sample is still compatible with
the WDM distribution function. We reject the WDM model if the
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Figure 5. Upper panel: rejection probability of the 3 keV WDM model to
99 per cent confidence in a CDM cosmology, as a function of sample size
for different maximum observable redshifts. Middle panel: same but with
WDM and CDM swapped. For simplicity, we assume that all SNe are visible
for the same amount of time up to a certain redshift. Lower panel: WDM
rejection probability divided by CDM probability. Even small numbers of PI
SN observation could be enough to reject certain WDM models. The typical
WDM case – only observations at lower redshifts – could also be produced
at random in a CDM model. Thus, for observations reaching z = 20 or
z = 25 and small sample sizes, the WDM rejection fractions rise faster than
the CDM rejection fractions.
likelihood ratio is less than 0.01. For a range of sample sizes and
104 randomly drawn samples for each sample size we compute the
fraction of samples that allows us to reject WDM. We repeat the
same analysis with the roles of CDM and WDM swapped to probe
the probability of rejecting CDM in a Universe that is well described
by WDM.
Rejecting a WDM model with this method would be easier than
rejecting CDM for two reasons. On the one hand, if the observa-
tions reach high enough redshifts, in CDM there could be PI SNe
detections at redshifts where there are close to no SNe in WDM.
Therefore, a sample of two or three PI SNe can already be incom-
patible with WDM. The typical WDM observation – only SNe at
lower redshifts – can occur at random in CDM if the sample size is
small. This effect is reflected by the z = 20 and z = 25 rejection
fractions rising later in the middle panel of Fig. 5. For four PI SN
detections with a maximal detection redshift of z = 25, the fraction
of samples that rebut WDM is 50 per cent while the CDM rejection
fraction is only 2 per cent. To emphasize the difference between
WDM and CDM rejection fractions, we plot their ratio in the lower
panel of Fig. 5. For the lowest maximum redshift and small sam-
ple sizes, the rejection fractions of CDM are higher because the
distribution is more peaked. For larger sample sizes, the rejection
fractions for CDM and WDM are very similar. On the other hand,
even if there are detections that follow our WDM distributions and
are significantly different from our CDM distributions, this could
be explained by delayed Pop III SF e.g. due to strong LW feedback
or supersonic baryon streaming. The constraint that Pop III SNe
cannot form above a certain redshift in WDM is much more solid,
because of the simple lack of dark matter structures they could form
in. If the observations only reach z  15, the required sample size
for rejecting either of the models increases by a factor of a few. In
this case, our analysis is relying on parts of the distribution that are
impacted by the details of feedback modelling. They are not deviat-
ing as strongly as the high-redshift distributions. Thus, constraints
on structure formation, that are based on observations that cannot
reach beyond z ≈ 15 are much weaker.
3.4 Other parameter tests
In Fig. 6, we consider the effect of other parameters on the PI SN
rates and the SFRs. Decreasing the critical halo mass for Pop III
SF by a factor of ∼3 (T1100 model) has nearly no impact on
the rates, yielding a similar rate curve and a total of 1.1 PI SNe
yr−1 deg−2. Increasing the critical mass by the same factor (T4400
model) delays the onset of Pop III SF by z ∼ 5 but still leads to
the same total rates as our fiducial model. In the Z_crit run, Pop III
SF happens in roughly twice as many haloes. Still, because a lower
star formation efficiency is required to fit the τ e parameter, the SN
rate curves retain their shape and the total PI SN rates only change
to 0.8 SNe yr−1 deg−2. As long as the overall picture of Pop III SF
does not change, e.g. by altering the critical halo mass for Pop III
SF by more than an order of magnitude (as in Section 3.2), these
parameters have little impact on the PI SN rates.
On the other hand, changing the ionizing photon budget has a
strong impact on the rates. Calibrating to the old τ e parameter
increases the total PI SN rate from 1.0 to 2.5 SNe yr−1 deg−2. This
is important, as it illustrates the variations that can be caused by
changing our calibration. Still, the redshift distribution of the PI SN
rates remains very similar to our fiducial model.
4 C AV EATS
One issue with our model is that it is difficult to constrain the Pop III
SF efficiency as there are no direct observations. Calibrating via
the Thomson scattering optical depth τ e is one solution but also
adds additional uncertainties. The Pop III SF efficiency is strongly
dependent on and degenerate with:
(i) the ionizing photon escape fractions for Pop I/II and for
Pop III;
(ii) the assumed Pop II SF history;
(iii) the Thomson scattering optical depth τ e.
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Figure 6. Pop III SFR densities (upper panel) and PI SN rates (lower
panel) for various parameter tests. Changing the critical temperature or the
metallicity has only a minor effect on the PI SN rates. Manipulating the
required ionizing photon budget (i.e. using a larger τ e) has a much larger
impact on the total rates. The effects on the distribution of PI SNe is small
for all tested parameters.
A wide variety of results can be produced by appropriately adjust-
ing these parameters. For example with a Pop II ionizing photon
escape fraction of 20 per cent no Pop III stars would be needed for
reionization. Our model uses the best available data in its treatment
of these parameters (see Hartwig et al. 2015b), but improvements
in our knowledge of e.g. high-redshift Pop II SF will have a direct
effect on the accuracy with which we can predict Pop III SN rates.
Also, we neglected active galactic nuclei, which can significantly
contribute to the ionizing photon budget (Volonteri & Gnedin 2009;
Madau & Haardt 2015). We find that several hundred to a few thou-
sand solar masses of Pop III stars are formed in most haloes in our
fiducial model. This is in the range of typical masses of Pop III
clusters found in numerical simulations (e.g. Hirano et al. 2014;
Stacy et al. 2016). At low redshifts, when Pop III forming haloes
are much more massive, we form up to 10 times more mass in stars
per halo than at high redshift. Therefore, despite the uncertainty in
η we are in a reasonable range with the stellar mass per halo. A
factor of a few in uncertainty remains.
A further important source of uncertainty in our model is the lack
of spatial information for the haloes in our merger trees. Radiative
and chemical feedback between haloes should be strongly correlated
with the overall structure of the merger tree. This could be overcome
in the future by applying our early SF models to spatially resolved
merger trees imported from large high-resolution cosmological dark
matter simulations, such as the Caterpillar project (Griffen et al.
2016).
Because of the mass limits on the initial haloes we can probe,
we underestimate the number of minihaloes at low redshift (Fig. 1).
This might artificially reduce the number of SNe predicted at low
redshifts. However, for the low mass merger trees we would also
need to consider feedback from outside the merger tree. As we
currently cannot do this, we are also overestimating the SN rates at
low redshifts. We also expect the low-redshift Pop III SN rates to be
even further reduced by feedback by later generations of stars. While
our models show at which redshift feedback starts to significantly
affect the SN rates, the exact strength of feedback at low redshifts
remains uncertain.
It must be kept in mind that it is still an open question whether
Pop III PI SNe actually occur, i.e. whether the Pop III IMF and
the PI SN mass range overlap. While some simulations suggest that
at least some Pop III stars are in the mass range for PI SNe (e.g.
Yoshida et al. 2006; Hirano et al. 2014), there are others in which
such stars do not seem to form (e.g. Clark et al. 2011; Stacy et al.
2016). Also, extending the IMF to much higher masses or changing
its slope could significantly reduce the number of PI SNe without
changing the total mass in very massive Pop III stars. However,
several PI SN candidates have now been discovered in the Universe
today (Gal-Yam et al. 2009; Cooke et al. 2012) and multiple stars
with masses well above the threshold for PI explosions have also
been found in the Local Group (Crowther et al. 2010), so it is
plausible that such events did occur in the high-redshift Universe.
5 SU M M A RY A N D C O N C L U S I O N
We have estimated cosmologically representative Pop III SN rates
and SFRs with a semi-analytical merger tree model. We explored
how these rates are affected by a range of poorly constrained param-
eters. We calibrate the Pop III SF efficiency such that our model re-
produces the observed Thomson scattering optical depth τ e. There-
fore, our SN rates are not sensitive to some of the other parameters
that govern Pop III SF. Specifically we found the following points.
(i) As long as there is significant overlap between the Pop III
IMF and the mass range for PI SNe, the upper IMF limit has only a
minor impact on the predicted PI SN rates. If we assume a Pop III
IMF with an upper limit of 60 M, the number of Pop III CC SNe
increases by almost an order of magnitude.
(ii) By making similar assumptions about Pop III SF as the FiBY
simulations, we reproduce their PI SN rates.
(iii) WDM has a significant impact on the SN rates. By using PI
SNe to constrain the onset of primordial SF, it could be possible
to discriminate between dark matter models. If Pop III SNe can be
detected to redshifts z  20, the observational rates will sensitively
depend on cosmic structure formation and the critical halo mass for
collapse. Even for a small total number of Pop III SN detections
(N  10), high-redshift SNe can pose a solid lower limit on the
WDM particle mass. Next generation telescopes such as JWST and
E-ELT should be able to make such observations at high enough
redshifts (z 20) if Pop III PI SNe are sufficiently abundant. While
an observed lack of high-redshift SNe could be used to place an
upper limit on WDM particle masses, Pop III SF could potentially
be delayed e.g. by strong LW feedback, which may produce a similar
effect.
Applying the proposed diagnostic for structure formation requires
that high-redshift Pop III PI SNe can be uniquely identified as such.
Once detected, a transient source can be identified as a high-redshift
Pop III PI SN by the slow variation of its light curve (Rydberg et al.,
in preparation). Could PI SNe at low redshifts (e.g. Gal-Yam et al.
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2009; Cooke et al. 2012) be confused with high-z Pop III PI SNe?
The progenitors of low-z PI SNe would almost certainly be enriched
by metals. Yoon, Dierks & Langer (2012) find that they could have
metallicities as high as 0.3 Z because stars above this limit would
lose so much mass over their lifetimes to line-driven winds that
they would never encounter the PI. Those below this metallicity
would lose their hydrogen envelopes and explode as bare helium
cores, with light curves that are much shorter lived and dimmer
in the NIR than those of Pop III PI SNe, whose progenitors retain
their hydrogen envelopes (Kozyreva et al. 2014a; Kozyreva, Yoon
& Langer 2014b; Smidt et al. 2015). Consequently, PI SNe in the
local Universe are easily distinguished from Pop III PI SNe at any
redshift.
While we focused on discussing PI SN rates, our models also
yield CC SN rates, which have similar profiles in redshift but are
four times greater with our fiducial IMF. Our SN rates can be
used to compute expected detection rates for the next generation
of ground-based and space-borne telescopes and to design surveys
that maximize the chances of finding the first SNe. The SN rates
can quickly be updated for changes in the parameters that govern
primordial SF. They can also offer a tool to infer constraints on
these parameters from observations of the first SNe.
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