We utilize operational methods to generalize the Chernoff inequality and prove a new result that relates the moment bound to strictly absolute monotonic functions. We show that the Chernoff bound is part of a continuum of probability bounds.
Introduction
Heaviside [1] developed the operational calculus in the 1890's as a way to solve the differential equations of long-distance telegraphy. Today, most formalisms for the operational method use Laplace and Fourier transforms together with generalized functions (such as the Dirac delta function or the Heaviside step function) as presented by van der Pol [2] , Graf [3] , and Kanwal [4] . For probability and statistics, the moment generating function and characteristic function corresponds to the Laplace and Fourier transform of the probability density function.
Concentration inequalities provide bounds on the behavior a random variable. Besides being of theoretical interest, these inequalities are useful for bounding the probabilities of random quantities. Our primary objective is to investigate generalizations of the Chernoff inequality [5] . We base our approach on the methods of operational calculus which utilize differential operators that operate on certain classes of functions. A secondary objective is to compare these inequalities with the Chernoff and moment bounds. A consequence of this is to gain an improved understanding of tail probabilities and expected values of functions of random variables.
In Section 2 we provide our notation for operational calculus and probability and review some important results. We discuss our operational interpretation for the Chernoff inequality in Section 3, and show how this generalizes the traditional inequality. Section 4 examines the connection between moment bounds and strictly absolute monotonic functions. Section 5 discusses some preliminary Chernoff-bound results for functions that are not strictly absolutely monotonic.
Operational Methods and Probability
Heaviside's original approach did not rely on integral transforms. His approach was based on functions and series of differential operators. Mikusinski [6] uses a more algebraic approach that is based on convolution. Our approach here follows the formalism due to Lindell [7] that combines the convolution, differential operator, and transform approaches. 
When we use the operational Taylor series (2.1) in the following convolution integral we obtain:
3)
The convolution corresponds to a differential operator that operates on function () fz. The differential operator is:
This is the two-sided Laplace transform. The commutation of convolution implies the commutation of operators:
From the chain rule and (2.5) this implies
Other operational results follow when we formally expand the operators themselves in a Taylor series around 0 q  : for
For a probabilistic interpretation, suppose random variable z has probability density () z pz. 
The expectation shows that the convolution is a differential operator () z Pqthat operates on function () fz, where, by (2.7):
(2.10) Note that the differential operator corresponding to () z Pq  is related to the moment generating function: the Taylor series around
(2.11)
One constraint for a probability density is that
We introduce generalized functions in a formal sense. Define the impulse or Dirac delta function such that
For ( ) 1 gz , (2.12) implies that the impulse is a probability density and is an even function. Define the Heaviside step function: ()
Since the impulse is even, (2.12) and (2.13) imply that (0) 1/ 2 u  . Differentiate both sides of (2.13) by applying the operator q to both sides:
Consequently, the inverse operators 
The probabilistic interpretation of (2.16) is:
In the following sections, it is useful to define, for arbitrary
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(2.21)
Operational Chernoff Inequalities
The Chernoff bound generalizes the Markov inequality. In our notation the Markov inequality is: 
Note that this inequality is a function of real variable z : it corresponds to a set of inequalities depending on a point z and a function () fz.
Proof. Since () fzis positive and non-decreasing,
Next, by the operational Taylor series and definition of convolution from (2.6): 
The numerator is the convolution 
Are there other non-decreasing functions () fz that yield tighter bounds than the moment bound?
In the next section we show that, for the class of strictly absolutely monotonic functions, the moment bound is the tightest.
Strictly Absolutely Monotonic Functions and Moment Bounds
Recall from Widder [8] and Feller [9] , a function is strictly absolutely monotonic at z if it and all its derivatives are strictly positive at z. 
