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Abstract
Consider the retarded Liénard equation
x¨ + f1(x)x˙ + f2(x)x˙2 + g
(
x(t − h))= e(t),
where h is a nonnegative constant, f1, f2, and g are continuous functions on R = (−∞,+∞), and
e(t) is a continuous function on R+ = [0,+∞). We obtain some new sufficient conditions, as well
as some new necessary and sufficient conditions for all solutions and their derivatives to be bounded,
which substantially extend and improve some important results in the literature.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Consider the retarded Liénard equation
x¨ + f1(x)x˙ + f2(x)x˙2 + g
(
x(t − h))= e(t), (1.1)
where h is a nonnegative constant, f1, f2, and g are continuous functions on R =
(−∞,+∞), and e(t) is a continuous function on R+ = [0,+∞).
If there exist continuous functions f¯ :R→R and f ∗ :R→R such that
f1(x)= f¯ (x)+ f ∗(x), (1.2)
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a(x)= exp
( x∫
0
f2(u) du
)
, ϕ(x)=
x∫
0
a(u)f ∗(u) du,
y = a(x)dx
dt
+ ϕ(x), f (x)= 1
a(x)
f¯ (x), (1.3)
then we can transform (1.1) into the following system:

dx
dt
= 1
a(x)
[y − ϕ(x)],
dy
dt
=−a(x){yf (x)+ [g(x)− f (x)ϕ(x)]
− ∫ 0−h g′x(x(t + s)) 1a(x(t+s))[y(t + s)− ϕ(x(t + s))]ds − e(t)}.
(1.4)
Clearly, if e(t)≡ 0, a(x)≡ 1, and ϕ(x)= 0, then system (1.4) is reduced to the well-known
retarded Liénard system{
dx
dt
= y,
dy
dt
=−yf (x)− g(x)+ ∫ 0−h g′x(x(t + s))y(t + s) ds, (1.5)
which has frequently been used in the study of the Liénard equation
x¨ + f1(x)x˙ + g
(
x(t − h))= 0. (1.6)
In applied science some practical problems concerning physics, mechanics, and the en-
gineering technique fields associated with Eq. (1.6) can be found in [1–4]. Hence, it has
been the object of intensive analysis by numerous authors. In particular, there have been
extensive results on boundedness of (1.5) and (1.6) in the literature. Some of these results
can be found in [1–20]. The following theorem is well known and can be found in most
bibliographies listed above.
Theorem A. Suppose that
(i) xg(x) > 0 for all x = 0, and G(x)= ∫ x0 g(u) du→+∞ as |x| →+∞;(ii) There is a constant L> 0 such that∣∣g′(x)∣∣ L, f (x) > hL for all x ∈R.
Then all solutions of (1.6) and their derivatives are bounded.
Recently, Zhang [13–15], Burton [16], and Zhou [17] extended and generalized Theo-
rem A, but some of these results employed some other additional assumptions. Moreover
in these known results in [1–20], we find the following conditions:
(H1) f1(x) hL for all x ∈R or when |x| is large;
(H2) there exists a constant N > 1 such that
g(x)
( x∫
f1(u) du−Nhg(x)
)
 0 for x ∈R or when x is large;0
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have been considered as fundamental for the considered boundedness of (1.5) and (1.6).
A primary purpose of this paper is to study the boundedness of solutions of (1.4). We
will establish some sufficient conditions, as well as some necessary and sufficient condi-
tions for all solutions of (1.4) to be bounded. If applying our results to (1.1) or (1.6), one
will find that our results are different from those in [1–20]. In particular, our results avoid
the traditional conditions (H1)–(H3). Two illustrative examples are given.
2. Definitions and assumptions
Let C([−h,0],R) denote the space of continuous functions φ : [−h,0] → R with the
supremum norm ‖ · ‖. It is known in [1–4] that for f , g, ϕ, a, and e continuous, given
a continuous initial function φ ∈ C([−h,0],R) and a number y0, there exists a solution
of (1.4) on an interval [0, T ) satisfying the initial condition and satisfying (1.4) on [0, T ).
If the solution remains bounded, then T =+∞. We denote such a solution by x(t) =
x(t, φ, y0), y(t)= y(t, φ, y0).
Definition 2.1. Solutions of (1.4) are uniformly bounded (UB) if for each B1 > 0 there is
B2 > 0 such that
(φ, y0) ∈C
([−h,0],R)×R and ‖φ‖ + |y0|B1
imply that |x(t, φ, y0)| + |y(t, φ, y0)| B2 for all t ∈R+.
For ease of exposition, throughout this paper, we will adopt the following notations:
g∗(x)= g(x)− f (x)ϕ(x), G(x)=
x∫
0
a2(u)g(u) du, E(t)=
t∫
0
∣∣e(u)∣∣du,
G∗(x)=
x∫
0
a2(u)g∗(u) du, F ∗(x)=
x∫
0
a2(u)f (u)ϕ(u) du,
Gϕ(x)=
x∫
0
a2(u)g∗(u)ϕ(u) du, Fϕ(x)=
x∫
0
a2(u)f (u)ϕ2(u) du.
Some of the standing assumptions are formulated below.
(C1) There are constants L> 0, N  1, and M > 0 such that
a(x)f (x)NhL,
∣∣g′(x)∣∣√N − 1La(x) 1
M
, and a(x)M
for all x ∈R.
(C2) g∗(x)ϕ(x) 0 for all x ∈R.
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(C4) limt→+∞E(t)=E0 <+∞.
(C5) One of the following conditions holds:
(i) lim supx→+∞G(x)=+∞;
(ii) lim supx→+∞ ϕ(x)=+∞;
(iii) limx→+∞Gϕ(x)=+∞, and −P  ϕ(x) for x ∈R+;
(iv) limx→+∞Fϕ(x)=+∞, and −P  ϕ(x) for x ∈R+.
(C6) One of the following conditions holds:
(i) lim supx→−∞G(x)=+∞;
(ii) lim supx→−∞[−ϕ(x)] = +∞;
(iii) lim supx→−∞[−Gϕ(x)] = +∞, and ϕ(x) P for x ∈ R− = (−∞,0];
(iv) limx→−∞[−Fϕ(x)] = +∞, and ϕ(x) P for x ∈R−.
3. Main results
Theorem 3.1. Suppose that (C1)–(C6) hold. Then solutions of (1.4) are UB.
Proof. Let x(t)= x(t, φ, y0), y(t) = x(t, φ, y0) be a solution of (1.4) defined on [0, T ).
We may assume that T =+∞ since the estimates which follow give an a priori bound on
(x(t), y(t)). Let D > 0 be such that ‖φ‖ + |y0|D and define
V (t)= exp(−E(t))
{
y2 + 2G(x)+ 2P +M2
+L
0∫
−h
t∫
t+s
[
y(u)− ϕ(x(u))]2 duds
}
. (3.1)
Then
dV
dt
∣∣∣∣
(1.4)
=−∣∣e(t)∣∣V + exp(−E(t))
{
2ya(x)
[
−yf (x)− g∗(x)
+
0∫
−h
g′x
(
x(t + s)) 1
a(x(t + s))
(
y(t + s)− ϕ(x(t + s)))ds + e(t)
]
+ 2a2(x)[g∗(x)+ f (x)ϕ(x)] 1
a(x)
[
y − ϕ(x)]
+L
0∫ [(
y(t)− ϕ(x(t)))2 − (y(t + s)− ϕ(x(t + s)))2]ds
}−h
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(−E(t))
{[−∣∣e(t)∣∣y2 + 2a(x)e(t)y −M2∣∣e(t)∣∣]
− ∣∣e(t)∣∣
[
2G(x)+ 2P +L
0∫
−h
t∫
t+s
(
y(u)− ϕ(x(u)))2 duds
]
− [a(x)f (x)y2 − 2y(a(x)f (x)− hL)ϕ(x)+ (a(x)f (x)− hL)ϕ2(x)]
−L
0∫
−h
[(
1
Lh
a
(
x(t)
)
f
(
x(t)
)− 1)y2(t)
− a(x(t))∣∣g′x(x(t + s))∣∣ 2L 1a(x(t + s))
∣∣y(t)∣∣∣∣y(t + s)− ϕ(x(t + s))∣∣
+ (y(t + s)− ϕ(x(t + s)))2
]
ds − a(x)[f (x)ϕ2(x)+ 2g∗(x)ϕ(x)]
}
.
In view of (C1)–(C4), we have
dV
dt
∣∣∣∣
(1.4)

{−2 exp(−E0)a(x)g∗(x)ϕ(x),
− exp(−E0)a(x)f (x)ϕ2(x), (3.2)
 0. (3.3)
Thus, there is a positive constant D0 =D0(D) such that
0 V (t) V (0)D0 for all t ∈R+. (3.4)
By (3.3) and definition of V (t), it is easy to see there exists a constant D1 = D1(D) > 0
such that∣∣y(t)∣∣D1 for all t ∈R+. (3.5)
Now suppose that (C5) holds, we shall consider four cases as follows.
Case (i). If
lim sup
x→+∞
G(x)=+∞,
then there is B1 > 0 such that 2G(B1) > D0. This implies that x(t)  B1 for all t ∈ R+
by (3.4).
Case (ii). If
lim sup
x→+∞
ϕ(x)=+∞,
then there is B2 > 0 such that B2 >D and ϕ(B2) > D1. We claim x(t) < B2 for all t ∈R+.
In fact, if there exists t1 > 0 such that x(t1)= B2 and x(s) < B2 for 0 s < t1, we have
0 x˙(t1)= 1
a(x(t1))
[
y(t1)− ϕ
(
x(t1)
)]
 1
a(x(t1))
[
D1 − ϕ(B2)
]
< 0,
a contradiction.
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lim
x→+∞G
ϕ(x)=+∞ and − P  ϕ(x) for all x ∈ R+,
together with the proof of Case (ii), we only need to consider ϕ(x) <+∞, then there exists
Q> 0 such that |ϕ(x)|Q for all x ∈ R+, and we have∣∣x˙(t)∣∣ 1
a(x(t))
[∣∣y(t)∣∣+ ∣∣ϕ(x(t))∣∣] 1
a(x(t))
(D1 +Q). (3.6)
Let B3 >D be such that
exp(E0)(D1 +Q)D0 +
D∫
0
2a2(u)g∗(u)ϕ(u) du <
B3∫
0
2a2(u)g∗(u)ϕ(u) du. (3.7)
We claim that x(t) < B3 for all t ∈ R+. Indeed if there exists t2 > 0 such that x(t2)= B3,
then we can find t0  0 satisfying x(t0)=D and D  x(s) B3 for s ∈ [t0, t2]. Integrat-
ing (3.2) from t0 to t2, together with (3.7), we have
V (t2) V (t0)− exp(−E0)
t2∫
t0
2a
(
x(s)
)
g∗
(
x(s)
)
ϕ
(
x(s)
)
ds
D0 − exp(−E0)
t2∫
t0
2a
(
x(s)
)
g∗
(
x(s)
)
ϕ
(
x(s)
) |x˙(s)|
1
a(x(s))
(D1 +Q)
ds
D0 − 1
D1 +Q exp(−E0)
t2∫
t0
2a2
(
x(s)
)
g∗
(
x(s)
)
ϕ
(
x(s)
)
x˙(s) ds
D0 − 1
D1 +Q exp(−E0)
×
[ B3∫
0
2a2(u)g∗(u)ϕ(u) du−
D∫
0
2a2(u)g∗(u)ϕ(u) du
]
,
< 0,
a contradiction.
Case (iv). If
lim
x→+∞F
ϕ(x)=+∞ and − P  ϕ(x) for all x ∈R+,
using a similar argument as in the proof of Case (iii), we can find B4 > 0 such that
x(t) B4 for all t ∈R+.
In view of Cases (i)–(iv), there exists a constant M1  max{B1,B2,B3,B4} such that
x(t)M1 for all t ∈ R+.
A similar argument shows that if condition (C6) holds, then there exists M2 > 0
such that x(t)  −M2 for all t ∈ R+, we therefore conclude that there exists M∗ 
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gether with (3.5), implies that solutions of (1.4) are UB. The proof of Theorem 3.1 is
complete. ✷
If ϕ(x)≡ 0, (1.4) is reduced to the following system:

dx
dt
= 1
a(x)
y,
dy
dt
=−a(x)[yf (x)+ g(x)− ∫ 0−h g′x(x(t + s)) 1a(x(t+s))y(t + s) ds − e(t)]. (3.8)
Theorem 3.2. Suppose that (C3) and (C4) hold and the following conditions are satisfied:
(C∗1) There are constants L> 0, N  1, and M > 0 such that
a(x)f (x)NhL,
∣∣g′(x)∣∣√2N − 1La(x) 1
M
, and a(x)M
for all x ∈ R;
(C∗2) lim supx→±∞G(x)=+∞.
Then solutions of (3.8) are UB.
Proof. Let
V (t)= exp(−E(t))
{
y2 + 2G(x)+ 2P +M2 +L
0∫
−h
t∫
t+s
y2(u) duds
}
.
Then
dV
dt
∣∣∣∣
(3.8)
 exp
(−E(t))
{[−∣∣e(t)∣∣y2 + 2e(t)a(x)y −M2∣∣e(t)∣∣]
− ∣∣e(t)∣∣
[
2G(x)+ 2P +L
0∫
−h
t∫
t+s
y2(u) duds
]
−L
0∫
−h
[(
2
Lh
f (x)a(x)− 1
)
y2(t)
− a(x(t))∣∣g′x(x(t + s))∣∣ 2L 1a(x(t + s))
∣∣y(t)∣∣∣∣y(t + s)∣∣+ y2(t + s)
]
ds
}
 0.
Now the proof proceeds in the same way as in Theorem 3.1. ✷
Remark 3.1. If a(x)≡M = 1, N = 1, and e(t)≡ 0, Theorem A is an immediate conse-
quence of Theorem 3.1.
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dt
= 1
a(x)
[y − ϕ(x)],
dy
dt
=−a(x)[yf (x)+ g∗(x)− e(t)].
(3.9)
Theorem 3.3. Suppose that (C3)–(C6) hold, and that the condition
(C∗∗1 ) a(x)M , f (x) 0, and g∗(x)ϕ(x) 0 for all x ∈R
is satisfied. Then solutions of (3.9) are UB.
Proof. Let
V (t)= exp(−E(t)){y2 + 2G(x)+ 2P +M2}.
Then
dV
dt
∣∣∣∣
(3.9)
= exp(−E(t))
{[−∣∣e(t)∣∣y2 + 2a(x)e(t)y −M2∣∣e(t)∣∣]
− ∣∣e(t)∣∣[2G(x)+ 2P ]− 2a(x)f (x)[y − 1
2
ϕ(x)
]2
− 3
2
a(x)f (x)ϕ2(x)− 2a(x)g∗(x)ϕ(x)
}

{−2 exp(−E0)a(x)g∗(x)ϕ(x),
− 32 exp(−E0)a(x)f (x)ϕ2(x),
 0.
Now the proof proceeds in the same way as in Theorem 3.1. ✷
Remark 3.2. If f (x)≡ 0, we can find that the main results of [10,17] are special ones of
Theorem 3.3.
Theorem 3.4. Suppose that (C1) and (C4) hold, and that the following conditions are
satisfied:
(C7) g′(x) 0 and g∗(x)ϕ(x) f (x) for all x ∈ R;
(C8) there exist constants P1  0 and P2  0 such that P  P1 + P2, and
(i) G∗(x)−P1 and F ∗(x)−P2 for all x ∈ R;
(ii) ϕ(x)−P for all x ∈R+, and ϕ(x) P for all x ∈R−.
Then solutions of (1.4) are UB if and only if
(C9) lim sup|x|→+∞[G(x)+ sgnxϕ(x)+ sgnxGϕ(x)] = +∞.
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Suppose solutions of (1.4) are UB, and (C9) fails, for example,
lim sup sup
x→+∞
[
G(x)+ ϕ(x)+Gϕ(x)]<+∞.
By (C1), (C7), and (C8), there exists a constant K > 0 such that
∣∣ϕ(x)∣∣K,
∣∣∣∣∣
x∫
0
a2(u)f (u) du
∣∣∣∣∣ ∣∣Gϕ(x)∣∣K, and ∣∣G∗(x)∣∣K
for all x ∈ R+. (3.10)
We choose constants θ and b such that
θ  2K, b > θ, and 1
2
(b2 − θ2) > 2[(2K + P)+M(b+K)E0]. (3.11)
Thus, for all x ∈ R+, we have
1
2
(b2 − θ2)=
b∫
θ
y dy  2
b∫
θ
y
(
1− K
y
)
dy  2
b∫
θ
y
(
1− ϕ(x)
y
)
dy. (3.12)
By (3.10), there exists a constant x0 > 0 such that
+∞∫
x0
a2(u)f (u) du K
b
. (3.13)
Let φ ∈ C1([−h,0],R+) with φ(0)  x0 and φ′(t)  0. Since solutions of (1.4) are UB,
the solution (x(t), y(t)) exists on R+, where x(t) = x(t, φ, b) and y(t) = y(t, φ, b). We
first claim y(t) > θ for all t ∈R+.
Otherwise, there exist t4 > t3  0 such that y(t3) = b, y(t4) = θ , θ < y(t)  b for
t ∈ [t3, t4), and y(t) > θ for t ∈ [0, t4). By noticing that
dx
dt
= 1
a(x(t))
[
y(t)− ϕ(x(t))] 1
a(x(t))
(θ −K) > 0
for all y  θ , together with φ′(t)  0 for t ∈ [−h,0], we obtain x(t4) > x(t3)  x0, and
x(t − h) x(t) for t ∈ [t3, t4]. In view of g′(x) 0, we have
g
(
x(t − h)) g(x(t)) for t ∈ [t3, t4]. (3.14)
On the other hand, by (1.4) we have
−[y(t)− ϕ(x(t))]dy(t)
= a2(x(t))[y(t)f (x(t))+ g∗(x(t))− g(x(t))+ g(x(t − h))− e(t)]dx(t).
(3.15)
Integrating (3.15) from (x(t3), y(t3)) to (x(t4), y(t4)) along the solution (x(t), y(t)) (t3 
t  t4), by (3.10), (3.13), and (3.14), we have
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θ
y(t)
[
1− ϕ(x(t))
y(t)
]
dy(t)=−
θ∫
b
[
y(t)− ϕ(x(t))]dy(t)
=
x(t4)∫
x(t3)
a2
(
x(t)
)[
y(t)f
(
x(t)
)+ g∗(x(t))+ (g(x(t − h)))− g(x(t))− e(t)]dx(t)
=
x(t4)∫
x(t3)
y(t)a2
(
x(t)
)
f
(
x(t)
)
dx(t)+G∗(x(t4))−G∗(x(t3))
+
x(t4)∫
x(t3)
a2
(
x(t)
)[
g
(
x(t − h))− g(x(t))]dx(t)+
x(t4)∫
x(t3)
a2
(
x(t)
)(−e(t))dx(t)
 b
+∞∫
x0
a2(x)f (x) dx +K + P +
t4∫
t3
a
(
x(t)
)[
y(t)− ϕ(x(t))]∣∣e(t)∣∣dt
 2K + P +M(b+K)E0,
which, together with (3.12), implies that
1
2
(b2 − θ2) 2
b∫
θ
y
(
1− ϕ(x)
y
)
dy  2
[
(2K + P)+M(b+K)E0
]
.
But this contradicts (3.11). Hence, y(t) > θ for all t ∈R+, and
dx
dt
= 1
a(x(t))
[
y(t)− ϕ(x(t))] 1
a(x(t))
[θ −K] K
M
> 0
for all t ∈R+. Therefore, x(t)→+∞ as t →+∞.
If
lim sup
x→−∞
[
G(x)− ϕ(x)−Gϕ(x)]<+∞,
using a similar argument of the above proofs, we have x(t)→−∞ as t →+∞.
This completes the proof of Theorem 3.4. ✷
In a similar fashion, we can show the following
Theorem 3.5. Suppose that (C∗1), (C3), and (C4) hold, and g′(x) 0 for all x ∈ R. Then
solutions of (3.8) are UB if and only if (C∗2) holds.
Theorem 3.6. Suppose that (C∗∗1 ), (C4), and (C8) hold, and
(C∗7) g∗(x)ϕ(x) f (x) for all x ∈ R
is satisfied. Then solutions of (3.9) are UB if and only if (C9) holds.
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Example 4.1. All solutions and their derivatives of the retarded Liénard equation
x¨ +
(
1
5
+ 1
3
cosx
)
x˙ + 11
150
sin
(
x(t − 1))= 0 (4.1)
are bounded.
Proof. (4.1) is a special case of (1.1) with f1(x)= 1/5+ (1/3) cosx , g(x)= (11/150)×
sinx , and f2(x) ≡ e(t) ≡ 0. Choose f (x) = 1/5, ϕ(x) = (1/3) sinx , and g∗(x) =
g(x)− f (x)ϕ(x)= (1/150) sinx . Then (4.1) can be transformed into the following sys-
tem: {
dx
dt
= y − 13 sin x,
dy
dt
=− 15y − 1150 sin x +
∫ 0
−1
11
150 cos(x(t + s))
[
y(t + s)− 13 sin(x(t + s))
]
ds.
(4.2)
Let N = 3, M = 1, and L= 1/15; after some simple calculations, we have
f (x)= 3 · 1 · 1
15
=NhL,
∣∣g′(x)∣∣= ∣∣∣∣ 11150 cosx
∣∣∣∣ 11150 <
√
2 · 1
15
· 1=√N − 1 ·L · 1
M
,
±∞∫
0
g∗(x)ϕ(x) dx =
±∞∫
0
1
450
sin2 x dx =±∞, ∣∣G(x)∣∣= ∣∣∣∣ 11150 cosx
∣∣∣∣ 11150 .
It is straightforward to check that all assumptions needed in Theorem 3.1 are satisfied.
Therefore, solutions of system (4.2) are UB. This implies that all solutions and their deriv-
atives of (4.1) are bounded. ✷
Remark 4.1. (4.1) is a very simple retarded Liénard equation with f1(x) = 1/5 +
(1/3) cosx and g(x) = (11/15) sinx . In view of ∫ x0 f1(u) du = x/5 + (1/3) sinx and
G(x) = (11/15) cosx , it is clear that the traditional conditions (H1)–(H3) are not satis-
fied. Therefore, the results obtained in [1–20] are invalid.
Example 4.2. All solutions and their derivatives of the Liénard equation
x¨ + (1+ 2 cosx)x˙ +
(
1
1+ x2 + 2
)
sin x = cos t
1+ t2 (4.3)
are bounded.
Proof. (4.3) is a special case of (1.1) with f2(x) ≡ 0 and h = 0. Choose f (x) ≡ 1 and
ϕ(x)= 2 sinx , then we have
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1+ x2 sin x,
±∞∫
0
f (x)ϕ2(x) dx =
±∞∫
0
4 sin2 x dx =±∞,
and
g∗(x)ϕ(x)= 2 sin
2 x
1+ x2  0 for x ∈ R.
This implies all assumptions needed in Theorem 3.3 are satisfied. Therefore all solutions
and their derivatives of (4.3) are bounded. ✷
Remark 4.2. For Liénard equation (4.3) with h= 0, it is easy to see that
x∫
0
f1(u) du= x + 2 sinx, g(x)=
(
1
1+ x2 + 2
)
sinx, and
∣∣G(x)∣∣<+∞,
this implies that conditions (H1)–(H3) are not satisfied. Therefore, the results obtained in
[1–17] are invalid. Moreover it is easy to find that all results obtained in [18–20] also fail
for Eq. (4.3).
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