The existence of an optimal propositional proof system is a major open question in proof complexity; many people conjecture that such systems do not exist. Pudlák (J. Symbol. Logic 54(3):1063, 1989) show that this question is equivalent to the existence of an algorithm that is optimal on all propositional tautologies. Monroe (Theor. Comput. Sci. 412(4-5):478, 2011) recently presented a conjecture implying that such an algorithm does not exist.
Heuristic Approach to Checking Propositional Tautologies An obvious obstacle to constructing an optimal proof system by enumeration is that no efficient procedure is known for enumerating the set of all complete and sound proof systems. Recently, a number of papers have overcome similar obstacles in other settings by considering either computations with non-uniform advice (see [6] for a survey) or heuristic algorithms [5, 11, 20] . In particular, optimal propositional proof systems with advice do exist [3] . We try to follow the approach of heuristic computations to obtain a "heuristic" proof system.
We introduce the notion of a (randomized) heuristic acceptor (a randomized semidecision procedure that may have a small number of false positives) and the corresponding notion of a simulation.
However, first of all, to formalize the notion of "a small number of false positives", we need to introduce a new concept of a computational problem, a distributional proving problem (D, L) which consists of a language L and a polynomial-time samplable distribution on L. The difference from the average-case complexity notion of a distributed problem is that D is concentrated on L. For example, L can be the language of unsatisfiable formulas in 3-CNF, and D can be a "planted" SAT distribution that selects uniformly at random a certain number of 3-clauses satisfied by one or more fixed ("planted") assignments.
A heuristic acceptor must accept every word in L. Its behaviour on the complement of L splits the complement into two subsets:
• "good" inputs: these are the inputs that are accepted with small probability bounded from the above; the probability is taken over the internal random coins of the acceptor; • "bad" inputs: here the acceptor may err (i.e., accept) with unbounded probability.
"Bad" inputs must have D-measure at most 1/d, where d is an additional integer parameter given to the acceptor on its input. (Naturally, it is possible that the acceptor takes more time for larger values of d.)
The notion of simulation does not depend on the distribution D. A heuristic acceptor A simulates a heuristic acceptor B if for every x in L, the time taken by A(x, d) is bounded by a polynomial in d, |x|, and the time taken by B (x, d ) for the values of d that are polynomially close to d. An optimal randomized heuristic acceptor is the "fastest" acceptor, i.e., the one that simulates every randomized heuristic acceptor. We prove that an optimal randomized heuristic acceptor exists. Since the notion of a heuristic acceptor extends the notion of a classical acceptor, an optimal heuristic acceptor for any distribution also classically simulates every classical acceptor for the same language.
Polynomially Bounded Heuristic Acceptors Similarly to the classical case, the notion of an optimal heuristic acceptor makes sense only for languages and samplers that have no polynomially bounded heuristic acceptors, i.e., acceptors working in time polynomial in the size of the input and the parameter d. It turns out that such polynomial-time samplers and languages in co-NP roughly correspond to pseudorandom generators and the complements of their images, respectively (recall the suggestion of [1, 13, 14] to consider such problems for proving lower bounds for classical proof systems). More precisely, such an intractable pair exists if and only if there is an infinitely-often one-way function.
Relation to Proof Systems
We also define a proof-complexity counterpart of randomized heuristic acceptors: randomized heuristic proof systems. These systems have randomized verifiers and accept proofs of a small number of "non-theorems" (we postpone precise definitions to Sect. 4).
As said above, in the classical case optimal acceptors exist if and only if optimal proof systems exist. We are currently unable to prove such an equivalence in the heuristic case. It is not even immediately obvious that the equivalence to weakly automatizable and automatizable heuristic proof systems, trivial in the classical case, holds for heuristic acceptors. We prove that it is indeed the case that heuristic acceptors are equivalent to weakly automatizable heuristic proof systems, which gives an optimal weakly automatizable heuristic proof system.
In Sect. 2 we give precise definitions. In Sect. 3 we construct an optimal randomized heuristic acceptor. In Sect. 4 we introduce the notion of a randomized heuristic proof system and show that weakly automatizable heuristic proof systems are equivalent to heuristic acceptors. In Sect. 5 we show that the existence of problems intractable for heuristic acceptors is equivalent to the existence of infinitely-often oneway functions. We also provide a complete distributional proving problem. Finally, in Sect. 6 we list possible directions for further research.
Preliminaries

Distributional Proving Problems
In this paper we consider algorithms and proof systems that allow small errors, i.e., claim a small amount of wrong theorems. Formally, we have a probability distribution concentrated on non-theorems and require that the probability of sampling a nontheorem accepted by an algorithm or validated by a system is small.
A distribution D is polynomial-time samplable if there is a polynomial-time randomized Turing machine (sampler) that, given an input 1 n , outputs x with probability D n (x) for every x ∈ {0, 1} n . In this paper we consider distributional proving problems with polynomial-time samplable distributions.
In what follows we write Pr x←D n to denote the probability taken over x from such a distribution, while Pr A denotes the probability taken over the internal random coins used by an algorithm A (sometimes A is omitted).
Heuristic Acceptors
A heuristic acceptor is an algorithm that always accepts inputs in L; for "most" inputs not in L, it may accept with a small probability only, and for other inputs not in L it may err arbitrarily. In what follows we will be interested in the running time of such an acceptor on inputs in L, but not on inputs not in L. 
A normalized heuristic acceptor is defined similarly, but condition (3) is replaced by The time spent by a heuristic acceptor may depend on its random coins. Therefore the main complexity characteristic of a heuristic acceptor is its median time.
Definition 2.3
The median running time of an algorithm A on an input z is
We will also use a similar notation for "probability p time":
Remark 2.3
The relation is transitive.
Definition 2.6 A heuristic acceptor
Definition 2.7 Given heuristic acceptors A and A for the same language L, the heuristic acceptor
Proposition 2.1 (Chernoff-Hoeffding bound [17] ) For independent random vari-
Proposition 2.2 For every heuristic acceptor A for (D, L), there is a normalized heuristic acceptor B that strongly simulates A.
Proof The new algorithm B(x, d) runs instances of A(x, 2d) independently in parallel (where is to be defined later) and accepts as soon as at least 5 16 instances of A stop. That many instances must stop in time at most t A (x, 2d) with probability at least 1 − 2e
128 by the Chernoff-Hoeffding bound. Thus for every x ∈ L and big enough, t
. For x ∈ S 1 , the Chernoff-Hoeffding bound yields the exponentially small probability 2e
128 of B accepting x. Choose such that 2e
Corollary 2.1 If A is a normalized heuristic acceptor, then B(x, d) = A(x, 8d) is a heuristic acceptor simulating A.
Propositions 2.2 and 2.3 imply that every heuristic acceptor is simulated by a normalized heuristic acceptor, and vice versa.
Optimal Heuristic Acceptor
In this section, we construct an optimal heuristic acceptor, i.e., one that simulates every other heuristic acceptor. By Propositions 2.2 and 2.3 it suffices to construct an optimal normalized heuristic acceptor. Throughout the section, L is a recursively enumerable language.
The algorithm that we construct runs all heuristic acceptors in parallel and stops when the first of them stops (recall Levin's optimal algorithm for SAT [15] ). A major obstacle to this simple plan is the fact that it is unclear how to enumerate all heuristic acceptors efficiently. Put another way, the problem is how to check whether a given algorithm is a correct heuristic acceptor. The plan of overcoming this obstacle, similar to constructing a complete public-key cryptosystem [10] (see also [7] ), is as follows:
• Prove that w.l.o.g. a correct heuristic acceptor is very good: in particular, amplify its probability of success.
• Devise a "certification" procedure that distinguishes very good heuristic acceptors from incorrect acceptors with overwhelming probability.
• Run all candidate heuristic acceptors in parallel, try to certify heuristic acceptors that stop, and halt when the first of them passes the check.
The certification procedure is as follows.
Algorithm 3.1 (Procedure CERTIFY(A, d , n, T , , δ))
• Do times:
• Output 1, if at most δ computations out of accepted.
Proposition 3.1 Let A ≤T be the algorithm that behaves as the algorithm A provided that A halts within the first T steps; otherwise, if A does not halt,
Proof Follows from the Chernoff-Hoeffding bounds.
We now construct an optimal normalized acceptor U .
, and a semidecision procedure for L on input x in parallel, where n = |x| and A i is the algorithm with Goedel number i.
). Accept if CERTIFY accepts, and otherwise terminate this parallel process without affecting other parallel processes. 3. Accept if the semidecision procedure accepts.
If one of the parallel threads accepts, all other processes are terminated.
Lemma 3.1 U(x, d) is a normalized heuristic acceptor.
Proof By construction U either accepts or does not stop. For x ∈ L, it does stop because of the semidecision procedure for L.
be the random variable equal to the number of steps that A i (x, 4dn) makes before it accepts. If A i (x, 4dn) does not accept, then
For every i we estimate the probability that U accepts on supp D because of A i :
We can estimate the first sum in (1) by the definition of τ i :
We can estimate the second sum in (1) using Proposition 3.1:
Therefore, (1) is less than 2 dn . The D-measure of the inputs that force U to erroneously output 1 is 
Weakly Automatizable Heuristic Proof Systems
In this section we define heuristic proof systems and show that weakly automatizable heuristic proof systems are essentially equivalent to heuristic acceptors; hence, there is an optimal weakly automatizable heuristic proof system.
A randomized heuristic proof system has proofs of all "theorems" (these proofs are accepted with probability at least 1/2) and has no proofs (even those accepted with probability 1/8) of most "non-theorems" except for a 1/d fraction according to a sampler of "non-theorems". A formal definition follows. The main complexity characteristic of a heuristic proof system is the length of the shortest proof that is always accepted by this system. For a heuristic proof system , we denote l (
We now define the notion of a weakly automatizable proof system similarly to the classical case. Namely, a system is weakly automatizable if there is an algorithm that, given x ∈ L, finds efficiently a proof of x in another heuristic proof system and this proof is at most polynomially longer than the length of the shortest proof in . Definition 4.2 A heuristic proof system is weakly automatizable if there is a randomized Turing machine A, a heuristic proof systemˆ , and a polynomial p satisfying the following conditions:
The running time of A(x, d) is bounded by a polynomial in |x|, d, and the size of its own output.
A heuristic proof system is automatizable if it is weakly automatizable andˆ = .
Definition 4.3
We say that a heuristic proof system 1 simulates a heuristic proof system 2 if l 2 dominates l 1 on L.
Note that this definition essentially ignores proof systems that have much shorter proofs for some inputs than the inputs themselves. We state it this way for its similarity to the case of acceptors. U (x, d) • Execute 1000 copies of A(x, d) and a semidecision procedure for L in parallel.
• For each copy of A(x, d) ,
-if it stops with result w, then * executeˆ (x, w, d) 60000 times; * accept if there were at least 10000 accepts ofˆ out of the 60000 runs.
• Accept if the semidecision procedure for L accepts.
Lemma 4.1 If ( , A,ˆ ) is a heuristic weakly automatizable proof system for recursively enumerable language L, then U is a heuristic acceptor for L and l (x, d) dominates t U (x, d).
Proof Soundness (condition 3 in Definition 2.2).
. For x ∈ L \ n and specific w, Chernoff bounds imply thatˆ (x, w, d) accepts in at least 1 6 fraction of the 60000 executions with exponentially small probability, which remains much smaller than 1 8 even after multiplying by 1000.
Completeness (conditions 2 and 1 in Def. 2.2) is guaranteed by the execution of the semidecision procedure for L.
Simulation. For x ∈ L, the probability that the event in (2) does not occur all 1000 times is negligible (at most ( 
Lemma 4.2 Let C be a heuristic acceptor for (D, L). Then there is a weakly automatizable heuristic proof system
Proof The system C will have unary words 1 T as proofs. The weakly automatizing procedure for C will output proofs that are accepted by this system with slightly smaller probability than the required 1 2 . Thus we construct another systemˆ that accepts these proofs. More precisely,ˆ (x, 1 T , d) executes parallel instances of C(x, d) for at most T steps and stops as soon as at least 3 16 instances accept. For x ∈ L, the Chernoff-Hoeffding bound implies that for T ≥ t 
Theorem 4.1 For a recursively enumerable language L and a polynomial-time samplable distribution D, there is an optimal weakly automatizable heuristic proof system, i.e., one that simulates every other weakly automatizable heuristic proof system for (D, L).
Proof By Lemma 4.1, every weakly automatizable heuristic proof system yields a heuristic acceptor A with w t A . Then, by Theorem 3.1, A is simulated by the universal heuristic acceptor U , i.e., t A t U . By Lemma 4.2, the heuristic acceptor U can be transformed into a weakly automatizable heuristic proof system U with t U w U . By transitivity, U simulates .
Remark 4.1 It is clear from the proof of Lemma 4.2 that one can omit the word "weakly" in the statement of Theorem 4.1 if the automatizing procedure is allowed to output not only proofs but also "almost proofs" accepted by the proof system with probability 1 4 .
Hard Problems for Heuristic Acceptors
In this section, we show that the existence of one-way functions implies the existence of distributional proving problems that have no polynomially bounded heuristic acceptors. More precisely, the existence of such problems is equivalent to the existence of infinitely-often one-way functions, i.e., ones that are hard to invert for infinitely many input lengths. The logic of the equivalence is as follows: ∃ i.o. one-way functions ⇒ ∃ i.o. pseudorandom generators ⇒ ∃ intractable distributional proving problems ⇒ ∃ average-case one-way functions ⇒ ∃ i.o. one-way functions.
Definition 5.1 Let f : {0, 1} * → {0, 1} * be a length-preserving polynomial-time computable function. We call f i.o. one-way if for every polynomial-time randomized algorithm A and every polynomial p,
Similarly to the classical case, the existence of i.o. one-way functions implies the existence of i.o. pseudorandom generators.
Definition 5.2
Let G : {0, 1} * → {0, 1} * be a polynomial-time computable function such that |G(r)| = |r| + 1 for every r. We call it an i.o. pseudorandom generator if for every polynomial-time randomized algorithm A and every polynomial p, Proof The construction repeats that of [9] . In the original construction the lengths of inputs where the one-way function is hard to invert are mapped to the lengths of inputs where the pseudorandom generator is hard to break.
Assume that there exists an i.o. pseudorandom generator. We now show how to transform an i.o. pseudorandom generator into a distributional proving problem that has no polynomially bounded heuristic acceptors.
Theorem 5.2 If there is an i.o. pseudorandom generator G, then there is a distributional proving problem (D, L) with polynomial-time samplable D and L ∈ co-NP such that there is no polynomially bounded heuristic acceptor for (D, L).
Proof Define D n+1 (x) = Pr y←U n {G(y) = x} and L = n ({0, 1} n+1 \ G ({0, 1} n ) ).
Suppose that there is a normalized heuristic acceptor A for (D, L) such that t A (x, d) ≤ q(|x|d) for a polynomial q. We then construct an algorithm B(x) as follows: It executes A(x, 1 10 ) for q(10|x|) steps and outputs 1 iff A accepts; otherwise B outputs 0.
We now show that B breaks G. Indeed, Pr x←U n+1
Following [8] , we define average-case one-way functions. 
can be equivalently replaced by Proof Assume that D has a polynomial-time sampler g using p(n) random bits for inputs of length n, i.e., |g(x)| = n whenever |x| = p(n). Define a function f as follows:
We now show that f is average-case one-way. Let B(x, d) be a q(|x|d)-time algorithm, where q is a polynomial, and for every n big enough,
The running time of
d , which gives a polynomially bounded normalized heuristic acceptor and thus a polynomially bounded heuristic acceptor for (D, L).
Corollary 5.1 The existence of the following objects is equivalent:
• A distributional proving problem that has no polynomially bounded heuristic acceptors.
• An infinitely often one-way function.
• An average-case one-way function.
• An infinitely often pseudorandom generator.
Similarly to Levin's universal one-way function [16] , one can construct a universal distributional proving problem which is complete under reductions that preserve tractability for heuristic acceptors. Such reductions resemble reductions used in average-case complexity (see [2] ).
if there is an injective polynomial-time computable function f : {0, 1} * → {0, 1} * mapping inputs of equal length to inputs of equal length such that
• there is a polynomial p such that for every input
Proposition 5.1 If (D, L) reduces to (D , L ) and (D , L ) has a polynomially bounded heuristic acceptor, then so does (D , L ).
Proof Assume that the reduction is given by a function f mapping words of length t into words of length ϕ(t), and p is as in the definition above. Let A(x, d) Pr A y, p(n)d = 1 ≥ 1 8 < p(n)/ dp(n) = 1/d.
Lemma 5.1 There is a constant C such that every problem (D, L) reduces to some problem (D , L ) where D has a sampler running in time at most Cn 2 .
Proof We use padding. Assume that a sampler g for D runs in at most cn c steps and uses at least n random bits. The new sampler h, asked to produce a sample of length n, pads g's sample by outputting h(r) = 0 cn c 1g(r). Let L = {0 c|x| c 1x | x ∈ L}. The reduction is given by f (y) = 0 c|y| c 1y.
We now construct a universal distributional proving problem (R, X). The language X contains only inputs of even lengths. The distribution R is uniform on odd lengths and defined on length 2n as follows: with probability 1/2 i (where 1 ≤ i ≤ n − 1), its sampler g(r) outputs the concatenation s i A i (r), where s i is the word of length n that has zeroes in all positions except i, where it has 1, and A i is the algorithm with Goedel number i equipped with a quadratic-time alarm clock as in Lemma 5.1; with probability 1/2 n−1 it outputs s n A n (r). Let X = {0, 1} * \ supp R.
Theorem 5.5 Every distributional proving problem (D, L) reduces to (R, X).
Proof By Lemma 5.1, the problem (D, L) reduces to a quadratic-time samplable problem (D , L ). Assume that the sampler for D has Goedel number k; then (D , L ) reduces to (R, X) by f (x) = s k x, where s k is as in the definition of R (for |x| < k, f computes the answer itself and maps x to an appropriate fixed string, which takes a constant time). The domination condition 2 k R(x) ≥ D (x) is satisfied, since k is a constant.
Further Research
• For a weakly automatizable heuristic proof system equivalent to a heuristic acceptor, show that its automatizing procedure can output a correct proof in the same proof system. (That is, the system is automatizable.) • Devise an optimal heuristic proof system.
• Suggest a nice conjecture implying the existence of distributional proving problems that have no polynomially bounded heuristic proof systems.
• Consider a version of the notion of a heuristic proof system related to trapdoor functions.
