To perform real-time business cycle inferences and forecasts of GDP growth rates in the euro area, we use an extension of the Markov-switching dynamic factor models that accounts for the speci…cities of the day to day monitoring of economic developments such as ragged edges, mixed frequencies and data revisions. We provide examples that show the nonlinear nature of the relations between data revisions, point forecasts and forecast uncertainty. According to our empirical results, we think that the realtime probabilities of recession inferred from the model are an appropriate statistic to capture what the press call green shoots and to monitor the double-dip recessions.
Introduction
In 2008/09 the euro area faced the most serious economic recession since its creation.
To stimulate the economic situation, a comprehensive set of aggressive …scal stimulus measures and accommodative monetary policies were implemented either at the European level or by the State Members within the framework set up of the European Action Plan and the subsequent Commission Communications and ECB (European Central Bank) guidelines. These emergence measures led to a subsequent recovery period whose early signals were monitored by analysts, policy makers, and journalists with unprecedented interest. In those days, the term green shoots was largely popularized by them in reference to the signs of the economic recovery. However, the counter-cyclical measures adopted in the course of the recession gave way to a progressive deterioration of public …nances in the euro area which, along with a wave of downgrading the government debt of some Member States, created an increasing loss of con…dence among investors. As a result, the combination of tight credit conditions and …scal austerity measures occurred in 2010 and 2011 put signi…cant downward pressures on euro area GDP growth. At the end of 2011, the media started to talk about the possibility that the euro area region had probably entered a double-dip recession.
Needless is to say that the terms green shoots and double-dip recessions have not always been used with scienti…c criteria, mainly due to two reasons. First, the terms are very imprecise so they leave the users of the terms to identify where, when and how the recovery comes or ends depending basically on their own beliefs. Since the signals of recoveries do not appear in all the economic indicators with the same intensity at the same time in di¤erent sectors, the skeptical users will be inclined to accentuate the negative signals of some indicators while the optimistic users will be tempted to stress the positive signals of some others. Perhaps, it is the impreciseness of the de…nitions what also diminishes the meaning of international comparisons among these green shoots and double-dip recessions.
Second, in the search of green shoots and double-dip recessions, the recent advances in information technologies make the number of indicators with relevant information about the economic evolution exponentially growing and with an unprecedented updating frequency.
The cost of checking the publication calendar of these indicators, their latest releases and their subsequent revisions in real time, makes it very di¢ cult the task of the analysts that try to check if the shoots are actually green or if a recession is coming back.
The purpose of this paper is to provide economic agents with statistical de…nitions of the terms green shoots and double-dip recessions which are very easy to interpret and can be timely and automatically updated. In particular, we de…ne the term green shoot as a low probability of being in a recession at time t, which is inferred from the information available up to this period from a set of key economic indicators after a period of recession.
In the same way, we consider that a region enters a double-dip recession when there are high recession probabilities which are preceded by a short period of low recession probabilities observed after a recession. These de…nitions overcome the two problems previously stated associated with the increasing use of the terms green shoots and double-dip recessions.
First, the probability of recession is a precise term. The inferences about the state of the cycle are computed from a statistical model applied to data which are then transparent and objective. In addition, since recession probabilities are free of units of measurement, international comparisons are easily allowed. Second, since the inference is performed from a set of economic indicators that are considered as representative of the overall economic activity, the resulting recession probabilities become "su¢ cient statistics"for the analysts who bene…t from the subsequent saving time and cost reduction in monitoring the euro area business cycles.
To compute recession probabilities in the euro area timely, we use an extension of the Markov-switching dynamic factor model. Initially, these models were developed by Kim and Yoo (1995) , Chauvet (1998) and Kim and Nelson (1998) to combine the dynamicfactor approach, which captures the notion of comovements across economic indicators, and the Markov-switching framework, which captures the regime shifts observed in the dynamics of these indicators. Camacho, Perez-Quiros and Poncela (2012a) found that this fully nonlinear multivariate speci…cation outperforms the "shortcut"of using a linear factor model to obtain a coincident indicator which is then used to compute the Markovswitching probabilities from univariate nonlinear models. Chauvet and Hamilton (2006) , Chauvet and Piger (2008) , and Hamilton (2011) examined the empirical reliability of these models in computing real-time inferences of the US business cycle states. Camacho, PerezQuiros and Poncela (2012b) extended the Markov-switching dynamic factor model to deal with the typical di¢ culties of the timely day to day monitoring of the economic activity such as mixing frequencies and ragged ends.
Following these lines, we extend the linear Euro-STING dynamic factor model suggested by Camacho and Perez-Quiros (2010) to deal with Markov-switching dynamics.
Using the nonlinear extension advocated by Camacho, Perez-Quiros and Poncela (2012b) of the approximate linear Kalman …lter suggested by Mariano and Murasawa (2003) , the model is able to handle quarterly and monthly indicators and to …ll in the gaps that characterize the asynchronous data publication. Notably, we show in this paper strong evidence in favor of the nonlinear nature of the data generating process.
The model is applied to euro area data to obtain an indicator of the overall economic activity and to compute business cycle inferences. Our …ndings point out that the model exhibits a remarkably ability to track the CEPR (Center for Economic Policy Research) Business Cycle Dating Committee chronology as captured in the state probabilities for the overall economic indicator. Unlike the CEPR committee, our method dates in terms of months rather than quarters. However, in dating the euro area business cycles, the paper should not be read as a substitutive but rather a complementary tool to other dating methods such as those revised in Anas, Billio, Ferrara and Lo Duca (2006).
In spite of its outstanding performance in dating the historical euro-area business cycles, the usefulness of the model is the signi…cant improvements over the Dating Committee in the speed with which business cycle peaks and troughs are identi…ed. To examine the timeliness of the model to automatically provide early warning signals about the economic downturns in the euro area, we construct a real-time dataset whose vintages were collected for this article and have not been applied in any other analysis of real-time business cycle dating. The dataset is used to develop several forecasting exercises which lead to the following interesting results. First, we show that the model provides a signi…cant improvement in the speed with which the euro area business cycle turning points are identi…ed.
Although the Committee's mission is to establish the chronology of the euro area business cycle, it is likely more concerned with establishing the correct turning point dates than es-tablishing these dates quickly and, therefore, peak and trough dates are often determined with a substantial lag. 1 Notably, our model is able to identify the euro area turning points almost in real time while exhibiting a low rate of false signals.
In addition, the Committee members have the possibility of partly basing their decisions on judgements. Consequently, the Committee's decisions represent the consensus of individuals and cannot be easily replicated. By contrast, our proposal seeks to avoid these problems by using a simple algorithm which, while keeping the necessary speed for the real-time monitoring in order to identify the turning points in the euro area, has the advantage of computing inferences from a speci…c model which can be evaluated in terms of transparency, replicability and decomposition of the informational content of all the macroeconomic data released. Second, our article makes an important empirical contribution to the existing literature on dynamic factor models regarding the analysis of the relative ability of linear versus Markov-switching factor models on forecasting GDP growth. To our knowledge, this is the …rst attempt to investigate this topic since the previous literature was only concerned on evaluating the accuracy of these nonlinear models in computing business cycle inferences.
Interestingly, we …nd that the nonlinear model performs similarly to the linear model in terms of computing short-term forecasts of the euro area GDP growth rates in real time, although the nonlinear speci…cation has the advantage of computing timely inferences about the euro-area business cycles.
The structure of this paper is organized as follows. Section 2 outlines the model and discusses some econometric details regarding the extension of Markov-switching dynamic factor models to account for some particularities of real time forecasting. Section 3 evaluates the empirical reliability of the model in within sample and real-time exercises. Section 4 concludes.
In this section, we brie ‡y describe a small-scale dynamic factor model in which the business cycle indicators depend on a common factor, which evolves according to Markov-switching dynamics, and individual idiosyncratic components. 2 The model is ‡exible enough to account for mixing frequencies, data revisions and unsynchronized data releases.
Mixing frequencies
The fact that some economic indicators are available monthly while others are available quarterly raises the question of how to combine them into a uni…ed forecasting model.
Quarterly series that refer to stocks can be converted easily in monthly observations since they simply refer to quantities that are measured at a particular time and do not require any time restriction. Accordingly, these series can be treated as observed the month that they are issued and as unobserved otherwise. However, ‡ow variables are measured during some time periods and must be temporally aggregated. Mariano and Murasawa (2003) describe a time aggregation which is based on the notion that quarterly time series can be viewed as sums of underlying monthly series in the corresponding quarter. Assuming that arithmetic means can be approximated by geometric means, quarter-on-quarter growth rates (g t ) of quarterly series are weighted averages of the month-on-month past growth rates (x t ) of the (assumed to be known) monthly underlying series
In this context, it is worth mentioning that although the in ‡uential proposal of Aruoba, The weighted averaged expression implies that the model must handle missing values since the monthly series of quarterly growth rates, g t , is only available once every three monthly outcomes. These missing data and the absence of the latest releases due to data publication delays can both be treated in a similar manner.
Data revisions
The fact that economic data are frequently revised complicates the day to day monitoring of the economic activity since revisions change the data input into forecasting models. In the euro area, Eurostat revises twice the GDP growth …gures in its o¢ cial data release process. 3 The ‡ash estimate, y f t , appears about 45 days after the end of the respective quarter. Since it is based on preliminary information, Eurostat publishes the …rst estimate about 20 days after which relies on more complete data. Finally, the second estimate of GDP growth rate, y 2nd t , incorporates an additional revision about 40 days after the …rst. According to this revision process, let us call e 1 the revision between the ‡ash and the …rst, and e 2 the revision between the …rst and the second.
In this paper, we follow Evans (2005) and Coenen, Levin, Wieland (2005) to consider that preliminary advances are noisy signals of revised data:
where e 1t and e 2t are independent zero mean revision shocks with variances 2 e 1 and 2 e 2 , respectively. 4 Camacho and Perez-Quiros (2010) show empirical evidence to be con…dent that this speci…cation is a reasonable representation of the data revision process.
It is important to remark that, starting with the publication of the ‡ash estimate for the fourth quarter of 2010 on February 15th 2011, Eurostat is implementing a new release 3 Other major revisions can also be modeled. However, in this paper we only consider the o¢ cial GDP release calendar. 4 For simplicity, we assume that e1t and e2t are independent.
policy for quarterly national accounts. From this day, there are two new releases each quarter, instead of three. The preliminary release, called the ‡ash estimate, is published about 45 days after the end of the respective quarter. This is followed by the second estimate, which is published with a delay of 65 days. In practice, the change implies substituting the …rst by the second. According to this change, the model was modi…ed since February, 15th 2011 in the real-time forecasting analysis.
Ragged edges
In spite of the technical di¢ culties associated to the real time assessments of the economic activity that have been discussed below, real-time forecasters have to deal with the typical lack of synchronicity in data publication. Camacho, Perez-Quiros and Poncela (2012b) proposed to …ll in the missing observations that appear from mixing frequencies and ragged ends with random numbers that are extracted from a random variable whose distribution is independent of the model parameters and rewriting the measurement equation appropriately to get a time-varying Kalman …lter that skips the random numbers. They show that the parameters that maximize the likelihood and the inferences about the business cycle states are not a¤ected by these …lled in data. This leads the forecasting procedure to become an extremely easy exercise.
Computing k-period ahead forecasts reduces to add k rows of missing data at the end of the dataset which will automatically be replaced by forecasts inside the model.
Speci…cation of the model
The To be speci…c, in this model the common factor, f t , is driven by an unobservable state variable s t :
where f t i:i:d:N 0; 2 f , and m 1 is the autoregressive order. In this paper, s t is assumed to evolve according to an irreducible 2-state Markov chain whose transition probabilities are de…ned by p s t = jjs t 1 = i; s t 2 = h; :::
where i; j = 0; 1, and t is referred to the information set up to period t.
In the related literature, several speci…cations of the nonlinear dynamics of the common factor have been suggested. Kim and Yoo (1995) and Chauvet (1998) allowed the intercept term to be regime dependent. In the speci…cation of Kim and Nelson (1998) it is the mean instead of the intercept what is allowed to exhibit regime shifts. In this paper, we follow
Camacho and Perez-Quiros (2007) and assume that the factor dynamics can be captured by shifts between the business cycle states, so we set the autoregressive coe¢ cients to zero.
Within this framework, we can label s t = 0 and s t = 1 as the expansion and recession states at time t if 0 > 0 and 1 < 0. Hence, the common factor is expected to exhibit positive growth rates in expansions and lower (usually negative) growth rates in recessions.
To specify the dynamic factor model of our data set (that it will include variables such as ‡ash, …rst, second, employment, and hard and soft indicators), let us …rst assume that missing data do not appear in the dataset so that quarterly series are observed monthly and the corresponding vintage panels are balanced. We also assume that the factor captures the common dynamics in the growth rates of real activity data. However, since survey Let us collect the r h hard indicators in the vector Z h t and the r s soft indicators in the vector Z s t . Let l t be the quarterly employment growth rate, and let u 1t , u 2t , U h t , and U s t be the scalars and r h -dimensional and r s -dimensional vectors which determine the idiosyncratic dynamics in the model. The dynamics of the business cycle indicators can be stated as
where U h t = (v 1t ; :::; v r h t ) 0 , U s t = (v r h +1t ; :::; v rt ) 0 , and r = r h + r s . The factor loadings,
, measure the sensitivity of each series to movements in the latent factor and have dimensions that lead them to be conformable with each equation.
The complete dynamics of the model is achieved by assuming that
v jt = c j1 v jt 1 + ::: 
where the state vector h t is n 1 and contains f t and its …rst 11 lags as well as the idiosyncratic components and their lags st = st 0 1;n 1 0 , s t = i; j, and 0
The Appendix provides more details on the model structure and the speci…c forms of these matrices.
Let us now describe how to handle missing data. For this purpose, we substitute missing observations with random draws t from N (0; 2 ). This implies replacing the i-th row of Y t ; H t ; w t (denoted by Y it , H it and w it ) and the i-th element of the main diagonal To describe how the model can be estimated, let h (i;j) tj be the forecast of h based on information up to period and the realized states s t 1 = i and s t = j, and let P (i;j) tj be its covariance matrix. The prediction equations become
where
is the estimation of h t at time t 1 with information up to time t 1 if
its mean squared error matrix de…ned in (18) and (19), respectively.
The conditional one-step-ahead forecast errors are
tjt 1 and
tjt 1 H 0 t + R t is its conditional variance. Hence, the log likelihood given s t 1 = i and s t = j can be computed at each t as
The updating equations become
where the Kalman gain, K
It is worth pointing out that combining monthly and quarterly frequencies in this nonlinear framework typically leads to the curse of dimensionality problem. For instance, while the likelihood of a two-state DFM that only accounts for monthly indicators can be approximated by running two parallel Kalman …lters in the simplest case, adding a quarterly indicator implies evaluating more than two parallel Kalman …lters in the same simplest case. Since the factor can be in either of the two states, expansion or recession, and the monthly series of quarterly growth is a linear combination of the factor four lags, the process needs to account for up to 2 5 = 32 di¤erent business cycle paths.
One immediate implication of this fact is that the empirical applications of this model will su¤er from the curse of dimensionality problem. To overcome this problem, Camacho, Perez-Quiros and Poncela (2012b) design the following Monte Carlo exercise. Skipping the details, they generate 1000 sets of 3 monthly and 1 quarterly indicators of length T = 200 which are restricted to follow a Markov-switching dynamic factor model. In these simulations, the generated business cycle dummies are assumed to follow the dynamic properties implicitly embedded in the NBER chronology. The generated datasets are then estimated and used to compute recession probabilities which are compared with the generated business cycle dummies. Using this framework, they show that approximating the time-consuming model that uses the 32 states actually required by a fast simplifying version that uses only the 2 initial states does not lead to large performance declines.
According to their results, we use the simpli…cation of estimating the 2-state simpli…cation of the 32 states Markov-switching dynamic factor model. 7 In addition, maximizing the exact log likelihood function of the associated nonlinear Kalman …lter is computational bourdersome since at each iteration, the …lter produces a 2-fold increase in the number of cases to consider. The solution adopted in this paper is based on collapsing some terms of the former …lter as proposed by Kim (1994) and used by Kim and Yoo (1995) and Chauvet (1998) . In particular, the proposal of Kim (1994) is based on collapsing the posteriors h 
To conclude this section, let us point out one additional advantage of this proposal against standard Markov-switching dynamic speci…cations applied to balanced datasets:
our model can easily compute GDP growth forecasts. Recall that our method mixes frequencies and …lls in outliers following the rule of replacing missing by random numbers which allows us to include GDP growth as an additional business cycle indicator. In this 7 To be sure that these results hold in our framework, we also performed the in-sample estimation of the 32-state model. The resulting recession probabilities were similar to those of the 2-state simpli…cation (correlation of 0.9) .
context, if we call T the last month for which we have observed GDP growth, we call
T +1jT the collapsed version of h
T +1jT , and we call h
T +1jT , taking into account that h t contains f t and its …rst 11 lags, as well as the idiosyncratic components and their lags, the forecasts for month T + 1 when s T +1 = j can be computed by the model as
Using the matrix of transition probabilities, one can easily obtain p (s T +1 = j; s T = ij t )
which can be used to compute p (s T +1 = jj t ) = X i p (s T +1 = j; s T = ij t ) and the unconditional forecasts of GDP
It is worth noting that these forecasts are easily computed in practice by including a missing observation y 2nd T +1 in the dataset since the model will automatically replace the missing by a dynamic forecast. Following the same reasoning, forecasts for longer horizons and forecasts for other indicators can be automatically computed.
Empirical results

Data description
The empirical analysis focuses on the thirteen business cycle indicators used in the linear 
In-sample analysis
The in-sample analysis was carried out with the vintage data set that was available on November, 24th 2011. The unsynchronized way on which data are published is illustrated in Table 1 , which reports the latest available …gures of each indicator. Since GDP and Employment releases appear quarterly, the two …rst months of each quarter are treated as missing data. Although it does not occur in this vintage, preliminary advances of GDP growth ( ‡ash and …rst) could be available before the publication of second GDP. Survey data have very short publishing delay of one (or even less) month while hard data are released with a relatively longer delay of about two months.
To provide evidence as to whether the model accords to the assumptions regarding regime switching, we perform several exercises. First, we assumed that the positive autocorrelation of the common factor can be captured by a recurrent sequence of shifts between two …xed equilibria of high and low means as an alternative to linear autoregressive processes. 8 To examine this assumption, we estimated the common factors from both linear and Markov-switching dynamic factor models from the same dataset and we obtain that the sample correlation between both factors was 0.97. 9 This result is not surprising since Camacho and Perez-Quiros (2007) show that the persistence in a time series whose dynamics track the business cycle can be alternatively captured both by Markov-switching models and by linear autoregressive methods.
As a second exercise to assess the empirical reliability of the assumptions, we show that the factor actually exhibits business cycle dynamics. The maximum likelihood estimates of the parameters show that the factor is expected to be signi…cantly positive (value of 0:24 with standard deviation of 0:09) in the state s t = 0 while it is signi…cantly negative ( 2:57 with standard deviation of 0:37) in the state s t = 1. Accordingly, we can associate these states as expansions and recessions. In addition, each regime is highly persistent, with estimated probabilities of one regime to be followed by the same regime of 0:98 in the case of expansions and 0:91 in the case of recessions (standard deviations of 0:02 and 0:06, respectively). Finally, another interesting business cycle implication of the Markov framework is that one can derive the expected number of quarters that the business cycle phases prevail. Conditional on being in state 0, the expected duration of a typical expansion in the Euro area is (1 b p 00 ) 1 or about 50 months, and the expected duration of a recession is likewise (1 b p 11 ) 1 or 11:11 months. These estimates agree with the well-known fact that expansions are longer than contractions on average.
The model was also constructed under the assumption that the indicators share the underlying euro area aggregate economic activity dynamics whose pattern is captured by the common factor. Hence, although the scope of this paper is more ambitious than simply constructing a coincident index, we additionally check if the dynamics of the common factor are consistent with the euro area business cycles. For this purpose, the switching factor coincident index estimated in this paper is plotted in Figure 1 along with the Eurocoin, which is published each month by the CEPR and is considered the leading coincident indicator of the euro area business cycle. 10 A visual inspection of the …gure suggests that the common factor and the Eurocoin move together synchronously. Although the Eurocoin moves very smoothly since it is designed to track the medium term trend (by removing short-run ‡uctuations from a large dataset), the sample correlation between these two series is about 0:85.
Remarkably, the …gure also shows that there is a high commonality among their switch- The Markov-switching dynamic factor speci…cation developed in this paper provides a framework to date the historical euro area business cycle phases. For this purpose, we show in Figure 2 the monthly full sample smoothed inferences that the economy is in recession.
To confront them with the data, this …gure adds the quarterly GDP growth rates, which are estimated at monthly frequency from the model. 11 The graph shows several shaded areas which indicate the recessions identi…ed by the CEPR committee. For international comparisons, the US recessions dated by the NBER committee are also highlighted in the graph as dotted lines.
To start, the …gure shows that the business cycle concordance between the euro area and the US has increased signi…cantly in the Great Recession. The US clearly led the 1991 recession and the CEPR committee, in contrast to the NBER committee, acknowledged 
Real-time analysis 3.3.1 Forecasting euro area GDP growth
The prediction of the aggregate economic activity in the euro area with dynamic factor models has enjoyed widespread popularity in the last decade. However, almost all of these studies evaluate the out-of-sample forecast errors from a model …tted to just a portion of the data set. Some of them perform pseudo real-time exercises which are also conducted with vintages that are extracted from …nal revised values of the data set, although preserving the pattern of the actual chronological order of the data releases. According to Stark and Croushore (2002) , evaluating forecast errors by using latest-available data is questionable since measures of the forecast error can be deceptively lower when using latest-available data rather than real-time data. In accordance with this principle, we perform an actual real-time evaluation of the model which relies on data vintages that are constructed from the preliminary and partially revised data that were available at the time of the forecasts.
To perform a realistic assessment of the actual empirical reliability of the model proposed in this paper, we evaluate its real-time performance at forecasting euro area GDP and at tracking the euro area business cycles. The analysis is performed through a data set that consists of real-time vintages obtained from January 2nd, 2004 to November 24th, 2011, which ends up with 795 di¤erent vintages. Therefore, estimation, factor extraction, and GDP and recession probabilities forecasting were conducted in real-time each time that a new release for some of the thirteen indicators became available. 15 Since we were interested in short-term forecasting, for each vintage we computed recursive blocks of 9-month GDP forecasts that include lagged, current and future GDP forecasts, which are usually known as backcasts, nowcasts and forecasts. As soon as the GDP …gure for a given quarter becomes available, the nine-month forecasting horizon is moved forward conveniently. In addition, when some indicator is updated on a day of a given month t, we computed the recession probabilities as if an analyst had been using them to search for new turning points in month t, although the indicator may refer to an earlier month due to the typical lag with which some indicators become available. 
Forecasting euro area business cycle phases
Despite the comparable accuracy in forecasting growth from the linear and nonlinear models, the main contribution of the latter is its ability to compute timely inferences about the euro-area business cycles. 16 To examine the accuracy of the model to compute recession probabilities in real time, Figure 5 shows the …ltered probabilities that would be inferred daily by a forecaster who used the information available at the day of the forecast from January, 1st 2008 to January, 15th 2010. Remarkably, this period includes the Great Recession. The deterioration in the debt crisis and the increasing …scal tightening in many member states since summer 2011 led economic agents to believe that the aggregate performance of the euro area was quite sluggish and viewed this as the onset of a double-dip recession for the region as a whole, although with striking divergences across countries. Following the lines of Figure 5 , we examine the ability of the model to detect the economic deterioration in Figure 7 , which shows the …ltered probabilities that would be inferred daily by a forecaster who used the information available at the day of the forecast from January, 15th 2011 to the latest available vintage on November, 24th 2011.
In the same way, we consider that the euro area enters a double-dip recession when there are high recession probabilities which are preceded by a short period of low recession probabilities observed after a recession. 18 According to this …gure, in mid-August 2011 the Committee will wait to commit until some of the uncertainty about the severity of the incoming shocks hitting the system is resolved since it is costly to reverse their decisions if the euro-area recession is …nally avoided.
According to these results, the Markov-switching dynamic factor model used in this paper could be very useful in monitoring the euro area economic evolution in real-time.
Even for users that are not familiar with business cycle techniques, our nonlinear model facilitates the task of interpreting the new releases of the main euro area economic indicators by converting them into recession probabilities. One additional advantage of the model is that the process used to compute these inferences is transparent and easily replicated.
Conclusion
The Markov-switching dynamic factor model used in this paper to compute recession prob- 
R t = 0 r+4;r+4 ;
h t = (f t ; :::; f t 11 ; u 1t ; :::; u 1t 5 ; v 1t ; v 1t 1 ; :::; v rt ; v rt 1 ; u 2t ; :::; u 2t 5 ; e 1t ; e 2t ) 0 :
The matrix H is in this case 
