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ークには、従来の TCP/IP 通信技術は向いていない。 

















まず、既存ルーティング方式である Epidemic[5]と PRoPHETv2 [6]を対象に、通信可能時
間に基づく送信制御の有無で性能の違いを調べる。実験には、ヘルシンキの街で人と車が移








も重要な指標であるデータ到達率が、Epidemic の 2 倍以上、PRoPHETv2 の 1.5 倍以上に
なることを示す。 
	 以降、本論文は以下のように構成する。第 2 章では DTN のルーティング方式とバッファ
管理方式および問題点について説明し、第 3 章ではノード間の通信可能時間に基づく送信制
御方式の提案と性能解析実験による評価ついて述べる。第 4 章では、改善した送信制御方式







2.1 DTN(Delay/Disruption Tolerant Network) 




プとして IRTF(Internet Research Task Force)の中の研究グループ DTNRG[7](The Delay 
Tolerant Networking Research Group)が挙げられる。DTN では、遅延や分断が発生しやす
い環境において通信を実現するため、蓄積運搬形転送方式[3]の通信を行うバンドル(bundle)






図	 1	 DTN とインターネットにおけるプロトコル階層モデル	 












図	 2	 DTN のデータ送信手順	 
2.2 DTN 評価指標 
	 今まで先駆者たち、様々な面から DTN の性能を向上するための提案方式を評価したが、
ここで一般的な評価指標を紹介する。 
! データ到達率(delivery_prob)は生成されたデータのうち宛先に到達したデータの割合
である。データの到達率は DTN の性能評価指標の中に、最も重要な指標である。 
! データ転送回数(the number of relayed data)はノードからノードへデータを転送する
回数である。 







2.3 DTN ルーティング方式 
	 DTN におけるルーティング方式については、多くの研究が行われ、データの複製を制限
しない方式とデータの複製を制限する方式に分かれる。前者として Epidemic[5]が挙げられ
る。後者として、PRoPHETv2 [6] や Spray and Wait[9,10]が挙げられる。 
 
2.3.1 Epidemic  






す。ノード A がノード B と通信可能となった時、まず A が自分のサマリーベクターメッセ
ージを B に送る。B はそのメッセージを受信し、B が保有するデータのリストと比較し、B
が持っていないデータのリストをリクエストとして A に送信する。そして、A は B が持って
















































図	 4	 Chain Topology 問題の例	 










図 5	 ノード間のやり取り 
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2.3.3 Spray and Wait 
	 Spray and wait[9,10]はSpyropoulos らによって提案された手法であり、Epidemicの考え
方に基づくルーティング方式である。Spray and waitはデータあたり行う可能な複製数Nを



















	 ランダムと FIFO(First In First Out)がある。 
! ランダムはバッファの中からランダムにデータを選択し、出会うノードに送信する方
式である。 
! FIFO は先に受信したデータを先に出会うノードに送信する方式である。 
 
優先度設定あり 
	 Oldest First OutやLIFO(Last In First Out)やLeast Forwarded First Outなどが挙げられ
る。 
! Oldest First Out はバッファの中にある一番古いデータから先に優先送信する方式であ
る。DTN 技術において、各々のデータは TTL(Time to Live)を持っている。TTL とは、
一つのデータが生成されてからネットワークの中に存在できる時間である。TTL の時間
が切れると、ネットワーク内の全てのノードからそのデータを削除する。Oldest First 














	 前者の例としては、Time-Based TTL とフィードバックによりデータを削除する方法が挙
げられる。 




しては Haas らによって提案された Vaccine 回復手法がある[12]。Vaccine 回復手法は
データが宛先に到達した後、そのデータと同じ ID を持つ受信確認パケット anti-packet
というデータを生成し、他のデータと同じように送信する。anti-packet を受信したノ





図	 6	 通常データと anti-packet の構造	 





! Oldest Drop は最も古いデータから廃棄する方式であり、すなわち残る TTL が最も少
ないデータから廃棄する方式である。古いデータは既にネットワーク中に広がっている
と考えられるし、TTL の残りが少ないので、広げてもすぐ TTL が満了して削除される
と考えられるため、廃棄しても影響が少ない方式である。 
! N-Drop[13]は N 回の転送を達成したデータから廃棄する方式である。もし N 回転送さ
れたデータがないなら、最後のデータから先に廃棄する。 
 




















各ノードは GPS を設備していると仮定する。今はノード A がノード B と通信可能になると
考える。A、B の移動速度がｖA、ｖBであり、A、B の移動方向が θA、θB (0≤θA ,θB≤2π)であ





	 計算方式の中に、a、b、c、d、r の計算は以下に示す。 
! a = xA − xB ; 
! b =ｖA * cosθA −ｖB * cosθB ; 
! c = yA − yB ; 
! d =ｖA * sinθA −ｖB * sinθB ; 










うにやり取りを行い、PRoPHETv2 では、ノードは図 5 のようにやり取りを行う。 






A は宛先が B であるデータがあれば、最初は通信可能時間 T を考えずに、そのデータを最優
先で B に送信することとする。 
図 7 に、データ送信のフローチャートを示す。宛先が B であるデータがなければ、A は
FIFO によりデータリストを取り扱う。 
! そして、Epidemic では、順番にデータを取り出し、通信可能時間 T 内に送信を完了で
き、しかも B が持っていないデータを B に送信する。 
! PRoPHETv2 では、順番に取り出した通信可能時間 T 内に送信を完了でき、データの宛





図	 7	 データの送信フローチャート	 
3.3 実験環境 














! 送信停止データ数(the number of aborted data) 
 
3.3.1 シミュレーションの設定 
	 シミュレーションの設定を表 1 に示す。本研究はフィンランドのヘルシンキの地図上の
4500m*3000m 範囲をシミュレーション範囲として 36000s のシミュレーションを行った。

















	 歩行者は shortest path map based movement model に基づいて移動し、自動車は





図	 9	 地図上の道路	 
! DTN のルーティング方式： 
	 Epidemic と PRoPHETv2 のルーティング方式を利用する。 
! 通信条件： 
各ノードの通信可能範囲は 10m であり、データ送信速度は 250KBps である。 
! データ生成： 
	 データの生成は、シミュレーション時刻が 1000 秒に達すると開始し、24000 秒に
なると停止する。データの生成間隔は 30～40 秒の変化範囲からランダムに選択する。
また、データの送信元と宛先のペアは全てのノードからランダムに選択する。データ
のサイズは 300KB〜600KB の変化範囲からランダムに選択し、データの TTL は 300
分とする。 
! バッファ管理手法： 
バッファが一杯になると、本研究では、Oldest Drop を用いてデータを廃棄する。 
! バッファサイズ： 
	 ノードのバッファサイズが有限である時は、DTN ルーティングの性能がバッファサ
イズによって変化すると考え、ノードのバッファサイズを 4MB から 7 MB まで変化 
させて DTN の性能を評価する。 
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 図10に、送信停止データ数の結果を示す。図中のEpidemic with timeとPRoPHETv2 with 
time は、元の Epidemic と PRoPHETv2 に本研究で提案する通信可能時間に基づく送信制
御を加えたものである。図 10 より、Epidemic with time と PRoPHETv2 with time は、
Epidemic と PRoPHETv2 に比べて送信停止データ数は平均して 3%以下になったと分かっ










図	 10	 送信停止データ数(the number of aborted data)	 
	 図 11 は DTN における最も重要な指標であるデータ到達率の結果を示す。図 11 より、








	 次に、データ転送回数を図 12 に示す。Epidemic with time と PRoPHETv2 with time は、
EpidemicとPRoPHETv2に対してそれぞれ12%以上転送回数が増加した。これは、Epidemic 
with time と PRoPHETv2 with time では通信可能時間を考慮して送信するため、無駄なデ
ータ送信時間が減り、結果としてデータを転送する機会が増えたためであると考えられる。	 	 	 	  
 
 
図	 12	 データ転送回数(the number of relayed data)	 
	 通信できる機会が限られる DTN においては、データの転送回数を増やせばデータの到達
率は高まると想定されるが、逆にデータ到達率は低下してしまった。この理由はデータ廃棄
数から判明できる。図 13 にデータ廃棄数を示す。Epidemic はデータの複製を制限しないの
で、データの転送回数は PRoPHETv2 よりもかなり多い。その結果、ノードのバッファが満
杯になりやすく、データの廃棄数も多くなる。図 13 を見ると Epidemic with time のデータ




くいが、PRoPHETv2 with time でも PRoPHETv2 よりバッファ廃棄数は 10%以上増加して












図	 13	 データ廃棄数(the number of dropped data)	 
	 最後に、オーバーヘッド率を見て行く。図 14 にオーバーヘッド率の結果を示す。図によ
り、Epidemic with time と PRoPHETv2 with time は Epidemic と PRoPHETv2 よりオー













































	 これから、例を挙げて改善策を説明する。今、ノード A がノード B と通信可能になると仮
定する。ノード A とノード B のやり取りは各ルーティング方式のプロトコルに従って行う。
また、自身が既に持っている anti-packet を通信相手から受けることを防ぐため、ノードが
保有する anti-packet のリストをサマリーベクターメッセージに入れて送信する。改良した
データ送信のフローチャートを図 15 に示す。今回も計算した通信可能時間 T は多少誤差が
あると考え、最初は通信可能時間 T を考慮せず、最優先で anti-packet を送信する。その後











図	 15	 改良したデータ送信のフローチャート	 
4.2 シミュレーションの設定 
	 実験の設定は、3 章のシミュレーション設定と同じである。また、DTN 性能を評価する指
標も 3 章のシミュレーションと同じで、データ到達率、データ転送回数、データ廃棄数、オ
ーバーヘッド率、送信停止データ数の５つの指標で DTN 性能を評価する。比較対象として
は、Epidemic は Epidemic、Epidemic with anti、Epidemic with anti-first、Epidemic with 
anti-first and time の４つを用いる。一方、PRoPHETv2 についても PRoPHETv2、
PRoPHETv2 with anti、PRoPHETv2 with anti-first、PRoPHETv2 with anti-first and time
の４つを比較する。なお、”with anti”は anti-packet を通常のデータと同じように送信する
こと、”with anti-first”は anti-packet を通常のデータより優先して送信することである。最
後の”with anti-first and time”は、本研究で提案する方式であり、anti-packet を通常のデー
タより優先して送信し、通常のデータを送信する際は通信可能時間を考慮して時間内に送信
を完了できるデータだけを送信する。 
	 また、anti-packet のサイズは 1KB とし、データの TTL が 0 になると、ネットワークか
らそのデータ全ての複製を削除する。その際、削除したデータに対応する anti-packet がネ
ットワーク内に残っても意味がないと考え、本研究では、各々の anti-packet にも TTL を設
定する。anti-packet の TTL は、anti-packet を生成する時、データの残る TTL と同じであ
る。そうすると、データの TTL が切れる時には、その anti-packet の TTL も切れる。デー
タとデータの anti-packet が一緒にネットワークから削除される。 
 
4.3 改善策の評価  
	 図 16 に、通信可能時間の不足により送信停止データ数の結果を示す。提案した Epidemic 
with anti-first and time と PRoPHETv2 with anti-first and time では、バッファサイズに 
20 
 
関わらず、送信停止データ数は Epidemic と PRoPHETv2 の 4%以下に減少した。また、
Epidemic with anti-first と PRoPHETv2 with anti-first の 6%以下に減少した。 
 
図	 16	 送信停止データ数(the number of aborted data)	 
	 図 17 に、DTN における最も重要な指標であるデータ到達率の結果を示す。全ての方式に
おいて、バッファサイズが増えるとデータ到達率は上昇した。特に、anti-packet を優先す
る with anti-first と with anti-first and time は、既存のルーティング方式や with anti と比
較してかなり性能が良くなった。また、with anti-first and time では、Epidemic with 
anti-first より少なくとも 8％以上到達率が向上し、特にバッファサイズが 5MB である時、
18%到達率を向上していた。一方、PRoPHETv2 with anti-first and time では、バッファサ


















図	 17	 データ到達率(delivery_prob)	 
	 次に、データ転送回数を見ていく。図 18 にデータ転送回数を示す。Epidemic と
PRoPHETv2 のデータ転送回数が一番多く、with anti-first のデータ転送回数が一番少ない。




図	 18	 データ転送回数(the number of relayed data)	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 図 19 にデータ廃棄数を示す。バッファのサイズが増加すると共に、各方式のデータ廃棄
数が減少していた。一番少ないのは with anti-first and time 方式である。Epidemic with 
anti-first and time のデータ廃棄数は、Epidemic with anti-first よりも 20%以上減少してい




図	 19	 データ廃棄数(the number of dropped data)	 
	 最後に、オーバーヘッド率を見て行く。図 20 にオーバーヘッド率を示す。バッファサイ
ズが増加すると共に、with anti-first のオーバーヘッド率は with anti-first and time のオー


















図	 20	 オーバーヘッド率(overhead_ratio)	 
4.4 実験結果の解析 
	 表 3 に、各指標の比較評価を示す。結果により、改善策は各面から DTN の性能を向上で
きることが明らかになった。これから、それぞれの指標ごとに見ていく。 
1) データ転送回数 
	 図 12 を見ると、with time は既存のルーティング方式よりデータ転送回数が 12%以
上増加している。一方、図 18 より、with anti-first and time のデータ転送回数は既存
のルーティング方式より 40%以上減少している。with anti-first and time のデータの
転送回数が減った理由は以下の 2 つである。 
" 一つは anti-packet を送信するために通信可能時間の一部を利用したため、通常デ
ータを送信できる時間が少なくなった。 
" もう一つは anti-packet により他のノードにデータ到達情報を届けたため、無効な
データ転送が減少した。 
また、with anti-first and time のデータ転送回数は with anti-first のデータ転送回数
より多いので、通信可能時間に基づく送信制御方式は有効に機能したと言える。 
2) データ廃棄数 
図 13 より、Epidemic with time は、Epidemic よりデータ廃棄数が 16%以上増加し、
PRoPHETv2 より 10%以上増加することが分かった。一方、図 19 を見ると、いずれの
ルーティング方式においても anti-first とすることによりデータ廃棄数は激減し、
anti-first with time とするとデータ廃棄数は更に減少している。Epidemic with 
anti-first and time のデータ廃棄数は Epidemic with anti-first よりも 20%以上減少し、









データが宛先に着く可能性が増大する。その結果、with anti-first and time のデータ廃
棄数は with anti-first のそれより少なくなる。 
3) データ到達率 
図 11 より、Epidemic with time と PRoPHETv2 with time のデータ到達率は
Epidemic と PRoPHETv2 のそれぞれより若干低下していることが分かった。一方、図
17 より、いずれのルーティング方式でも、with anti を with anti-first に変えることで
データ到達率は大きく向上し、with anti-first and time とすると到達率はさらに向上
した。結果として、Epidemic with anti-first and time は既存の Epidemic より約 2 倍
以上、PRoPHETv2 with anti-first and time は既存の PRoPHETv2 より約 1.5 倍以上
の性能になっている。この性能改善効果はバッファサイズが小さいほど大きいことも判
明した。また、Epidemic with anti-first and time では、性能がいい Epidemic with 
anti-first よりも 8%から 18%の性能向上を確認できた。また、PRoPHETv2 with 
anti-first and time では PRoPHETv2 with anti-first より平均約 7%性能を向上できて
いた。 












	 本研究は、ノード間の通信可能時間に基づく送信制御により DTN の性能を向上させるこ
とを目指して行ったものである。 








タを廃棄して DTN 性能が悪化したことが原因であると判明した。 
	 改善策として anti-packet を優先的に送信する方式(with anti-first and time)を加え、既存
ルーティング方式、既存方式の anti-packet あり(with anti)、既存方式の anti-packet 優先方
式（with anti-first）の 3 つの方式を比較対象としてシミュレーションを行った。その結果、
改善策は他の 3 つの方式より性能を向上させることができた。特に、DTN において最も重
要な指標であるデータの到達率は、改善したEpidemic は既存Epidemicの 2倍以上になり、
改善した PRoPHETv2 も既存 PRoPHETv2 の 1.5 倍以上にすることができた。通信可能時
間に基づく送信制御は、上記の 3 つの方式の中で最も性能が良い with anti-first よりも更に
平均 7％性能を向上できた。 
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