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Introduction
* Acknowledgements: Thanks to Erwin Tiongson from the World Bank for discussions on the PovcalNet database and to Michal Horvath at the University of St. Andrews for helpful comments; to Haixiao Huang at the University of Western Virginia for his input on the econometric component of this paper †Author for correspondence: University of St. Andrews, School of Economics and Finance, The Scores, St. Andrews, Fife KY16 9AL, Scotland, UK. Tel +44(0)1334462445. E-mail: jf36@st-andrews.ac.uk Economic welfare, measured most commonly by GDP per capita, is accepted as a strong indicator of a country's overall welfare. This traditional measure of a country's wealth reflects neither loss (often non recoverable) incurred through domestic resource consumption, nor negative externalities associated with their use. When such factors are properly accounted for, overall wealth per capita has actually declined significantly in the North and South. An effort to improve population health through the sustainable use of resources-particularly amongst the poorest countries most reliant upon natural resources-will improve environmental quality leading to healthier populations living longer, with an improved (sustainable) quality of life, higher productivity and thus real gains in welfare. Pearce and Warford (1993) argue "the most important and immediate consequence of environmental degradation in the developing world takes the form of damage to human health" (p. 133). However, particularly in the poorest countries, less attention has been paid to the economic costs of poor health and morbidity associated with environmental damage resulting from unsustainable resource consumption (Pearce & Warford, 1993) . Specifically, in developing countries with large rural populations highly dependent on the natural resource base, resourceintensive agriculture has resulted in widespread soil erosion, chemical pollution, and poor water quality and quantity, reducing human welfare and economic productivity. However, few studies have focused on the knock-on effects associated with such lost productivity and resulting morbidity (Reddy & Behera, 2005) .
Like GDP, infant and child mortality are foremost indicators of population wellbeing.
Infants and children are highly susceptible to negative externalities associated with environmental degradation, thus making the indicator useful in exploring the link between environmental and population health outcomes. The 20 th century generally saw decreasing infant mortality, and thus improved life expectancy at birth, in all countries apart from Sub-Saharan Africa (Common, 2005) . In the Central Asian Republics (CARs), regional differentials in infant and child mortality have increased since the collapse of the Soviet Union. In some rural areas, infant mortality rates are significantly higher than in urban centers, with over 100 deaths per 1000 live births (Zetterstrom, 1999) . Official mortality data reporting overall declines throughout the Republics are questionable (Aleshina & Redmond, 2003) . The effects of environmental degradation on health in the region are recognized and may explain much intra and inter-country variation in the region. (O' Hara, 2000; Small, van der Meer, & Upshur, 2001; Whish-Wilson, 2002) . Traditional socio-economic determinants of mortality in the CARs have been explored (Buckley, 2003; Dadabaev, 2004; Falkingham, 1999 Falkingham, , 2000 Pradhan, Sahn, & Younger, 2003; Small et al., 2001 ).
Nonetheless, empirical evidence for the role of environmental degradation in explaining high rates of infant and child survival in the CARs is lacking.
The scope of this paper is, therefore, to study child mortality and fertility using a multivariate cross-country approach. We test the hypothesis that, in the CARs, specific factorsplausibly related to extreme environmental degradation linked to industrialized agricultural activity-help to explain high rates of infant and child mortality, even after controlling for a wide range of other relevant factors. 1 In the absence of direct dose-response indicators linking mortality to environmental pollution and/or degradation, we thus test the ability of theoretically motivated socio-economic and environmental health variables to capture variation in infant and child mortality between the CARs and other countries at similar stages of economic development.
To the best of our knowledge, this study includes four innovations. Firstly, using a fairly homogenous sample of developing countries, we control for more omitted variable bias than previous papers that include a mix of developing and developed countries. Secondly, we control for endogeneity of fertility in the mortality estimation, where fertility is a function of socioeconomic determinants. Thirdly, we control for variation in economic development and distribution by using a consumption indicator for the poorest share of the population, as well as the GINI index of inequality-variables which incorporate within-country variation in the data.
Finally, motivated by extreme environmental degradation in the CARs and known affects on 1 CARs include the Republics of Uzbekistan, Kazakhstan, Kyrgyzstan, Tajikistan and Turkmenistan health outcomes, we utilize regional dummies to capture excess mortality in the CARs that is not explained by the exogenous socio-economic and environmental variables, (as well as specific problems in other regions such as sub-Saharan Africa). The outline of the paper is as follows:
section 2 provides background evidence of environmental degradation in the CARs and the connection to infant and child mortality; section 3 outlines the modelling methods and the exogenous and endogenous variables used in the analysis; section 4 outlines the results obtained and section 5 concludes.
Background

Environmental degradation in the CARs
Exposure to environmental pollution and its effects on human health are well established.
Millions of premature deaths occur every year due to biological and chemical agents in the environment. However, in countries where conventional economic development dominates environmental concerns, the link between well-being and environmental quality does not receive adequate attention (Corvalan & Kjellstrom, 1996) . Home to over 55 million people, the CARs exemplify a region where the effects of environmental degradation from resource intensive agriculture on economic, political and social development and security are now seriously compromising human health and well-being (Horsman, 2001 ). Significant international and academic attention has focused on the human-induced disaster in the region linked to industrialized cotton production, and the resulting widespread erosion of natural and human resources (Glantz, 1999; O' Hara, 2000; UNEP, 1992; Wiggs, O' Hara, & Wegerdt, 2003) . The cumulating loss of the Aral Sea has become the most infamous reminder of the non-sustainability of agricultural methods in the region (Elpiner, 1999; Feshbach & Friendly, 1992; French, 1991; Glantz, 1999; Micklin, 1998) .
Access to potable water is a persistent problem for the whole of the FSU (Former Soviet Union), 2 with the greatest pressure on the rural populations of the CARs (Buckley, 2003) Water shortages prevail and irrigated agriculture holds priority in water consumption over industry use and domestic needs. Poor water quality and quantity pose one of the greatest environmental health threats to Central Asia (Semenza, Roberts, Henderson, Bogan, & Rubin, 1998) . Wasteful water use for irrigated agriculture exacerbates already arid soil conditions. Widespread waterlogging and salinization have reduced soil fertility, resulting in low agricultural production and thus food availability and quality in the face of increasing population pressures (WHO, 1999) . As the Aral Sea recedes further and water supplies are drained for agriculture, dust storms in the region are increasing, resulting in a rapid escalation of acute respiratory infections and long-term morbidity (WHO, 1999) . With one of the highest dust deposition rates in the world in this area, the World Health Organization (WHO) has called for urgent analysis of human health problems associated with contaminated, respirable dust storms (Wiggs et al., 2003) 
Child mortality
Child mortality is a widely accepted indicator of well-being. 3 Identifying factors which increase mortality is important as high rates signal lower socio-economic development (Anderson, Romani, Phillips, & van Zyl, 2002; Sen, 1998) . One of the Millennium Development Goals (MDGs) established at the United Nations Millennium Summit in 2000 was a reduction in under-five mortality. How to achieve reductions in mortality is less widely agreed upon and implementing policies to reduce mortality rates is confounded by within-and between-country variation in everything from geographic to cultural and socio-economic determinants of child survival.
Economic and social reliance on industrialized agriculture in the CARs has compromised growth and coincided with increased morbidity and mortality in the areas most heavily engaged in cash crop production. A history of heavy chemical exposure for the region's most vulnerable populations, namely the rural and agricultural share of the labour force and their offspring, has reduced overall quality of life and health (Whish-Wilson, 2002) . Within the regions nearest the Aral Sea, death rates due to digestive and respiratory diseases dominate and account for a much larger share of mortality than in urban areas (Buckley, 1998) . One of the largest threats to postnatal survival in the area nearest the Aral Sea basin is the ingestion of contaminated breast milk due to the mother's consumption of animal fat and cotton seed oil that contains a high content of pesticide and other chemical additives (Buckley, 2003; Jensen, Mazhitova, & Zetterstrom, 1997) The group most at risk of infection is children under 5 years of age. In particular, infant mortality rates are often underestimated by a factor of two or more due to definitional variation and contrasting collecting techniques within Republics; poor registration and recollection of mortality within families likewise confounds data reliability (Aleshina & Redmond, 2003) ; WHO, 1999) . A significant share of the population is under age 18 and the health of young people is critical for future stability and growth (Falkingham, 2000) . Therefore, high infant and child mortality in the CARs is of concern for future sustainability.
Linking environmental health to mortality
Environmental health factors play an important role in child survival even when controlling for socio-economic variation (Anderson et al., 2002) . Although difficult to decipher in empirical analyses, Rainham and McDowell (2005) found child survival, like all population health outcomes, are clearly linked to the environment. McKeen and Chenet (2002) note Central Asia is plagued by "an unusual pattern of mortality and struggles with the double burden of infectious and non-communicable diseases" (p. 57); poor and/or restricted health data on the region are a persistent problem and thus analysis of mortality and interpreting relevant data has been severely limited. Mezentseva (1990) reported that in the Soviet
Republics with the highest rates of infant mortality, infectious, parasitic, respiratory and digestive conditions explained the largest variation-all conditions linked to environmental quality as well as socio-cultural and economic variations. Carlson et al. (1990) performed a study on the determinants of life expectancy and infant mortality in the USSR, focusing on socio-economic and environmental health variables. Incorporating three cross-sections, female farm workers and cotton fields per female farm worker were significant in explaining infant mortality. Jensen, et al (1997) also studied the effects of the ecological degradation in the FSU on health, particularly in the Aral Sea region in Kazakhstan. Exposure to toxic chemicals was correlated with poor health, and lead levels, for example, were 30 times higher in Kazakhstani children than in the control sample from Western Germany. At the household level, Buckley (2003) examined three Republics within the CARs to test, among others, the effects of ethnic and regional variation on rates of anaemia and low weight for age-two factors of significant concern for child health in the region. Across all estimates, maternal health had the most consistent explanatory power. Housing variables were used as a proxy for access to water and sanitation and found to be inconsistent in explaining morbidity in the analysis. These findings support our hypothesis that environmental factors particular to the region, such as long-term agricultural chemical exposure, may help to explain high mortality rates.
Poor data availability nonetheless has limited investigation of health effects linked to environmental determinants at the household level in the CARs (Buckley, 2003) . Even when using within-country data, only slight variation in mortality rates may be explained by traditional economic, environment and social indicators (Schultz, 1978) . Considerable variation within and between Republics also confounds analyses; alternative methods of examining high mortality rates in the region may therefore be required (Dadabaev, 2004) . Nonetheless, Joyce et al (1986) emphasize, "A well-structured, ecological study can provide evidence of potentially causal relationships." Both the circumstances in which people live and work are important determinants of health outcomes linked to the environment and because such factors are outside the control of the individual in the short-run, ecological-level or international comparative analyses may be appropriate to explore environmental health determinants of mortality (Marmot, 1998 (Marmot, , 2002 Despite high levels of infant and child mortality, poor economic growth in the postSoviet period and alarming environmental conditions, traditional indicators of socio-economic wellbeing do not fully explain low rates of child survival in the CARs. Historically, broad access to education, social services and medical care and facilities throughout the FSU meant literacy rates, medical personnel per capita, and school enrolment rates were well above average for countries of similar economic development (DHS, 2002; WHO, 1996 WHO, , 1999 . Urban and rural populations did account for some variation in access to such services within the USSR and differentials in mortality between the two groups has grown over time (Buckley, 1998; Mezentseva & Rimachevskaya, 1990 ). In the post-Soviet period, healthcare expenditure and access to medical supplies and equipment have declined throughout the CARs, especially in rural areas, resulting in reduced health, particularly for women and children (Buckley, 2003) .
Methods
Framework
In this section we will discuss the framework adopted, followed by the dependent and independent variables used in the analysis. A framework to assess the determinants of mortality was proposed by Mosley and Chen (1984) , where the effects of social and economic factors on mortality are estimated via a common set of intermediate variables (Hill, 2003) . The approach combines economic determinants with a traditionally medical approach which generally focuses on causes of morbidity, in order to uncover the "black box" where the factors interact to determine child survival (Mosley & Chen, 1984) . Building on this framework, Schultz (1984) proposed a model that is essentially a health production function, where the outcome, infant or child mortality, is the result of observed intermediate variables (Gravelle & Backhouse, 1987; Schultz, 1984) . As Hanmer et al. (2003) note, this approach captures 'underlying socio-economic status' and effects on reduced wellbeing in the form of high infant mortality or morbidity. Here, we distinguish four proximate determinants which affect mortality indirectly via total fertility (and possibly directly as well), including maternal, nutrition, and personal health factors. In addition, there are direct socio-economic and environmental (social and natural) determinants of mortality. These variables will be discussed in detail below. See Table 1 for a description of variables used in the analyses.
Dependent variables
Infant and Child mortality
In this section we discuss the dependent variables of interest in our analyses. Infant mortality is accepted as a key indictor of social progress and economic development and rates of infant mortality reveal a society's overall ability and willingness to care for its most at-risk members (Eberstadt, 1995; Sen, 1998; Waldmann, 1992; WHO, 1999) . By international standards, an infant death is defined as the death of a child less than 1 year of age and infant mortality rates (IMR) measure deaths of infants aged 0-1 per 1,000 live births. The probability of dying between birth and age 5 (U5MORT) is expressed per 1000 live births; measurement of this variable is more robust than infant mortality (Ahmad, Lopez, & Inoue, 2000) . Therefore, under-5 mortality (referred to throughout as child mortality) is expected to reinforce the results found with infant mortality. Because under-five mortality conflates infant and child mortality, some researchers have preferred death rates between ages 1-4 (Hanmer, Lensink, & White, 2003) .
Such data were not available for all countries in the sample.
Explanatory variables
Total fertility
Fertility is an important correlate of child survival (Chowdhury, 1988; Schultz, 1978) .
Like child survival, the total fertility rate (TFR) is influenced by economic and cultural factors (Bongaarts, 1978) . The direct determinants are intermediate fertility variables known to influence both the quality and quantity of children demanded (Becker & Lewis, 1973; Bongaarts, 1978; Hill, 2003) . Such direct determinants are not widely available at the aggregate level. Exploring the relationship between mortality and fertility is, therefore, limited (Schultz, 1978) . Potential confounding between the determinants of children demanded and those that survive is problematic in such analyses and has arguably impeded much research in the area. Demographic transition, where a decrease in mortality leads eventually to a decrease in fertility, does not necessarily occur independently from other socio-economic improvements. (Figure 1 ) Fertility reduction does not necessarily lead to a decrease in infant and child mortality (LeGrand & Phillips, 1996) . The interrelation between fertility and infant mortality is complex. Using an instrumental variable approach is one way to control for endogeneity. Variation between countries at different stages of development could otherwise lead to spurious results in a single cross-section where such dynamic effects cannot be incorporated (Chowdhury, 1988; Schultz, 1978) . The exclusion of total fertility in mortality estimations, for example in Filmer & Pritchett (1999) , is an important omission particularly when using a heterogeneous sample with significant variation between countries. A systems approach is often cited as the most efficient way to deal with covariation in the fertility and mortality equations, but requires the availability of panel data (Schultz, 1978) . Such data were not available for an adequate sample of countries.
Absolute Income
There exists a long standing tradition in the literature on the effects of income distribution (relative income hypothesis) and per capita income (the absolute income hypothesis), on mortality and other health outcomes. Country-level analyses have found mortality is correlated with per capita income (Preston, 1975; Pritchett & Summers, 1996; Rodgers, 1979) . Others have focused on the importance of income inequality (Marmot, 2002; Wilkinson, 1996 ) Waldman (1992 tried to disentangle the effects of absolute income on mortality, concluding intra-country variation in both absolute and relative income must be considered. Wildman (2001 Wildman ( , 2003 believes there is a lack of evidence on the health-income relationship, and suggests rather that aggregation bias confounds the results between income and health in country-level analyses. In an attempt to overcome both the limitations posed by traditional measures of absolute income, i.e.
GDP per capita adjusted for purchasing power parity (PPP), which does not account for within country variation, and aggregation bias when using income variables, our study investigates the utility of an alternative measure-the consumption of the poor (Cp). Differing from Waldman's approach, the Cp variable uses within country variation of real consumption (not income) of the poorest part of the population, defined in our study as those living on $2 per day. Furthermore, we utilize data from a more homogenous sample of countries than most studies. This has advantages over the usual measure of GDP per capita income in a cross-sectional analysis which ignores distribution and differing consumption bundles in each country, as well as non-market exchanges, particularly in highly heterogeneous samples (Gravelle & Backhouse, 1987) . The Cp measure was calculated using data from the World Bank's PovcalNet database. 4 See Appendix A for the calculation of Cp. The share of the population living on $2 per day is an important subset of populations in our sample. In the FSU alone, over 61 million people continue to live on $2 per day. The mean population share of those living on $2 per day (Sp) in our sample is 43%. Consumption is a better measure of current welfare than income at low income levels where non-market activities such as subsistence agriculture are likely to be important. The $2 per day cut off point was chosen as the usual $1 measure of extreme or absolute poverty would have captured too little variation between countries. The $2 per day measure will better reflect rural and urban income differentials in our selection of countries (Chen & Ravallion, 2004) .
Relative income
The Gini coefficient is the most widely used index of income inequality and refers to either household-or per capita-income. The Gini coefficient is expected to be positively correlated with the dependent variables as greater inequality in income within countries reflects unequal access to healthcare, nutrition and other services which is likely to reduce the health of the poor. A seminal paper by Rodgers (1979) found income inequality was positively correlated with mortality and since then others have found similar effects on health (Wilkinson, 1997 (Wilkinson, , 2002 .
However, Gravelle (1998 Gravelle ( , 2000 has voiced scepticism on the use of income distribution data at the aggregate level to explore "individual risk of mortality," particularly at higher income levels.
Nonetheless, it will be tested in the analysis.
Environmental health
The most widely tested environmental health indicators are access to clean water and sanitation. In both urban and rural populations, access to clean water and improved sanitation is one of the most important factors in human health, with over 1 billion people in the developing world living without access to safe drinking water, while 2 to 3 billion lack basic sanitation (Balint, 1999; Buckley, 2003) . At the international level, omitted variable bias arguably confounds the power of environmental health variables to explain variation in mortality due to indirect contamination routes, and they are thus more widely used in analyses of disease-specific morbidity (Buckley, 2003; Murray & Lopez, 1997) . However, due to the inherent difficulty in measuring such relationships, well-defined and robust indicators of environmental health are not widely available, particularly at the national level for cross-sectional analysis.
The literature on determinants of mortality finds a strong negative correlation between access to water, improved sanitation and child survival (Schultz, 1980) . However, within-and between-country variation presents great barriers to controlling for health risks associated with poor access to potable water and adequate sanitation (Balint, 1999; Buckley, 2003) . In a multivariate, cross-country analysis, therefore, the explanatory power of these variables has been weak when other socio-economic variables are included (Filmer & Pritchett, 1999) . The indirect link between poor water quality and sanitation and the end result of mortality makes detecting the relationship between the two difficult, particularly if household level data are unavailable. Esrey (1991) established that safe water is insufficient to reduce infant mortality unless sanitation is also adequate. Butz et al. (1984) also identified sanitation as being more important than piped water, but that when controlling for breastfeeding, both variables were statistically insignificant in explaining infant mortality. Others have found access to piped water was significant in explaining infant death from diarrhoea (Victora, Huttly, Fuchs, & Olinto, 1997) . Access to an improved water (IWS) and sanitation (IS) will be used within our model to proxy factors which can lead to water borne illnesses.
In contrast to most cross-country studies, we include the female share of the population engaged in agriculture (FAP). This variable operates dually as an environmental health variable capturing the negative effects of occupational exposure to chemical inputs. Economic development is negatively correlated with FAP, so it also operates through socio-economic determinants. The prevalence of tuberculosis (TB) will be used as a general environmental health indicator. Data for other respiratory illnesses and/or digestive disorders linked to environmental quality were not available. Tuberculosis is a leading and increasing cause of death in the developing world, and its reduction is one of the MDG's (UN, 2005) (Figure 2 ). In the CARs, rates of TB have risen sharply since the collapse of the Soviet Union, with poverty, malnutrition and poor housing considered the leading causes (Grange & Zumla, 1999; WHO, 1999) . known to be important factors for long-term health (Landrigan, 1992; O' Hara, 2000) . Since these and other variables for environmental health were not available in the whole sample, we use dummies for the CARs and other regions to identify their residual effects after controlling for the available environmental factors.
Nutritional determinants
To assess the explanatory power of nutritional factors on health, calories available per capita, per day (CALPC) was used. A more direct measure of wasting and stunting in children under five was not used due to missing observations. Malnutrition is a leading cause of death of infants and children and poor maternal health leads to low-weight babies and thus high mortality rates (UN, 2005) . This variable does not of course capture actual consumption, but its relevance is likely to be enhanced by our controls for the all-important distributional aspects.
4 Descriptive statistics and model specification
A cross-section of 61 developing countries was selected to maximize the availability of relevant data in a relatively homogenous sample, and thus allow for a multivariate approach where limited observations for the CARs alone would otherwise prevent such analyses. Data are at the country level and all countries used in the analysis are listed in Appendix B. The estimations will be done in two stages: in the first stage, total fertility (TFR) is estimated in terms of the most important socio-economic variables, which is of interest in itself. The resulting estimate is then used as a well-specified instrumental variable (IV) in the second stage to estimate the mortality equations. As an additional check on robustness, we estimate mortality using the actual TFR as an explanatory variable. The fertility and mortality equations both include inequality indicators among other socio-economic determinants. Environmental health variables will be included in stage 2 of the analysis only. To capture specific environmental problems in the CARs and other problems in the least developed countries, dummies for the CARs and 4 other regions were introduced. The descriptive statistics and simple correlations are shown in Tables 2   and 3 , respectively. All equations were arrived at using a general-to-specific approach where the estimated function incorporates all significant exogenous variables-where insignificant variables
were removed one at a time. The following section describes the equations estimated. (1) Access to contraception (CON) is likely to be a key determinant of a population's fertility (Bongaarts, 1997) . In our sample of countries, this variable is highly (negatively) correlated with infant and child mortality as well as total fertility. The female participation rate (FPR) is a variable signifying opportunity cost of child rearing, since more children limit a woman's ability to participate in the labour force so FPR should be negatively correlated with total fertility (Anker, 1978; Conger & Campbell, 1978; Gregory & Campbell, 1972) .
Both FPR and TFR are likely to be endogenously determined by cultural and economic factors affecting the role of women in the labour market and the family (Bongaarts, 1978; Conger & Campbell, 1978) . Here, however, we will assume FPR is exogenous. Market data, including wages and unemployment for all countries, were not available to allow a structural equation to be estimated for FPR. The Hausman test will be used to test this assumption.
Female education is well-known to be of primary importance for child survival, as well as fertility (Repetto, 1979 (Repetto, , 1986 Schultz, 1978; Waldmann, 1992; WHO, 1999) . A proxy for female education will thus be used in both stages of our analysis. Because data were unavailable for our entire sample, we used female literacy rate (FLIT) as a proxy for educational attainment.
Fertility is related to income inequality and we allow for such effects by using income inequality (GINI) (Kremer & Chen, 2000) . The Cp variable was tested in (1) but was insignificant, due likely to multicollinearity with the GINI variable. The per capita expenditure on health (HEX) was also included and is highly correlated with GDP in the bivariate correlations and thus may act as a proxy for GDP (PPP) per capita. Previous research in the area has found public health expenditure (HEX) explains little if any variation in mortality in cross-national studies (Filmer & Pritchett, 1999) . Inter-country confounding arguably reduces the explanatory power of this variable in such cross-sectional studies. Nonetheless, the effects of public health expenditure on mortality will be estimated indirectly by incorporating HEX in (1). The HEX measure is expected to be negatively correlated with total fertility since health services are related to availability of family planning (Bongaarts, 1978; Schultz, 1984) . Medical personnel was tested but removed from the final estimations because this variable essentially acts as a dummy for the Transition Economies and the CARs. (Figure 3 ) while specifying an appropriate instrumental variable for total fertility and allowing for any reverse causality between the two. The use of an IV for TFR in the mortality equations will thus allow the influence of factors which affect both total fertility and infant mortality, while avoiding simultaneity bias (Gravelle & Backhouse, 1987) . This is important in view of work such as Hanmer et al. (2003) , which supports the 'reverse causality' or effect of mortality on fertility. Chowdhury (1988) found regional variation and income determine the direction of the relationship between infant mortality and total fertility, with significant variation between countries even when income levels are similar.
Stage two: child mortality
The following three equations were estimated in the final analysis:
In specifying the child mortality equations, we first incorporate total fertility as an instrumental variable to obtain the first mortality equation (2). For comparison, we then ignore the possibility of simultaneity and replace estimated fertility with TFR as an explanatory variable in (3). Finally, to obtain (4), we first used all the exogenous variables from (1)-(3), and then followed a general-to-specific procedure to eliminate insignificant regressors one by one to arrive at specification (4). Regional dummies were added in each case as discussed in Section 4.
Results
Prior to estimation, all variables were examined for distribution and correlation with the dependent variables. Calculations were performed using EViews V. 5. All equations were estimated using OLS. All variables were log-transformed to improve pairwise linearity. The White correction was used to control for heteroskedasticity. Both Cp and GINI were tested, but
Cp was insignificant at the 10% level or better and thus removed. The GINI coefficient was excluded from (2) as it is included in (1) and its effects will be estimated indirectly. When included simultaneously with Cp, the GINI became insignificant and was thus excluded from (3-4). Of the regional dummies, only the CARs (positively) and Asian dummies (negatively) were significant, all others were insignificant. Only the results for CMORT are reported. The IMR results had lower explanatory power for all three specifications with all coefficients slightly smaller, but similarly significant.
Stage 1
The results from the first stage of our analysis are reported in Table 4 . The model was well specified with an Adjusted R 2 =.72, so R F T is a good IV for stage 2 of the analysis, and all variables were significant with expected signs. In contrast to the simple correlation, FPR is significantly negative. The Hausman test showed no simultaneity between total fertility and FPR (see discussion in section 3.2). The GINI coefficient was highly significant with an elasticity of 0.72, supporting previous findings that income distribution is an important determinant of fertility outcomes (Kremer & Chen, 2002) . The insignificance of the Cp variable may be due to multicollinearity between the GINI and the Cp.
Of the regional dummy variables in (1), only the Transition Economies dummy was significant and negatively related with R F T . All other dummies were insignificant at the 10% level or better. The dummy variables increased the overall explanatory power of the model to an
Adjusted R 2 =.81. The insignificance of the regional dummy for the CARs, however, shows that traditional socio-economic factors are adequate to explain fertility in the CARs. The results for stage 2 are reported in Table 4 . Equation 2 had high explanatory power with an Adjusted R 2 =.75. This specification was designed to control for any simultaneity in the fertility-mortality relationship and the Hausman test was insignificant. All variables were correctly signed and significant at the .05 level or better. CALPC had unit elasticity and the coefficient of R F T =0.68. The regional dummy variables were then included and the overall explanatory power increased to Adjusted R 2 =.82, while the coefficient of TB almost doubled.
IWS was included but became insignificant at the 10% level or better, as did IS in unreported regressions. High multicollinearity between these variables was a problem. Cp was also insignificant. The CARs regional dummy was significant and positive, while the Asian dummy was also significant, but negative.
Equation 3: No correction for simultaneity in the mortality-fertility equation
In (4), TFR was included as a regressor alongside the variables used in (3), for comparison with the IV estimate. In this specification, the overall explanatory power was slightly higher with an Adjusted R 2 =.79. Apart from the Cp, all other variables were similar, significant and correctly signed. The Hausman test for simultaneity between TFR and child mortality was negative. Regional dummy variables hardly change, though the CARs dummy now has a t-value of 2.15, and the explanatory power of the model rises, with an Adjusted R 2 =.84. We conclude that in our sample simultaneity is not a problem and that (4) is well-specified.
Equation 4: Exogenous variables only
After first including all exogenous variables used in (1) and (2), insignificant variables were removed in a general-to-specific procedure resulting in specification (4). The variables which remained significant and correctly signed were CALPC, Cp, TB, FAP and FLIT. Key variables that jointly explain TFR and child survival were FLIT and Cp, while CON, FPR, GINI and HEX were only significant in explaining TFR. The insignificance of HEX in the mortality equation reinforced findings in the literature (see discussion in 3.2). The elasticity of Cp was slightly above the range reported in the literature for an income variable (Filmer & Pritchett, 1999) . The CALPC had the greatest magnitude in (4) with greater than unit elasticity; it is highly correlated with GDP and may be acting as a proxy variable for income. Adding regional dummies, we find that the CARs dummy is significant at the 1% level with a t-value of 2.76
while the Asian and Transition Economies dummies were significantly negative. The explanatory power increased, shown by an Adjusted R 2 =0.84. The magnitude of most variables was reduced, apart from FLIT and TB which increased while Cp became significant at the 10% level.
Therefore, after controlling for important socio-economic factors and improving the efficiency of our estimators in Eq. 4 with the inclusion of regional dummies, the effect on under-5 mortality attributed to living in the CARs is estimated to be 31/1000. Based on a mean under-5 rate in the CARs of 75/1000, the increased probability of dying between 0 and 5 is approximately 71%-indicating a significant concern for overall population health and life expectancy at birth linked probably to omitted factors, such as environmental health variables.
Although not reported, a further robustness test was made by including GDP in Eq. 4, and the Adjusted R 2 increased only slightly to .77 without the regional dummies and .85 with them.
CALPC lost significance, though its simple correlation with GDP of 0.59 was not excessive.
Only the Cp variable gained significance. All other variables remained significant, though with smaller coefficients. The CARs dummy likewise remained significant, but at the 10% level and the Asia and Transition Economies dummies were significant and negatively signed as before.
The result confirms our specification of Eq. 4, as GDP is widely considered the most important explanatory variable for mortality, but did not significantly improve the overall explanatory power of the model.
These results also suggest that the use of total fertility and per capita GDP to explain mortality in highly heterogeneous samples including both developing and developed countries is problematic and may yield misleading magnitudes of some key policy variables. For example, in a sample of 116 developed and developing countries, Zakir and Wunnava (2002) used total fertility as an explanatory variable for infant mortality and found it to be highly significant, but did not detect simultaneity. This may be a result of not controlling for regional or country-specific effects to capture the unobserved heterogeneity or stages of social development across their very different countries that Chowdhury (1988) had found to be crucial for the direction of causality.
With GDP as their dominating explanatory variable they explain 90% of cross-country variation, but ignore multicollinearity problems. They also found female participation to increase mortality, but do not consider the female agricultural participation that we found to be much more important in the final mortality estimation. Their health expenditure was insignificant, and they do not include any environmental or health proxies.
In a more comprehensive study of about 100 low to middle-income countries, Filmer & Pritchett (1999) found a simple negative correlation between under-5 mortality and per capita GDP of almost 0.93, with obvious multicollinearity between this and several other variables in what they describe as a "state of the art" equation. Their main result that public health expenditure has no significant effects on mortality is confirmed in our results. As an example of the problems raised by using GDP in a heterogeneous sample, their female education variable has a correlation of 0.81 with GDP, and the coefficient values range across estimates from -0.008 to -0.1, though they do not discuss the low estimate or multicollinearity problems. By contrast, our female literacy (FLIT) is stable and significant for both mortality and fertility. Raising FLIT, and female education, is likely to be an extremely cost-effective policy in developing countries (Desai & Alva, 1998) . Filmer & Pritchett's (1999) single environmental health variable (access to safe water) was insignificant and mortality rates in Muslim countries were generally higher. In our study, the CARs are one of two groups of Muslim countries. Since the other group, the Middle East and North African countries were our base region (without a dummy) , the significance of the CARs dummy shows that religion is not the key factor, and provides further confirmation of our hypothesis that mortality there cannot be fully captured by traditional variables.
Conclusions
Environment and population health determinants vary greatly both within and between countries and traditional emphasis on economic determinants alone does not reveal either the sustainability of a country's wellbeing and health or the environmental influences on such health outcomes. In contrast to much previous work using fertility to explain mortality, we identify exogenous determinants of both mortality and fertility. The female literacy rate has the strongest effects in both estimates, but our new measure of consumption of the poor (directly), and income distribution (indirectly), were also significant. Our final, general-to-specific choice of independent variables avoids multicollinearity and endogeneity problems, and with the female share of the agricultural labour force and tuberculosis should capture at least some of the mortality effects of the agricultural -environmental degradation that is most advanced in the CARs. Nevertheless, the CARs dummy was robustly significant for mortality but not for fertility, indicating for the first time in an international analysis the significant excess mortality attributable to the region. This confirms the suspicions raised by previous medical and epidemiological studies at the individual level, as well as the urgency of extending our encompassing approach to disaggregated, regional level analysis of the CARs.
APPENDIX A Data Appendix
The database for measuring consumption of the poor (Cp) draws on 454 surveys covering 97 developing countries and incorporates 93% of the population of the developing world, with over 1.1 million households interviewed, giving an average sample size of approximately 11,000; the distributions are weighted by household size.
Countries with surveys on consumption available in 2001 were used in this analysis. (Chen & Ravallion, 2004 ) Information on total mean consumption, the poverty headcount and gap are utilized to estimate mean consumption of the poorest share of the population. The Cp estimates were obtained by the World Bank's Data group based on a basket of price and consumption data collected by the 1993 International Comparison Project (ICP) which covered 110 countries.
Calculation of (Cp)
Using the 
APPENDIX B Countries used in analysis by regional groupings
