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It is usually assumed that a quantum computation is performed by applying gates in a specific
order. One can relax this assumption by allowing a control quantum system to switch the order in
which the gates are applied. This provides a more general kind of quantum computing, that allows
transformations on blackbox quantum gates that are impossible in a circuit with fixed order. Here we
show that this model of quantum computing is physically realizable, by proposing an interferometric
setup that can implement such a quantum control of the order between the gates. We show that this
new resource provides a reduction in computational complexity: we propose a problem that can be
solved using O(n) blackbox queries, whereas the best known quantum algorithm with fixed order
between the gates requires O(n2) queries. Furthermore, we conjecture that solving this problem in
a classical computer takes exponential time, which may be of independent interest.
Introduction.—A useful tool to calculate the complex-
ity of a quantum algorithm is the blackbox model of
quantum computation. In this model, the input to the
computation is encoded in a unitary gate – treated as a
blackbox – and the complexity of the algorithm is the
number of times this gate has to be queried to solve the
problem.
Typically, black-box computation is studied within
the quantum circuit formalism [1]. A quantum circuit
consists of a collection of wires, representing quantum
systems, that connect boxes, representing unitary trans-
formations. In this framework, wires are assumed to
connect the various gates in a fixed structure, thus the
order in which the gates are applied is determined in
advance and independently of the input states. It was
first proposed in [2] that such a constraint can be re-
laxed: one can consider situations where the wires, and
thus the order between gates, can be controlled by some
extra variable. This is natural if one thinks of the cir-
cuit’s wires as quantum systems that can be in super-
position.
Such “superpositions of orders” allow performing
information-theoretical tasks that are impossible in the
quantum circuit model: it was shown in [3] that it is
possible to decide whether a pair of blackbox unitaries
commute or anticommute with a single use of each uni-
tary, whereas in a circuit with a fixed order at least one
of the unitaries must be used twice. (The same task was
considered in a quantum optics context in [4], where a
less efficient protocol was found.)
It was not known, however, whether this advantage
can be translated into more efficient algorithms for
quantum computing, i.e., if a quantum computer that
can control the order between gates can solve a com-
putational problem with asymptotically less resources
than a quantum computer with fixed circuit structure.
Here we present such a problem: given a set of n uni-
tary matrices and the promise that they satisfy one out
of n! specific properties, find which property is satis-
fied. The essential resource to solve this problem is the
quantum control over the order of n blackboxes, first
introduced in Ref. [5]. We show that, by using this re-
source, the problem can be solved with O(n) queries to
the blackboxes, while the best known algorithm with
fixed order requires O(n2) queries. Furthermore, while
both quantum methods of solving the problem run in
polynomial time, the best known classical algorithm to
solve it runs in exponential time, which may be of in-
dependent interest.
We further discuss a possible interferometric imple-
mentation of the protocol. For the superposition of the
order of just two gates, a realization with current quan-
tum optics techniques is possible. For a higher number
of gates practical implementations become more chal-
lenging.
Algorithm.—The quantum control of the order be-
tween n unitary gates can be formalized by introduc-
ing the n-switch gate. As in Ref. [5], we consider a
d-dimensional target system, initialized in some state
|ψ〉, and an n!-dimensional control system. Let {Ui}n−10
be a set of unitaries and
Πx = Uσx(n−1) . . .Uσx(1)Uσx(0) (1)
for some permutation σx, where x = 0, . . . , n!− 1 is a
chosen labelling of permutations1. Then the n-switch
Sn is a controlled quantum gate: its effect is to apply
the product of unitaries Πx to the state |ψ〉 conditioned
on the value of the control register |x〉. In symbols,
Sn|x〉|ψ〉 = |x〉Πx|ψ〉. (2)
1 More preciselly, σx(j) is the image of the jth element under the
permutation x
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2Using this gate we can introduce an algorithm that
exploits the quantum control of orders to achieve a re-
duction in query complexity for the solution of a spe-
cific problem. The algorithm is based on the standard
Hadamard test. The idea is to initiate the control system
in a state corresponding to a uniform superposition of
all permutations, apply Sn, and then measure the con-
trol system in the Fourier basis. With a suitable choice
of the unitaries, we can make the result of this mea-
surement deterministic and, since there are n! different
results, this means that we can differentiate between n!
different properties of n unitaries.
To be more precise, let ω = ei
2pi
n! . We say that the set
of unitaries {Ui}n−10 has property Py if it is true that
∀x Πx = ωxyΠ0, (3)
for the given y. For example, property P0 is the prop-
erty that Πx = Π0 for all x, i.e., that all the matrices
commute with each other.
Note that it is not possible to satisfy property P1 if
the dimension of the unitaries d is less than n!. To see
that, consider x = y = 1, and take the determinant on
both sides of equation (3):
detΠ1 = ωd detΠ0. (4)
Since detΠx = detΠ0, it follows that ωd = 1, and there-
fore d must be at least n!.
The computational problem is defined as follows:
given a set {Ui}n−10 of unitary matrices of dimension
d ≥ n!, decide which of the properties Py is satisfied by
this set, given the promise that one of these n! proper-
ties is satisfied.
The protocol for solving this problem is the follow-
ing: we initialize the target system in any state |ψ〉, and
the control system in the state |C〉 which corresponds
to an equal superposition of all permutations:
|C〉|ψ〉 = 1√
n!
n!−1
∑
x=0
|x〉|ψ〉. (5)
Then, we apply the n-switch:
Sn|C〉|ψ〉 = 1√
n!
n!−1
∑
x=0
|x〉Πx|ψ〉. (6)
Now we apply the Fourier transform over Zn! to our
control qudit
Fn!Sn|C〉|ψ〉 = 1n!
n!−1
∑
x,s=0
|s〉ω−xsΠx|ψ〉. (7)
and measure the control qudit in the computational ba-
sis, with outcome probabilities
ps =
1
n!2
∥∥∥∥∥n!−1∑x=0 ω−xsΠx|ψ〉
∥∥∥∥∥
2
. (8)
Using the promise Πx = ωxyΠ0 we get that
ps =
1
n!2
∥∥∥∥∥n!−1∑x=0 ωx(y−s)Π0|ψ〉
∥∥∥∥∥
2
= δsy, (9)
that is, if property Py is true, the result of the measure-
ment is going to be y with probability one, so we can
find out which property the unitaries have in a single
run of the protocol.
We should notice that the problem is not trivial, i.e.
there exist, for every n, infinitely many sets of unitary
matrices that satisfy each of the n! properties Py (see
Appendix A) The problem, and the corresponding pro-
tocol, can be also modified to tolerate possible experi-
mental error. This modification is shown in Appendix
B.
Query Complexity.–We are interested in determining
the number of times that the unitaries Ui must be used
to run the algorithm. Clearly this depends only on
the implementation of the n-switch gate, since the uni-
taries are not used anywhere else. As proposed in [2],
the switch can in principle be implemented by adding
quantum control to the connections between the uni-
taries. In such an implementation it is sufficient to use
a single copy of each unitary, while the control system
determines the order in which the target system passes
through the unitaries.
Since the implementation with quantum control of
the connections between gates is explicitly outside the
quantum circuit formalism, we cannot simply calculate
the number of uses of the unitaries by counting the
number of times they appear in a circuit. Neverthe-
less, we can formulate the notion of “gate uses” in a
precise, operational, way. Imagine we append, to each
gate, an additional “flag” quantum system that counts
the number of times that gate is used. This can be done
in a reversible way: the j-th flag is initialized in the state
|0〉j and, whenever the unitary Uj is used, it is updated
through the unitary transformation | f 〉j → | f + 1〉j. It is
easy to see that, after applying the n-switch, the state
of the flags factorizes, with each flag in the state |1〉j.
According to this definition, the total number of queries
necessary to run the algorithm is n.
In comparison, the optimal simulation of the n-
switch gate with a fixed circuit has query complex-
ity Ω(n2) 2. To see this, first note that one can as-
sume without loss of generality that all blackbox uni-
taries are applied each in a different time step, since if
two blackboxes are applied in parallel, we can always
introduce a time delay between them, without chang-
ing the action of the circuit. More technically, a circuit
2 We say that f (n) is Ω(g(n)) if there exists a constant M such that
f (n) ≥ Mg(n) for sufficiently large n.
3defines a partial order for its gates, which can always
be completed into a total order. Then, let {Ai}m−10 be
the m blackbox unitaries appearing in the circuit, with
Aj ∈ {Ui}n−10 , queried in the order A0  · · ·  Am−1.
From the Appendix B of Ref. [2], it follows that it is
only possible to apply the Πx to |ψ〉 if the unitaries
Uσx(0), . . . ,Uσx(n−1) are present in the circuit in the order
defined by σx. The lower bound on the query complex-
ity is then the minimal m for which all n! permutations
of {U0, . . . ,Un−1} are present as subsequences of the
sequence {A0, . . . , Am−1}.
It turns out that this is an open problem in combina-
torics [6, 7]. However, it is known that the optimal m
respects the bounds
n2 − Cen7/4+e ≤ m ≤
⌈
n2 − 7
3
n+
19
3
⌉
for any e > 0, where Ce is a constant that depends on
e. This concludes the proof.
It is also possible to construct a quantum circuit that
simulates the n-switch gate from such a sequence. We
shall, however, refrain from doing so. Instead, for com-
pleteness, we present a simple circuit that simulates the
n-switch gate using m = n2 queries in the Appendix
C.
Of course, it might not be necessary to use the n-
switch gate in order to determine which property Py
the unitaries satisfy. For example, it is possible to solve
the problem by directly measuring the phase obtained
when applying the permutation σ1. Since Π1 = ωyΠ0,
this is sufficient to determine y. However, this protocol
can work only if the relative phase is measured with
an error smaller than 2pin! , and for blackbox unitaries
this can only be done with an exponential amount of
queries.
This is the case, for example, for Kitaev’s phase es-
timation algorithm [8]. This algorithm is not usually
applied to blackbox unitaries, but this can be done us-
ing the techniques in [9–11]. In this case, to calculate the
phase with the required O(n log n) bits of precision, one
would need to implement the matrices controlled-U2
k
i ,
with k = 1, . . . , n log n, which would require an expo-
nential amount of queries to the blackboxes Ui. Even if
one assumes that it is possible to apply controlled-U2
k
i
efficiently – a necessary assumption to make Kitaev’s
algorithm efficient – one would need O(n log n) queries
to each U2
k
i oracle. Since there are n unitaries Ui, the
query complexity would be O(n2 log n), which is still
less efficient than simulating the n-switch with a fixed
circuit.
Running time.—Instead of query complexity we may
want to consider the running time of the algorithm. If
we assume that this is dominated by applying the uni-
taries Ui, then there is no difference between the im-
plementation with superposition of orders or the fixed
quantum circuit: both run in time O(n) (see Appendix
C).
It is interesting, nevertheless, to compare the time
required to solve the problem between quantum and
classical computers. If we assume that the unitaries Ui
are decomposed in a polynomial amount of elementary
gates, they can be given as an input of polynomial size
to a classical algorithm, and it makes sense to compare
the classical and quantum running times.
As argued above, the problem of determining y re-
duces to the problem of calculating the relative phase
between Π1 and Π0, which may differ by the permuta-
tion of a single pair of unitaries. However, as discussed
before, the dimension of the unitaries must be at least
n! for this problem to be nontrivial, and it seems un-
likely that one could extract the phase from these expo-
nentially large unitary matrices on a classical computer
in polynomial time. On the other hand, the running
time of the quantum algorithm is clearly polynomial
for unitaries decomposed in a polynomial amount of
elementary gates. Therefore we conjecture that for the
problem presented there is an exponential separation
between classical and quantum complexity, which may
be of independent interest.
Note that our algorithm is based on the quantum
Fourier transform, as are several algorithms that show
an exponential separation between classical and quan-
tum complexity, but there does not appear to be a more
direct connection with specific classes of quantum al-
gorithms, such as those that solve the hidden subgroup
problem (see Appendix D).
Physical implementation.—In Ref. [2] it was proposed
to apply the superposition principle to the physical
components of a quantum computer that determine the
order between gates. Since this requires a quantum
control over macroscopic systems, it seems outside of
the reach of current technology and could be practi-
cally unfeasible. Here we propose an implementation
of the n-switch that, although experimentally challeng-
ing, might be feasible.
We first consider an optical implementation of a 2-
switch for 2 × 2 unitaries, illustrated in Fig. 1 (this
implementation was independently developed in [12]).
The control system is the polarization of a photon and
the target system some internal degree of freedom of
the same photon, such as space bins, time bins, or an-
gular momentum modes. If the photon is prepared in
a horizontally polarized state |H〉, it is transmitted by
both polarizing beam splitters (PBSs), resulting in the
application of the unitary U0 first and of U1 second. A
photon in a vertically polarized state |V〉 is reflected
by both PBSs, thus the two unitaries are applied in
the reversed order. For an arbitrary polarization state
α|H〉+ β|V〉, the photon exits the interferometer in the
state α|H〉U1U0|ψ〉+ β|V〉U0U1|ψ〉, which corresponds
4PBS PBS
U0
U1
Figure 1. Linear optical implementation of the 2-switch. The
unitaries U0 and U1 act on internal degrees of freedom of a
single photon, such as space bins, time bins, or angular mo-
mentum modes. The polarization state of the photon deter-
mines the order in which the unitaries are applied. A photon
with polarization |H〉 is transmitted by the polarizing beam
splitters (PBSs), so that U0 is applied before U1. For a photon
with polarization |V〉, reflected by the PBSs, U1 is applied first
and U0 second.
Figure 2. Implementation of the n-switch (in the figure,
n = 3). Both control and target, in state |x〉 and |ψ〉 respec-
tively, are encoded in a single (possibly multi-particle) sys-
tem. When the system enters the n-routers (Rn) in mode j,
it is redirected to mode σx(j) and the unitary Uσx(j) is applied
to |ψ〉. R−1n performs the inverse permutation and sends the
system to mode j + 1 of the first router. In this way, a sys-
tem entering mode 0 of the first router, eventually exits mode
n− 1 of the second router with target in the state Πx|ψ〉.
to the output of the 2-switch.
The extension of this scheme to the general case of
an n-switch can be obtained with a generalization of
the PBS to an element, which we call n-router, with
n input modes and n output modes (see Fig. 2). If the
control system is in a state |x〉, the n-router sends the
input mode j to the output mode σx(j). The unitary
Uσx(j) is applied to a system in the mode σx(j), which
then enters a second router that performs the inverse
permutation. The output mode j of the second router is
then directed to the input mode j+ 1 of the first one. It
is straightforward to check that a system entering mode
0 of the first router in the state |x〉|ψ〉 exits mode n− 1 of
the second router in the state |x〉Πx|ψ〉. (In Appendix
E we show how to construct an n-router with O(n2)
binary routers.)
This higher-dimensional routing can be achieved,
for example, with orbital angular momentum of light
[13, 14]. However, the main limitation of an optical im-
plementation of the n-router is that it is not scalable in
an obvious way, since it requires encoding an exponen-
tial number of degrees of freedom in a single photon
(n! for the control system and, as argued before, at least
n! for the target system). A scalable implementation
could be obtained by encoding the degrees of freedom
in O(n log n) particles, each carrying a constant num-
ber of degrees of freedom (e.g., one qubit each). The
main challenge is then to implement a router that, con-
ditioned on the multiparticle state, coherently directs all
the particles in a specific mode. This is in principle pos-
sible if the particles are bound together, e.g. as atoms in
a molecule. Recent progress in matter-wave interferom-
etry suggests that such a quantum control of composite
systems could be achievable in the future [15, 16].
Other realizations of superposition of orders, based
on different models of computation, could also be pos-
sible. For example, an implementation of the 2-switch
within adiabatic quantum computing was proposed re-
cently [17].
Conclusion.—We have shown that extending the
quantum circuit model by allowing quantum control
of the order between gates provides a reduction in the
number of queries needed to solve a computational
problem. Furthermore, we have proposed a physically
realizable experimental scheme to implement such a
control.
While the reduction is only polynomial, and thus
does not create a new complexity class, the result shows
that extending the quantum circuit model is possible
and can provide a computational advantage. Besides,
the computational problem introduced has no known
efficient solution by a classical algorithm, which may
be of independent interest.
Other extensions of the quantum circuit model of
blackbox computation have been proposed [11]: it was
shown recently [11, 18, 19] that a quantum circuit can-
not apply blackbox gates conditioned on the state of a
control qubit. However, such a control is physically re-
alizable [9, 10] and therefore should be allowed by the
formalism. It is also intriguing to ask what computa-
tional advantages might be achieved once the restric-
tions imposed by the fixed causal structure of quantum
mechanics are relaxed [20].
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Appendix A: Existence proof of the sets of unitaries
We need to show that for every y there exists a set
of unitaries that satisfies property Py, otherwise the
problem becomes trivial. More specifically, we will
show that for every integer n ≥ 1 and every y ∈
{0, . . . , n! − 1} it is possible to find a set of n unitary
matrices {Ui}n−10 such that
Πx = ωxyΠ0 (A1)
is true for all x for some choice of y, where
Πx = Uσx(n−1) . . .Uσx(1)Uσx(0), (A2)
and ω = ei
2pi
n! .
We first present the construction for y = 1. In this
case, to each permutation of the matrices corresponds
a different phase ωx. We start by proving that the pair-
wise relations
UkUj = ωk!UjUk for k > j ≥ 0 (A3)
generate all the n! required phases. In order to prove
this, it is convenient to introduce an explicit labeling
of the permutations. A generic permutation of the n
matrices {Un−1, . . . ,U0} is labeled by a sequence of in-
tegers (an−1, . . . , a1), with 0 ≤ ak ≤ k, and is obtained
by shifting the matrix Uk to the right ak times, starting
from k = 1. As an example, let us construct the four-
element permutation labeled by (3, 1, 1). First, we swap
U0 and U1 (i.e., we shift U1 one position to the right),
obtaining U3U2U0U1, then we shift U2 one position to
the right and obtain U3U0U2U1. Finally, we shift U3
three times to the right and get the desired permuta-
tion, U0U2U1U3. In this procedure, each matrix Uk is
swapped ak times with matrices Uj having j < k. Thus,
if the relations (A3) hold, the permutation labeled by
(an−1, . . . , a1) produces a phase ωx, where
x =
n−1
∑
k=1
akk! (A4)
6is the expansion of the integer x in the factorial basis
(or factoradic expansion). For the given example, x =
3× 3! + 1× 2! + 1× 1! = 21.
We construct now a set of n unitary matrices that sat-
isfy the pairwise relations (A3). They are constructed
from the generalized X and Z matrices
X =
n!−1
∑
j=0
|j⊕ 1〉〈j|, (A5a)
Z =
n!−1
∑
j=0
ω j|j〉〈j|, (A5b)
where ⊕ denotes the sum modulo n!. Note that they
satisfy the commutation relation
ZX = ωXZ. (A6)
Then we define
Uk =
(
Zk!
)⊗k ⊗ X⊗ 1⊗n−k−1 for k < n− 1,
Un−1 =
(
Z(n−1)!
)⊗n
,
(A7)
where we are using the convention that A⊗0 = 1. For
n = 4, the set of unitaries defined by (A7) reads
U0 = X⊗ 1⊗ 1,
U1 = Z⊗ X⊗ 1, (A8)
U2 = Z2 ⊗ Z2 ⊗ X,
U3 = Z6 ⊗ Z6 ⊗ Z6.
It is easy to check that the matrices generated according
to these rules satisfy property (A3). A set of n unitary
matrices that satisfies property (A1) for an arbitrary y
can be found by repeating this construction with ωy in
place of ω.
Note that this construction is enough to show that
there is an infinity of sets of unitaries satisfying prop-
erty (A1), since the choice of basis in the definition of
the matrices X and Z in equation (A5) is arbitrary.
This construction generates matrices with dimension
d = n!n−1, which therefore must act on O(n2 log n)
qubits. One can also see that they can be implemented
with a polynomial amount of elementary gates, since
they are tensor products of a linear amount of X and
Zk matrices, that can themselves be implemented with
a polynomial amount of elementary gates.
One can also get constructions with the correct
phases in lower dimension, which might be interesting
for an experimental implementation. For example, for
n = 3, the following 6-dimensional matrices also work:
U0 = X,
U1 = ZX, (A9)
U2 = Z2.
This construction saturates the lower bound d ≥ n! we
presented in the main text. It is an interesting puzzle to
find out whether there exists a construction with d = n!
for every n.
Appendix B: Tolerating experimental error
In an experimental implementation, no property Py
can be satisfied exactly, so to run this algorithm one
needs to be able to tolerate some deviations from it. To
do this, notice that property Py is satisfied if and only if
1
n!2d
∥∥∥∥∥n!−1∑x=0 ω−xyΠx
∥∥∥∥∥
2
HS
= 1, (B1)
where ‖·‖HS is the Hilbert-Schmidt norm. This is a sim-
ple consequence of the fact that this norm is defined
through an inner product. We then reformulate the
problem such that a set of unitaries satisfies the modi-
fied property P′y if
2
3
≤ 1
n!2d
∥∥∥∥∥n!−1∑x=0 ω−xyΠx
∥∥∥∥∥
2
HS
≤ 1 (B2)
for a given y ∈ {0, . . . , n! − 1}. The problem is still
to decide which property P′y the set of unitaries have,
given the promise that they have one of them.
Note that, in this version of the problem, we cannot
anymore use an arbitrary pure state |ψ〉 to perform the
protocol, since it is not true anymore that the probabil-
ities
ps =
1
n!2
∥∥∥∥∥n!−1∑x=0 ω−xsΠx|ψ〉
∥∥∥∥∥
2
are independent of |ψ〉. In fact, it is possible to have a
set of matrices such that the lhs of Eq. (B1) is arbitrarily
close to 1, while py for some state |ψ〉 is equal to 0.
Instead, we can use the maximally mixed state, since
then the outcome probabilities ps become directly re-
lated to the Hilbert-Schmidt norm, as
ps =
1
n!2d
∥∥∥∥∥n!−1∑x=0 ωxsΠx
∥∥∥∥∥
2
HS
(B3)
and therefore the promise implies that ps ≥ 2/3 for
s = y, and ps < 1/3 for s 6= y. These two conditions
are the ones necessary for a probabilistic algorithm to
work; they imply that if we run the algorithm k times
and take as our guess for y the most common answer,
the probability of making a mistake goes down expo-
nentially with k.
7Appendix C: Implementing the n-switch gate in the
quantum circuit model
Here we describe how to simulate the n-switch gate
in the quantum circuit model. The simulation is based
on the circuit presented on Ref. [5], with the difference
that our scheme can be used for quantum (and not only
classical) control of the order.
In the main text we described the control system
|C〉 as encoding the permutation to be applied sim-
ply as a state running from |0〉 to |n!− 1〉. Here we
shall use a more convenient representation, expressing
|C〉 = |C1〉 . . . |Cn〉, where each |Ck〉 runs from |0〉 to
|n− 1〉, and indicates the unitary to be applied in the
position k. For example, to encode the permutation that
first applies U1, then U0, and then U2, we shall write
|C〉 = |102〉. This representation requires ndlog2 ne
qubits, a small overhead over the dlog2 n!e qubits that
are necessary to encode a permutation of n elements.
We also remark that the conversion between these two
representations can be done on a classical computer in
polynomial time, and therefore we shall note it no fur-
ther.
The circuit consists of a composition of n instances of
the following element, where k goes from 1 to n:
|Ck〉 • •
|ψ〉
S S
|a0〉 U0
...
...
|an−1〉 Un−1
The |ai〉 are ancillæ, and S is a gate that swaps |ψ〉
with the ancilla |ai〉 controlled on |Ck〉 = |i〉, leaving
the other ancillæ invariant. This gate clearly can be im-
plemented with a linear amount of elementary gates, so
we shall not discuss its implementation. Note that each
element contains n unitaries; therefore, since we need n
of these elements to implement the n-switch, the total
number of queries in this implementation is n2.
For example, using this construction for n = 3 gives
us the circuit
|C3〉 • •
|C2〉 • •
|C1〉 • •
|ψ〉
S S S S S S
|a0〉 U0 U0 U0
|a1〉 U1 U1 U1
|a2〉 U2 U2 U2
Note that when each unitary is applied only once to
the target system, i.e. when |C〉 encodes a permutation
or a superposition of permutations, then the ancillæ
disentangle from the control system at the end of the
circuit (since Ui is applied n− 1 times on |ai〉, indepen-
dently of |C〉). This is not the case when |C〉 encodes
a more general sequence of unitaries, thus this circuit
cannot be used to implement quantum control of arbi-
trary sequences of n unitaries3.
If the time used by the swap gates is neglected, this
circuit has running time n. It is easy to see that a circuit
with this running time cannot use less than n2 queries:
in order to be possible to implement all permutations,
each of the n unitaries must be available in each of the n
time steps. It is however possible to reduce the number
of queries at the expense of the running time (for the
2-switch, an implementation with one query to U0 and
two queries to U1 is possible, see Ref. [3].) As shown in
the main text, no implementation with less than Ω(n2)
queries is possible. Note that this coincides with the
definition of “gate uses” introduced in the main text.
Appendix D: Relationship with other quantum algorithms
We would like to understand the relationship of our
algorithm with other known classes of quantum algo-
rithms; in particular, there are some similarities be-
tween our algorithm and those that solve the (abelian)
hidden subgroup problem, and we wanted to explore
how deep they are.
In the hidden subgroup problem one is given a group
G and needs to find (a set of generators for) a hidden
subgroup H, by using a function f (g) that is constant in
each coset of H, and different on different cosets. One
is given access to f via a black-box unitary that does the
mapping
U|x〉|y〉 = |x〉|y+ f (x)〉.
In our problem, one is given as input a set of unitaries
{Uj}n−1j=0 , with the promise that its permutations Πx act
as
Sn|x〉|ψ〉 = |x〉Πx|ψ〉 = ωxy|x〉Π0|ψ〉.
A first difference is that our unitaries act by apply-
ing a phase, instead of shifting the state of the an-
cilla. But if one nevertheless considers the function
3 The ancillæ also disentangle for sequences in which each unitary is
applied to the target a fixed number of times. For example, when
|C〉 is in a superposition of |002〉, |020〉, and |200〉 the ancillæ still
disentangle (in each case U0 is applied twice and U2 once), but not
when it is a superposition of |002〉 and |021〉.
8f (x) = ωxy one can see that it obeys the promise of
the hidden subgroup problem: it is a periodic func-
tion with period r = n!/ gcd(y0, n!), and if one takes
the group as G = Zn! with addition modulo n!, and
H = {0, r, 2r, . . .}, then f (x) is constant in each coset of
H and distinct for distinct cosets. Moreover, our algo-
rithm finds y and therefore r, solving the hidden sub-
group problem for this function.
Can we push this analogy further? More specifically,
can we use our algorithm to find the period of any
function f ′(x) that is constant on each coset of the hid-
den subgroup and different for different cosets? We
are going to show that this is not the case. Let then
f ′(x) = ωg(x) be such a function. We start in the state
|C〉|ψ〉 = 1√
n!
n!−1
∑
x=0
|x〉|ψ〉,
and apply the switch:
Sn|C〉|ψ〉 = 1√
n!
n!−1
∑
x=0
|x〉Πx|ψ〉 = 1√
n!
n!−1
∑
x=0
ωg(x)|x〉Π0|ψ〉.
Now we split the sum into the subgroup H and its
cosets:
Sn|C〉|ψ〉 = 1√
n!
n!−1
∑
x=0
ωg(x)|x〉Π0|ψ〉
=
1√
n!
r−1
∑
l=0
N
r −1
∑
a=0
ωg(l+ar)|l + ar〉Π0|ψ〉.
Now we use the fact that g(x+ r) = g(x),
Sn|C〉|ψ〉 = 1√
n!
r−1
∑
l=0
N
r −1
∑
a=0
ωg(l)|l + ar〉Π0|ψ〉,
and apply the inverse Fourier transform on the first reg-
ister:
Fn!Sn|C〉|ψ〉 = 1n!
n!−1
∑
s=0
r−1
∑
l=0
n!
r −1
∑
a=0
ωg(l)−y(l+ar)|s〉Π0|ψ〉
=
1
r
r−1
∑
k=0
(
r−1
∑
l=0
ωg(l)−k
n!
r l
)∣∣∣k n!r 〉Π0|ψ〉
The algorithm ends by measuring the first register in
the computational basis. At this point, it is useful to
compare this state to the one you would get if you were
applying the period-finding algorithm. With it, the state
of the first register would be
1√
r
r−1
∑
k=0
∣∣∣k n!r 〉,
a uniform superposition over the multiples of n!r , and a
constant amount of repetitions of the algorithm would
be enough to determine r with high probability.
Instead, because in our case the superposition is not
uniform, one needs an exponential amount of repeti-
tions in the worst case. To see that, consider the case
when g(l) = l mod n!. Then the probability of obtain-
ing |0〉 when measuring the first register is
sin2
(
pir
n!
)
r2 sin2
(
pi
n!
) ,
and this means that, for constant r, one would need to
make O(n!2) measurements to get an outcome different
than |0〉 and any information at all about the period r.
For this reason, it seems that the analogy between
our algorithm and the period-finding algorithm (and,
therefore, those solving the hidden subgroup problem)
cannot be pushed far. We think the true connection is
only at the more basic level that they are both applica-
tions of the quantum Fourier transform.
Appendix E: Decomposition of the n-router
We show how an n-router can be constructed us-
ing a polynomial number of elementary resources, each
equivalent to a polarizing beam splitter (PBS). Let |x〉 be
a basis element of the control system, and |j〉in denote
the j-th input mode to the router, with j = 0, . . . , n− 1
(for simplicity, we don’t write explicitly the target sys-
tem). Then the n-router performs the transformation
|x〉|j〉in 7→ |x〉|σx(j)〉out, where |σx(j)〉out is the σx(j)-
th output mode. In order to decompose this gate in
elementary ones, we first express the control variable in
terms of its factoradic representation, introduced in Sec-
tion A: x ↔ (an−1, . . . , a1), with 0 ≤ ak ≤ k. Then, we
represent each coefficient ak using k bits4 bk 1, . . . , bk k,
with bk j = 1 for j ≤ ak and bk j = 0 for j > ak. For
example, the values of a3 are represented as
a3 = 0 1 2 3
b3 1 = 0 1 1 1
b3 2 = 0 0 1 1
b3 3 = 0 0 0 1
In this way, we can encode the control quantum sys-
tem in n(n−1)2 qubits, |x〉 →
⊗n−1
k=1
⊗k
j=1 |bk j〉. Now we
can construct the n-router using a controlled binary
swap of modes for each control qubit |bk j〉. Recall that
an arbitrary permutation |j〉in 7→ |σx(j)〉out is obtained
shifting each mode k “to the right” by a number ak of
4 This encoding is clearly not optimal, since it requires O(n2) bits to
encode the n! permutations, instead of the required O(n log n). We
will however not invest more time to optimize this aspect of the
problem.
9positions, i.e. applying the unitary |k〉in 7→ |k− ak〉out,|j〉in 7→ |j + 1〉out for k − ak ≤ j < k. The idea is
to decompose this shift in swaps between neighboring
modes, with each swap controlled by one control qubit.
Explicitly, the controlled mode-swaps are defined as
|bk j〉|k− j〉in 7→|bk j〉|k− j+ bk j〉out (E1)
|bk j〉|k− j+ 1〉in 7→|bk j〉|k− j+ 1− bk j〉out,
and identity for the other modes. The n-router is then
obtained by first applying the mode-swap controlled by
|b1 1〉, then the one controlled by |b2 1〉 followed by the
one controlled by |b2 2〉 and so on, applying successively
each mode-swap controlled by |bk j〉 increasing k and,
for each k, increasing j.
As an example, consider a permutation identified by
the single non-vanishing factoradic coefficient a3 = 2.
The corresponding control qubits are then in the states
|b3 1 = 1〉|b3 2 = 1〉|b3 3 = 0〉. First we apply the
swap between modes 3 and 2 controlled on |b3 1〉. Since
b3 1 = 1 this results in the mode-swap |3〉 ↔ |2〉. Then,
since b3 2 = 1, the modes 2 and 1 are swapped. Com-
posing the two swaps, we obtain the transformation
|3〉 → |1〉, |1〉 → |2〉, |2〉 → |3〉. Since b3 3 = 0, the
last mode-swap is not applied, the result of the two
mode-swaps is therefore the shift of mode 3 by a3 = 2
positions to the right. By composing this procedure for
an arbitrary set of coefficients (an−1, . . . , a1), the corre-
sponding permutation of modes is realized.
The building block of this construction is the con-
trolled swap of two modes, which is essentially equiva-
lent to a PBS (for a PBS, the control qubit is the photon
polarization). We stress that this element does not cor-
respond to any traditional elementary gate of a quan-
tum circuit, and it should thus be considered as a new
elementary resource.
In Ref. [5], a different approach was proposed for
the scalable realization of the n-switch: a construction
was proposed that realizes the n-switch using O(n2)
2-switches. This construction, however, is not appli-
cable to our case, since our definitions differ slightly5.
Furthermore, the construction based on the n-router
element is more directly related to the interferometric
implementation proposed in the main text.
5 According to the definition from [5], the n-switch orders the n
unitaries according to the prescribed permutation, but it does not
directly compose them to each other. It is thus possible to plug ad-
ditional elements between any pairs of unitaries, making the con-
struction of the n-switch from 2-switches possible. The 2-switch
of [5] can be reproduced by a 3-switch as defined here, with the
prescription that only the first and last position are swapped, while
the position in the middle is fixed and can be used either as an
identity or to plug input and output of another switch.
