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Abstract
To work efficiently in an augmented reality (AR) environment, interactions with virtual objects must be
closely integrated with familiar experiences in the real world. This project was designed to further
current research into the use of 3D printed trackable objects for tracking to virtual objects in an AR
environment. The positions of these real-world objects can be used to generate virtual surfaces, or
canvases, and allow the user to direct their environment using easy to understand, tactile feedback.
The project has been broken down into 3 basic components: 3D printing, object tracking, and virtual
canvas generation. The complete GitHub repository containing the project can be found at:
https://github.com/barrelmaker97/VirtualCanvas. The focus of this report will be the object tracking
and virtual canvas generation components of the project.

Methods
For this project, the Microsoft Hololens served as the main AR environment and provided object
tracking capability. Later in the project, an Android app was also created to see how well the software
would translate to other devices and to speed up the development process. 3D printed objects were
scanned using an app provided by Vuforia for use with their object tracking software, which is
packaged as part of the Unity game engine. Each 3D printed object was placed on a specialized mat
and scanned using the Vuforia app, which generated a cloud of detail points that differentiate that
object from other objects. After each object was scanned, the object data file was uploaded to
Vuforia’s online database, which processed the file and prepared it for use. Once this was complete,
the whole database was downloaded and added to the Unity project, at which point any of the
scanned objects could then be tracked in the AR environment. The interfaces in these environments
were created in part with components from the Microsoft Mixed Reality Toolkit, which provides
prefabricated virtual objects and scripts to speed up development. Vuforia Model Targets, which was
mentioned in the project proposal, is software that would negate the need to scan the objects. In the
proposal, it was noted that this could speed up the development process and provide more accurate

tracking because the software only requires the 3D model file that was already used to print the
object. Disappointingly, this software limited use to twenty times, and was not suitable for use in this
project. Within the AR environment, virtual canvases were generated by tracking two different 3D
printed objects, calculating the distance vectors between them, and dynamically resizing a canvas
using those vectors. This provided a properly sized canvas that responded quickly to user input.
Findings
This project led to the discovery of some important considerations to keep in mind when developing
for AR as well as some challenges that can be addressed in future research. The difficulty of creating
scenes that use the tracked objects in an intuitive way was discovered early in the project and shaped
the interface design for the rest of the project. This went hand in hand with a complete redesign of the
Microsoft tools that were used to create the interfaces. Some trouble was also encountered when
playing video on the canvas surfaces. Initial video tests lagged quite badly and would eventually
freeze, making navigation of the AR environment difficult. Lowering the quality of the video did
improve performance, but not to acceptable levels. This is mostly due to hardware limitations of the
Hololens and Android phones. With some of the 3D printed models that looked similar each other, the
tracking software could become momentarily confused as to which object it was seeing. This could be
quickly fixed by placing the other object in the scene but might cause confusion for users.
Development of the Android app also provided insight into the need for a clearer control system.
Using the built-in hand gestures worked well on the Hololens but was not possible on an Android
device that lacked gesture tracking. The code for moving the camera also needed be re-written so
that the camera matched the orientation of the Android device. Overall, this project accomplished the
goal of creating resizable canvases using 3D printed objects in an AR environment.
Significance
The ability to navigate through an AR environment must be as simple to do as possible, especially
when that environment is being used to provide important visualizations of complex datasets. The
ability of AR to display data over the real work makes it a powerful tool for visualization, pointed out

by Zonglei Huang when he says that “In an augmented reality system, the user can see the real
scene with the virtual object superimposed onto the real scene.” (p. iii, 2002). AR applications can
leverage this ability to “provide users with the illusion that virtual and real objects coexist
indistinguishably in the same space” (Zheng, 2015, p. iii). While this is an exciting prospect, according
to Dr. Feng Zheng, the AR system must accurately register real and virtual objects to make the
illusion spatially and temporally coherent, which can be accomplished by minimizing errors in
calibration, tracking, modeling, and system delay. This project builds off not only this work, but
previous work that has been done in the ddiLab here at NIU. This project’s focus on the use of easy
to manipulate objects, accurate tracking, and easy to understand canvas manipulation techniques
increases usability of this already powerful technology.
Conclusion
Based on the findings from this project, one can see that the tracking of objects in an AR environment
works well enough to create resizable canvases, but also has considerable room for improvement.
Creating more intuitive user interfaces that guide the user to their target could help make the
experience more enjoyable, which could be accomplished in future research using newly developed
tools and guidelines. These interface improvements will facilitate better cross-platform performance if
they scale properly to the device they are running on. Improved performance of newer hardware will
also increase the reliability of video in AR applications.
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