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Summary
Missions involving multiple spacecraft have been in the spotlight during the last years due
to the number of scientific and engineering advantages they offer. They are crucial in the
context of Earth monitoring, disaster management and data relay missions which provide
a way of addressing the increasing demand of the volume of data produced on-board
daily. The spacecraft are equipped with complex instruments of many capabilities and
diverse constraints which exponentially increase the possible state of the constellation at
each moment. Hence, their management has become too complex for human operators to
handle. To this end, automated mission planning systems are designed and implemented;
the operator defines a goal on a higher level, i.e. submits an imaging request, and the
system is responsible for determining the activities to achieve it, taking into account the
mission’s capabilities and constraints. The main challenge when designing such systems
lies in finding methods that reliably produce optimal or near optimal solutions while
also satisfying certain scalability and responsiveness system requirements.
In this work, we consider two different target missions and propose a ground-based
space mission planning framework to address their planning problems. A coverage
planning problem for the Disaster Monitoring Constellation 3 mission from Surrey
Satellite Technology Limited is solved; an Earth imaging mission consisting of 3 agile
spacecraft, that is expected to image 1 million square km each day. We also address
the planning problem of a data relay mission, where Geostationary spacecraft act as
relays of data among low Earth orbit spacecraft and ground stations. The flexible LEO
spacecraft requests have different priorities and are far more than the GEO spacecraft
can accommodate, resulting in an oversubscribed scheduling problem. Both problems
are of very high computational complexity for exact methods to be efficient. We explore
the potential of a stochastic algorithm that is based on the ants’ foraging mechanism,
Ant Colony Optimization. Applying this nature-inspired technique to the two planning
problems, we manage to achieve optimisation of their schedules while coordinating the
constellation’s spacecraft. In order to further investigate the capabilities of the method,
we introduce and analyse the stability of a non-linear system that models the long-term
ACO dynamics in directed graph environments. The analysis provided insights that have
proved helpful in increasing the algorithm’s efficiency. The performance of the designed
system is validated by comparing our results with a Squeaky Wheel Optimization
approach, a method widely used in recent years in the space mission planning field.
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Optimization
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Chapter 1
Introduction
1.1 Motivation
The Earth observation (EO) market is going through an incessant expansion as EO
satellites gather information of different nature regarding the planet, while the end
users’ community that can benefit from this type of data is growing rapidly. At the
same time, modern EO satellite systems are experiencing an evolution of both their size
and dynamism; missions employing multiple coordinated spacecraft allow for a good
revisit frequency, enabling different mission capabilities and ensuring the robustness of
the constellation to possible spacecraft failures.
Planning and scheduling (P&S) the operations of such constellation missions is a
complex process with numerous capabilities and constraints expected to be taken into
account. A few examples include the constellation’s characteristics such as their agility,
available on-board memory and power consumption capabilities, the volume of user
requests with their associated desires and priorities, or other general constraints like the
weather and the Ground Station (GS) availability. A space mission planning system
(MPS) essentially determines which of its capabilities the satellite will perform and
when, as the available resources, mission goals, weather conditions and user requirements
evolve.
This growing complexity of modern missions’ operations does not allow for their
commanding to be solely based on human operators. Currently, companies and agencies
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pursue studies towards the design of automated solutions for planning and scheduling
the operations of a mission. The European Space Agency’s (ESA) efforts to advance
the use of Artificial Intelligence (AI) techniques in planning and scheduling for diverse
missions during the last decade [Donati et al., 2008] [Steel et al., 2009] [Donati et al.,
2011] [Iacopino et al., 2013a] is a representative example. In an automated system, the
operator defines a goal on a higher level, and the system is responsible for determining
the activities that are necessary to achieve that goal. Given the complexity of the
planning problems, the initial objective is to produce feasible plans for the missions;
there is a steadily increasing need, though, to introduce optimization processes. This is
also highlighted in [Hoffman and Padberg, 1996], where the authors have stated that “in
today’s changing and competitive industrial environment, the difference between using
a quickly derived ‘solution’ and sophisticated mathematical models to find a solution
can determine whether or not a company survives”.
The space mission planning problems’ search spaces can be too large and exhaustive
search methods will need an unreasonable amount of time to find solutions. Thus,
approximation algorithms are steadily increasing their presence in the field. In this
work, we employ a Swarm Intelligence (SI) algorithm, Ant Colony Optimization (ACO)
[Dorigo and Stutzle, 2004]. In the real world, ants coordinate via leaving marks in
the environment, a mechanism called stigmergy [Grasse, 1960]. ACO algorithms find
optimized solutions by exploiting this mechanism to distinguish among the problem
elements’ desirability. We apply ACO to planning problems that represent two current
trends of the space market: mapping areas on the surface of the Earth and addressing
scheduling problems on which there are more user requests than can actually be
accommodated by the available resources. We verify the validity of our approach by
comparing our results with the most widely used optimization method in space mission
planning, Squeaky Wheel Optimization (SWO) [Joslin and Clements, 1999].
Other than the optimality, designing an effective space MPS dictates two more
requirements: scalability and responsiveness. Such a system is expected to deal with
situations of increasing complexity without compromising the quality of its output. An
example is the current trend to design and operate missions of dozens of spacecraft,
which exponentially increases the dimensionality of the problems, while other system
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requirements also appear, e.g. a fair workload balance among the spacecraft. At the
same time, in a responsive MPS, the computational time needed for a solution to be
produced is sufficiently short, enabling the system to address urgent situations.
A critical issue of the current way MPSs are designed is that a small part of the
software can be reused in different missions. The largest part of the MPS is designed
for each new mission from scratch [Lenzen, 2015] which is costly in both time and
budget. Inspired by this need, we offer a comparison of the two problems addressed and
associate each of their characteristics with the resulting algorithm feature, concluding
on the potential of the proposed system to be used by multiple missions with different
goals and constraints combinations.
1.2 Aims and Objectives
The aim of this thesis is to explore the potential of a nature-inspired technique, ant
colony optimization [Dorigo and Stutzle, 2004], when applied to the field of goal-oriented
automated planning & scheduling for EO constellation missions. Our focus is on tailoring
ACO to different planning problems and comprehending the method’s ability to address
the three main requirements of optimality, scalability and responsiveness. This aim
shaped our main objectives:
• Identify the critical activities of a mission that affect its success - spacecraft
navigation, ground monitoring, mission planning, spacecraft coordination - and
their open issues, with respect to the current space market trends such as Earth
observation missions and end users’ community growth.
• In terms of techniques, we focus on a nature-inspired self-organising coordination
mechanism, stigmergy, which is found in the way ants coordinate indirectly via
the environment. Our second objective is to demonstrate the applicability and
benefits of such a mechanism to the space mission P& S field, by proposing a
planning algorithm based on the theoretical analysis of ACO employing formal
methods. This is an unexplored area in the MPS design context.
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• Develop the core algorithm of a generic ground-based MPS for two different target
missions, investigating the potential of the proposed approach. The Disaster
Monitoring Constellation 3 (DMC-3), operated by SSTL, is one of our target
missions; the current MPS used by SSTL does not provide the service of planning
for the complete imaging of large areas, which became our objective. Our second
target mission is a data relay one, within the context of which the potential of
ACO has not been explored yet.
• Provide guidelines to widen the applicability of the proposed approach to missions
of different capabilities, constraints and objectives, even outside the context of
Earth observation.
1.3 Methodology
Planning for a mission in the context of Earth observation constellations involves the
need to optimise the use of each satellite’s resources while optimizing the mission’s
return; this directly implies the need for coordination among the satellites’ activities in
order to avoid task overlap/duplication. EO constellations can consist of a number of
satellites providing data to large communities of customers with different priorities and
requests. Therefore, such planning problems consist of enormous search spaces with
hundreds of activities and constraints. A search method that views the entire search
space without some form of structure would either barely manage its dimensionality,
resulting in low performance, or require great computational power and time to provide
a solution.
In this work, we employ a Swarm Intelligence method, ACO. In this family of
algorithms, a group of software agents, called ants, drive the search for good solutions in
optimization problems. In order to apply an ACO algorithm, the optimization problem
is first transformed to an environment that is suitable for the ants to traverse. The most
common choice of environment is a weighted graph. The vertices/nodes and arcs/edges
of the graph represent an entity of the problem or a relationship between two problem
entities. The software ant-agents build solutions by incrementally adding an element to
an existing solution, while moving on the graph. This process is not deterministic, but
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stochastic. The new element that will be added to the solution is determined with the
use of a pheromone model. The model associates values with each graph component
(edges and nodes) defining the desirability of the component; the higher the value, the
more attractive the graph component hence the more likely it is for ants to choose it.
The pheromone values are modified online (at runtime) by the ants. Apart from the
pheromone values, the solution construction can obey to different rules which assist the
production of a feasible or optimized solution e.g. online pruning e.t.c.
Once a solution has been constructed, the pheromone values are updated based
on the success of the search. The aim of the pheromone update is to increase the
desirability of the components associated with good solution paths and to decrease the
chances of the those associated with bad ones to be chosen. The solution evaluation
method differs from algorithm to algorithm and problem specific characteristics can be
integrated, e.g. the optimal value of a problem is not always known; this feature can be
addressed by employing a dynamical evaluation based on the best found value and an
expected one.
Employing ACO, we benefit in two main areas; using a directed graph problem
representation, we create links among the problem elements, structuring the search space,
decreasing essentially its vast dimension. This type of representation is dictated by our
choice to employ this nature-inspired technique that produces solutions by exploiting
the ants’ coordination mechanism, stigmergy. It is this mechanism that provides the
method with its capabilities of efficiency and scalability.
1.4 Novel Contributions
This project’s novelties can be divided in two directions: theory and application. The
following list highlights the main contributions of this work to the state-of-the-art:
Theory:
• Employing the capabilities of dynamical systems theory, we model the pheromone
change per candidate solution for directed graph topologies and conclude on the
parameters effects on the model’s stability. We contribute to the state-of-the-art
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by increasing the applicability of the model by generalizing on the graph topologies
it can describe.
Application:
• A swarm intelligence method, ant colony optimization, was applied for the first
time to the design of the core planning algorithm of an MPS for two different
space mission planning problems: a coverage planning problem from an Earth
observation mission and an oversubscribed scheduling problem from a data relay
mission.
• The work provides insights on how to tailor real life NP-hard space mission planning
problems to the ACO environment using directed graph problem representations
and showing their effects to the optimizer’s performance.
• This is the first time a comparison between an ACO approach and the widely
used in space mission planning SWO is performed, for both problems under
investigation.
• Addressing the lack of MPS re-usability, a critical issue for mission operations, we
link each algorithm feature to a problem characteristic, providing guidelines to
the reader for the application of this approach to planning problems of different
constraints and goals combinations.
1.5 Publications
1.5.1 Conference
• Ant-Based Mission Planning: Two Examples. Ntagiou E., Armellin R., Iacopino
C., Policella N., Donati A. SpaceOps 2018, Marseille, France. (Best Student Paper
award). In this paper, we discuss the similarities and differences in the planning
process followed for each of the two problems under investigation and associate
the proposed system features with the problem characteristics in order to increase
the reusability of our approach.
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• Coverage Planning for Earth Observation Constellations. Ntagiou E., Armellin,
R., Iacopino, C., Policella, N., and Donati, A. International Conference on Auto-
mated Planning and Scheduling - Scheduling and Planning Applications woRKshop
(SPARK). Pittsburgh, 2017. In this paper, we presented the initial results of our
solving approach on the coverage planning problem for DMC3.
• Ant Colony Optimization applied to the Planning of a Data Relay Space Mission,
Ntagiou E., Armellin R., Iacopino C., Policella N., Donati A. 10th International
Workshop on Planning and Scheduling for Space (IWPSS 2017). This paper
includes a preliminary approach for the solution of the data relay mission’s
planning problem was presented along with results on the system performance.
• Coverage planning for agile EO Constellations using Ant Colony Optimisation,
Ntagiou E.,Palmer P.L.,Iacopino C., Policella N., Donati A. SpaceOps 2016,
May 16th-20th, Daejeon, South Korea. The paper is the first demonstration
of the DMC3 coverage planning problem we address and the ACO-based MPS
architecture employed.
1.5.2 Journal
• Ant-based automated mission planning for Data Relay space missions. Ntagiou
E., Armellin, R., Iacopino, C., Policella, N., and Donati, A. Journal of Aerospace
Information Systems. (accepted) In this paper we present the data relay planning
problem we address, the solving approach and results of the comparison with
SWO.
1.5.3 Book chapter
• Ant-based Mission Planning for Constellations: a generic framework applied to
EO and Data Relay Missions. Ntagiou, E., Armellin, R., Iacopino, C., Policella,
N., and Donati, A. Book chapter in “Space Operations: Inspiring Humankind’s
Future” by Springer (To be published on Spring 2019). The book includes the best
papers of conference SpaceOps 2018. Our presented paper is slightly adjusted.
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1.6 Thesis Structure
The remainder of the thesis is organised as follows. Chapter 2 reviews the relevant
literature present in a wide spectrum of the fields discussed in the thesis. We describe the
fundamental concepts of the space mission planning and scheduling field and the current
mission planning systems, before moving on to examine combinatorial optimization
methods, both exact and approximate ones. In Chapter 3 we provide a theoretical
analysis of the chosen ant colony optimization approach which leads to the modelling of
the pheromone change per solution path for arbitrary topology graphs, and an insight
of the effect of a critical algorithm parameter to the method’s behaviour.
Chapters 4 and 5 deal with real life mission planning problems. In Chapter 4, the
planning problem of SSTL’s DMC3 mission is presented; applying ACO we manage to
produce feasible optimized mission schedules. In Chapter 5, we analyse the planning
problem of a data relay constellation mission. Despite the problem complexity increase,
in this chapter we present the potential of ACO in very big problems, with an algorithm
adjustment so that the input is partially processed at each iteration. In both chapters,
the ACO method is studied by means of an extended performance analysis against an
optimization method that is widely used in space mission planning, SWO, on aspects
such as optimality, efficiency and scalability.
Finally, in Chapter 6 we conclude with a comparison between the two planning
problems, associating each problem element to a software system feature, generalizing
the capabilities of the designed MPS. The thesis’ conclusions are accompanied by its
limitations, and future research directions.
Chapter 2
Background and Literature
Review
In this chapter, we present in short the fundamental concepts necessary for understanding
the thesis. We aim at guiding the reader through the space operations world, the
introduction of automated systems to the mission planning and scheduling field and
the wide on-going research and potential of approximate methods for combinatorial
optimization problems. The chapter covers relevant work on all the topics touched
upon throughout the thesis. Nevertheless, since we find it will be more helpful for the
reader to understand more details on specific concepts after we have first introduced
and defined the applications analysed on the thesis, relevant work sections are also
presented in Chapters 3, 4 and 5 (Sections 3.2, 4.3, 5.2 respectively).
2.1 Space Operations
The success of a modern space mission does not only depend on a suitable space system
design and implementation, or a faultless launch process. One of the success determinants
is its management by the ground segment during all the mission phases. The preparation
of a mission’s operations encloses all measures taken by a team of experts linked to the
development, integration, validation, documentation and management of the mission’s
ground segment [Ohndorf, 2015]. Mission operations comprise all the activities carried
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out on the ground segment, making use of its infrastructure and software in order to
operate the spacecraft and their payloads, for example:
• Guidance, navigation and control (monitoring, orbit and attitude determination,
maneuver planning e.t.c)
• Management of ground based and on-board data processing and software
• Ground monitoring and fault detection isolation and recovery
• Mission Planning & Scheduling
The current closed and monolithic ground based operation system architectures do
not allow for interoperability or re-use of their infrastructure, as any software revision
for customization to a new mission will require the adjustment of the entire code base.
This renders the use of such systems in future missions of e.g. hundreds of spacecraft,
doubtful. The increasing missions’ complexity has ignited the need of controlling the
cost of mission operations. The replacement of monolithic ground system architectures
by service-oriented architectures gives space to smaller and modular components to
grow within the space sector since, by design, their only requirement is an interface
with the rest of the infrastructure. In this way, each mission operation process can be
designed separately and in a generic manner.
At the same time, mission operations gradually become too complex for a human
operator; it can be impossible for one to maintain a sufficiently detailed model of all
the possible states of a spacecraft in order to safely command it. Hence, operations
are currently moving to higher levels of abstraction, allowing for automation to take
care of the details. In this section, we discuss how automation is steadily increasing its
presence in the mission operations world, starting by defining the term and presenting
its advantages, to discussing its effects on different space operations.
2.1.1 Automation and Autonomy
The term automation is associated with the technological advances with which a process
is performed with as small human interference as possible [Groover, 2010]. A few
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clear examples that favoured the evolution of automation are activities of repetitive
nature such as various processes in factories, switching networks on and off, steering
and stabilizing ships and aircraft e.t.c. Automation is achieved by a combination of
various means, from mechanical and hydraulic to electronic devices and computers. The
general benefits of automation include improvements of the quality, higher accuracy
in the realization of a process and saving in different types of costs from material and
electricity to human resources.
Autonomy is the condition or quality of being independent, self-government, self-
sufficient. The word is of Greek origin, and translates to ‘living by one’s own law’. In
modern engineering systems, it translates to the independence from explicit external
control. In computer science, the concept of autonomy is strictly connected with artificial
intelligence. An autonomous system is equipped with some capabilities of perceiving
and acting on the environment in order to achieve the goals it has set. In real situations,
making a system autonomous is a very challenging task as it implies giving it the
judgement to face an uncertain reality. Even if a system is designed to be autonomous
in all its functionalities, in reality it can present different levels of autonomy/intelligence
depending on the activities performed without external control.
The different levels of system automation and autonomy depend on the balance
between decisions taken by human and machine. As the machine’s ‘intelligence’ increases,
a first transition from manual to automatic control takes place before another one from
automatic to autonomous control. Automatic systems operate based on a predefined
program, and thus act in a deterministic way, regardless of the situation, whereas
autonomous systems adjust their behaviour in order to deal with unanticipated situations;
they adapt to what best serves the objective they were assigned [Damilano et al., 2013].
An unforeseen situation need not be a completely different objective but rather a new
instance of the current objective. This is better explained in [Parasuraman et al., 2000],
where the authors have presented a scale of the levels of automation (LoA) from fully
manual to fully autonomous systems according to the decision making task allocation,
which we share in Table 2.1.
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LOA Meaning
1 Human makes all decisions.
2 Computer computes complete set of alternatives.
3 Computer chooses a set of alternatives.
4 Computer suggests one alternative.
5 Computer executes suggestion with approval.
6 Human can veto computer’s decision within a time-frame.
7 Computer executes, then reports to human.
8 Computer only reports if asked.
9 Computer reports only if it wants to.
10 Computer ignores the human.
Table 2.1: LOA scale of Parasuraman, Sheridan et al. [Parasuraman et al., 2000]
2.1.2 Introducing Autonomy to Space missions
Autonomy is a concept of growing interest in current missions that include an increasing
number of objectives and capabilities [Ceballos et al., 2011] [Vassev and Hinchey, 2013]
[Starek et al., 2015]. In mission operations, we aim for systems that can report the
current status of their assigned objective with a sufficient level of problem specific details,
so that the human is able to enter the loop and alter the system’s decisions or the system
input, whenever that is desirable. In general, the main benefits of introducing autonomy
in the space sector can be summed in the following [Chien et al., 1998] [Iacopino, 2014]
[Araguz et al., 2018]:
• Mission effectiveness or science return. One of the main goals of mission operations
is to ensure maximum efficiency in the use of the resources and to avoid periods
of inactivity, unless these are necessary. Autonomy ensures that issues such as
possible failures and communication delays will be dealt with quickly. A clear
example is space exploration missions where the spacecraft is at a huge distance
from Earth (e.g. Mars exploration) and the communication delays hinder ground
operators from flexibly managing the spacecraft. A spacecraft that is able to react
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to unexpected situations may save the mission from a disastrous outcome; this has
triggered the development of autonomous controllers that detect and respond to
failures at subsystem level [Montenbruck et al., 2008] [Martinez-Heras and Donati,
2011] [Wojtkowiak et al., 2013] [Schulte and Spencer, 2018] .
• Robustness and adaptability. A very important benefit is the ability of a system to
change its behaviour in response to environmental changes or to maintain accept-
able performance under non-nominal conditions, e.g. in the case of emergencies,
when there might not be enough time for the operator to decide on a strategy,
implement and uplink it.
• Complexity reduction. Given the increasing complexity of space missions, autonomy
is necessary to address computationally hard problems that cannot be efficiently
handled by man operators. While autonomy will enable more complex and robust
missions, it will, at the same time, reduce controller workload allowing controllers
to handle more spacecraft efficiently.
• Operational costs’ reduction. The ground control cost is a major part of a space
mission’s costs. This is not only due to the significant resources needed by the
ground station operators to command the spacecraft but also due to the lack of
re-usability of most systems [Chien et al., 2012].
• Enabling new concepts of operations. Operating future mission scenarios like
Earth observing swarms of satellites, or missions providing high-speed internet on-
board an aircraft, would not be possible without autonomy enabling goal-oriented
operations [Dvorak et al., 2009]. Under this concept of operations, instead of
sending low level commands to the spacecraft for each instant of time, the operators
communicate high level goals to be achieved within a deadline. The operators’
workload is simplified by allowing them to focus on what objectives the spacecraft
should be achieving, rather than how it should be achieving them.
In [Schoeberl et al., 2001] National Aeronautics and Space Administration’s (NASA)
researchers proposed a ‘roadmap’ to gradually introduce autonomy to space missions.
The field that can be greatly affected by autonomous technologies is the space operations,
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since it involves human operators; their behavior is tougher to automate while it is also
very challenging to keep them informed on an automated process, in case an intervention
is needed. In [Truszkowski et al., 2006], the authors introduced the application of
autonomy in space exploration missions. The following list presents a short survey on
the applications of autonomy in the space operations.
• Guidance Navigation Control. In the recent years, the number of missions demon-
strating autonomy solutions applied to Guidance Navigation and Control (GNC)
is increasing. Examples are single spacecraft orbital maintenance with missions
PROBA-1 [Teston et al., 2003] and PROBA-2 [Montenbruck et al., 2008] and
rendezvous (docking) for two spacecraft with PRISMA [Carlsson et al., 2010]
[D’Amico et al., 2012].
An application that receives a lot of attention due to the increasing number
of missions sending rovers to explore the Moon and Mars, is rover navigation. In
these applications, autonomy is applied to path planning and tracking. NASA’s
Mars rovers Spirit and Opportunity were able to demonstrate autonomous naviga-
tion concepts by making use of their 4 pairs of stereo cameras and the feedback
from inertial wheel movements. These new technologies belong to the frame-
work CLARAty, a reusable robotic software framework, supporting heterogeneous
robotic platforms and integrating advanced robotic capabilities [Nesnas, 2007]. In
the same light, ESA is developing a Multi-purpose End-To-End Robotic Opera-
tions Network (METERON) [Cardone et al., 2016][Schmaus et al., 2018] aiming
to demonstrate the feasibility of controlling advanced robots on Earth using equip-
ment that enables control from a distance which can help in preparing for real
human exploration missions of the Moon, Mars and other celestial bodies.
In [Furfaro et al., 2018], the authors used deep learning techniques to achieve
autonomous lunar landing by predicting the fuel-optimal thrust magnitude and
direction directly from a sequence of optimal images taken by the on-board camera
system. A survey on Artificial Intelligence (AI) trends in spacecraft guidance
dynamics and control can be found in [Izzo et al., 2018].
• Data Processing. The volume of the data acquired by space missions is constantly
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increasing, especially by EO missions. Even though the available on-board memory
and processing power is expected to follow the same trend, this is not the case
for the downlink bandwidth. A good strategy is to compress the data before
the downlink [Martinez-Heras and Donati, 2011]; in this way, the bandwidth is
compressed but the process can be very expensive computationally. Introducing
autonomy can lead to a decrease of the data to be downloaded with the use of
advanced on board operations such as the release of poor data (e.g. images covered
by clouds), or automated selection of bands in multi-spectral sensors when specific
target features are considered. In fact, mission Earth Observing-1 [Chien et al.,
2005] [Bornstein et al., 2011] demonstrated the last two functionalities.
Rover explorations also present similar needs, since the downlink bandwidth
might not be sufficiently large for the data collected by the rover to be downlinked.
NASA’s Onboard Autonomous Science Investigation System (OASIS) aimed at
performing a selection process among the collected data in order to discover the
ones of highest science interest for the downlink [Castano et al., 2006].
Recently, machine learning (ML) [Nasrabadi, 2007] techniques are being
used in this operations’ field. In [Boumghar et al., 2018] authors show how the
integration of ML provided Mars Express orbiter (MEX) with a more sensitive
and accurate model of the thermal power consumption. The approach helps to
understand the link between flight scenarios and the thermal power consumption
on the thermal lines which are considered the main lines of the thermal power
subsystem.
• Ground Monitoring and Fault Detection Isolation and Recovery (FDIR). This field
includes thousands of telemetries and is thus a major part of space operations.
The volume of the data received renders their analysis and responsiveness in case
of anomalies or failures an incredibly hard task. The telemetry analysis is a very
costly in time process which needs to be performed meticulously; it can involve
an investigation of the correlation between different sub-systems’ telemetries and
of possible periodic anomalies [Martinez-Heras and Donati, 2011]. Improving the
ground-based analysis tools and even pushing such operations on-board is a modern
challenge; a recent example is PROBA-2 mission [Montenbruck et al., 2008]. In
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[Schulte and Spencer, 2018], the authors focus on a state machine approach toward
model-based FDIR. The architecture has been adapted to two distinct scenarios:
multi-rotor unmanned aerial vehicles (UAVs) and orbital capture of a Mars Sample
Return capsule, and has demonstrated the ability to successfully detect, diagnose,
and respond to a variety of faults in real time.
• Mission Planning & Scheduling. Introducing automation in the P&S field has
been the subject of many recent studies due to the importance of this area of
operations. It is, essentially, the most crucial activity since it can combine the
coordination (by means of planning and scheduling) of all the above operations on
ground and space segment, so that they are performed in the most efficient way
which maximizes the mission’s return. Currently, in many cases, human operators
are assigned with the task of finding acceptable solutions. Associated science fields
are operational research and automated P&S, which have demonstrated a number
of methods and techniques that can be adopted to the space field.
The aim of this research is to design an automated mission P&S system for EO
and data relay space constellation missions, exploring the level of automation that
can be added and the performance of the system. A thorough review of autonomous
monolithic satellite missions can be found in [Tipaldi and Glielmo, 2017], where the
authors discuss on-board autonomy that assists intelligent sensing, mission planning
and execution, fault management and distributed decision making. A survey on the
trends and challenges in applying autonomy to constellations can be found in [Araguz
et al., 2018].
2.2 Automated Planning and Scheduling
Planning and scheduling are not easily distinguishable problems; planning focuses on
which actions will take place, while scheduling addresses their chronological order.
Borrowing the definitions of [Nau et al., 2004], we define scheduling as the process
of deciding when and how to perform a given set of actions, given time and resource
constraints and an objective function. Planning, on the other hand, deals with the
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decision of which activities to make use of, in order to achieve a set of objectives; it can
be of much higher complexity than scheduling.
The automated process of planning and scheduling is an AI branch in which
the afore mentioned operations take place in an automated manner; it mainly finds
application in autonomous robots, unmanned vehicles e.t.c. A typical ‘planner’, i.e. an
automated P&S system, will be given three inputs [Vlahavas I., 2004]:
• The initial/current state of the environment under investigation
• The objectives
• The agent’s/system’s capabilities and constraints
The planner will then generate the set of activities that will lead the agent/system
from the current state to the state on which the goals are satisfied. In this work, we
aim at designing an automated planning system where the agents are the satellites of a
constellation.
2.2.1 What is Space Mission Planning?
Space mission planning systems are in charge of delivering to the satellites the sequence
of tasks which they need to perform in order for the mission to achieve its goals. In such a
project, several constraints and requirements can be modelled, ranging from the weather
circumstances to the on-board available resources and the level of images’ quality the
user desires [Chien et al., 2010]. The modelling of a mission’s main characteristics is
crucial in the automation process of the MPS. ESA has been working towards employing
AI techniques in automating MPS for a variety of space mission operations [Steel et al.,
2009]. Several space missions have used a ground-based automated MPS like the Hubble
Space Telescope with the system SPIKE [Johnston and Miller, 1993], Mars Exploration
Rovers [Bresina et al., 2005] and Earth Observing One (EO-1) [Chien et al., 2005].
On-board automated planning has also been employed by some missions, like the Deep
Space One (DS1) mission [Muscettola et al., 1997] and the Earth Observation mission
EO-1 [Chien et al., 2005].
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The main benefit of automating the mission planning process lies not only in the
increase of the level of adaptation and responsiveness to unexpected circumstances
a mission might face but also in the improvement of the schedules’ quality. The
continuously increasing number of different spacecraft capabilities, as well as the need
for coordination among the satellites of a constellation, renders the management of the
mission too complex for a human operator. At the same time, an automated MPS can
assist the production of reliable schedules, saving those valuable assets, the spacecraft,
from unnecessary risks. The introduction of automation in advanced systems, thus,
aims at reducing the operator’s workload while also replacing them in the execution of
either prolonged, complex or repetitive tasks, as described in Section 2.1.2.
As far as the Earth observation market is concerned, the current trend is towards
constellations consisting of many small satellites, a fact made clear by the increasing
number of start-up companies aiming at launching such constellations of hundreds of
mini-satellites [Iacopino et al., 2015][Chien et al., 2012]. Examples are Skybox Imaging
aiming at launching a constellation of 24 satellites [Perry, 2013] and Planet Labs with
113 satellites launched and more on the way [Buchen, 2015]. This trend results in an
increasing demand upon automating the P& S process.
All the above are evidence that even though automating the mission planning
systems is a quite newly introduced area of space applications, there is an increasing
need to produce more and more solutions that best fit each mission. Technologies in
the field of automated planning and scheduling have been developed and seem to be
extremely successful, as presented in a complete survey found in [Chien et al., 2012].
However, most of these solutions are developed either for single platforms or with a
centralized approach to multiple platform coordination which lacks scalability. This is
the main challenge that motivated our research. In Section 2.2.2, we present the most
representative ground based MPS for both single and multiple platform missions.
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2.2.2 Current Space Mission Planning Systems
Single Platform Systems
In this section, we will discuss the mission planning systems that have been developed
the last couple of decades, to plan the operations of a mission from ground. We begin
by analysing the case of a single spacecraft. A focused survey on the characteristics and
differences between single platforms P&S systems has been provided in [Moylan and
Atkins, 2006].
• Advanced Planning and Scheduling Initiative (APSI). APSI is a frame-
work developed in ESA the last decade[Steel et al., 2009]. The researchers’ main
goal is to create a software framework that includes a variety of optimization
methods which can be used towards automated P&S technology. In APSI, a
problem is represented by state variables, consistency features and domain-specific
rules. The effectiveness of the approach has been showcased via several case
studies such as Mars Express, with the system Mexar2 that employs a Max-Flow
algorithm as the key component of the solver [Cesta et al., 2007], and astronomy
missions such as Integral and XMM-Newton [Castellini and Lavagna, 2009].
• SPIKE scheduling system. SPIKE was developed in 1990 to schedule NASAs
Hubble Space Telescope (HST) operations [Johnston, 1990]. It performs long-term
schedules, e.g. year-long, and has resulted in a 30% increase of the HST use, due
to better scheduling of the observation tasks. SPIKE has been employed mainly
by astronomy missions, e.g. Subaru telescope [Sasaki et al., 2004] and FUSE
[Calvani et al., 2004] and is expected to be used in the 2021 James Webb Space
Telescope mission [Giuliano et al., 2011] [Adler et al., 2018].
• Autonomous Scheduling and Planning Environment (ASPEN). ASPEN
was designed by the Artificial Intelligence group at NASAs JPL [Chien et al.,
2000]. This framework can be reconfigured, since it employs a language that
models the problem constraints and the domain, a constraint management system
and a set of different search space strategies to produce schedules. ASPEN uses
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a local iterative search method to optimise the objective functions. It has been
adopted by missions such as RADARSAT [Smith et al., 2002], Deep Space One
(DS-1) and Earth Observing One (EO-1), producing feasible schedules which can
then be modified on board. Further details on its strengths can be found in [Chien
et al., 2010].
• Mixed Initiative Activity Planning Generator (MAPGEN). MAPGEN
was developed by NASA; it is a ground-based decision support system for MER
mission operations and science teams. It is ground based and supports the
Mars Exploration Rover (MER) mission [Bresina and Morris, 2007]. MAPGEN
combines an interactive task planner with a constraint-based planning framework;
it produces feasible schedules without performing optimization.
Constellation Systems
In recent years, missions employing multiple platforms have been widely used in the
communication, geo-location (GPS) , EO and meteorology fields. Constellation mis-
sions have introduced a new level of complexity in the mission planning process: the
coordination among the spacecraft. Thus, in addition to answering the question about
‘whether and when a task will be scheduled’, we also need to respond to ‘which of the
spacecraft will undertake, which part of task?’ These questions should all be answered
at the same time, saving computational time and providing solutions of better quality
with respect to the mission objective.
Employment of a constellation in Earth Observation missions has recently started
keeping researchers busy [Pralet et al., 2011] [Verfaillie et al., 2012] [Grasset-Bourdel
et al., 2011]. Especially in the case of disaster management, much progress has been
made [Murthy et al., 2010], [Wang et al., 2012]. In most of the research papers, the au-
thors have moslty tried to solve the optimization problem with classic techniques. These
include greedy algorithms [Wang and Tan, 2008], [Pralet et al., 2011], simple heuristics
[Florio, 2006] and backtracking [Grasset-Bourdel et al., 2011]. These techniques though,
have either lead to inefficient solutions or have not allowed the researchers to consider
problems of increased complexity, e.g. involving more spacecraft. The current state-of-
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the-art procedure for multi satellite systems is to control each satellite independently,
from ground [Schmidt and Schilling, 2013]. For example, the Cluster-2 mission consists
of four satellites each one controlled individually from European Space Operations
Center (ESOC) mission control. In future missions, which will consist of dozens of
spacecraft, this would result in an immeasurable effort for the mission’s operators. We
mention below a few examples of MPS implemented for multiple platform missions.
• TerraSAR/TanDEM-X. It is one of the few autonomous systems that have
been employed in space missions [Lenzen et al., 2011]. It employs basic functions of
automated planning and scheduling, but does not use any method for optimization.
• Copernicus or GMES, as was previously named. Multiple spacecraft (Sentinel-1
to 5) need to collaborate with other missions that are or expected to be launched
soon. The P &S system needs to be particularly responsive to the user requests.
In the case of the GMES, the five ESA spacecraft devoted to Earth Observation
(Sentinel-1 to Sentinel-5) need to cooperate with other existing and planned mis-
sions provided by ESA, EUMETSAT, other national agencies or private companies,
such as Surrey Satellite Technology Ltd (SSTL), with the Disaster Monitoring
constellation or the RapidEye constellation.
• Flexplan was developed by the Spanish company GMV [Gutierrez et al., 2005].
Flexplan is structured upon 4 major components: resources, events, tasks and
rules. Being highly reconfigurable, the system is adjusted in accordance to the
mission specific requirements and constraints. It is currently used in a wide
range of missions, like ESA’s SMOS [Buenadicha et al., 2012], NASA’s Lunar
Reconnaissance Orbiter (LRO) and Landsat Data Continuity (LDCM) missions
[Kavelaars et al., 2009].
• Multi-User Scheduling Environment(MUSE) is a system that employs evo-
lutionary algorithms to address multi-objective optimization planning problems;
it has been used for the James Webb Space Telescope (JWST) [Giuliano and
Johnston, 2008], Cluster II [Johnston and Giuliano, 2011a].
The above systems are semi- or fully automated. As the trend of employing multiple
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spacecraft in a mission is not old, most of the work on Mission Planning Systems is
focused on single spacecraft missions. Also, out of the afore mentioned approaches, only
MUSE includes a non deterministic approach towards optimizing schedules.
2.2.3 Space Mission Planning Systems requirements
Like every modern system, a newly designed MPS must satisfy certain requirements.
Even though they are strictly combined with the mission a system is designed for, we
briefly mention the general requirements on which we will focus on:
• Optimality-Efficiency. We desire a system that produces good solutions within
a reasonable amount of time, or a reasonable number of objective function eval-
uations. The term ‘good’ can be assessed by comparing the solution with the
optimum or, if that is not possible due to the problem size, a comparison with an
already widely used approach can shed light to the system’s effectiveness. In the
same light, the ‘reasonable amount of time’ is a mission specific parameter.
• Scalability. An increase in the number of users and AoIs will result in a cor-
responding burst in the complexity of the planning problems. Hence, the MPS
needs to be scalable to the input size and preserve its performance and usability.
• Responsiveness - Adaptability. In that a dynamic environment, the MPS
system needs to be able to adjust. Given that the satellites’ availability and
the users’ preferences might be redefined, or an emergency situation might arise,
we desire a system that will be able to adjust its behaviour, in response to
environmental change. This essentially translates to replanning in a short amount
of time.
The development of an automatically operated MPS is a complex project that
requires significant resources in both money and time. It should, consequently, be
developed as a generic system capable of serving multiple missions. For later missions it
can thus be handy to use an existing MPS even if it has more features than required.
The benefit of reusing an existing system is that there are fewer test and validation
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activities.
A mission objective example for an Earth imaging mission can be: ‘image target
area A between times t1 and t2’. The success or failure of such a goal highly depends
on the planning horizon, number of spacecraft, GS availability e.t.c. With the use of
optimization algorithms, the focus switches from succeeding a goal to optimizing a
goal. In the following section we discuss optimization methods that can address mission
planning problems.
2.3 Combinatorial Optimization Problems and Solution
methods
Mission planning, as defined in Section 2.2 results in problems of discrete nature:
spacecraft, tasks, ground stations passes e.t.c, those are all indivisible entities. This is
not uncommon, as there are is a whole family of problems of practical nature whose
elements can only be discrete. Combinatorial optimization (CO) is the problem solving
process of addressing an optimization problem whose elements belong in the discrete
space, e.g.:
• The determination of an airline’s crew’ schedule with the aim of minimizing the
total cost of operation.
• The decision upon the design of a fleet of cars in an automotive manufacturing
company, with the aim of maximizing their share of the market.
• The allocation of the ground stations to spacecraft for data downlink in order
to maximize the value of the transferred data, considering the ground stations’
availability.
According to the authors in [Papadimitriou and Steiglitz, 1982], in a CO problem
P = (S, f) there is a finite and discrete set of solutions S (search space) and an objective
function f which maps set S to a set R+, assigning a value to each of the solutions. R+
is defined as the set of non negative real numbers. The techniques usually employed to
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solve a CO problem, can be separated in two main categories: Exact and Approximate
methods. Using the first, the goal is to find a solution of minimum/maximum value,
whereas with approximation algorithms we aim at finding a good enough solution in a
reasonable amount of time. We summarize the most common techniques and their main
attributes in Sections 2.3.2 and 2.3.3, but first we discuss a common way of identifying
the difficulty of a computational problem in Section 2.3.1.
2.3.1 Problem computational complexity
Computational complexity theory focuses on classifying decision problems according
to their inherent difficulty, and relating these classes to each other. It is, essentially,
a methodical study to answer the question “can we solve it better?” [Papadimitriou,
1993]. The term ‘better’ refers to the number of computations needed and can lead to
both better algorithm performance and faster computation time.
• Class P consists of all the decision problems that can be addressed using a
deterministic Turing machine [Petzold, 2008] within a polynomial amount of
computation time. In other words, class P entails all the problems that can be
solved with a deterministic algorithm, with a number of computations (or in an
amount of time) that is polynomial to the input problem’s size. For instance, the
problem of determining the total on-board memory of a constellation is said to
take polynomial time (linear, in specific); if we double the spacecraft, double the
computations, i.e. additions, will be needed.
• On the other hand, the instances of the decision problems included in class NP ,
for which the answer is ”yes”, admit proofs which can be verified in polynomial
time. In other words, all the problems whose solution can be found in polynomial
time only with a non-deterministic algorithm, belong to class NP [Sipser, 2006].
An example is the calculation of all the possible states of a constellation of sp
satellites where each one is assumed to have e.g. 10 states; the total possible states
of the constellation are 10sp but if we double the spacecraft, the states increase
exponentially to 102sp.
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Other examples involve vehicle routing, crew scheduling, and production planning,
all of them being NP−hard: at least as difficult as the hardest problems in NP . As the
input size of these problems increases, the computations needed and, thus, the running
time of the solution for an exact method increases exponentially.
2.3.2 Exact Methods
Exact methods [Woeginger, 2003] will always find the globally optimal solution by means
of systematic enumeration of the solutions. Exhaustive search is the simplest exact
method to implement; all the possible solutions are evaluated and the optimal solution is
chosen. This is a highly non-scalable approach to solving modern optimization problems
due to their enormous size. In the following we present what we consider as the most
representative exact approaches to solve CO problems.
Branch and Bound
Branch and bound is a classic algorithm to address CO problems [Land and Doig, 1960]
which can be thought of as ‘intelligent enumeration’ of the solutions. Its three main
elements are:
• A bounding function. This function is the criterion based on which the investigation
of a solution will not continue. It is a crucial characteristic for the algorithm, since
a bounding function of poor quality can even mean that the bounding process
will not even be triggered, resulting in an, essentially, exhaustive search.
• A strategy towards selecting the next sub-problem. The reason for this strategy
is to, essentially, find the optimal solution visiting as few solutions as possible.
A best first search strategy, for example, selects the sub-problem with the lower
bound.
• Branching rule. The branching rule divides the search space by making a choice
of which branch to visit. Examples are depth-first and breadth-first search.
More details and examples on the application of branch and bound algorithms to CO
problems can be found in [Clausen, 2003].
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Linear and Integer Programming
Linear Programming (LP) is part of the operations research field. It is a mathematical
optimization method where both the objective function and constraints are described
by linear models. Simplex algorithm [Dantzig and Thapa, 1997] is the most popular
method for addressing LP problems and is based on the fact that the optimal solution,
when solving finite problems, will be at one of the vertices of the feasibility region.
When the problem variables take only integer values, the problem becomes a problem of
Integer Programming (IP). In general, IP problems cannot be addressed by LP solving
methods, but are solved using Branch & Bound (B& B) algorithms which investigate
the search tree of possible variables’ assignments.
2.3.3 Approximate Methods / Heuristics
Approximation algorithms find approximate solutions to NP−hard optimization prob-
lems efficiently and quickly. In the field of theoretical computer science, they are the
result of the widely believed P 6= NP theorem [Fortnow, 2009] which suggests that a
class of optimization problems cannot be solved in an exact manner in polynomial time.
From a more practical point of view, approximation algorithms are widely used in the
industry due to the problems’ huge dimensionality. In this section, we describe some
main representatives of this class of algorithms.
Hill Climbing
Algorithms like hill climbing and gradient techniques are traditionally being used
in optimization [Pearl, 1984]. Starting from an initial condition, they search their
neighbourhood in order to reach an improved solution, in which case, this solution
becomes their new initial condition. This process continues until a certain stopping
criterion is met. Hill climbing, in specific, only changes incrementally the solution
by adjusting a single element when moving towards a neighbouring element. The
process admits refinements, but in principle it performs better when applied to simple
optimization problems due to lack of flexibility to escape local optima.
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Grasp
The Greedy Randomised Adaptive Search Procedure (GRASP) [Feo and Resende, 1995]
is a iterative method with two main phases:
• solution construction and
• solution improvement
In the first phase, the solution is constructed by adding one new element at each
step. The element is chosen among a set of candidates by a stochastic decision process.
In this set, the candidates are ordered based on a heuristic criterion which is updated
at each step.
In the second algorithm phase, the solution is improved by means of a local search
process. When this process is terminated, the best found solution is returned by the
algorithm. The method does not make use of the search process’ history, but only keeps
track of the best so-far solution. Due to this, the method is often outperformed by other
meta-heuristics. Nevertheless, GRASP is a very fast method because of its simplicity.
In fact, all the methods we described to this point are of local -search nature, i.e.
they rely on the initial conditions and the neighbouring solution’s quality to find a
good solution. Though simple and fast, the methods cannot easily escape local optima.
Subsequently, we present global search methods.
Evolutionary Computation
An evolutionary algorithm (EA) [Baeck et al., 1997] employs mechanisms inspired
by natural processes and biological evolution and assumes the operators: selection,
mutation and reproduction. The individuals of the algorithm’s population represent
candidate solutions to the optimization problem under investigation. The evolution
of this population happens by means of repetitive application of the afore mentioned
operators until a termination criterion is met, e.g. time limit, sufficient fitness achieved,
etc. A high level workflow of a typical biological process implementation is presented in
Algorithm 1.
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Evolutionary algorithms have, in general, proven to be a very powerful tool, mainly
due to their operation on a population of solutions rather than a single solution. They
have, thus, been successfully applied to a wide number of problems. Nevertheless, EAs
are very sensitive to their parameters; a correct tuning might require very different
values when applied to different contexts.
Algorithm 1 A typical evolutionary computation workflow.
1: Initial population of individuals random generation // first generation
2: Individuals’ evaluation in the first generation
3: repeat on generation until termination
4: Selection of best-fit individuals for reproduction // parents
5: New individuals’ breed // crossover and mutation give birth to new generation
6: New individuals’ fitness evaluation
7: Least-fit population replacement by new individuals
8: end repeat
Simulated Annealing
Simulated annealing [Kirkpatrick et al., 1983] [Dowsland and Thompson, 2012] is another
optimization method inspired by nature and, more specifically, by the annealing process
of metal alloys. The simplest way of describing the process is by comparing it to
a gradient descent optimization method; only instead of reaching other solutions by
following a gradient at a given point, simulated annealing finds new candidates in a
stochastic manner.
During the metallurgical process of annealing a metal is initially heated up before
it is left to cool down. In this way, the atoms are given enough energy to randomly
move before finding their ‘correct’ position during the cooling period, where the metal’s
structure gets a crystal form. In the algorithm, this is represented by allowing a
candidate solution to take a step in a ‘bad’ direction during the heating process when
the probability of a large move within the search space is higher, in order to escape local
optima. Even though the problem of sensitivity to the initial condition of the algorithm
is, thus, removed in this method, it still has not been successfully applied in problems
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of a vast search space.
Squeaky Wheel Optimization
In 1999, Joslin and Clements introduced the Squeaky Wheel Optimization (SWO)
method [Joslin and Clements, 1999], an optimization method for combinatorial opti-
mization problems. In SWO, a solution is initially constructed by a greedy algorithm,
and is then evaluated and analysed so that the ‘trouble’ elements will appear. Those
elements, if improved or changed are likely to improve the objective function value.
After the appropriate changes take place, a greedy algorithm constructs a new solution.
SWO thus, is an algorithm iterating among solution construction, evaluation/analysis
and element reordering. A high level workflow of the algorithm is shown in Algorithm 2.
• Initial Conditions.
SWO follows a deterministic process in the sense that for given initial conditions, it
outputs the same result; in order to explore different areas of the search space and
increase the performance of the algorithm, the process begins a number of times,
from different initial conditions/solutions. In this work, we use the mechanism
presented in [Barbulescu et al., 2004] for the production of the initial conditions.
The search space elements are initially ordered based on a given criterion and
they are added to the solution based on this order. New initial conditions are
produced by performing x random swaps in the initial task ordering. New initial
conditions are produced every time the algorithm reaches a limit on which the
progress of the solution is not satisfactory, or a solution considered acceptable is
found. The random swaps that result in different initial conditions per run render
the SWO a non deterministic algorithm as a whole. In function initialCond() in
Algorithm 2 a predefined number of initial conditions are produced prior to the
the start of the optimization process.
• Trouble-makers’ identification and reordering
Every time a solution is produced, some elements are considered to be the ‘trouble-
makers’(term borrowed by [Barbulescu et al., 2004]). These are the elements
that “contribute to the flaws of the current solution” [Joslin and Clements, 1999].
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In a scheduling application, for example, these are the set of elements that are
not scheduled. The trouble caused by each element is measured by evaluating
its contribution to the objective function, or its potential contribution to the
objective function had it been included in it. The magnitude of the trouble defines
the number of forward moves it will take in the current order of all the links. In
general, the more trouble caused by an element, the more forward moves in the
order it takes. The trouble metric function depends on the problem objective. The
two functions linked to the solution analysis and element reordering in Algorithm
2 are troubleEval() and reorder() respectively.
Algorithm 2 Squeaky Wheel Optimization
1: initialCond()
2: for all initialConditions
3: for number of steps
4: produceSolution() //Solution construction
5: for all ‘trouble’ elements
6: troubleEval() //Analysis
7: end for
8: reorder() //Element reordering
9: end for
10: end for
Swarm Intelligence
Swarm Intelligence is part of the computational intelligence field in which adaptive
mechanisms enable intelligent behaviour in complex environments [Engelbrecht, 2007].
The Swarm Intelligence field particularly concerns the study and analysis of the self-
organising collective behaviour found in the nature and its translation to artificial
methods so that they can be applied to computational problems [Blum, 2008]. It
focuses on the study of natural models such as ant foraging, wasp differentiation, termite
building nest e.t.c. before applying them to a number of areas ranging from optimisation
and clustering to task allocation and network routing. The following list presents in
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brief the most common SI meta-heuristics with an application to optimisation, which is
on the spotlight of this research:
• Particle Swarm Optimisation (PSO) [Kennedy and Eberhart, 1995] is an opti-
mization method inspired by the birds’ flocking or fish schooling behaviour. The
candidate solutions are modelled as particles with a given position, a velocity and
inertia. The particles’ swarm moves through the search space and over time the
particles accelerate towards others with better fitness values. In this way, the
particles of initially random positions and velocities swarm around good locations
within the solution’s space. Parallel search can be applied to PSO.
• Bee Algorithm [Pham et al., 2006] is inspired by the foraging mechanism of the
honey bee. ‘Scout’agents are sent to explore the search space environment and
recruit bees, based on the fitness/quality of the explored area.
• Firefly Algorithm [Nayak et al., 2016] is a method inspired by the flashing behaviour
of fireflies. Light intensity is an attractive fitness to the firefly. The fireflies show
the ability to subdivide into small groups around the local optimum. This is
especially suitable for multi-modal optimisation problems.
Another SI approach which is central to this thesis is described in detail below.
Ant Colony Optimization
Ant Colony Optimization is a probabilistic method introduced in 1992 by Marco Dorigo
in his doctoral thesis as a novel nature-inspired metaheuristic that provides solutions to
hard CO problems. It is commonly used for finding solutions to Computer Science and
Operations’ problems that can be reduced to finding optimal paths in graphs [Dorigo
and Stutzle, 2004].
Real world ant colonies are able to find the shortest paths between their nests and
a food source, using no direct communication with each other, but only communicating
via the environment. When searching for food the ants first wander randomly, but upon
finding a source of food, they return to their colony laying down pheromone in the path
they followed. If other ants sense such a trail, they are likely to follow it and in case it
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leads them to food, they will also reinforce it with pheromone. The trails evaporate
over time, making the total amount of pheromone in shorter paths higher, since they
get marched over more frequently.
It is remarkable that even though none of the individual ants has universal knowl-
edge of the colonys actions, and they all follow simple sets of rules, the colony presents
a complex behavior. This is the result of the ants interaction with the environment,
a mechanism called stigmergy which, in Greek, translates to the stimulation of one’s
actions based on the traces left in the environment. Essentially, stigmergy enables ants
to find shortest paths between their nest and food sources and is the main characteristic
exploited in artificial ant colonies to provide solutions to CO problems. With this
principle ACO algorithms are able to find good solutions by identifying correlations
between building blocks of candidate solutions.
From real to artificial ant colonies
The ants’ foraging method has been the inspiration of the Ant Colony Optimization
family of algorithms. Even though there are differences among them, all the algorithms
in this family follow a set of guidelines, the first one being the translation of the problem
environment to a graph. A graph G = (V,E) consists of a set V = {v1, v2, ..., vn}
of vertices (or nodes), and a set E = {e12, e13, ..., eij} of undirected or directed edges
connecting nodes. Nodes and edges can have weights representing problem entities. A
path is a set of edges with the same direction, connecting some or all the nodes of the
graph. Figure 2.1 shows an example of a graph and a path. A typical ACO algorithm
involves three main steps:
1. Path Construction: The ants traverse the graph and construct a path. Starting
from an initial node they progressively add an edge to the path, moving from one
node to another - or choosing a specific edge - with a probability that depends on
the attractiveness of the edge, which consists of a combination of some heuristic
value that indicates the a priori desirability of the move, and the amount of
pheromone gathered on this edge indicating how profitable past choices of this
move have been; pheromone trails represent a posteriori desirability of the move.
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In this work, we consider algorithms that use the following probabilistic rule:
Pij =
ταi,jη
β
i,j∑Mi
j=1 τ
α
i,jη
β
i,j
(2.1)
where τi,j is the amount of pheromone in the edge connecting nodes i and j (or
edge ij), ηi,j is the value of the heuristic η or, in other words, the weight of the
edge and Mi is the number of edges outgoing from node i. Parameters α > 0 and
β > 0 indicate the effect of the pheromone and the heuristic in the ants’ choices
respectively. The probabilistic rule Eq. (2.1) is implemented in the system as a
roulette wheel selection process; each edge is associated with a slice of the wheel,
the size of the slice is proportional to the value of the probabilistic rule for this
edge and a slice is chosen randomly.
2. Path Evaluation: When a path is constructed, each ant evaluates it based on an
objective function, f and the amount of pheromone that corresponds to the given
evaluation is decided.
3. Update of pheromone field : The update takes place in two steps: pheromone deposit
and pheromone evaporation. First each ant deposits the amount of pheromone
as dictated by the objective function evaluation to the path it constructed i.e.
amount of pheromone = w(f), where w is a function of the objective function f
denoting that the better the path evaluation, the more the pheromone deposited.
Then, the pheromone on all the edges of the graph is evaporated by a fixed rate, ρ.
The ACO algorithm is presented in the form of a pseudocode in Algorithm 3. Having
presented the directions of optimization methods that form the main inspirations behind
more sophisticated algorithms, we proceed with a further analysis on the algorithm we
employ in this thesis.
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Figure 2.1: An example of a graph. A path p is shown with the dashed lines, and
consists of edges p = {e12, e23, e34, e45}.
Algorithm 3 Ant Colony Optimization
1: Pheromone Field Initialization
2: for all ants
3: for all edge options //Path Construction
4: Evaluate the probabilistic rule value //Roulette wheel
5: end for
6: Choose a roulette slice/edge randomly
7: Objective function evaluation //Path Evaluation
8: Pheromone evaporation //Pheromone Field Update
9: Pheromone deposit
10: end for
Chapter 3
Ant Colony Optimization:
Theoretical Aspects
“A model need not be perfect, just insightful.”
—David Patterson, [Williams et al., 2009]
3.1 Introduction
In Section 2.3.3, we described a typical ant colony optimization algorithm. An algorithm
can be analyzed empirically by applying it to a problem, perform tests and observe
the results in order to unlock its behaviour. Analysing an algorithm theoretically, on
the other hand, involves providing insights into its expected behaviour prior to or
even without performing any numerical tests. Typical theoretical analyses include the
determination of the computational complexity of an algorithm [Neumann et al., 2009],
convergence proofs [Stutzle and Dorigo, 2002][Gutjahr, 2002], runtime [Zhou, 2009] and
behaviour analyses [Iacopino and Palmer, 2012], e.t.c. The insights of such analyses
speed up the process of designing more efficient algorithms.
When it regards deterministic algorithms, a theoretical analysis can be stronger
than an empirical one. This process becomes much more complex when stochastic
algorithms are under investigation though, due to them involving randomness which
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cannot be completely captured in an analytical way. At the same time, randomness is
the main characteristic that has made stochastic algorithms so successful and attractive,
especially when dealing with large real-world problems. Hence, research efforts are
focused on deciphering their key elements in order to be able to control their performance
even better.
3.2 Relevant Work
ACO has not received enough attention from a theoretical analysis point of view; the only
survey can be found in [Dorigo and Blum, 2005]. The first theoretical problem considered
was the one concerning convergence. The question is: will a given ACO algorithm
find the optimal solution when given enough resources? In stochastic optimization
algorithms, there are at least two possible types of convergence that can be considered
[Dorigo and Blum, 2005]:
• Convergence in value. When studying this property, we are investigating the
probability of on ant to generate an optimal solution at least once, regardless of
the behaviour of the rest of the colony.
• Convergence in solution. On the other hand, convergence in solution is the
capability of an algorithm to reach a state in which it keeps generating the same
optimal solution from that point onwards. In ACO terms, this happens when the
ants of the whole colony reach the same conclusion.
Although researchers in optimization are interested in algorithms that are able to
find the optimal solution at least once, the authors in [Dorigo and Blum, 2005] have
stated that convergence in solution is a stronger result to prove than convergence in
value with respect to the algorithm understanding it provides us with. After all, the
strength of ACO algorithms as SI methods emerges from the fact that individuals act
independently for the sake of the colony; their goal is considered achieved when the
whole colony reaches a consensus. An example can be the building of a bridge commonly
met in ant colonies when ants aim at crossing a gap; the ants investigate the point at
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which the construction should begin until they finally decide on their ‘strategy’ towards
building the bridge.
Consensus is also a well-studied problem in the field of multi-agent systems [Olfati-
Saber et al., 2007], in which the agents’ states are co-dependent and analytically
described [Qin et al., 2016]. In ACO methods, the behaviour of a swarm’s individual
depends both on the other colony members’ states and the environment status. However,
their individual expected behaviour cannot be explicitly explained, we only view their
effect on their environment. Understanding the behaviour of the colony as a whole
by only studying the environment they act on is an interesting concept that if fully
comprehended can potentially help in the design and control of more complex industrial
multi agent systems [Ilie and Badica, 2013] [Leitao et al., 2012]. This is, essentially, what
the model presented in Section 3.3 suggests. We first discuss the motivation behind
that.
A number of researchers have studied convergence in value, either for specific
ACO algorithms [Gutjahr, 2000] [Gutjahr, 2002], or for more general ACO frameworks
[Stutzle and Dorigo, 2002]. Regarding convergence in solution, the work presented in
[Dorigo and Stutzle, 2004] shows that any arbitrary ant of the colony will construct
the optimal solution with probability one. What allows for that to be proven is the
assumption that the minimum available amount of pheromone in each edge will tend to
0 as the number of iterations tends to infinity. This is a key proof for the most basic
transition functions that do not include any heuristic information or parameters like
the exponent α in Eq. (2.1). However, their analysis does not provide any practical
information into how this convergence - or any other functionality of the algorithm -
can be controlled, which would prove useful when designing a new ACO algorithm.
Research efforts that were aimed at providing a better understanding of the be-
haviour of ACO algorithms can be considered more relevant for practical applications,
since they can give insights on how to use the algorithm or how to design it so that it
behaves in a given way. Those essentially consider the behaviour of the whole colony,
not just a single ant.
Merkle and Middendorf [Merkle and Middendorf, 2002a] [Merkle and Middendorf,
2002b] were the first to introduce a simple ACO problem specific algorithm model for
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permutation problems and analyzed its dynamics. Using a set of Ordinary Differential
Equations (ODE), they modelled an ACO algorithm by applying the expected pheromone
update instead of the real random pheromone update, since this is a deterministic system.
Their analysis regarded the most basic ACO transition function, Eq. (2.1) without the
heuristic information η and considering α = 1. In [Purkayastha and Baras, 2007], the
authors analysed the long-term behaviour identified by the equilibrium points of an
ACO routing algorithm by modelling the evolution of the solution with time. Using
the ODE model, the authors managed to provide convergence results for a simple
network consisting of N parallel paths between 2 nodes: source and destination. This is,
essentially, a single decision point problem, similar to the one we investigate on Section
3.3.1.
Meyer [Meyer, 2004][Meyer, 2008] was the first researcher who studied the con-
ditions of convergence, briefly showing how the system’s stability can be affected by
a specific parameter characterising the ACO transition function (2.1), parameter α,
which determines the significance of the pheromone to the ants’ choices. However, the
author has not presented a formal demonstration of this result. Iacopino et al. in
[Iacopino and Palmer, 2012], based on Gutjahr’s work [Gutjahr, 2006], used a model
of the edges’ pheromone evolution along a run, formally presenting the effect of this
parameter to problems that can be modelled as binary chains. However, this type
of problem representation hinders the applicability of their conclusions to problems
that can only be represented by more general graph topologies such as the Travelling
Salesman Problem (TSP) [Reinelt, 1991], a typical graph search problem. In [Bliman
et al., 2014], a similar ODE model of ACO is considered, in which the binary chain
assumption is raised by considering an environment of an arbitrary number N of discrete
path options i.e. 2 nodes connected with N edges. This is a simplistic view of an ACO
environment since the paths are generally intertwined i.e. there are more than a single
decision points (nodes) as shown in Fig. 2.1. Most importantly, the authors perform a
stability analysis considering parameter α fixed. In this manner, convergence to solution
is shown for the given value of α but no conclusion is reached regarding the effect of the
parameter in the ACO dynamics, which would provide a further insight to the behaviour
of this algorithm.
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At the same time, there are researchers that have provided empirical results on
the advantages of maintaining a dynamical α during a run rather than a fix valued one.
The advantages of adjusting α online i.e. during the run, were first discussed in [Randall
and Tonkes, 2002]; the authors were aiming at achieving different levels of algorithm
intensification and diversification throughout the run to achieve better performance. The
terms intensification and diversification essentially describe the ability of the algorithm
to steer the search process towards solutions which have characteristics similar to already
explored ones or towards unexplored regions of the state space. The researchers applied
an ACO algorithm on TSP benchmarks [Reinelt, 1991] and found that some forms of
variable α result in optimized solutions against maintaining a constant α.
Meyer in [Meyer, 2004] proposed a ‘pre scheduled method’ (a name borrowed
by Eiben et al. [Eiben and Schippers, 1998] who clustered the types of parameters’
adaptation) of increasing α called α−annealing; applying it to TSP benchmarks, he
confirmed the aforementioned conclusion on the diversity among the candidate solutions,
but also concluded that exploiting the convergence phase of the algorithm can lead to
increased performance. One of the paper’s open questions, though, was “whether the
influence of α can be understood in a more systematic manner”.
The authors in [Chusanapiputt et al., 2006] proposed an ACO algorithm for dealing
with the unit commitment problem, in which both α and β are adapted based on the
dispersion of the pheromone. Apart from successfully competing with existing literature
methods, one of the advantages is found to be the “reasonable CPU time” it takes for a
good solution to be found, and the adaptability offered to the system. In [Neyoy et al.,
2013], the authors based on the conclusions of the authors in [Eiben and Schippers,
1998] regarding parameter tuning and those of Meyer [Meyer, 2004] regarding diversity
among the candidate solutions and the exploration state of an algorithm, used a fuzzy
controller to adjust the values of α online, so as to avoid convergence and maintain
diversity in the algorithm search, in order to achieve an optimized result in a set of TSP
problems.
Other works in which dynamical α approaches are considered can be found in
[Stutzle et al., 2011] and include pre-scheduled, adaptive or self-adaptive approaches.
However, the afore mentioned works provided empirical results on the effects of using a
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dynamical α for specific problems, without first formally investigating how α affects the
dynamics of the system.
In this chapter, we perform a stability analysis of ACO algorithms with a transi-
tion function that includes heuristic information and we analytically reach conclusions
regarding the effect of parameter α on the convergence of the algorithm when applied to
a directed graph with multiple decision points. To the best of the author’s knowledge,
this is the first time the dynamics of ACO on such graphs are modelled and their
stability is studied. The rest of the chapter is organized as follows: in Section 3.3.1, we
introduce the ACO model under investigation for a single decision point and investigate
its dynamics. In Section 3.3.4 the dynamics for multiple decision points are explained
based on the conclusions that were reached in the single decision point case, and we
formally show the effect of α to the system dynamics, for general graph representations.
In Section 3.4 we perform numerical tests on different ways of online adaptation of α on
a set of benchmarks from the TSP Library [Reinelt, 1991].
3.3 Studying ACO dynamics
The mathematical model we investigate in this work is essentially describing how the
amount of pheromone on each edge of the graph changes with time. In Algorithm 3,
we explain how this process evolves as every ant chooses a path and then evaluates it
and updates its pheromone. In this chapter, we first focus on the dynamics of a single
decision point i.e. when there is only one start node in the graph that is connected
to all other nodes which are not linked to each other, as shown in Figure 3.1. The
edge choice process in this case involves the evaluation of the probabilistic rule in Eq.
(2.1) for every edge option, a value that defines the chances of an edge to be chosen
but also the pheromone that will be deposited on it. As in the model we employ, the
stochasticity of the process is not included, we assume that the value of Eq. (2.1)
for each edge is proportional to the pheromone that an edge will receive. This leads
to the pheromone change in an edge being modelled as equal to the pheromone that
is deposited i.e. the value of the probabilistic rule multiplied by a factor, minus the
pheromone that is evaporated.
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A detailed description of how this model was first introduced can be found in
[Gutjahr, 2006] and [Iacopino and Palmer, 2012]. For the sake of brevity, we avoid
reintroducing it, but clearly state the main assumption that was made when using
the ensemble hypothesis to derive Eq. 3.1. This statistical concept is an idealisation
consisting of a large number of copies of the system considered all at once, each of which
represents a possible system state [Reif, 1965]. Therefore, the model considers the mean
of the ensemble that is valid only for a high number of runs of a real algorithm; it does
not characterise how the behaviour of a single run can differ from the mean.
In [Iacopino and Palmer, 2012] the system was adjusted to describe the ACO
dynamics applied to binary chains i.e. 2−dimensional systems. The corresponding
n−dimensional system with a heuristic function in the ants’ transition function is the
starting point of our analysis in this chapter.
3.3.1 The 1−Decision Point Model
In this section we will present the analytical model using a set of ODEs, for the basic
problem size of 1 decision point node and N outgoing edges shown in Figure 3.1. In
this way, we can show the basic structure of the system’s dynamics by studying the
stability of the system (Section 3.3.3) and looking into its phase portrait (Section 3.4),
trying to have a deeper understanding of how the system will behave when more nodes
are added (Section 3.3.4). The continuous N− dimensional dynamical system is:
dτ1
dt
= −ρτ1 + ck1 τ
α
1 η
β
1∑N
w=1 τ
α
wη
β
w
dτ2
dt
= −ρτ2 + ck2 τ
α
2 η
β
2∑N
w=1 τ
α
wη
β
w
(3.1)
...
dτN
dt
= −ρτN + ckN τ
α
Nη
β
N∑N
w=1 τ
α
wη
β
w
where
42 Chapter 3. Ant Colony Optimization: Theoretical Aspects
• τi is the amount of pheromone in edge i, τi > 0 for every edge i = 1, ..., N at every
point t in time. Vector τ = [τ1, τ2, ..., τN ]
T is the pheromone vector.
• ηi is the value of the heuristic function η for edge i, ηi > 0 for every edge
i = 1, ..., N .
• ρ is the rate of pheromone evaporation.
• c is the amount of pheromone deposit after the evaluation of a path.
• ki ∈ (0, 1], i = 1, ..., N are coefficients that denote the quality of an edge after the
objective function evaluation.
• α and β are positive exponents that denote the significance of the pheromone and
heuristic value respectively, to the ants’ choices.
We define as the transition function based on which an ant chooses its next step:
Pi =
ταi η
β
i∑N
w=1 τ
α
wη
β
w
(3.2)
i = 1, ..., N .
In the ant colony optimization context, we can describe this model as follows.
The change of the amount of pheromone on edge i, is equal to the probability
Pi of edge i being chosen by an ant which will lead to the deposit of a cki amount
of pheromone minus the pheromone that has been evaporated by the rate ρ. The
probability Pi of edge i to be chosen depends on both the current amount of pheromone
of the edge and its weight, each with a different significance factor α and β respectively.
Eq. (3.1) written in a simpler form becomes:
τ˙1 = −ρτ1 + ck1P1 = f1
τ˙2 = −ρτ2 + ck2P2 = f2 (3.3)
...
τ˙N = −ρτN + ckNPN = fN
The corresponding graphical representation of the model in Eq. (3.1) is shown in Fig.
3.1 where there is only one point of decision, but an arbitrary number of options.
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Figure 3.1: 1-decision node graph with N − 1 options.
3.3.2 Equilibrium Points
We begin the analysis of the non-linear dynamical system (3.1) by studying its equilib-
rium points (EP). Those are solutions of the set of equations (3.1) that do not change
with time. After a given time, the system will either converge or diverge from them.
In this section, we compute the analytical forms of the EPs and discuss what they
represent for an ACO algorithm. On the EPs, none of the variables changes, thus, each
derivative τ˙i will be equal to 0. This gives the following set of equations:
0 = −ρτ1+ck1 τ
α
1 η
β
1∑N
w=1 τ
α
wη
β
w
0 = −ρτ2+ck2 τ
α
2 η
β
2∑N
w=1 τ
α
wη
β
w
(3.4)
...
0 = −ρτN+ckN τ
α
Nη
β
N∑N
w=1 τ
α
wη
β
w
which gives
ρτ1 = ck1P1
ρτ2 = ck2P2 (3.5)
...
ρτN = ckNPN
We first investigate the relationship among the pheromone vector’s τ components. The
probability of one edge out of the N to be chosen is equal to 1; a choice will certainly
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be made. Thus, P1 + P2 + ...+ PN = 1, and substituting Pi from (3.5), we have
ρ
k1c
τ1 +
ρ
k2c
τ2 + ...+
ρ
kNc
τN = 1 (3.6)
or
ρ
c
N∑
i=1
τi
ki
= 1 (3.7)
From Equations (3.4) we also deduce that ∀τi 6= 0, i = 1, ..., N :
∑N
w=1 τ
α
wη
β
w =
c
ρk1
τα1 η
β
1
τ1∑N
w=1 τ
α
wη
β
w =
c
ρk2
τα2 η
β
2
τ2
...∑N
w=1 τ
α
wη
β
w =
c
ρkN
ταNη
β
N
τN
Equating all the right-hand sides of the above equations, we have:
c
ρ
k1
τα1 η
β
1
τ1
=
c
ρ
k2
τα2 η
β
2
τ2
= ... =
c
ρ
kN
ταNη
β
N
τN
(3.8)
which gives
τ1 =
k2
k1
1
α−1 η2
η1
β
α−1
τ2 =
k3
k1
1
α−1 η3
η1
β
α−1
τ3 = ... =
kN
k1
1
α−1 ηN
η1
β
α−1
τN , ∀α 6= 1 (3.9)
∀τi 6= 0, i = 0, 1, ...N . Thus, each non-zero τi component of τ can be a function of
another non-zero one; the general analytical form is:
τi =
kj
ki
1
α−1 ηj
ηi
β
α−1
τj =
kj
ki
γ
α ηj
ηi
γβ
α
τj (3.10)
where we have defined γ = αα−1 for α 6= 1. Eq. (3.10) essentially shows that
each non-zero variable of the system can be reduced to another non-zero variable, as
long as α 6= 1. By solving Eq. (3.1) we are able to compute analytical expressions for
the positions of the EPs of the N−dimensional system. We divide the EPs in 3 sets,
depending on which of their components are zero.
• Set 1: (0, 0, ..., 0, τi, 0, ..., 0). The EPs of this set represent the state in which all
the ants have chosen one edge out of the N , since only one edge has a non-zero
amount of pheromone. Thus, set 1 represents the convergence of the colony to
one of the available options.
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• Set 2: (τ1, τ2, ..., τN ), where at least one and at most N − 2 of the τi variables
are equal to zero.
• Set 3: (τ1, τ2, ..., τN ), where τi 6= 0 ∀i ∈ [1, N ].
We now aim at providing a closed-form expression for each τi component of each set
that does not depend on the other components of vector τ .
• Set 1 :
For the EPs that belong to set 1, Eq. (3.7) gives:
ρ
c
N∑
i=1
τi
ki
= 1
τi=0 ∀i=1,..,N, i 6=j⇒ ρ
kjc
τj = 1 (3.11)
Hence, for each EP that belongs to set 1, their only non-zero component will be:
τj = kj
c
ρ
(3.12)
There are only N combinations of the N components of an EP that belongs to
set 1 in which exactly 1 component is non-zero. Hence, set 1 consists of N EPs.
• Set 2 :
In our computations for the EPs of set 2, we reduce all the system variables to a
function of τ1 which we consider non-zero for simplicity. In case τ1 = 0, all the
calculations needed can be reduced to another non-zero variable according to Eq.
(3.10). We consistently follow this throughout the chapter, since our conclusions
are not affected. The EPs that belong to set 2 represent the state of the algorithms
where the ants have excluded at least one of the edges, but have not converged to
a single edge.
Let E be the set of all the indexes of the variables τi that are different from zero.
Using Eq. (3.10), we reduce all τ components to τ1. Then, Eq. (3.7) becomes
ρ
c
N∑
i=1
τi
ki
= 1
(3.10)⇒ ρ
c
τ1(
1
k1
+
1
k2
k1
k2
1
α−1 η1
η2
β
α−1
+ ...+
1
kN
k1
kN
1
α−1 η1
ηN
β
α−1
) = 1 (3.13)
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We note again that the sum in the last equation does not necessarily have N
elements. This is clearer in the next equation:
τ1 =
c
ρ
(∑
i∈E
1
ki
k1
ki
1
α−1 η1
ηi
β
α−1
)−1
(3.14)
which is not only valid for τ1 but each component of an EP that belongs to set 2
will have the form of
τj =
c
ρ
(∑
i∈E
1
ki
kj
ki
1
α−1 ηj
ηi
β
α−1
)−1
(3.15)
• Set 3 :
For the EP that belongs to set 3, we start again from Eq. (3.7) and follow the
same process as for set 2, thus the analytical form of each component of the EP
will be:
τj =
c
ρ
(
N∑
i=1
1
ki
kj
ki
1
α−1 ηj
ηi
β
α−1
)−1
(3.16)
only now the sum in (3.16) consists of N elements. Since all of the components
are non-zero, and equation (3.7) has only one solution for each τi, we only have 1
EP in set 3 for every τi. The EPs that belong to set 3 represent the state of the
algorithm when none of the edges has been excluded from the ants options, thus
they are still exploring.
Number of EPs. We calculate the total number of EPs. While calculating the
form of the EPs, we found that set 1 consists of N EPs, and set 3 only of 1. Regarding set
2, Eq. (3.9) shows that we can express whichever variable τi 6= 0 as a linear combination
of any other τj 6= 0. Counting all the possible combinations of 2, 3, .., N − 1 non-zero
components gives us:
N−1∑
i=2
(
N
i
)
(3.17)
The total number of EPs of the system will be:
#EPs = N + 1 +
N−1∑
i=2
(
N
i
)
(3.18)
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3.3.3 Stability Analysis
We perform a stability analysis, to comprehend the behaviour of the system around
the EPs. We employ the linearization method [Khalil, 1996] to come to conclusions.
Approximating a nonlinear system by a linear one around its EPs, we understand the
behaviour of the system’s solutions. In this way, we can observe the perturbations
around these points. Do they grow or decay? The process begins by producing the
Jacobian of the system under investigation and studying its eigenvalues’ signs to define
the stability of the system’s EPs. Prior to starting the analysis, we discuss the possible
conclusions we can reach. For the sake of brevity, we only discuss the options of having
real eigenvalues and not complex, since this is the case for this system:
• Node. When the equilibrium is a Node, all the eigenvalues of the Jacobian have
the same sign.
– If they have positive signs, the Node is unstable; all the trajectories diverge
from it.
– If they all have negative signs, the Node is asymptotically stable; all the
trajectories converge to it.
• Saddle point. In this case, the eigenvalues of the Jacobian will have different signs.
The trajectories given by the eigenvectors of the negative eigenvalue eventually
converge to the EP. The exact opposite happens for the trajectories that represent
the eigenvectors of the positive eigenvalue; they start close to the critical point
and then diverge. It is an unstable EP.
• Neutrally stable point. This occurs when some eigenvalues are negative and some
are equal to zero. If a trajectory starts sufficiently close to a neutrally or marginally
stable point, it will neither go towards it, nor diverge from it.
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ACO model stability
Applying the linearization technique to the ODE ACO model in (3.1), we first produce
the Jacobian matrix in order to investigate the stability of the system:
J =

J11 J12 ... J1N
J21 J22 ... J2N
... ... ...
...
JN1 JN2 ... JNN
 =

∂f1
∂τ1
∂f1
∂τ2
... ∂f1∂τN
∂f2
∂τ1
∂f2
∂τ2
... ∂f2∂τN
... ... ...
...
∂fN
∂τ1
∂fN
∂τ2
... ∂fN∂τN
 (3.19)
Based on Eq. (3.3) and (3.2), we calculate the diagonal elements
∂fi
∂τi
=− ρ+ cαkiτ
α−1
i η
β
i
∑
w 6=i τ
α
wη
β
w
(
∑N
w=1 τ
α
wη
β
w)2
=
− ρ+ cα
(
∑N
w=1 τ
α
wη
β
w)2
kiτ
α−1
i η
β
i
∑
w 6=i
ταwη
β
w =
− ρ+Dkiτα−1i ηβi
∑
w 6=i
ταwη
β
w , ∀i = 1, ..., N (3.20)
and the non diagonal elements
∂fi
∂τj
= −cα kiτ
α
i η
β
i τ
α−1
j η
β
j
(
∑N
w=1 τ
α
wη
β
w)2
= −Dkiταi ηβi τα−1j ηβj ,∀j 6= i (3.21)
where we have defined
D =
cα(∑N
w=1 τ
α
wη
β
w
)2 (3.22)
We assume that the system will behave in a similar way around the EPs that belong
to the same set, since their closed form expressions are very similar. In order to verify
the assumption, we will choose a random EP from each set and study the signs of
the eigenvalues of the J matrix, working without loss of generality. The characteristic
equation of the Jacobian matrix is the determinant:
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det(J − λI) =

J11 − λ J12 ... J1N
J21 J22 − λ ... J2N
... ... ...
...
JN1 JN2 ... JNN − λ
 =
∣∣∣∣∣∣∣∣∣∣∣∣

−ρ+Dk1τα−11 ηβ1
∑
w 6=1 τ
α
wη
β
w − λ ... −Dk1τα1 ηβ1 τα−1N ηβN
−Dk2τα2 ηβ2 τα−11 ηβ1 ... −Dk2τα2 ηβ2 τα−1N ηβN
... ...
...
−DkNταNηβNτα−11 ηβ1 ... −ρ+DkNτα−1N ηβN
∑
w 6=N τ
α
wη
β
w − λ

∣∣∣∣∣∣∣∣∣∣∣∣
(3.23)
• Set 1 :
We distinguish between 3 options for the value of α in order to study the stability
of the EPs that belong to this set.
– α = 1.
In this case, Eq.(3.23) will become:
det(J − λI) =∣∣∣∣∣∣∣∣∣∣∣∣

−ρ+Dk1ηβ1
∑
w 6=1 τwη
β
w − λ ... −Dk1τ1ηβ1 ηβN
−Dk2τ2ηβ2 ηβ1 ... −Dk2τ2ηβ2 ηβN
... ...
...
−DkNτNηβNηβ1 ... −ρ+DkNηβN
∑
w 6=N τwη
β
w − λ

∣∣∣∣∣∣∣∣∣∣∣∣
(3.24)
Let a random EP that belongs to set 1 be Sj = (0, ..., 0, τj , 0, ..., 0). Then Eq.
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3.24 will be:
det(J − λI) =∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

−ρ+Dk1ηβ1 τjηβj − λ 0 0 ... 0
... ... ...
...
...
−Dkjτjηβj ηβ1 ... −ρ− λ ... −Dkjτjηβj ηβN
... ... ...
...
...
0 0 0 ... −ρ+DkNηβNτjηβj − λ

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−ρ− λj)
N∏
i=1,i 6=j
(−ρ+Dkiηβi τjηβj − λi) (3.25)
The diagonal elements and the elements of row j are the only ones that are
different from zero. In this case, the determinant is equal to the product of
the diagonal elements. Hence, we have N eigenvalues equal to:
λj = −ρ
λi = −ρ+Dkiηβi τjηβj
(3.12),(3.22)⇒

λj = −ρ
λi = −ρ+ c(
kj
c
ρ
ηβj
)2kiηβi (kj cρ)ηβj
⇒

λj = −ρ
λi = ρ
( kiηβi
kjη
β
j
− 1), ∀ i = 1, ..., N, i 6= j (3.26)
The last equation shows that one of the eigenvalues is always negative. Thus,
if the rest of the eigenvalues are negative as well, the system is asymptotically
stable. That only holds, when:
kiη
β
i
kjη
β
j
< 1⇒ kiηβi < kjηβj (3.27)
or when j is the edge with the highest kjη
β
j product. In order to understand
when this happens, we first assume that the higher the heuristic value, η, the
higher the pheromone reward, k, i.e. η and k are proportional - assuming a
maximization problem. In this case, (3.27) holds for all i = 1, ..., N , i 6= j if
max{k1ηβ1 , ..., kNηβN} = kjηβj , which translates to all the eigenvalues of the
system being negative, rendering this EP asymptotically stable.
However, if there are more than one such EPs, with kwη
β
w = kjη
β
j , then
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there will be eigenvalues equal to 0 when investigating their stability. This
will render an EP neutrally stable.
For the rest of the EPs with ηj < max{η}, inequality (3.27) will not be
true for all i, j and there will thus be positive eigenvalues in (3.26), making
the corresponding EPs saddle.
Translating this conclusion to ACO terms, for α = 1 the system will
converge to the edge with the highest heuristic only if there is a single
such edge. The same conclusion holds if the k and η values are reversely
proportional to each other, which is the case in minimization problems.
This is the conclusion the researchers in [Jayadeva et al., 2013] and
[Bliman et al., 2014] arrived at for α = 1, after assuming a proportional
relationship between k and η vectors and discrete paths of different quality
directly connecting two nodes, without any other decisional points in between.
That is not always the case though; we discuss further on this topic in Section
3.3.4.
– α > 1.
We also consider a random EP that belongs to set 1 which will have the form
Sj = (0, ..., 0, τj , 0, ..., 0). For such an EP, Eq. (3.23) will have all its entries
equal to 0 because all elements are products of at least one element that is
equal to zero, apart from the diagonal.
det(J − λI) = det

−ρ− λ 0 0 ... 0
0 −ρ− λ 0 ... 0
... ... ...
...
...
0 0 0 ... −ρ− λ

Hence we have one eigenvalue equal to −ρ with multiplicity N .
N∏
i=1
(−ρ− λ) = 0⇒ λi = −ρ i = 1, ..., N
The same occurs for every Si ∈ set 1. Hence, all the EPs of set 1, are stable
for α > 1. In ACO terms, for α > 1 the colony will converge to one of the
available paths.
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– α < 1.
We simplify matrix J − λI from Eq. (3.23), performing the row operation
R1 = R1 +
N∑
r=2
k1
kr
Rr (3.28)
where Rr represents the r−th row of the matrix.
det(J − λI) = det

−ρ− λ (−ρ− λ)k1k2 ... (−ρ− λ) k1kN
J21 J22 ... J2N
... ... ...
...
JN1 JN2 ... JNN

where Jij is the (i, j) position on matrix J in (3.23). We then perform the
column operation
Cc = Cc − k1
kc
C1 (3.29)
for c = 2, ..., N , where Cc is the c−th column of the matrix and find:
det(J − λI) =
det

−ρ− λ ... 0
J21 ... 0
... ...
...
JN1 ... −ρ+DkNτα−1N ηβN
∑N
w=1 τ
α
wη
β
w − λ
 (3.30)
That is a lower triangular matrix; its determinant is equal to the product of
its diagonal entries. Since the row and column operations we performed do
not affect the value of the determinant, we will have:
det(J − λI) (3.22)= (−ρ− λ1)
N∏
i=2
(
− ρ− λi + cα kiτ
α−1
i η
β
i(∑N
w=1 τ
α
wη
β
w
)2 N∑
w=1
ταwη
β
w
)
=(−ρ− λ1)
N∏
i=2
(
− ρ− λi + cα kiτ
α−1
i η
β
i∑N
w=1 τ
α
wη
β
w
)
(3.31)
Since
∑N
w=1 τ
α
wη
β
w = ταj η
β
j for the EPs of set 1, the eigenvalues in this case
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will be equal to:
(−ρ− λ1)
N∏
i=2
(−ρ− λi + cαkiτ
α−1
i η
β
i
ταj η
β
j
) = 0⇒
λ1 = −ρ
λj
(3.12)
= −ρ+ cα kjη
β
j
kj
c
ρ
ηβj
= ρ(α− 1) α<1< 0, i = j
lim
τi→0
λi
(3.12),α<1
= −ρ+ lim
τi→0
(
cαkiη
β
i(
kj
c
ρ
)α
ηβj τ
1−α
i
)
= +∞, i = 2, ..., N i 6= j
(3.32)
Hence, for α < 1 the EPs that belong to set 1 are saddle points.
• Set 2 & set 3. The EPs of the two sets are studied at the same time, since the only
difference between the analytical forms of their EPs’ components (3.15) and (3.16)
is found in the number of non-zero components. Substituting the zero components
in Equations (3.20) and (3.21) results in zero additional value. Prior to studying
the stability of the EPs for sets 2 and 3, we show two relationships that will be
useful in our calculations. Eq. (3.16) for j = 1 becomes:
τ1 =
c
ρ
η
−βγ
α
1 k
− γ
α
1
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k−γw η
− β
α−1
w
)−1
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k−γw η
− β
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w
)
=
c
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η
−βγ
α
1 k
− γ
α
1
1
τ1
(3.33)
with w taking values either from set E defined in Section 3.3.2, or from set
{1, ..., N}. Another useful relationship is:
N∑
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Nη
β
N
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(3.33)
= τα−11
c
ρ
k1η
β
1 (3.34)
The case α < 1 for the EPs of set 1 only involved case specific computations after
the eigenvalues of the Jacobian were produced. Hence, (3.31) is valid for all the τi
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components and substituting (3.10) and (3.34) on it gives us:
(−ρ− λ1)
N∏
i=2
(−ρ− λi + αρ) = 0⇒

λ1 = −ρ
λi = ρ(α− 1), for i = 2, ..., N
(3.35)
The signs of the eigenvalues of the system depend on the value of α; around α = 1
the sign of the eigenvalues and thus the stability of the system changes. Until now,
we have not differentiated between sets 2 and 3. Their only difference is that in
set 2 the number of τ components that are equal to 0 is non-zero. From (3.30), we
see that in this way, J will have more eigenvalues equal to −ρ, since the row of the
component that we have reduced all the others to, along with corresponding rows
of all the τi components that will be equal to 0, will have a diagonal element equal
to −ρ− λk. That is true regardless of which τ parameter we choose to reduce all
the others to. In fact, had we performed transformations R2 = R2+
∑N
r=1,r 6=2
k2
kr
Rr
and Cc = Cc − k2kcC2 instead of (3.28) and (3.29) respectively, (3.30) would only
have a diagonal element −ρ− λ2 at position (2, 2). However, this does not change
the overall outcome that the EPs of set 3 is stable when α < 1 and saddle when
α > 1. For α = 1, it is not defined.
Our conclusions on the conditions for convergence of the 1−node case can be summed
in Figures 3.2 - 3.5. We show the phase portrait of a 3−dimensional dynamical system
which represents the 1−node 3−options/edges case, for different values of α = 0.5, 1, 1.5.
Employing a phase portrait, we are able to visualize the trajectories of a dynamical
system in the phase plane. We use a number of different initial conditions, equally
sampling the state space.
We have assumed that η1 = 1, η2 = 0.85 and η3 = 0.75; c = ρ = 0.05 and β = 3.
According to (3.18), there are 7 EPs in total. EPs S1 − S3 belong to set 1, S4 − S6 to
set 2 and S7 to set 3. The trajectories are coloured based on the EP they converge to;
they are red, yellow and cyan when converging to S1, S2 and S3 respectively. If they
converge to any other point of the state space (either EP or not) they are coloured blue.
The magenta box limits the trapping region of the trajectories; the pheromone variables
take values within the [0, 1] set.
Figure 3.2 shows that when α = 0.5, or more generally when α < 1, all the
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Table 3.1: Sets of EPs: Analytical form and type of stability
Form of the EP Analytical form Type of stability
Set 1 (0, ..., 0, τj , 0, ..., 0) τj = kj
c
ρ Stable for α ≥ 1
Set 2 (τ0, τ1, ..., τn) τj =
c
ρ(
∑
i∈E
1
ki
kj
ki
1
α−1 ηj
ηi
β
α−1 )−1 Saddle points ∀α
Set 3 (τ0, τ1, ..., τn) τj =
c
ρ(
∑N
i=1
1
ki
kj
ki
1
α−1 ηj
ηi
β
α−1 )−1 Stable for α < 1
trajectories converge to the only stable equilibrium point S7. The same holds regardless
of the values of the heuristic η. In Figure 3.3, the exact opposite behaviour is observed
for α = 1.5 > 1; the only stable EPs are S1 − S3 and they are the only ones with
trajectories converging to them. We remind the reader that EPs S1 − S3 represent the
algorithm’s state on which all the ants have chosen a specific path, whereas S7 the state
where none of the path options has been excluded pheromone-wise. We notice that
the largest percentage of trajectories converge to S1, which is the EP with the highest
heuristic value, i.e. the optimal solution. However, there are trajectories converging
to both S2 and S3, since they are also stable. When α = 1, Figure 3.4 shows that all
the trajectories converge to the optimal solution, which is S1. Those results are in
accordance with our theoretical conclusions.
In order to further understand the differences among the three different sets of
α values, we consider the symmetric case where all the solutions are equally good, i.e.
η1 = η2 = η3. For α < 1 we do not see any difference in the system behaviour regarding
the EP that all the trajectories converge to. In Figure 3.5 and 3.6 we plot the phase
portrait of this system for α = 1 and α > 1 respectively. We understand that α > 1
provides the system with more chances to reach a solution than α = 1, if the trajectory
is found close to one of them, i.e. close to one of the S1 − S3 EPs. In Table 3.1 we
summarize the form of EPs per set, and the type of their stability.
3.3.4 Generalized Graph Topology
When studying a larger graph of an arbitrary number of nodes and edges connecting
these nodes, the main question we are interested in is whether α still affects the system
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Figure 3.2: Phase portrait of a 3-dimensional system for α = 0.5
Figure 3.3: Phase portrait of a 3-dimensional system for α = 1.5
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Figure 3.4: Phase portrait of a 3-dimensional system for α = 1
Figure 3.5: Phase portrait of a 3-dimensional system for α = 1, showing neutral stability
when there are 3 equally good solutions
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Figure 3.6: Phase portrait of a 3-dimensional system for α = 1.5, when there are 3
equally good solutions.
in the same way it affects the 1−node problem. That is, is α still the critical parameter
controlling the system stability? Naturally, the focus is redirected from studying the
pheromone change in an edge to studying the pheromone change in a path. A path p is
denoted as p = {e1, e2, ..., em} with m edges, where the index i in ei denotes the id of
the node edge e is coming from. The probability P of this path to be chosen by an ant,
is equal to the product of its edges’ probabilities to be chosen:
P (p) =
∏
e∈p
P (e) (3.36)
The probability of an edge ei to be chosen is given by Eq. (3.2) and depends on the
other available edge options on node i:
P (ei) =
ταeiη
β
ei∑N
n=1 τ
α
enη
β
en
Assuming that we are investigating graphs whose nodes will all be visited, (3.36) will
be:
P (p) =
ταe1η
β
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i=1 τ
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i η
β
i
× τ
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where N1, N2, ..., Nm are the total outgoing edges on nodes 1, 2, ...,m respectively. We
define
τp = τe1τe2 ...τem
ηp = ηe1ηe2 ...ηem
(3.38)
i.e. the pheromone on path p is defined as the product of its edges pheromones.
Substituting (3.38) in (3.37):
P (p) =
ταp η
β
p
S(p)
(3.39)
where Sp is the sum of all the terms τ
α
piη
β
pi for all the paths pi. Let this set be P.
S(p) =
∑
i∈P
ταpiη
β
pi (3.40)
Essentially, Pp is the probability of path p to be chosen out of all the other paths that
could be formed. It is the equivalent probabilistic transition rule of Eq. (3.2) for paths.
Now, revisiting Eq. (3.36), and considering Eq. (3.3) we have:
P (p) =
∏
e∈p
P (e) =
( ˙τe1 + ρτe1
ke1
)( ˙τe2 + ρτe2
ke2
)
...
( ˙τem + ρτem
kem
)
=
ρmτp + ρ
m−1τ˙p + ρm−2A
p
2 + ...+ ρA
p
m−1 +A
p
m
kp
(3.41)
where kp = ke1ke2 ...kem is the objective function evaluation of the path and A
p
i is
the sum of all the combinations of path’s p edges’ pheromone variables τ products
with i of them being the pheromone change τ˙ , e.g. in a 3−edge path p = e1, e2, e3,
Ap2 = ˙τe1 ˙τe2τe3 + ˙τe1τe2 ˙τe3 + τe1 ˙τe2 ˙τe3 . Eq. (3.41) will become:
τ˙p = −ρτp + kpP (p) + ρ−1Ap2 + ...+ ρ2−mApm−1 + ρ1−mApm (3.42)
Equation (3.42) shows the dynamics of the pheromone concentrated in path p. Extending
that to all the paths that can be possibly formed on the graph, we have the set of
equations:
τ˙1 = −ρτ1 + k1P1 + ρ−1A12 + ...+ ρ2−mA1m−1 + ρ1−mA1m
τ˙2 = −ρτ2 + k2P2 + ρ−1A22 + ...+ ρ2−mA2m−1 + ρ1−mA2m (3.43)
...
τ˙r = −ρτr + krPr + ρ−1Ar2 + ...+ ρ2−mArm−1 + ρ1−mArm
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where r is the total number of paths in a graph. From (3.43) we see that the dynamics
of a path differ from the dynamics of an edge found in Eq. (3.1) on the higher order
terms Ai, i ≥ 2 which represent the effect of the edges’ pheromone changes on the
path pheromone. However, in the sufficiently small region around the EPs where the
linearisation is performed, all the pheromone changes will be equal to 0, making Eq.
(3.43)
0 = −ρτ1 + k1P1
0 = −ρτ2 + k2P2 (3.44)
...
0 = −ρτp + kpPp
which is of the same form as Eq. (3.4). Also, the f functions introduced in (3.3) and
used in the calculation of the Jacobian matrix in Eq. (3.19) will now be of the form
f1 = −ρτ1 + k1P1
f2 = −ρτ2 + k2P2 (3.45)
...
fr = −ρτr + krPr
Given the similarity between Eq. (3.45) and (3.3), for the sake of brevity we
avoid repeating the computations that lead to conclusions regarding the stability of
(3.43). Even though the path dynamics are not the same as the edge dynamics, we can
deduce that the form, number and stability of their EPs follows the same conclusions
regarding the value of α. It is worth noting that the variable we have chosen as the total
pheromone variable in a path is equal to the product of the path’s edges’ pheromones,
and not their sum. This is helpful in distinguishing the different paths. For example,
let path p1 consist of edges e1, e2 and e3 i.e. p1 = {e1, e2, e3}, for which the pheromone
variable vector will be τp1 = τe1τe2τe3 > 0, and another path p2 = {e1, e2, e4}, for which
τp2 = τe1τe2τe4 . If τe4 = 0, then τp2 = 0, even though τe1 , τe2 6= 0. This might be
considered misleading but essentially the complete p2 path cannot be chosen, hence
τp2 = 0. If the sum of the edges’ pheromones was used as the paths’ pheromone variable,
then the only paths that we could consider as excluded from the search would be the
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ones on which none of the edges has pheromone on, whereas in reality, if the pheromone
in at least one edge of a path is 0, this path cannot be chosen.
3.3.5 Conclusions on the system stability
From the stability analysis, we concluded that three sets for the α are formed α <
1, α = 1, α > 1; in each of these, the system behaves differently, as shown in Table 3.1.
The only stable set of EPs when α < 1 is set 3. This consists of a single EP with all
its components > 0. This set represents the state in which the algorithm has neither
converged to a single path nor even excluded an edge from the available options since
there is pheromone in all of them. Set 3 is only stable for α < 1 which, in ACO context,
implies that for these values of α the algorithm presents the highest exploring behaviour.
This is a critical phase in all search algorithms; good solutions are found which can be
fine-tuned later in the search process. The smaller the value of α, the more random the
ants’ choices tend to be, not making use of the main drive of the algorithm which is to
perform an efficient search using feedback from all previous searches. A higher value
of α is also needed in order to achieve that, otherwise even if the optimal solution is
reached, this information will be lost due to evaporation, unless α increases so that the
next ants take it into account. Now, when α > 1, the only stable set of EPs is set 1.
Since this set represents convergence to a path, α > 1 is an attractive area for α to take
values in, when designing an algorithm that converges in solution. Also, in contrary to
α < 1, previous search is taken into account. However, the fact that all the EPs in set 1
are stable denotes that there is a risk of premature convergence when α > 1. Regarding
α = 1, we showed that the system converges to the optimal solution, when there is a
single such solution; in all other cases, α = 1 all the EPs of the system are saddle, a
conclusion that is not insightful to the algorithm understanding.
The results presented show that different α values are directly linked to different
algorithm behaviour with respect to exploration and exploitation levels. As stated in
[Eiben and Schippers, 1998], those are the ’two sources from which search algorithms
get their power’. During an exploration phase the search is directed towards unexplored
areas of the search space, in order to examine more candidate solutions. On the other
hand, during an exploitation phase the search is directed towards regions of the search
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space that include the best solutions found to time, so as to fine tune them, if possible,
by searching close to them. This further adds to our understanding of why none of the
values of α is perfect in terms of optimization strength of the algorithm.
Those theoretical conclusions are in accordance with what many researchers of
ACO have empirically noticed [Meyer, 2004] [Chusanapiputt et al., 2006] [Martens
et al., 2007] [Neyoy et al., 2013]: a dynamical α can offer advantages to the search
process. In those works, a dynamical α has been used to increase efficiency by increasing
diversity [Meyer, 2004], slow down [Neyoy et al., 2013] or speed up the process of
convergence or offer adaptability to the system [Chusanapiputt et al., 2006] when
small changes of the optimum are considered [Iacopino et al., 2013b]. In this work,
we observe another characteristic of dynamical α strategies that has not been given
enough attention: in most of our results the standard deviation among the output
solutions of different runs decreases compared to maintaining a fixed α throughout
the run, without the performance of the algorithm being compromised or even leading
to better solutions. That is a very attractive property when using ACO in practical
applications e.g. [Ntagiou et al., 2018] where critical situations demand a good solution
fast i.e. without having to perform many runs.
3.4 Numerical Tests
In this section we test the performance of the ACO algorithm described in Section
2.3.3 on benchmarks from TSPLib [Reinelt, 1991] on which instances of the well-known
Travelling Salesman Problem are provided. In this problem, there are n cities and
the salesman must visit each city exactly once before returning to the initial one; the
problem is to find the shortest path connecting them. The difficulty of the problem lies
in the explosion of possible solutions when the number of cities increases; the problem
is NP-hard. In our experiments, we have picked 3 TSP benchmarks based on their size:
eil51, st70 and kroA100 with 51, 70 and 100 cities respectively. The choice of those
benchmarks is based on their frequent presence on most research papers. The heuristic
is η = 1edge weight where the weight of the edge is equal to the distance between the
cities/nodes the edge connects.
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Figure 3.7: Different strategies to vary α during a run.
3.4.1 Effect of a dynamical α
We test the effect of the different alpha strategies to the performance of the algorithm,
mostly revisiting the α−annealing notion suggested in [Meyer, 2004] and the analysis in
[Stutzle et al., 2011] that “has identified clear opportunities for pre-scheduled parameter
variation”. The α strategies we have chosen to test can be seen in Fig. 3.7. Since
our interest is less on highlighting the capabilities of ACO algorithms in solving TSP
problems, which have been investigated thoroughly [Kefi et al., 2016] [Gambardella
and Dorigo, 1996], but more on the effect of employing a dynamical α, we find that a
comparison to another algorithm is out of the scope of this thesis; we only mention the
best known solution for the sake of completeness.
We have implemented the algorithm in Java. For the sake of brevity, we report
the results when using a population of 4000 ants - or using 4000 iterations - since there
were no big differences noticed when using 1000, 2000 and 8000 ants. Parameter ρ is
set to 0.05 and β = 3. In Fig.3.8 we use boxplots to demonstrate the performance of
ACO for the different α−strategies shown in Figure 3.7. In the figures, the names of
the strategies have been shortened for spacing purposes:
• a05 denotes a fixed α = 0.5
• a1 denotes a fixed α = 1
• a15 denotes a fixed α = 1.5
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Figure 3.8: ACO output for the different α−strategies
• st is short for the step function:
α =

0.5 ants < totAnts2
1.5 ants ≥ totAnts2
(3.46)
• lR is short for a linear increase of α from α = 0.5 to α = 2
• tR is for a tangent profile in the interval [0.5, 2] with the flex at α = 1
The results are in agreement with the theory. First of all, the difference between fixing
a value of α < 1 or α > 1 and keeping it equal to 1 or dynamical is clear. Further to
that, the standard deviation among the output solutions is notably smaller when α is
dynamical and also in those cases the algorithm usually achieves its best performance.
This can be explained by the combination of the good features of each set of α values
i.e. when α < 1 a good solution is found, and then it is fine tuned when the algorithm
increases the exploitation for α > 1.
Regarding the case α = 1, we already know that the chosen TSP problems do not
have a single optimal solution, hence we cannot predict the behaviour of the algorithm
for this value of α. We notice that it leads to good results. This has been the inspiration
behind the tanRamp strategy. We want a strategy that combines both exploration and
exploitation, but rather insists on the α−value that can lead to improved performance,
if such a value exists.
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3.4.2 Measuring Diversity
In this section, we discuss the relationship between diversity and the value of α, with the
aim of understanding whether this quantity can be critical to the algorithm performance.
We define diversity in Eq. (3.47) as the percentage of the number of paths explored
more than once over the total number of paths explored; the latter quantity is equal
to the number of ants. Thus, if the diversity is 100%, then all the paths visited are
different; the exact opposite occurs for a 0% diversity. Meyer in [Meyer, 2004] was the
first to point out that when α is kept on small values, the diversity among the solutions
examined by ACO is high. We have showed that when α < 1 the system explores, but
we do not necessarily deduce that all the solutions explored are different. Using the
same TSP benchmarks, we measure how the diversity changes as α changes.
Diversity = 100%
Numberofidenticalpathsexplored
Totalnumberofpathsexplored
(3.47)
In Fig. 3.9 we plot the median diversity during 50 runs, when the value of α is kept
fixed. We notice that around α = 1 the diversity starts decreasing in all 3 problems;
this conclusion matches the theoretical result regarding the exploring character of the
algorithm for α < 1. The rate of this decrease though is not the same. The trend we
observe is associated to the problem size; the larger the problem, the smaller the rate of
this decrease.
In Fig. 3.10 we have employed the dynamical α−strategy tR. We notice a small
‘delay’ in the effect of the α value to be reflected on the diversity which can be explained
by the fact that α does not steadily increase in this strategy. In all the problems, the
diversity starts increasing a little after α = 1. Further to that, comparing the two
figures, we notice that when α reaches a given value e.g. 3, the diversity does not have
the value it would have were α constantly fixed to 3.
3.4.3 Effect of parameters ρ and β to the single node dynamics
The evaporation rate ρ affects the magnitude of the eigenvalues and is therefore a
time scaling factor: for smaller values of ρ the system takes more time to converge.
With regards to the influence of ρ to the system’s stability, note that when ρ = 0 no
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Figure 3.9: Diversity for different values of fixed α
Figure 3.10: Diversity for dynamical α strategies - linear increase of α
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evaporation takes place; in this case the system does not present any EP but neither
does it model an ACO algorithm. If ρ is sufficiently large so that the other right-side
term of the transition function (3.1) is neglected, this is also not ACO representative
behaviour; we deduce that ρ must, in general, have a maximum and minimum value.
The most effective value of ρ though, depends on the problem in hand.
During the stability analysis, β is only found in the form of the EPs that belong
to sets 2 and 3; it does not affect the EPs representing convergence that belong to set 1.
Since β > 0, from Eq. (3.15) and (3.16), we see that only the magnitude of the EPs’
components is affected as β increases. That means that the position of the EPs changes,
but their stability is not affected. In the dynamical system, when β tends to infinity,
the position of the afore mentioned EPs will also tend to infinity, leaving only the set 1
EPs closer to the system’s state (if we consider the pheromone values bounded). We
assume that this is the reason why higher values of β can lead to less diversity among
the candidate solutions.
In Figures 3.11 and 3.12, we plot the diversity that occurs for different values
of α, β and ρ across the 3 TSP problems, employing heatmaps. The association of
the colour with the diversity percentage is found on the right side of the figures. Our
first observation in Figure 3.11 is that regardless of the ρ value, the diversity does not
decrease below 100% before α turns 1. For larger values of ρ, the beginning of this
decrease requires higher α values as well. As the problem size increases, reducing the
diversity among the candidate solutions requires higher α values.
As β increases, the pheromone’s role in the ants’ choices ceases to exist, hence
the search is driven by the edges’ weights and each ant’s choice becomes independent
from the previous ones. This is why in Figure 3.12 we can see that higher values of β
decrease the diversity among the solutions investigated. We also see that the value of
α = 1 is the limit below which the diversity is maintained to 100%.
We earlier chose to set β = 3 and ρ = 0.05 because they were empirically found to
lead to the best results. Observing Figures 3.11 and 3.12, we see that those values lead
to a rather low median diversity throughout the search. This is an interesting result
which further highlights that both exploration and exploitation phases are needed in
the search process in order to extract the method’s best potential.
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(a)
(b)
(c)
Figure 3.11: Effect of ρ and α parameters to the diversity on (a)eil51 (b)st70 (c)kroA100
TSP problems
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(a)
(b)
(c)
Figure 3.12: Effect of ρ and β parameters to the diversity on (a)eil51 (b)st70 (c)kroA100
TSP problems
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3.5 Summary
In this chapter we discussed theoretical aspects of ant colony optimization algorithms.
Introducing a non-linear system to model the change of each candidate solution’s
pheromone value, we reach conclusions regarding the effect of a critical algorithm pa-
rameter to the system stability. The result suggests that this parameter can control the
convergence of the system to different EPs. Translating the EPs to the algorithm context,
we find that this parameter can control the balance between algorithm exploration and
exploitation. Our work contributes to the state-of-the-art by formalizing a result that
has empirically been suggested in the past and has only been formally proven for graphs
of a very specific structure (binary chains).
We support our conclusions by performing experiments on benchmarks of a well
known graph search problem, TSP, where we examine the effect of the algorithm’s
critical parameter to the diversity among the visited solutions. By defining diversity
as the number of different candidate solutions considered during a run, we quantify
and investigate the levels of exploration and exploitation for different parameter values.
In addition to that, we compare the algorithm’s performance when this parameter is
kept fixed during a run against maintaining a variable parameter i.e. a variable explo-
ration/exploitation balance. The dynamical balance boosts the method’s performance,
hence we employ this strategy when applying ACO to the two case studies investigated
in this thesis, presented on Chapters 4 and 5.
Chapter 4
Disaster Monitoring
Constellation (DMC3)
Earth imaging spacecraft capture the Earth’s surface while moving on their low altitude
orbits and pointing the imager towards a target area. The spacecraft can be agile,
steering their imager along the roll and pitch axes. The acquired data are stored in
the on-board memory of the satellites, until their transmission to the ground station
becomes possible. Infrequent ground station passes and high number of imaging requests
limit the images that can be acquired before a downlink takes place.
The P&S system is responsible for coordinating a constellation’s satellites’ activities
in order for the total value of the downlinked data to be maximized; this value depends
on the mission objective. The main challenges that arise when developing an MPS for an
Earth imaging mission are found in the optimality and scalability of the system. In this
chapter, we present the design of an MPS for SSTL’s Disaster Monitoring Constellation
(DMC-3) based on an ant colony optimization algorithm, and compare our approach
with the most widely used optimization method in space mission planning, Squeaky
Wheel Optimization.
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(a)
(b) (c)
Figure 4.1: (a)DMC3 during construction (b)Single DMC3 spacecraft while imaging
Earth (c) Image of the airport in Sydney, Australia - images’ credit: SSTL
4.1 Mission Capabilities and Requirements
The Disaster Monitoring Constellation 3 [da Silva Curiel et al., 2005] is an Earth
observation mission produced by SSTL, launched in July 2015. This platform is an
Earth observation constellation of small low cost satellites, providing images for several
applications, commercial or of public interest, on a daily basis. The platform consists of
3 high-resolution optical Earth imaging spacecraft flying in a 650km sun synchronous
orbit. The DMC−3 constellation has been designed to meet the requirements of a 1−m
ground resolution in the panchromatic and 4−m resolution in the multi-spectral bands.
The satellites are agile, thus can be steered up to 45◦ off-nadir pointing along the
roll and pitch axes. The spacecraft imager offers a Field of View (FoV) of 2◦ that results
in a swath of 23km at nadir. Thanks to their agility, the spacecraft offer a wide Area
of Regard (AoR) of 1300km. The width of the swath increases as the attitude of the
spacecraft diverges from nadir pointing resulting in a maximum swath width of about
44km. The satellites of the platform operate under three imaging modes. The user is
able to choose their preferred mode prior to submitting a request.
• Strip mode. The spacecraft can deliver 23 by 23 square kilometre images, called
scenes. They can be imaged within the roll capability range of the satellites. In
the strip mode, the satellite captures long strips of scenes. A ‘push broom’ form
of imaging is employed, i.e. the camera is lying across the orbit ground track.
The swath width is fixed in each flyby over the target area and determined by the
spacecraft attitude and FoV. This mode is primarily used for applications such
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Figure 4.2: The satellite’s swath for a roll angle of 0◦ and −30◦. The satellite operates
a strip imaging mode and the AoI is of orthogonal shape.
as mapping to deliver complete maps of certain areas, territories and countries.
Power and thermal constraints limit the maximum strip length to 175 scenes.
In Figure 4.2, we show the AoR of a satellite and the swath width difference
between nadir pointing and an attitude tilt on the roll axis by 30◦; the swath
width becomes larger when the roll angle increases.
• Stereo imaging. This mode requires the spacecraft to acquire an image of
the same ground area from two different views during a single flyby. It can be
supported by a single satellite on a single flyby, using pitch maneuvering. Stereo
imaging is mostly used to generate Digital Elevation Models (DEM) [Jarihani
et al., 2015].
• Area mode. This is a more complex imaging mode in which the spacecraft
maneuvers in the roll and pitch axes in order to artificially ‘widen’ the swath
width by capturing adjacent scenes. The standard area that can be imaged in a
single flyby is a 2 by 2 observation of a 40 by 45 km zone.
DMC−3 constellation is expected to be able to image a ground area of around
1 million square km each day. The acquired data are initially stored on board the
spacecraft 2 data recorder devices: a small one of a total memory consisting of 30
GB, meant to be used for near real time imaging, and a large one of a total memory
of 512 GB, meant to be used in a stored and forward manner. The small device is
also used as a buffer for any read/write operations on the large device. Therefore, the
resource management is critical when scheduling an imaging campaign. The size of a
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single image, i.e. a scene, can vary depending on the attitude of the spacecraft, the
location and compression used, from about 250MB to 1300MB. When passing over a
ground station, the satellites download data with a rate of 350 Mb/s, thus their memory
can be emptied after a GS pass with duration of at least 616 s. Ground station small
memory device passes’ duration can vary between 2− 10 minutes. Such an EO mission
offers numerous imaging opportunities, but has to be efficiently managed to achieve an
optimized performance.
In this work we aim at addressing the planning problem that occurs when the strip
imaging mode is requested and all DMC-3 agile satellites are employed. The benefits
of choosing a constant direction while imaging are detailed in [Lemaitre et al., 2002],
where the authors explain why changing the roll between two images is very costly in
terms of transition times.
4.2 Problem Definition
The planning problem we consider is the imaging of an Area of Interest (AoI) of arbitrary
shape, within a given planning horizon, considering the spacecraft’ orbits, pointing
availability and Ground Station passes. The objective is to provide the mission with a
feasible schedule so that the percentage of the imaged AoI imaged is maximized, while
respecting the following constraints the mission undergoes:
• Operational constraints. The fact that each spacecraft of the constellation has a
given orbit is a constraint that determines the pointing availability of the spacecraft
towards the AoI. The satellites are considered to maintain their attitude for the
duration of the flyby over the AoI. Thus, the strips resulting from the possible tilt
states are mutually exclusive with each other; at most one strip can be chosen
for each flyby. This is depicted in Fig. 4.3 where three flybys over Spain have
different ground tracks and pointing availability which is reflected to the number
of available strips for each.
• Resource constraints. There are limits on the resources available to use onboard
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the spacecraft, ranging from the amount of on-board storage and the downlink
bandwidth available to the power duty cycle and the periodical housekeeping’
operations that need to be performed and would pause the imaging process. For
the on-board storing, we only consider the use the small data recorder device;
the images stored between GS passes must fit to it. Also, part of the resource
constraints is defined by the GS’ availability. GS are not guaranteed to be
available during the time of a pass; their availability is subject to changes due
to the workload or emergency cases. We only regard the GS passes as on board
memory renewals, thus in case of availability change, the plan is adjusted. The
resource constraints are satisfied by not considering the addition of an imaging
opportunity that results in memory overflow.
• Spatial constraints. Given that the ground track of the spacecraft is not the same
at every flyby over an AoI, it is certain that some acquired images will overlap
with others, even when the AoI imaging task is assigned to a single spacecraft.
This will not only hinder or delay the total imaging of an area, but will also result
in unnecessary use of the spacecraft resources. Nevertheless, overlap cannot be
considered a hard constraint of the problem, since a solution will still be feasible
even when the images overlap. It is highly desirable to keep it at minimum levels,
especially when the time horizon requested by the user for the completion of the
task is not long.
• Transition time between two roll angles (slewing duration). When more than one
target AoIs are considered, the slewing duration should be taken into account in
the scheduling process. In specific, when two different target AoIs are adjacent to
each other (with their latitude borders adjacent) one option is to regard the two
AoIs as one and solve the problem. This poses the risk of poor imaging due to
the strip length limitation - it is constrained to 175 scenes. On the other hand,
regarding them as two different AoIs requires consideration of the transition time,
as for some flybys the chosen roll angles of the imaging sensor for the two AoIs
can be different. The transition time between the roll angles implies less time for
imaging. In this work, we consider that the target AoIs are not adjacent, and
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that there is enough time for switching from one roll angle to another without
affecting the imaging times.
Figure 4.3: Three flybys over Spain with different ground tracks and pointing availability
that is reflected to the number of available strips for each.
This problem is found in the literature under the name ‘coverage planning’; it
consists of finding a way to cover all the parts of an area of arbitrary shape. In robotics,
covering an area translates to visiting all of its points, thus a motion path has to be
found for the robot [Galceran and Carreras, 2013]. In sensor scheduling, the goal is
to identify the sensors which need to be active in order for an area to be completely
sensed [Adulyasas et al., 2015]. In Earth imaging applications, the satellite is expected
to image the total of the area. When agile spacecraft are considered, a plan of the
attitude maneuvers for each one has to be decided. In each of the afore mentioned fields,
different objectives and constraints affect the difficulty of the coverage planning problem.
Regardless of the field of research, coverage planning is an NP-hard combinatorial
optimization problem [Yang et al., 2006] [Strimel and Veloso, 2014].
Formal definition
Formally defining the problem, we assume N sets that consist of a different number of
elements i that are assigned with a weight wi and a cost ci. Our aim is to find a set S
that consists of exactly N elements, exactly one from each of the N sets, such that the
constraint function is kept below a given value c,
C =
∑
i∈S
ci ≤ c (4.1)
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while an objective function, f , is maximized. Translating to the coverage planning
problem, the elements represent the strips and the sets the flybys. The weights of the
strips, wi, are set equal to their size and their costs, ci, equal to the memory consumed
if they are added to the schedule. The objective function is the maximization of the
imaged area within a given time window. We consider 2 objective functions:
f ≈ imaged area (4.2)
f ≈ imaged area− overlapped area (4.3)
Employing Eq. (4.2) as an objective function is not useful in situations in which an
area is - almost - totally imaged before the task deadline; the system will not be able
to understand this and will keep assigning strips to increase the coverage of the area,
even if they overlap with the imaged part. Such a circumstance can be avoided if Eq.
(4.3) is used as an objective function; we call Eq. (4.3) single coverage. By maximizing
the single coverage, we avoid the afore mentioned situation, as an overlapping strip
decreases the value of the objective function, i.e. the desirability of a solution. Even
though our final objective function choice is Eq. (4.3), in Section 4.6.2, we compare
the performance of the system for the two different objectives. A solution example is
shown in Fig. 4.4 where we present a poor and a good solution of the coverage planning
problem for France within a planning horizon of 7 days, employing all 3 spacecraft of
DMC3; the strips of each spacecraft have different colours. The foremost reason for the
poor coverage lies in the use of the imaging strips in such a way that they overlap.
Problem Analogy
We find it helpful for the reader’s understanding to present the problem from a less
formal perspective. The scenario consists of an area, e.g. a wall of arbitrary polygon
shape, that has to be painted with a single color. Several painters undertake this task,
agreeing to cooperate in order to complete it before the deadline their manager has set.
Their constraints are two: firstly, once their painting brush touches the wall, they need
to keep a straight direction, thus painting a strip-like area. They continue painting, not
diverting from their initial direction until they reach the border of the area, where they
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Figure 4.4: A good and a poor feasible solution of the coverage planning problem for
DMC3 constellation when the target AoI is France.
stop. Secondly, they need to consider whether they have enough amount of paint in
their brush, each time they begin a new strip, since they cannot renew the paint before
completing one. The painters share a critical characteristic: they are blind. Since they
cannot communicate, avoiding to paint an area that has already been painted becomes
challenging and might hinder their performance. Hence, they choose to find the optimal
strategy to paint the wall before they start the procedure. Their objectives are to cover
the whole area, avoiding as much as possible any overlapping among the coloured areas,
and complete the task in time.
4.3 Relevant work
Given the complexity of the coverage planning problem, recent research has been focused
on approximate and heuristic solutions to address different versions of it. In [Lemaitre
et al., 2002], the authors solve a simplified version of the coverage problem for a single
satellite: a single track planning horizon is considered and thus memory and energy
constraints have not been taken into account. The area is cut in strips in a pre-processing
phase, using the same direction for all requests of the same track, resulting in a set of
contiguous parallel strips. Despite these simplifications, the problem addressed remains
NP-hard. The authors compare the performance of a greedy algorithm, a dynamic
programming algorithm, a constraint programming approach and a local search method
4.3. Relevant work 79
and find that the local search outperforms the rest, while the constraint programming
approach is found to be very flexible.
In [Verfaillie et al., 2012], observation requests are expressed in terms of start and
end acquisitions times rather than geometric locations. Times that are expected to
have the best impact on the plan are chosen based on a heuristic that includes short
durations as a measure against wasting resource.
In [Perea et al., 2015] the coverage planning problem called a “swath acquisition
problem” (SAP) is modelled as a set covering problem where each acquisition that can
image part of the AoI for each spacecraft is a subset and the target area is the set
that will be covered. They do not consider on board memory constraints or downlink
opportunities; the goal is to fully image an area, avoiding overlap. The algorithm used
adds elements to the solution randomly, out of the set of x elements that locally yield
the largest improvement in the objective function, when all the spacecraft are taken into
account. This procedure is repeated until a certain stop criterion is met, and each of
the obtained solutions forms a set of feasible solutions. Different runs of this algorithm
may result in different solutions, due to the randomization introduced when picking
one acquisition. The computational geometry calculations were performed with Matlab
code Polygon Clipper.
In [Holvoet et al., 2018] the authors use a simulated annealing algorithm to solve
a coverage planning problem for “relatively small” areas, taking into account the
deterioration of an image as the roll movement of the imager increases. In this problem,
the overlap is not taken into account during the optimization process but is only dealt
with by removing overlapping strips in a post-processing phase. The experiments are
performed with real data from 3 spacecraft, the agile THEOS, DUBAISAT-2 and the
semi-agile VNREDSAT-1 for a planning horizon of 3 days. Given the small size of
the areas an planning horizons under investigation, constraints like on-board memory,
energy and ground station availability are not considered. In [Knight et al., 2013]
the authors study the imaging of the Earth using the Eagle-Eye telescope aboard the
International Space Station. The various goals for science are described as prioritized
points on the Earth. The goal is to schedule as many points as possible, maximizing
the summed priority, while respecting pointing and slew constraints.
80 Chapter 4. Disaster Monitoring Constellation (DMC3)
In [Augenstein et al., 2016], the authors propose a scheduling algorithm to operate
an Earth imaging constellation with as low human oversight as possible, motivated
by the rapid growth of Terra Bella’s satellite constellation. The mixed-integer linear
program (MILP) approach optimizes the assignment of imaging opportunities that can
be captured in a single flyby and data downlinks, generating schedules for all satellites
and ground stations in a network. A minimum ground station contact frequency for
each satellite is the constraint considered.
In [Troesch et al., 2017], the authors apply SWO to a coverage planning problem for
Europa Clipper and JUICE missions, where the tasks are interconnected; the addition
of a task to the schedule might dictate the addition of a number of other tasks. A
complete survey on Earth imaging scheduling for both single and multiple spacecraft
missions can be found in [Minic, 2016].
4.4 Solving Approach
The MPS architecture is presented in Fig. 4.5. A set of users file their requests:
• Geographic areas they are interested in imaging (AoI).
• Time window for completing the task.
• Priority value given to either subareas of their AoI, or to independent AoIs.
• Weather conditions that can render an image unacceptable.
The users’ requests are considered to be asynchronous and can change or be filed anew
at any time. The constraints of the problem (Section 4.2) are included and satisfied in
its representation and in the optimization algorithm, i.e. the MPS produces feasible
solutions. The goal of the mission with respect to any user request characteristic can be
redefined at any time, either by the user or due to emergency situations. In this section,
we analyse the MPS ‘box’shown in Figure 4.5. It consists of a problem representation,
an algorithm that based on the directed graph representation navigates the problem’s
search space, and a coordination mechanism to address the multiple s/c case.
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Figure 4.5: MPS architecture for DMC3 mission
4.4.1 Problem Representation
Our proposed graph representation for the coverage planning problem consists of N
nodes, where N is the number of flybys over the AoI within the planning horizon. Each
node has two different sets of edges.
• One set consists of all the directed edges connecting the node with all the other
nodes of the graph, forming a fully connected graph.
• The other set consists of undirected edges each representing the available strip
imaging opportunities/roll angle option for the given node/flyby and an additional
edge representing the option of no imaging during the flyby. This second set’s
edges do not lead to another node.
Both sets of edges are shown in Figure 4.6. The nodes of grey nodes do not
represent a problem entity, but they exist for consistency in the graph i.e. each edge
is connected to a pair of nodes. Each node is also assigned with the GS pass id that
follows it, e.g. if the first GS pass after flybys 1,2 and 3 if GS pass 1, then nodes 1, 2, 3
will be assigned with this GS pass id. This helps in quickly identifying the on-board
memory availability when a new strip is considered for addition to the schedule.
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Figure 4.6: Example of graph representation for the Coverage Planning problem
4.4.2 Algorithm
The basic ACO algorithm is described in Section 2.3.3. In this section we discuss the
adjustments made when ACO is applied to the Coverage Planning problem; the updated
algorithm is found in Algorithm 4. The functions used in Algorithm 4 are listed below:
• In the pheromoneFieldInitialization() function we assign the same positive amount
of pheromone on all the edges in the beginning of the run.
• The chooseFirsts() function defines the node from where the search will begin for
each spacecraft. Since we are not using a chronological ordering of the nodes, we
choose the first node based on how well previous choices have performed. For each
node we maintain a pheromone amount that indicates the search evaluation when
it was chosen as the initial node. This mechanism is found to perform better than
choosing randomly the first node or fixing it to e.g. the one with the largest strip.
• After choosing the starting point, we select an edge out of the ones that represent an
imaging strip with function edgeSelectionRule() which is based on the probabilistic
rule in Eq. (2.1). The search space is pruned by a rule: among all the outgoing
edges of a node, only the ones that do not overlap with the current schedule
by more than 20% of their size are considered for selection in the probabilistic
rule. For example, if all the edges/strips of a flyby overlap with the current
solution by more than 20% of their size, the only option left for the probabilistic
rule will be the ‘no imaging’ edge. This mechanism is shown in Fig. 4.7. For
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a current schedule (shown in 4.7a), the new strip options of the next flyby are
assumed to be the red and green strips shown in Fig. 4.7b, along with the ‘no
imaging’ option. Due to the overlap it causes to the current schedule (shown using
stripes on Fig. 4.7c), the red strip will not even be considered as an option by the
algorithm, unlike the green strip. The edgeSelectionRule() also makes sure that
the memory constraint is not violated. We keep track of the available memory by
breaking the planning horizon down to smaller periods of time based on the known
ground station passes and keeping track of the available memory per period. If
the addition of an edge/strip to the schedule results in memory overflow for a
given period, then the strip is not considered in the ants’ options and the search
continues.
• We proceed to the next node with nodeSelection() method by, once again making
use of the stigmergy property. Each edge connecting two nodes is assigned with
pheromone indicating the most rewarding order the nodes should be visited. We
employ the rule in Eq. (2.1) to make this choice, only without considering a
heuristic.
• When all the nodes are visited, the path construction is completed and a feasible
schedule is produced. The path consists of the edges that represent the strips
and should not be confused with the edges connecting the nodes in the graph
representation. The created path is evaluated by an objective function f in the
pathsEvaluation() method. For the coverage approximation, we use a gridded
representation of the AoI, as shown in Figure 4.8, and each strip included in the
schedule leaves their mark on the part of the grid that it intersects with; the
bandwidth of the grid is empirically defined as:
BW =
smallest latitude of all strips
3
(4.4)
This is a stigmergetic approach to keeping track of the coverage, rather than
employing costly geometrical methods like the intersection of each strip with all
others included in a schedule, and the AoI. The coverage is then calculated as:
Coverage =
Number of tiles imaged by a single strip
Total number of tiles
(4.5)
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(a) (b) (c)
Figure 4.7: (a)Current Schedule (b)New strip options (c)Pruning rule based on strip
contribution to current schedule
• In order to define the pheromone deposit amount, we use an exponential scale to
connect objective function value and pheromone amount; the better the solution,
the more the pheromone. The theoretical optimum for all problems is equal to 1
(or 100%). Nevertheless, considering this value as the maximum does not help in
distinguishing among the solutions whose values depend on the planning horizon,
number of spacecraft e.t.c. Given that we cannot predefine the maximum possible
value of the objective function for a given problem, we use an exponential scale that
dynamically adjusts its x-axis range based on the best and worst solutions found.
This scale is set manually at the beginning of the computation with the help of a
greedy algorithm, as described in Section 4.6.3. After defining the pheromone that
will be deposited, the pheromone field is updated by evaporating the whole graph
and by depositing pheromone only on the path edges in pheromoneFieldsUpdate().
• In the alphaUpdate() function, the value of alpha is calculated for the next ant; in
Section 4.6.3 we test different ways of adjusting the value of α during the run.
4.4.3 Coordination
Identifying the nature of the coordination problem in the coverage planning problem for
a constellation, we find that each spacecraft has their own orbit and thus different flyby
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Figure 4.8: An example of the coverage calculation process.
Algorithm 4 Ant Colony Optimization for Coverage Planning
1: pheromoneFieldInitialization()
2: for all ants
3: chooseFirsts()
4: while not all nodes visited
5: for all spacecraft
6: nodeSelection()
7: edgeSelectionRule() //Path construction
8: constraintCheck()
9: end for
10: end while
11: pathsEvaluation()
12: pheromoneFieldsUpdate()
13: alphaUpdate()
14: end for
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times over the AoIs, imaging opportunities and GS passes. As in the single satellite case,
there is a limited available on-board resource that constrains the imaging process but
in the constellation case the need to keep image overlaps to minimum levels becomes
more important. We can then describe each spacecraft having their own pool of tasks to
choose from, but that should be done in coordination to the rest of the constellation’s
spacecraft due to image overlapping constraints. This is not an assignment problem in
the strict sense, since each strip already ‘belongs’ to a given spacecraft and cannot be
assigned to another. But the area a strip images can greatly overlap with the area of
another strip, thus when adding a strip to the schedule of a spacecraft, we rather assign
a part of the AoI to it. Hence, in the constellation case, each satellite has their own
graph, but there is a single common solution, the union of all the spacecraft solutions.
The coordination mechanism is activated when more than 1 s/c are considered.
There is a single solution and all spacecraft must add one strip before one of them can
add another. That is unless the graphs are of different size, in which case once all the
nodes of a s/c graph are visited, no further action is taken by it. The order by which
the spacecraft add elements to the solution is random for every ant, so as not to favour
any of the satellites. The pruning rule described in Section 4.4.2 applies to every new
strip addition. In this way, the spacecraft act as a unit and the load is balanced well
among them. The latter will be further discussed in Section 4.6.5 along with results on
whether the solution quality is jeopardized for the sake of load balancing.
4.5 Squeaky Wheel Optimization
The basic structure of SWO is described in 2.3.3. The main way this algorithm finds
solutions is the iteration of a cycle: solution construction, evaluation/analysis and
element reordering. This method has never been used for a problem similar to the one
described in Section 4.2 but only for a coverage planning problem for a single non-agile
spacecraft problem in [Troesch et al., 2017].
Adjusting the method to the problem we address in this work, we maintain a
single ordering of all the strips for all spacecraft; the heuristic for ordering the strips is
the same as in ACO, the size of a strip. The non-chronological greedy algorithm then
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adds the highest in the order strip to the solution, making sure that none constraint is
violated:
• if the considered strip belongs to a flyby already having a strip in the schedule,
we move to the next in the order strip.
• if the considered strip violates the 20% overlap rule described in Section 4.4.2, we
move to the next strip.
• if the memory constraint is violated for the given spacecraft and time, we move to
the next strip in the order.
In this method, in correspondence with ACO edgeSelectionRule() described in Section
4.4.2, we decide whether a strip will be allowed to be chosen for scheduling based on the
already scheduled strips i.e. we also prune this search space. Given that the objective
function in Eq. (4.3) penalizes the overlap, in order for the comparison to be fair, we
should allow for SWO to consider a ‘no imaging’ flyby as well. Hence, for each flyby
we add an extra strip representing this option. This particularly helps in deciding
when to stop the search; once all flybys have added one strip in the schedule - even
the ‘no imaging’ one - the solution is ready for evaluation. The constraint satisfaction
mechanism that we employ has been used in [Troesch et al., 2017] for all spacecraft
constraints and in [Maillard et al., 2016] for the on board memory constraints in specific,
with both papers using a SWO algorithm.
After the feasible solution is constructed, it is evaluated using the same coverage()
method introduced in Algorithm 4. The critical part of element reordering is performed
so that the unscheduled tasks will be given a chance to be added in the schedule by
being higher in the order. We order the unscheduled links after evaluating how much
they could contribute to the objective function if they were scheduled; Fig. 4.9 shows
this concept which was introduced in [Barbulescu et al., 2004]. The high level SWO
algorithm can be found in Algorithm 5.
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Figure 4.9: SWO algorithm for coverage planning for agile constellations
Algorithm 5 Squeaky Wheel Optimization
1: nextInitialCond() //Produce Initial Condition
2: for all objective function evaluations
3: while criterion not met
4: for all flybys //Solution construction
5: path.add(chooseStripRule())
6: end for
7: evaluate(path)
8: for all unscheduled strips
9: troubleEval() //Analysis
10: reorder() //Element reordering
11: end for
12: end while
13: nextInitCond()
14: end for
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Figure 4.10: Example of Atlas output imaging opportunities for DMC3-1 within a week
when imaging Spain.
4.6 Experimental Results
For our experiments we use real data from Atlas, the mission planning system currently
used by SSTL [Iacopino et al., 2015]. The system employs ImPredict tool [Wu et al.,
2002] as an orbit propagator. It is a fast approximating prediction algorithm that
computes the start and end times of the possible observations (strips), for all roll angles
with which the spacecraft imager points to a given AoI and all the flybys that occur in
a given time window; this data is translated to a format that our software supports as
input.
4.6.1 Test Cases
There are a number of variables that can have an effect on the performance of a MPS
for coverage planning problems:
• The AoI size
• The planning horizon length: 1− 4 weeks
• The on board memory constraint severity: 16− 2 MB
• The number of spacecraft: 1− 3 weeks
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(a)
(b) (c)
Figure 4.11: AoIs used for system testing: (a) Austria, (b) Spain, (c) China
For the purposes of this thesis, we examine in detail the system’s performance
on three AoIs of different size: Austria, Spain and China, shown in Figure 4.11. We
depict the results either with curves or box plots; the latter include the minimum and
maximum values of all the data, the median value is the straight line inside the box
and 75% of the values are within the box whereas the range of the rest 25% is depicted
with the whiskers. Any data not included between the whiskers is plotted as an outlier
with a dot.
4.6.2 Choosing the objective function
In this section, we compare the two objective functions in Eq. (4.2) and (4.3), which we
call coverage and single coverage respectively. In Figures 4.12 and 4.13, the difference
between the two functions is depicted, using an example of two strips. Coverage includes
the area that overlaps, whereas single coverage removes it prior to the calculation of the
area.
Our aim is to figure out which of the two functions will benefit the system
performance. To this end, we revisit our initial goal; this is to maximize the area that
can be imaged by DMC3 constellation, within a given time window, in an automated
manner. The advantages and disadvantages of each objective function are already
discussed in Section 4.2, thus we proceed to our results.
Figures 4.14 and 4.15 present the output of the system when Spain is the AoI
(Figure 4.11(b)), 4000 ants are used, for an increasing planning horizon. Essentially,
we want to observe which of the two objective functions results in a better coverage
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(a) (b)
Figure 4.12: (a) Two random strip imaging opportunities and (b) Coverage.
(a) (b)
Figure 4.13: (a) Intersection of the two strips depicted in Fig. 4.12(a) and (b) Single
Coverage.
/ overlap combination. To this end, we plot the coverage, single coverage and overlap
values with respect to the increasing planning horizon, for each of the two methods,
when using each of the two objective functions. The results show that employing Eq.
(4.3) as an objective function, i.e. single coverage, provides solutions with less overlap
and a better coverage for both SWO and ACO, thus we proceed to the rest of the tests
employing this objective function.
4.6.3 Tuning ACO
Before applying ACO to the problems, we choose proper values for its parameters,
based on a performance analysis. This analysis is done assuming Spain is the AoI (Fig.
4.11(b)) and using 4000 objective function evaluations/ants. The parameters we tune
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Figure 4.14: Comparison of the two objective functions for SWO.
Figure 4.15: Comparison of the two objective functions for ACO.
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(a)
(b)
Figure 4.16: System performance for an increasing (a) β and (b) ρ.
are:
• Parameter β, indicating the effect of the heuristic to the ants’ choices, found in
the probabilistic rule of Eq. (2.1).
• Parameter ρ, the fixed rate by which the pheromone evaporates.
• α−strategy. We revisit the α−strategies presented in Section 3.4.1 and choose
the best for this problem.
• Initial conditions. We consider fixing the initial conditions of the algorithm in
order to boost its performance.
In Figure 4.16 we plot the objective function value for an increasing β and ρ. There
are not many differences among the results of different planning horizons thus, for the
sake of brevity, we only plot the outcome for 28 days. We notice that increasing β up to
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Figure 4.17: Different α−strategies for the Coverage planning problem.
the value of 4 leads to improvement of the objective function value, since it reinforces
the effect of the heuristic in the ants’ choices. Nevertheless, very big values result in a
greedy character of the algorithm, deteriorating its performance. Similarly, very slow or
very fast evaporation does not allow for the pheromone to have the role it is supposed
to, since the search becomes either random or guided only by the heuristic, respectively.
Based on these tests, we choose β = 4 and ρ = 0.05 in order to achieve the best possible
algorithm performance.
Revisiting our choice of a dynamical α, we compare the strategies depicted in
Figure 3.7 and fixed α−strategies, in this coverage planning problem. For the sake
of brevity, in Fig. 4.17 we only present the outcome for a planning horizon of 7 and
28 days. For a 7−day planning horizon, we cannot note many differences among the
different strategies, apart from the high standard deviation among the solutions when
α = 0.5. When the problem extends to 28 days though, the dynamical α−strategies
have an advantage compared to the fixed α ones, first and foremost regarding the output
value and secondly regarding the standard deviation. The ‘tanRamp (tR)’ strategy
with a maximum α equal to 2 seems to lead the system to its best performance thus we
employ it throughout the rest of this testing section.
Regarding the algorithm’s initial conditions, we tested the use of a greedy algo-
rithm’s outcome. The algorithm consists of a simple greedy strategy, where the largest
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strip from each flyby that does not overlap with the already scheduled strips by more
than 20% is added to the solution. The 20%−percentage rule is in accordance with
the edge selection rule applied to ACO and SWO described in Section 4.4.2. We failed
to notice a significant boost to the performance of the system’s performance. That is
probably due to the fact that the information is lost due to the small initial values of α;
only the good elements of the greedy solution will be maintained, provided that the next
ants choose these elements again. The most important offer of the greedy algorithm,
though, is the use of the output value as the initial maximum objective function value
in order to scale the pheromone amount appropriately.
Effect of problem representation
Our initial choice for a problem representation was different from the one described in
Section 4.4.1 and depicted in Fig. 4.6. The difference between the two representations
is found in the order that the nodes are visited; in the initial graph choice, this order
corresponded to the chronological order of the flybys, as shown in Fig. 4.18, an order
that facilitates the integration of the GS passes to the problem model.
The representation lead to poorer algorithm performance, as noted in Fig. 4.19. We
discover the reason for this difference on the fact that the percentage of ‘no imaging’ edges
on a solution is higher for the nodes that are later on the graph order. Figure 4.20
presents the median percentage of the ants selecting the ‘no imaging’ edge per node
out of 4000 ants and 50 independent runs of the 28−day problem, for each of the two
different representations. When using the representation shown in Figure 4.18, the
probability of the ‘no imaging’ edge of a node to be chosen increases, on average, if
the node is closer to the end of the graph, i.e. the probability of not taking an image
increases for flybys chronologically closer to the end of the planning horizon considered.
That is not the case when the problem is represented by the directed graph shown in
Figure 4.6, where the order the nodes are visited depends on the pheromone and not
their position.
4.6.4 Tuning SWO
In order to tune SWO, we focus on three main parameters:
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Figure 4.18: Initial graph problem representation.
Figure 4.19: Effect of the representation to the algorithm performance.
Figure 4.20: Percentage of ‘no imaging ’ edge selection for each flyby.
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• Rearrangement process. We revisit this process for the Coverage Planning problem,
since in the only relative work that employs SWO [Troesch et al., 2017], the authors
“increase the order for each unscheduled element” without providing more specific
explanation. We assume that they refer to a fixed number of forward moves and
compare this approach with the one employed in [Barbulescu et al., 2004] where
the number of forward moves is dictated by the unscheduled elements’ contribution
to the objective function were they scheduled. Hence, in Fig. 4.21 we compare the
performance of the algorithm for 2 fixed forward moves for all the unscheduled
strips, regardless of their potential contribution to the solution with 1− 5 forward
moves based on the feedback from the objective function. We have chosen those
numbers of moves after testing on 1−10 fixed and maximum 1−10 feedback based
forward moves. In Fig. 4.21 we observe that choosing the number of moves based
on the strips’ contribution to the objective function results in better algorithm
performance but only in the larger problems. This shows that for small problems,
the algorithm still maintains its ability to explore the search space efficiently, even
without integrating the feedback.
• Maximum number of allowed steps without progress. SWO only employs forward
moves of an element of the order. Given that, at some point many or even all the
elements will have the same highest order and the choice will be made based on
the tie breaking function - in our implementation this is based on the heuristic,
i.e. the strip size - which in turn leads to small changes in the output solution,
reducing the main strength of the algorithm found in the big leaps it takes. In
order to avoid wasting many evaluations on that, the search process is restarted
from a new initial ordering. At the same time, performing small changes can be
the only path towards a very good solution. We should, therefore, avoid wasting
many evaluations without progress, but at the same time we should not be hasty in
concluding the search process. In Fig. 4.21 we present the output of the algorithm
for different values of this parameter when the rearrangement process considers
contribution to the objective function and assigns 1− 5 forward steps.
• Number of swaps when producing new initial conditions. The initial condition is
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Figure 4.21: SWO tuning.
a given order based on the heuristic criterion, i.e. strip size. The more swaps we
perform in order to produce a new initial condition, the more we diverge from this
initial order. In Fig. 4.21, we present the outcome when increasing the number of
swaps from 5 to 50.
Given the results presented in Fig. 4.21, we proceed on the testing with 1− 5 feedback
based forward moves, allowing 5 steps without progress and introducing 50 swaps in
the initial order when producing new initial conditions.
4.6.5 Testing
To prune or not?
In Section 4.4.2 we introduced a pruning rule in order to boost the system performance.
In this section, we quantify this improvement for both ACO and SWO methods. In
Figures 4.22 and 4.23, we compare the performance of the two methods regarding the
output single coverage and overlap values and the CPU time with and without pruning
for 1 and 3 spacecraft respectively. We find that pruning results in a much better
coverage and negligible overlap. This fact becomes even more obvious when including
all 3 spacecraft of the constellation, to the point where the objective function value
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would decrease as the planning horizon increases were there no pruning rule. That is
the result of the increased problem size which deteriorates the search capabilities of an
algorithm but also the penalising of the overlap in the objective function. Were there
no overlap penalization, the coverage would not decrease with the planning horizon.
The cost for this improved performance is the CPU time; it increases greatly when
adding the pruning rule. The bottleneck of the algorithms is the coverage calculation;
pushing towards efficiency, in the current implementation we avoid to recalculate the
total coverage for every newly added strip, but only consider its contribution to the
existing coverage. Still, this computation is costly. We also note that SWO seems to
run slightly faster than ACO; we link this mainly to the search stopping criterion. ACO
stops when all nodes (and all edges) have been visited, whereas SWO stops when the
schedule consists of one strip for all flybys; this can happen without investigating all
the strips of the search space and essentially leads to fewer coverage computations.
Increasing the planning horizon lengths and AoI sizes
The goal of this mission is to image large areas of the Earth. Our tests will start with
the AoIs shown in Figure 4.11: Austria, Spain and China. On those tests, the resource
constraint does not affect the problem output a lot, since per orbit there will essentially
be only one strip image captured which cannot be larger in size than the available on
board memory. But even on single AoI imaging, there is a chance that the GS will be
unavailable, and this is a case we will consider in Section 4.6.5: unavailability of the GS
for multiple spacecraft flybys. For our computations, we use 2000 objective function
evaluations.
We first note that as the planning horizon increases, the rate of increase of the
imaged percentage decreases, i.e. it becomes more difficult to significantly increase
the size of the imaged area. In all cases ACO outperforms SWO with their difference
increasing as the problem becomes larger; when Austria is the AoI, this trend is less
strict. SWO produces solutions with higher overlap which seems to be the reason
for its poorer performance. We assume that this is due to the handling of the ‘no
imaging’option. Even though SWO’s deterministic and greedy approach in building
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Figure 4.22: Performance when an edge pruning rule is included for a single spacecraft.
From top to bottom: Objective function (Single Coverage), Overlap, CPU time.
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Figure 4.23: Performance when an edge pruning rule is included for all 3 DMC3
spacecraft. From top to bottom: Objective function (Single Coverage), Overlap, CPU
time.
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Figure 4.24: Imaged percentage of Austria and overlap for an increasing planning
horizon.
Figure 4.25: Imaged percentage of Spain and overlap for an increasing planning horizon.
Figure 4.26: Imaged percentage of China and overlap for an increasing planning horizon.
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Figure 4.27: Final coverage for (a) Austria and (b) Spain within 28 days.
the schedule adds to its simplicity, it makes the performance greatly dependant on
finding the right permutation of strips. In correspondence, in ACO even though the ‘no
imaging’ edge might not have the highest amount of pheromone, it can still be chosen
by an ant. Putting the results in visual context, in Fig. 4.27 we present the system
output for each AoI for 28 days.
Increasing the constraint severity
We recall that the memory a strip consumes is directly proportional to its size; we
have assigned values from (0, 1] as memory values. The largest strip of all the strips
within the planning horizon under investigation is assigned the 1 value and the rest
are scaled to this value based on their sizes. In the first test on the on board memory
constraint, we consider that no GS passes occur for the total of the planning horizon
under investigation. Given the assigned memory values, the maximum memory that
can hypothetically be consumed by a schedule within a horizon of e.g. 7 weeks is equal
to the total number of flybys, if we assume that all flybys have one strip of maximum
length that is also the one chosen from the algorithm. In the case of a single AoI, this
is equal to the number of weeks x number of days, since the DMC3 satellites revisit a
given position on Earth once daily.
The two algorithms appear to have marginal differences for different levels of
constraint severity which become more obvious as the constraint severity decreases, i.e.
the available memory becomes larger. The more severe the memory constraint, the
smaller the size of the feasible regions of the search space, i.e. the easier the problem.
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Figure 4.28: Percentage of the imaged area and number of strips per schedule for an
increasing constraint severity.
This leads both algorithms to performing equally well and, as a matter of fact, SWO to
very marginally outperform ACO in some cases.
Increasing the number of spacecraft
We test the system with the available imaging opportunities of all 3 spacecraft: DMC3-1,
DMC3-2 and DMC3-3. In this type of test, apart from the solution quality, we report
the workload balance among the 3 spacecraft by measuring the number of strips and
the total memory consumed by each; the latter is proportional to the coverage each
spacecraft achieves. The coordination mechanism for each method (ACO, SWO) is
found in Fig. 4.29.
Figure 4.30 compares the objective function values of the two methods for 2 and
3 spacecraft. As we increase the number of spacecraft, higher coverage percentages
are reached more quickly by both methods. For instance, it takes 18 days on average
to reach a 90% coverage when 2 spacecraft are used, which decreases to 11 and 14
days for ACO and SWO respectively, for a fully working constellation. For 2 operating
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Figure 4.29: Task/strip assignment for (a) SWO and (b) ACO. The tasks/strips are
presented in the form of yellow parallelogram figures.
spacecraft, there is a clear increasing trend for both methods until the planning horizon
becomes equal to 18 days, when for ACO we start observing fluctuations, but for SWO
a small deterioration of the performance. As the planning horizon increases, there are
more imaging opportunities, hence the search space becomes larger. This implies a
probable improvement of the globally optimal solution when, at the same time, the
problem difficulty increases. The performance of ACO suggests that it is more scalable
than SWO to this problem difficulty. When all 3 DMC3 spacecraft are considered, this
scalability becomes more obvious as our method’s performance does not deteriorate
with a planning horizon increase.
In Figures 4.31 and 4.33, we notice that in ACO the workload in terms of strips is
balanced better among the spacecraft than in SWO; the difference among the number
of imaging strips each spacecraft captures is smaller in ACO than in SWO. This is,
essentially, a comparison between the strategy of assigning the strips to the spacecraft
(SWO) and having the spacecraft ‘choose’ the strips, one by one (ACO). The latter
strategy seems to yield a better balance among the strips each spacecraft images. Figures
4.32 and 4.34 present the spacecraft workload in terms of the median on-board memory
consumed by the scheduled strips. This value is not essentially proportional to the
number of strips, but it is proportional to the size of the area the spacecraft has imaged.
Even though our method does not take any measures towards balancing the workload
in terms of memory, the results suggest that the ACO strategy yields better results
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Figure 4.30: Algorithms’ performance in the constellation scenario for 2 and 3 spacecraft:
output.
with respect to this as well.
Summary
In this chapter, we address a coverage planning problem as it is defined for agile Earth
imaging constellation mission DMC3. The goal of the mission is to image areas on
the surface of the Earth, responding to users’ requests. The designed solving approach
is based on an ACO algorithm and a search space pruning method. The problem
representation is a directed graph on which 3 different types of pheromone are employed
for it to be traversed by the ants.
Using real data from SSTL’s DMC3 mission, we test the system’s performance
against a SWO approach, for different on-board memory constraint severity levels and
its scalability to increasing planning horizons and target area sizes, for single and
multiple spacecraft. We report the workload balance among the spacecraft and compare
both the median number of scheduled imaging tasks and median on-board memory
consumed by each spacecraft, for each of the two methods. Our results suggest that
ACO outperforms SWO; their difference is more clear on problems of larger size, which
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Figure 4.31: Load balance in the constellation scenario for 2 spacecraft: number of
scheduled strips.
Figure 4.32: Load balance in the constellation scenario for 3 spacecraft: memory
consumed.
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Figure 4.33: Load balance in the constellation scenario for 3 spacecraft: number of
scheduled strips.
Figure 4.34: Load balance in the constellation scenario for 3 spacecraft: memory
consumed.
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suggests the increased scalability of our proposed method.
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Chapter 5
Data Relay Mission
In Chapter 4 we dealt with the planning problem of an Earth observation mission. Given
the importance of the data EO missions provide users with, ranging from weather forecast
and science applications to Earth imaging data, both the population of EO spacecraft
and users that can access this data have increased, resulting in a corresponding growth
of the amount of data produced on board. This data needs to be transmitted to the
ground as soon as possible and free on board resources, or satisfy urgent user requests.
To that respect, data relay missions are being designed and operated; spacecraft placed
in higher altitude orbits, e.g. 36000 km, called Geostationary (GEO) orbits, act as
relays of data among spacecraft on lower altitude orbits, e.g. 600 km, called Low Earth
Orbits (LEO), and ground stations. GEO spacecraft are permanently fixed in the same
position of the sky with respect to the Earth and have a very wide field of view on the
Earth’s surface and constant visibility to a number of GS. LEO spacecraft on the other
hand, can have higher resolution, smaller and cheaper platforms, less expensive launch
process, but they have short visibility windows with the GS. In data relay missions,
LEO spacecraft data can be sent to the GEO based space infrastructure and then be
transmitted to a GS, reducing the time delays in the communication among LEO and GS
almost regardless of their relative position. The Tracking Data Relay Satellites System
(TDRSS) [Gramling and Chrissotimos, 2008] from NASA and the European Data Relay
System (EDRS) [Wallrapp et al., 2011] [Gottfert et al., 2016] [Scharringhausen and
Beck, 2017] from ESA with 10 and 1 operating GEO spacecraft respectively, are two
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examples of such missions.
Planning and Scheduling for a data relay mission is the process of determining
whether and when each LEO user platform will be assigned a time slot to communicate
with the GEO satellite. There can be dozens or even hundreds of LEO spacecraft
submitting communication requests, but the lack of available resources might only allow
for a subset of them to be accommodated. This is very common in the EO market, due
to the increasing number of simultaneous requests by the users but no sufficient resource
availability. Scheduling problems in which the initial set of tasks is larger than the set of
those that can be scheduled are called oversubscribed. In the specific mission planning
problem, the requests can also be flexible, i.e. they can be scheduled within a given
time window that is longer than their actual duration, increasing the complexity of the
planning process significantly. Given this problem complexity and with spacecraft being
expensive resources with a costly construction process and limited lifetime, modern
MPS employ optimization algorithms to guarantee that satellites will be cautiously and
optimally managed [Donati et al., 2011][Johnston and Giuliano, 2011b][Iacopino et al.,
2013a]. The performance of such systems cannot only be measured by their ability
to optimize an objective though. In a highly dynamical environment like space, other
performance metrics can be the system’s efficiency and scalability to the problem size,
as we aim for a system that responds rapidly and provides good solutions regardless of
the workload.
In the literature, oversubscribed scheduling problems are solved with heuristics due
to their extremely large size; a trade-off between time and solution quality is made since
heuristics provide non-optimal solutions in a rather short amount of time, when exact
algorithms take too long but reach the optimum. In this chapter, we propose an ant
colony optimization based approach for the core planning algorithm of an automated
MPS that supports missions with oversubscribed scheduling problems. We describe
the translation of the problem from the space operations’ point of view to the ants’
environment, and the application of ACO to find solutions. A directed graph problem
representation is proposed, simulating the ants’ environment, and the tasks’ flexibility
and other problem constraints are taken into account during the construction of a
solution. In order to quantify the performance of the system, we compare the output
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with the widely used squeaky wheel optimization method [Joslin and Clements, 1999].
Regardless of the promising results that both algorithms are generally found to bring in
scheduling problems, a comparison between the two has not been done yet.
The chapter is divided as follows: in Section 5.1 we present the data relay mission
configuration under investigation and formulate the resulting oversubscribed scheduling
problem. Section 5.2 covers the relevant research on addressing this type of problems.
The representation and ACO algorithm are presented in Section 5.3, while the SWO
and greedy algorithms that are used for comparison purposes are described in Section
5.4. Section 5.5 includes the results of the comparison, with respect to the methods’
efficiency, scalability and CPU times.
5.1 Problem Definition
In this section we discuss the oversubscribed scheduling problem that occurs in data
relay space missions. Details that are not relevant to the planning and scheduling
process have been omitted. In the problem model considered M GEO spacecraft act as
relays, and N LEO spacecraft users submit requests for communication. An example of
the configuration considering 3 LEO and 1 GEO spacecraft is shown in Fig. 5.1. For
the rest of the chapter, we will use the term link when referring to the communication
requests. Each link is associated with the following values:
• Earliest start time, e.s.t, for each of the GEO spacecraft it can be accommodated
by
• Latest end time, l.e.t, for each of the GEO spacecraft it can be accommodated by
• Duration, dur
• Priority, p
The time window l.e.t.− e.s.t. is called feasibility window. All values are positive
and fixed for each link i, with duri ≤ l.e.ti − e.s.ti. A priority value pi is associated
with each single link and can reflect different characteristics, from the order of arrival
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Figure 5.1: Data relay space mission configuration with 3 LEO and 1 GEO spacecraft
to the link’s cost. The planning horizon is the time window under consideration in
which the plan will be executed. All the submitted links should start and end within
it. Thus, if the planning horizon is the time window [l, h], then min{e.s.ti} ≥ l and
max{l.e.ti} ≤ h for all links i. A typical duration of the planning horizon is 1 day. The
planning process that regards this planning horizon is completed a given amount of
time before the lower bound of it, l, to allow for the solution plan to be uploaded to the
spacecraft.
The links arrive with an order of preference to the GEO spacecraft either imposed
by the user or by the operating team, i.e. links that arrive from the same user may
need to be scheduled in the same GEO resource.
Problem Constraints
1. For every link, its e.s.t. and l.e.t. cannot be smaller or larger than the lower bound
and upper bound of the planning horizon respectively.
2. No link can start before the earliest start time, or finish after the latest end time.
If ts is the actual start time of a link, then e.s.t ≤ ts ≤ l.e.t− dur.
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3. The link requests cannot be split into several parts.
4. A gap of kij time units between two consecutive scheduled links i and j must be
considered. The value of kij depends on the links’ i and j characteristics.
5. Two links cannot be accommodated at the same time. The GEO resource is
binary, thus for the actual start time ts of all i, j links where i 6= j, and taking into
account constraint 3, we have either tsi + duri + kij < tsj or tsj + durj + kij < tsi.
6. Each link must only be accommodated by 1 GEO spacecraft.
The individual requests are feasible, i.e. both LEO satellites and the GS they want
to transmit their data to, are within the field of view of the GEO satellite during the
whole feasibility window. Data relay missions have idle time windows, or time windows
in which the GEO resource cannot accommodate any communication requests, e.g. due
to housekeeping services. Those time windows are communicated to the users before
their links’ details are submitted; in case of feasibility windows’ overlap with the idle
time windows, the users are notified accordingly and asked to resubmit their requests
with revised feasibility windows. Given that the GEO resources are binary, one idle time
window breaks a planning horizon to two shorter resulting in two separate planning
problems. Hence, we do not consider idle time windows during the solving process.
The proposed MPS algorithm will produce schedules that satisfy the constraints and
optimize a given objective function f ; in this work, we consider 2 different objective
functions.
Objective functions
Maximizing the number of scheduled links
The first objective is to maximize the number of scheduled links. A data relay service
provider is expected to want to accommodate as many user requests as possible. In this
case, the objective function is formulated as
f =
card{S}
card{P} =
Number of links scheduled in all the GEO spacecraft
Total number of links
(5.1)
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where S is a feasible schedule and P is the initial set of all the links. With the symbol
card, we denote the cardinality or the number of elements of a set. The planning horizon
is finite, thus in order to accommodate as many links as possible, a preference is given
to the shorter ones. The heuristic function, η in Eq.(2.1), will be equal to :
ηij =
1
durj
(5.2)
for edge ij, where durj is the duration of link j. Thus, the ACO transition rule from
one node to another (2.1) will favour the shorter links. This function is also used as a
trouble making measure in SWO, where the higher the value of (5.2) for an unscheduled
link, the more moves forward it does. The index i does not have any role for SWO.
Maximizing the priorities
The second objective is the maximization of the sum of the scheduled links priorities.
This objective can easily be linked to the maximization of the data relay service provider’s
profit. This is the case if the priority is proportional to the link cost which can, in turn,
be dictated by the demand for communication during the link’s feasibility window. The
priority value can also reflect the urgency of certain links to be scheduled, in the case of
an emergency, e.t.c. It is worth noting that the priority is not necessarily proportional
to the link duration; a shorter link can end up having higher priority than a longer link.
The objective function is formulated:
f =
∑
i∈S pi∑
i∈P pi
(5.3)
where S = {j, k, ..., w} is the union of all GEO spacecraft’ feasible schedules, j, k, w
are links and pi is the priority value of link i. Since the planning horizon is finite,
the maximization of (5.3) is indirectly associated with the duration of the scheduled
links. In order to to maximise the objective function we want to have at any instant
the maximum priority/duration ratio such that the integral over the finite window is
maximized. The heuristic function η in (2.1) is thus defined as:
ηij =
pj
durj
(5.4)
where i in the origin node of edge ij on the ACO graph, j is the destination node and
durj is the duration of link j. In SWO, the higher the value of (5.4) for an unscheduled
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link, the more moves forward are assigned to it. The index i does not have a role in
SWO.
5.2 Relevant Work
In this section, we discuss the existing literature on the scheduling problems ACO has
been used for and the current heuristic approaches in solving oversubscribed scheduling
problems. We discuss a critical characteristic for the performance of heuristics, which is
the balance between exploration and exploitation phases and conclude with the novelties
of this work on the aforementioned fields.
Ant colony optimization algorithms have been applied to a wide range of scheduling
problems; a detailed literature review can be found in [Neto and Filho, 2013]. There are
only a few applications that resemble the planning problem we address in this chapter
that have applied an ACO algorithm to solve it. In [Merkle et al., 2002], the goal is to
schedule a set of flexible activities to a number of resources so that the makespan of
the schedule is minimized. The resources considered are non binary, i.e. two activities
can be scheduled at the same time so long as they do not exceed the given capacity
constraints at any time. The problems considered are not oversubscribed, but the
search focuses on finding the optimal schedule which includes all the tasks. Tests were
performed on problems with 120 activities to be scheduled on 4 resources. Compared to
several other methods including genetic algorithms, simulated annealing, tabu search,
the proposed ACO algorithm performed best on average. In [Huang and Yang, 2008]
the authors address a job shop scheduling problem [Manne, 1960] of small size, with
3 jobs to be scheduled in 3 machines. The jobs are flexible with relaxed earliest and
latest delivery times which, if violated, induce costs; the goal is to maintain those costs
at minimum levels.
Oversubscribed scheduling problems appear in the literature with different con-
straints and objectives; what is common is the inability to accommodate all the tasks
in a single solution, unless the tasks’ characteristics are adjusted. In one group of
algorithms that is widely used in the space industry, an initial solution is produced
greedily based on a criterion, e.g. task priority, and is then improved. One example
118 Chapter 5. Data Relay Mission
of such a repair based algorithm is presented in [Kramer and Smith, 2003] where the
USAF Air Mobility Command problem is solved. Flexible tasks of fixed duration need
to be scheduled on non binary resources. The problem is solved with an iterative repair
search based algorithm in which the improvement mechanism is based on swaps and a
new heuristic based on the maximum flexibility is introduced. The latest trend in space
mission planning problem solving includes a similar method that involves randomness
in producing the initial solutions which are then also improved, called Squeaky Wheel
Optimization [Joslin and Clements, 1999] [Shouraboura et al., 2016] [Troesch et al.,
2017]. In this method, the improvements are choices of changes in the order by which the
tasks are considered for scheduling. In [Barbulescu et al., 2006], the Air Force Satellite
Control Network (AFSCN) problem, with flexible tasks with preferences to the available
binary resources, is solved using SWO; the method was found to outperform a genetic
algorithm. In [Shouraboura et al., 2016], SWO is used to solve the oversubscribed
scheduling problem of Deep Space Network, with tasks of little flexibility and a goal to
maximize the overall scheduled time for all missions. The most promising results are
obtained with a variant of SWO combined with a problem specific rule that limits each
mission’s input based on past reduction levels.
All the afore mentioned heuristic algorithms employ a fixed exploration/exploitation
balance. In this work, we employ an algorithm that alters this balance online. We study
the application of an ACO algorithm to an oversubscribed problem of flexible tasks
that request to be scheduled in a binary resource, within a finite time window. ACO
and SWO are inherently different with respect to how their optimal solution is reached.
Using the pheromone, ACO builds its best solution as a combination of candidate
solutions’ strongest parts, whereas SWO gives attention to the bigger ’trouble making’
elements so as to explore a big proportion of the search space. Even though both
methods have been widely used in scheduling problems with very promising results, they
have never been compared. Hence, we consider SWO as a good measure of performance
comparison and present the results in Section 5.5.
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5.3 Solving Approach
5.3.1 Problem Representation
The problem representation can have a significant role in the performance of an algorithm.
In this section, we propose a directed graph representation for the oversubscribed
scheduling problem described in 5.1, partly integrating the problem constraints. We
build the graph taking into account the nature of the objectives under investigation
which dictate that the more links included in a feasible path, the higher the objective
function value. The directed graph G = (V,E) consists of:
• A set V , of N nodes, each representing a link. From now on link and node will
refer to the same thing.
• A set E, of e edges, each connecting 2 nodes, i and j. If an edge is incoming to
node i, link i can succeed link j in a schedule, and vice versa. More specifically,
an edge from a node to another is added if the corresponding links have non-
overlapping feasibility windows or despite their windows overlapping, both links
can be scheduled. The requirements translate to:
– An edge from node i to j (edge ij) is added if
e.s.t.j ≥ l.e.t.i, or
e.s.t.i + duri + k + durj ≤ l.e.t.j
(5.5)
– An edge from node j to i (edge ji) is added if
e.s.t.i ≥ l.e.t.j , or
e.s.t.j + durj + k + duri ≤ l.e.t.i
(5.6)
Essentially, in this graph representation each pair of nodes that are connected by
an edge forms a feasible combination of links. The graph representation for the data
relay system configuration shown in Figure 5.1 can be found in Figure 5.2.
When more than one GEO spacecraft are considered, the links’ duration values
remain fixed, but the time window for each GEO resource is different, due to their
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Figure 5.2: Graph representation for the data relay system configuration shown in 5.1
different position with respect to the Earth. The resources, thus, ‘view’ the problem
slightly differently from one another. To that respect, we build a different graph for
each GEO resource considering only the links it can accommodate.
5.3.2 Algorithm
The algorithm we use follows the three main steps described above, including an
additional one. The new step concerns a way to control the balance of exploration
and exploitation phases by altering the value of α online. A high level workflow of the
algorithm is shown in Algorithm 6.
In the pheromoneFieldInitialization() function we assign the same amount of
pheromone on all the edges in the beginning of the run. The chooseFirst() function
defines the node from where the search will begin for each spacecraft, as described in
Section 5.3.2. We select an edge and proceed to the next node with edgeSelection()
which is based on the probabilistic rule (2.1). When choosing a node, its start time is
fixed to the earliest possible available time, e.g. the start node will be scheduled on its
e.s.t. Among all the outgoing edges of a node, only the ones that lead to links that do
not overlap with the current schedule are considered for selection. For example, if a
schedule consists of links {4; 6; 2; 9} (link IDs) in a chronological order, and link 9 has
an edge directed to link 1, then if {4; 6; 2; 9; 1} is not a feasible combination of links
- even though {9; 1} is a feasible combination - then this edge will not be considered
in the weighted roulette mechanism for selection. If end is the latest occupied time
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from link i, then we check which edges lead to feasible combinations by checking if
l.e.t.e − dure − kie ≤ end for all outgoing edges e. If this inequality holds then edge e
is considered for selection. Every time an ant adds a link to the schedule, this choice
is communicated to the rest of the spacecraft’ via broadcast() method and the chosen
link is removed from their graphs. The path construction continues for all spacecraft in
parallel; one link at most is added to each resource’s schedule before the next spacecraft
in order. The order by which the GEO spacecraft add links is random. Each chosen link
is scheduled at the end of the current schedule, before the next node that will be added
is chosen. When the roulette is empty, the path construction is completed. The created
path is evaluated by an objective function f (pathsEvaluation()), based on which we
update the pheromone field, by evaporating and depositing an amount of pheromone, in
pheromoneFieldsUpdate(). In the alphaUpdate() function, the value of alpha increases
as shown in Fig. 5.4 in order to increase the pheromone field effect in the ants’ choice.
Algorithm 6 Ant Colony Optimization
1: pheromoneFieldsInitialization()
2: for all ants
3: for all GEO graphs
4: n = chooseFirst()
5: broadcast()
6: end for
7: for all GEO graphs //Random choice of graph
8: if n.next!=null
9: edgeSelection() //Path construction
10: startTimeFix() //Schedule construction
11: broadcast()
12: end if
13: end for
14: pathsEvaluation()
15: pheromoneFieldsUpdate()
16: alphaUpdate()
17: end for
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Choosing the first Node
Given an objective that is not proportional to the time left idle in the GEO resource,
the chronologically first link should begin close to the lower bound of the planning
horizon. In order to not jeopardize the quality of the solution though, we do not assume
that the first link should be the one with the smallest e.s.t. value, but we choose it
among the ones with the earliest e.s.t. We use a weighted roulette that favours the link
that adds more value to the objective function. Adding the earliest 3.5% of the links to
the weighted roulette and choosing the first node among them, is empirically found to
produce better results for the problems considered in this work. It should be noted that
the nodes considered as first nodes are not necessarily mutually exclusive with each
other.
Pruning
When constructing a path in the graph we run the risk of creating schedules with
long periods of idle time. Even though the objective function dictates whether that
is a desirable feature or not, we generally believe that a data relay mission cannot be
considered successful if the GEO resource is left idle for long. In order to avoid even
considering such schedules as candidate solutions, we do not add all the edges that
satisfy conditions (5.5) and (5.6). For two links i and j, if
l.e.t.i ≤ e.s.t.j and/or l.e.t.j ≤ e.s.t.i (5.7)
edges ij and/or ji might not added to the graph, in order for the ants to be directed to
paths that consider links between i and j, whenever that is possible. Even though the
more oversubscribed a problem is, the more chances of finding a path between two links
i and j we have, that is not always the case. We need to be certain that a path between
i and j exists by finding at least 1 link that could be accommodated between them,
otherwise not adding the edge ij (or ji) may lead to non optimal results. In order to
explain the process, we consider links i and j for which l.e.t.i ≤ e.s.t.j . We find the
actual time distance between the two links’ feasibility windows dij = e.s.tj − l.e.ti. In
an ascending order of the links based on their duration, we use binary search to find the
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ones with durations smaller than dij and examine whether they fit between links i and
j, taking into account the time gaps, k. When one such link is found, we are certain
that edge ij should not be added to the graph and proceed with the rest of the graph
construction.
This process is followed only when two links have non-overlapping feasibility
windows. For the randomly created problem set 2 described in 5.5.1, the average
percentage of link pairs with non-overlapping windows is 17% of the total number of
pairs regardless of the problem size; small enough to not increase the computational
time of the graph construction significantly.
Cycle avoidance
Every time a new link is added to the schedule, we set a Node flag equal to false. This
way, at each step, an ant will only consider the edges leading to links that have not
already been added to the schedule. The flags are all reset to true when one ant has
finished with the path evaluation.
5.3.3 Coordination
In this problem, the links are available to all the spacecraft and their duration is fixed
but the time window for each GEO resource is different, due to their different position
with respect to the Earth. Essentially, we consider each spacecraft as having the same
pool of tasks which have different characteristics. In this case, the overlap constraint is
hard, with no duplicate links allowed among the GEO resources.
In the Data Relay case, since the spacecraft share the pool of tasks even though
the tasks are not assigned with the same characteristics for all the spacecraft we add
an additional step. Every time an ant chooses a task, this choice is broadcast to the rest
of the spacecraft’ ants and the pheromone of the specific task is set to minimum. In this
way, the probability of an already scheduled task to be chosen by another spacecraft
is minimized and thus we increase the chances of a solution to not include duplicates.
The outcome of the testing for 2− 32 spacecraft is presented in Section 5.5.5.
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5.4 Comparison Algorithms
5.4.1 Greedy
Greedy algorithms are usually of low computational complexity and simple to implement,
thus can give feasible solutions fast; solutions that can, nevertheless, be far from optimal.
We choose to compare our system with a greedy algorithm in order to confirm that
the cost of designing a more sophisticated method is worth the effort, since it can
perform significantly better in very complex problems. The performance increase can
be translated to better usage of the spacecraft’ resources which, in turn, might lead to
more scientific results or increased user satisfaction.
For the greedy approach, the links are firstly ordered based on the objective
function which is evaluated for every single link and they are sorted in ascending or
descending order depending on whether the objective function is minimized or maximized
respectively. The links are added to the schedule based on this order, respecting the
problem constraints. The workflow is shown in Algorithm 7.
The links are initially sorted based on the heuristic that corresponds to the objective
function employed. Based on that order, the add() function checks whether the addition
of each link in the currently constructed schedule is possible. We first check whether the
link can be added by trying to place it on the earliest available time within its feasibility
window, taking into account the mandatory gap between each two links. For example, if
a link with duration dur has a feasibility window [20, 39), we find the earliest available
time point in the current schedule within the window [20, 39− dur]. If there is no such
point, the link cannot be added to the schedule, thus, we proceed to the next link in
the order. If this is not the case, the method insert() adds a link to schedule S that is
calling it.
5.4.2 Squeaky Wheel Optimization
In 1999, Joslin and Clements introduced the SWO method [Joslin and Clements, 1999].
In SWO, a solution is initially constructed by a greedy algorithm, and is then evaluated
and analysed so that the ‘trouble’ elements will appear. Those elements, if adjusted,
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Algorithm 7 Greedy algorithm
1: for all links
2: Objective function evaluation
3: end for
4: newOrder = sort(links)
5: S = {} //New schedule
6: for all s in newOrder
7: if(add(s))
8: S.insert(s)
9: end if
10: end for
are likely to improve the objective function value. After the appropriate changes take
place, the greedy algorithm constructs a new solution; this continues while a certain
criterion is not met. We have chosen this criterion to be the progress of the solution;
if it is not becoming better within 15 iterations, then the search is restarted from a
new initial condition. The search stops when the total number of available objective
function evaluations is reached. SWO thus, is an algorithm iterating among solution
construction, evaluation/analysis and element reordering. A high level workflow of the
algorithm is shown in Algorithm 8.
Initial Conditions
SWO follows a deterministic process in the sense that for given initial conditions, it
outputs the same result; in order to explore different areas of the search space and
increase the performance of the algorithm, the process begins a number of times,
from different initial conditions/solutions. We generate the initial conditions using the
mechanism presented in [Barbulescu et al., 2004]. The tasks are initially ordered based
on a criterion, the heuristic. In this application we break ties based on the e.s.t; the link
with the smaller e.s.t. is placed higher in the order and the scheduler produces a feasible
schedule based on this ordering. New initial conditions are produced by performing 20
random swaps in the initial task ordering in the nextInitCond() method every time the
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current solution stops having the expected progress. The first initial condition is the
first solution produced by the greedy scheduler, without any swaps.
Scheduler
The links are scheduled based on the current order at the earliest available time,
respecting their time windows l.e.t.− e.s.t. and the minimum gap between each pair of
links, k. If a link conflicts with another, the next in order is considered. The process is
performed by the produceSchedule() function in Algorithm 8.
Algorithm 8 Squeaky Wheel Optimization
1: for all objectiveFunctionEvaluations
2: nextInitCond()
3: while criterion not met
4: produceSchedule() //Solution construction
5: for all unscheduled links
6: troubleEval() //Analysis
7: end for
8: reorder() //Element reordering
9: end while
10: nextInitCond()
11: end for
‘Trouble-makers’ identification and reordering
Every time a schedule is produced, the unscheduled links are considered to be the
“trouble-makers” [Barbulescu et al., 2004]. The measure of the trouble caused by each
link defines the number of forward moves it will do in the current order of all the links.
In general, the more trouble caused by a link, the more forward moves in the order.
The trouble metric function depends on the problem objective. Thus, we have chosen to
set both the initial order criterion and the trouble metric equal to the heuristic function
η used for ACO in (2.1). The two functions linked to the solution analysis and element
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(a) (b)
Figure 5.3: Schedule building process for (a) SWO and (b) ACO
reordering in Algorithm 8 are troubleEval() and reorder() respectively.
Our effort is towards a fair comparison of the two algorithms. To that respect, we
discuss the pruning process described for ACO in Section 5.3.2 and the lack of it in
SWO. This only occurs because of the pre-processing phase that exists in ACO; there,
we only create links (edges) between the links that can be successive in a schedule. The
corresponding process is performed in SWO during the search, i.e. when the considered
link cannot be added to a schedule the search proceeds to the next in order. Figure 5.3
presents the schedule building process for each method. The coloured blocks represent
links, the different colours represent a different user.
5.5 Simulation Results
In this section, we present the outcome of the comparison among the three methods:
ACO, SWO and Greedy algorithm. The focus of the comparison is on three requirements:
• Efficiency. In critical mission planning situations, the amount of time dedicated
to the MPS producing a solution can be very short. Thus, one good metric of a
MPS performance would not only involve the quality of the solutions it produces
with respect to an optimum, but the quality of the solutions within the given
amount of time. We measure the system efficiency by noting the median quality
of the solutions it produces for different number of objective function evaluations.
• Scalability. The system performance should gracefully scale with the input size. In
other words, an increase of the search space should not lead to large performance
degradation. In order to investigate that aspect, we note the performance changes
for an increasing problem size, i.e. when 50, 100, 200 and 400 links arrive within
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a fixed planning horizon.
• CPU or process time. The actual processing time needed from a Central Processing
Unit (CPU) is measured in seconds and includes the total for each method:
– for ACO: the initial input read and graph construction and the path con-
struction, evaluation and pheromone field update for all the ants
– for SWO: the initial input read and ordering and the schedule production,
evaluation, trouble makers identification and the links’ (re)ordering, for each
step. The ordering algorithm used is Merge Sort [Cole, 1986] with nlog(n)
complexity.
In case of problem changes detected by the system, the graph environment
is adjusted accordingly and the search is restarted. Both search restart and
graph adjustment take place provided that the change is allowed to be taken
into account, i.e. before the users are informed about the time windows
their links will be accommodated at. In that case we consider the following
possible changes:
∗ Link deletion: the corresponding node is removed from the graph. In
case this link has been identified as a connection between two links with
non-overlapping windows from the pruning process described in Section
5.3.2, those two links are connected with an edge of the proper direction.
∗ Changes on the feasibility windows (e.s.t, dur, l.e.t.) or new link addition:
in such a case, the links’ corresponding node connectivity in the graph
is re-examined; Eq. (5.5) and (5.6) are used to check connectivity with
all the other nodes of the graph anew.
∗ In case of link priority changes, the value of the corresponding node(s)
is adjusted.
Ultimately, the percentage of the graph that will be adjusted depends on the
size of the problem change. The search is restarted when a change occurs.
Changes can occur after the links’ start times have been communicated to
the users, particularly the inability of a user to occupy the GEO resource on
the scheduled time. In that case, the scheduled links are treated as idle time
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windows that break the initial planning horizon on shorter ones.
5.5.1 Test Cases
Given that we cannot access real data for data relay space missions, we create problems
that are representative based on information collected from [Scharringhausen and Beck,
2017] regarding typical ranges for the planning horizon, the duration and start and end
times of the links. The problems are produced using uniform distribution within the
ranges. Each problems consists of:
• A planning horizon of m minutes.
• G GEO resources.
• N links ∈ P with
– Duration (dur) ∈ [15, m6 ] minutes.
– A list of decreasing preference of the resources the link can be accommodated
by, with the corresponding:
∗ e.s.t. in the set [0,m− dur] minutes.
∗ l.e.t. in the set [e.s.t.+ dur,m] minutes.
– A priority value p ∈ (0, 1], with 0, 1 indicating the lowest and highest priorities
respectively.
• A minimum gap equal to k minutes between each two consecutively scheduled
links.
• An objective function f .
As an example, if a link occupies the time window [34, 56), the minutes 34 until 55
are occupied in total, thus the duration of this link is 56− 34 = 22. The dur, e.s.t. and
l.e.t. values are produced randomly with uniform distributions within the given ranges.
In order to evaluate all three methods, we need to build a problem set that consists
of problems of different difficulty so that we can distinguish among the algorithms.
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We begin by creating a problem set of 100 different problems in which we fix the best
solution and note the divergence of each algorithm from it, in 100 independent runs. For
this test, we consider a single GEO spacecraft. Objective (5.3) is considered, hence the
heuristic used is (5.4). The links that belong to the best solution will have a maximum
value of the heuristic function (5.4) and will all be able to be scheduled within the
planning horizon that we set equal to 1 day or 1440 minutes. The maximum link priority
value is 1 and the minimum duration time is 15 minutes. In order to calculate the
number of links the optimal solution can consist of, we set every k equal to the minimum
gap between the links, which is 1. The number of links in the best solution will be
1440
15+k =
1440
16 = 90. The maximum objective function value is equal to
max{f} = 90 ∗ 1
sum of all the links’ priorities
We consider the links to be as flexible as possible with e.s.t. = 0 and l.e.t. = 1439 thus
increasing the options for their start times and, intuitively, the difficulty of the problem.
We increase the level of oversubscription by adding another 110 randomly produced
links and have a total of 200. The rest of the 100 different problems of the set are
produced by adding a different set of 110 randomly produced links to the 90 that belong
to the best solution; this is Problem Set 1. We run ACO and SWO with 8000 objective
function evaluations, β = 2 in (2.1) and α = g(evaluation step), where g is an increasing
function of the evaluation step. An example of g for 8000 evaluations is shown in Figure
5.4. For the initial conditions of SWO described in 5.4.2, we choose ic = 400 and s = 20.
In the reorder process, the links are assigned with 1-5 forward moves, based on the
trouble evaluation analysis. The algorithm has been written in Java, and the machine
used is an Intel(R) Core(TM) i5-7200U CPU@ 2.50 GHz processor running Windows
10.
In order to depict the results, we use box plots that include the minimum and
maximum values of all the data, the median value is the straight line inside the box and
75% of the values are within the box whereas the range of the rest 25% is depicted with
the whiskers. Data that cannot be included between the whiskers is plotted with a dot,
as an outlier. In Fig. 5.5 we use the box plots for the 3 methods when Problem Set 1
is the input to the system, and run the problems 100 independent times. The Greedy
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Figure 5.4: Change of the α value within a run, for 8000 objective function evaluations.
method always finds the best solution as the straight line in value 1 denotes. SWO and
ACO almost always do, but also have some outliers, probably due to their stochastic
nature. Given this result, we assume that Problem Set 1 does not consist of problems
that can help distinguish among the 3 methods and proceed to produce another set.
The new set (Problem Set 2) will consist of problems with 200 all of their links
randomly produced, as described in the beginning of this section. Since we cannot know
the value of the best solution for this set, the outcome of the methods is reduced to
the best found value across all the runs and methods for each problem. Thus, the best
value for all problems will remain equal to 1. Figure 5.5b shows the output for all the 3
methods; we now see different results. Not only the 3 algorithms perform differently,
but there is also a wide spread among the solutions of Greedy and SWO; ACO most
commonly produces the best result among the 3, hence the small spread in its solutions.
The scaling between Fig. 5.5a and 5.5b is different for demonstration purposes. The
difference between the Greedy and the other two methods can be an indication that the
problem difficulty increases.
Since problem set 2 leads to more interesting results, we continue the system
testing with problem sets of different sizes produced in the same way. For the rest of
the chapter, Problem Sets 1 to 4 will now refer to sets of 100 different problems with
50, 100, 200 and 400 links respectively. Our tests begin with a single GEO resource
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Figure 5.5: Comparison of the 3 methods in problems of different difficulty
being considered and in Section 5.5.5 we discuss the constellation scenario.
5.5.2 Efficiency Test
The efficiency test contains the comparison of SWO and ACO with respect to the quality
of their output for the available objective function evaluations they have. We expect
that, for a fixed problem size, when the number of evaluations increases, the output
value for both SWO and ACO will increase as well since more candidate solutions can be
evaluated. Hence, both the median and best found values are generally expected to be
larger. With this test, we aim at finding whether there is a number of evaluations above
which the performance of the algorithms does not increase a lot, for a fixed problem
size. Then, the ratio solution quality to number of evaluations will define the most
efficient method. For example, in case of very similar solution quality, the method that
uses fewer evaluations can be considered more efficient, due to the more targeted use
of the available evaluations. In Fig. 5.6 and 5.7 we show the median output value of
all the problems in each problem set for the 3 methods when the number of available
evaluations increases from 500 to 8000, for both objectives (5.1) and (5.3). For the cases
of 50 and 100 links in both figures, we also tested the system for 5 and 10 evaluations
respectively, since those where the values at which ACO performed differently than in
the rest of the evaluations’ range [500, 8000]. We plot the output of the greedy algorithm
too, showing the performance difference from both SWO and ACO, regardless of the
lack of iterations on this method.
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For both objectives, evaluations and problem size, ACO outperforms SWO with
respect to the quality of the output solution. The output value difference between the 2
methods lies within the range [1.8, 7.7]% of the best found values, i.e. the ACO values.
Also, towards the higher end of the evaluations’ range, both methods have similar trends
(either increasing or stable) apart from Fig. 5.6b, thus maintaining their difference.
Therefore, it is safe to assume that within the range of objective function evaluations
under investigation ([500, 8000]), ACO is more efficient than SWO.
For the sake of completeness of the comparison, we have implemented an exhaustive
search algorithm to compute the optimal solution of the problems. Due to the high
computational cost of computing the optimum for such large problems, we only apply
the algorithm to the 50−link problems. In the exhaustive search algorithm, we produce
all the possible link orders and each candidate solution is constructed by scheduling the
links based on one order. If a link cannot be scheduled after other already scheduled
ones, then the next in order is considered. The solution is complete when there aren’t
any links left to consider. The candidate solutions are then evaluated by the objective
function and the optimal one is found.
Applying this method to the problem with objective function Eq. (5.1), the result
is 0.38, which is equal to the value that both methods find for over 2000 evaluations.
When we choose objective function Eq. (5.3), the output value is 0.485, higher by 0.6%
from the best found value by ACO and by 4% from the best found value by SWO.
5.5.3 Scalability Test
In this type of test we study how the problem size affects the algorithms’ performance.
An increasing problem size translates to more possible links’ combinations which can
lead to better solution quality. At the same time though, the search space becomes
larger, which might hinder the performance. In this section we first investigate whether
the size increase results in solutions with better quality, and then study the rate by
which the solution quality changes every time the problem size doubles. We expect the
value of this rate to be decreasing as the problem size increases. The scalability of a
method can be measured by how fast this rate decreases; the slower the decrease, the
more scalable the algorithm is.
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Figure 5.6: Comparison of the 3 methods’ efficiency for objective (5.1)
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Figure 5.7: Comparison of the 3 methods’ efficiency for objective (5.3)
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In Fig. 5.8a and 5.8b we note the performance of the 3 methods for both objectives
in the 4 Sets problems, with N = 50, 100, 200, 400 links respectively. We run each
problem 100 independent times, producing a median output value, and then a median
solution value for all the problems in the same Problem Set is calculated and plotted in
the figure. For the sake of brevity, we only show the result for 4000 objective function
evaluations for both objectives, since when the rest numbers of evaluations are used
(500, 1000, 2000 and 8000), the results are similar. This figure shows that the quality
of the solutions found, from all 3 methods, with an increase in the problem size is
decreasing. As this is contrary to what we expected, in Fig. 5.9a and 5.9b we plot the
unscaled objective functions, i.e. the numerators’ values for both objective functions. In
this figure we see the the expected increasing trend for all the methods. In other words,
when the problem size increases, all 3 methods find schedules that consist of more links
or have a higher sum of priorities. It is the increase in the value of the denominator
of (5.1) and (5.3) that is larger that the corresponding increase in the numerator that
leads to the behaviour noticed in Fig. 5.8.
Fig. 5.9 clearly shows that the increase rate of the unscaled objective functions
decreases for all methods as the problem becomes larger. Even though the rate difference
among the 2 methods is not big enough to safely assume that one is more scalable than
the other, the lines’ trends indicate that for the given problem sizes ACO scales slightly
better than SWO.
5.5.4 CPU Time Test
In this section, we investigate the effect the problem size and the number of evaluations
have in the processing time (CPU Time). For the sake of brevity and to avoid showing
similar results, when studying the effect of the problem size, we consider 4000 evaluations,
and when studying the effect of the evaluations, we fix the problem size to 200 links.
For the same reason, only objective (5.3) is studied. In Fig. 5.10a we show the median
CPU time in Problem Set 3, for an increasing number of evaluations, and in Fig. 5.10b
the median CPU time for the different problem sets and 4000 evaluations.
From both figures it is clear that ACO runs faster than SWO in all cases. This
is due to the fact that the ants visit only 20− 45 nodes on average (depending on the
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Figure 5.8: Median output value per problem Set for 4000 evaluations.
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Figure 5.9: Median numerator of the output value per problem Set for 4000 evaluations.
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Figure 5.10: (a)Median CPU Time per method for different number of evaluations when
the input is Problem Set 3 and objective (5.3) (b)Median CPU Time per method for
the different Problem Sets, 4000 evaluations and objective (5.3)
problem size) and do not traverse the whole graph, whereas in SWO all the links are
evaluated per step, either by the objective function or by the trouble metric function.
Naturally, we see that for both methods, the CPU time is doubled when the evaluations
are doubled. When the problem size is doubled, CPU times scale linearly with the
number of objective function evaluations for both methods but SWO requires more
computational effort, regardless of the number of available evaluations. Most importantly,
the two trends grow with a different rate, i.e. SWO CPU time increases 3% on average
for each doubling of the input size, whereas the same rate for ACO is 1.5% on average.
This characteristic can prove useful should the input size increase greatly. Another
critical aspect is that the system’s responsiveness capabilities are indirectly supported
by the CPU time results; the computation time needed for a search is too short for a
search restart in possible changes to be considered prohibiting.
5.5.5 Constellation Scenario
In Figures 5.11 and 5.12 we report the median objective function output values of SWO
and ACO for an increasing number of spacecraft when maximizing the number of links
and the sum of the priorities resprectively. Within this constellation context, it is also
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clear that the performance of ACO improves against SWO as the problem becomes
larger. In 5.13 we also report the median time that the spacecraft of a constellation
are active, i.e. are busy accommodating a link. The active time is measured from 0− 1
with 0 translating to the spacecraft being constantly idle, whereas 1 means that is it
constantly active. The number of spacecraft is increased from 2 to 32, in a problem of
200 links to be scheduled within a day, when we are maximizing the number of links
scheduled. With these graphs we want to conclude on the performance of the system,
its scalability and its ability to balance the load among multiple spacecraft.
The information regarding the load balance among the spacecraft is included in
the standard deviation of the median values. Our main observation is that the standard
deviation in the ACO values is in general smaller than in SWO. This can translate to a
better load balancing from the ACO algorithm. Recalling the way the problems are
designed, the number of spacecraft for which the links are available is randomly chosen
from 1 to the maximum number of available spacecraft. That means that the links
are not able to be scheduled in all the spacecraft, and the graph environment of each
spacecraft is different. The reason for this difference between the two methods regarding
the load balance lies on the way the links are assigned to the spacecraft: SWO assigns
to the highest GEO resource in the preference order associated with each link whereas
ACO allows for the spacecraft to choose a link at each choice point. This mechanism
was proven to lead to better load balance in the DMC3 coverage planning problem
(Chapter 4) as well and is shown in Fig.4.29.
Summary
In this chapter, we presented the oversubscribed scheduling problem that occurs in data
relay space missions, where users submit more requests than can actually be scheduled.
The difficulty of the problem lies in not only finding an optimal order for the requests,
but on first deciding which requests will be accommodated, due to the lack of enough
resources for all of them. The solving approach we proposed is based on an ACO
algorithm (Section 5.3.2).
Despite the wide application of ACO to scheduling problems, this is the first time
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Figure 5.11: Performance of SWO and ACO for (a) 50 (b) 100 (c) 200 and (d) 400 links,
for objective (5.1).
Figure 5.12: Performance of SWO and ACO for (a) 50 (b) 100 (c) 200 and (d) 400 links,
for objective (5.3).
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Figure 5.13: Active time for an increasing number of spacecraft in a problem of 200
links with request to be scheduled within a planning horizon of 1 day.
an oversubscribed scheduling problem is addressed by this method. We achieve this by
introducing additional features to the algorithm:
• First node choice: given that the objective functions under investigation do not
favour idle resource time in the solution, we choose the first node among the links
with smaller earliest start times.
• Path completion: Given that the problem is oversubscribed, only a subset of the
nodes will be visited. When none of the possible edge options can be added to
the schedule under construction, the path/candidate solution is complete. Based
on the first node choice, it is possible that two ants will visit completely different
nodes when searching.
• Graph construction: the way this graph has been constructed (Section 5.3.2), we
avoid idle times between the links.
The system is tested on 3 main requirements:
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• Efficiency, or how the number of objective function evaluations affects the solution
quality.
• Scalability to problems of larger size.
• Computational time.
The comparison with Squeaky Wheel Optimization on problems with 50− 400 flexible
requests to be scheduled within one day shows that ACO is more efficient in finding
good solutions and runs in less time than SWO, allowing for a fast replanning process
in case of problem changes. Both methods are found to be almost equally scalable.
One main algorithm design difference between the ACO and SWO approaches
is found on the part of the input that is processed at each iteration/by each ant. In
the ACO algorithm we propose, each ant traverses only a part of the graph whereas
in SWO the whole input is processed at every iteration. This is a critical finding not
only for this specific application and set of problems, but as a starting point for future
algorithms. It also leads to the lower processing time that ACO spends on the search.
One other interesting finding is the higher efficiency of ACO compared to SWO. This
is most probably due to the way the algorithms make use of the candidate solution
evaluation feedback. SWO only considers it to produce the next solution which, in turn,
leads to the production of the very next e.t.c. Still, this is an indirect way of feedback
information on a candidate solution being helpful to the rest of the search. In ACO,
on the other hand, feedback from all previous evaluations is gathered in the graph and
available for all future searches.
The directed graph representation employed in ACO creates stable links among
the problem elements, whose desirability changes with the use of the pheromone. The
elements ordering, on the other hand, which is used in SWO, does not provide stable
links but is simpler to implement. A very interesting finding is that in this type of
problems, a ‘structured’ search space yields better results in those large problems.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
Designing automated planning & scheduling systems for modern constellation missions
is accompanied by numerous challenges; from the technical requirements of system opti-
mality, scalability to the increasing problem’s dimensions and probable need for frequent
re-planning, to the more strategic requirement of a re-usable design, these systems are
being widely studied and new operations concepts and architectures are implemented.
Researchers most commonly employ approximation algorithms to deal with the incessant
increase of the problems’ size. In this thesis, we presented a ground-based automated
P&S system with a nature inspired architecture and algorithm, tailored to two different
constellation missions’ planning problems. Testing the system’s performance on real-life
scenarios frequently met in the current space industry, we come to conclusions about its
potential and re-usability. In the following, we summarise our approach and the lessons
learned.
6.1.1 Problems addressed
We studied the planning problems of two different missions. The first is the Disaster
Monitoring Constellation Earth imaging mission. Using real data from SSTL’s orbit
propagator, our aim was to design a system that automatically produces a strategy
for this agile 3-spacecraft constellation to image as high a percentage of the imaging
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requests submitted by the users as possible. The main problem constraints include
the spacecraft orbit and pointing capabilities, a limited on-board resource and image
overlapping. The users requests are assumed to be large areas in the surface of the
Earth which cannot be imaged in total in a single pass.
The second mission under investigation is a Data relay one. In this mission, the
users are LEO spacecraft that request communication time slots with a Ground Station,
via GEO satellites which act as relays. We assume a very high number of requests,
such that only a subset of them will be scheduled. Our goal is to create an automated
system that chooses which of the requests will be accommodated and assign time slots
to the LEO spacecraft based on their preferred requested time windows and the GEO
resources availability. We test two objectives: the maximization of the summed requests’
priority and the maximization of the number of scheduled requests. The most important
constraint is the assumption of binary GEO resources, which does not allow to any two
requests to overlap in time.
6.1.2 Solution Approach
Starting from the assumption that a traditional approach that considers the entire
problem as a single optimisation problem can end up being inflexible and have poor
scalability due to the problem’s dimensionality, we developed a system that creates
links among the problem elements in a graph-like manner, ‘structuring’ the search
space, so as to increase the efficiency of the search. This problem model becomes
the ants’ environment when Ant Colony Optimization is employed; exploiting its
stigmergy property we evaluate the desirability of each such graph link. The ants,
when constructing a solution, make choices based on information retained by previous
searches which is reflected on the pheromone trails. Such an approach can greatly
reduce the dimensionality of the problem and offer a flexible and scalable architecture.
At the same time, we consider the multi-spacecraft aspect of the problem by assigning
a different graph to each satellite and interfering with all the graphs’ form whenever
one of the satellites adds a task to their schedule. We aimed, therefore, at a system
where optimisation and coordination are performed simultaneously. To this end, we
focused on the long-term behaviours of the ACO algorithm that are the result of the
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self-organising mechanism based on stigmergy. We have then modelled the pheromone
change per solution in terms of a dynamical system.
In Chapter 3, we had the chance to explore the algorithm from a theoretical point
of view and extend the state-of-the-art theory by modelling the pheromone change on a
path, for general directed graph topologies. The ODE modelling proved to be a very
powerful analysis tool, allowing us to perform a complete stability analysis of the system.
We have been able to identify its long-term behaviours and the role of the parameters
in the system’s dynamics. More specifically, this analysis highlighted the role of the
pheromone exponent parameter α as a controlling parameter of the system’s stability,
which helped in providing a strategy of this value’s online adjustment which increases
the algorithm’s performance.
6.1.3 Planning over different space domain: challenges and differences
As mentioned in Section 2.2, a critical issue of the current way MPSs are designed, is
that a small part of the software can be reused in different missions. The largest part of
the MPS is designed for each new mission from scratch [Lenzen, 2015] which is costly in
both time and budget. Ongoing research on designing a generalised and reusable MPS
that will produce timelines for multiple diverse missions has been published [Tejo et al.,
2006] [Chien et al., 2012] and enjoys great acceptance from the community of space
operations. By designing and implementing a system based on two different missions, we
aim at investigating whether it can be generalized to address more planning problems.
Essentially, our aim is to produce guidelines on how a planning problem characteristic
has dictated an algorithm feature, so that the system can be reused to address planning
problems that are composed of the problem characteristics investigated in this work.
Below, we compare and contrast the planning process for the two Case Studies presented
in Chapters 4 and 5. The differences are found in the:
• Start node choice. The start node choice is made based on pheromone on the
Coverage Planning case; in the data relay problem we deal with it in a more
problem-specific manner considering a criterion that will improve the objective
function value.
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• ‘No imaging’ edge presence. In the coverage planning problem representation,
each ant traverses the whole graph, but it is not mandatory for the mission to
take an image at every flyby. Thus, for each node there is an additional edge that
represents the option of not imaging. On the other hand, in the Data Relay case,
each ant can search different parts of the graph, and most probably not all of it.
• Multiple pheromone fields. Apart from choosing the next node, in the coverage
planning problem we also choose the roll angle for the flyby represented by this
node. We perform that by employing two different pheromone fields on the graph
representation, each associated with the different type of choice (node, edge).
We now investigate the type of planning problems this system can address. There
are various constraints and objectives that a space mission can have, thus it is difficult
to strictly determine the types of planning problems the proposed MPS can address.
We generalise on that by referring to the two missions described in Chapters 4 and 5
and constraints also discussed on[Chien et al., 2012]. In both planning problems, the
constraints are satisfied during the construction of the candidate solution paths. Those
are:
• Capacity Constraints. The resources considered in the problem are binary, thus
they are either occupied or not and a task cannot overlap another that is occupying
this resource. In the coverage planning problem, there is another capacity resource
constraint, the limited on board memory of the spacecraft. This is a cumulative
resource constraint. The more tasks are added to the schedule, the less the
available memory. When downlink activities take place, the memory is renewed.
• Temporal Constraints:
1. Tasks that have earliest start and latest end times and fixed durations.
2. Relative time or predefined ordering of any two tasks. Information regarding
relative time distance between two tasks, e.g. task B must take place at least
10 minutes after task A, can be included in the edges in the way the gap
between two links is currently included in the Data Relay case.
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• Mutually exclusive tasks. This constraint is integrated in the graph for both
planning problems addressed, since any two mutually exclusive tasks are not
allowed to appear in the same path.
Therefore, the MPS system presented can solve problems that can be reduced to
graph search problems that have the aforementioned constraints. There is no restriction
regarding the problem objectives or the heuristic used, which can be equal to the
objective function evaluation for a single edge, like in the two planning problems of the
thesis. For both applications, we noticed that the problem representation has a critical
role to the performance of ACO. This makes it more difficult to generalize, but given
the potential of the algorithm, a very interesting future direction would be the design of
an automated tool that chooses the representation based on problem characteristics.
6.2 Limitations and Future Work
The scope of the presented research is very broad, ranging from dynamical system theory
and computational intelligence optimization to space mission planning and software
engineering. Inevitably, a number of assumptions have been made during the project
in order to avoid a vast expansion, which limit the applicability of the work. In this
chapter, we present certain directions the work could be extended to.
6.2.1 Considering ACO Stochastic Nature to the model
In Chapter 3, we noted that a deterministic ODE model cannot capture all of the
characteristics of a stochastic algorithm. The main assumption that was made when
using the ensemble hypothesis to derive Eq. 3.1, a statistical notion that consists of a
large number of copies of the system considered all at once [Reif, 1965]. This model,
therefore, cannot describe any phenomena emanating from the stochastic nature of
ACO. This is an important aspect to integrate to the model with the aim of providing
a more useful description of even more sophisticated ACO algorithms’ dynamics.
Another issue that has not been taken into account is the role of the evaporation
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factor ρ. We concluded that ρ does not affect the system’s stability. However, it does
affect the magnitude of the eigenvalues and the position of the EPs in the state space,
which makes it a time scaling factor. It would, therefore, form an interesting research
direction to investigate its effect in a formal way, with the aim of unlocking the ability
to control the system’s velocity. An initial step would be to use statistical modelling
approaches; that would result in a deeper understanding of the system’s dynamics
spread from the, currently investigated, mean of the ensemble.
A different aspect that should be studied is the inability of the linearization
technique that we have employed to study the stability of the dynamical system to
conclude on the behaviour of the system in the whole state space. Our conclusions are
limited to a sufficiently small area around the equilibrium points. This can be overcome
if the system is studied with different methods, e.g. Lyapunov’s second method for
stability. [Kalman and Bertram, 1960].
6.2.2 Integrating Problem Constraints and algorithm features to the
model
In our approach, the problem constraints are addressed by integrating them either to
the problem representation or the algorithm. However, we have not considered how
the problem constraints influence the system’s dynamics presented in Chapter 3. In
the Case Studies we addressed, the problem constraints affected the search space by
pruning edges, i.e. reducing the number of feasible path options. We informally consider
that this can be translated to a model in which not all the paths are available at every
moment of its evolution, which does not affect the stability properties of the system
but only results in different/fewer equilibrium points being available at each moment.
Even though this might sound like it is ‘confusing’ the system, it is a means to steer it
towards the optimal solution, an equilibrium point that is always present. This property
has not been integrated to the model, thus a very interesting direction would be the
formal analysis of this influence.
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6.2.3 Online adaptation of α-another dynamical system?
The parameter α is used to exploit the changes in the system’s stability. This change
regulates the trade-off between exploration and exploitation of the search space, in the
algorithm. In Section 3.4.1 we discussed some simple and intuitive strategies to vary α,
without modelling them in our theoretical framework. Integrating the α−strategy into
the dynamical system could increase the effectiveness of the algorithm and extend our
understanding of the system’s dynamics. In specific, two tasks that can be worked upon
next are the integration of the strategy to the theoretical framework and research on
the strategy that can best fit the needs of a problem. Also, should the same value for α
be chosen for every node? Alternating α for every node will increase the convergence
problem complexity exponentially, but a better algorithm performance can be achieved.
Given the outcome of Section 3.3.1 regarding the 1−node problem, a different α can
essentially represent different ‘certainty’ levels on the edge choice. An interesting
direction would be to model any α strategy as a dynamical system in charge of defining
α at any time closing the loop with feedback of the previous search(es), rather than
a fixed predefined function. This can happen with a feedback linearisation approach,
a typical method employed for the control of non-linear systems, which has also been
applied to dynamic neural networks [Garces et al., 2003]. Controlling α, the system
would essentially be able to decide for how long it is worth exploring and exploiting the
search space. Another possible performance enhancement method can be the variation
of β, either by itself or in conjunction with α.
6.2.4 Coordination Mechanism
Even though the coordination strategy we suggest results in a good balance among the
load on the spacecraft, the order by which the spacecraft choose a problem element to
add to their solution is currently random. Employing a strategy to determine this order
can assist the control of the workload or even boost the performance of the system.
Our work can also be combined with the coordination approach described in [Tripp
and Palmer, 2011], where the authors present an on-board stigmergy-based approach
to the coordination of a fleet of spacecraft. Their method is decentralised and requires
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minimum communication among the satellites, providing solutions with a few or zero
duplicate tasks.
6.2.5 Multi-objective optimization
Many optimization problems involve multiple objectives. Solving such scientific and
engineering problems can be a hardly feasible goal due to two main reasons. The
objectives can often conflict, which means that working towards improving one of the
objectives, may deteriorate the condition of at least one of the rest. Also, such problems
might require extensive computational resources to find a solution. Even though the
single-objective optimization problems can present a unique optimum, multi objective
optimization problems (MOP) might involve an infinite set of solutions. After finding
them, a decision maker chooses one or more acceptable solutions, according to the
users needs. Since the goals may be conflicting, a single best solution, optimizing all
of the objectives at the same time, does not exist. In fact, the problem of finding a
globally optimal solution in a MOP belongs to the class of NP problems [Back, 1996].
Multi-objective optimization problem solution methods usually include scalarization of
the objective function and Pareto-based techniques. A Pareto set of solutions includes all
these solutions that optimize at least one of the objectives. This set has the characteristic
that upon choosing a solution that belongs to this set, one cannot choose another one
in order to improve one of the objectives, without deteriorating another one.
Automating the Planning and Scheduling constellations operations is an extremely
difficult process. Also, the cost - in terms of both time and money - that can result from
a non optimized plan can be very high. We are interested in finding the best temporal
sequence of actions for a mission, in terms of maximizing some metric. The nature of the
problem is such that it includes many constraints, when realistic scenarios are studied.
Hence, we are usually trying to solve a single objective optimization problem, with
numerous constraints. This alone, means that our solution will be valid under several
assumptions. In other words, this can be translated to a solution that is valid either for a
specific mission only, under specific environmental circumstances or only when a certain
type of equipment is being used. A natural way in order to lift those assumptions is to
decrease the number of constraints while increasing the number of goals. For example,
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instead of having to constraint the memory that is allocated on board a mission under
200 MB, another goal to set for the mission can be the minimization of the memory
resource used. In this specific example, the goals will be conflicting if not enough GS
passes take place. A few studies have taken place towards this direction, involving either
a scalar objective function, or population based techniques. Wang et al. [Wang et al.,
2007] dealt with the problem of multi-objective EOS imaging scheduling. A method was
proposed, that introduced the Strength Pareto Evolutionary Algorithm. Giuliano et
al. looked into the integration of multi-objective evolutionary algorithms in the SPIKE
scheduling system [Johnston and Miller, 1994]; the goal was scheduling the operations
of the James Webb Space Telescope [M. E. Giuliano, 2008].
6.2.6 ESA’s APSI integration
In order to apply our approach to a wider class of planning problems, an important step
would be to integrate it in the APSI framework [Cesta et al., 2007] [Steel et al., 2009]
described in Section 2.2.2. This initiative aims at creating a generic software framework
to improve the cost-effectiveness and oppose to the mission-dependent approach of
designing a MPS. APSI currently supports single-spacecraft missions and employs SWO
as an optimization algorithm. Furthermore, none of its planners relates the solving
process with the problem representation. Thus, integrating our ACO approach would
offer different solutions to diverse mission planning problems, increasing its applicability.
Our system could be connected to the APSI framework via an interface translating the
planning problem to our graph representation. In this way, our system could be part of
the set of solvers available in this framework.
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