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Sommaire
Cette thèse a pour objet l’étude de la dynamique du réseau en interaction avec les
électrons dans les semimétaux de Weyl. L’objectif premier est de prédire un eﬀet observable
sur les modes de phonons en lien direct avec l’anomalie chirale, phénomène topologique
inhérent à la présence de fermions de Weyl.
Dans un premier temps, nous introduirons la physique des semimétaux de Weyl ainsi
que leurs propriétés topologiques particulières. Nous dériverons le terme d’axion dans
le but d’introduire la façon dont la dynamique du réseau peut interagir singulièrement
avec les électrons de basse énergie et les champs électromagnétiques dans les semimétaux
de Weyl. Ensuite on présentera les concepts clés dans la description des vibrations du
réseau et de leurs modes propres, les phonons. Notamment, nous expliquerons comment
arriver à l’équation de dispersion des phonons ainsi qu’une manière standard de calculer
perturbativement l’impact des électrons sur ces derniers, par l’intermédiaire d’un couplage
local.
Nous entrerons ensuite dans le vif du sujet en montrant comment le calcul diagramma-
tique amenant au phénomène d’anomalie chirale prédit une empreinte dans la dispersion
des phonons optiques, sous condition d’avoir un couplage électron-phonon de type pseu-
doscalaire et un champ magnétique statique et uniforme. Les conséquences seront une
activité optique infrarouge induite par l’anomalie, ainsi qu’une résonance dans la self éner-
gie des phonons et dans le tenseur Raman. Cette première partie est basée sur des travaux
de physique des hautes énergies dans lesquels le potentiel chimique est ignoré. Elle est
donc adaptée à la description d’un semimétal parfait, dans lequel les noeuds de Weyl sont
exactement au niveau de Fermi. Nous adopterons par la suite un formalisme plus standard
en matière condensée et valide pour toute valeur de potentiel chimique et de température.
Ainsi, dans la dernière partie de ce travail, nous inclurons directement le champ magné-
tique dans la structure électronique des électrons de Weyl. L’eﬀet du champ magnétique,
qui était calculé perturbativement dans la partie précédente, est maintenant inclus à tous les
ii
iii
ordres. Cela nous permettra également de prendre en compte plus aisément un potentiel
chimique ﬁni. De plus nous étudierons séparément l’eﬀet des niveaux de Landau chiraux,
qui dominent la physique de basse énergie à fort champ magnétique et sont responsables de
l’anomalie chirale. Notamment, on constatera dans ce cas que l’écrantage des interactions par
les niveaux de Landau chiraux entraîne une hybridation plasmon-phonon-optique résonante
contrôlée par l’amplitude et la direction du champmagnétique, phénomène potentiellement
observable dans des mesures de spectroscopie Raman. Enﬁn, nous verrons que les niveaux
de Landau à plus haute énergie peuvent également contribuer à une hybridation observable
dans le spectre des phonons optiques, ainsi que des oscillations quantiques pouvant se
manifester dans la vitesse du son.
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Introduction
Les semimétaux de Weyl [1,2] constituent l’une des découvertes majeures de la dernière
décennie dans le domaine desmatériaux quantiques. Malgré cet engouement récent pour ces
nouveaux matériaux, leur histoire remonte à près d’un siècle, avec la première description
en physique quantique d’électrons relativistes par Paul Dirac [3] suivie un an plus tard par
la description de fermions relativistes sans masse par Hermann Weyl [4]. Ces derniers étant
initialement inventés dans le but de décrire les neutrinos (qui se sont ﬁnalement avérés
être massifs), ils n’ont ﬁnalement jamais trouvé de représentants réels dans le spectre de la
physique des particules. Cependant, une décennie après la parution de l’article de Weyl,
Conyers Herring suggéra que des fermions semblables aux fermions deWeyl peuvent exister
dans certains cristaux, et ont pour cause la présence de dégénérescences accidentelles des
bandes électroniques [5]. C’est probablement en partie à cause de la diﬃculté à détecter ces
points de dégénérescence accidentelles dans la zone de Brillouin (contrairement aux dégé-
nérescences imposées par les symétries du cristal qui peuvent par exemple être déduites de
la théorie des groupes) que des prédictions numériques réalistes sont apparues plus de sept
décennies plus tard (entre autres : [6–11]). Ces résultats seront suivis de peu des premières
preuves expérimentales de l’existence de tels matériaux [12–16], appelés communément
semimétaux de Weyl.
Ce terme provient de la dénomination « noeuds de Weyl » des croisements prédits
par Herring [6]. Ces croisements entre des bandes de dispersion linéaire et non dégéné-
rées sont topologiquement robustes et existent systématiquement par paires de noeuds de
chiralités opposées [17]. Cette quantité, prenant les valeurs ±1, désigne l’alignement ou
l’anti-alignement entre le spin et le moment. Un phénomène topologique clé des semimé-
taux de Weyl est l’anomalie chirale, qui correspond à un transfert d’électrons d’un noeud
de Weyl vers son partenaire, sous l’application de champs électrique E et magnétique B
parallèles. Dans un semimétal comportant deux noeuds séparés de (b0,b) en énergie et en
moment, l’anomalie chirale se manifeste par une réponse électromagnétique inhabituelle à
travers la densité lagrangienne Lax = θE · B [18, 19], où θ = b0t/h¯− b · r est le champ d’une
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2particule ﬁctive appelée axion [20]. Les principales preuves expérimentales de l’anomalie
chirale se basent sur des propriétés de transport électroniques [21], propriétés qui ne lui
sont néanmoins pas exclusives [22, 23]. Aﬁn de complémenter ces expériences de transport,
d’autres propositions théoriques de mesures de l’anomalie ont été l’objet de nombreux
travaux [24–30]. Ces propositions sont basées sur les propriétés purement électroniques, et
requièrent pour la plupart un ordre électronique ou d’un système hors équilibre.
Dans ce travail, nous nous sommes intéressés au rapport entre les fermions de Weyl,
l’anomalie chirale et les vibrations du réseau cristallin. Ces dernières sont présentes à
l’équilibre et ne nécessitent pas d’ordre particulier. De plus, l’inﬂuence de la dynamique
du réseau sur des propriétés électroniques particulières des matériaux topologiques a déjà
donné lieu à plusieurs travaux théoriques [31–36]. La principale question derrière la présente
thèse est la suivante : les électrons deWeyl et l’anomalie chirale peuvent-ils laisser des traces
observables dans les propriétés dynamiques du réseau? Nous allons tenter d’y répondre en
étudiant comment les vibrations peuvent induire des ﬂuctuations dans le terme d’axion θ
à travers leurs interactions avec les électrons de Weyl. Ceci est également motivé par des
preuves expérimentales récentes de la présence d’interactions signiﬁcatives entre électrons
de Weyl et vibrations du cristal [37].
Chapitre 1
Contexte et bases théoriques sur les
semimétaux de Weyl
Dans ce chapitre, nous commencerons par donner les ingrédients nécessaires à l’obten-
tion d’un fermion de Dirac, ce dernier formant un modèle de base pour une grande partie
des matériaux topologiques [38]. À partir de là, nous verrons comment obtenir des fermions
de Weyl et leur robustesse caractéristique. Les deux dernières sections seront consacrées
aux propriétés topologiques remarquables des semimétaux de Weyl. La première est la
présence de monopôles de Berry séparés dans la zone de Brillouin, dont émergent des arcs
de Fermi typiques à ces matériaux [6]. La deuxième, qui sera centrale dans le présent travail,
est l’anomalie chirale. Dans les semimétaux de Weyl, cette dernière est liée à la présence
d’un champ axionique dont nous expliquerons certaines des conséquences physiques et
ﬁnalement, un lien possible avec la dynamique du réseau cristallin.
1.1 Fermions de Weyl et de Dirac : généralités
1.1.1 Fermions de Dirac
1.1.1.1 Équation de Dirac
Parmi les emprunts faits à la physique des hautes énergies par celle de la matière conden-
sée, les fermions de Dirac [3] et de Weyl [4] sont probablement les plus usités actuellement,
et ce depuis l’avènement des matériaux dits topologiques dans les années 2000, notamment
le graphène [39,40], les isolants topologiques [41–43], et plus récemment les semimétaux
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4topologiques tridimensionnels [1, 2, 44, 45]. Dans ces matériaux les électrons proches de
l’énergie de Fermi (dits électrons de basse énergie) se comportent comme des fermions
relativistes dans le sens où leurs fonctions d’onde obéissent à l’équation de Dirac
h¯ (σ0 ⊗ τ0 (−i∂t) + τz ⊗ σ · vP+ τx ⊗ σ0m/h¯)Ψ = 0 (1.1)
où le paramètre m, appelée masse, a la dimension d’une énergie, P est l’opérateur impulsion,
v est une vitesse, et les matrices de Pauli τi et σi opèrent dans des espaces disjoints 1. Ψ est un
spineur à quatre composantes Ψτσ avec τ, σ = ±1 étant les valeurs propres des opérateurs
τz et σz, respectivement. σ/2 correspond au spin et τ au caractère particule ou antiparticule.
La structure de l’équation (1.1), linéaire à la fois en moment et dans la dérivée temporelle,
est invariante de Lorentz, ce qui est un prérequis nécessaire à l’obtention d’une particule
relativiste. Le choix des matrices n’est non plus pas anodin. En eﬀet, pour avoir des énergies
propres de type relativiste, on a besoin de quatre matrices (en facteur des moments et de
la masse dans l’hamiltonien) hermitiennes, unitaires et qui anticommutent toutes entre
elles. L’ensemble minimal de matrices respectant ces règles est formé de matrices 4× 4 2.
On obtient ainsi des énergies propres
E± = ±
√
m2 + h¯2v2k2 (1.2)
où h¯k est le nombre (ou vecteur) quantique associé au moment conservé P. L’équation (1.2)
reproduit l’énergie d’une particule relativiste avec en supplément son opposée, interprétée
comme l’énergie de son antiparticule. Cette dernière notion n’a pas d’équivalent en physique
classique. Cependant, en physique de la matière condensée l’existence de ces deux types de
particule est analogue à celle des bandes d’énergie de valence et de conduction. En réalité,
la présence de fermions de Dirac à basse énergie dans un matériau n’est pas nécessairement
reliée à une propriété relativiste des électrons. Par exemple, la dispersion électronique du
fameux graphène exhibe des cônes de Dirac, c’est-à-dire des bandes de dispersion linéaires
dégénérées en spin (doublement dégénérées), semblables donc à des fermions de Dirac sans
masse. Outre les propriétés de conductions particulières directement liées à cette dispersion
linéaire [46], de nouvelles propriétés topologiques apparaissent quand on passe aux fermions
de Dirac dans la troisième dimension.
Une grande partie des propriétés topologiques requière un couplage spin-orbite im-
portant (ce qui n’est pas le cas dans le graphène). En ce sens, l’analogie avec la physique
des hautes énergies n’est pas uniquement formelle puisque le couplage spin-orbite est une
1. Pour simpliﬁer les notations, on utilisera toujours de manière abusive τjσi = τj ⊗ σi et on oubliera d’écrire
l’identité.
2. Bien sûr, d’autres choix de combinaisons de matrices de Pauli que celui pris en (1.1) sont possibles.
5propriété intrinsèquement relativiste, due au fort moment angulaire des électrons 3. Par
exemple, dans certains semiconducteurs qui ont la particularité d’être décrits par des élec-
trons de Dirac massifs à basse énergie, le couplage spin-orbite peut induire une inversion du
signe de la masse [47]. Si par exemple le système comporte une symétrie d’inversion spatiale,
les parités des bandes de conduction et de valence sont échangées par cette inversion de
la masse, au voisinage de k = 0. Cette structure pathologique des bandes de valence et de
conduction a pour conséquence la naissance d’états de bord à énergie nulle quand un tel
semiconducteur (ou isolant) dit topologique est mis en contact avec un autre matériau plus
conventionnel, c’est-à-dire avec un couplage spin-orbite moindre et des parités des bandes
électroniques diﬀérentes 4.
Dans ce travail, le type de système qui nous intéressera est celui de fermions de Dirac
sans masse, en trois dimensions. Dans ce cas, le rôle du couplage spin-orbite peut être de
séparer en moment les deux espèces de spin diﬀérentes. Comme on l’expliquera dans les
sections suivantes, cela n’ouvre pas de gap comme c’est le cas en deux dimensions mais
sépare bien le cône de Dirac doublement dégénéré en deux cônes non dégénérés, chacun
étant associé à une espèce de spin. Les fermions de Dirac deviennent alors des fermions
de Weyl. Dans ce cas, les croisements n’apparaissent plus en des points de haute symétrie
de la zone de Brillouin, comme cela est illustré sur la ﬁgure 1.1. Le scindement du noeud
de Dirac en deux noeuds de Weyl permet une certaine protection contre l’ouverture d’un
gap, et est à l’origine de nouvelles propriétés physiques. Avant de détailler ces dernières,
présentons un concept clé dans la description de ces fermions de Weyl.
1.1.1.2 Matrices de Dirac et chiralité
Commençons par faire le point sur la notation usuelle en théorie des champs. Par
exemple, on retrouvera souvent dans la littérature une équation équivalente à (1.1), appelée
notation covariante de l’équation de Dirac :
(
γµpµ + m
)
Ψ = 0. (1.3)
3. Ce qui demande des composés avec de grands nombres atomiques.
4. Les propriétés topologiques liés à l’inversion de lamasse deDirac ne requièrent pas la symétrie d’inversion
et donc une parité bien déﬁnie [48]. Cependant là n’est pas le sujet central de ce manuscrit et nous laisserons là
la discussion.

7le cas des semimétaux de Weyl qu’elle correspond à la vitesse de Fermi des électrons qui
est de l’ordre de 105 − 106ms−1 et est donc bien inférieure à c. Cela en fait donc un choix
naturel pour la déﬁnition des quadrivecteurs, outre le fait que cela nous permettra d’écrire
l’équation des électrons de Weyl sous la forme (1.3). Notons également que nous poserons
h¯ = e = 1 à chaque fois que nous utiliserons les notations relativistes avec quadrivecteurs et
matrices γ. De cette façon, les quadrivecteurs p et A ont des unités d’énergie tandis que x a
l’unité inverse d’une énergie.
Les quatrematrices (4× 4) γ, appeléesmatrices de Dirac, forment une algèbre de Cliﬀord.
Elles vériﬁent ainsi les règles d’anticommutation
{γµ,γν} = 2gµνI4×4
Le choix de leur représentation est arbitraire. Une matrice d’importance se rajoute à cet
ensemble : γ5 ≡ −iγ0γ1γ2γ3, qui anticommute avec les quatre matrices de Dirac. Avant de
donner une signiﬁcation physique à γ5, rappelons que les fermions de Dirac sont caractérisés
par deux observables discrètes, chacun ajoutant deux dimensions à l’espace de Hilbert. L’un
peut être interprété comme le spin (et est représenté par les matrices σi dans la représentation
(1.1)), et l’autre comme la dualité particule-trou (représentée par les matrice τi). Dans un
système sans masse (m = 0), cette dernière peut également être aussi interprétée comme la
chiralité. En eﬀet, en l’absence de masse, l’opérateur τz commute avec l’hamiltonien (1.1) et
la chiralité, qui correspond aux valeurs propres τ = ±1 de τz, est conservée. γ5 représente la
chiralité et peut donc être identiﬁée à τz. On pourra écrire alors les opérateurs fermioniques
sous la forme
Ψ(x) =

Ψ+
Ψ−

 ,
où Ψ+ et Ψ− sont des spineurs à deux composantes qui correspondent respectivement aux
fermions de chiralités positive et négative, ou couramment appelés fermions droite et gauche.
Étant donné qu’aucune masse ne couple les deux espèces de fermions, on peut séparer le
problème en deux, avec un hamiltonien pour les fermions de gauche et un autre pour les
fermions de droite.
Pour correspondre à l’hamiltonien (1.1), on fait le choix
γ0 = τx
γi = −iτyσi pour i = 1, 2, 3
et on retrouve (1.1) en multipliant le côté gauche de (1.3) par γ0.
8Notons au passage les propriétés de trace des matrices γ qui pourront nous être utiles
par la suite :
tr [#impaire de γµ] = 0 (1.4)
tr [γµγν] = −4gµν (1.5)
tr
[
γµγνγαγβ
]
= 4
(
gµνgαβ − gµαgνβ + gµβgνα
)
(1.6)
tr
[
(#impaire de γµ) γ5
]
= 0 (1.7)
tr
[
γµγνγ5
]
= 0 (1.8)
tr
[
γµγνγαγβγ5
]
= −4iεµναβ (1.9)
1.1.2 Robustesse des semimétaux de Weyl
Pour les isolants topologiques, ou de façon plus générale les phases de type SPT (Sym-
metry Protected Topology dans la littérature), on a des phases qui ne peuvent pas être détruites
que par des perturbations qui brisent certaines symétries, comme la symétrie par renverse-
ment du temps dans le cas de l’eﬀet Hall quantique de spin et des isolants topologiques
3D. Un tel système est donc robuste tant qu’un champ magnétique ou une aimantation sont
absents. À l’inverse, les semimétaux de Weyl ne requièrent le respect d’aucune symétrie.
Au contraire, ils nécessitent la violation d’au moins une des symétries suivantes : le ren-
versement du temps ou l’inversion. En eﬀet, la présence simultanée des deux symétries
imposent la double dégénérescence des bandes électroniques. Dans ce cas, le croisement des
bandes de conduction et de valence donne naissance à des points quadruplement dégénérés
dans la zone de Brillouin, ce qui est communément appelé phase de semimétal de Dirac.
Si par contre une des symétries est brisée, la dégénérescence des bandes est levée, excepté
aux points de croisement appelés maintenant noeuds de Weyl. Faisons un petit aparté
pour préciser que n’importe quelle perturbation ne peut pas transformer un semimétal de
Dirac en semimétal de Weyl. Autrement dit, la séparation des cônes de Dirac ne donne pas
forcément naissance à des points de croisement isolés. Illustrons ce point avec l’exemple de
l’hamiltonien de Dirac sans masse
τzh¯vFσ · k, (1.10)
auquel on ajoute une perturbation τz∆ qui brise la symétrie d’inversion. Les deux cônes se
séparent en énergies et leurs dispersions se croisent sur la sphère k2 = (∆/h¯vF)
2, comme
illustré sur la ﬁgure 1.2 (panneau du milieu). Remarquons qu’on a bien dans ce cas deux
noeuds de Weyl à des énergies diﬀérentes, mais non séparés dans la zone de Brillouin.
On ne peut donc pas qualiﬁer une telle phase de semimétal de Weyl mais de semimétal
9F igure 1.2 De gauche à droite sont tracés les dispersions correspondant à (1.10) avec, respec-
tivement, pas de perturbation, une perturbation τz∆, et une perturbation σz∆˜. Sur
le graphique du milieu, la ligne nodale est souligné en vert.
à ligne de noeud (nodal line semimétal en anglais [49]) à cause de la présence d’une ligne
de croisements au niveau de Fermi. Pour donner lieu à un semimétal de Weyl en brisant
seulement la symétrie d’inversion, il est en fait nécessaire d’avoir au moins deux paires de
fermions de Dirac [50]. Sinon on a besoin d’une dépendance en spin de la perturbation, qui
peut en générale être apportée par le couplage spin-orbite. Par exemple, avec la perturbation
σz∆˜, on obtient bien deux noeuds de Weyl aux points k± =
(
0, 0,±∆˜/h¯vF
)
, comme illustré
sur la ﬁgure 1.2 (panneau de droite). La nature des dégénérescences dues aux croisements de
bandes aux noeuds deWeyl est maintenant accidentelle, c’est-à-dire qu’elles ne sont imposées
par aucune symétrie du cristal. Cela implique qu’aucun gap ne peut y être ouvert à moins
que deux points de Weyl se rencontrent à nouveau ou qu’il y ait d’importantes interactions
à courte portée. Une façon formelle d’expliquer cette robustesse face à l’ouverture d’un
gap est d’écrire l’hamiltonien de Bloch au voisinage d’un noeud de Weyl. Le système est
décrit localement par deux bandes se croisant en un point. C’est l’équivalent dans l’espace
réciproque de l’équation de Dirac, d’où l’hamiltonien de Bloch projeté au voisinage d’un
noeud 5 :
hτ
k
= τh¯vFσ · k. (1.11)
σ =
(
σx, σy, σz
)
sont les matrices de Pauli et τ = ±1 désigne la chiralité du noeud de Weyl,
quantité importante comme on le verra par la suite. Cette projection aux niveaux des noeuds
de Weyl peut être faite à partir d’un hamiltonien de Bloch. Par exemple, on peut imaginer
5. Attention, la forme de l’hamiltonien de Weyl (1.11), bien qu’identique à celle de (1.10), ne décrit pas le
même système. Pour l’hamiltonien de Dirac (1.10), le moment k est exprimé par rapport à un point de Dirac.
C’est en général un point de haute symétrie dans la zone de Brillouin, puisque la dégénérescence n’y est pas
accidentelle. Dans le cas de l’hamiltonien de Weyl (1.11), le moment est exprimé par rapport deux points
diﬀérents (i.e. aux noeuds de Weyl) suivant les valeurs de τ.
10
comme exemple le plus simple un hamiltonien de Bloch
Hp = t
[
σx sin px + σy sin py
]
+ σz
[
m
(
2− cos px − cos py
)
+ tz (cos Q− cos pz)
]
, (1.12)
où t0, t, Q et m sont des constantes. Pour m < tz
1−cos Q
2 , la dispersion correspondant à (1.12)
comprend deux noeuds de Weyl situés en p± = (0, 0,±Q). En faisant le développement au
voisinage des points p±, on trouve Hp±+k ≃ t
(
σxkx + σyky
)± tz sin Qσzkz. En déﬁnissant
t ≡ h¯vF, en eﬀectuant la transformation unitaire U = ei π2 σz ainsi que le changement de
variable kz → ttz sin Q kz on montre que cet hamiltonien est équivalent à (1.11). La dispersion
déduite de l’hamiltonien (1.12) est tracée sur la ﬁgure (1.3). Notons qu’on pourrait également
rajouter un terme t0 sin pz dans (1.12) qui induirait une diﬀérence d’énergie de 2t0 sin Q
entre les électrons de Weyl en p±.
F igure 1.3 Dispersion correspondant à (1.12), avec ky = 0 et les paramètres m = 0.8, t =
1.04, tz = 1.2, Q = π/3, et t0 = 0.2. Les cylindres vert et rouge délimitent la
zone autour des noeuds de Weyl où l’approximation linéaire est valide.
Comme cela apparaît dans l’hamiltonien (1.11), la chiralité correspond à l’alignement
ou à l’anti-alignement du moment k avec le pseudo-spin σ 6. La possibilité de considérer
chaque noeud comme un système indépendant à deux niveaux vient du fait que ce sont des
dégénérescences accidentelles. Si deux noeuds étaient situés au même point de la zone de
6. Le terme pseudo-spin est utilisé ici car σ ne correspond pas forcément au spin des électron mais plus
généralement à un système à deux degrés de liberté.
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Brillouin, on devrait considérer ces deux noeuds comme un seul système à quatre niveaux.
De même, s’il existe des perturbations dont le moment caractéristique correspond à la
séparation des noeuds, on pourrait les considérer comme un système à quatre niveaux,
avec un gap augmentant avec l’amplitude de ces perturbations. Cependant, si aucun de
ces deux cas de ﬁgure n’est présent, l’hamiltonien (1.11) suﬃt à décrire les électrons aux
voisinage d’un noeud, et une perturbation dans cet espace à deux niveaux n’aura pour seul
eﬀet que de déplacer le noeud dans la zone de Brillouin. Cette particularité est propre à la
troisième dimension où le nombre de directions possibles pour k (trois) est égale au nombre
de générateurs d’un système à deux niveaux (trois matrices de Pauli), excepté l’identité.
Enﬁn, il est important de rappeler que l’utilisation de l’hamiltonien (1.11) sous sa forme
matricielle τzh¯vσ · k peut être trompeuse du fait qu’il est identique à un hamiltonien de
Dirac qui décrit deux cônes de Dirac dégénérés. Il faut donc garder à l’esprit que cela cache
le fait que les noeuds deWeyl sont éloignés enmoment et/ou en énergie. Si une perturbation
à courte portée couple les électrons des deux noeuds de Weyl, cet hamiltonien n’est plus
valide. Également, pour tout phénomène qui dépend quantitativement de la distance entre
les noeuds de Weyl, l’hamiltonien à basse énergie n’est plus pertinent.
1.1.3 Monopôles de Berry et arcs de Fermi
1.1.3.1 Modèle minimal
Notons que dans la littérature [18, 22, 51], on retrouve parfois l’hamiltonien minimal
4× 4 pour un métal 7 de Weyl à une paire de noeuds,
Hk = h¯vFσ · (kτz + b) + τzb0 (1.13)
qui décrit un système de deux noeuds de Weyl, séparés dans la zone de Brillouin par
un moment 2b, et en énergie par 2b0. Notons au passage que sans b et b0, le système est
équivalent à un semimétal de Dirac. En brisant la symétrie par renversement du temps et la
symétrie d’inversion, on crée respectivementb et b0 qui lèvent la dégénérescence. Cependant,
il faut garder à l’esprit que l’hamiltonien (1.13) n’est en général pas valide sur toute la zone
de Brillouin mais est seulement une façon de représenter un système à deux noeuds deWeyl,
en oubliant la partie de la dispersion entre les noeuds. Son utilité réside dans le fait que les
termes b et b0 permettent de décrire des eﬀets, qui, de par leur origine topologique, sont
7. En toute rigueur, un semimétal de Weyl a une densité d’état à l’énergie de Fermi nul. Autrement dit, ses
noeuds doivent être situés au niveau de Fermi. On ne peut donc pas avoir de semimétal de Weyl dans le sens
stricte si les noeuds sont à des énergies diﬀérentes. Cependant, on s’autorisera par la suite à continuer d’utiliser
la dénomination de semimétal de Weyl, à condition que les noeuds restent proches du niveau de Fermi.
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indépendants de la forme locale de l’hamiltonien dans la zone de Brillouin. En particulier,
seul comptent la présence de croisements linéaires non dégénérés (des cônes de Weyl) ainsi
que leur éloignement dans la zone de Brillouin (quantiﬁé par b) et, comme il sera expliqué
dans la section suivante, de leur diﬀérence d’énergie (quantiﬁée par b0).
1.1.3.2 Monopôle de Berry et nombre de Chern
Au voisinage du noeud de chiralité τ, la courbure de Berry, déﬁnie par [52]
Bk ≡ −i∇k × 〈−,k |∇k| −,k〉 , (1.14)
où |−,p〉 est le spineur associé à la bande de valence, prend la forme
Bτb+k = τ
kˆ
k2
. (1.15)
L’expression (1.15) est l’équivalent d’un champ créé par un monopôle magnétique dans la
zone de Brillouin [53]. On peut déﬁnir le ﬂux de B sur une surface fermée comme le nombre
de Chern associé à cette surface (multiplié par un facteur 2π). On peut dériver de (1.15)
l’expression de la divergence [54]
∇p · Bp = 4π∑
τ
δ (p− τb) , (1.16)
qui, associé au théorème de Gauss-Ostrogradsky 8, signiﬁe que le nombre de Chern est
égal à la somme des noeuds de Weyl à l’intérieur de la surface, pondérée par la chiralité de
chacun des noeuds :
CS = ∑
noeud τ∈S
τ. (1.17)
Ceci peut se généraliser à un nombre quelconque de noeuds de Weyl. Avant de discuter
la conséquence de ce théorème sur les états de bords, notons qu’il impose aux noeuds
de Weyl d’exister par paires, chacune contenant deux noeuds de chiralités opposées. En
eﬀet, la périodicité de la zone de Brillouin implique que le ﬂux de n’importe quel champ
vectoriel (dont fait partie le nombre de Chern) à travers la surface la délimitant, est nul. En
conséquence, la somme des chiralités est toujours nulle. Ceci constitue le théorème No− go
de Nielsen-Ninomiya [55].
8.
¸
S=∂V dS ·Bp =
´
V dV∇p ·Bp où S est la surface qui compose la bordure du volume V . dS est l’élément
de surface sortant, déﬁni en tout point normal à S .
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sur les surfaces parallèles à b, on observe des lignes reliant les projections des noeuds de
Weyl sur les surfaces : ce sont des arcs de Fermi. Notons que la forme de ces arcs dépend
des conditions de bord et n’est pas universelle [56].
Additionnellement, si on somme la contribution de tous les états de bords formant ces
arcs, on obtient la conductivité Hall anormale
σH = −2 |b| e
2
h
. (1.18)
En dérivant les équations de Maxwell en présence des fermions de Weyl, on retrouvera cette
conductivité Hall, avec en addition un second terme “anormal” proportionnel à b0. Ces
deux termes sont intimement liés à l’anomalie chirale, comme on va le voir dans la section
suivante.
1.2 Anomalie chirale et axion
1.2.1 Anomalie chirale façon matière condensée
1.2.1.1 Anomalie chirale en une dimension
L’anomalie chirale se dérive de façon très simple en matière condensée et plus particu-
lièrement pour un gaz d’électrons unidimensionnel [57]. Prenons un système décrit à basse
énergie par une bande comme sur la ﬁgure 1.5.
?    ✁
✂ ?✁?
kFkF−
F igure 1.5 Dispersion électronique unidimensionnel. Les électrons au niveau de Fermi on
des moments ±kF et dispersent linéairement si l’on se place suﬃsamment proche
de ±kF.
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En se focalisant sur les électrons porteurs de charges (i.e. à l’énergie de Fermi), on peut
les séparer en deux espèces : les électrons de gauche avec une énergie ǫ+(k) = −h¯vFk et les
électrons de droite d’énergie ǫ−(k) = h¯vFk, k étant le moment électronique et h¯vF la pente de
la dispersion pour k ≃ kF. On note également ǫF+ l’énergie de Fermi des électrons à gauche
et ǫF− celle des électrons à droite. Naturellement, sans perturbation extérieur, ǫF− = ǫF+.
Avec l’application d’un champ électrique E, l’équation du mouvement pour le moment
électronique donne
˙ǫFτ = ǫ˙τ(k) = −τh¯vF k˙ = −τ vFeE,
avec la notation X˙ ≡ ∂tX. En conséquence, le nombre d’électrons à droite (N−) et à gauche 10
(N+) augmentent et diminuent respectivement avec le temps, ce qui se traduit par la loi de
conservation
N˙τ = −τeE L
2πh¯
(1.19)
→n˙τ = τ e
h
E,
où nτ est le nombre d’électrons τ par unité de longueur et L la longueur du système. L’équa-
tion (1.19) est un cas particulier de la non conservation du courant chirale j5 ≡ j+ − j− où
jτ = (enτ, jτ) est un vecteur comportant la charge et le courant associés aux fermions de
chiralité τ. Dans ce cas particulier le système est invariant par translation et∇ · jτ = 0, ce
qui donne bien
e (n˙+ − n˙−) +∇ · (j+ − j−) = 2 e
2
h
E. (1.20)
Les dispersions linéaires et de pentes opposées des fermions droite et gauche sont à l’origine
de cette loi de (non-)conservation qui constitue, par déﬁnition, l’anomalie chirale en une
dimension.
1.2.1.2 Hamiltonien de Weyl sous champ magnétique et niveaux de Landau chiraux
Quand on passe de la première à la troisième dimension spatiale 11, un ingrédient
supplémentaire est nécessaire pour obtenir l’anomalie chirale : c’est le champ magnétique.
Prenons donc un modèle minimal d’électrons deWeyl dans un champmagnétique uniforme
10. On déﬁnit Nτ ≡ ∑0<k<|kFτ | = L2π
´ |kFτ |
0 dk = LzǫFτ/(h¯vF).
11. Notons qu’il n’y a pas d’anomalie chirale en dimension impaire (c’est-à-dire une dimension spatiale paire
additionné de la dimension temps). Cela vient du fait qu’on a besoin de se ramener à un système spatiotemporel
en 1+1D, notamment avec l’application d’un champ magnétique. Cela n’est pas possible en dimension paire.
On peut également relier cela au fait qu’on ne peut pas déﬁnir de fonction équivalente à γ5 en dimension
impaire [58]. Plus précisément, en D = 2n + 1 dimensions, on peut avoir une équation de Dirac γµ∂µΨ = 0
en déﬁnissant D matrices de Dirac vériﬁant l’algèbre de Cliﬀord, mais on ne pourra pas déﬁnir de matrice
γD+1 = iγ1γ2...γD qui anticommute avec les D matrices de Dirac.
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et statique. Appliquons ce champ magnétique dans la direction zˆ. Les électrons de chiralité
τ sont régis par l’hamiltonien τh¯vp.σ en l’absence de champ, où p est le moment déﬁni
par rapport au moment du noeud de Weyl de chiralité τ. Le couplage minimal du champ
électromagnétique avec les électrons transforme l’hamiltonien en τh¯v (p− eA) .σ − eA0 où
A et A0 sont les potentiels vecteur et scalaire du champ électromagnétique. Dans la jauge
de Landau on a A0 = 0 et A = (0, x, 0) B (on notera B la norme du champ magnétique). Le
système perd ainsi son invariance par translation dans la direction x (perpendiculaire à B),
et le moment est conservé dans les directions y et z. On reécrit l’hamiltonien
τvF (pzσz + Π⊥ · σ⊥) + τb0, (1.21)
avec Π⊥ =
(
Πx, Πy
) ≡ (px, py + xeB). En utilisant la fameuse relation de commutation[
ri, pj
]
= ih¯δij, on montre facilement qu’on peut déﬁnir des opérateurs d’échelle
a =
Πx − iΠy√
2ℓ−1B
(1.22)
a† =
Πx + iΠy√
2ℓ−1B
vériﬁant
[
a, a†
]
= 1, avec lesquels l’hamiltonien de Weyl s’écrit ﬁnalement
hτ(kz) = τh¯vF
[
σzkz +
√
2ℓ−1B
(
aσ+ + a†σ−
)]
. (1.23)
L’opérateur a†a a pour états propres l’ensemble {|n〉}n∈N avec les valeurs propres associées
égales aux entiers n. Les fonctions d’onde associées à ces états sont [59]
〈x, y, z |n, X, kz〉 = eikzz e
−iyX/ℓ2B√
LyLzℓB
e−
1
2
(
x−X
ℓB
)2
2nn!
√
π
Hn
(
x− X
ℓB
)
, (1.24)
où Hn est le polynôme d’Hermite de degré n etX ≡ −kyℓ2B est le centre d’une orbite cyclotron.
Il est à noter que les énergies propres dépendent seulement de kz et n, et que tous les niveaux
n associés à des orbites cyclotrons diﬀérentes sont dégénérés en énergie. Le facteur eikzz/
√
Lz
provient de l’invariance par translation et du caractère d’onde plane de l’état électronique
dans la direction z. Pour résoudre l’hamiltonien (1.23), on utilise les propriétés des états
propres (en oubliant les indices kz et X pour simpliﬁer la notation)
a |n〉 = √n |n− 1〉
a† |n〉 = √n + 1 |n + 1〉 .
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On trouve ainsi des états propres, indicés pardes entiers naturels n, qu’on appelle niveaux
de Landau. La grande particularité de cet ensemble d’états est la diﬀérence qualitative
suivante entre les états d’indices strictement positifs et les états à n = 0. À l’entier n > 0
correspondent deux niveaux, c’est-à-dire à deux spineurs
∣∣Ψ±n,τ(kz)〉 avec les énergies propres
ǫnτλ(kz)
∣∣∣Ψλn,τ(kz)〉 = 1√
2

 λτ
√
1+ λτ h¯vFkzEnkz
|n− 1〉√
1− λτ h¯vFkzEnkz |n〉

 (1.25)
ǫnτλ(kz) = τb0 − τλh¯vF
√
2ℓ−2B n + k2z (1.26)
où ℓB ≡
√
h¯/eB est déﬁnie comme la longueurmagnétique,λ = ±1, etEnkz ≡ h¯vF
√
2ℓ−2B n + k2z.
Par ailleurs, n = 0 n’est associé qu’à un seul état propre
|Ψ0τ(kz)〉 =

 0
|0〉


ǫ0τ(kz) = τb0 − τh¯vFkz
qui est appelé niveau de Landau chiral puisqu’il ne disperse que dans une seul direction
(i.e. ∂kzǫ0τ(kz) = −τh¯vF garde le même signe quelque soit kz, voir ﬁgure 1.6).
Remarquons qu’on obtient un système unidimensionnel eﬀectif avec une inﬁnité de
bandes. Le gap énergétique entre les niveaux de Landau chiraux et le reste des niveaux étant
égal à v
√
2h¯eB, on peut augmenter le champmagnétique de tellemanière à ce que le potentiel
chimique coupe seulement les niveaux de Landau chiraux et reste bien en-dessous de ce
gap. Dans ce cadre, on appelle limite quantique cette situation où seul les niveaux de Landau
d’indice n = 0 sont au niveau de Fermi [60]. Ainsi, à champ magnétique suﬃsamment
fort, les propriétés du système sont principalement gouvernées par les niveaux chiraux et
l’anomalie doit pouvoir être observée.
1.2.1.3 Anomalie chirale en 3D
Une fois qu’on a obtenu un système unidimensionnel eﬀectif gouverné par deux états
électroniques chiraux, la discussion est essentiellement la même que pour le cas unidimen-
sionnel. La principale diﬀérence est l’ajout du facteur de dégénérescence de ces niveaux
chiraux qui est ΦB
Φ0
= LxLy eB/h [60,61], où ΦB est le ﬂux du champ magnétique à travers le
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importante dans les propriétés de transport anormales. En eﬀet, la non conservation de Nτ
implique un taux de transfert d’impulsion (par unité de volume) d’un nœud à l’autre :
∂tP = ∑
τ
n˙τ h¯kτ = 2
e2
h2
h¯(E · B)b, (1.30)
où 2b = k+ − k− est la séparation des nœuds de Weyl dans l’espace de moments. On peut
interpréter ∂tP comme une force de Lorentz :
∂tP = ρHE+ jH ∧ B (1.31)
qui correspond à (1.30) pour ρH = e
2
h¯ 2b.B et jH = E∧ ( e
2
h¯ 2b). Finalement, on voit que l’exis-
tence de l’anomalie chirale associée à une séparation des nœuds aboutit à une conductivité
Hall
σH ij = ǫ
ijl e
2
h¯
2bl , (1.32)
où ǫijl est le tenseur antisymétrique de Levi-Cita de rang 3 (avec i, j, l = x, y ou z). Comme
on le verra par la suite, on peut ajouter à jH un courant proportionnel à B dans (1.30) sans
que cela ne change la force de Lorentz dans (1.31). On aura ainsi deux types de courant
anormaux émergeant avec l’anomalie chirale.
Il est important de mentionner le lien entre l’anomalie chirale et la magnétorésistance
négative. On peut réécrire l’équation (1.27) comme un transfert de moment, si l’on rajoute
un taux de diﬀusion Γ entre les deux noeuds [62] :
h¯ p˙z = −eEz + h¯pzΓ. (1.33)
Cela qui amène à un courant longitudinal stationnaire (en prenant en compte la dégénéres-
cence des niveaux de Landau)
jz =
1
2πV
e2
h¯
Lz
2π h¯
ΦB
Φ0
evF pz =
vFΓ
4π2
e2
h¯
e
h¯
B · E = vFΓ
4π2
e2
h¯
ℓ
−2
B Ez, (1.34)
où V = LxLyLz est le volume du système. Il y a donc une contribution à la conductivité
induite par le champ magnétique et qui augmente de façon monotone avec l’amplitude
de B, d’où le terme de magnétorésistance négative. Notons que la dépendance linéaire
en B de cette magnétoconductivité n’est plus valide à faible champ magnétique, quand
la quantiﬁcation des niveaux de Landau n’est plus pertinente. Notamment, les auteurs
de [28,62] ont montré dans un cadre semi-classique que la contribution des noeuds de Weyl
à la magnétoconductivité est proportionnelle à B2 à faible champ.
20
1.2.2 Théorie des champs, axion et anomalie chirale
Dans cette section, nous allons introduire le concept d’axion, qui jouera un rôle important
dans le reste de ce travail. Aﬁn de faire une analogie explicite avec la théorie des champs
dont sont originaires les fermions de Weyl et ce terme d’axion, utilisons les matrices γ. Elles
nous permettent d’écrire l’hamiltonien de Weyl sous sa forme covariante :
HW =
ˆ
d3r Ψ¯ (r)
[−γ0 (i∂t + eA0 + ea0 + a50γ5)+ γ · (P+ eA+ ea+ a5γ5)]Ψ (r) (1.35)
≡
ˆ
d3r Ψ¯ (r)
[
γµ Dµ + γ
µaµ + γ
µa5µγ
5
]
Ψ (r) , (1.36)
avec Ψ¯ ≡ Ψ†γ0, et Dµ = pµ + eAµ. Dans cette hamiltonien, les fermions, représentés par
le champ Ψ, sont en couplage minimal avec le champ électromagnétique Aµ, un champ
dit vecteur, dénoté aµ, et un champ dit axial et dénoté a5µ. Le champ électromagnétique est
naturellement un champ de type vecteur. Les deux autres champs aµ et a5µ peuvent avoir
diverses origines, notamment des modes collectifs qui interagissent avec les électrons. Les
conséquences de tels modes ont été sujets de plusieurs travaux [25,51].
Rappelons que 1.35 peut se récrire dans la même notation matricielle que 1.13 :
HW =
ˆ
d3rΨ† (r)
[
τzσ · (P+ eA+ a+ a5τz)− eA0 − a0 − a50τz]Ψ (r) . (1.37)
On constate que les champs axiaux créent une diﬀérence en énergie (a50) et en moment (a
5)
entre les deux fermions de Weyl, de la même façon que les termes b0 et b dans 1.13.
1.2.2.1 Axion dans un semimétal de Weyl sans interaction
Revenons à l’action pour les fermions de Weyl sans interaction
SW =
ˆ
d4x Ψ¯ (x) iγµ
[
∂µ + iAµ + ibµγ
5
]
Ψ (x) , (1.38)
qui correspond à (1.36) si l’on suppose aµ = 0 et a5µ = bµ. Notons la similarité avec l’hamilto-
nien (1.13) : le champ axial bµ = (b0,b), correspond à la séparation en énergie et en moment
entre les noeuds de Weyl et est une constante.
Si on utilise les états propres ψ découlant du Lagrangien de l’action (1.38), on peut
calculer simplement ∂µ(ψγµγ5ψ) = 0, ce qui semble indiquer la conservation du courant
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chiral 12. Pourtant, le courant chiral déﬁni comme j5µ = Ψ¯γ
µγ5Ψ ne l’est pas, d’où le nom
“anomalie chirale”. En eﬀet, dans cette section nous allons montrer que
∂µ < j5µ >= ∂µTr[Ψ¯γ
µγ5Ψ] 6= 0,
où l’opération notée Tr correspond à une somme sur tous les états fermioniques possibles et
n’a rien d’une simple trace de matrice. Également, on verra que l’eﬀet du terme bµγ5 dans
(1.38) donnera lieu à un terme de courant dans les équations du champ électromagnétique.
La méthode que nous présentons ici provient de Fuijkawa [63]. Elle consiste à éliminer
le terme axial bµγ5 de l’action par un changement de variable du champ fermionique,
et d’étudier le terme eﬀectif (i.e. indépendant du champ fermionique) qui résulte de ce
changement de variable. Commençons par remarquer que le terme bµγ5 dans (1.38) est
éliminé par la rotation chirale Ψ → Ψe−ibµxµγ5 . Le lagrangien classique respecte la symétrie
chirale, cependant, ce système n’est pas invariant sous la transformation de jauge précédente,
d’où l’apparition de l’anomalie chirale. Si le système était invariant sous rotation chirale, le
terme bµγ5 ne jouerait pas sur les équations du mouvement. L’anomalie vient du fait que ce
changement de jauge doit s’accompagner d’un changement de la mesure DΨ de l’intégrale
de chemin dans la fonction de partition fermionique
Z =
ˆ
DΨ¯DΨeS . (1.39)
Pour montrer cela, commençons par eﬀectuer une transformation de jauge chirale inﬁnitési-
male :
Ψ → Ψ′ = [1− ids bµxµγ5]Ψ (1.40)
Ψ¯ → Ψ¯′ = Ψ¯ [1− ids bµxµγ5]
avec ds le paramètre inﬁnitésimal de la transformation. L’action (1.38) devient alors, au
12. Le courant total jµ = ψγµψ est déduit de l’équation de continuité∇ · j+ ∂t|ψ|2 = 0. On a ψ =

ψ+
ψ−

, ce
qui donne jµ = ψ¯+γµψ+ + ψ¯−γµψ− = j+µ + j−µ . Les composantes ψ± ayant une chiralité bien déﬁnie, on voit
ainsi que le terme j5µ = ψ¯γ
µγ5ψ est égal à la diﬀérence en courant des états de chiralités opposées : j5µ = j
+
µ − j−µ .
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premier ordre en ds :
S =
ˆ
d4xΨ¯
[
1− idsbµxµγ5
]
iγµ
[
∂µ + iAµ + ibµγ
5
] [
1− idsbµxµγ5
]
Ψ (1.41)
=
ˆ
d4xΨ¯iγµ
[
1+ idsbµxµγ
5
] [
∂µ + iAµ + ibµγ
5
] [
1− idsbµxµγ5
]
Ψ
=
ˆ
d4xΨ¯iγµ
[
∂µ + iAµ + (1− ds) ibµγ5
]
Ψ.
Ainsi, à l’étape s (i.e. on a eﬀectué l’opération (1.40) jusqu’à obtenir une rotation de i s bµxµγ5),
l’action devient
´
d4xΨ¯i DsΨ, avec Ds = γµ
[
∂µ + iAµ + (1− s) ibµγ5
]
. Le terme buγ5 est
ﬁnalement éliminé pour s = 1.
Regardons maintenant le changement dans la mesure apportée par un changement de
jauge inﬁnitésimal. Autrement dit, trouvons le Jacobien de la transformation Ψ → Ψ′ =[
1− ids bµxµγ5
]
Ψ. Plaçons nous pour cela à l’étape s et décomposons les opérateurs fermio-
niques :
Ψ = ∑
i
aiφi → Ψ′ = ∑
i
a′iφi (1.42)
Ψ¯ = ∑
i
biφ
†
i → Ψ¯′ = ∑
i
b′iφ
†
i ,
où les φi sont les états propres orthonormaux de l’opérateur Ds. On a alors DΨ = ∏
i
dai et
DΨ′ = ∏
i
da′i = DΨ det(C
−1) avecCij =
δa′i
δaj
. En utilisant l’orthonormalité
´
d4xφ†i (x)φj(x) =
δij, on a
a′i = ∑
j
aj
{
δij −
ˆ
d4xφ†i (x)ids bµxµγ
5φj(x)
}
et ainsi
Cij = δij − ids
ˆ
d4xφ†i (x) bµxµγ
5φj(x) = e
−ids ∑
j
´
d4xφ†i (x) bµxµγ
5φj(x)
.
La transformation de Ψ¯ donne le même Jacobien, i.e. δb
′
i
δbj
= Cji. On a donc
DΨ¯′DΨ′ = DΨ¯DΨ det(C)−2 (1.43)
= DΨ¯DΨe−2 ln det(C) = DΨ¯DΨe−2tr ln(C)
= DΨ¯DΨe2ids
´
d4x bµxµ I(x),
avec I(x) ≡ ∑i φ†i (x) γ5φi(x) . Il est maintenant important de noter que ce terme I (x)
correspond à l’anomalie chirale. En eﬀet, xµ I(x) est la correction à l’action S apportée par
23
un champ axial inﬁnitésimal, ici donnée par a5µ = dsbµγµ. On a donc
I(x) =
i
2
∂xµ
(
δS
δa5µ
)
(1.44)
= ∂xµ j
5
µ
par déﬁnition du courant chiral. Si I(x) 6= 0, le courant axial n’est pas conservé ce qui
démontre l’anomalie chirale. La somme ∑i φ
†
i (x) γ
5φi(x) n’est pas bien déﬁnie telle quelle
du fait qu’elle contient deux inﬁnis qui s’annulent. Ces deux parties de la somme, nous
pouvons les interpréter comme le nombre de fermions de chiralité positive (les états propres
de γ5 associés à la valeur propre 1) moins ceux de chiralité négative (associés à la valeur
propore−1). En matière condensée, ces deux nombres seraient bien sûr ﬁnis et dépendraient
d’un cutoﬀ marquant la limite de la dispersion à basse énergie de type fermion de Weyl. On
peut faire le lien avec ce calcul de type Physique des hautes énergies en poussant le cutoﬀ
à l’inﬁni et obtenir, espérons le, un résultat indépendant de tout cutoﬀ. Dans cette section
on introduira un cutoﬀ à l’aide d’une régularisation gaussienne en suivant la méthode de
Fujikawa [54,63, 64] . On note ce cutoﬀ M :
I(x) = lim
M→∞ ∑
i
φ†i (x)γ
5e−
λ2
i
M2 φi(x) = lim
M→∞ ∑
i
φ†i (x) γ
5e−
(i 6Ds)2
M2 φi(x) (1.45)
où λi est la valeur propre de i Ds associée à φi. Pour commencer, on décompose les φi(x) selon
leurs composantes de Fourier φi(k). Puis on insert la relation de complétude ∑
i
φ†i (k)φi(k
′) =
δ(k− k′) dans la somme (1.45). Du fait que φi(k) est vecteur propre de γ5e−
(i 6Ds)2
M2 , cela donne
∑
i
φ†i (k)e
−ik·xγ5e−
6(iDs)2
M2 eik
′·xφi(k′) = tr
[
e−ik·xγ5e−
(i 6Ds)2
M2 eik·x
]
, et
I(x) = lim
M→∞ ∑
ikk′
φ†i (k)e
−ik·x γ5e−
(i 6Ds)2
M2 φi(k
′)eik
′·x = lim
M→∞ ∑
k
e−ik·xtrγ5e−
(i 6Ds)2
M2 eik·x. (1.46)
Par ailleurs, on a
(i Ds)
2 = −γµ [Dµ + γ5(1− s)bµ] γν [Dν + γ5(1− s)bν] (1.47)
= −γµ γν [Dµ − γ5(1− s)bµ] [Dν + γ5(1− s)bν]
= −DµDµ − (1− s)2bµbµ + i
4
[γµ, γν] Fµν + i(1− s) [γµ, γν] bµDνγ5,
où Dµ = ∂µ + iAµ =  Ds=1 et où on a utilisé
[
Dµ, Dν
]
= iFµν = i
(
∂µAν − ∂νAµ
)
. En
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appliquant e−
(i✁Ds)2
M2 à eik·x dans (1.46), on obtient
I(x) = lim
M→∞
ˆ
d4k
(2π)4
tr[γ5 exp
[
(ik + D)2
M2
+
(1− s)2 b2
M2
− i
4M2
[γµ, γν] Fµν − i(1− s)
M2
[γµ, γν] bµ(ikν + Dν)
]
].
L’astuce est de faire ensuite le changement de variable k → Mk et de faire le dévelop-
pement de Taylor pour M−2 → 0 dans l’exponentielle. Il faut aussi utiliser les identités
présentées en section 1.1.1.2, notamment :
trγ5 = tr
(
γ5γµγν
)
= tr ([γµ, γν]) = 0
tr
(
γ5 [γµ, γν]
[
γα, γβ
])
= −16iǫµναβ.
Les termes au premier ordre en M2 sont proportionnels à γ5 ou [γµ, γν] dont les traces sont
nulles. Les termes d’ordre supérieur ou plus sont supprimés par la limite M → ∞. Il ne
reste que
I(x) = − 1
(2π)4
ǫµναβFµνFαβ
ˆ
d4ke−k
2
= − 1
32π2
ǫµναβFµνFαβ. (1.48)
On voit queI(x) ne dépend ﬁnalement pas du paramètre s, ce qui nous permet directement
d’écrire directement pour s = 1 :
Z =
ˆ
DΨ¯DΨ e−i
´
d4xΨ¯DµγµΨeSθ (1.49)
avec
Sθ = − i
32π2
ˆ
d4xθ(x)ǫµναβFµνFαβ (1.50)
= − i
8π2
ˆ
d4x∂µθ(x)ǫµναβAν∂αAβ
= − i
8π2
ˆ
d4xθ(x)E · B
Ici, θ(x) = 2bµxµ = 2 (b · r− b0t). Cette démonstration nous a permis de voir que l’anomalie
chirale associée à une séparation de noeuds de Weyl (correspondant aux termes b et b0)
amène à un couplage eﬀectif particulier 13 entre les champs électriques et magnétique [19](ce
qui peut ﬁnalement se résumer en parcourant les équations (1.40), puis (1.43), (1.44), (1.48),
13. De façon plus standard, l’intégration des degrés de liberté électroniques ajoute des termes quadratiques
en E2 et B2 à l’action eﬀective du champ électromagnétique. Cela se traduit par une renormalisation de la
fonction diélectrique du matériau.
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et enﬁn (1.50)). On associe à ce couplage électromagnétique une particule, appelée axion,
représentée par le champ θ (x). C’est la variation de θ dans l’espace et dans le temps qui va
donner lieu à un eﬀet observable dans les équations du champ électromagnétique.
Ce type de couplage électromagnétique se retrouve dans les isolants topologiques.
Notamment, dans un isolant topologique tridimensionnel respectant la symétrie par ren-
versement du temps, θ = π dans la phase topologique et θ = 0 dans la phase triviale [65].
Ainsi la variation de θ à la surface du matériau topologique donne lieu à des courants de
bord. Comme on va le voir, le terme θ des semimétaux de Weyl donne toujours naissance à
des courants de volume, du fait de sa variation uniforme dans l’espace.
1.2.2.2 Aparté sur la conséquence de l’axion sur les équations de Maxwell
Dans cette sous-section, nous allons voir comment l’anomalie chirale modiﬁe les équa-
tions de Maxwell en ajoutant des termes anormaux. Ceux-ci correspondent à la présence
d’une polarisation induite par un champ magnétique Pθ = 18π2 θ(x)B, qui induit une densité
de charge −∇ · Pθ et un courant volumique −∂tPθ . Les équations de Maxwell deviennent
ainsi dans l’espace de Fourier
k.ǫ (ω,k)E (ω,k) = −iε0 2α
π
cb · B (ω,k) (1.51)
k∧ E (ω,k) = ωB (ω,k) (1.52)
k.B (ω,k) = 0 (1.53)
k∧ B (ω,k) = −ωµǫ(ω,k)E (ω,k) + i2α
π
1
c
(b∧ E (ω,k) + b0
h¯
B (ω,k)), (1.54)
où ǫ (ω,k) et µ sont respectivement la permittivité électrique et la perméabilité magnétique
totales du matériau, cette dernière étant supposée constante pour simpliﬁer les équations 14.
α est la constante de structure ﬁne. Notons au passage qu’on peut voir de façon équivalente
l’eﬀet de l’axion comme la création d’un courant j = jAH + jCME avec jAH = 2απ
1
cb∧ E (ω,k)
et jCME = 2απ
1
c
b0
h¯ B (ω,k). jAH représente un courant Hall anormal (i.e. un eﬀet Hall en
l’absence de champ magnétique) directement relié à la discussion de la sous-section 1.1.3.3.
jCME correspond à un eﬀet chiral magnétique. Ce dernier a été l’objet de nombreux travaux,
notamment pour étudier son lien avec l’anomalie chirale [66–68] du fait qu’il peut provenir
d’origines autres que les noeuds deWeyl. À potentiel chimique ﬁni, il est possible demontrer
de façon plus générale que le courant chirale magnétique comporte un terme proportionnel
à la diﬀérence des potentiels chimiques au voisinage des diﬀérents noeuds de Weyl [68]. Ce
14. Si la permittivité et la perméabilité magnétique dépendent toutes deux du temps, on devrait écrire, dans
l’espace de Fourier, le produit de convolution [µ ∗ ǫ] (ω) au lieu du simple produit.
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courant est donc induit hors-équilibre, par exemple par un champ électrique parallèle au
champ magnétique, et peut ainsi être interprété comme la magnétoconductivité positive
(ou magnétorésistance négative) discutée en 1.2.1.3.
Notons que la permittivité ǫ(ω,k) peut comporter une partie imaginaire proportionnelle
à la partie réelle de la conductivité [69, 70]. À priori, cette conductivité peut comprendre
une partie dépendante du champ magnétique et du taux de diﬀusion entre les nœuds de
Weyl comme la magnétoconductivité discutée précédemment.
La modiﬁcation des équations de Maxwell a pour conséquence évidente la modiﬁcation
de la propagation des ondes électromagnétiques. Les phénomènes résultants sont appelés
dichroïsme linéaire, rotation de Kerr et rotation de Faraday [71]. Par l’intermédiaire de ǫ(ω),
cela change la dispersion des polaritons, c’est-à-dire les modes résultant du couplage fort
entre les modes du milieu et les ondes électromagnétiques. Les principaux concernés sont
les polaritons de plasmons et de phonons qui sont directement liés à ǫ(ω,k). Les fréquences
de ces modes propres sont données par l’équation au déterminant nul correspondant à
(1.54). En prenant B = k∧ E/ω et en appliquant k∧ à tous les termes, on voit ainsi que les
solutions non triviales de (1.54) sont données par
det
[
k2 − k¯k−ω2µǫ(ω) + i2α
π
ω
c
(b¯C +
b0
h¯ω
k¯C)
]
= 0 (1.55)
où kk, b¯C et k¯C sont les matrices dont les composantes ij sont données respectivement par
kik j (kkE = k (k · E)), ǫijlbl (b¯CE = b ∧ E) et ǫijlkl (k¯CE = k ∧ E). Prenons l’exemple de
phonons polaires optiques qui participent à la permittivité d’un terme ǫph (ω) = ε∞
ω2−ω2LO
ω2−ω2TO
(où ε∞ est la permittivité dans la limite de fréquence inﬁnie ; voir section 2.2.2). On négligera
de plus la conductivité électronique de telle sorte que ǫ = ǫph. Dans ce cas, en l’absence
des termes anormaux, les solutions de l’équation (1.55) sont simples. Une correspond à
un champ électrique longitudinal (i.e. parallèle à sa direction de propagation kˆ) dont la
fréquence vériﬁe ǫ(ω) = 0, c’est à dire ω = ωLO. Cette solution est le champ électrique créé
par le phonon optique longitudinal. Les deux autres solutions sont transverses et ont pour
dispersion k2 −ω2µǫ(ω) = 0. Dans notre cas, ces solutions sont
ω2 =
c2mk
2 +ω2LO ±
√(
c2mk
2 +ω2LO
)2 − 4c2mk2ω2TO
2
, (1.56)
où cm =
√
1/µε∞ est la vitesse de la lumière dans le matériau. Ces solutions sont tracées
sur la ﬁgure 1.7 Le terme b s’apparente à un terme de gyrotropie [72, 73]. Il couple les
champ transverses et longitudinaux entre eux et lève ainsi la dégénérescence à k = 0,
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|k|
ω
ωTO
ωLO
cm |k|
|k|
ω
F igure 1.7 Dispersion de phonon-polaritons correspondant à (1.55) pour b et b0 nuls (pan-
neau de gauche) et pour b non nul avec k ⊥ b (panneau de droite). À petit
moment |k| . ωLO/cm, région délimitée par la ligne en pointillés sur la ﬁgure
gauche, les modes de vibrations et électromagnétiques sont couplés et donnent
lieu à une dispersion diﬀérente que celles des phonons et des photons pris indé-
pendamment. La diﬀérence dans la dispersion apportée par le terme anormal
b arrive seulement dans cette région. Notons que la dispersion de photon pour
k→ 0 est doublement dégénérée. La dispersion proche de zéro qui apparaît pour
b 6= 0 correspond à une hybridation entre un photon et un phonon transverse et
ne doit bien sûr pas être interprétée comme un photon ayant acquis une masse.
comme on peut le voir sur la ﬁgure 1.7 droite. Le terme b0, qui s’apparente à de l’activité
optique, [74] couple entre eux les modes transverses et lève leur dégénérescence. Cependant,
seul le mode qui devient un mode de photon pur à |k| > ωLO/cm garde cette levée de
dégénérescence. Dans ce cas, les photons de polarisations diﬀérentes acquièrent des vitesses
diﬀérentes. Malgré ces eﬀets possibles sur les phonons-polaritons et éventuellement les
photons, les phonons purs ne sont pas inﬂuencés par les termes anormaux. En eﬀet, dans
l’équation 1.55, on voit que les solutions à plus grand |k| (tel que|k| ≫ ωLO/cm) sont, soit
totalement transverses (les solutions du champ électromagnétique et le mode de vibration
transverse), soit totalement longitudinale (le mode de vibration de fréquence ωLO). Ainsi
les photons et les phonons deviennent découplés, ce qui est en accord avec le fait que les
photons deviennent beaucoup plus énergétiques que les phonons dans cette région.
On a donc vu que l’activité optique engendrée par la topologie particulière des semi-
métaux de Weyl a un impact sur la dispersion des phonon-polaritons et donc, dans une
certaine mesure, sur les phonons à très grande longueur d’onde. Cet impact est indirect
puisqu’il s’agit ici de la structure électronique qui modiﬁe les ondes électromagnétiques
qui modiﬁent à leur tour les modes de vibrations optiquement actives. Dans le présent
travail, on a pour motivation de déceler une inﬂuence plus directe des électrons de Weyl
sur les phonons. Comme on peut le deviner, cela se fera en étudiant les eﬀets du couplage
phonon-électrons de Weyl. Comme on le verra par la suite, cela ne se limitera pas aux
phonons à très petit moment ou aux phonons optiquement actifs (comme c’est le cas pour
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les phonon-polaritons). L’autre limitation de l’étude de l’activité optique est que l’on peut
retrouver des eﬀets similaires dans des matériaux qui ne sont pas des semimétaux de Weyl,
ce qui ne peut pas remplir une de nos premières motivations : celle d’obtenir un moyen
direct de détecter l’anomalie chirale.
1.2.2.3 Conséquence d’un champ axial fluctuant et lien avec les phonons
L’action axionique Sθ (équation (1.50)) émerge de la seule structure électronique des
semimétaux de Weyl, notamment de la séparation dans la zone de Brillouin et en énergie
des diﬀérents noeuds. Cette séparation engendre un champ axial uniforme et constant, ce
qui confère la forme simple (1.50) à l’action Sθ . La principale conséquence de cet axion est
la modiﬁcation de la propagation du champ électromagnétique. Ces conséquences sont
semblables à des eﬀets ferromagnétiques dont la cause serait indépendante de l’anomalie
chirale, comme la gyrotropie et l’activité optique. Il est alors intéressant de se demander si la
ﬂuctuation de la séparation des noeuds deWeyl apporterait une information supplémentaire
sur l’anomalie chirale. Une telle ﬂuctuation ne peut naturellement pas être pris en compte
dans la dispersion électronique sans interaction du semimétal de Weyl, et ne peut non plus
provenir du champ électromagnétique puisque la lumière se couple comme un champ de
vecteurs aux fermions de Weyl. Elle nécessite donc le couplage des électrons de Weyl avec
certains modes du cristal. Ainsi, le point de départ de ce travail repose sur les questions
suivantes :
— Peut-on avoir un mode du matériau qui se couple aux électrons à la façon d’un
champ axial a5µ ?
— Si oui, comment l’anomalie chirale se manifeste-t-elle à travers ces modes?
Ces questions ont fait l’objet de travaux sur certains modes collectifs tels les magnons [25]
et les ondes de densité de charge [29], ou bien les modes de plasmon [26] et magnéto-
plasmon [28]. Dans la présente étude, on s’intéresse plutôt à l’impact sur la dynamique du
réseau, en particulier les modes de vibrations du cristal. Ceux-ci sont inhérents à n’importe
quel cristal et ne nécessitent pas de forte interaction ou quelque phase exotique . Leur
autre intérêt est leur potentielle application à des expériences, principalement optiques, et
complémentaires aux mesures de transport électronique qui constituent actuellement le
principal moyen de détection de l’anomalie chirale dans les semimétaux de Weyl. On peut
également ajouter que, contrairement à la détection d’une magnétorésistance négative, la
mesure du spectre des phonons optiques peut constituer, sous certaines conditions, une
preuve univoque de l’anomalie chirale comme il sera montré dans le chapitre 3.
Chapitre 2
Phonons : généralités
Dans ce chapitre, nous introduirons le second ingrédient principal de cette thèse : les
modes de vibration du réseau cristallin. La première étape sera de résumer comment, à
partir de l’hamiltonien régissant les ions du cristal et quelques approximations, on arrive aux
équations simpliﬁées de la dynamique du réseau, ces dernières pouvant être vu comme un
ensemble d’oscillateurs harmoniques couplés. Puis nous expliquerons la résolution classique
de ces équations, menant aux modes propres de vibrations du réseau, les phonons. On
introduira également une propriété propre à certains de ces modes, conférant des propriétés
optiques au cristal : la charge de Born. Ce concept sera important dans la suite de nos
travaux. Ensuite sera présenté un formalisme standard permettant de décrire le couplage
électron-phonon local, formalisme qui sera repris pour étudier l’inﬂuence des électrons de
Weyl sur les phonons. Enﬁn, nous ferons un très bref rappel de théorie des groupes. Ce
domaine est aujourd’hui indissociable de l’étude des phonons.
2.1 Hamiltonien du réseau et premières approximations
Un cristal comprend deux types de particules chargées : les électrons d’une part et les
ions d’autre part. L’étude des ions ne peut se faire sans prendre en compte les électrons du
fait des interactions entre ces deux espèces. On peut en eﬀet écrire l’hamiltonien classique
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des ions et des électrons du cristal comme [75]
Hions−e
({Ri} , {rj}) = ∑
s
P2s
2Ms
+
1
2 ∑
s 6=l
ZsZl VC (Rs −Rl) (2.1)
−∑
s,l
Zs VC (Rs − rl) + 12 ∑
s 6=l
VC (rs − rl) ,
où Rs et rl correspondent respectivement aux positions des ions et des électrons, Ps aux
quantités de mouvement des ions, Zs à leurs charges, et Ms à leurs masses. VC est le potentiel
de Coulomb. La résolution exacte du mouvement des ions en partant de l’hamiltonien (2.1)
est très diﬃcile étant donné qu’elle nécessite de résoudre simultanément le cas des ions
avec celui des électrons. Une première idée est de négliger totalement la contribution des
électrons dans l’hamiltonien (2.1). Cependant, cette approximation est trop drastique. En
eﬀet, les résultats numériques obtenus au ﬁl des années avec cette dernière ont montré
une trop grande diﬀérence avec le calcul incluant les électrons ainsi qu’avec les résultats
expérimentaux [76]. Heureusement, l’approximation adiabatique de Born-Oppenheimer permet
d’inclure une partie de la contribution électronique. Cette approximation scinde le problème
en deux en s’appuyant sur le fait que les électrons se déplacent beaucoup plus vite que les
ions du fait de leur faible masse. Plus précisément, l’inertie des électrons est négligeable
par rapport à celle des ions. Ainsi, à l’échelle de temps des ions, les positions des électrons
s’adaptent instantanément aux déplacements des ions et peuvent être traitées comme des
paramètres et non des variables dans la dynamique des ions. En pratique, cela permet de
calculer les termes électroniques (la deuxième ligne de l’équation (2.1)) à partir des états
électroniques stationnaires, c’est-à-dire les états électronique de l’hamiltonien total (ions et
électrons) évalués aux positions d’équilibre ﬁxes des atomes, notées
(
R
(0)
1 ...., R
(0)
N
)
.
Ce qui nous intéresse étant la dynamique des positions atomiques, on peut considérer
que l’hamiltonien (2.1) évalué aux positions d’équilibre est une constante qu’on oubliera
par la suite. La dynamique est régie par les déplacements dits hors équilibres, notés wls (le
lecteur notera qu’on utilise une notation avec deux indices, l désignant la position d’une
cellule unité et s un atome de cette cellule). L’approximation harmonique consiste à négliger
les termes d’ordre supérieur à deux enwls dans l’énergie du réseau atomique. Ainsi on peut
approximer
Hions ({wls}) ≃ 12 ∑
ls
Msw˙
2
ls +
1
2 ∑
ll
′
ss
′
ij
ZsZs′
∂2VC
(
Rls −Rl′ s′
)
∂Rlsi∂Rl′ s′ j
⌊R=R(0)wlsiwl′ s′ j (2.2)
−∑
re
∑
ll
′
ss
′
ij
Zs
∂2VC (Rls − re)
∂Rlsi∂Rl′ s′ j
⌊R=R(0)wlsiwl′ s′ j,
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où re désigne la position d’un électron et les indices i, j désignent les coordonnées spatiales.
La première ligne de (2.2) représente le changement d’énergie des atomes dû à leur vibration
tandis que la seconde ligne représente le changement du potentiel d’interaction entre ions
et électrons. La deuxième ligne peut être calculée grâce au théorème de Hellmann-Feynman
[77], ce dernier se traduisant par
∂VC (Rls − re)
∂Rls
⌊R=R(0)= ∑
n
〈
Ψn
∣∣∣∣∂VC
(
R
(0)
ls − rˆe
)
∂Rls
∣∣∣∣Ψn
〉
, (2.3)
où
∣∣∣∣Ψn
〉
est l’état électronique stationnaire n. Cela mène à l’hamiltonien
Hions ({wls}) ≃ 12 ∑
ls
Msw˙
2
ls +
1
2 ∑
ll
′
ss
′
ij
Asi,s′ j′
(
l− l′
)
wlsiwl′ s′ j, (2.4)
avec
Asi,s′ j′
(
l− l′
)
≡ZsZs′
{∂2VC (Rls −Rl′ s′ )
∂Rlsi∂Rl′ s′ j
⌊R=R(0) (2.5)
+ ∑
n
[〈
Ψn
∣∣∣∣∂2VC (Rls − rˆe)∂Rlsi∂Rl′ s′ j
∣∣∣∣Ψn
〉
+
〈
Ψn
∣∣∣∣∂VC (Rls − rˆe)∂Rlsi
∣∣∣∣ ∂Ψn∂Rl′ s′ j
〉
+
〈
∂Ψn
∂Rl′ s′ j
∣∣∣∣∂VC (Rls − rˆe)∂Rlsi
∣∣∣∣Ψn
〉]
⌊R=R(0)
}
.
Notons que l’équation (2.5) requiert la connaissance des états stationnaires mais aussi de leur
réponse linéaire (statique) face à une distorsion du réseau (à cause des termes ∂Ψn/∂Rl′ s′ j).
Ces états stationnaires sont généralement calculés dans la théorie de la fonctionnelle de
densité (DFT) [78]. Notons que l’interaction électron-électron 12 ∑s 6=l VC (rs − rl), qui n’appa-
raît pas explicitement dans (2.5), est en fait requise dans le calcul de ces états stationnaires.
La réponse linéaire fait appelle au calcul de la susceptibilité électronique χe (q,ω = 0) du
système. Autrement dit, la partie statique des interactions entre les électrons et les ions est
bien inclue dans le système régit par l’hamiltonien (2.4). La partie dite « interagissante » est
donc la partie dynamique des interactions, c’est-à-dire la dépendance en fréquence. L’objectif
du présent travail ne réside en rien sur l’obtention quantitative des paramètres entrant dans
les équations (2.4) et (2.5). Ainsi nous considérerons un système sans interaction déjà établi
et étudierons comment les interactions entre les vibrations et les électrons (en particulier les
électrons de Weyl) modiﬁent la dynamique de ces vibrations.
Dans la prochaine section de ce chapitre, on détaillera le calcul des modes propres
de vibration, appelés phonons. Ensuite, on présentera la façon de prendre en compte les
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eﬀets des électrons sur ces modes de vibrations en construisant l’hamiltonien d’interaction
électron-phonon. L’inclusion de l’énergie d’interaction dans la dynamique des vibrations
sera laissée aux chapitres suivants.
2.2 Dispersion des phonons sans interaction
Le but de cette section est de rappeler comment établir la dispersion des phonons
dans le cadre le plus simple, c’est-à-dire en ne prenant que les termes quadratiques en
vibrations (approximation harmonique) et dans l’approximation adiabatique. On adoptera
des notations similaires à l’ouvrage [79].
2.2.1 Les modes propres de vibrations du cristal
Partons de l’hamiltonien du réseau
Hr = 1
2 ∑
lsj

Msw˙2lsj + ∑
l′s′ j′
Asj,s′ j′(l− l′)wlsjwl′s′ j′

 , (2.6)
où wlsj est la composante j du vecteur wls, et Asj,s′ j′(l− l′) est appelé le tenseur des forces
interatomiques du cristal [75] ou le tenseur élastique. Comme on l’a vu dans la section
précédente, il représente le couplage électrostatique entre toutes les paires d’atomes du
cristal ainsi qu’entre les ions et électrons. On en extrait les équations du mouvement pour
toutes les composantes wlsj :
Msw¨lsj + ∑
l′s′ j
Asj,s′ j′(l− l′)wl′s′ j′ = 0. (2.7)
L’équation (2.7) correspond à un ensemble d’oscillateurs harmoniques couplés. On cher-
chera donc à décomposer les vibrations wls en des sommes d’oscillateurs harmoniques,
c’est-à-dire en des modes de vibrations dont les amplitudes oscillent comme des exponen-
tielles complexes ∼ ei(q·l−ωt). On note pqls = pqsei(q·l−ωqt) une des solutions de (2.7). La
dépendance dans le moment q de la fréquence ωq de la vibration sera déterminée par la
suite.
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Commençons par utiliser l’invariance par translation du tenseur élastique pour déﬁnir
sa transformée de Fourier
Asj,s′ j′(q) = ∑
l
Asj,s′ j′(l)e
−iq·l (2.8)
Asj,s′ j′(l) =
1
N ∑q
Asj,s′ j′(q)e
iq·l, (2.9)
où N est le nombre de cellules unité du cristal. Une fois (2.9) insérée dans (2.7), avec la
solution pqls à la place de wls, on obtient
−ω2qMs pqsjei(q·l−ωt) +
1
N ∑
s′ j′
∑
q
′
l
′
Asj,s′ j′
(
q
′)
pqs′ je
i
(
q·l′−ωt
)
eiq
′ ·
(
l−l′
)
= 0,
où pqsj est la jième composante du vecteur pqs. On utilise ensuite la formule ∑l′ e
il
′ ·
(
q−q′
)
=
Nδqq′ (N étant le nombre de cellules unité du cristal) pour obtenir une simple équation
matricielle
ω2qMs pqsj = ∑
s′ j′
Asj,s′ j′ (q) pqs′ j′ . (2.10)
On peut en eﬀet considérer les termes Asj,s′ j′ comme les éléments d’une matrice hermitienne
3r× 3r, où 3 vient des trois composantes de vecteurs possibles en trois dimension et r est le
nombre d’atomes dans la cellule unité. On a donc 3r solutions pour ω2q appelées fréquences
propres et qu’on distinguera par des indices λ = 1, 2, ..., 3r. On notera également pqsλ les
vecteurs propres associés, choisis sans dimensions. Tout ceci peut se résumer simplement
par le fait que l’agencement des atomes dans le cristal favorise certains mouvements des
atomes et en inhibent d’autres. Finalement, les mouvements autorisés peuvent toujours être
exprimés comme une combinaison linéaire des vibrations élémentaires pqsλ (comme on le
verra dans l’équation (2.15)). Ainsi, pour un mode (q,λ) ﬁxé, l’ensemble des vecteurs pqsλ
représente la façon dont chacun des atomes se mouvrait dans la cellule unité s’il obéissait
uniquement à ce mode, comme représenté sur la ﬁgure 2.1.
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d’énergies ﬁnies, sont appelés les branches optiques du cristal. La dénomination de phonons
acoustiques vient de leur dispersion linéaire en moment, tel les ondes sonores. Notons que
ces modes de vibrations peuvent être longitudinaux mais aussi transverses, à la diﬀérence
des ondes sonores. Le terme de phonons optiques est relié à l’ordre de grandeur de leurs
fréquences propres qui sont du même ordre de grandeur que celles des ondes infrarouges.
Aﬁn d’y voir un peu plus clair dans la résolution de (2.10), on réécrit l’équation (2.10)
Mω2qλ p˜qsλj = ∑
s′ j′
A˜sj,s′ j′ (q) p˜qs′λj′ , (2.11)
avec p˜qsλ ≡
√
Ms
M pqsλ et A˜sj,s′ j′ ≡ M√Ms Ms′ Asj,s′ j′ , M = ∑s Ms étant la masse totale de la
cellule unité. La matrice A˜sj,s′ j′ est appelée la matrice dynamique [76], à un facteur M près
suivant les déﬁnitions. Cette dernière étant hermitienne et déﬁnie positive (car l’énergie
potentielle apportée par les vibrations hors équilibre doit être positive), ω2q ≥ 0, et on peut
choisir ses vecteurs propres orthonormaux, tels que
∑
s
p˜∗qsλ · p˜qsλ = δλλ′ . (2.12)
Les vecteurs de polarisation vériﬁent donc
∑
s
Msp
∗
qsλ · pqsλ = Mδλλ′ . (2.13)
En déﬁnissant w˜ls ≡
√
Ms
M wls on peut enﬁn décomposer les vibrations en modes propres
w˜ls =
1√
N
∑
qλ
vqλp˜qsλe
iq·l, (2.14)
et par extension
wls =
1√
N
∑
qλ
vqλpqsλe
iq·l, (2.15)
où la dépendance temporelle est contenue dans les termes vqλ (t) ∼ e−iωqλt, appelés coor-
données normales, celles-ci ayant la dimension d’une longueur. Les vecteurs wls étant réels,
on doit pouvoir vériﬁer v−qλp−qsλ =
(
vqλpqsλ
)∗, ce qui permet de choisir p∗qsλ = p−qsλ
et v∗qλ = v−qλ. Ces dernières relations seront très utiles pour simpliﬁer les équations du
mouvement dans les chapitres suivants. En inversant l’égalité (2.15) grâce à (2.13), on a
vqλ =
1√
N
∑
sl
Ms
M
p∗qsλ ·wlse−iq·l. (2.16)
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Ces coordonnées vont nous permettre d’écrire l’hamiltonien des vibrations (2.6) sous sa
forme la plus simple, en utilisant (2.15)
Hre´s = 1
2
1
N ∑
lsj

Ms ∑
qλq
′
λ
′
(
v˙qλpqsλe
iq·l
)
·
(
v˙q′λ′pq′ sλ′ e
iq
′ ·l
)
(2.17)
+∑
qλ
(
vqλpqsλe
iq·l
)
· ∑
q
′′
l′
Asj,s′ j′ e
iq
′′ ·(l−l′) ∑
q
′
λ
′
(
vq′λpq′ s′λ′ e
iq
′ ·l′
)

=
1
2
M ∑
qλ
[
v˙qλv˙−qλ +ω2qλvqλv−qλ
]
, (2.18)
dont les premiers et second termes sont respectivement associés à l’énergie cinétique et
l’énergie potentiel du réseau. Dans le lagrangien et l’action correspondants, le signe devant
l’énergie potentielle est inversé. L’action des phonons écrite dans la base des modes propres
est donc
S (0)ph = −
1
2
M
ˆ
dω
2π ∑
qλ
[
−ω2 +ω2qλ
]
vqλ (ω) v−qλ (−ω) , (2.19)
où le champ vqλ (ω) =
´
dt eiωtvqλ (t) a la dimension d’une longueur multipliée par un
temps. L’action (2.19) correspond une somme d’oscillateurs harmoniques découplés, chacun
prenant le titre de phonon, c’est-à-dire un mode élémentaire de vibration. L’équation du
mouvement classique est donnée par l’équation
δS (0)ph
δvqλ(ω)
= 0, ce qui dans ce cas donne
trivialement la fréquence propre ω2 = ω2qλ.
2.2.2 Charge de Born
2.2.2.1 Dérivation de l’action des phonons en présence du champ électromagnétique
Dans la section précédente,nous n’avons pas pris en compte les couplages éventuels entre
les ﬂuctuations de charges dues aux vibrations des atomes et le champ électromagnétique.
Cependant, les vibrations atomiques peuvent engendrer des dipôles électriques qui se
couplent avec le champ électromagnétique environnant. Nous allons voir dans cette section
comment ilsmodiﬁent l’action (2.19) et les équations dumouvements des phonons. Revenons
pour cela à l’action gouvernant les vibrations atomiques, ainsi que leur couplage avec le
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champ électromagnétique, notée Sph-EM :
S (0)ph + Sph-EM = −
ˆ
dt
{
1
2 ∑
lsj

−Msw˙2lsj + ∑
l′s′ j′
Asj,s′ j′(l− l′)wlsjwl′s′ j′

 (2.20)
−
ˆ
dr (ja (r) ·A (r)− ρa (r) φ (r))
}
,
où φ, A sont les potentiels électromagnétiques scalaire et vecteur, et ρa, ja les densités de
charge et de courant engendrées par les vibrations atomiques. Pour simpliﬁer le problème,
on utilise l’approximation standard qui consiste à considérer les atomes comme des points
au positions R(0)ls à l’équilibre, menant ainsi à
ρa (r, t) = ∑
ls
Zsδ
(
r−
(
R
(0)
ls +wls
))
(2.21)
≃ ρ(0)a (r) + ∑
ls
Zswls ·
∂δ
(
r−R(0)ls
)
∂r
,
où Zs est le nombre de charge eﬀectif de l’atome s (il est négatif pour un anion et positif pour
un cation) et ρ(0)a est la densité d’ions à l’équilibre. Ce dernier est une constante indépendante
du temps et ne jouera pas dans la dynamique du réseau. On déduit le courant avec l’équation
de continuité ρ˙a +∇ · ja = 0 :
ja (r, t) = −∑
ls
Zsw˙lsδ
(
r−R(0)ls
)
. (2.22)
En injectant (2.22) et (2.21) dans (2.20) et en eﬀectuant une intégration par partie dans Sph-EM,
on obtient
S (0)ph + Sph-EM = −
1
2
ˆ
dt ∑
ls

−Msw˙2ls + ∑
l′s′ jj′
Asj,s′ j′(l− l′)wlsjwl′s′ j′ − Zswls · E
(
R
(0)
ls
) ,
avec, rappelons-le, E (r) = − [A˙ (r) +∇φ (r)]. L’équation du mouvement pour les vibra-
tions, δSδwls = 0, s’écrit alors comme un ensemble d’oscillateurs harmoniques forcés :
− Msw¨lsj + ∑
l′s′ j′
Asj,s′ j′(l− l′)wl′s′ j′ = ZsEj
(
R
(0)
ls
)
. (2.23)
La déﬁnition (2.16) des coordonnées normales nous donnent l’idée de multiplier tous les
membres de l’équation (2.23) par p∗qsλje
−iq·l puis de sommer sur l, s et j, pour ﬁnalement
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obtenir
M
(
ω2 −ω2qλ
)
vqλ =
√
NQ
(0)
−qλ · Eq (ω) . (2.24)
Le termeQ(0)qλ , appelé charge de Born eﬀective
1, a la dimension d’une charge et est déﬁnie
comme
Q
(0)
qλ ≡ ∑
s
eZse
−iq·tspqsλ = Q
(0)∗
−qλ, (2.25)
où ts est la position de l’atome s dans la cellule unité, apparaissant dans R
(0)
ls = l+ ts. De
plus, on a utilisé l’approximation
ˆ
dteiωt ∑
l
E
(
R
(0)
ls , t
)
e−iq·R
(0)
ls ≃ 1V
ˆ
dteiωt
ˆ
d3rE (r) e−iq·r ≡ Eq (ω) .
Cette approximation n’est pas triviale puisqu’elle néglige la variation spatiale du champ
magnétique à l’échelle d’une cellule unité. En eﬀet, le champ électrique peut en général se
décomposer en une somme de composantes lentes (i.e. variant lentement à l’échelle de la
cellule unité) et rapides. Dans la plupart des cas (que nous considérerons par la suite), les
composantes rapides du champ ont des longueurs d’onde bien inférieures au champ externe
servant de mesure optique (autrement dit les photons ont des moments inférieurs à ceux
des phonons). Leurs origines peuvent donc être entièrement attribuées aux ﬂuctuations
atomiques, ce qui permet de les absorber dans le tenseur des forces A˜sj,s′ j′ . Malheureusement,
cela amène à une complication du problème puisque cela peut entraîner la non-hermiticité
de A˜sj,s′ j′ et donc des fréquences propres avec une partie imaginaire. Pour simpliﬁer la
discussion, nous négligerons ces parties imaginaires et ne considérerons explicitement
que la partie lente du champ électrique : Eq (ω). L’action correspondant à l’équation du
mouvement (2.24) est maintenant
S (0)ph + Sph-EM =
1
2
ˆ
dω
2π ∑
qλ
[
M
(
ω2 −ω2qλ
)
vqλv−qλ +
√
NQ
(0)
−qλv−qλ · Eq (ω)
]
. (2.26)
2.2.2.2 Interprétation de la charge de Born
Dans la limite des grandes longueur d’onde (ou petit moment q), l’équation (2.25) peut
être interprétée comme le changement de polarisation dans la cellule unité induit par les
déplacements atomiques, ou autrement dit, un moment dipolaire induit au sein de la cellule
1. Il existe en fait plusieurs déﬁnitions de la charge de Born dans la littérature. Par exemple, dans la
référence [82], notre déﬁnition de la charge de Born (équation (2.25)) correspond à ce que l’auteur appelle
mode-effective charge vector (voir équation (53) dans cette référence). La quantité appelée charge de Born dans [82]
serait dans notre cas le tenseur δQ(0)qλ/δpqλs, qui est indépendant du mode λ et dépend de l’atome s (voir
équation (39) dans cette même référence).
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unité. Cette charge eﬀective ne peut pas être engendrée par n’importe quelmode de vibration,
et exige une symétrie particulière de ce mode. En eﬀet, seul les modes de vibration se
transformant comme un vecteur, appelés modes polaires, sont susceptibles d’engendrer une
polarisation. Ils sont également dits actifs infrarouge puisqu’ils absorbent des radiations dans
le domaine infrarouge (typiquement, h¯ωq=0 & 10meV). Notons que les phonons acoustiques
à grande longueur d’onde n’engendrent pas de charge de Born puisqu’ils correspondent au
déplacement simultané de tous les atomes de la cellules unité, c’est-à-dire que tous les pqλs
sont identiques, et que chaque cellule unité est neutre (∑s Zs = 0). Ceci est illustré sur la
ﬁgure 2.2.
La polarisation induite par l’ensemble des modes de vibration s’écrit
Patq =
1√
NVcell ∑λ
Q
(0)
qλ vqλ.
En utilisant l’équation du mouvement pour le mode vqλ provenant de (2.26), on trouve
Patqi (ω) = χ
at
qij (ω) Eqj (ω) avec
χatqij (ω) = −∑
λ
Q
(0)
−qλiQ
(0)
qλj
MVcell
(
ω2 −ω2qλ
) . (2.27)
Dans le cas simple d’un isolant isotrope on peut considérer que la partie électronique de la
fonction diélectrique est constante, à condition que la fréquence des modes optiques soit
bien inférieure au gap isolant. Si de plus on a un seul mode optiquement actif de fréquence
propre ω0 et qu’on considère un milieu isotrope, le tenseur diélectrique devient la fonction
diélectrique
ε (ω,q) = 1+ χatq (ω) /ε∞ (2.28)
=
ω2 −ω20 −
∣∣∣Q(0)q ∣∣∣2
ε∞ MVcell
ω2 −ω20
. (2.29)
où ε∞ est la permittivité du milieu à fréquence inﬁnie 2. Dans les matériaux qui nous
intéressent (les semimétaux de Weyl), il n’y a pas de gap et la partie électronique de la
fonction diélectrique ne peut être considérée comme constante, et de façon général, la forme
de la fonction diélectrique est plus compliquée que (2.28). Cependant, le fait que la présence
de modes de vibration optiquement actifs ajoutent des zéros à la fonction diélectrique est
2. Dans notre convention, la fonction diélectrique ε (ω,q) est une quantité sans dimension et la permittivité
est déﬁnie comme ǫ = ε∞ × ε(ω,q).
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dans un métal tridimensionnel, ωp est proportionnelle à la densité électronique et est bien
supérieure aux fréquences des phonons. Par contre, dans un semiconducteur, ωp peut
devenir égale à une fréquence optique. Si cette fréquence correspond à unmode de vibration
longitudinal optiquement actif, alors on peut observer une hybridation résonante entre les
deux modes. On peut formaliser cela en écrivant la fonction diélectrique comprenant les
contributions de la charge de Born (i.e. du phonon optique longitudinal) et des électrons.
On obtient
ε (ω) ≃ ω
2 −ω2LO
ω2 −ω20
− ω
2
p
ω2
où le terme ω2p/ω
2 est la contribution électronique des électrons, et provient de la fonction
de polarisation électronique à grande longueur d’onde [85]. Pour ωp ≪ ωLO ou ωp ≫ωLO,
les deux zéros de ε (ω) sont ωLO et ωp. Pour ωp ≃ ωLO on peut observer un anticroisement
entre les deux solutions. Ce concept d’hybridation résonante sera important dans le chapitre
4, où l’on étudiera un phénomène semblable, mais induit par un champ magnétique et des
interactions électron-phonon.
2.3 Interactions électron-phonon
2.3.1 Les différents type d’interaction
En toute rigueur les couplages entre les degrés de liberté électroniques et lesmouvements
des atomes sont compris dans l’hamiltonien (2.1) et ont tous pour origine les interactions
de Coulomb entre les ions chargés et les électrons environnants. Cependant, il peut être
nécessaire de détailler leurs origines physiques aﬁn de distinguer certains types de vibrations
ou certaines symétries du cristal pouvant amener à des eﬀets observables diﬀérents. Dans
cette sous-section, on s’appuyera principalement sur la section 3.3 de [86].
Potentiel de déformation pour des phonons acoustiques
En général, on connaît l’hamiltonien électronique He seulement aux positions d’équi-
libres des atomes. Si on applique un déplacement macroscopique δR des atomes 3, l’énergie
3. δR est une fonction continue de l’espace qui ignore les positions discrètes des atomes. Elle représente un
déplacement des atomes moyenné sur plusieurs cellules unités, et ne prend donc pas en compte les vibrations
microscopiques à l’intérieur d’une cellule unité.
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des électrons est modiﬁée au premier ordre [86]
He (R) ≃ He (R0) + ∑
i
(
∂He
∂Ri
)
R=R0
· δRi, (2.33)
où R et R0 représentent les positions des atomes à l’échelle macroscopique (autrement dit,
la forme du matériau) à l’équilibre et après la distortion δR, respectivement. L’équation
2.33 signiﬁe que les bandes électroniques Enk sont renormalisées par un terme additionnel
δEnk = ∑i
(
∂Enk
∂Ri
)
R=R0
· δRi. Pour l’instant, l’origine du déplacement δRi n’est pas encore
précisé. Il peut provenir d’une contrainte exercée sur le cristal ou d’une onde sonore.
Prenons par exemple un mode de phonon acoustique créant un déplacement des atomes
modulé par δR = δR0sin (q · r−ωt) 4. On sait qu’à très grande longueur d’onde (i.e. q ≃ 0),
ce mode correspond à une translation uniforme de tout le cristal et ne modiﬁe donc pas
l’énergie du système. Seul la variation spatiale de l’onde δR peut amener à un changement
d’énergie. À grande longueur d’onde (q proche de 0), la variation en énergie s’écrit donc
δEnk ≃ ∑
ij
(
∂Enk
∂Ri
)
R=R0
dijδR
0
j , (2.34)
avec dij =
∂δRi
∂Rj
= qjδR
0
i cos (q · r−ωt) ≃ qjδR0i . Un mode acoustique longitudinal ne fait
apparaître que les termes diagonaux dii et engendre un changement d’énergie δEnk ≃
ankq · δR. Dans ce cas, ank est une constante appelé potentiel de déformation du volume.
Cette dénomination vient du fait que la contrainte apportée par le mode longitudinal est
identique à celle exercée en compressant le matériau et en diminuant son volume V de
δV [86]. Dans ce cas, la trace du tenseur dij est égale à δV/V et les bandes électroniques
se voient augmenter de δEnk ≃ ankδV/V . Ainsi ank se mesure en appliquant une pression
hydrostatique sur le matériau. De façon générale, le tenseur dij peut se décomposer en une
partie symétrique
eij =
1
2
(
∂δRi
∂Rj
+
∂δRj
∂Ri
)
appelée tenseur de contrainte, et d’une partie antisymétrique
fij =
1
2
(
∂δRi
∂Rj
− ∂δRj
∂Ri
)
4. Dans la limite continue, les positions discrètes l des cellules unités se transforment en une variable
continue r, et le déplacement moyen des atomes s dans la cellule unité l dû aux vibrationswls,
δRl =
1
Ns
∑
s
wls,
devient une fonction continue δR (r, t) = ∑s ws (r, t) /Ns.
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appelée tenseur de stress. Ce dernier correspond à une rotation du cristal et ne change pas
l’énergie des électrons. Il reste donc les six composantes du tenseur symétriques, qu’on
regroupe dans l’expression
δEnk =
6
∑
l=1
Dlnkel , (2.35)
où el est une des six composantes du tenseur de contrainte et Dl est le potentiel de déforma-
tion associé à cette contrainte et à la bande n, qu’on considérera constant en général. Bien
sûr, les symétries du cristal peuvent amener à réduire le nombre de composantes non nulles
de Dl . Pour obtenir l’hamiltonien électron-phonon correspondant, il faut remplacer dans
(2.35) el par les déformations engendrées par les diﬀérents modes de phonons acoustiques.
On obtiendra ainsi un hamiltonien au premier ordre dans le moment du mode de vibration.
Potentiel de déformation pour des phonons optiques
À l’inverse des phonons acoustiques de grandes longueurs d’onde, les phonons op-
tiques correspondent à des vibrations microscopiques. Ils en résultent un changement des
recouvrements entre les diﬀérentes orbitales atomiques au sein de la cellule unité et donc
un changement de l’énergie électronique (cela nécessite bien sûr d’avoir plusieurs atomes
par cellule unité). Le déplacement associé au phonon optique peut être vu comme une
contrainte interne et ne peut pas être décrite par un tenseur macroscopique, comme c’est le
cas pour les phonons acoustiques. À très grande longueur d’onde, un mode de vibration
optique produit la même contrainte dans chaque cellule unité. Il en résulte un changement
de l’énergie électronique qui dépend seulement des déplacements [86] :
δEnk = ∑
λ
Dλnk
a0
vλ, (2.36)
où vλ est la coordonnée normale du phonon λ, Dλnk est le potentiel de déformation optique
associé, et a0 est une distance typique entre atomes de la cellule unité.
Couplage de Fröhlich
Comme nous l’avons vu dans la section 2.2.2, les phonons optiques polaires engendrent
un dipôle électrique au sein de chaque cellule unité. Outre le fait que la présence de ces
dipôles va renormaliser la fréquence des modes longitudinaux (voir équation (2.32)), celle-ci
va également mener à une interaction entre la densité de dipôles et la densité électronique.
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Un moyen d’exprimer ce couplage dans l’espace des moments est
HFr ∝ −e ∑
q
q ·Q(0)qLOvq
q2
ρ (−q)
où
q·Q(0)qLOvq
q2
est proportionnel au potentiel scalaire créé par la charge de Born et ρ (q) est la
transformée de Fourier de la densité électronique. On verra plus en détail un moyen de
prendre en compte cette interaction dans la section 4.2.
Couplage piezoélectrique
Le couplage piézoélectrique peut être vu comme un homologue du couplage de Fröhlich
pour les phonons acoustiques. Comme dans le cas du potentiel de déformation pour les
phonons acoustiques, il est directement lié à une propriété macroscopique du cristal : le
tenseur de contrainte eij. Dans un matériau sans symétrie d’inversion, l’application d’une
contrainte induit un champ électrique qui s’écrit, au premier ordre en eij :
E
piez
l = −
1
ε∞
∑
ij
e
(m)
lij eij (2.37)
où e(m)lij est un tenseur de rang 3 appelé tenseur électromécanique. D’une part, on peut
remplacer la contrainte eij par la dérivée de l’onde acoustique iqiδRj comme on l’a fait dans
le cas du potentiel de déformation. D’autre part, le potentiel électrique correspondant au
champ Epiez est φpiez (q) = iq · Epiez/q2. On obtient ainsi le couplage entre la vibration δR
et la densité électronique :
Hpiez = −e ∑
q
ρ (−q) 1
ε∞
∑
lij
qle
(m)
lij qi
q2
δRj (q) .
Tandis que le couplage par potentiel de déformation dépend linéairement dans la norme du
moment q, le couplage piézoélectrique ne dépend que de son orientation.
On a remarqué précédemment que l’existence du couplage de Fröhlich est indissociable
de celle d’une charge de Born eﬀective qui va renormaliser la fréquence des modes optiques
longitudinaux, même en l’absence d’interactions électron-phonon. Il en va de même avec la
piézoélectricité qui joue un rôle important dans la vitesse du son (i.e. la vitesse de groupe
des ondes acoustiques). On peut expliquer cela par l’énergie électrique ε∞
∣∣Epiez∣∣2 apportée
au système par le champ piézoélectrique. Cette énergie est à la fois quadratique dans le
déplacement des atomes et dans le moment du phonon. Un tel terme ajouté à (2.19) (en
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prenant par exemple la dispersion acoustique ωq = cs |q|) renormalise donc la vitesse du
son.
2.3.2 Expression du couplage électron-phonon
On s’intéressera dans cette section à l’expression du couplage entre les modes normaux
de phonons et les électrons de Bloch du cristal. Nous dériverons en détail le couplage local
qui sera au centre de notre étude dans les chapitres 3 et 4.
2.3.2.1 Couplage local
Si le couplage est local, il peut s’écrire comme le produit de la densité électronique et
du potentiel résultant des vibrations du réseau. Le potentiel cristallin développé au premier
ordre dans les petits déplacement atomiques,wls(t), s’écrit
U (r, t) ≃ Ueq (r) + δU(r, t),
avec
δU(r, t) = ∑
l,s
wls(t) · ∂U(r−Rls)
∂Rls
+O (w2) , (2.38)
où Rls = l + ts comprend la position de la cellule unité l et la position ts de l’atome s.
L’interaction entre la densité électronique et Ueq (r) permet de construire l’hamiltonien
électronique sans interaction mais ne fait pas intervenir les vibrations atomiques. Nous
sommes donc exclusivement intéressés par le terme de couplage
Hep =
ˆ
r
ψ†(r)ψ(r)δU(r, t) (2.39)
entre la densité électronique ρ (r) = ψ†(r)ψ(r) et le potentiel cristallin. Notons que nous ne
prendrons pas en compte de couplage de type magnétique (i.e. couplage entre la densité de
courant électronique et un potentiel vecteur créé par les vibrations atomiques) du fait que la
vitesse de vibration des atomes est trop lente pour subir une force de Lorentz signiﬁcative.
De façon générale, l’opérateur électronique peut se décomposer dans la base des fonctions
de Bloch :
ψ(r) =
1√V ∑pn
eip·rupn(r) cpn, (2.40)
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où n est l’indice de bande et p le moment électronique. Finalement, on inclut (2.40) et (2.38),
ainsi que la décomposition en modes propres de phonons (2.15) dans (2.39), pour obtenir
Hep ≃ ∑
λ
Hλep ≡ ∑
λ
1√
N
1
V ∑
l,s
∑
q
∑
pp′nm
ˆ
r
ei
(
p
′−p
)
·r
u∗pn(r)up′m(r) c
†
pncp′me
iq·lvqλpqλs · ∂U(r−Rls)
∂Rls
.
(2.41)
La formule qui précède peut être simpliﬁée en utilisant l’invariance par translation des
fonctions de Bloch : upn(r + l) = upn(r). Ainsi, il suﬃt de décomposer l’intégrale sur
l’espace en une somme sur toutes les cellules unités. On réécrit (2.41)
Hλep =
1√
N
1
V ∑
l,s
∑
q
∑
pp′nm
ˆ
r∈unit cell
ei
(
p
′−p
)
·rei
(
p
′−p+q
)
·l
u∗pn(r)up′m(r) c
†
pncp′mvqλpqλs ·
∂U(r− ts)
∂ts
(2.42)
pour enduite utiliser la relation
∑
l
eik·l = Nδk0 (2.43)
si k appartient à la première zone de Brillouin. Le couplage se simpliﬁe alors à
Hλep ≃ ∑
pq
∑
nm
c†pncp−qmgλnm (p,q) vqλ, (2.44)
avec
gλnm (p,q) ≡
1√
NVcell
ˆ
r∈unit cell
e−iq·ru∗pn(r)up−qm(r)∑
s
pqλs · ∂U(r− ts)
∂ts
, (2.45)
où on note Vcell = V/N le volume d’une cellule unité. De par sa déﬁnition, vqλ dépend
du volume du cristal comme ∼ √N. Le vertex gλnm (p,q) vqλ est donc bien une quantité
intensive.
2.3.2.2 Couplage non local
De manière générale, deux types de couplages peuvent être considérés. Celui présenté
dans le précédent paragraphe représente des électrons plongés dans un potentiel créé par les
vibrations atomiques et est souvent référé comme couplage de Holstein, du nom de l’auteur
de [87]. Le type de couplage non local que nous ne considérons pas dans ce travail, appelé
couplage SSH (Su-Schrieﬀer-Heeger étant les auteurs du modèle initial [88]), correspond
à la modiﬁcation de l’énergie cinétique des électrons due aux changements des distances
entre orbitales, ces changements étant causé par les vibrations atomiques. Bien que nous ne
considérerons pas de tel couplage, il se doit d’être mentionné à cause de son importance
potentielle dans les semimétaux de Weyl. Notamment, dans le graphène [34,89,90] ainsi que
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dans les semimétaux de Weyl [51, 91], il a été montré dans des modèle de liaisons fortes que
ce type de couplage a le même eﬀet sur les électrons de basse énergie qu’un couplage avec
un champ électromagnétique axial de forte amplitude. Cet eﬀet est propre à la dispersion
relativiste des électrons de basse énergie dans le graphène et les semimétaux de Dirac ou de
Weyl tridimensionnels. À ce jour, cet eﬀet n’a été observé expérimentalement que dans le
graphène [92].
2.4 Phonons et théorie des groupes
Dans la section précédente, nous avons exposé une théorie microscopique du couplage
électron-phonon qui ne permet à priori pas de déterminer quels types de couplage sont
permis. La théorie des groupes est un outil indispensable pourdéterminer, selon les symétries
du cristal, quels modes de vibrations peuvent se coupler avec les électrons (en particulier
les électrons de basse énergie, pour ce qui nous intéresse). L’objectif de cette section n’est
pas de donner un exposé rigoureux sur la théorie des groupes et sur les représentations,
mais de justiﬁer brièvement l’utilisation des représentations dans l’étude des phonons, ainsi
que de donner une formule importante pour notre étude avec les électrons de Weyl. On
se référera aux ouvrages [93,94] pour les notions complètes de groupe, de caractères des
représentations, ainsi que des sommes et produits directes de représentations.
2.4.1 Représentations irréductibles et modes de vibration
De façon générale, les modes propres d’un système (ou d’un hamiltonien) peuvent être
vus comme des objets obéissant aux transformations élémentaires de symétrie du système.
Tout état évoluant dans le système (par exemple une fonction d’onde électronique, des
vibrations atomiques) étant une combinaison linéaire de modes propres, la façon dont il
se transforme est une somme des transformations élémentaires associées à chacun de ces
modes propres.
À titre d’exemple, prenons un système extrêmement simple (par exemple une molécule)
qui ne comporte que la symétrie de réﬂection par un miroir. Dans ce cas, on a deux types de
modes propres (par exemple des fonctions d’onde) : ceux qui sont impairs sous l’opération
de réﬂection (les fonctions d’onde dont le signe est inversé) et ceux qui sont pairs (les
fonctions d’onde dont le signe est inchangé). Notons au passage que la physique se base sur
le principe que lesmodes propres qui se transforment de lamême façon (dans ce cas simpliﬁé,
ce sont les modes pairs d’une part et les modes impairs d’autres part) sont dégénérés en
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énergie. Bien sûr, si on ajoute des symétries au système, la dégénérescence des modes pairs
d’une part et des modes impairs d’autre part, va être levée. Dans cette lignée, compliquons
le problème en ajoutant une opération de symétrie, par exemple un axe de rotation. Cela
ajoute des possibilités de transformation et rend plus complexe la classiﬁcation des modes
propres. Mais on voit ici un problème apparaître : si on ne précise pas la nature des modes
propres recherchés (des orbitales atomiques? des vibrations?), il est diﬃcile de donner une
description générale et concrète de la façon dont les objets du système se transforment.
C’est ainsi qu’intervient la théorie des représentations. D’un point de vuemathématique,
une représentation, notée Γ, est une application qui, à chaque élément g du groupe de symé-
trie, associe une application linéaire Γ (g) (ou de façon équivalente, une matrice) et qui doit
préserver l’opération de multiplication du groupe 5. L’ensemble maximal de représentations
non équivalentes permettant de décrire l’ensemble des transformations du système forme
l’ensemble des représentations irréductibles (irreps). On peut alors montrer que le nombre
d’irreps d’un groupe est égal au nombre d’opérations non équivalentes du groupe. Dans le
premier cas très simpliﬁé, avec comme seules symétries l’identité et la réﬂection, on avait
alors deux représentations irréductibles correspondant aux deux types de modes propres,
pairs et impairs. De façon générale, on associera chaque mode propre du système à une irrep
du groupe de symétrie du système. Une irrep à N dimensions correspondra à N modes
propres dégénérés en énergie : c’est ce qu’on entend en parlant de N modes se transformant
de la même façon.
Tout objet évoluant dans le système est associé à une représentation, elle même pouvant
s’écrire comme une somme directe d’irreps (de la même façon que chaque objet est une
combinaison linéaire de modes propres). Il faut donc en premier se poser la question de quel
objet est une vibration puis quelle est sa représentation associée. Un mode de vibration dans
un cristal prend en compte deux éléments : l’ensemble des atomes équivalents d’une part,
et les directions de vibration de chaque atome d’autre part. Un mode de vibration est donc
associé au produit direct des représentations ΓV ⊗ Γa.s., où ΓV est la représentation associée
à l’objet vecteur (la direction de vibration dans notre cas) et Γa.s. est la représentation qui
engendre les transformations entre atomes équivalents du cristal [93]. La décomposition
de ΓV ⊗ Γa.s. en une somme de irreps nous donnent alors l’ensemble des diﬀérents modes
propres de vibrations. En guise d’exemple, la ﬁgure 2.1 illustre les diﬀérents modes de
phonons optiques à grande longueur d’onde dans la matériau TaAs. Du fait que les phonons
acoustiques à grande longueur d’onde correspondent à une translation identique de tous
les atomes de la cellule unité, ceux-ci se transforment comme ΓV (égale à la décomposition
5. C’est-à-dire que pour tous éléments g et g′ de groupe, le produit de matrices Γ (g) Γ (g′) est égal à la
matrice Γ (gg′).
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en irreps A1 ⊕ E dans le groupe ponctuel C4v de TaAs [95]).
2.4.2 Règle de sélection pour le couplage entre phonon et électrons de Weyl
On appelle caractère χ d’une représentation Γ l’ensemble des traces associés à cette
représentation. Autrement dit, tr [Γ (g)] = χ (g) pour tout élément g du groupe. Un caractère
détermine de façon univoque une représentation, à une transformation d’équivalence près.
Les caractères sont pour cette raison les objets qui vont nous permettre de calculer les règles
de sélection de couplage entre des modes propres du système.
En particulier, la formule extraite de [94],
a1 =
1
h ∑
g∈Gki
⋂
Gq
⋂
Gk f
(
χ
(i)
ki
(g)
)∗
χλq (g) χ
( f )
k f
(g) , (2.46)
permet de conclure si le couplage entre un mode de phonon λ de moment q peut induire
une transition entre les états électroniques de moment ki et k f . χ
(i)
ki
et χ( f )k f sont les caractères
des irreps associés aux électrons de moments ki et k f , et χλq est le caractère associé à la
représentation phonon. a1 est le nombre de fois que le produit des trois représentations
contient la représentation triviale. Enﬁn, Gk est le groupe du vecteur d’onde k. Le couplage
entre le phonon λ et les deux états électroniques est permis seulement si a1est non nul.
Dans le cas du couplage entre un phonon et des électrons de Weyl, les moments des
noeuds de Weyl sont situés à des points quelconques de la zone de Brillouin. Autrement dit,
leur groupe est seulement composé de l’opération identité. La formule (2.46) permet donc
de conclure que a1 n’est jamais nul dans ce cas. Ainsi, tous les modes de phonon peuvent se
coupler aux électrons de Weyl.
Chapitre 3
Effet de l’anomalie chirale sur les phonons
Dans un semimétal de Weyl, la présence en simultanée d’un champ axial et d’un champ
magnétique modiﬁent de façon singulière la polarisation électronique. Comme on le verra
dans la section 3.2.3, cela peut être montré par un calcul de la fonction de réponse densité-
densité aux champs axiaux et magnétiques. Le problème fait donc intervenir trois espèces
(ou trois champs) dans le cristal : les phonons, les électrons et les photons. En termes
diagrammatiques, on s’intéressera particulièrement au diagramme triangle VVA [96,97],
autrement dit à la fonction de réponse comprenant deux vertex de type vecteur et un de type
axial. Pour ce faire, nous emprunterons à la physique des particules des résultats valides
seulement à potentiel chimique et température nuls, autrement dit pour un semimétal de
Weyl parfait. L’eﬀet de ces deux paramètres ne fera pas l’objet d’une discussion détaillée
dans ce chapitre et sera négligé. Cependant, le formalisme qu’on utilisera dans le chapitre 4
sera plus propice à leur prise en compte.
Les résultats présentés dans ce chapitre ont été publiés dans [98].
3.1 Interaction entre électrons de Weyl et phonons
Dans cette section, nous allons limiter les degrés de liberté électroniques aux électrons
près de la surface de Fermi, c’est-à-dire à ceux susceptibles d’avoir le plus grand impact sur
la dynamique des phonons, qualitativement parlant. On supposera que l’eﬀet des électrons
des hautes énergies ont pour eﬀet de renormaliser les paramètres entrant dans la dispersion.
Entre autre, la permittivité du vide ε0 sera remplacée par ε∞ > ε0. L’évaluation de ces
paramètres sort du cadre de ce travail et pourrait faire l’objet de calculs ab-initio.
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Nous partons d’une interaction dans l’approximation du potentiel de déformation,
comme décrit en (2.3.2.1). Le but est d’extraire les types de couplage : nous allons voir que
certains modes de phonon peuvent se coupler de la même façon qu’un champ électroma-
gnétique (couplages de types scalaire et vecteur) ou bien comme un champ axial (couplages
de types pseudoscalaire et vecteur axial). Comme nous l’avons expliqué en (1.2.2), c’est ce
dernier type de couplage qui permet de mettre en évidence l’anomalie chirale et sur lequel
nous nous concentrerons.
3.1.1 Interaction avec les électrons de basse énergie
3.1.1.1 Dérivation de l’hamiltonien d’interaction entre phonons et électrons de Weyl
Les propriétés physiques à basse énergie sont dominées par les électrons se situant au
voisinage de la surface de Fermi et qui dans notre cas ont une dispersion de type fermions
deWeyl. En partant du développement (2.40), on focalise le problème sur ces électrons en ne
gardant que les bandes qui forment les noeuds de Weyl puis en développant les fonctions
de Bloch au voisinage des noeuds de Weyl 1, dont on dénote les positions kτ. On obtient
ainsi le champ électronique à basse énergie
ψ(r) =
1√V ∑τ
eikτ ·r ∑
|k|<Λ,σ
eik·ruστ(r)ckστ +O
( |k|
Λ
)
+ contributions à haute énergie,
(3.1)
où σ = ± est l’indice correspondant aux deux bandes et uστ(r) ≡ ukτσ(r). Λ est un cutoﬀ
qui délimite la zone dans laquelle la dispersion de type fermions de Weyl est valide. Il
est important de remarquer que les bandes électroniques à haute énergie ne peuvent être
totalement ignorées. Cependant, leur prise en compte explicite nécessiterait l’emploi de
méthodes numériques sophistiquées et sort du cadre de ce travail. Ainsi, on supposera que
ces bandes peuvent être prises en compte a posteriori par la renormalisation des constantes
faisant intervenir les électrons (notamment la permittivité diélectrique).
L’analyse est également simpliﬁée par le fait que la dépendance des fonctions de Bloch
uστ dans le moment p est remplacée par un degré de liberté discret : la chiralité τ. En
appliquant le même cheminement qui a mené à l’hamiltonien (2.44), mais en de gardant que
les opérateurs fermioniques de basse énergie (3.1) à la place de (2.40), on obtient le couplage
1. On utilise ici une approximation de type Kohn-Luttinger similaire à celle présentée dans [99].
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avec
gλ00(q) = ∑
στ
gλσσ,τ(q)/4 (3.5)
gλ0 (q) = ∑
σσ′τ
σσσ′g
λ
σσ′,τ(q)/4 (3.6)
gλ0z(q) = ∑
στ
τgλσσ,τ(q)/4 (3.7)
gλz (q) = ∑
σσ′τ
τσσσ′g
λ
σσ′,τ(q)/4. (3.8)
En comparaison direct avec l’hamiltonien de Weyl (1.37), on déﬁnit le quadrivecteur
aλµ ≡
(
gλ00(q),g
λ
z (q)
)
vqλ (3.9)
ainsi que le quadrivecteur axial
a
λµ
5 ≡
(
gλ0z(q),g
λ
0 (q)
)
vqλ. (3.10)
Désormais, on se référera à (3.9) et (3.10) comme les vertex vecteur et axial du couplage
électron-phonon, respectivement. En particulier, gλ00 sera appelé couplage scalaire et g
λ
0z
couplage pseudoscalaire. Il sera utile pour la suite de remarquer ces derniers vériﬁent
gλ00(−q) = gλ00(q)∗ (3.11)
gλ0z(−q) = gλ0z(q)∗.
Rappelons (voir section 1.2.2) que le vertex axial induit une ﬂuctuation de la diﬀérence en
énergie et moment entre les noeuds de Weyl de chiralités opposées. Une diﬀérence statique
induit un couplage électromagnétique sous la forme de l’axion, couplage qui découle de
l’anomalie chirale comme on l’a détaillé dans la section 1.2.2. Dans le cas d’une diﬀérence
ﬂuctuante, comme celle induite par (3.10), on obtient aussi un couplage entre les champs
électriques et magnétiques. Cependant, on va montrer qu’un des trois champs couplés
(axial, électrique ou magnétique) doit être constant aﬁn d’obtenir l’action eﬀective reliée à
l’anomalie chirale. Dans notre cas, on considérera un champ magnétique constant.
3.1.1.2 Conditions de symétrie pour les vertex
Discutons des symétries requises du cristal pour l’existence des diﬀérents types de
couplage mentionnés dans la section précédente.
L’actionR du groupe ponctuel d’un cristal sur un état de Bloch |ψkn〉 change son vecteur
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d’onde k enRk [81]. CependantR, de même que toutes les opérations du groupe ponctuel,
laisse invariant la densité électronique. En particulier, prenons les opérations d’inversion
et de réﬂexion par un miroir. La première inverse le signe de k tandis que la deuxième
change le signe d’une seule composante de k (celle orthogonale au miroir). Dans les deux
cas, cela implique de changer la chiralité de signe. De ce fait si le cristal a l’une des deux
symétries, on a ∑σ |uστ(r)|2 = ∑σ |uσ−τ(r)|2, ce qui implique g0z(q) = 0. Autrement dit, ce
couplage pseudoscalaire ne peut être présent que dans les cristaux dits énantiomorphes.
Dans notre modèle à basse énergie et à deux noeuds, la seule quantité qui indique la brisure
de symétrie miroir ou d’inversion et le décalage en énergie des noeuds de Weyl, b0. On
peut donc supposer que l’amplitude de g0z est proportionnelle à b0. Ceci-dit, il faut faire
attention à cet argument microscopique qui est lié au fait que l’on considère un couplage
local par l’intermédiaire du potentiel de déformation. De manière plus générale, la théorie
des groupes n’interdit pas d’avoir un couplage pseudoscalaire dans un matériau possédant
des symétries miroirs. En eﬀet, le couplage pseudoscalaire entre un mode de phonon à
q ≃ 0 de coordonnée v et les électrons de Weyl peut s’écrire comme l’élément de matrice
g0z = ∑
στ
τ
〈
uστ
∣∣∣∣∂U∂v
∣∣∣∣ uστ
〉
où U est le potentiel cristallin, invariant sous les opérations de symétrie du cristal. Une
opération de réﬂection par unmiroir, si elle est présente dans le système, inverse la chiralité 2.
On a donc
g0z = ∑
στ
τ
〈
uστ
∣∣∣∣MM∂U∂v MM
∣∣∣∣ uστ
〉
= ∑
στ
τ
〈
uσ(−τ)
∣∣∣∣M∂U∂v M
∣∣∣∣ uσ(−τ)
〉
= −∑
στ
τ
〈
uστ
∣∣∣∣M∂U∂v M
∣∣∣∣ uστ
〉
.
Par conséquent, g0z est nul si le mode de phonon est invariant sous la symétrie miroir (donc
si c’est un mode scalaire) et est non nul si le mode est pseudoscalaire (si v change de signe
sous l’opération miroir). Inversement, g00 sera nul si le mode est pseudoscalaire et ﬁni s’il
est scalaire. Dans un matériau énantiomorphe, il n’y a plus de distinction entre les modes
scalaires et pseudoscalaires. Dans ce cas, un mode peut contribuer à la fois à g00 et à g0z.
2. La chiralité indique l’alignement ou l’anti-alignement entre un spin et un moment. Si le moment est
parallèle au plan du miroir, il est inchangé par l’opération miroir. Le spin parallèle au miroir change lui de
signe car il se transforme comme un vecteur axial, ou pseudo-vecteur. Dans le cas où le moment et le spin sont
orthogonaux au miroir, c’est l’inverse : le moment change de signe et le spin garde le même. Dans tous les cas
la chiralité change de signe sous l’opération.
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En ce qui concerne le vertex scalaire g0, aucune condition particulière n’est nécessaire.
Quant à gz, il est similaire à un champmagnétique et viole donc la symétrie par renversement
du temps. Pour ce qui est de g0, il n’y a pas de condition de symétrie applicable à un nombre
quelconque de paires de noeuds de Weyl. Cependant nous le supposerons négligeable
devant les couplages scalaires et pseudoscalaires aﬁn de simpliﬁer la discussion.
Notons que les considérations précédentes peuvent se généraliser au cas ou plusieurs
paires de noeuds de Weyl sont présentes. Les types de couplage possibles restent restreints,
non pas pour des raisons de symétrie, mais parce que l’on considère des excitations à grande
longueur d’onde. Ainsi les éléments de matrice du couplage entre des noeuds de Weyl
diﬀérents doivent être négligés. Autrement dit, le couplage reste diagonal dans l’espace
déﬁnit par les noeuds. Plus explicitement, on peut ranger les spineurs à deux composantes
Ψnτ , correspondant au noeuds deWeyl de la n−ième paire, dans un spineur à 2n composantes
Ψ =
(
Ψ1+, Ψ
2
+, ..., Ψ
1−, Ψ2−, ...
)
. Dans cette base, le couplage s’écrit diagonalement par blocs
Ψ†


gˆ1+
gˆ2+
...
gˆ1−
gˆ2−
...


Ψ
où chaque vertex gˆnτ est une matrice à deux dimensions. Les noeuds de Weyl étant indé-
pendants les uns des autres, on pourra calculer la fonction de réponse venant de chaque
hamiltonien
H˜nep ≃ ∑
kq
∑
σσ′τ
(
gnσσ′,τ(q)vqλ(t)
)
cn†kτσc
n
k−qτσ′ .
où maintenant le couple d’indices n et τ désigne la position du noeud de Weyl de chiralité τ
de la n−ième paire. Naturellement, la façon dont on assemble les noeuds de Weyl en paires
est arbitraire et ne modiﬁe pas la physique. Cela nous permettra de supposer que, dans
le cas d’un modèle à plusieurs paires de noeuds, il suﬃra d’ajouter au résultat un facteur
multiplicatif égal au nombre de paires. Cet argument est important du fait que nous nous
concentrerons sur un système respectant la symétrie par renversement du temps, où les
paires de noeuds de Weyl sont au nombre minimum de deux.
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3.2 Dispersion des phonons en présence des électrons de Weyl
3.2.1 Dérivation de l’action effective
Maintenant que nous avons isolé les électrons de basse énergie et leur couplage avec les
phonons,utilisons une théorie de perturbation pour évaluer leur impact sur la dynamique des
phonons. Nous travaillons avec l’action des phonons isolés S(0)ph [v,E] =
´
dω
2π ∑qλ L(0)ph (ω,q)
avec la densité lagrangienne exprimée dans l’espace réciproque
L(0)ph (ω,q) = ∑
λ
[
1
2
M(ω2 −ω2qλ)vqλ(ω)v−qλ(−ω) +
√
NQ
(0)
qλ · E−q(−ω)vqλ(ω)
]
,
et celle des électrons de Weyl SW [Ψ¯, Ψ, v,E] = 1V
´
dtd3rLW (x) avec
LW (x) = Ψ¯ (x)
[−γ0 (i∂t + ec0 + c50γ5)+ γ · (P+ ec+ c5γ5)]Ψ (x) (3.12)
où l’on a repris l’hamiltonien 1.11 écrit sous sa forme covariante, et inclut le couplage
électron-phonon dérivé en 3.1.1.1 par l’intermédiaire des champs
c0 (r, t) = A0 (r, t) + ∑
q
eiq·r ∑
λ
gλ00(q)vqλ (t) (3.13)
c50 (r, t) = ∑
q
eiq·r ∑
λ
gλ0z(q)vqλ (t)
c (r, t) = A (r, t) + ∑
q
eiq·r ∑
λ
gλz (q)vqλ (t)
c5 (r, t) = ∑
q
eiq·r ∑
λ
gλ0 (q)vqλ (t)
Maintenant que nous avons à disposition les vertex de couplage électron-phonon, nous
allons pouvoir intégrer sur le champ fermionique Ψ. Le but de cette manoeuvre est d’enlever
la dépendance explicite de l’action des phonons en Ψ, pour ensuite obtenir un terme eﬀectif
dans l’équation du mouvement des phonons, réminiscent de l’eﬀet des électrons sur ces
derniers. C’est grâce à l’action eﬀective obtenue, Seﬀ [v], que nous déduirons l’équation du
mouvement (classique) des phonons : δS
eﬀ[v]
δvqλ(ω)
= 0.
Rappelons comment se déroule l’intégration sur le champ électronique. On commence
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avec la fonction de partition du système électrons-phonons
Z =
ˆ
D (Ψ¯Ψ)
(
∏
λ
Dvλ
)
DAµe−SW [Ψ¯,Ψ,v,A
µ]−S(0)ph [v,Aµ].
On utilise ensuite la formule pour l’intégrale gaussienne
´
D (Ψ¯Ψ) e−SW = det
(
G−1
)
=
eTr(ln G
−1) [100], où G est le propagateur (ou fonction de Green) des fermions de Weyl,
et vériﬁe LW (x) = Ψ¯ (x) G−1 (x)Ψ (x) 3 (voir équation (3.12)). On obtient la fonction de
partition
Z = π
ˆ
DvDAµe−Se f f [v,A
µ]−S(0)ph [v,Aµ], (3.14)
avec Se f f = −Tr
[
ln G−1
]
. Ici la trace “Tr” 4 est eﬀectuée sur tous les états possibles du
système, aussi bien continus que discrets. Cette trace ne peut être eﬀectuée exactement.
Nous la limiterons aux premier et deuxième ordres non nuls dans les champs vecteurs et
axiaux. Pour cela on introduit la fonction de Green des électrons de Weyl libres,
G0 =
(
γ0i∂t − vFγ · P
)−1
(3.15)
=
(
γµ∂µ
)−1
,
où le quadrivecteur moment est déﬁni ∂µ ≡ ∂∂xµ = (i∂t, vFP). Il est utile de souligner ici que
le terme de vitesse utilisée dans les quadrivecteurs est bien la vitesse de Fermi et non celle de
la lumière. Le prix à payer se situe au niveau des photons (i.e. le champ électromagnétique)
qui ne sont plus on-shell, c’est-à-dire que pour le champ électromagnétique A(k), on a k2 6= 0.
La fonction de Green (3.15) est identique à celle de fermions de Dirac sans masse 5 et ne
comporte pas de terme de séparation enmoment entre les noeuds deWeyl. Cela est dû au fait
qu’on est dans une théorie de basse énergie où les deux noeuds sont indépendants. Dans la
théorie de perturbation, les champs qui se coupleront aux électrons de basse énergie devront
posséder de ce fait un moment suﬃsamment petit aﬁn de ne pas coupler les diﬀérents
noeuds de Weyl.
Ce sera plus commode de travailler dans l’espace réciproque (en quatre dimensions)
dans lequel la fonction de Green s’écrit
G0 (k) =
(
γµkµ
)−1
=
γµkµ
k2
. (3.16)
3. Dans ce cas particulier, le système est invariant par translation et le propagateur est une fonction d’une
seule coordonnée.
4. On notera “tr” pour les traces matricielles, c’est-à-dire la trace sur les degrés de liberté discrets.
5. Dans la littérature de physique des hautes énergies, on déﬁnit souvent le fermion de Weyl comme un
fermion de Dirac de masse nulle.
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On utilise ici la notation k2 = kµkµ = k20 − v2Fk2 (k0 étant la fréquence) et de façon plus
générale le produit scalaire k · x = kµxµ = k0t− vFk · r (voir section 1.1.1.2).
On fait ensuite le développement
Se f f = −Tr
(
ln
[(
G(0)
)
−1 + γµcµ + γµc5µγ5
])
= −Tr
(
ln
[(
G(0)
)
−1
(
1+ G(0)
(
γµcµ + γ
µc5µγ
5
))])
= −Tr
(
ln
[(
G(0)
)
−1
])
− Tr
{
G(0)
(
γµcµ + γ
µc5µγ
5
)}
+
1
2
Tr
{[
G(0)
(
γµcµ + γ
µc5µγ
5
)]2}
− 1
3
Tr
{[
G(0)
(
γµcµ + γ
µc5µγ
5
)]3}
+ ...
Le terme Tr
(
ln
[
G(0)−1
])
ne dépend pas des phonons et du champs électromagnétique, on
l’ignorera donc par la suite. Le terme au premier ordre s’écrit dans l’espace de Fourier [101]
ˆ
d4k
(2π)4
tr
{
G(0) (k)
(
γµcµ (0) + γ
µc5µ (0) γ
5
)}
et ne fait intervenir que les termes à fréquence et moment nuls des champs scalaire cµ et
axial c5µ. On pourra donc ignorer ce terme dans les équations du mouvement
6.
On notera les termes restants S2 et S3. Pour rester dans l’approximation harmonique,
nous ne garderons que les termes d’ordre inférieur ou égal à deux dans les vibrations du
réseau.
3.2.2 Correction au second ordre S2
On réécrit la partie S2 de l’action eﬀective
S2 =
1
2
Tr
[
G(0)γµcµG
(0)γνcν
]
+
1
2
Tr
[
G(0)γµc5µG
(0)γνc5ν
]
(3.17)
+ Tr
[
G(0)γµcµG
(0)γνc5νγ
5
]
,
6. Dans le cas particulier de la fonction de Green (3.16), on trouve facilement que ces intégrales s’annulent.
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où l’on a utilisé le fait que γ5 anticommute avec γµ et G0 7 et
(
γ5
)2
= 1. Prenons le premier
terme de la première ligne et écrivons explicitement la trace
Tr
[
G(0)γµcµG
(0)γνcν
]
≡
ˆ
d4xd4x
′
tr
[
G(0)
(
x− x′
)
γµcµ
(
x
′)
G(0)
(
x
′ − x
)
γνcν (x)
]
(3.18)
=
1
(2π)8
ˆ
d4xd4x
′
d4k1d
4k2ei(k1−k2)xe−i(k1−k2)x
× tr
[
G(0) (k1) γ
µG(0) (k2) γ
ν
]
cµ
(
x
′)
cν (x)
=
1
(2π)8
ˆ
d4kd4qtr
[
G(0) (k) γµG(0) (k− q) γν
]
cµ (q) cν (−q)
=
1
(2π)4
ˆ
d4qΠµνVV (q) cµ (q) cν (−q) ,
où
Π
µν
VV (q) ≡
1
(2π)4
ˆ
d4ktr
[
G(0) (k) γµG(0) (k− q) γν
]
est appelé tenseur de polarisation vecteur-vecteur car il comporte deux vertex de type
vecteurs γµ et γν. De la même façon, la seconde ligne de (3.17) peut s’écrire
Tr
[
G(0)γµcµG
(0)γνc5νγ
5
]
=
1
(2π)4
ˆ
d4qΠµνVA (q) cµ (q) c
5
ν (−q) , (3.19)
où
Π
µν
VA (q) ≡
1
(2π)4
ˆ
d4ktr
[
G(0) (k) γµG(0) (k− q) γνγ5
]
(3.20)
est le tenseur de polarisation vecteur-axial, γµ étant un vertex vecteur etγνγ5 un vertex axial.
Ce dernier terme s’annule comme on peut le voir en utilisant (1.9) :
Π
µν
VA (q) =
−4i
(2π)4
ˆ
d4kεαµβν
kαkβ − kαqβ
k2 (k− q)2 . (3.21)
L’intégrande εαµβνkαkβ est nulle. Pour le terme restant, on peut vériﬁer (par exemple en
coordonnées hypershériques) que l’intégrale
´
d4k
kαqβ
k2(k−q)2 est non nulle seulement pour
7. Pour une fonction de Green de fermions de Dirac massifs, la fonction de Green et γ5 n’anticommutent
plus, ce qui rendrait l’analyse un peu plus compliquée.
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α = β alors que εαµαν = 0, ce qui conclut ΠµνVA (q) = 0.
8 On a ﬁnalement
S2 =
1
(2π)4
ˆ
d4qΠµνVV (q)
[
cµ (q) cν (−q) + c5µ (q) c5ν (−q)
]
. (3.22)
Aﬁn d’écrire S2 comme l’action d’un champ électromagnétique, on utilise la structure
tensoriel de la polarisation électronique, identique à la celle des photons,
Π
µν
VV (q) = Π
(
q2
) [
qµqν − q2δµν
]
. (3.23)
Rappelons que ce résultat n’est valide que pour les électrons de basse énergie dont l’action
est invariante de Lorentz [58]. Si on ajoute à cela la contrainte de conservation de la charge
qµΠ
µν
VV (q) = Π
µν
VV (q) qν = 0, seule la forme 3.23 est permise. Grâce à cela, S
2, qui com-
porte à la fois les photons et les phonons, s’écrit comme l’intégrale d’une densité d’énergie
quadratique dans les champs électriques et magnétiques totaux :
S2 ≃ 1
2
e2V
h¯vF
∑
q˘
ˆ
dω
2π
Π(q2)
[(
Eq(ω) + E
ph
q (ω)
)
·
(
E−q(−ω) + Eph−q(−ω)
)
(3.24)
−v2F
(
Bq(ω) + B
ph
q (ω)
)
·
(
B−q(ω) + B
ph
−q(−ω)
)]
+
1
2
e2V
h¯vF
∑
q
ˆ
dω
2π
Π(q2)
[|ǫq(ω)|2 − v2|βq(ω)|2] ,
avec
E
ph
q (ω) =
i
evF
∑
λ
[vFq g00(q)− q0gz(q)] vqλ(ω) (3.25)
B
ph
q (ω) =
i
evF
∑
λ
[q× gz(q)] vqλ(ω)
ǫq(ω) =
i
evF
∑
λ
[vFq g0z(q)−ωg0(q)] vqλ(ω)
βq(ω) =
i
evF
∑
λ
[q× g0(q)] vqλ(ω).
E
ph
q (q0) et B
ph
q (q0) correspondent à des champs électromagnétiques eﬀectifs dérivant du
champvecteur (g00(q), vgz(q)) vqλ(q0) tandis queEq(q0) etBq(q0) sont les véritables champs
8. On verra dans le chapitre 4 que cette fonction de polarisation devient non nulle quand un champ
magnétique est pris en compte dans les états propres électroniques sans interaction. Cela permettra de faire un
lien entre le calcul entrepris dans ce chapitre, qui est perturbatif au premier ordre en champ magnétique, et le
calcul non perturbatif dans le champ électromagnétique qui sera l’objet du chapitre suivant.
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électromagnétiques. ǫq(q0) et βq(q0) sont les champs électromagnétiques axiaux dérivant
du pseudo-vecteur (g0z(q), vg0(q)) vqλ(q0).
Nous allons traiter le champ électromagnétique en résolvant les équations du mouve-
ment pour Eq(q0) et Bq(q0) (i.e. les équations de Maxwell) et en incluant leurs solutions
dans l’action des phonons. Ainsi, à l’action du champ électromagnétique sans interactions
SEM =
1
2
V ∑
q˘
ˆ
dω
2π
ε∞
(∣∣Eq(q0)∣∣2 − c2 ∣∣Bq(q0)∣∣2) , (3.26)
on doit ajouter S2 ainsi que la charge de Born apparaissant dans l’équation du mouvement
des phonons (2.24) et l’action S3 que nous allons dériver. On étudiera un cas simpliﬁé dans
la section (3.2.4).
3.2.3 Correction au troisième ordre S3
De la même façon que l’action eﬀective S2 s’écrit comme le produit d’une fonction de
polarisation à deux vertex avec deux termes de couplage (voir équations (3.18) et (3.22)),
l’action S3 s’écrit avec une fonction de polarisation à trois vertex :
S3 =
ˆ
k,k
′
Tαµν
(
k, k
′) (
cµ (k) cν
(
k
′)
+ c
µ
5 (k) c
ν
5
(
k
′))
cα5 (−q) , (3.27)
où q = k + k
′
. Le tenseur Tαµν
(
k, k
′)
doit être symétrique sous la permutations des indices
et moments (µ, k)↔
(
ν, k
′)
[102]. Il s’écrit ainsi Tαµν(k, k
′
) = Γαµν(k, k
′
) + Γανµ(k
′
, k) où
Γαµν
(
k, k
′)
= −i
ˆ
d4p
(2π)4
tr
[
γµG
(0)(p)γνG
(0)(p− k′)γαγ5G(0)(p + k)
]
(3.28)
correspond au diagramme triangle VVA car il comporte deux vertex vecteurs et un axial.
Un tel diagramme est illustré sur la ﬁgure 3.2. Nous avons omis les diagrammes VVV
où AAV dans l’action S3 puisque ceux-ci sont interdits par le théorème de Furry [103] : à
potentiel chimique nul, la conservation de la charge impose que tout diagramme avec un
nombre impair de vertex vecteurs s’annule. Nous avons négligé le diagramme AAA (qui est
équivalent au diagramme VVA pour des fermions sans masse ), sinon cela impliquerait des
corrections au troisième ordre dans les coordonnées de phonon.
Tαµν
(
k, k
′)
peut être interprété comme la correction à la réponse courant-courant due à la
présence d’un champ axial, le courant associé étant δjµ ≡ δS3δcµ(k) = Tαµν
(
k, k
′)
cν
(
k
′)
cα5 (−q).
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où les termes longitudinal et transverse vériﬁent respectivement qαT(t)αµν
(
k, k
′)
= 0 et
qαT
(l)
αµν
(
k, k
′) 6= 0. Le calcul de T(l)αµν (k, k′) étant moins lourd que celui de T(t)αµν (k, k′),
on le présentera dans l’annexe A. Le résultat est
T
(l)
αµν(k, k
′) = wL
(
q2
)
qαǫµνρσk
ρk′σ, (3.32)
où wL
(
q2
)
= −i 4
q2
est le facteur de forme longitudinal. La présence du pôle en 1/q2 sera
cruciale dans la dispersion de phonons d’une part, et est essentielle à l’existence de l’anomalie
chirale d’autre part. On reconnaît notamment qαT(l)αµν(k, k′)Aµ (k) Aν
(
k
′)
= −i8π2qα j5α =
−4iE (k) · B
(
k
′)
, qui est semblable à l’équation de l’anomalie chirale discutée au chapitre
1 (voir équation (1.29)) mais dans l’espace réciproque. On voit que le pôle en 1/q2 est
nécessaire pour que la quadridivergence qα j5α soit égale à E · Bmultiplié par une constante.
Dans l’annexe A est montré pourquoi ce pôle est indépendant du cutoﬀ ultraviolet. Il dépend
des caractéristiques du matériau seulement au travers de la vitesse de Fermi contenue dans
q2. De plus, l’anomalie n’est pas détruite par les eﬀets qui brisent l’invariance de Lorentz du
système à basse énergie (température ﬁnie, potentiel chimique, désordre...), mais le pôle se
voit alors élargi par l’ajout d’une partie imaginaire au dénominateur. [104–106]
Le terme transverse n’est pas lié à l’anomalie chirale mais peut jouer un rôle dans
la dynamique des phonons. Notamment, si k2 ou k′2 sont non nuls, il annule le pôle de
wL
(
q2
)
[102]. Son expression est plus compliquée que celle du terme longitudinal :
T
(t)
αµν(k, k
′) = w(+)T (k
2, k′2, q2)t(+)αµν(k, k′)+w
(−)
T (k
2, k′2, q2)t(−)αµν(k, k′)+ w˜
(−)
T (k
2, k′2, q2)t˜(−)αµν(k, k′),
(3.33)
où les tenseurs t(±)αµν et t˜
(−)
αµν s’écrivent
t
(+)
αµν(k, k
′) =
(
kνǫµαρσ − k′µǫναρσ
)
kρk′σ − (k · k′)
(
ǫµναρ(k− k′)ρ + 2qα
q2
ǫµνρσk
ρk′σ
)
t
(−)
αµν(k, k
′) =
[
(k− k′)α − k
2 − k′2
q2
qα
]
ǫµνρσk
ρk′σ
t˜
(−)
αµν(k, k
′) =
(
kνǫµαρσ + k
′
µǫναρσ
)
kρk′σ − (k · k′)ǫµναρqρ,
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et les facteurs de forme
w
(+)
T (s1, s2, s) = i
s
σ
+
i
2σ2
[
(s12 + s2)(3s
2
1 + s1(6s12 + s2) + 2s
2
12) ln
s1
s
(3.34)
+(s12 + s1)(3s
2
2 + s2(6s12 + s1) + 2s
2
12) ln
s2
s
+(s21s2 + 2s
2
12s2 + s1(2s
2
12 + 6s12s2 + s
2
2))φ(s1, s2)
]
w
(−)
T (s1, s2, s) = i
s1 − s2
σ
+
i
2σ2
[
−(2(s2 + s12)s212 − s1s12(3s1 + 4s12) + s1s2(s1 + s2 + s12)) ln
s1
s
(3.35)
+(2(s1 + s12)s
2
12 − s2s12(3s2 + 4s12) + s1s2(s1 + s2 + s12)) ln
s2
s
+(s1 − s2)(s1s2 + 2s212)φ(s1, s2)
]
w˜
(−)
T (s1, s2, s) = −w(−)T (s1, s2, s) (3.36)
ne dépendent que des normes au carré k2, k
′2 et q2 9. On a déﬁni s1 ≡ k2, s2 ≡ k′2, s = q2,
s12 ≡ k · k′, σ ≡ s212 − s1s2 et
φ(x, y) =
1
λ
{
2 [Li2(−ρx) + Li2(−ρy)] + ln y
x
ln
1+ ρy
1+ ρx
+ ln(ρx) ln(ρy) +
π2
3
}
,
avec x = s1/s, y = s2/s, ρ = 2(1− x − y + λ)−1, λ = ((1− x − y)2 − 4xy)1/2 et Li2 est la
fonction dilogarithme. Utilisons ces résultats pour exprimer l’action S3 en fonctions des
champs électromagnétiques réels et eﬀectifs.
On commence par le terme le plus simple qui inclut la partie longitudinale. Pour cela
on utilise la relation
ǫµνρσk
ρk′σcµcν = −1
4
ǫµνρσ F˜
ρµ(k)F˜σν(k
′
)
= E˜ (k) · B˜
(
k
′)
+ E˜
(
k
′) · B˜ (k) ,
avec les tenseurs électromagnétiques
F˜αβ(k) =
ˆ
d4xeik·x F˜αβ(x) =
ˆ
d4xeik·x[∂αcβ(x)− ∂βcα(x)] = −i[kαcβ(k)− kβcα(k)]
dont dérivent les champs électriques et magnétiques totaux déﬁnis par E˜ (k) = −ikc0 + ik0c
et B˜ (k) = ik∧ c. Dans la notation quadrivectorielle, on déﬁnit les transformées de Fourier
9. N’oublions pas que k · k′ =
(
q2 − k2 − k′2
)
/2
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des champs réels
E (k) =
ˆ
d4xeiq·xE (x) =
e
h¯3v2F
ˆ
d3r
ˆ
dteiq0te−iq·rE (r, t) =
eV
h¯3v2F
Eq (ω) .
D’après (3.32), on obtient alors
T
(l)
αµν
(
k, k
′) (
cµ (k) cν
(
k
′)
+ c
µ
5 (k) c
ν
5
(
k
′))
cα5 (−q) (3.37)
= wL
(
q2
)
qαc
α
5 (−q)
[
E˜ (k) · B˜
(
k
′)
+ E˜
(
k
′) · B˜ (k) + ǫ (k) · β (k′)+ ǫ (k′) · β (k)] ,
où ǫ (k) = −ivkc05 + ik0c5 et β (k) = ivk ∧ c5 sont les champs électromagnétiques axiaux
qui apparaissaient déjà dans l’équation (3.25) à une conversion d’unité près. De la façon
dont nous avons déﬁni les champs électromagnétiques et leurs transformées de Fourier,
E (x) = h¯vFeE (r, t) et B (x) = h¯v2FeB (r, t) ont des unités d’énergie
2, E˜(k) et B˜(k) des unités
d’énergie−2 à la diﬀérence des notations utilisés dans l’action des phonons,Eq(ω) (Bq(ω)) et
E
ph
q (ω) (B
ph
q (ω)), qui ont les unités (SI) de champs électriques etmagnétiquesmultipliées par
une unité de temps. Le lien entre les deux est simplement E˜ (q) = eV
h¯3v2F
(
Eq (ω) + E
ph
q (ω)
)
.
La dérivation de la contribution de T(t)αµν à l’action S3 se fait similairement à celle de
(3.37) :
t
(+)
αµν(k, k
′)aµ(k)aν(k′)aα5(q) =
1
4
[
E˜(k) · β(q) + ǫ(q) · B˜(k)] kνcν(k′) (3.38)
+
1
4
[
E˜(k′) · β(q) + ǫ(q) · B˜(k′)] k′µcµ(k)
− (k · k′)ǫµναρ(k− k′)ρcµ(k)cν(k′)cα5(q)
− 1
4
q2 − k2 − k′2
q2
qαc
α
5(q)
[
E˜(k) · B˜(k′) + E˜(k′) · B˜(k)]
t
(−)
αµν(k, k
′)aµ(k)aν(k′)aα5(q) =
1
4
[
(k− k′)α − k
2 − k′2
q2
qα
]
cα5(q)
[
E˜(k) · B˜(k′) + E˜(k′) · B˜(k)]
(3.39)
t˜
(−)
αµν(k, k
′)aµ(k)aν(k′)aα5(q) =
1
4
[
E˜(k) · β(q) + ǫ(q) · B˜(k)] kνcν(k′) (3.40)
− 1
4
[
E˜(k′) · β(q) + ǫ(q) · B˜(k′)] k′µcµ(k)
− (k · k′)ǫµναρqρcµ(k)cν(k′)cα5(q).
Bien que chacun des termes apparaissant dans (3.38) et (3.40) ne soit pas invariant de jauge,
leur somme l’est. La présence de termes en k · k′est d’ailleurs cruciale pour l’invariance de
jauge. On voit que dans la partie transverse, des pôles en 1/q2 sont également présents. En
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combinant (3.38) et (3.39) avec (3.34) et (3.35), on peut montrer sous certaines conditions que
ces pôles annulent ceux de la partie longitudinale (3.32) [102]. La situation qui nous intéresse,
et dans laquelle les fermions de Weyl auront le plus grand impact sur les phonons, est celle
où ce pôle est conservé. Cette situation est possible en présence d’un champ magnétique
B0 ou bien d’un champ électrique E0 statiques et uniformes. Autrement, le dernier terme
de (3.38) annule le pôle du diagramme longitudinal. Nous nous concentrerons sur l’eﬀet
du champ magnétique B0. Nous écartons la seconde situation du fait que la présence de E0
implique la présence de courants de transport dans le matériau, et nous souhaitons présenter
un cadre pour des mesures de spectroscopie optique, qui se font en absence de tels courants.
Le champ magnétique s’écrit ainsi
B˜(k) ≃ (2π)4B0δ(4)(k) + partie dynamique
où la partie dynamique peut être considérée comme négligeable devant le champ constant.
De plus, sa contribution dans l’action S3 ne comporte pas de pôle en 1/q2, et ainsi ne changera
pas qualitativement la dispersion des phonons. Aﬁn de simpliﬁer le problème, en considérera
β(q) = 0, ce qui est toujours vrai si le cristal respecte la symétrie de renversement du temps.
On trouve ainsi
t
(+)
αµν(k, k
′)aµ(k)aν(k′)aα5(q) =
(2π)4
4
k2 + k′2 − q2
q2
[
E(k) · B0δ(4)(k′) + E(k′) · B0δ(4)(k)
]
aα5(q) = 0
t
(−)
αµν(k, k
′)aµ(k)aν(k′)aα5(q) =
(2π)4
4
[
(k− k′)α − k
2 − k′2
q2
qα
]
aα5(q)[
E(k) · B0δ(4)(k′) + E(k′) · B0δ(4)(k)
]
= 0
t˜
(−)
αµν(k, k
′)aµ(k)aν(k′)aα5(q) =0,
où on a utilisé kµδ(4)(k) = 0. Il ne reste ainsi que la contribution de la partie longitudinale
S3 = − i
π2h¯2
ˆ
q
E˜ (q) · B0 qαc
α
5 (−q)
q2
(3.41)
=
√
N ∑
qλ
ˆ
dω
2π
(
Eq (ω) + E
ph
q (ω)
)
· δQ−qλ (−ω) v−q (−ω)
δQqλ (ω) = i
e2V
h¯2π2
√
N
ωgλ0z (q)− vFq · gλ0 (q)
ω2 − v2Fq2
B0. (3.42)
Les expressions (3.41) et (3.42) forment l’un des résultats cruciaux de ce chapitre : d’une
part elles montrent que l’application du champ magnétique statique et uniforme induit
une charge de Born eﬀective dans les phonons qui se couplent aux électrons comme des
pseudoscalaires. De plus, cette charge de Born provient du diagramme responsable de
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l’anomalie chirale et contient donc un pôle en ω2 = v2F |q|2 qui est l’essence de l’anomalie
chirale.
L’induction d’une charge de Born eﬀective par un champ magnétique ne serait pas
unique au semimétaux de Weyl et a déjà été observée dans les matériaux multiferroïques
(par exemple, voir [107]). De façon générale, la théorie des groupes [108] nous dit qu’un
phonon peut devenir actif infrarouge sous la présence d’un champ magnétique si sa repré-
sentation irréductible appartient au produit direct de représentations axiales et polaires.
Dans le cas particulier d’un couplage E · B, le mode de phonon rendu actif infrarouge doit
être pseudoscalaire. Ceci peut se comprendre simplement. D’une part, la charge de Born
correspond à une polarisation électrique et se transforme donc comme un vecteur polaire.
D’autre part, le champ magnétique se transforme comme un vecteur axial, c’est-à-dire le
produit d’un vecteur polaire et d’un pseudoscalaire. Ainsi, pour que la charge de Born soit
proportionnelle à un champ magnétique, il faut que le facteur de proportionnalité entre les
deux (déterminé par la coordonnée du phonon) soit un pseudoscalaire.
3.2.4 Dispersion des phonons en présence des fermions de Weyl
3.2.4.1 Forme générale et simplifications
Utilisons maintenant les conclusions des sections (3.2.2) et (3.2.3) pour montrer l’impact
du couplage phonons-électrons de Weyl sur la dispersion des phonons. On commencera par
exprimer le champ électrique créé par les phonons. En eﬀet, les actions S2 et S3 contiennent
une partie électromagnétique (portée par les vrais champs électromagnétiques Eq (ω) et
Bq (ω)) et une partie due aux phonons, les deux étant couplés.
On peut simpliﬁer le problème en ne considérant que le régime où c |q| ≫ ω, c’est-à-dire
que les eﬀets dynamiques des interactions de Coulomb sont négligées. Autrement dit, on
se place hors du régime de phonon-polaritons décrit dans la section 1.2.2.2. Cependant on
verra que l’anomalie chirale fait apparaître un nouvel eﬀet semblable, mais pour ω ∼ vF |q|.
Cette approximation implique que le champ électrique Eintq (ω) dû aux vibrations du
réseau est longitudinal, c’est à dire parallèle au moment q. Cela s’explique par le fait que les
vibrations engendrent une polarisation qui n’oscille pas assez vite pour induire un champ
magnétique signiﬁcatif et donc une partie transverse du champ électrique. Attention,Eintq (ω)
ne doit pas être confondu avec Ephq (ω) qui naît entièrement du couplage électron-phonon.
On peut donc écrire le champ électrique comme la somme de deux champs externe et interne
indépendants : Eq (ω) = Eextq (ω) + E
int
q (ω) avec q · Eextq (ω) = 0 et q ∧ Eintq (ω) = 0. On
notera par la suite Eintq (ω) = qˆ · Eintq (ω).
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On peut de plus justiﬁer le fait de négliger les termesmagnétiques restant. Premièrement,
q∧ Eintq (ω) ≃ 0 revient à dire que la partie interne du champ est négligée tel que mentionné
précédemment. Ensuite, les termes provenant de la partie constante du champ externe
comportent une fonction δ (ω). Ainsi ces termes ne peuvent faire intervenir que les phonons
acoustiques de fréquence nulle et pourront donc être ignorés. Le champ magnétique restant
est relié au champ électrique externe par |Bext| = |Eext| /c. Puisque vF/c ≪ 1, on peut
négliger les termes en vFBext.
On trouve Eintq (q0) grâce à l’équation de Gauss qˆ · δSδEint−q(−ω) =
δS
δEint−q(−ω) = 0 où S =
S
(0)
ph + SEM + S2 + S3. Il nous reste donc à dériver, en omettant la dépendance en ω pour
alléger la notation,
S ≃ 1
2
e2V
h¯vF
∑
q˘
ˆ
dω
2π
Π(q2)
[(
Eq(ω) + E
ph
q (ω)
)
·
(
E−q(−ω) + Eph−q(−ω)
)
(3.43)
−v2F
(
Bq(ω) + B
ph
q (ω)
)
·
(
B−q(ω) + B
ph
−q(−ω)
)]
+
1
2
e2V
h¯vF
∑
q
ˆ
dω
2π
Π(q2)
[|ǫq(ω)|2 − v2F|βq(ω)|2]
+
1
2
V ∑
q˘
ˆ
dω
2π
ε∞
(∣∣Eq(q0)∣∣2 − v2F ∣∣Bq(q0)∣∣2)
+
√
N ∑
qλ
ˆ
dω
2π
(
Eq (ω) + E
ph
q (ω)
)
· δQ−qλ (−ω) v−q (−ω)
+
ˆ
dω
2π ∑
qλ
[√
NQ
(0)
qλ · E−q(−q0)vqλ(q0) +
1
2
M(q20 −ω2qλ)vqλ(q0)v−qλ(−q0)
]
,
c’est-à-dire
δS
δEint−q
=
δ
δEint−q
[
1
2
V ∑
q
ˆ
dω
2π
(
e2
h¯vF
Π(q2)
∣∣∣Eintq + Ephq ∣∣∣2 + ε∞ ∣∣∣Eintq ∣∣∣2
)
(3.44)
+
√
N ∑
qλ
ˆ
dω
2π
Eint−q ·
(
Q
(0)
qλ + δQqλ
)
vqλ
]
,
où la première ligne provient des actions au second ordre dans le champ électrique, S2
et SEM, tandis que la seconde ligne provient de S
(0)
ph et de S3. Q
(0)
qλ (équation (2.25)) est la
charge de Born due aux seuls vibrations des atomes (non nulle si le cristal est infra-rouge
actif), et δQqλ (q0) (équation (3.42)) est la charge de Born eﬀective provenant du couplage
électron-phonon sous champ magnétique. Notons également qu’on a raccourci la notation
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grâce à
∣∣∣Ephq ∣∣∣2 = Ephq · Eph−q. En notant Q˜qλ ≡ Q(0)qλ + δQqλ on a
Eintq
(
vqλ
)
= −qˆ ·

 e2h¯vF Π(q2)Ephq +
√
N
V ∑λ Q˜qλvqλ
ε∞ε (q2)

 qˆ, (3.45)
où ε
(
q2
)
= 1+ e
2
ε∞ h¯vF
Π(q2) = 1+ 4παΠ(q2) est la fonction diélectrique.
Finalement, on injecte (3.45) dans les termes de l’action totale contenant les coordonnées
des phonons (équations (2.26, 3.24, 3.26 , 3.41)) et on néglige les termes magnétiques en
Bq(ω) comme mentionné précédemment :
S
e f f
ph ≃
1
2
e2V
h¯vF
∑
q
ˆ
dω
2π
Π(q2)
[∣∣∣Ephq (ω)∣∣∣2 + |ǫq(ω)|2 − v2F
(∣∣∣Bphq (ω)∣∣∣2 + |βq(ω)|2
)]
(3.46)
− 1
2
V ∑
q
ˆ
dω
2π
ε∞ε (q)
∣∣∣∣∣qˆ ·
(
e2
h¯v Π(q
2)E
ph
q +
√
N
V ∑λ Q˜qλvqλ
ε∞ε (q2)
)∣∣∣∣∣
2
+ V ∑
q
ˆ
dω
2π
(
e2
h¯vF
Π(q2)E
ph
−q(−ω) +
√
N
V Q˜−qλ (−ω) v−q (−ω)
)
· Eext−q(−ω)
+
ˆ
dω
2π ∑
qλ
√
NδQ−qλ (−ω) · Ephq (ω) v−q (−ω)
+
1
2
ˆ
dω
2π ∑
qλ
M(ω2 −ω2qλ)vqλ(q0)v−qλ(−q0).
On simpliﬁe le problème en supposant l’invariance par renversement du temps, et donc,
comme mentionné dans la section 3.1.1.2, g0 = gz = 0, βq = B
ph
q = 0, et E
ph
q ‖ q. On trouve
ainsi, après quelques lignes de calculs
S
e f f
ph ≃
1
2
M
ˆ
dω
2π ∑
qλλ′
vqλ(ω)Dλλ′ (ω,q) v−qλ′(−ω) + ∑
qλ
ˆ
dω
2π
√
Nvqλ
(
Q
(1)
qλ + Q˜qλ
)
· Eext−q,
(3.47)
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avec
Dλλ′ (ω,q) =(ω
2 −ω2qλ)δλλ′ +
V
M
1
h¯vF
Π(q2)q2
ε (q2)
Re
[
gλ00 (q) g
λ′
00 (q)
∗ + gλ0z (q) g
λ′
0z (q)
∗]
(3.48)
+ 2
√
N
Me
Re
[
−i · qgλ′00 (q)∗ · δQqλ
]
ε (q2)
−Vq 1
ε (q2)
1
M
Re
[
1
e2Vcell
(
q · δQqλ
) (
q · δQ∗qλ′
)
− V
(
1
h¯vF
Π(q2)q2
)2
gλ0z (q) g
λ′
0z (q)
∗
]
−Vq 1
ε (q2)
1
M e2Vcell Re
[(
q ·Q(0)qλ
) (
q ·Q(0)∗qλ′
)
+ 2q ·
(
Q
(1)
qλ + δQqλ
) (
q ·Q(0)qλ′
)∗]
,
où Vq = e2/
(
ε∞q
2
)
est la transformée de Fourier du potentiel coulombien, etQ(1)qλ peut être
vu comme une charge de Born eﬀective déﬁnie par
Q
(1)
qλ =
V√
N
e
h¯vF
Π(q2)iqgλ00 (q) . (3.49)
La dispersion des phonons est donnée par det
(
Dλλ′ (q)
)
=0. En plus de la dispersion sans
interaction, la première ligne de l’équation (3.48) contient un terme de self énergie standard
tel qu’on peut trouver dans [85]. La deuxième ligne nécessite la présence simultanée de
couplages scalaire et pseudoscalaire et peut être interprété comme le couplage entre la charge
eﬀective induite par un champ magnétique (via le diagramme VVA) et le champ électrique
eﬀectif Eph (déﬁni en (3.25)) induit par le couplage scalaire. Enﬁn, les deux dernières lignes
correspondent aux couplage entre les charges de Born eﬀectives induites par les interactions
électron-phonon. Notons que la présence des facteurs N et V est requise pour obtenir les
bonnes unités (Dλλ′ (ω,q) a l’unité d’une fréquence au carré) ainsi qu’une équation du
mouvement intensive (sachant que les couplages gλ00 (q) et g
λ
0z (q) sont en ∼ N−1/2 et que
les charges de Born sont elles-même des quantités intensives).
Nous sommes intéressés par les phonons optiques à grande longueur d’onde. La princi-
pale motivation réside dans leur détection possible avec les expériences de réﬂectivité infra-
rouge et de diﬀusion Raman. Notons également que les phonons acoustiques voient leur self
énergie et leurs charges eﬀectives s’annuler à q→ 0, puisque g00 (q→ 0) = g0z (q→ 0) = 0.
De plus, la résonance à ω2 = v2Fq
2 ne doit pas les aﬀecter qualitativement du fait de leur
dispersion ω2 = c2sq
2 , avec une vitesse du son cs beaucoup plus petite que la vitesse de
Fermi.
Habituellement, les modes longitudinaux sont caractérisés par une charge de Born Q(0)
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parallèle à q, où q est aligné avec un axe de symétrie du cristal. Inversement pour un mode
transverse,Q(0) ⊥ q. Ceci n’est plus le cas en présence d’un champmagnétique quimodiﬁe la
direction de la charge eﬀective des phonons. Un mode de phonon originellement transverse
peut acquérir une charge qui n’est plus orthogonale à q. Un champ magnétique induit donc
une hybridation entre les modes optiques longitudinaux et transverses. Cependant, pour
mettre en évidence l’importance du champ magnétique sur le spectre des phonons, on
se concentrera sur un seul mode de phonon se couplant de façon axial (g0z 6= 0) avec les
électrons de Weyl. On supposera également qu’il est suﬃsamment éloigné en fréquence
des autres modes pour considérer seulement ce mode dans l’équation de dispersion, qui se
réduit alors à Dλλ (ω,q) = 0.
Si de plus ce mode est optiquement inactif sans interaction électrons-phonon (Q(0)qλ = 0),
sa dispersion se réduit à
ω2 = ω2q −
1
Mε (q2)
{
Π(q2)q2
h¯vF
V
(
|g00|2 + |g0z|2
)
+
√
N
e
2Re
[
ig00(q)q · δQ∗q
]
(3.50)
+ Vq

(Π (q2)q2
h¯vF
)2
V |g0z|2 −
∣∣q · δQq∣∣2
e2Vcell

},
où l’on a omis l’indice de mode λ. Les termes en δQq comportent le pôle en 1/q2 qui va avoir
un impact important sur la dispersion des phonons dans la région v |q| = ωq. Par ailleurs,
les termes en Π
(
q2
)
sont logarithmiques en q2 et auront pour eﬀet principal de translater la
solution en fréquence. Dans un objectif principalement qualitatif, on les ignorera. L’équation
se simpliﬁe alors grandement :
ω2 −ω2q +
1
ε (q2)
[
κ2Re
[
ig00(q)q · δQ∗q
]
− η
∣∣qˆ · δQq∣∣2
ε∞
]
= 0, (3.51)
avec κ ≡ √N/ (Me) et η = (MVcell)−1. Si l’on néglige la partie dynamique de la fonction
diélectrique, (3.51) devient une équation du troisième ordre en ω2. Bien que ε
(
q2
)
diverge
en log
∣∣ω2 − v2Fq2∣∣ [26, 27], sa présence au dénominateur ne compense pas la divergence
due au pôle de δQq (ω). On a pu ainsi vériﬁer numériquement que le facteur d’écrantage
n’apporte pas de diﬀérence qualitative au résultat illustré sur la ﬁgure (3.3). Sur cette ﬁgure,
le pôle de l’anomalie chirale donne naissance à un mode ω ∼ vF|q|, qui découle de la
dispersion des excitations particule-trou de Weyl. Ce mode quasi-linéaire, qui est un com-
posite magnéto-électro-phononique, s’hybride avec le mode de phonon optique quand vF|q|
devient comparable à la fréquence du phonon en l’absence d’interaction. Cette hybridation
est semblable à un phonon-polariton, dont l’amplitude est en loi de puissance de qˆ · B0. Si
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F igure 3.3 Solutions de (3.51) à ε
(
q2
)
= 1 et qˆ · B0 = −1T. Les autres paramètres utilisés
sont résumés dans la section 3.2.4.2. L’eﬀet de l’anomalie chirale réside dans
l’anticroisement qu’on observe à v |q| = ω0.
on néglige le terme linéaire en B0 dans l’équation 3.51 (ou si l’on suppose g00 = 0 comme
dans la ﬁgure 3.3), la séparation en fréquence entre les modes optique et quasi-linéaire
à ω0 = v |q| évolue comme (qˆ · B0)2/3. Si par contre, le terme linéaire domine, le gap en
fréquence disparaît pour qˆ · B0 > 0 et croît comme
√|qˆ · B0| pour qˆ · B0 < 0 10. Cela sera
illustré dans le paragraphe suivant (voir ﬁgure 3.4).
3.2.4.2 Quelques estimations numériques
Estimons les paramètres entrant dans la dispersion des phonons (3.51) et notamment les
paramètres utilisés pour la ﬁgure 3.3. Tout d’abord, on approxime la fréquence du phonon
optique à une constante ω0 puisque on est dans la région des grande longueurs d’onde. Pour
g00 et , on utilise
´
d3r∑τσ |uστ (r)|2 ∂U(r−ts)∂ts ∼ I0aBVcell où I0 est un Rydberg et aB est le rayon
de Bohr. De cette façon,
√
Ng00 ∼ I0aB ≃ 5.10−8kg m
−1 s−2. g0z étant relié à b0, on considère√
Ng0z ∼ b0aB ∼
√
Ng00/10. Ensuite on choisi M ∼ 10−25kg, vF ∼ 105m s−1, Vcell ∼ 125A˚ et
ε∞ ∼ 10ǫ0, où ǫ0 est la permittivité du vide. On peut ainsi réécrire l’équation (3.51) comme
ω2 −ω20 + Klin
ωvF |q|
ω2 − v2Fq2
− Kquad ω
2(
ω2 − v2Fq2
)2 = 0,
10. Cela suppose qu’on regarde les fréquences positives. C’est l’inverse pour les fréquences négatives (i.e. pas
de gap pour qˆ · B0 < 0)
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avec Klin = 1meV2T−1 × qˆ · B0 et Kquad = 1meV4T−2 × (qˆ · B0)2. On trouve également qu’à
faible champ magnétique, la partie imaginaire de la solution croît comme
√
Klin tandis que
le terme quadratique est dominant à plus grand champ et la partie imaginaire croît alors
comme K1/4quad. Sur la ﬁgure 3.4 sont représentées les solutions de (3.51) pour diﬀérentes
valeurs du champ magnétique.
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F igure 3.4 Impact de l’anomalie chirale sur la dispersion des phonons. Sont représentées les
parties réelles et imaginaires des solutions de (3.51) avec les paramètres discutés
dans le texte, ainsi que qˆ · B0 = ±0.1T, ±1T et ±5T. Pour v |q| < ω0, le mode
quasi-linéaire est doublement dégénéré. Cependant, une de ces deux solutions
est instable puisque la partie imaginaire de sa fréquence est négative. Seul les
parties imaginaires positives des modes stables sont montrées dans les encadrés.
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3.2.5 Susceptibilité du réseau et diffusion Raman
3.2.5.1 Susceptibilité du réseau
On veut ici extraire la contribution du réseau à la susceptibilité électrique. La polarisation
totale est Pq = ε∞
(
χ
ph
q + χ
e
)
Eq où Eq est le champ total, χ
ph
q et χe sont les susceptibilités
induites par les phonons et les électrons, respectivement. Précisons donc qu’on s’intéresse
ici à la susceptibilité totale mesurée dans les expérience de réﬂectivité [109,110]. Par ailleurs,
la polarisation provenant du réseau, notée Pphq , est donnée par les termes se couplant li-
néairement au champ électrique dans l’action eﬀective (3.43) des phonons et du champ
électromagnétique . En négligeant à nouveau les termes magnétiques, on obtient
P
ph
q =
1√
NVcell
[
∑
λ
(
Q˜qλ (ω)
)
vλq +
1
2
e2V
h¯vF
√
N
Π(q2)E
ph
q (ω)
]
(3.52)
=
1√
NVcell
[
∑
λ
(
Q˜qλ (ω) + Q˜
(1)
qλ (ω)
)
vλq
]
(3.53)
avec Q(1)qλ (ω) =
1
2
eV
h¯vF
√
N
Π(q2)iq∑λ g
λ
00(q). Avec la même action (3.43), on peut exprimer
vλq en fonction du champ total Eq (ω), ce qui nous donne ﬁnalement la susceptibilité
χ
ph
qij (ω) =
1
ε∞Vcell ∑λλ′
(
Q˜qλ (ω) +Q
(1)
qλ (ω)
)
i
D
′−1
λλ′
(
Q˜−qλ′ +Q
(1)
−qλ′
)
j
(3.54)
où
D
′−1
qλλ′ (ω) = (q
2
0 −ω2qλ)δλλ′ +
V
M
[
1
h¯v
Π(q2)q2
[
gλ00(q)g
λ′∗
00 (q) + g
λ
0z(q)g
λ′∗
0z (q)
]
(3.55)
+Re
[
gλ00 (q) g
λ′∗
0z (q)
] e
h¯2π2
ωq · B0
ω2 − v2Fq2
]
.
L’équation (3.54) est similaire à l’équation (2.27) de la susceptibilité sans interaction électro-
nique. Le dénominateur comporte les charges de Born eﬀectives apportées par le couplage
électron-phonon. Au dénominateur (on parle ici du terme D
′−1
qλλ′ (ω)) s’ajoute un terme
de self énergie ainsi qu’un terme croisé correspondant au couplage des charges de Born
eﬀectives provenant des interactions. Notons que les termes contenant δQ apportent une
anisotropie par rapport à la direction du champ magnétique. Autrement dit, la réponse en
champ électrique est d’autant plus grande que le champ électrique entrant s’aligne avec à
B0.
Les termes en δQqλ (ω) contiennent également une résonance à ω2 = v2Fq
2. Elle n’est
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malheureusement pas accessible avec des mesures optiques élastiques (par réﬂexion ou
transmission) puisque les photons ont une dispersion ω2 = c2q2 avec c ≫ vF. Le régime de
fréquences et de moments dans lequel apparaît la résonance pourrait être accessible avec
des mesures alternatives telles la diﬀusion inélastique aux rayons X ou bien la spectroscopie
par perte d’énergie électronique.
Le fait que les photons ont desmoments très petits rendnégligeables les termes contenant
Q
(1)
qλ dans la susceptibilité (3.54), puisqueQ
(1)
qλ s’annule quand q→ 0. Ainsi, le principal eﬀet
observable en réﬂectivité optique est l’induction d’une activité infrarouge par un champ
magnétique. Cela est d’autant plus ﬂagrant si le mode de phonon concerné est inactif
infrarouge en absence de champ magnétique. Dans ce cas, l’activité infrarouge induite ne
se fait que dans la direction du champ magnétique. Dans ce cas, deux dispositions sont
pertinentes pour la mesure de réﬂectivité :
1. En incidence normale, le champ incident a une polarisation parallèle à la surface. On
doit donc placer le champ magnétique suivant la surface pour obtenir le maximum
de réﬂexion.
2. En incidence non-normale, avec le champ magnétique orthogonal à la surface, la
réﬂexion est d’autant plus grande que le champ incident devient parallèle à la surface.
3.2.5.2 Diffusion Raman
La diﬀusion Raman à un phonon se déﬁnit comme la correction de la susceptibilité
électronique au premier ordre dans le déplacement du réseau [111]. Son amplitude peut
donc être calculée par un diagramme de Feynman triangulaire, comportant deux lignes
externes de photons et une de phonon. Dans le cas d’un mode de phonon se couplant de
façon axiale aux électrons, le tenseur Raman est lié au diagramme (3.31) par :
Raxij ∝ Tαµν
(
k, k′
) ∂3 [cα5 (q) Aµ (k) Aν (k′)]
∂Ej (k) ∂Ej′ (k′) ∂vq (ω)
(3.56)
où E (k) et E (k′) sont respectivement les champs électriques incident et réfracté de mo-
ments et de fréquences k = − (ωin, vFkin) et k′ = (ωout, vFkout). On notera leur polarisa-
tions eˆin et eˆout. cα5 (q) provient du couplage axial électron phonon (voir équation (3.13))
et q = k + k′ =
(
ωq, vFq
)
= (ωout −ωin, vFkout − vFkin) est la fréquence et le moment du
phonon. On s’intéressera au cas sans champ magnétique statique. La contribution de la
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partie longitudinale du diagramme VVA au tenseur Raman est
T
(l)
αµνc
α
5(q)A
µ(k)Aν(k′) = cα5(q)A
µ(k)Aν(k′)
qα
q2
ǫµνρσk
ρk′σ =
qαc
α
5(q)
8π2q2
[
E(k) · B(k′) + k ↔ k′]
(3.57)
ce qui devient, avec la loi de Maxwell-Faraday,
T
(l)
αµνc
α
5(q)A
µ(k)Aν(k′) =
vF
8π2
cα5(q)qα
q2
[
1
k′0
E(k) · [k′ × E(k′)] + 1
k0
E · [k× E(k)]
]
=
vF
8π2
cα5(q)qα
q2
v
cm
[
eˆout · (kˆin × eˆin)− eˆout · (kˆout × eˆin)
]
E(k)E(k′),
où cm est la vitesse de la lumière dans le matériau. On a ainsi une contribution au tenseur
Raman
R
ax(l)
ij ∝ T
(l)
αµν
(
k, k′
) ∂3 [cα5 (q) Aµ (k) Aν (k′)]
∂Ej (k) ∂Ej′ (k′) ∂vq (ω)
=
vF/cm
8π2
qα
q2
∂cα5(q, q0)
∂vqλ(q0)
(
kˆin − kˆout
)
· (eˆin × eˆout)
qui est antisymétrique sous l’échange de eˆin et eˆout. D’après [111], dans l’approximation
où les champs incidents et réfractés ont la même fréquence 11, la partie antisymétrique du
tenseur Raman ne peut exister qu’en présence d’un champ magnétique. Cela semble en
contradiction avec le fait que la composante Rax(l)ij est non nulle dans un semimétal de Weyl
qui respecte la symétrie par renversement du temps (avec c05(q, q0) 6= 0mais c5(q, q0) = 0).
Cependant, cette composante est proportionnelle àωq qui s’annule quandωin = ωout, levant
ainsi la contradiction.
Comme nous l’avons mentionné dans la section 3.2.3, on sait que que le pôle en 1/q2 de
R
ax(l)
ij va être annulé par la contribution du diagramme transverse (en se basant sur [102])
puisque k2 et k′2 sont en général tous deux non nuls dans une mesure de type Raman. On
vériﬁe cela en regroupant tous les termes du diagramme VVA contenant le pôle en question
:
T
pôle
αµν
(
k, k′
)
=
[
wL − w(+)T
2k · k′
q2
+ w
(−)
T
k2 − k′2
q2
]
qαǫµνρσk
ρk′σ.
Rappelons que wL = −4i/q2 et que les facteurs de forme transverse n’ont pas de singularité
quand q2 → 0 (à condition que k2 et k′2 soient non nuls). En utilisant les égalités 3.34 et 3.35,
on fait un développement de Taylor en q2 = 0 pour obtenir
T
pôle
αµν
(
k, k′
)
=
i
π2(k2 − k′2)3
[
k4 ln
(
k2
q2
)
− k′4 ln
(
k′2
q2
)]
qαǫµνρσk
ρk′σ+ termes sans singularité en q2
11. Cette approximation est en générale valable pour des photons dans le spectre visible
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Le pôle de wL a été supprimé par le terme en (s1 − s2) /σ dans l’expression 3.35 de w(−)T .
Notons que cette annulation est valide seulement si q2 tend vers 0 plus vite que k2 ou k′2, ce
qui constitue une situation pertinente dans une expérience Raman.
Finalement, on a vu que le couplage électron-phonon axial apporte une composante
antisymétrique au tenseur Raman pouvant s’écrire
Raxλ (eˆin, eˆout) ∝ qα
∂cα5(q, q0)
∂vqλ(q0)
1
(k2 − k′2)3
[
k4 ln
(
k2
q2
)
− k′4 ln
(
k′2
q2
)] (
kˆin − kˆout
)
· (eˆin × eˆout)
au voisinage de q2 = 0. Le pôle en en 1/q2 a été perdu mais il demeure une singularité en
ln
(
q2
)
. L’observation de cette résonance logarithmique serait une marque du couplage entre
phonons pseudoscalaires et électrons de basse énergie dans le semimétal de Weyl.
Raxλ (eˆin, eˆout) ∝ q0
1
(k2 − k′2)3
[
k4 ln
(
k2
q2
)
− k′4 ln
(
k′2
q2
)] (
kˆin − kˆout
)
· (eˆin × eˆout)
Chapitre 4
Étude non perturbative en champ magnétique
Dans le chapitre précédent, on a utilisé la théorie des perturbations en champ magné-
tique pour montrer que l’anomalie chirale laisse une marque observable dans la dispersion
des phonons optiques pseudoscalaires, à savoir un anticroisement avec un mode linéaire
semblable à ce que l’on observe dans un spectre phonon-polariton, mais à plus grande lon-
gueur d’onde. Cependant on négligeait l’importance du potentiel chimique et la dépendance
en champ magnétique de la fonction de polarisation ΠVV . De ce fait, le diagramme VVA
jouait le rôle le plus important dans l’inﬂuence des électrons sur les phonons.
À fort champ magnétique, les électrons forment une nouvelle structure électronique,
les niveaux de Landau. On a alors des bandes qui ne dispersent plus que dans la direction
du champ magnétique, et dont la dégénérescence est proportionnelle à ce champ. La forme
analytique des fonctions de polarisation est alors totalement changée. On verra que dans ce
cas, tous les diagrammes sont d’égale importance. De plus, étant donné qu’on ne considérera
que des fonctions de polarisation à deux vertex, il sera plus aisé de retrouver un formalisme
de type matière condensée et de prendre ainsi en compte le potentiel chimique dans nos
calculs.
Les résultats présentés dans ce chapitre ont fait l’objet de l’article [112].
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4.1 Électrons sous un champ magnétique statique
Nous commencerons par présenter le formalisme permettant de dériver les fonctions
de polarisation électroniques entrant dans l’équation du mouvement des phonons. Le
propagateur électronique que nous utiliserons comportera le champ magnétique et sera
donc diﬀérent de celui du chapitre précédent (équation (3.15)).
Aﬁn d’éviter la confusion, avertissons le lecteur que nous utilisons systématiquement
dans ce chapitre une notation dans les unités du système international, ce qui diﬀérera du
chapitre précédent qui présentait un langage proche de la physique des hautes énergies.
Notamment, on notera k = (ν,k) la fréquence (on notera iν à la place pour les fréquences
de Matsubara) et le moment, x = (t, r) les coordonnées temporelles et spatiales.
4.1.1 Propagateur électronique de Schwinger
Nous avons déjà présenté le comportement des électrons de Weyl plongés dans un
champ magnétique uniforme et statique. Les énergies propres et les états propres sont
décrits dans la section 1.2.1.2. Aﬁn de dériver l’action eﬀective pour les phonons comme
nous l’avons fait dans la section 3.2.1, on utilisera cette fois la fonction de Green des électrons
plongés dans un champ magnétique. Cette fonction, qu’on dénotera G, a été dérivée pour la
première fois par Schwinger en 1951 [113]. À cause de la présence du champ magnétique, G
n’est pas invariante par translation et on ne peut pas l’utiliser directement dans la dérivation
des fonctions de polarisation comme nous l’avons fait dans les équations (3.18)-(3.20). Fort
heureusement, dans la conﬁguration qui nous intéresse, à savoir un champ magnétique
statique et uniforme, elle peut s’écrire de façon simpliﬁée comme le produit d’une phase
brisant l’invariance par translation avec une fonction G invariante par translation [114] :
G
(
x, x′
)
= eiΦ(x,x
′)G (x− x′) , (4.1)
où la phase vériﬁe Φ (x, x′) = −Φ (x′, x). Cela nous permettra de faire des calculs dans
l’espace réciproque similairement à ce qui a été fait en (3.2.1). En eﬀet, on pourra utiliser la
transformée de Fourier G (q,ω) = 1
(2π)4
´
dtd3rG (r, t) ei(q·r−ωt). On trouve une expression
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de G en fréquences de Matsubara dans [115,116], à potentiel chimique µ ﬁxé :
G(k) = 2ie−k2⊥ℓ2B ∑
n
(−1)n
(h¯iν+ µ)2 − E2nkz
{
(h¯iν+ µ− τzσzh¯vFkz) [Ln (t)P+ − Ln−1 (t)P−]
(4.2)
+ 2 (τzσ⊥ · k⊥) L1n−1(t)
}
,
où t = 2k2⊥ℓ
2
B et L
α
n(t) est le polynôme de Laguerre déﬁni par
Lαn(t) =


1
n! e
tt−α d
n
dtn
(
e−ttn+α
)
pour n ≥ 0
0 pour n < 0
Ln(t) = L
0
n(t).
P± ≡ (1∓ sign (B) σz) /2 sont les projecteurs sur une des composantes du spineur dans la
base des bandes σ, qui est la même base dans laquelle sont écrits les états propres (1.25). Les
indices n correspondent aux indices des niveaux de Landau. Rappelons que les spineurs
correspondant aux niveaux chiraux (n = 0) s’écrivent
Ψ0τ =



0
1

 si B pointe dans la direction + zˆ

1
0

 si B pointe dans la direction − zˆ
ce qui doit correspondre avec la déﬁnition des projecteur P± puisque la fonction de Green
associée aux niveaux de Landau chiraux (qu’on obtient en ne gardant que n = 0 dans (4.2))
doit avoir comme état propre Ψ0τ.
À la diﬀérence de la fonction de Green sans champ magnétique (équation (3.15)), G ne
respecte pas l’invariance de Lorentz. Seul la composante kz du moment selon la direction du
champ magnétique reste un bon nombre quantique. Le moment k⊥ =
(
kx, ky
)
orthogonal
au champ est souvent qualiﬁé de quasi-moment. On fera également attention au fait que les
énergies Enkz ≡ h¯vF
√
k2z + 2nℓ
−2
B utilisées dans la déﬁnition (4.2) sont toujours positives.
Aﬁn de simpliﬁer les expressions, nous avons ignoré le terme de diﬀérence d’énergie entre les
noeuds de diﬀérentes chiralités. Cependant, ce terme ne fait qu’ajouter un potentiel chimique
axial−τzb0. Du fait que que la chiralité est conservée (notamment, le propagateur de phonon
commute avec lamatrice de chiralité τz), rajouter ce terme a posteriori ne pose pas de diﬃculté,
comme on le verra à la ﬁn de la section 4.2.
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4.2 Action effective pour les phonons
4.2.1 Les différentes parties de l’action
Commençons par identiﬁer les diﬀérents ingrédients qui vont permettre d’obtenir l’ac-
tion eﬀective des phonons et leur dispersion.
Couplage électron-phonon
On simpliﬁera l’étude en considérant un système avec la symétrie par renversement du
temps. Ainsi seul les couplages scalaires gλ00 (q) et g
λ
0z (q) déﬁnis dans le chapitre précédent
(équations (3.5) et (3.7)) seront pris en compte. Ainsi l’hamiltonien d’interaction électron-
phonon s’écrit
Hep =
ˆ
d3rΨ† (r) [φ0 (r, t) + τzφz (r, t)]Ψ (r) , (4.3)
où φ0(z) (r, t) = V− 12 ∑qλ eiq·rgλ00(z) (q) vqλ (t) et le champ électronique de basse énergie est
déﬁni par ses quatre composantes
Ψ†στ =
1√V ∑|k|<Λ
c†kστe
ik·r.
Dans cette analyse, on néglige implicitement l’inﬂuence du champ magnétique externe sur
l’interaction électron-phonon. Autrement dit, seul les propagateurs électroniques seront
modiﬁés par la présence d’un champ magnétique. La prise en compte de ce dernier dans le
calcul des vertex d’interaction sort du cadre de ce travail et pourrait faire l’objet d’études
postérieures.
Interactions électron-électron
L’hamiltonien du couplage électrostatique entre électrons s’écrit
Hel−el = 12
ˆ
d3rd3r′V(r− r′)ψˆ†(r)ψˆ†(r′)ψˆ(r′)ψˆ(r),
où V(r− r′) = e2/ (4πε0 |r|) est le potentiel de Coulomb et ψˆ (r) est le champ électronique
totale (contrairement à Ψ (r) qui ne représente que les électrons de basse énergie). On ne
gardera que les électrons de basses énergies (voir équation (3.1) dans la section (3.1.1.1)).
On supposera que l’eﬀet des bandes de haute énergie sur l’hamiltonien eﬀectif de basse
énergie est de renormaliser la permittivité ε0 à une constante ε∞ > ε0. En ne gardant que les
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interactions à longue portée (c’est-à-dire dont l’inverse de la longueur d’onde est inférieure
à la séparation des noeuds de Weyl), on obtient un hamiltonien diagonal dans l’espace de
Hilbert contenant les électrons de Weyl :
Hel−el ≃ 12
1
V ∑q
V (q) ρ (q) ρ (−q) , (4.4)
avec V (q) = e2/
(
ε∞q
2
)
et ρ (q) ≡ ∑|k|<Λ ∑στ c†kστck+qστ.
Charge de Born
Rappelons que les modes optiques longitudinaux peuvent engendrer un champ élec-
trique qui va se coupler avec la densité électronique (voir section 2.2.2). Ce couplage (appelé
couplage de Fröhlich) peut être prise en compte en remplaçant la densité électronique dans
l’interaction de Coulomb (4.4) par la densité totale ρtot(q) = ρ (q) + ρph (q), [85] où
ρph (q) = ∑
λ
e−1√
NVcell
(
Q
(0)
qλ · iq
)
vqλ (4.5)
est la densité de charge eﬀective engendrée par les phonons actifs infrarouge. On a ajouté
un facteur e−1 aﬁn que ρph (q) soit sans unité, comme ρ (q).
4.2.2 Obtention de l’action effective pour les phonons
4.2.2.1 Transformation de Hubbard-Stratonovitch
La première étape consiste à obtenir un hamiltonien électronique quadratique. La trans-
formation de Hubbard-Stratonovitch consiste à transformer l’action électron-électron sta-
tique en ajoutant un champ auxiliaire ϕ dans la fonction de partition, à l’aide de la for-
mule [100,117]
exp
[
−1
2
ˆ
d4q
(2π)4
V(q)ρtot(q)ρtot(−q)
]
(4.6)
=
1
N
ˆ
Dϕ exp
{
−
ˆ
d4q
(2π)4
[
ε∞q
2
2
ϕ (q) ϕ (−q) + ieϕ (q) ρtot (−q)
]}
,
où N est une constante que nous pourrons oublier par la suite. Le champ ϕ peut être
interprété comme le potentiel électrique produit par les ﬂuctuations de la densité de charge.
Bien que la relation (4.6) soit exacte, il sera nécessaire de supposer que les ﬂuctuations
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de charge sont suﬃsamment faibles pour être traitées en perturbation. Cela est justiﬁé
si le système ne présente pas d’états électroniques ordonnés, ce qui est vériﬁé dans les
semimétaux de Weyl connus.
Le champ ϕ se couple de façon scalaire aux électrons, exactement comme le champ φ0
déﬁni comme le couplage scalaire électron-phonon (voir équation (4.3)).
4.2.2.2 Intégration sur les degrés de liberté électronique
Maintenant qu’on a obtenu un hamiltonien électronique quadratique couplé avec un
champ scalaire φ0 + ieϕ et un champ pseudoscalaire φz, on procède à l’intégration sur les
électrons exactement de la même façon que dans la section 3.2.2 du chapitre précédent.
Rappelons tout de même que dans le cas présent, la fonction de Green n’est plus invariante
par translation. Cependant, grâce, à la propriété (4.1), le calcul de l’action eﬀective au second
ordre est très similaire :
δS =
1
2
Tr [G (φ0 + ieϕ+ τzφz) G (φ0 + ieϕ+ τzφz)] (4.7)
=
1
2
ˆ
d4xd4x
′
tr
[G (x− x′) (φ0 (x′)+ ieϕ (x′)+ τzφz (x′)) G (x′ − x) (φ0 (x) + ieϕ (x) + τzφz (x))]
=
T
V ∑q
ΠVV(q) [(φ0(q) + ieϕ(q))(φ0(−q) + ieϕ(−q)) + φz(q)φz(−q)]
+
T
V ∑q
ΠVA(q) [(φ0(q) + ieϕ(q))φz(−q) + (φ0(−q) + ieϕ(−q))φz(q)]
avec
ΠVV (q) =
T
V ∑
k
tr [G (k) G (k + q)] (4.8)
ΠVA (q) =
T
V ∑
k
tr [G (k) G (k + q) τz] . (4.9)
Dans le cas des électrons sans champ magnétique, on avait justiﬁé que le diagramme VA
(qui n’est rien d’autre que la fonction (4.9)) était nul. Ce n’est plus le cas. En eﬀet, le dévelop-
pement au premier ordre de ΠVA en champ magnétique est donné par le diagramme VVA
responsable de l’anomalie chirale (voir ﬁgure 4.1). Notons cependant que lors du calcul
de ce dernier, on avait considéré un potentiel chimique nul. De plus, la transition entre le
régime à champ fort sous niveaux de Landau et le calcul perturbatif en champ magnétique
n’est pas triviale.
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VA
B0 != 0
VA
B0 = 0
B0 = 0
VVA
= + +
B0= 0
F igure 4.1 Schématisation du développement du diagramme VA au premier ordre au champ
magnétique. Les lignes doubles (simples) dénotent des propagateurs d’électrons
en présence (absence) du champ magnétique. Le diagramme VA à l’ordre 0 en
champ magnétique est toujours nul.
Finalement, il ne reste qu’à se débarrasser du champ ϕ présent dans les actions (4.7)
et (4.6). Pour cela, il suﬃt de regrouper ensemble tous les termes contenant ϕ en faisant le
changement de variable
ϕ (q)→ ϕ˜ (q) = ϕ (q) + ieρ
ph (q) + ΠVV (q) φ0 (q) + ΠVA (q) φz (q)
ε∞ε (q)q2
. (4.10)
De cette façon,on termine avecd’un côté l’action pour le champ ϕ˜ :
´ d4q
(2π)4
[
ε∞q
2
2 ϕ˜ (q) ϕ˜ (−q)
]
,
qui donne une constante des phonons après intégration sur ϕ˜. De l’autre côté se trouve
l’action eﬀective des phonons
Seﬀph =
1
2
T ∑
q
M
(
(iω)2 −ω2q
)
+
1
2
T
V ∑q
{
ΠVV(q) [φ0(q)φ0(−q) + φz(q)φz(−q)] + ΠVA(q) [φ0(q)φz(−q) + φ0(−q)φz(q)]
+ e2
(
ρph (q) + ΠVV (q) φ0 (q) + ΠVA (q) φz (q)
) (
ρph (−q) + ΠVV (q) φ0 (−q) + ΠVA (q) φz (−q)
)
ε∞ε (q)q2
}
.
Après quelques réarrangements et en considérant un seul mode de phonon couplé avec les
électrons, on obtient l’action eﬀective
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Seﬀph =
1
2
T ∑
ω
∑
q
vq
{
M
(
(iω)2 −ω2q
)
(4.11)
− V
ε (q)
[(
|g00 (q)|2 + |g0z (q)|2
)
ΠVV(q)
+ 2Re [g00 (q) g
∗
0z (q)]ΠVA(q)−V(q)
[
ΠVV(q)
2 −ΠVA(q)2
] |g0z (q)|2
]
(4.12)
− V(q)
ε (q)
[
1
Vcell
∣∣∣∣Q
(0)
q · q
e
∣∣∣∣
2
− 2
√
N
e
(
ΠVV (q) Im
[(
Q
(0)
q · q
)
g∗0 (q)
]
+ ΠVA (q) Im
[(
Q
(0)
q · q
)
g∗z (q)
])]}
v−q.
(4.13)
On remarquera que l’action eﬀective que nous venons de dériver correspond terme par
terme à celle dérivée dans le chapitre précédent (voir équation (3.48)). Rappelons qu’on
y montrait que le diagramme VVA engendre une charge de Born eﬀective δQ possédant
un pôle à ω2 = v2Fq
2. La correspondance se fait en posant q · δQq = ieΠVA (q) g0z (q). La
diﬀérence la plus importante réside dans les déﬁnitions de la fonction de polarisation ΠVV
et de la fonction diélectrique. Dans le chapitre précédent, on avait négligé leur rôle dans la
dispersion du phonon du fait qu’elles ne contribuaient qu’à un décalage de la fréquence de
vibration, alors que le terme lié à l’anomalie chirale, δQ (∝ ΠVA), comportait une résonance.
Désormais, à fort champ magnétique, toutes les fonctions de polarisation (ΠVV et ΠVA)
contiennent une résonance qui provient des niveaux de Landau chiraux.
4.2.2.3 Expressions générales des fonctions de polarisation, à b0 = 0
La dérivation des fonctions ΠVV et ΠVA à b0 = 0 se trouve dans l’annexe B. Ici, on se
limitera à écrire les résultats ﬁnaux que nous avons utilisés par la suite dans nos calculs
numériques :
ΠVV(q) =− e−
q2⊥ℓ2B
2
ℓ
−2
B
2π2 ∑nm
[
C1nm(q
2
⊥)Inm (qz, iω) + C
2
nm(q
2
⊥)Jnm (qz, iω)
]
(4.14)
ΠVA(q) =− e−
q2⊥ℓ2B
2
ℓ
−2
B
2π2h¯vF
iω
{
vFqz
v2Fq
2
z − (iω)2
(4.15)
+ h¯2v2F ∑
n>0
(
q2⊥ℓ
2
B
2
)n
1
n! ∑
λλ
′
ˆ ∞
−∞
dkz
f (λh¯vFkz)− f
(
λ′Enk′z
)
(
λh¯vFkz − λ′Enk′z
)2 − (ih¯ω)2
λ+ λ′ h¯vFk
′
z
Enk′z
2
}
,
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où λ,λ′ = ±1 et
Inm (qz, iω) = ∑
λλ′
ˆ
dkz
f (λEnkz)− f (λ′Emk′z)
λEnkz − λ′Emk′z + iω
1+ λλ′ h¯
2v2Fkzk
′
z
Enkz Emk′z
2
(4.16)
Jnm (qz, iω) = ∑
λλ′
ˆ
dkz
f (λEnkz)− f (λ′Emk′z)
λEnkz − λ′Emk′z + iω
λλ′
2
2h¯2v2Fℓ
−2
B
Enkz Emk′z
C1nm(q
2
⊥) =
(
q2⊥ℓ
2
B
2
)n−m
m!
n!
Ln−mm
(
q2⊥ℓ
2
B
2
)2
+ nm L
n−m
m−1
(
q2⊥ℓ
2
B
2
)2
2
C2nm(q
2
⊥) =
(
q2⊥ℓ
2
B
2
)n−m
m!
(n− 1)!L
n−m
m
(
q2⊥ℓ
2
B
2
)
Ln−mm−1
(
q2⊥ℓ
2
B
2
)
.
Ces expressions bien compliquées peuvent être simpliﬁées dans certains cas particuliers.
Notamment, si l’on considère un phonon qui se propage parallèlement au champmagnétique
(i.e q⊥ = 0), on trouve, à partir de (4.14) et (4.15),
ΠVV(q) =− ℓ
−2
B
2π2h¯vF
{
v2Fq
2
z
v2Fq
2
z − (iω)2
(4.17)
+ h¯vF ∑
n>0
∑
λλ′
ˆ
dkz
f (λEnkz)− f
(
λ′Enk′z
)
λEnkz − λ′Enk′z + iω
(
1+ λλ′h¯2v2F
kzk
′
z + 2nℓ
−2
B
Enkz Enk′z
)
/2
}
(4.18)
ΠVA(q) =− ℓ
−2
B
2π2h¯vF
vFqziω
v2Fq
2
z − (iω)2
. (4.19)
La simpliﬁcation qui a lieu vient du fait qu’avec q⊥ = 0, seul sont permises les transitions
entre niveaux de Landau avec le même indice n. On ne garde donc que les contributions
intrabandes (n,λ) → (n,λ) et interbandes (n,λ) → (n,−λ). Il est également important
de souligner que ΠVA ne comporte que les contributions des niveaux chiraux (n = 0). La
raison à cela est la symétrie entre les niveaux non chiraux de chiralités opposées ; leurs
contributions s’annulent alors mutuellement dans ΠVA. Il faut cependant être prudent si on
prend en compte la séparation en énergie b0 des noeuds de Weyl, comme on le verra plus
tard dans cette sous-section.
Il est intéressant de constater que dans l’équation (4.17), ΠVV peut se réécrire comme
2ℓ−2B
π
{
1
2
Π1DVV (qz, iω, 0) + ∑
n>0
Π1DVV
(
qz, iω,
√
2nh¯vℓ−1B
)}
, (4.20)
où Π1DVV (qz, iω, ∆) est la fonction de polarisation pour les fermions de Dirac de masse ∆
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en une dimension. On en trouve les expressions explicites dans [118]. Dans cette situation,
chaque niveau de Landau n contribue indépendamment à la polarisation comme un fermion
de Dirac unidimensionnel de masse
∆n =
√
2nh¯vFℓ
−1
B . (4.21)
Enﬁn, il est important de préciser que les contributions des niveaux de Landau chiraux
(qui donnent notamment la première ligne de (4.17), ainsi que (4.19)) sont indépendantes
de la température, cela étant dû à la dispersion purement linéaire de ces états. Ainsi les
intégrales sur les moments électroniques kz qui apparaissent dans les calculs de ΠVV et ΠVA
se réduisent à ˆ
dkz
[
f (h¯vFkz)− f
(
h¯vFk
′
z
)]
= −qz ∀T.
Les résultats induits par les niveaux de Landau chiraux seront donc à considérer comme
très peu dépendants de la température.
4.2.2.4 Fonctions de polarisation dans la limite quantique
L’autre simpliﬁcation importante est de négliger les contributions de tous les niveaux
de Landau exceptées celles des niveaux de Landau chiraux. Une telle simpliﬁcation est
permise lorsque le potentiel chimique croise seulement les niveaux de Landau chiraux ; on
appelle cette conﬁguration la limite quantique. Dans ce cas, les transitions électroniques
intrabandes (i.e. une transition électronique au sein d’une même bande) sont toutes nulles,
sauf celles des niveaux chiraux. Les transitions interbandes sont quant à elle négligeables si
|µ− h¯ω| ≪ 2√2h¯vFℓ−1B (dans notre cas, la fréquence ω sera de l’ordre de la fréquence du
mode de phonon) et |q⊥|2 ≪ ℓ−2B . Ces conditions sont illustrées sur la ﬁgure 4.2.
Les niveaux de Landau chiraux apportent les contributions
ΠLLLVV (q) = −
ℓ
−2
B
2π2h¯vF
v2Fq
2
z
v2Fq
2
z − (iω)2
e−
q2⊥ℓ2B
2 (4.22)
ΠLLLVA (q) = −
ℓ
−2
B
2π2h¯vF
vFqziω
v2Fq
2
z − (iω)2
e−
q2⊥ℓ2B
2 . (4.23)
qui possèdent le même pôle en v2Fq
2
z = ω
2. Cependant la diﬀérence de la dépendance en
moment de ΠLLLVA et Π
LLL
VV est notable : le fait que Π
LLL
VV /Π
LLL
VA = qz/iω nous informe que seul
ΠVA engendre une charge eﬀective des phonons pour |q| → 0. Cette diﬀérence sera cruciale
pour diﬀérencier la dispersion des phonons se couplant de façon scalaire ou pseudoscalaire
aux électrons.
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ont été explicitées au début de cette section), mais avec un potentiel chimique µτ ≡ µ− τb0
au lieu de µ (µτ remplace le potentiel chimique dans les fonctions Gτ0 ). En suivant (4.24), on
obtient les fonctions de polarisation à b0 6= 0 en fonction des expressions à b0 = 0 :
ΠVV(µ, b0) = ∑
τ
Πτ (4.25)
=
Π
(0)
VV (µ− b0) + Π(0)VV (µ+ b0)
2
+
Π
(0)
VA (µ− b0)−Π(0)VA (µ+ b0)
2
ΠVA(µ, b0) = ∑
τ
τΠτ (4.26)
=
Π
(0)
VA (µ− b0) + Π(0)VA (µ+ b0)
2
+
Π
(0)
VV (µ− b0)−Π(0)VV (µ+ b0)
2
.
Notons que dans la limite quantique, ΠVV et ΠVA sont indépendantes du potentiel
chimique. Ainsi, tant qu’on se situe dans la limite quantique, les expressions (4.22) et (4.23)
restent valides. De façon générale, la limite quantique est atteinte si le champ magnétique
est d’amplitude supérieure à
BQL ≡ max
{
(µ+ b0)2
2v2Feh¯
,
(µ− b0)2
2v2Feh¯
}
. (4.27)
Dans le reste de notre étude, nous ne prendrons pas en compte la variation du potentiel
chimique avec le champ magnétique. Remarquons cependant que le potentiel chimique
est en général diminué par la présence du champ magnétique (voir une explication dans
les section 6.1.2 et 6.1.3 de [116]) et que par conséquent, l’équation (4.27) est une légère
surestimation du champ à partir duquel la limite quantique est atteinte.
4.2.2.6 Polarisation et anomalie chirale
L’anomalie chirale correspond à un transfert de charge entre les électrons de chiralités
opposées. Elle est donc intrinsèquement liée à la diﬀérence de polarisation entre les deux
espèces d’électrons, c’est-à-dire à la fonction ΠVA. Puisque ΠVA est toujours en facteur
du couplage pseudoscalaire g0z dans l’action des phonons, l’existence de ce dernier est
indispensable pour détecter l’anomalie chirale via les phonons.
Ajoutons que seul les niveaux de Landau chiraux participent à l’anomalie chirale. On
pourra isoler ceux-ci en se plaçant dans la limite quantique. Dans cette situation, même si
la fonction ΠVV n’est pas directement liée à l’anomalie, sa forme analytique particulière
marque la dominance des niveaux chiraux sur la physique du système.
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4.3 Dispersion des phonons
Attelons nous maintenant à l’étude de la dispersion des phonons, en nous concentrant
par soucis de simplicité sur le cas où la charge de Born Q(0) est nulle. De plus on passera
dans les domaine des fréquences réelles. Pour ce faire, il suﬃt d’eﬀectuer un prolongement
analytique iω → ω+ iη où η est un nombre positif inﬁnitésimal. On utilise donc les fonctions
de polarisation retardées ΠR
VV(A) (q,ω) ≡ ΠVV(A) (q, iω → ω+ iη).
Jusque là, on a négligé le fait que le temps de vie des électrons, noté τ, n’est pas inﬁni.
Notamment, celui-ci peut diminuer lorsque l’on ajoute du désordre au matériau à cause des
diﬀusions des électrons par des impuretés. En toute rigueur cela devrait être pris en compte
en calculant les corrections aux fonctions de Green électroniques et aux vertex d’interaction
induites par ces impuretés. Dans le cas des phonons optiques nous négligerons ces eﬀets
en supposant que les échelles de fréquences optiques sont bien plus grandes que le taux
de diﬀusion, déﬁni comme Γ ≡ τ−1. On ne prendra en compte Γ 6= 0 que dans le cas des
phonons acoustiques. Cependant, on introduira Γ de manière phénoménologique, sans
calculer explicitement les corrections mentionnées précédemment.
4.3.1 Phonons optiques
La dispersion en fréquence est directement extraite de l’action eﬀective (4.11) par
δSeﬀph/δvq (ω) = 0 :
ω2 = ω2q+
V
MεR (q)
{(
|g00 (q)|2 + |g0z (q)|2
)
ΠRVV(q) (4.28)
+ 2Re [g00 (q) g
∗
0z (q)]Π
R
VA(q)−V(q)
[
ΠRVV(q)
2 −ΠRVA(q)2
]
|g0z (q)|2
}
Comme nous nous intéressons aux phonons de grandes longueurs d’onde 1, on prendra
ωq = ω0 = Cste dans tous les calculs de cette section. Nous ferons également l’approximation
d’un potentiel de déformation constant de tel que V
∣∣∣g00(z)∣∣∣2 /M ≡ ∣∣∣G0(z)∣∣∣2 = D20(z)/(ρua2)
où D0(z) a la dimension d’une énergie, ρu est la densité massique du cristal, et a est le pas
du réseau. En ce qui concerne les fonctions de polarisations, nous simpliﬁerons la notation
en enlevant l’indice R signiﬁant « retardée ». Sauf mention du contraire, nous n’utiliserons
plus que les fonctions de polarisations retardées.
1. On considèrera que les phonons de moments inférieurs à un dixième de la taille de la première zone de
Brillouin rentrent dans cet catégorie.
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En toute rigueur, des eﬀets non électroniques sont susceptibles de diminuer le temps de
vie des modes des phonons, ou autrement dit, d’augmenter leurs largeurs de bande. Cela
pourrait être pris en compte de façon eﬀective et ad hoc en ajoutant une partie imaginaire au
terme de gauche de l’équation (4.28) : ω2 → (ω+ iΓph)2. Γph peut provenir aussi des eﬀets
anharmoniques des vibrations du cristal que de la résolution limitée de la mesure.
On commencera par résoudre l’équation (4.28) analytiquement dans la limite quantique,
en négligeant la largeur de bande Γph et celle apportée par la partie imaginaire de la polari-
sation électronique 2. Pour un champ magnétique intermédiaire ou un potentiel chimique
plus important, on sort de la limite quantique et on ne peut plus ignorer la partie imaginaire
des fonctions de polarisations. Dans ce cas on tracera directement la densité spectrale du
phonon déﬁnie comme
A (ω,q) = Im
[
2ωq(
ω+ iΓph
)2 − R (q,ω)
]
(4.29)
où R (q,ω) est égale au membre de droite de l’équation (4.28). Les pics de la fonction
A (ω,q) nous indiquent les modes propres de vibration.
4.3.1.1 Limite quantique
Dans un premier temps,nous allons nous concentrer sur la limite quantique et ne prendre
en compte que les niveaux de Landau chiraux pour obtenir une solution analytique simple
à l’équation de dispersion (4.28). Dans un objectif de concision, on portera l’analyse des
solutions de (4.28) dans deux cas particuliers : le cas d’un couplage purement scalaire (avec√V/M (g00, g0z) ≡ (G0, 0)) et le cas d’un couplage purement axial (avec
√V/M (g00, g0z) ≡
(0, Gz)). L’équation (4.28) s’écrit alors
ω2 = ω20 + |G0|2
ΠVV(q)
ε(q)
(4.30)
pour le couplage purement scalaire, et
ω2 = ω20 + |Gz|2
[
ΠVV(q) + Vq
ΠVA(q)
2
ε(q)
]
(4.31)
2. Dans la limite quantique, si on néglige le temps de vie ﬁni des électrons, les fonctions de polarisations
retardées sont proportionnelles à δ
(
v2Fq
2
z −ω2
)
ce qui ne contribue pas à la dispersion (4.28).
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dans le cas pseudoscalaire. En négligeant la partie imaginaire de la fréquence, on obtient les
fréquences propres des modes scalaires et pseudoscalaires (notés respectivement ωsc et ωax)
ω2sc,± =
1
2
{
ω20 +ωp(q)
2 ±
[(
ω20 −ωp(q)2
)2
+
2ℓ−2B
π2h¯vF
v2Fq
2
z |G0|2 e−q
2
⊥ℓ
2
B/2
] 1
2
}
(4.32)
ω2ax,± =
1
2
{
ω20 +ωp(q)
2 ±
[(
ω20 −ωp(q)2
)2
+
2ℓ−2B
π2h¯vF
ωp(q)
2 |Gz|2 e−q2⊥ℓ2B/2
] 1
2
}
(4.33)
où
ωp(q) = vFqz
√
1+
2
π
α
q2ℓ2B
e−q2⊥ℓ2B/2 (4.34)
est la fréquence plasmonique, c’est-à-dire le zéro de la fonction diélectrique ε (q). Celle-ci
augmente de façon monotone avec le moment et le champ magnétique, et diminue quand
on augmente l’angle entre B et q jusqu’à devenir nul lorsque B ⊥ q.
Sans interaction (G = 0), les solutions (4.32) et (4.33) sont les fréquences de phonons et
de plasmons découplés, ω0 et ωp. La présence du terme d’interaction crée une hybridation
des deux modes qui est maximale lorsque la condition de résonance
ω0 = ωp (q) (4.35)
est atteinte. À cette résonance, on observe un anticroisement des fréquences (voir ﬁgure 4.3).
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une des principales diﬀérences entre les deux dispersions est illustrée sur la ﬁgure 4.3. Plus
précisément, on trouve que les séparations en fréquence dues à l’hybridation à ω0 = ωp (q)
dans les cas scalaire et pseudoscalaire sont respectivement égales à
∆ωsc ≃ G0
h¯π
√
eB
2v
(
1− B
Bmax
)
(4.37)
∆ωax ≃ Gz
h¯π
√
eB
2v
. (4.38)
Le fait que ces décalages en fréquence sont linéaires dans le vertex électron-phonon est la
marque d’une correction non perturbative.
Précisons que, dans les équations (4.37) et (4.38), B est imposé par l’égalité (4.35), et
atteint sa valeur maximale
Bmax ≡ π
2α
h¯
e
(
ω20
v2F cos
2 θ
)
(4.39)
quand |q| → 0 3, θ étant l’angle entre B et q. Le désalignement de B et q (i.e. l’augmentation
de θ de 0 vers π/2) augmente la valeur de B à la résonance en 1/ cos2 θ. Lorsque l’amplitude
du champ magnétique dépasse Bmax, la fréquence plasmonique dépasse la fréquence du
mode de phonon et la résonance n’est plus atteignable, et ce pour n’importe quelle valeur de
q. De plus, ces considérations ne sont valables que dans la limite quantique, ce qui impose
la condition sur le potentiel chimique : BQL < Bmax. Cependant, l’hybridation résonante est
toujours possible hors de la limite quantique, ce que nous discuterons dans la prochaine
section.
Sur la ﬁgure 4.3 gauche, le champ magnétique est bien inférieur à Bmax. On peut alors
remarquer que les séparations en fréquences ∆ωsc et ∆ωax sont similaires. Sur la ﬁgure de
droite, lemoment est ﬁxé à une petite valeur de sorte que la résonance a lieu à B ≃ Bmax. Dans
ce cas, ∆ωsc est nulle, à l’inverse de ∆ωax qui est maximale. Notons que ∆ωsc est maximale
pour B = Bmax/2, ce qui correspond à vFqz = ω0
√
1− e−q2⊥ℓ2B/2/2 = ω0/2+O
(
q2⊥ℓ
2
B
)
.
Ceci est illustré sur la ﬁgure 4.4.
3. On peut facilement vériﬁer numériquement ou analytiquement que la valeur maximale de B vériﬁant
(4.35) est atteinte quand |q| → 0 à condition que
π
α
> sin2 θ
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F igure 4.4 Solutions de la dispersion (4.28) à ω0 = ωp en fonction du champ magnétique B
(allant de 6T à Bmax ≃ 17.2T), à θ = 0 et diﬀérentes valeurs des couplages scalaires
(G0) et pseudoscalaires (Gz). Pour chaque valeur de B, le moment vériﬁe v2Fq
2 =
ω20 − 2π αℓ2B aﬁn de compléter la condition ω0 = ωp. Les autres paramètres utilisés
sont identiques à ceux de la ﬁgure 4.3. Dans le cas du couplage pseudoscalaire
(
(
|G0|2 , |Gz|2
)
/ |G|2 = (0, 1)), la séparation en fréquence est maximum à B =
Bmax tandis que pour le couplage scalaire (
(
|G0|2 , |Gz|2
)
/ |G|2 = (1, 0)), elle est
maximale en B = Bmax/2. Pour un couplage mixte, on observe une séparation
maximale en Bmax à moins d’avoir |G0|2 ≫ |Gz|2.
Note sur une stratégie expérimentale
L’amplitude de champ magnétique pour laquelle l’anticroisement est maximal n’est
pas toujours réalisable en laboratoire. Prenons par exemple un cas où le couplage est pseu-
doscalaire et le champ maximal atteignable, noté B∗, vériﬁe BQL < B∗ < Bmax. Il convient
alors de choisir le moment du phonon satisfaisant (4.35) avec B . B∗ pour observer la
séparation en fréquence la plus grande possible. Le résultat de la mesure pourrait être
similaire à la ﬁgure 4.5 qui représente la fonction spectrale déﬁnie en (4.29). L’intérêt de
rechercher la conﬁguration avec un anticroisement ∆ω maximal réside dans le fait que ce
dernier doit être supérieur à la largeur de bande Γph pour être détecté. Par exemple, pour
un matériau avec des paramètres typiques (ρ = 104kg.m−3, a = 5A˚, vF = 2× 105m/s et
Dz = 5eV), on trouve h¯∆ωax = 30
√
B∗ (T)µeV. h¯Γph pouvant diﬃcilement être en-dessous
de 0.1meV, un champ magnétique de l’ordre de 10T ou plus serait nécessaire pour obtenir
h¯∆ωax > Γph. Additionnellement, si le système comporte plusieurs paires de noeuds de
Weyl à proximité de l’énergie de Fermi, les couplages électron-phonon s’additionnent et ∆ω
doit être multiplié par
√
NW , rendant la situation plus favorable pour l’observation du gap
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polarisation, engendrant ainsi des régions de continuum électron-trou dans l’espace (q,ω).
Les modes propres de vibration se situant dans ces régions voient leur fréquences amorties
proportionnellement au carré du couplage électron-phonon.
Dans un premier temps, nous étudions la situation où q et B sont parallèles (i.e. q⊥ = 0)
et b0 ≪ µ, de telle sorte qu’on négligera l’inﬂuence de b0 dans la dispersion. On pourra donc
utiliser les expressions (4.17) et (4.19) pour les fonctions de polarisation. De plus, les formules
analytiques [118] pour calculer (4.20) nous permettront de comprendre plus aisément nos
calculs numériques. La densité spectrale de phonon à θ = 0 et b0 = 0 est représentée
dans les ﬁgures (4.6) et 4.7. Les ﬁgures (4.6) (a) et (b) montrent qu’un anticroisement est
toujours possible quand B < BQL et la condition requise reste ωp (q = 0) < ω0. En eﬀet, la
fréquence de plasmon ωp (q) est toujours une fonction monotone et croissante du moment
|q|. Cependant elle oscille autour de sa valeur à B = 0 4 quand B augmente, comme on peut
le voir sur la ﬁgure 4.7. De ce fait la condition d’existence de l’hybridation plasmon-phonon
pour B < BQL se traduit par une condition sur le potentiel chimique,
|µ± b0| .
√
π
α
h¯ω0.
4. On trouve dans la littérature [26,27,118] les expression de la polarisation ΠVV (ω,q) à champmagnétique
nul, ainsi que la fréquence plasmonique ωp (B = 0) ≃
√
4
3π αµ
(
1+O (h¯v2Fq2/µ2)).
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sant le potentiel chimique. Ces divergences, qui proviennent des transitions intrabandes,
disparaissent une fois la limite quantique atteinte (i.e. ∆1 > µ) à cause du blocage de Pauli.
Précisons également que si plusieurs niveaux de Landau non chiraux sont au niveau de
Fermi, il est possible que seul l’anticroisement avecω1 (q) soit visible puisque les autres sont
amortis par les régions de continuum électron-trou engendré par les niveaux de Landau
d’indice n ≥ 2 (voir ﬁgure 4.6 (d)). La correction électronique à la dispersion d’un phonon
avec couplage pseudoscalaire contient ΠVV , dont la divergence cause un nouveau pic dans
la fonction spectrale et l’anticroisement remarqué précédemment. Pour un couplage pu-
rement scalaire, la correction est proportionnelle à ΠVV/ε (voir équation (4.30)) qui reste
ﬁni lorsque ΠVV diverge, ce qui explique que l’anticroisement soit supprimé dans ce cas.
Cela est montré sur les ﬁgures 4.6 (c) et (e), à comparer respectivement avec (d) et (f) qui
présentent les mêmes paramètres excepté un couplage pseudoscalaire. Les calculs présentés
ici ont été eﬀectués à température nulle. Cependant, les contributions des niveaux de Landau
peuvent être inﬂuencées par la température. Notamment, on a observé numériquement que
la visibilité des pics en ω∗n (équation (4.40)) n’est possible que si la température est inférieure
à l’espacement en énergie entre les niveaux de Landau, de l’ordre de 1meV×√B (T) pour
les deux premiers niveaux non chiraux.
Jusqu’ici, nous nous sommes concentrés sur le cas où B ‖ q et où b0 = 0. Dans le cas
contraire, l’équation de dispersion (4.28) est inchangéemais on doitmodiﬁer les polarisations.
Si on prend b0 6= 0, on doit utiliser les formules (4.25) et (4.26) pour calculer les fonctions de
polarisations. Cela n’a pas d’eﬀet qualitatif important sur la dispersion. On notera cependant
que la variation de ωp avec B < BQL peut diﬀérer du cas exposé dans les ﬁgures 4.7. Il
est par exemple possible d’avoir à la fois |µ− b0| < ∆1 mais |µ+ b0| > ∆1, auquel cas les
niveaux non chiraux gauche (|Ψn−〉) sont au-dessus du niveau de Fermi tandis que les droites
(|Ψn+〉) sont en-dessous. Dans ce cas, on est d’une part dans une limite quantique eﬀective
pour les états |Ψn+〉 et la contribution intrabande du niveau chiral |Ψ0+〉 fait augmenter
ωp de façon monotone avec B. D’autre part, les croisements entre les niveaux |Ψn−〉 et
l’énergie de Fermi procurent les oscillations montrées sur la ﬁgure 4.8. On remarquera de
plus chaque continuum qui était associé à deux niveaux de Landau symétriques (et de
chiralités opposées) se dédouble en deux continuums séparés en fréquence de b0/h¯. On
peut voir ceci en comparant les ﬁgures 4.6 (d) et 4.8 (droite).
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cs |q| = ωp (q) ne peut être satisfaite que si |cos θ| < cs/vF ∼ 10−2, ce qui surpasse la
précision atteignable des expériences actuelles.
Dans cette section, on présente une théorie sur la modiﬁcation de la vitesse du son par
l’interaction avec les fermions de Weyl, sous la motivation des travaux de [119] et de [120].
On montrera notamment que l’évolution de la vitesse du son sous l’application d’un champ
magnétique reﬂète d’une part la présence des niveaux de Landau chiraux, et exhibe d’autre
part des oscillations quantiques propres aux fermions de Weyl.
On se concentre sur un couplage électron-phonon purement scalaire et de type piézo-
électrique, qui est suspecté d’être le couplage dominant dans les expériences de mesures
ultrasons actuelles. Dans un isolant piezoélectrique, la vitesse du son est donnée par [121,122]
cs =
√
c20 +
1
ρu
d2
ε∞
, (4.41)
où c0 est la vitesse du son en absence de piézoélectricité (due seulement aux forces élastiques
du réseau) et d est la constante de couplage piézoélectrique 6. En présence d’électrons de
conduction, on doit rajouter un couplage |G0|2 = (ed/ε∞)2 /ρ (voir équation (4.28)) pour
obtenir
ω2 = q2
(
c20 +
1
ρu
d2
ε∞
1
ε (q,ω)
)
, (4.42)
expression qui a été obtenue par une approche diﬀérente dans [121, 122]. L’expression (4.42)
indique que la vitesse du son diminue d’autant plus que le système est conducteur. Du fait
que les phonons acoustiques ont des fréquences petites comparées au taux de diﬀusion Γ
des électrons par des impuretés, on doit prendre le temps de vie électronique ﬁni dans la
fonction diélectrique apparaissant dans (4.42). L’approche la plus simple, et communément
employée, et de remplacer ω par ω+ iΓ, ce qui malheureusement viole la conservation du
nombre de particules. À la place, nous utilisons les résultats de [123] qui se traduisent dans
la fonction de polarisation retardée :
ΠVV (q,ω) =
(ω+ iΓ)ΠVV0 (q,ω+ iΓ)ΠVV0 (q, 0)
iΓΠVV0 (q,ω+ iΓ) +ωΠVV0 (q, 0)
, (4.43)
où ΠVV0 (q,ω+ iΓ) est la fonction de polarisation calculée en absence de désordre (c’est-
à-dire avec les équations (4.8) et (4.9)). Pour ω ≫ Γ, (4.43) donne le même résultat que
l’approximation ω → ω + iΓ. Par la suite, on considérera des phonons acoustiques pour
lesquels Γ ≫ vF |q| ≫ ω ∼ cs |q|, et q2ℓ2B ≪ 1. Dans ce régime, l’équation (4.43) diﬀère dras-
tiquement de l’approximation qui ne conserve pas le nombre de particules. On supposera
6. Généralement, c’est un tenseur appelé tenseur électromécanique. On supposera ici que c’est une constante.
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de plus que la largeur de bandes induite par le désordre est inférieure à la séparation entre
les premiers niveaux de Landau (vFℓ−1B ≫ Γ, ou h¯Γ < 5
√
B (T)meV pour vF ≃ 2× 105m/s).
Cela nous permettra de distinguer les propriétés dues à la séparations des niveaux de
Landau dans la vitesse du son.
On commencera par montrer l’impact des niveaux de Landau chiraux sur la vitesse du
son en se plaçant dans la limite quantique, puis on étudiera les oscillations quantiques dues
aux croisements des niveaux de Landau non chiraux.
4.3.2.1 Limite quantique
Dans ce régime, ΠVV0 (q,ω) est donné par l’équation (4.22). Soulignons que contraire-
ment à ΠVV0 (q,ω+ iΓ) ≃ ΠVV0 (q, iΓ) ∝ cos2 θ, ΠVV0 (q, 0) est indépendant de l’angle θ
entre le moment q et le champ magnétique. Supposons cs/vF ≫ vF |q| /Γ, ce qui est parti-
culièrement plausible pour des phonons des très grande longueur d’onde (|q| ∼ 100cm−1
[120]). Les équations (4.22) et (4.43) mènent alors à la fonction diélectrique
ε (q,ω) ≃ 1+
(
1+ i
Γ
ω
)
2α
π
l2 cos2 θ
ℓ2B
,
où l ≡ vF/Γ est le libre parcours moyen électronique. Si
√
αl cos θ/ℓB ≫
√
ω/Γ, la partie
imaginaire de ε est bien plus grande que sa partie réelle (elle-même supérieure à 1). Dans
ce cas, la partie piézoélectrique de la vitesse du son est fortement écrantée par les niveaux
de Landau chiraux et cs ≃ c0. Inversement, si
√
αl cos θ/ℓB .
√
ω/Γ, alors ε (q,ω) ≃ 1 et
la vitesse du son tend vers cs déﬁnie en (4.41) (cs > c0). Le fait que l’on peut supprimer
la contribution des niveaux de Landau chiraux en variant θ est une marque de l’anomalie
chirale. En pratique, pour |q| ∼ 100cm−1, Γ/ω est de l’ordre de 105. On peut alors s’attendre
à trouver une vitesse du son presque égale à c0 pour tout θ sauf dans une région très resserrée
autour de π/2. Comme montré sur la ﬁgure 4.9, cette région s’élargit si le matériau est
moins propre. C’est également le cas pour un moment de phonon plus grand.
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F igure 4.9 Dépendance de la vitesse du son cs (θ) ≡ |∂ω/∂q| en fonction de l’angle entre
le moment du phonon acoustique et le champ magnétique, dans la limite quan-
tique, pour trois valeurs diﬀérentes du taux de diﬀusion Γ. L’axe vertical expose
∆cs (θ) = cs (θ)− cs (0). Le pic étroit à θ = π/2 provient des niveaux de Landau
chiraux. Sur cette ﬁgure, on a choisi B = 10T.
4.3.2.2 Champ intermédiaire et oscillations quantiques
En dehors de la limite quantique, le nombre de niveaux de Landau interceptant le
potentiel chimique varie avec le champmagnétique. Cela se traduit en oscillations quantiques
mesurables dans la vitesse du son avec des mesures ultrasonores de haute précision.
Du fait que l’amplitude des oscillations dépend fortement des paramètres microsco-
piques, notamment d, ε∞ et c0, il est diﬃcile de faire une prédiction quantitative générale.
Cependant, la ﬁgure 4.10 montre que l’enveloppe des oscillations croît en B3/2.
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Π0V peut donc s’écrire Π
0
V ≃ A0 + A1 × B3/2 où A0 et A1 sont des constantes. Ainsi, c’est
bien la dépendance en B3/2 de l’enveloppe des oscillations qui domine dans la vitesse du
son. Cette propriété caractéristique marque la présence de Fermions de Weyl. Notons de
plus que, dans la section suivante, on montrera analytiquement que cette dépendance en
B3/2 des pics de ΠVV (q,ω) ainsi que l’annulation du terme linéaire en B sont aussi valides
dans le régime où ω ≫ vFqz.
4.3.3 Polarisation à bas champ et lien avec les résultats du chapitre 3
Comme nous l’avons mentionné dans la sous-section 4.2.2.2, l’action eﬀective des pho-
nons et leurs équations du mouvement obtenues dans ce chapitre et le précédent sont
formellement identiques. On avait cependant calculé la fonction diélectrique et la fonction
de polarisation à champmagnétique nul, ce qui est valide en réponse linéaire à faible champ,
puisque l’ordre le plus bas du développement de ΠVV en B est deux (si l’eﬀet des oscillations
quantiques est négligé). On avait ainsi négligé l’importance de ΠVV dans la dynamique
des phonons puisque seul ΠVA (qui était entrait dans l’expression de la charge de Born
eﬀective δQ du chapitre précédent) contenait un pôle. Cette approximation de réponse
linéaire n’est plus valable à fort champ puisque ΠVV possède le même pôle que ΠVA dans ce
cas. Il est également intéressant de noter que le calcul à fort champ présenté dans ce chapitre
donne un pôle de ΠVA à ω2 = v2Fq
2
z au lieu du pôle en ω
2 = v2Fq
2 trouvé dans δQ. On peut
retrouver cette diﬀérence entre les régimes à fort et faible champ magnétique en faisant le
développement du propagateur électronique au premier ordre en B (donné dans [116]) ou
bien en prenant la limite à faible champ de l’expression donnée par [124] (en prenant une
masse des fermions nulle) de ΠVA.
Aﬁn de justiﬁer que le travail présenté au chapitre 3 est valide en réponse linéaire en B,
on montre que ΠVV est indépendant du champ magnétique, au premier ordre. Pour cela,
on simpliﬁe le problème en choisissant le régime θ = 0 , b0 = 0, et |q| ≪ ω ≪ µ. Dans ce
cas, l’équation (4.20) alliée aux résultats de [118] nous donne
ΠVV =
µ2
2π2 (h¯v)3
v2q2z
ω2
δB

1+ 2 E(
1
δB
)
∑
n=1
√
1− nδB

+O(v4Fq4z
ω4
)
, (4.48)
avec δB ≡ 2h¯2v2Fℓ−2B /µ2. Le premier terme, qui est linéaire en B, correspond aux niveaux
de Landau chiraux tandis que le second inclue la somme sur tous les autres niveaux. Aﬁn
de développer le résultat (4.48) en puissance de B, on ﬁxe δB = 1/N, où N est un entier
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strictement positif. À partir de (4.48), on obtient alors
ΠVV =
2µ2
3π2 (h¯v)3
{
v2q2z
ω2
[
1+
3ζ
(− 12)
2N3/2
+
1
16N2
+O
(
1
N
5
2
)]
+O
(
v4Fq
4
z
ω4
,
h¯2v2Fq
2
z
µ2
)}
(4.49)
où ζ est la fonction zeta (ζ (−1/2) ≃ −0.21). La contribution non analytique provenant des
niveaux de Landau chiraux a été supprimée, et l’amplitude des pics croît en B3/2.
Dans la limite µ→ 0, on ne considère que les contributions interbandes à la polarisation,
ce qui donne
ΠVV (µ = 0) = − 1
6π2
q2z
h¯vF
(
5
3
+ ln
∣∣∣∣ Λ2ω2 − q2z
∣∣∣∣− iπΘ (ω− qz)
)
+O (B2) (4.50)
où Λ est le cutoﬀ en énergie et Θ est la fonction de Heaviside.
Contrairement à ΠVV , ΠVA garde son comportement singulier à faible champ, notam-
ment sa dépendance en B ainsi que le pôle en ω = vF |q|, ce qui est attendu puisque ΠVA
correspond au diagramme VVA à l’origine de l’anomalie chirale, dans la théorie de réponse
linéaire en champ magnétique.
Conclusion
Dans cette thèse, nous avons présenté une étude théorique de la dynamique du réseau
dans les semimétaux de Weyl sous champ magnétique. L’objectif initial était de prédire une
empreinte observable de l’anomalie chirale présente dans les semimétaux de Weyl sur la
dynamique du réseau cristallin. Pour cela, nous avons étudié l’eﬀet des fermions de Weyl
sur les phonons par l’intermédiaire du couplage électron-phonon, sous l’application d’un
champ magnétique statique et uniforme. Nous avons travaillé avec un modèle simpliﬁé
d’un semimétal de Weyl en ne considérant que la dispersion linéaire des électrons de basse
énergie. De plus, nous n’avons considéré que deux types de couplages : d’une part un
couplage scalaire qui correspond à une ﬂuctuation du potentiel chimique, d’autre part un
couplage pseudoscalaire qui correspond à la ﬂuctuation de la diﬀérence en énergie entre
deux noeuds de Weyl de chiralités opposées. Cette dernière forme de couplage ne peut être
apportée que par un phonon pseudoscalaire.
Dans le chapitre 3, nous avons analysé l’inﬂuence du champmagnétique sur les phonons
optiques à grande longueur d’onde par l’intermédiaire d’une interaction entre deux champs
vecteurs et un champ axial ou pseudoscalaire. Ce couplage apparaît dans l’équation du
mouvement des phonons pseudoscalaires par l’intermédiaire du diagramme triangle VVA.
En particulier, si on néglige le couplage électron-phonon de type vecteur ainsi que la partie
dynamique du champmagnétique, seul la partie longitudinale du diagramme contribue. Ce
diagramme, à l’origine de l’anomalie chirale en théorie des perturbations, donne lieu à une
charge de Born eﬀective induite par le couplage électron-phonon et le champ magnétique.
Par conséquent, l’anomalie chirale peut être à l’origine d’une activité infrarouge induite par
champ magnétique. La susceptibilité électrique correspondante a la particularité d’avoir
une seule composante non nulle, et ce dans la direction du champ magnétique appliqué.
Additionnellement, la charge de Born induite comporte un pôle qui est essentiel à l’anomalie
chirale, mais ce pôle n’est pas atteignable avec des mesures infrarouges. Cependant, il induit
un anticroisement dans la dispersion en fréquence du phonon optique, qui peut s’observer
avec des mesures Raman de haute précision. L’amplitude de cet anticroisement augmente
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avec le champ magnétique et est maximale lorsque celui-ci est parallèle à la direction de
propagation du phonon. Enﬁn, la partie non longitudinale du diagramme VVA engendre
un tenseur Raman dont la résonance logarithmique, bien que non liée à l’anomalie chirale,
est due à la dispersion particulière des fermions de Weyl.
Dans ce chapitre, nous avons choisi un semimétal avec un potentiel chimique nul, et
nous avons négligé le décalage en énergie entre les noeuds de Weyl de chiralités opposées.
Dans un tel système, le mode de plasmon est inexistant et l’écrantage ne joue pas de rôle
qualitatif dans la dispersion des phonons.
Dans le chapitre 4, aﬁn d’étendre l’étude à un champ fort et un potentiel chimique ﬁni,
nous nous sommes placés dans le régime des niveaux de Landau pour les états électroniques.
Cela a permis d’inclure le champ magnétique de façon non perturbative dans les fonctions
de réponse qui entrent dans la dispersion des phonons. Dans ce régime, aussi bien les
couplages scalaire que pseudoscalaire mènent à des fonctions de réponse résonantes. Dans
ce cas, on a vu que les pôles des fonctions de réponse sont dus à la présence des niveaux de
Landau chiraux. Il en résulte que l’anticroisement auparavant associé au pôle de la fonction
de réponse VVA est maintenant déterminé par le mode de plasmon. Cette hybridation
plasmon-phonon optique peut donc apparaître pour tout type de phonon, mais seul un
couplage pseudoscalaire permet une hybridation résonante pour un phonon de moment
nul ou très faible. C’est cette dernière caractéristique qui peut être associée à l’existence
de l’anomalie chirale, les autres étant dues à la dispersion particulière des fermions de
Weyl sous champ magnétique. Dans la limite quantique, l’hybridation est contrôlée par
le champ magnétique et le moment du phonon, et le potentiel chimique n’inﬂuence pas
qualitativement la dispersion des phonons. Pour un champ magnétique en-dessous de la
limite quantique, des eﬀets supplémentaires apparaissent dans la dispersion du phonon
optique pseudoscalaire. Notamment à forts champ et potentiel chimique, on observe des
anticroisements causés par les contributions intrabandes des niveaux de Landau non chiraux
aux fonctions de réponse. Ces derniers se distinguent facilementde l’anticroisementplasmon-
phonon puisqu’ils ont lieu dans la région ω < vFqz, contrairement au premier qui se situe à
ω > vFqz.
L’hybridation entre ondes acoustiques et le plasmon est quasiment inexistante. Cepen-
dant, les fermions de Weyl peuvent laisser des traces non triviales dans la vitesse du son.
Nous nous sommes concentrés sur la modiﬁcation de la vitesse de groupe d’un phonon
acoustique due à l’interaction piezoélectrique. On a montré qu’on peut annuler la contribu-
tion des niveaux de Landau chiraux à la vitesse du son en plaçant le champ magnétique
perpendiculaire à la direction de propagation du son. Dans la limite quantique, où la fonction
diélectrique est dominée par les niveaux chiraux, on peut ainsi passer de la vitesse du son
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d’un système métallique où la contribution piézoélectrique à la vitesse du son est totalement
écrantée par les électrons dans les niveaux de Landau chiraux, à celle d’un système isolant
(c’est-à-dire sans écrantage de la piézoélectricité des électrons de conduction) en plaçant
le champ magnétique perpendiculaire à la propagation de l’onde acoustique. Hors de la
limite quantique, à faible champ, les niveaux de Landau non chiraux laissent des oscilla-
tions quantiques dans la variation de la vitesse du son en fonction du champ magnétique.
L’amplitude de ces oscillations quantiques présente une évolution caractéristique en B3/2.
La formulation utilisée dans le chapitre 4 est à priori valide pour n’importe quelle
amplitude du champ magnétique, à condition d’avoir un matériau sans trop de désordre
aﬁn que la quantiﬁcation des niveaux de Landau reste pertinente. Ces conditions ne sont en
général pas applicables à trop faible champ magnétique. Il pourrait donc être intéressant
dans un projet futur d’étudier l’inﬂuence du champ magnétique dans un régime semi-
classique, dans une approche similaire à [62] mais appliquée à la dynamique du réseau.
L’idée serait de combiner les formalismes de [62] et [125].
Pour complémenter nos calculs eﬀectués dans le cadre d’un modèle jouet, il serait très
utile de calculer les diﬀérents types de couplages électron-phonon dans des semimétaux de
Weyl réalistes. Notamment, nous serions intéressés de connaître les amplitudes typiques
que pourrait prendre le couplage pseudoscalaire dans diﬀérents matériaux, couplage qui
a pris une importance particulière dans l’inﬂuence de l’anomalie chirale sur les phonons.
Également, le calcul ab-initio pourrait permettre d’étudier de façon plus précise le tenseur
Raman et les contributions résonantes des fermions de Weyl discutées au chapitre 3.
Annexes
A. Robustesse du pôle de l’anomalie chirale avec le cutoff ultra-violet
Dans la section (3.2.3), nous avons utilisé les résultats de physique de haute énergie aﬁn
d’en extraire le pôle en 1/q2 directement lié è l’anomalie chirale. Cependant, il faut prendre
en compte qu’en matière condensée, le cutoﬀ est ﬁni à l’inverse de la situation en physique
des particules. Concrètement, nous devons prendre en compte un cutoﬀ en énergie Λ qui
délimite la zone de la zone de Brillouin dans laquelle la dispersion de type fermion de Weyl
est valide. Nous allons donc dériver le résultat (3.32) en prenant en compte un cutoﬀ. On va
pouvoir ainsi montrer que le diagramme VVA longitudinal se décompose en deux termes :
l’un contient le pôle en 1/q2 et l’autre tend vers 0 quand q2/Λ2 → 0.
Comme nous l’avons fait dans le chapitre (3), nous considérons une température et un
potentiel chimique nul. De plus, aﬁn de présenter le calcul de la façon la plus simple, on
utilisera une forme de Tαµν(k, k′) légèrement diﬀérente de (3.32) mais équivalente à une
translation près :
Tαµν(k, k
′) =
ˆ
p
tr
[
1
✓p− ✄l
γ5γα
1
✓p + ✄l
γµ
1
✓p− ✁r
γν
]
with

l =
k+k′
2 =
q
2
r = k−k′2
(4.51)
et✓p ≡ γλpλ. Pour la partie longitudinale, il suﬃt de calculer qαTαµν(k, k′). Pour cela, on com-
mence par utiliser l’astuce (✓p− ✄l)
−1
2✄l (✓p + ✄l)
−1
= (✓p− ✄l)
−1 − (✓p + ✄l)
−1 puis l’invariance
de Tαµν sous l’échange des indices µ et ν : Tαµν(k, k′) = Tαµν(k, k′) + Tανµ(k′, k). Ensuite, on
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eﬀectue la trace sur les matrice de Dirac pour obtenir
qαT
αµν(k, k′) = 4i
ˆ
p<Λ
[ f1(p)− f1(p + k)] +
[
f2(p)− f2(p + k′)
]
(4.52)
f1(p) = ǫ
σρµν
kσk
′
ρ − 2pσk′ρ
(p− k− k′)2 (p− k + k′)2 (4.53)
f2(p) = ǫ
σρµν k
′
σkρ − 2pσkρ
(p− k− k′)2 (p + k− k′)2 (4.54)
On utilise ensuite l’hypothèse k2, k
′2 ≪ Λ2 pour faire le développement
ˆ
p<Λ
f1(p + k)− f1(p) =
ˆ
p<Λ
[
kβ∂pβ f1(p) +
1
2
kβkη∂pη∂pβ f1(p) +
1
6
kβkηkγ∂pγ∂pη∂pβ f1(p)
]
+O( k
4
Λ4
)
(4.55)
=
Λ2
8π2
[
kβ
〈
Λβ f1(Λ)
〉
+
1
2
kβkη
〈
Λβ∂η f1(Λ)
〉
+
1
6
kβkηkγ
〈
Λβ∂γ∂η f1(Λ)
〉]
+O( k
4
Λ4
),
où〈 〉 est la moyenne sur l’hypersphère (en 3D) déﬁnit par p2 = Λ2. On procède identi-
quement pour le terme contenant f2. f1(Λ) et f2(Λ) décroissent comme et chaque dérivée
apporte un facteur en 1/Λ supplémentaire. On utilise ﬁnalement les identités
〈Λi〉 =
〈
ΛiΛjΛk
〉
= 0〈
ΛiΛj
〉
=
1
2π2
ˆ
d3ΩΛiΛj =
1
4
gijΛ
2
〈
ΛiΛjΛkΛl
〉
=
1
2π2
ˆ
d3ΩΛiΛjΛkΛl =
1
24
(
gijgkl + gikgjl + gil gjk
)
Λ4,
pour obtenir
qαT
αµν(k, k′) =
iǫσρµν
2π2
[
1− 9
4
k2 + k′2
Λ2
+O( 1
Λ3
)
]
kσk
′
ρ. (4.56)
ce qui impliqueT(l)αµν ∝ qα/q2, que le cutoﬀ Λ soit inﬁni ou non. De plus le terme dominant
est indépendant de Λ.
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B. Dérivation des fonctions ΠVV et ΠVA
Le but de cet annexe et de détailler l’origine des expressions (4.14) et (4.15) pour les fonc-
tions de polarisation apparaissant dans la dispersion de phonon. On s’attardera seulement
sur le cas où b0 = 0 puisqu’il est expliqué dans la sous-section 4.2.2.3 comment utiliser les
expressions valides à b0 = 0 pour faire les calculs à b0 6= 0.
On commence par utiliser la fonction de Green (4.2) et calculer les traces matricielles
dans les expressions
ΠVV (q, iω) =
T
V ∑
iν,k
tr
[G (k, iν) G (k′, iν+ iω)] (4.57)
ΠVA (q, iω) =
T
V ∑
iν,k
tr
[G (k, iν) G (k′ + q, iν+ iω) τz] , (4.58)
où on utilise la notation k′ ≡ k+q. On fait ensuite la somme sur les fréquences deMatsubara
de la façon suivante :
T ∑
iν
1
(h¯iν+ µ)2 − E2nkz
1
(h¯ (iν+ iω) + µ)2 − E2
mk
′
z
=
T
4Enkz Emk′z
∑
iν
∑
λλ
′
λ
h¯iν+ µ− λEnkz
λ
′
h¯iν+ h¯iω+ µ− λ′Emk′z
=
1
4Enkz Emk′z
∑
λλ
′
λλ
′ f (λEnkz)− f
(
λ
′
Emk′z
)
λEnkz − λ′Emk′z + h¯iω
T ∑
iν
h¯iν+ µ
(h¯iν+ µ)2 − E2nkz
h¯iν+ h¯iω+ µ
(h¯ (iν+ iω) + µ)2 − E2
mk
′
z
=
T
4 ∑
iν
∑
λλ
′
1
h¯iν+ µ− λEnkz
1
h¯iν+ h¯iω+ µ− λ′Emk′z
=
1
4 ∑
λλ
′
f (λEnkz)− f
(
λ
′
Emk′z
)
λEnkz − λ′Emk′z + h¯iω
,
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Avec λ,λ′ = ±1. Après un peu d’algèbre, on trouve
ΠVV(q) = −e−
q2⊥ℓ2B
2
1
V ∑
nmλλ′k
e−2(k⊥+
q⊥
2 )
2
ℓ2B (−1)n+m f (λEnkz)− f (λ
′Emk′z)
λEnkz − λ′Emk′z + iω
(4.59)
× {[Ln(t)Lm(t′) + Ln−1(t)Lm−1(t′)]
+ λλ′h¯2v2F
kzk
′
z [Ln(t)Lm(t
′) + Ln−1(t)Lm−1(t′)] + 8k⊥ · k′⊥L1n−1(t)L1m−1(t′)
Enkz Emk′z
}
et
ΠVA(q) = e
−q2⊥ℓ2B/2 1V ∑
nmλλ′k
e−2(k⊥+
q⊥
2 )
2
ℓ2B(−1)n+m f (λEnkz)− f
(
λ′Emk′z
)
λEnkz − λ′Emk′z + iω
(4.60)
× h¯v
(
λ
kz
Enkz
+ λ′
k′z
Emk′z
) (
Ln(t)Lm(t
′)− Ln−1(t)Lm−1(t′)
)
avec t ≡ 2k2⊥ℓ2B et t′ = 2 (k⊥ + q⊥)2 ℓ2B. Pour arriver aux résultats (4.14) et (4.15), il manque
la somme sur les quasi-moments k2⊥. Celle-ci se fait avec l’aide des formules intégrales sur
les polynômes de Laguerre :
1
(2π)2
ˆ
d2k⊥e−2(k⊥+
q⊥
2 )
2
ℓ2B Ln
(
2k2⊥ℓ
2
B
)
Lm
(
2(k′⊥)
2
ℓ
2
B
)
(4.61)
=
ℓ
−2
B
8π
(−1)n+m m!
n!
(
q2⊥ℓ
2
B
2
)n−m
Ln−mm
(
q2⊥ℓ
2
B
2
)2
(4.62)
et
1
(2π)2
ˆ
d2k⊥e−2(k⊥+
q⊥
2 )
2
ℓ2B 8k⊥ · k′⊥L1n−1
(
2k2⊥ℓ
2
B
)
L1m−1
(
2(k′⊥)
2
ℓ
2
B
)
=
(
ℓ
−2
B
)2
2π
(−1)n+m m!
(n− 1)!
(
q2⊥ℓ
2
B
2
)n−m
Ln−mm−1
(
q2⊥ℓ
2
B
2
)
Ln−mm
(
q2⊥ℓ
2
B
2
)
.
Ces formules d’apparence non triviale ont été vériﬁées numériquement. Elles ont été suppo-
sées aﬁn que les expressions (4.14) et (4.15) ﬁnales correspondent avec les expressions de
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polarisation qu’on trouverait avec les formules de Kubo
ΠVV(q, iω) =
1
2π2l2B
∑
nn′
∑
λλ
′
ˆ ∞
−∞
dkz ∑
τ
∣∣∣〈nλkzτ|eiq⊥·r|n′λ′k′zτ〉∣∣∣2 f (E
λ
nkzτ
)− f (Eλ′n′k′zτ)
Eλnkzτ − Eλ
′
n′k′zτ
+ iω
(4.63)
ΠVA(q, iω) =
1
2π2l2B
∑
nn′
ˆ ∞
−∞
dkz ∑
τ
τ
∣∣∣〈nλkzτ|eiq⊥·r|n′λ′k′zτ〉∣∣∣2 f (E
λ
nkzτ
)− f (Eλ′n′kz+qzτ)
Eλnkzτ − Eλ
′
n′kz+qzτ + iω
(4.64)
et les spineurs des niveaux de Landau déﬁnis dans la section 1.2.1.2 (voir équation (1.25)).
Cependant, les formules (4.63) et (4.64) ne sont pas faciles à démontrer à cause de la présence
du champ magnétique qui ne conserve pas les moments. À l’inverse, l’astuce de Schwinger,
qui consiste à séparer la fonction de Green en une phase multipliant une la fonction G
invariante par translation (voir équation (4.1)), permet d’arriver immédiatement aux formules
(4.57) et (4.58).
Il peut être utile de faire quelques remarques concernant l’évaluation numérique des
expressions (4.14) et (4.15) du texte principal. Premièrement on peut noter les égalités
C
(1)
nm(q
2
⊥) = C
(1)
mn(q
2
⊥) et C
(2)
nm(q
2
⊥) = C
(2)
mn(q
2
⊥), ainsi que
Inm (qz, iω) = Imn (−qz,−iω) (4.65)
Jnm (qz, iω) = Jmn (−qz,−iω) (4.66)
Inm (qz, iω) = Inm (−qz, iω) (4.67)
Jnm (qz, iω) = Jnm (−qz, iω) , (4.68)
ces dernières pouvant être prouvées en faisant une translation du moment interne, kz →
kz − qz (pour les deux premières) et kz → −kz (pour les deux dernières). Cela permet
de rassembler les termes de fréquences opposés de type Inm (qz, iω) + Inm (qz,−iω) dans
la somme sur les indices n et m de (4.14) et (4.15). Les dénominateurs des intégrandes
résultantes contiennent des termes quadratiques en fréquences et énergies au lieu de termes
linéaires comme il apparaît dans (4.14) et (4.15). La somme numérique sur kz converge mieux
dans ce cas.
Deuxièmement, on doit ﬁxer un cutoﬀ dans la somme sur les indices de niveaux de
Landau. Ce dernier, noté NΛ, dépend du champ magnétique comme NΛ ∼ Λ/
(
h¯vFℓ
−1
B
)2
,
où Λ est un cutoﬀ en énergie, indépendant du champ. Les résultats pour les fonctions de
réponse sont plus sensibles au cutoﬀ à faible champ. À fort champ, quand les niveaux de
Landau sont bien séparés et que le potentiel chimique en croise seulement quelques uns, on
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peut choisir pour NΛ l’indice du plus haut niveau qui croise le potentiel chimique. Dans ce
cas, ajouter quelques niveaux à la somme ne change pas qualitativement les résultats.
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