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Deep Transfer Learning Based Downlink Channel
Prediction for FDD Massive MIMO Systems
Yuwen Yang, Feifei Gao, Zhimeng Zhong, Bo Ai, and Ahmed Alkhateeb,
Abstract—Artificial intelligence (AI) based downlink channel
state information (CSI) prediction for frequency division du-
plexing (FDD) massive multiple-input multiple-output (MIMO)
systems has attracted growing attention recently. However, ex-
isting works focus on the downlink CSI prediction for the users
under a given environment and is hard to adapt to users in new
environment especially when labeled data is limited. To address
this issue, we formulate the downlink channel prediction as a deep
transfer learning (DTL) problem, and propose the direct-transfer
algorithm based on the fully-connected neural network architec-
ture, where the network is trained in the manner of classical deep
learning and is then fine-tuned for new environments. To further
improve the transfer efficiency, we propose the meta-learning
algorithm that trains the network by alternating inner-task and
across-task updates and then adapts to a new environment with
a small number of labeled data. Simulation results show that the
direct-transfer algorithm achieves better performance than the
deep learning algorithm, which implies that the transfer learning
benefits the downlink channel prediction in new environments.
Moreover, the meta-learning algorithm significantly outperforms
the direct-transfer algorithm, which validates its effectiveness and
superiority.
Index Terms—Deep transfer learning (DTL), meta-learning,
few-shot learning, downlink CSI prediction, FDD, massive MIMO
I. INTRODUCTION
The acquisition of downlink channel state information (CSI)
is a very challenging task for frequency division duplexing
(FDD) massive multiple-input multiple-output (MIMO) sys-
tems due to the prohibitively high overheads associated with
downlink training and uplink feedback [1]–[3]. By exploiting
the angular and delay reciprocities between the uplink and
the downlink [4]–[6], conventional methods proposed to re-
duce the downlink training overhead by extracting frequency-
independent information from the uplink CSI, or to reduce the
uplink feedback overhead by using compressive sensing based
algorithms [7]–[10]. Nevertheless, the conventional methods
either assume that the propagation paths are distinguishable
and limited or highly rely on the sparsity of channels.
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Recently, artificial intelligence (AI, including machine
learning and deep learning, etc.) has been recognized as a po-
tential solution to deal with the high complexity and overheads
of wireless communication system [11]–[30]. Great success
has been achieved in various applications such as channel
estimation [13]–[16], data detection [17], [18], CSI feedback
[19]–[21], beamforming [22]–[24], and hybrid precoding [25],
etc. Specifically, [15] proposed to learn the mapping from the
channels of high-resolution ADC antennas to those of low-
resolution ADC antennas, which achieves better performance
than existing low-resolution ADC related channel prediction
methods. Furthermore, AI based downlink CSI prediction for
FDD systems has also been studied in many works [27]–[30].
In [27], a convolutional neural network is proposed to predict
the downlink CSI from the uplink CSI for single-antenna FDD
systems. Based on the CSI correlations between different base
station (BS) antennas, linear and supper vector based regres-
sion methods have been proposed to use the downlink CSI of
partial BS antennas to predict the whole downlink CSI, which
can reduce the overheads of both downlink pilots and uplink
feedback [28]. In fact, [29] develops the channel mapping
in space and frequent concept which proves that deep neural
networks (DNNs) can learn not only the correlation between
closely-located BS antennas but also between the base station
arrays that are positioned at different locations or different
frequency bands in the same environment. By exploiting the
mapping relation between the uplink and downlink CSI in
FDD massive MIMO systems, an efficient complex-valued
based DNN is trained to predict the downlink CSI only from
the uplink CSI, i.e., no downlink pilot is needed at all [30].
Compared with conventional methods (e.g. [7], [8]), AI
aided downlink CSI prediction benefits from the excellent
learning capability of DNNs and does not require accurate
channel models or high computational operations. However,
existing AI aided downlink CSI prediction methods [27]–[30]
all focus on training models for users in a certain environment.
Since users may experience different wireless transmission
environments, data collection and training the models from
scratch are required for the users in new environments [27]–
[30]. Typically thousands of samples and training epochs are
required for training one DNN, and thus training a new DNN
for each user would face unacceptable time and data cost.
Therefore, it is highly desirable to design a method that can
adapt to new environments with a small amount of data.
Inspired by human’s capability to transfer knowledge from
previous experience, transfer learning, which aims to improve
the performance of target tasks by exploiting the knowledge
from source tasks, becomes a promising technology in ma-
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chine learning area to solve similar tasks with limited labeled
data. Studies on transfer learning date back from 1995 in
different names, such as incremental/cumulative learning, life-
long learning, multi-task learning, and learning to learn, etc
[31]. Generally, transfer learning algorithms acquire knowl-
edge from source tasks by pre-training a model on a large-scale
source dataset and then fine-tune the pre-trained model on a
small-scale target dataset1. With the rapid development of deep
learning, the concept of deep transfer learning (DTL) is pro-
posed by combining transfer learning with deep learning [33].
The methodology in transfer learning can be easily generalized
to DTL, including instance-transfer, feature-representation-
transfer, and parameter-transfer, etc [31]. In particular, the
model-agnostic meta-learning (MAML) algorithm proposed
in [34], a classical parameter-transfer learning algorithm, is
known for its universal applicability and the state-of-the-art
performance in few-shot learning. Unlike prior meta-learning
algorithms [35]–[37] that learn an update function and impose
restrictions on the model architecture, the MAML algorithm
learns a model initialization that can effectively adapt to a new
task with a small amount of labeled data.
In this paper, we formulate the downlink channel prediction
for FDD massive MIMO systems as a DTL problem, where
each learning task aims to predict the downlink CSI from the
uplink CSI for users in a certain environment. We develop
the direct-transfer algorithm, where the model is trained on
the data from all previous environments using classical deep
learning and is then fine-tuned with limited data from a new
environment. To achieve more effective transfer, we further
proposed the meta-learning algorithm that learns a model
initialization by an alternating training procedure, consisting
of the inner-task and the across-task updates. We also propose
the no-transfer algorithm as a baseline algorithm, where the
model is trained in the manner of classical deep learning and
is directly tested on the data from a new environment with-
out parameter adaption. Furthermore, theoretical analysis and
complexity comparisons are presented for the proposed three
algorithms. Simulation results show that the direct-transfer al-
gorithm outperforms the no-transfer algorithm, which validates
that transfer learning can effectively improve the performance
of downlink channel prediction in new environments. More-
over, the meta-learning algorithm significantly outperforms the
direct-transfer algorithm, which demonstrates its superiority
over the direct-transfer algorithm.
The remainder of this paper is organized as follows. The
system model for FDD massive MIMO systems is introduced
in Section II. The DTL problem is formulated in Section III.
The no-transfer and direct-transfer algorithms are presented
in Section IV. The meta-learning algorithm is developed in
Section V. Numerical results are given in Section VI. Our
main conclusions are given in Section VII.
Notations: The bold and lowercase letters denote vectors
while the bold and capital letters denote matrices. The nota-
tions [z]p and len(z) denote the p-th entry and the length
1In unsupervised learning [32], labeled data in target tasks are not required.
Unsupervised learning algorithms require strong assumptions of data distri-
butions and are hard to be generalized to different problems, and therefore
will not be discussed here.
BS
Scatters
User
Environment
Fig. 1. Downlink CSI prediction for the FDD Massive MIMO system, i.e.,
a typical massive connectivity scenario [38].
of the vector x, respectively. The notations ℜ[·] and ℑ[·],
respectively, denote the real and imaginary parts of matrices,
vectors or scales. The notation ‖x‖1 denotes the L1 norm
of x. The notation (·)T denotes the transpose of a matrix or
a vector. The notation R2M represents the 2M -dimensional
real vector space. The notation ◦ represents the composite
mapping operation. The notation NC(0, I) represents the
standard complex Gaussian distribution. The notation E[·]
represents the expectation with respect to all random variables
within the brackets. The notation← represents the assignment
operation while the notation→ represents the direction of the
trajectory.
II. SYSTEM MODEL
We consider an FDD massive MIMO system, where BS
is equipped with M ≫ 1 antennas in the form of uniform
linear array (ULA)2 and serves multiple single-antenna users,
as shown in Fig. 1. The users are randomly distributed in
K regions and users in the same region share the same
propagation environment. Denote Bk as the set of users in
the k-th region. Then, the channel between the u-th (u ∈ Bk)
user and BS can be expressed as [8]:
hu (f) =
∫
θ∈Ak
αu (θ)a (θ) dθ
=
∫ ϑ¯+
k
ϑ¯
−
k
|αu (θ)| e−j2πfτu(θ)+jφu(θ)a (θ) dθ, (1)
where f is the carrier frequency of the u-th user, while
|αu (θ)|, φu (θ) and τu (θ) are the attenuation amplitude, the
phase shift and the delay of the incident signal ray coming
from direction of arrival (DOA) θ, respectively. Meanwhile,
Ak
∆
=
[
ϑ¯−k , ϑ¯
+
k
]
is the incident angle spread (AS) of the users
in the k-th region with ϑ¯−k and ϑ¯
+
k being the corresponding
lower and upper bounds of AS. The incident AS is assumed to
be limited in a narrow region due to the limited local scattering
2We adopt the ULA model here for simpler illustration, nevertheless, the
proposed approach does not restrict to the specifical array shape, and therefore
is applicable for array with arbitrary geometry.
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effects at the BS side [4]–[6]. Moreover, a (θ) is the the array
manifold vector defined as
a (θ) =
[
1, e−j̟ sin θ, · · · , e−j̟(M−1) sin θ
]T
, (2)
where ̟ = 2πdf/c, d is the antenna spacing, and c represents
the speed of light.
III. FORMULATION OF DTL PROBLEM
In this section, we first prove the feasibility of applying
deep learning to predict the downlink CSI from uplink CSI
for a single user. Then, we formulate the downlink channel
prediction as a DTL problem and analyze the related transfer
learning algorithms.
A. Deep Learning for Uplink-to-Downlink Mapping
Since the downlink and the uplink of a certain user
share common physical paths and similar spatial propagation
characteristics, there exists a deterministic mapping between
the downlink and the uplink channels when the position-
to-channel mapping is bijective (see more details referring
to [29], [30]). Denote fU,u and fD,u as the uplink and the
downlink frequencies of the u-th user, respectively. Then, the
uplink-to-downlink mapping function can be written as
ΨfU,u→fD,u : {hu(fU,u)} → {hu(fD,u)} . (3)
Although the mapping function ΨfU,u→fD,u cannot be de-
scribed by known mathematical tools, it can be approximated
by deep neural networks as shown in the following.
Let us consider the simplest three-layers fully-connected
neural network (FNN) with only one input layer, one hidden
layer with N neurons, and one output layer. Denote x and
Ω as the input data and the network parameter of FNN,
respectively. Then the corresponding output can be expressed
as NETN (x,Ω). Since deep learning algorithms work in real
domain, we introduce the isomorphism between the complex
and real domains as
ξ : z → (ℜ(zT ),ℑ(zT ))T . (4)
Denote the inverse mapping of ξ as ξ−1 that can be given as
ξ−1 :
(ℜ(zT ),ℑ(zT ))T → z. Based on the universal approx-
imation theorem [39], we obtain the following proposition:
Proposition 1: For any given error ε > 0, there exists a
positive constant N large enough that satisfies
sup
x∈H
‖NETN (x,Ω)−Ψξ,u,U→D (x)‖ ≤ ε,
H = {ξ ◦ hu(fU,u)} ⊆ R2M , (5)
with Ψξ,u,U→D (x) = ξ ◦ΨfU,u→fD,u ◦ ξ−1 (x).
Proof. (i) Since ∀x ∈ H, |x| = |hu(fU,u)| ≤
√
Mϑu |αu (θ)|,
we know x is bounded. Therefore, H is a compact set;
(ii) Since ΨfU,u→fD,u and ξ are continuous mapping and
composition of continuous mappings is still a continuous
mapping, we know Ψξ,u,U→D (x) is a continuous function for
∀x ∈ H. Therefore, the i-th element ofΨξ,u,U→D (x), denoted
by [Ψξ,u,U→D (x)]i, is also a continuous function of x. Based
on (i), (ii) and universal approximation theorem [39, Theorem
1], we know for any εi > 0, there exists a positive constant
Ni such that
sup
x∈H
∣∣NETNi (x,Ωi)− [Ψξ,u,U→D (x)]i∣∣ ≤ εi, (6)
where NETNi (x,Ωi) is the output of the network with
only one neuron in the output layer, and Ωi denotes the
corresponding network parameters. By stacking 2M of the
above networks together, we can construct a larger network
NETN (x,Ω) with N =
∑2M
i=1Ni, where Ω denotes the cor-
responding network parameters. By choosing εi = ε/
√
2M ,
Eq. (5) can be proved.
Proposition 1 reveals that the uplink-to-downlink mapping
function can be approximated arbitrarily well by an FNN with
a single hidden layer. It should be mentioned that although the
network proposed in this work cannot obtain arbitrarily high
prediction accuracy due to inadequate learning or insufficient
number of hidden units [39], Proposition 1 still provides theo-
retical foundation for the application of deep neural networks.
B. Definitions of DTL
For the users in the k-th environment (region), let Xk and
Yk denote the space3 of the uplink and the downlink channels,
respectively. Then, the definitions of the “domain” and the
“task” are given in the following two definitions:
Definition 1: The “domain” D(k) is composed of the
feature space Xk and the marginal probability distribution
P (hu(fU,u))|u∈Bk , i.e., D(k) = {Xk, P (hu(fU,u))|u∈Bk}.
Definition 2: Define the “task” T (k) as the prediction
of the downlink channels from the uplink channels for the
users in the k-th environment. Given the specific domainD(k),
the “task” T (k) is composed of the label space Yk and the
prediction function Fk, i.e., T (k) = {Yk,Fk}.
Remark 1: The prediction function Fk can be learned from
the training data of the k-th environment and then be used
to predict the downlink channels for the users in the k-
th environment. Based on the analysis in Section III-A, the
prediction function Fk can be interpreted as the fitting function
for all the uplink-to-downlink mapping functions defined in
the k-th environment, i.e.,
{
ΨfU,u→fD,u
}
u∈Bk
. The prediction
functionFk can also be interpreted as the conditional probabil-
ity distribution P (hu(fD,u)|hu(fU,u))|u∈Bk from probabilistic
view.
Classical transfer learning consists of two aspects, namely,
the source domain transfer and the target domain adaption.
Based on [31], the definition of transfer learning can be given
as following:
Definition 3: Given the source task TS, the source domain
DS, the target task TT, and the target domain DT, the aim of
transfer learning is to improve the performance of the target
task TT by using the knowledge from TS and DS, where DT 6=
DS or TT 6= TS.
Here we extend the single-source domain transfer to the
multi-source domain transfer. Then, a more generalized defi-
nition of transfer learning can be provided as follows:
3 The space of the uplink channels is X means that any possible uplink
channel vector belongs to X , i.e. hu(fU,u) ∈ X holds for any possible u or
fU,u.
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Definition 4: Given the number of source tasks Ks, the
source tasks {TS(k)}Ksk=1, the source domains {DS(k)}Ksk=1, the
target task TT, and the target domain DT, the aim of transfer
learning is to improve the performance of the target task TT
by using the knowledge from {TS(k)}Ksk=1 and {DS(k)}Ksk=1,
where DT 6= DS(k) or TT 6= TS(k) holds for k = 1, · · · ,Ks.
In Definition 4, the condition DT 6= DS(k) means
that either the corresponding feature space XT 6= XS(k)
holds or the corresponding marginal probability distribu-
tion PT (hu(fU,u)) |u∈BT 6= PS(k) (hu(fU,u)) |u∈Bk holds,
where BT is the set of users in the target environment.
The condition TT 6= TS(k) means that either the label
space YT 6= YS(k) holds or the corresponding condi-
tional probability distribution PT (hu(fD,u|hu(fU,u))) |u∈BT 6=
PS(k) (hu(fD,u)|hu(fU,u)) |u∈Bk holds. Since the conditional
probability distributions for different prediction tasks are dif-
ferent, the condition TT 6= TS(k) is satisfied. Therefore, the
downlink channel prediction for massive MIMO systems can
be formulated as a transfer learning problem.
DTL is to transfer knowledge by deep neural networks,
which is defined as follows [33]:
Definition 5: Given a transfer learning task described by〈
{TS(k)}Ksn=1 , {DS(k)}Ksk=1 TT,DT
〉
, it is a DTL task when the
prediction function FT of TT is a non-linear function that is
approximated by a deep neural network.
Based on Definition 4 and Definition 5, the downlink chan-
nel prediction for massive MIMO systems can be formulated
as a typical DTL problem, where the k-th learning task is
to predict the downlink channel hu(fD,u) from the uplink
channel hu(fU,u) for the users in the k-th environment.
C. Motivation of Meta-learning
Before resorting to DTL methods, we should first consider
the question “whether to transfer”. In fact, if the source
and target tasks are highly related, a deep neural network
would perform well, without the need for fine-tuning the
neural network based on the target environment, thanks to
its remarkable generalization capability. Therefore, a classical
deep learning algorithm should be considered as a baseline
algorithm to investigate the necessity of transfer learning.
The second question is “how to transfer”. One natural
solution is to directly use all the labeled data in the source
tasks to train the network, and then fine-tune the network with
the labeled data in the target task. However, the direct transfer
method tends to overfit when the number of labeled data in
the target task is small, as will be verified by simulations
in Section VI. To overcome this challenge, and motivated
by the state-of-the-art performance of the model-agnostic
meta-learning algorithm in few-shot learning [34], we will
propose the meta-learning algorithm based downlink channel
prediction in Section V.
IV. NO-TRANSFER AND DIRECT-TRANSFER ALGORITHMS
Based on the analysis in Section III-C, we propose the no-
transfer algorithm based on classical deep learning algorithms
to investigate the necessity of transfer learning. Then, the
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Fig. 2. The FNN architecture, where the circles labeled with “+1” represent
the bias units, blank circles represent the units in the hidden layers, and blue
circles represent the units in the input and the output layers.
direct-transfer algorithm is proposed and used as the bench-
mark of the meta-learning algorithm. Both the no-transfer and
the direct-transfer algorithms adopt the FNN architecture as
described in the following subsection.
A. Network Architecture
The FNN architecture has L layers, including one input
layer, L− 2 hidden layers, and one output layer, as shown in
Fig. 2. The input of FNN is x = ξ ◦ hu(fU,u). The output
of the network is a cascade of nonlinear transformation of x,
i.e.,
yˆ = Net (x,Ω) = f (L−1) ◦ f (L−2) ◦ · · ·f (1) (x) , (7)
where Ω
∆
=
{
W (l), b(l)
}L−1
l=1
is the network parameters to
be trained. Moreover, f (l) is the nonlinear transformation
function of the l-th layer and can be written as,
f (l) (x) = r(l)
(
W (l)x+ b(l)
)
, 1 ≤ l ≤ L− 1, (8)
where W (l) is the weight matrix associated with the (l − 1)-
th and the l-th layers, while b(l) and r(l) are the bias vector
and the activation function of the l-th layer, respectively. The
activation function for the hidden layers is selected as the
rectified linear unit (ReLU) function [rre(z)]p = max{0, [z]p}
with p = 1, 2, · · · , len(z). The activation function for the
output layer is the linear function, i.e., rli(z) = z. The loss
function can be written as follow:
LossD (Ω) =
1
V
V−1∑
v=0
∥∥∥yˆ(v) − y(v)∥∥∥2
2
, (9)
where y = ξ ◦hu(fD,u) is the supervise label, V is the batch
size4, the superscript (v) denotes the index of the v-th training
sample, D =
{
(x(v),y(v))
}V
v=1
is the training data of one
batch, and ‖·‖2 denotes the L2 norm.
B. Definitions and Generation of Datasets
As mentioned in Definition 2, each task represents the
prediction of downlink channel from the uplink channel for
the users in a certain environment. In the k-th environment,
U different users are involved in the generation of datasets.
Denote∆f as the frequency difference between the uplink and
4Batch size is the number of samples in one training batch.
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the downlink. Then, each uplink frequency corresponds to a
certain downlink frequency, i.e., fD,u = fU,u + ∆f . Denote
the training dataset of the k-th source task as DTr(k). We
can collect NTr sample pairs {(ξ ◦ hu(fU,u), ξ ◦ hu(fD,u))}
as the dataset DTr(k) by randomly selecting multiple uplink
frequencies for users in the k-th environment.
Denote the adaption and testing datasets of the k-th target
task as DAd(k) and DTe(k), respectively. Similarly, the datasets
DAd(k) and DTe(k) can be obtained by separately collecting
NAd and NTe sample pairs for the k-th target task. Note that
DAd(k) ∩DTe(k) = ∅ should be satisfied to ensure the testing
dataset not known to the networks.
C. No-Transfer Algorithm
The no-transfer algorithm regards the DTL problem as one
classical deep learning problem, including the training and the
testing stages.
In the training stage, the datasets {DTr(k)}KSk=1 for KS
source tasks are collected as a complete training dataset DSTr.
In each time step, V training samples are randomly selected
from DSTr as the training batch DSTrB. Then, we employ
the adaptive moment estimation (ADAM) algorithm [40] to
minimize the loss function on DSTrB, i.e., LossDSTrB (Ω). Instead
of using the gradient of the current step to guide the updates,
ADAM adopts moments of the gradient to determine the
direction of the optimization, which can accelerate the training,
especially in the case of high curvature or noisy gradients [41,
chapter 8]. By iteratively executing the ADAM algorithm on
the dataset DSTr until LossDSTrB (Ω) converges, we can obtain
the trained network parameter ΩNt.
In the testing stage, the network parameter ΩNt is fixed.
The testing datasets {DTe(k)}KTk=1 of KT target tasks are
generated and are used to test the performance of the no-
transfer algorithm. Denote hˆD = ξ
−1 ◦ yˆ and hD = ξ−1 ◦ y
as the estimated and the true downlink channel, respectively.
Normalized mean-squared-error (NMSE) is used to measure
the prediction accuracy, which is defined as
NMSE = E
[∥∥∥hD − hˆD
∥∥∥2
2
/ ‖hD‖22
]
. (10)
Denote the prediction NMSE of the no-transfer algorithm as
NMSENt that can be calculated by averaging the NMSEs of
the no-transfer algorithm evaluated onKT target environments.
i.e., NMSENt =
∑KT
k=1NMSENt(k)/KT, where NMSENt(k)
is the NMSE evaluated on the k-th target environment. The
concrete steps of the no-transfer algorithm are given in the
Algorithm 1.
D. Direct-transfer Algorithm
In the training stage, the direct-transfer algorithm trains
the network via the ADAM algorithm on the training dataset
DSTr until LossDSTrB (Ω) converges. During the training, the
network tries to learn a generalized parameter to predict the
downlink CSI for users in different environments. After the
training finished, the network has learned the parameter ΩNt
from the KS source tasks. Then, the datasets {DAd(k)}k=KTk=1
and {DTe(k)}k=KTk=1 of KT target tasks are generated following
Algorithm 1: No-transfer algorithm for downlink CSI
prediction
Input: Source tasks: {TS(k)}KSk=1, Target tasks:
{TT(k)}KTk=1, learning rate: γ, batch size: V
Output: Trained network parameter: ΩNt ← Ω, predicted
downlink CSI based on {DTe(k)}KTk=1, NMSE of
the no-transfer algorithm: NMSENt
1 Training stage
2 Randomly initialize the network parameters Ω
3 Generate the training dataset DSTr
∆
= {DTr(k)}KSk=1 for KS
source tasks
4 for t = 1, · · · do
5 Randomly select V training samples from DSTr as the
training batch DSTrB
6 Update Ω by using the ADAM algorithm (learning
rate γ) to minimize LossDSTrB (Ω)
7 end
8 Testing stage
9 Initialize NMSE: NMSENt ← 0
10 for k = 1, · · · ,KT do
11 Generate the testing dataset DTe(k) for TT(k)
12 Predict the downlink CSI base on DTe(k) and Ω
using Eq. (7)
13 Calculate NMSENt(k) using Eq. (10)
14 NMSENt ← NMSENt +NMSENt(k)/KT
15 end
Section IV-B. For the k-th target task, the direct-transfer
algorithm initializes the target-task-specific parameter ΩT,k as
the trained network parameter ΩNt, then fine-tunes ΩT,k on
the adaption dataset DAd(k) via GAd steps of ADAM updates.
After the fine-tuning finished, the target-task-specific parame-
ter ΩT,k will be fixed. Let NMSEDt(k) represent the NMSE
of the direct-transfer algorithm evaluated on the k-th target
environment that can be obtained by testing the network on
the dataset DTe(k) using Eqs. (7) and (10). Then, the prediction
NMSE of the direct-transfer algorithm can be obtained by
NMSEDt=
∑KT
k=1NMSEDt(k)/KT. The concrete steps of the
direct-transfer algorithm are given in the Algorithm 2.
Notice that the direct-transfer algorithm utilizes the trained
network parameter ΩNt as the initialization of the direct-
adaption stage for every target task. By contrast, another way
is to utilize previous target-task-specific parameter ΩT,k−1 as
the initialization of the direct-adaption stage for the k-th target
task since ΩT,k−1 appears to contain the information in all
the source environments and k − 1 target environments, and
therefore could enhance the performance of the algorithm.
However, the real situation is that a good initialization in DTL
is not to train the network parameter with as much data as
possible, but to find such a parameter that can easily adapt
to any target task. In a way, a good initial parameter can be
interpreted as a parameter point in the parameter space that
is near (or easy to get) to the optimal parameter point for
most target tasks. Fig. 3 illustrates the trajectory of parameter
updating during the training and direct-adaption stages of the
direct-transfer algorithm. The black solid line represents the
ACCEPTED BY IEEE TRANSACTIONS ON COMMUNICATIONS 6
Algorithm 2: Direct-transfer algorithm for downlink CSI
prediction
Input: Source tasks: {TS(k)}KSk=1, Target tasks:
{TT(k)}KTk=1, learning rate: β, batch size: V ,
number of gradsteps for adaption: GAd
Output: Trained network parameter: ΩNt, predicted
downlink CSI based on {DTe(k)}KTk=1, NMSE of
the direct-transfer algorithm: NMSEDt
Training stage
Implement the Algorithm 1 and obtain the trained
network parameter ΩNt
Direct-adaption and Testing
Initialize NMSE: NMSEDt ← 0
for k = 1, · · · ,KT do
Generate the datasets DAd(k) and DTe(k) for TT(k)
Direct-adaption stage
Load the network parameter ΩT,k ← ΩNt
for g = 1, · · · , GAd do
Update ΩT,k by using ADAM (learning rate β) to
minimize LossDAd(k) (ΩT,k)
end
Testing stage
Predict the downlink CSI base on DTe(k) and ΩT,k
using Eq. (7)
Calculate NMSEDt(k) using Eq. (10)
NMSEDt ← NMSEDt +NMSEDt(k)/KT
end
updating trajectory of the network parameter Ω during the
training stage. The blue dashed lines represent the updating
trajectories of the target-task-specific parameters {ΩT,k}3k=1
during the direct-adaption stage following Algorithm 2. The
red dash-dotted lines represent the parameter adaption pro-
cess with previous target-task-specific parameter as the initial
parameter. As shown in Fig. 3, the trajectory of red dash-
dotted lines, i.e., ΩNt → ΩT,1 → ΩT,2 → ΩT,3, is longer than
the trajectory of blue dashed lines, i.e., {ΩNt → ΩT,k}3k=1,
which indicates ΩNt is a better initialization than ΩT,k−1. The
intrinsic reason is that ΩNt is obtained by training the network
on a large-scale and shuffled dataset, i.e., DSTr, which has more
stronger representativeness of different tasks than the small-
scale adaption dataset DAd(k). In fact, the fine-tuning on the
adaption dataset DAd(k) renders the network parameter away
from the generalized parameter ΩNt and gets closed to the
task-specific parameter ΩT,k.
Remark 2: It should be emphasized that parameter initializa-
tion is one of the most crucial tasks in deep learning, especially
in DTL. A high-quality initialization can effectively prevent
the training from getting stuck in a low-performance local
minimum and thus accelerates the convergence [42], [43].
V. META-LEARNING ALGORITHM
The proposed meta-learning algorithm also adopts the FNN
architecture in Section IV-A and has three stages, namely, the
meta-training, the meta-adaption and the testing stages.
Fig. 3. Illustration of the direct-transfer algorithm, where KT = 3.
A. Definitions and Generation of Datasets
For the k-th source task, two datasets should be obtained
for the meta-training stage, i.e., the training support dataset
DTrSup(k) and the training query dataset DTrQue(k). Following
Section IV-B, we can collect multiple sample pairs for each
source task and then randomly divide these sample pairs,
i.e., {(ξ ◦ hu(fU,u), ξ ◦ hu(fD,u))}, into the training support
dataset DTrSup(k) and the training query dataset DTrQue(k).
Note that DTrSup(k) ∩ DTrQue(k) = ∅ should be satisfied to
improve the generalization capability of the network. For the
k-th target task, the adaption dataset DAd(k) and the testing
dataset DTe(k) can be obtained following Section IV-B.
B. Meta-training Stage
In the meta-training stage, the meta-learning algorithm aims
to learn a network initialization that can effectively adapt
to a new task. The parameter of FNN, i.e., Ω, is randomly
initialized and is then updated by two iterative processes, i.e.,
the inner-task and the across-task updates.
1) Inner-task update: Denote the source-task-specific pa-
rameter as ΩS,k. The goal of the inner-task updates is to
minimize the loss function on the training support dataset
DTrSup(k), i.e., LossDTrSup(k) (ΩS,k), by iteratively updating the
parameter ΩS,k. Specifically, ΩS,k is initialized as the current
network parameter Ω, and is then updated with GTr steps of
gradient descents, i.e.,
ΩS,k ← ΩS,k − β∇ΩS,kLossDTrSup(k) (ΩS,k) , (11)
where β is the inner-task learning rate.
2) Across-task update: In the t-th time step, we ran-
domly select KB source tasks out of KS source tasks
5 and
generate corresponding support datasets {DTrSup(k)}KBk=1 and
query datasets {DTrQue(k)}KBk=1 following Section V-A. The
optimization objective of the t-th update is the loss function
associated with theKB training query datasets {DTrQue(k)}KBk=1
and the meta-trained source-task-specific parameter ΩS,k, i.e.,
KB∑
k=1
LossDTrQue(k) (ΩS,k) .
The network parameterΩ is updated via the ADAM algorithm
with learning rate γ. After the across-task updates finished, the
meta-trained network parameter will be obtained by ΩMt ←
5Typically, there is KB ≪ KS.
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Fig. 4. Illustration of the meta-learning algorithm, where KB = KT = 3.
Ω. By alternately implementing the inner-task and across-task
updates until the loss converges, the network learns model
initialization that can adapts to a new task using only a small
number of samples.
There are two important differences between the inner-
task and across-task updates. (i) Each inner-task update is
performed on the support dataset of one source task while
each across-task update is performed on the query datasets
of KB source tasks; (ii) The aim of inner-task updates is
to optimize the task-specific parameters {ΩS,k}KBk=1 while the
aim of across-task updates is to optimize the overall network
parameters Ω.
C. Meta-adaption and Testing Stages
Following Section V-A, we generate the adaption datasets
{DAd(k)}k=KTk−1 and the testing datasets {DTe(k)}k=KTk−1 for the
meta-adaption and testing stages, respectively. In the meta-
adaption stage, the meta-learning algorithm aims to fine-
tune the network on the adaption dataset DAd(k) so that the
network can predict the downlink CSI on DTe(k) as accurate as
possible. For the k-th target task, the direct-transfer algorithm
initializes the target-task-specific parameter ΩT,k as the meta-
trained network parameter ΩMt, and then fine-tunes ΩT,k on
the adaption dataset DAd(k) via GAd steps of gradient descents.
The optimization objective is the loss function on the DAd(k),
i.e., LossDAd(k) (ΩT,k). Therefore, the parameter ΩT,k can be
updated by
ΩT,k ← ΩT,k − β∇ΩT,kLossDAd(k) (ΩT,k) . (12)
After the fine-tuning finished, the target-task-specific parame-
ter ΩT,k will be fixed. Let NMSEMt(k) represent the NMSE
of the meta-learning algorithm evaluated on the k-th target
environment that can be obtained by testing the network on
the dataset DTe(k) using Eqs. (7) and (10). Then, the prediction
NMSE of the meta-learning algorithm can be obtained by
NMSEMt=
∑KT
k=1NMSEMt(k)/KT. The concrete steps of the
meta-learning algorithm are given in Algorithm 3.
Remark 3: The proposed meta-learning algorithm is inspired
by the MAML algorithm in [34]. While it should be mentioned
that several modifications have been made in the proposed
meta-learning algorithm:
i) The inner-task update only involves one step of gradient
descent in [34] while the proposed algorithm adopts GTr steps
to obtain better performance;
ii) The across-task update is preformed by the stochastic
gradient descent (SGD) algorithm in [34] while the proposed
Algorithm 3: Meta-learning algorithm for downlink CSI
prediction
Input: Source tasks: {TS(k)}KSk=1, Target tasks:
{TT(k)}KTk=1, inner-task learning rate: β,
across-task learning rate: γ, number of gradsteps
for inner-task training: GTr, number of tasks in
each time step: KB
Output: Meta-trained network parameter: ΩMt, Predicted
downlink CSI based on {DTe(k)}KTk=1, NMSE of
the meta-learning algorithm: NMSEMt
1 Meta-training stage
2 Randomly initialize the network parameters Ω
3 for t = 1, · · · do
4 Randomly select KB tasks from {TS(k)}KSk=1
5 Generate corresponding datasets {DTrSup(k)}KBk=1 and
{DTrQue(k)}KBk=1
6 for k = 1, · · · ,KB do
7 Initialize the parameter ΩS,k ← Ω
8 for g = 1, · · · , GTr do
9 Update ΩS,k using Eq. (11)
10 end
11 Update Ω by using ADAM (learning rate γ) to
minimize
∑KB
k=1 LossDTrQue(k) (ΩS,k)
12 end
13 end
14 Meta-trained network parameter: ΩMt ← Ω
15 Meta-adaption and Testing
16 Initialize NMSE: NMSEMt ← 0
17 for k = 1, · · · ,KT do
18 Generate the datasets DAd(k) and DTe(k) for TT(k)
19 Meta-adaption stage
20 Load the network parameter ΩT,k ← ΩMt
21 for g = 1, · · · , GAd do
22 Update ΩT,k using Eq. (12)
23 end
24 Testing stage
25 Predict the downlink CSI base on DTe(k) and ΩT,k
using Eq. (7)
26 Calculate NMSEMt(k) using Eq. (10)
27 NMSEMt ← NMSEMt +NMSEMt(k)/KT
28 end
algorithm adopts the ADAM algorithm instead of the SGD
algorithm. This is because that the ADAM benefits from the
moment technique and the parameter-specific learning rates,
and thus outperforms SGD in many situations [44].
Fig. 4 illustrates the trajectories of parameter updating
during the meta-training and meta-adaption stages of the meta-
learning algorithm. The black solid line represents the updating
trajectory of the network parameterΩ during the meta-training
stage. The blue dashed lines represent the updating trajectories
of the target-task-specific parameters {ΩT,k}3k=1 during the
meta-adaption stage. The green dotted lines represent the
trajectories of the source-task-specific parameters {ΩS,k}6k=1
during the inner-task updates. As shown in Fig. 4, KB red
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dash-dotted lines point to the next position of parameter Ω,
which implies that KB trained source-task-specific parameters
are involved in the across-task update to determine the up-
dating direction of Ω. As depicted in Fig. 3 and Fig. 4, the
meta-learning algorithm takes the unique features of different
tasks into account and exploits the joint guidance of multiple
source tasks while the direct-transfer algorithm simply regards
all the source tasks as one source task and ignores the structure
information in different tasks.
D. Theoretical Analysis of the Meta-learning Algorithm
To understand why the meta-learning algorithm outperforms
the direct-transfer algorithm, we focus on the loss function that
is used to guide the updates of Ω for the meta-learning algo-
rithm, i.e.,
∑KB
k=1 LossDTrQue(k) (ΩS,k). We add the superscript
(t) to distinguish the parameters at different time steps and
set GTr as 1 to simplify the parameter updates in the meta-
training stage. Based on Algorithm 3, the loss function at the
t-th time step is computed as
KB∑
k=1
LossDTrQue(k)
(
Ω
(t)
S,k
)
(13a)
=
KB∑
k=1
LossDTrQue(k)
(
Ω
(t−1) − β∇LossDTrSup(k)
(
Ω
(t−1)
))
≈
KB∑
k=1
LossDTrQue(k)
(
Ω
(t−1)
)
−
KB∑
k=1
β∇LossDTrSup(k)
(
Ω
(t−1)
)
∇LossDTrQue(k)
(
Ω
(t−1)
)
,
(13b)
where Eq. (13b) is obtained based on the first-order Taylor
expansion. The first term in Eq. (13b) represents the the
sum of the losses on query datasets. The second term in
Eq. (13b) represents the sum of the negative inner products
of the gradients on the query and the support datasets. We
know that if the directions of the two gradients are closer, then
the negative inner product will be smaller, which indicates that
during the meta-training stage, the algorithm tries to maximize
the similarity between the gradients on the query and the
support datasets. Compared with the no-transfer and the direct-
transfer algorithms, the meta-learning algorithm enhances the
generalization capability between the query and the support
datasets (also between the adaption and testing datasets), and
therefore can adapt to a new task more effectively [45].
VI. SIMULATION RESULTS
In this section, we will first present the simulation scenario
and default algorithm parameters. Then, the performance of
the no-transfer, the direct-transfer, and the meta-learning al-
gorithms will be evaluated and analyzed.
A. Simulation Setup
In the simulations, we consider the outdoor massive MIMO
scenario that is constructed based on the accurate 3D ray-
tracing simulator [46]. The scenario comprises 4 BSs and
massive randomly distributed user antennas and each BS
is equipped with 64 antennas. The scenario covers an area
of 1500 × 1500 square metres. A partial view of the ray-
tracing scenario is illustrated in Fig. 5. There are total 1300
environments randomly distributed in the outdoor massive
MIMO scenario, where each environment contains multiple
possible user locations as shown in the partial enlarged picture.
To generate the training dataset, the uplink frequency is
randomly selected in [1, 3] GHz. The frequency difference
between the uplink and the downlink is 120 MHz. For each
environment, the 3D ray-tracing simulator first generates the
channels between the user antennas and the corresponding
BS antennas6. Then, the uplink and downlink channels of U
selected users are collected as the sample pairs for the cor-
responding environment7. After obtained the sample pairs for
all the environments, we randomly select 1500 environments
out as the source environments and the rest of them are used
as the target environments. For each source task, NTr sample
pairs of one source environment are randomly selected out as
the training dataset. For each target task, NAd and NTe sample
pairs of one target environment are separately selected out as
the adaption and the testing datasets. Since the perfect chan-
nels are not available in practical situation, unless otherwise
specified, all the sample pairs in the datasets are estimated by
the linear minimum-mean-squared-error (LMMSE) algorithm8
[48] when the signal-to-noise ratio (SNR) is 20 dB and the
pilot length is 64. Therefore, the overhead for the dataset
collection is the pilot length multiplied by twice the number
of sample pairs in the datasets.
The meta-learning, the no-transfer and the direct-transfer
algorithms are all implemented on one computer with one
GPU. TensorFlow 1.4.0 is employed as the deep learning
framework. Unless otherwise specified, the parameters of the
no-transfer, the direct-transfer, and the meta-learning algo-
rithms are given in Tab. I. The specifical values of these
parameters are basically selected by trails and errors such that
these algorithms perform well. The FNN adopted in this work
has two hidden layers, and each hidden layer has 128 neurons.
The numbers of neurons in the input and the output layers are
consistent with the lengths of input and output data vectors,
respectively. The trainable parameters of FNN are randomly
initialized as truncated normal variables9 with normalized
6For more details about how to generate channels, please refer to [47].
7 Based on the theory of deep learning, we can improve the generalization
capability of the network over the frequency ranges by increasing the
randomly selected frequencies, or improve the generalization capability of
the network over users’ positions by increasing U .
8 In this work, we do not compare the proposed DTL based algorithm with
conventional channel estimation algorithms (e.g. least squares, LMMSE and
etc [48]) since the conventional methods need prohibitively high overheads to
achieve the online downlink training and uplink feedback. While the proposed
DTL based algorithms require neither downlink training nor uplink feedback
after the offline training and the adaption stages are finished, which is a
significant advantage over the conventional methods. In fact, the best way for
the applications of the DTL based algorithms is to serve as complementary
approaches of the conventional methods. We can collect adaption data during
the applications of the conventional methods and then switch to the DTL
algorithms when the data collection and adaption are finished.
9The truncated normal distribution is a normal distribution bounded by two
standard deviations from the mean.
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Environment
BS
User’s Antenna
2m
Fig. 5. A partial view of the ray-tracing scenario. The green little box represents the BS antennas. The red little box represents the user antennas. The red
square array represents the user antennas in the same environments, where the distance between adjacent red little boxes is 2 m. T his ray-tracing simulator
shoots thousands of rays in all directions from the transmitter and records the strongest 25 paths that reach the receiver [46].
TABLE I
DEFAULT PARAMETERS FOR THE NO-TRANSFER, THE DIRECT-TRANSFER,
AND THE META-LEARNING ALGORITHMS
Parameter Value
Learning rates: (γ, β) (1e-3, 1e-6)
Exponential decay rates for ADAM: (ρ1, ρ2) (0.9, 0.999)
Disturbance factor for ADAM: ε 1e-08
Number of source tasks: KS 1500
Number of target tasks: KT 800
Number of tasks in each training index: KB 80
Number of samples in each source task: NTr 20
Number of samples in the target task: (NAd, NTe) (20, 20)
Number of users in each task: U 25
Number of gradsteps: (GTr, GAd) (3, 1e3)
Batch size: V 128
variance10. To be fair, the number of training samples in DSTr
are equal to the number of training samples used in the meta-
learning algorithm, i.e., KS×NTr. We use the average NMSE
as the metric to evaluate the performance of algorithms, i.e.,
calculating the average NMSE of the prediction accuracy by
repetitively (fine-tuning and then) testing 800 different target
environments11.
B. Complexity analysis
Tab. II compares the complexities of the no-transfer, the
direct-transfer, and the meta-learning algorithms. In the train-
ing or adaption stages, the three algorithms repeat the fol-
lowing processes until the loss functions converge: 1) conduct
forward propagation of the input and obtain the loss; 2) obtain
the derivatives of the loss with respect to the network param-
eters; 3) update the network parameters. Since the derivative
process requires much more time than the other two processes,
we mainly focus on the complexities involved in derivatives.
Based on [45], the meta-learning algorithm requires (GTr+1)-
order derivatives, and therefore has a higher complexity than
10The weights of neurons in the l-th layer are initialized as truncated normal
variables with variance 1/nl , where nl is the number of neurons in the l-th
layer.
11The codes of this paper are available at [49].
the other two algorithms in the training stage. Tab. II displays
the time required for the three algorithms to complete the
training stage when GTr is 3. In the adaption stage, the
meta-learning algorithm requires 1-order derivatives like the
direct-transfer algorithm since across-task update is no longer
needed. Tab. II shows the time required for the networks to
adapt to a new environment when NAd is 20. It should be
mentioned that once the adaption stage is finished, the network
would be applicable for all users in the new environment.
Given that the area for one environment is 20×20 m2 in our
simulations, the proposed algorithms are not competitive for
high-speed users (e.g., users with the movement speed higher
than 40 m/s). It should be mentioned that the max speed of
users can be increased by deploying a higher computational
power hardware in BSs or selecting a lager learning rate for
adaption. In the testing stage, the three algorithms only need
to conduct a single-forward propagation of the input. Since the
three algorithms all adopt the same FNN architecture, the total
number of floating point operations for all the three algorithms
is
∑L
l=1 nl−1nl. Tab. II displays the time required for the three
algorithms to complete a single-forward propagation of one
input vector.
C. Performance Evaluation
Fig. 6 depicts the NMSE performance of the no-transfer,
the direct-transfer, and the meta-learning algorithms (i.e.,
NMSENt, NMSEDt and NMSEMt) versus the number of
gradstepsGAd. Since the network parameters of the no-transfer
algorithm do not fine-tune based on the target environment,
the accuracy curve of the no-transfer algorithm is a horizontal
line. As shown in Fig. 6, both the meta-learning and the direct-
transfer algorithms are significantly better than the no-transfer
algorithm, which indicates that additional samples for the tar-
get task and appropriate fine-tuning can improve the prediction
accuracy, i.e., transfer learning is more suitable than classical
deep learning in downlink channel prediction. Furthermore, the
meta-learning algorithm outperforms the no-transfer and the
direct-transfer algorithms, which demonstrates the superiority
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TABLE II
COMPLEXITY ANALYSIS AND TIME COST FOR THE NO-TRANSFER, THE DIRECT-TRANSFER, AND THE META-LEARNING ALGORITHMS.
Algorithm Training stage adaption stage testing stage
No-transfer 1-order (17.2 s) -
∑L
l=1
nl−1nl (1.3e-6 s)
Direct-transfer 1-order (17.2 s) 1-order (0.25 s)
∑L
l=1
nl−1nl (1.3e-6 s)
Meta-learning (GTr + 1)-order (65.7 s) 1-order (0.24 s)
∑L
l=1
nl−1nl (1.3e-6 s)
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Fig. 6. The NMSE performance of the no-transfer, the direct-transfer, and
the meta-learning algorithms versus the number of gradsteps GAd.
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Fig. 7. The NMSE performance of the no-transfer, the direct-transfer, and
the meta-learning algorithms versus the number of samples in DAdSup.
of the meta-learning algorithm. The performance of the meta-
learning algorithm without meta-adaption stage is similar with
the no-transfer algorithm, however, the NMSE of the meta-
learning algorithm drops much faster than the no-transfer
algorithm as the gradsteps GAd increases, which demonstrates
that the meta-learning algorithm can find a better initialization
for fast adaption than the direct-transfer algorithm. We have
conducted extensive simulations to investigate the impacts
of learning rate β on the performance of the direct-transfer
and the meta-learning algorithms in the adaption stage. Sim-
120 360 600 840 1080
10-2
Fig. 8. The NMSE performance of the no-transfer, the direct-transfer, and the
meta-learning algorithms versus the frequency difference ∆f . The network
is trained for each frequency difference ∆f separately.
4 8 16 32 64 96 128
10-3
10-2
Fig. 9. The NMSE performance of the no-transfer, the direct-transfer, and
the meta-learning algorithms versus the number of BS antennas M . The
network is trained for each BS antenna number separately.
ulations show that a large learning rate can speed up the
convergence but would cause oscillations and overfitting. In
practical systems, we can select a lager learning rate for a
faster convergence, select a smaller learning rate for a more
stable convergence, or adaptively change the learning rate
during the adaption stages to achieve a better balance. It should
be emphasized that no matter what value β is, the meta-
learning algorithm always achieves a better accuracy than the
direct-transfer algorithm.
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Fig. 7 depicts the NMSE performance of the no-transfer,
the direct-transfer, and the meta-learning algorithms versus the
number of samples in DAdSup. Since the network parameters
of the no-transfer algorithm do not use the dataset DAdSup, the
accuracy curve of the no-transfer algorithm is a horizontal line.
As shown in Fig. 7, the meta-learning algorithm consistently
outperforms the direct-transfer algorithm as the sample size
increases, which validates its superiority in transfer learning.
Moreover, the prediction accuracies of both the direct-transfer
and the meta-learning algorithms improve as the sample size
increases while the improvement rates of both algorithms
decrease as the sample size increases. When the sample size
is larger than 60, the performance of the direct-transfer and
the meta-learning algorithms both become saturated, which
indicates that a maximum of 60 channel samples in a new
environment are required for the network to fully adapt to the
new environment, i.e., to predict the downlink channels for
any users in the new environment.
Fig. 8 shows the NMSE performance of the no-transfer,
the direct-transfer, and the meta-learning algorithms versus
the frequency difference ∆f . The prediction accuracies of
the three algorithms all degrades as the frequency difference
increases. This is because the channel correlation between the
uplink and the downlink tends to weaken as the frequency
difference increases, and the degradation resulted from the
frequency difference is not destructive for the uplink based
downlink channel prediction. The remarkable robustness of
DNNs over frequency difference validates the feasibility of
channel or beam predictions across wide bandwidths [24].
Fig. 9 shows NMSE performance of the no-transfer, the
direct-transfer, and the meta-learning algorithms versus the
number of BS antennasM . For each antenna number point, the
adopted FNN has the same hidden layers but different numbers
of neurons in the input and the output layers to keep consistent
with the lengths of the input and the output vectors. As shown
in Fig. 9, the prediction accuracies of the three algorithms all
degrade as the number of BS antennas increases. This involves
a common phenomenon “dimensionality curse” [50], which
refers the phenomenon that when the data dimensionality
increases, the dimension of feature space increases so fast that
the available data become sparse and dissimilar in many ways.
In this case, the amount of data required to support the data
analysis often grows exponentially with the dimensionality.
Therefore, the performance of networks often degrades when
the data dimensionality increases but the number of training
samples does not increase accordingly. When the training
dataset is limited, one feasible solution to improve the network
performance is to reduce the lengths of the input and the
output vectors. For example, [18] proposed to improve the
network performance by dividing the input and the output
vectors into multiple shorter vectors and then independently
training a network for each of the shortened vector pairs.
Fig. 10 depicts the NMSE performance of the no-transfer,
the direct-transfer, and the meta-learning algorithms versus the
SNR in collecting adaption datasets. The performance of the
direct-transfer and the meta-learning algorithms degrades as
SNR decreases when SNR is lower than 0 dB. When SNR
is lower than -40 dB, the adaption processes cannot improve
-40 -30 -20 -10 0 10 20
10-2
Fig. 10. The NMSE performance of the no-transfer, the direct-transfer, and
the meta-learning algorithms versus the SNR in collecting adaption datasets.
the performance of the direct-transfer or the meta-learning
algorithms.
VII. CONCLUSION
In this paper, we formulated the downlink channel pre-
diction for FDD massive MIMO systems as a deep transfer
learning problem, where each learning task represents the
downlink CSI prediction from the uplink CSI for a certain en-
vironment. Then, we proposed the no-transfer, direct-transfer
and meta-learning algorithms based on the fully-connected
neural network architecture. The no-transfer algorithm trains
the network in the classical deep learning manner. The direct-
transfer algorithm fine-tunes the network based on the initial-
ization of the no-transfer algorithm. The meta-learning algo-
rithm learns a model initialization that can effectively adapt
to a new environment with a small amount of labeled data.
Simulation results have shown that the proposed meta-learning
algorithm significantly outperforms the direct-transfer and the
no-transfer algorithms, which demonstrates its effectiveness
and superiority.
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