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1. Introduction
Consider a small polynomial deformation
dF + εω (1)
of a Hamiltonian vector field associated to a Hamiltonian function F ∈ C[x, y], a free
homotopy class loop δ of a fiber of F and a transverse section to δ parametrized by the
values of F . To the above data one can associate the Poincaré first return map (holonomy)
of the deformed foliation (1):
Pε(t) = t +
∑
1
εM(t). (2)
The functions M are commonly called Melnikov functions.
Françoise [2] (cf. also [6]) introduced an algorithm for calculating the first nonzero
Melnikov function under the assumption
∀ω polynomial
(∫
δ
ω ≡ 0 ⇒ ω is algebraically relatively exact.
)
(∗)
In [5] we generalized Françoise’s algorithm to a case where Francoise’s condition (∗)
is not verified.
The case considered in that paper is the case of the Poincaré function along the real
exterior loop CE of polynomial deformations of the Hamiltonian vector field given by the
Hamiltonian
F(x, y)= y2/2 + (x2 − 1)2/4. (3)
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polynomial form ω vanishes identically if and only if ω is of the form
ω = P1(F )xy dx + Q1(x, y) dF + dR1(x, y), (4)
where P1,Q1 and R1 are polynomials. This form is algebraically relatively exact only if
P1 = 0.
The aim of this paper is two-fold. We correct some errors in [5] signaled to us by L.
Gavrilov and I. Iliev and improve the structure theorems by proving
Theorem 1. The first nonzero Melnikov function along CE of a polynomial deformation of
a Hamiltonian vector field of the Hamiltonian F(x, y) = y2/2 + (x2 − 1)2/4 is an Abelian
integral.
This was conjectured by I.D. Iliev. When a preliminary version of this paper was
submitted, we received a preprint of Gavrilov and Iliev [3] giving a different proof of the
same result. They also give a bound on the number of zeros of the first Melnikov function
and give a geometric sufficient condition assuring that the first Melnikov function is an
Abelian integral. In [4], [7] and [3] the authors also give an example (symmetric triangle
case) where the first nonzero Melnikov function is not an Abelian integral. In Section 3 we
study integrals which appear naturally in our problem and which are not Abelian integrals.
2. Proof of Theorem 1
2.1. Extension of the algebra of polynomials
The algorithm of Françoise for calculating the first nonzero Melnikov function works
more generally than stated in the original paper [2]. In fact if one can construct a sequence
of functions fi, gi , i = 1, . . . , , g0 = 1, univalued on the loop δ such that
gi−1ω = gi dF + dfi, (5)
then the th Melnikov function is given by
M(t) = (−1)
∫
δ
g−1ω. (6)
Here univalued is to be understood in the sense of the following definition.
Definition 1. A function h is said to be univalued on the loop δ if the image of δ by h is
closed. That is
∫
δ dh = 0.
Of course once M is nonzero, then there cannot exist a univalued on δ function f
solving Eq. (5) for i =  and Françoise’s algorithm as it stands cannot be continued.
In fact, from (6), by Françoise’s algorithm, the first nonzero Melnikov function is given
by an iterated integral of Chen [1] as observed by Gavrilov.
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sequence of Eq. (5) can be solved for i = 0, . . . , , in an extension of the polynomial
algebra to the algebra F = C[x, y, 1
F
,ϕ] where ϕ is the multivalued function (univalued
on CE)
ϕ = 1
2
log(f+/f−), f+ = (x2 − 1)/2 + iy/
√
2, f− = (x2 − 1)/2 − iy/
√
2. (7)
We hence work with one-forms ω˜ with coefficients in F (which we call admissible) and
relative exactness in F instead of algebraic relative exactness.
The function ϕ appears naturally in solving the relative exactness problem of some
forms whose integral along CE vanishes. In particular the form η1 = xy dx can be written
as
η1 = i/
√
2F dϕ + d[(x2 − 1)y/4]. (8)
2.2. Lifted fibration
Many arguments developed here are general. We stick however for simplicity to our
example. The function ϕ is a multivalued function of two variables. We introduce here
the convenient covering complex surface on which ϕ becomes a well defined univalued
function. Let X = CP2 \ (F0 ∪ F∞). Take a base point m0 ∈ X \ F1/4. The fundamental
group π1(X,m0) is generated by two loops δ+ and δ− contained in a complex line through
m0 and turning counter clockwise around one of the components f+ = 0 and f− = 0 of
F0 respectively. It is easily verified that following any determination of the function ϕ
along δ+ · δ−, one recovers the initial determination. Let G be the Abelian group G =
π1(X,m0)/(δ+ · δ−) ≈ Z. Let p :E → X be the G-covering of X. Let m˜0 ∈ p−1(m0) ⊂ E
be any point. Fixing the value ϕ(m˜0), one obtains a univalued function ϕ on E. Denote τ
the generator of G induced by δ+. We consider τ as a covering transformation τ :E → E.
The mapping F :X \ F1/4 → C \ {0,1/4} is a locally trivial fibration. Let t0 = F(m0)
and F˜t0 = p−1(Ft0). Denote
F˜ = F ◦ p :E \ p−1(F1/4) → C \ {0,1/4}. (9)
Proposition 1. The mapping F˜ :E \p−1(F1/4) → C \ {0,1/4} is a locally trivial fibration
F˜ :E → C \ {0,1/4} with fiber F˜t0 .
Proof. Let t1 ∈ C \ {0,1/4}. There exists a neighborhood U ⊂ C \ {0,1/4} of t1 and a
trivialization f :U × Ft0 → F−1(U) ⊂ X, F ◦ f (t,m) = m. Let f (t1,m0) = m1 ∈ Ft1 .
Take a point m˜1 ∈ p−1(m1) ⊂ F˜−1(t1). As f∗(π1(U × Ft0 , (t1,m0))) = π1(F−1(U),m1),
the mapping f lifts to a unique map f˜ :U × F˜t0 → F˜−1(U). A trivialization of the lifted
fibration is given by the composition f˜ ◦ (id × p|F˜t0). 
Note that the fiber F˜t0 has two connected components. Indeed, let G′ = π1(Ft0,m0)/
(δ+ · δ−) ⊂ G. One can verify that G′ is generated by 2τ , but τ /∈ G′. Hence the covering
transformation τ : F˜t1 → F˜t1 exchanges the two connected components of the fiber.
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We have to choose continuously a base point m(t) in every generic fiber Ft . This choice
can be multivalued with monodromy acting non trivially on the base point. Next we choose
one lift m˜(t0) of m(t0) for one generic value t0. Then m˜(t) is uniquely determined in the
fibration F˜ . Choosing m˜(t0) and ϕ(m˜(t0)) determines ϕ. We choose the point m(t0) as the
ramification point x3 in the representation of Ft0 as a Riemann surface, for a fixed generic
t0 ∈ ]0,1/4[ (see Fig. 1).
We denote x˜3 this base point in the lifted fibration.
From (8), any determination of the function ϕ is univalued on the loop CE in the sense
of Definition 1. We represent the loop CE by a homotopy class starting at x3. It lifts in
the lifted fibration to a closed loop starting at x˜3. They are all of the form τn(C˜E), n ∈ Z,
where C˜E is any lift of CE .
2.3. A fundamental lemma
Consider an admissible one-form ω˜ as defined in [5]. That is a form with coefficients in
F = C[x, y,ϕ,1/F ]. We write it as
ω˜ =
∑
0p
ϕpωp, (10)
the one-form ωp having coefficients in C[x, y,1/F ]. We know by Proposition 9 of [5] that
each of the terms ϕpωp can be written
ϕpωp =
∑
k=0,1,2
0qp
ϕq
Fp−q
Pq,k(F )ηk +
∑
0qp
ϕq
Fp−q
Qq(x, y,F ) dF
+ dRp(x, y,F,1/F,ϕ)
with ηk = xky dx and Pq,k(F ),Qq(x, y,F ),Rp(x, y,F,1/F,ϕ) polynomials in their
variables, Rp of degree in ϕ less than or equal to p. Adding up all the terms, the form
ω˜ can be written
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∑
k=0,1,2
0p
ϕp
F −p
Pp,k(F )ηk +
∑
0p
ϕp
F −p
Qp(x, y,F ) dF
+ dR(x, y,F,1/F,ϕ), (11)
with Pp,k, Qp and R polynomials in their variables.
We denote νp =∑k=0,1,2 1F−p Pp,k(F )ηk .
Fundamental Lemma 1. Let ω˜ be an admissible one-form of the form (11). If ∫
C˜E(t)
ω˜ =∫
τnC˜E(t)
ω˜, for all n ∈ Z i.e. if the integral does not depend on the choice of the lift C˜E(t)
of the oval CE(t). Then:
1. For every p,1 p  , the one-form ϕpνp is written
ϕpνp = Pp(F,1/F )η1 + Qp(x, y,1/F,ϕ) dF + dRp(x, y,1/F,ϕ), (12)
where Pp is a polynomial in F,1/F and Qp and Rq are polynomials in x, y,1/F,ϕ.
2. In particular
∫
C˜E
ω˜ is an Abelian integral.
Proof. The proof follows by recurrence on the degree  of ϕ in the expression (11) for ω˜.
Consider
J (t) =
∫
C˜E(t)
ω˜ =
∑
p
∫
CE(t)
∑
0p
ϕpνp, t ∈ C \ {0,1/4}.
Here C˜E(t) is a lift of the cycle CE . We have
∫
τn(C˜E(t))
ω˜ =∑0p ∫C˜E(t)(ϕ +niπ)pνp .
From the assumed independence of the integral of ω˜ on the lift of CE , it follows by
considering the coefficient in n that
∫
CE
ν vanishes. By (4) it is of the required form
(12) for p = . We next continue similarly with lower order terms ν−1, . . . , ν1. The last
term
∫
C˜E(t)
ν0 is an Abelian integral and it does not depend on n. 
2.4. How the algorithm works
Proposition 2. Let ω˜ be a differential form in F of degree  in ϕ. If∫
τn(C˜E)
ω˜ = 0, ∀n ∈ Z, (13)
then there exist functions g and f in F of degree + 1 in ϕ such that
ω˜ = g dF + df. (14)
Proof. Let ω˜ be given by (11). By the hypothesis the integral of ω˜ along CE is zero,
hence independent of the lift τn(C˜E) so it follows by the Fundamental Lemma that the
polynomials Pp,0 and Pp,2 vanish for p > 0. Now as
∫
τn(C˜E)
ω˜ vanishes we also have that
P0,0 and P0,2 vanish.
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ω˜ =
∑
0p
ϕp
F −p
Pp(F )η1 +
∑
0p
ϕp
F −p
Qp(x, y,F ) dF + dR(x, y,F,1/F,ϕ).
The terms ϕ
p
F −p Qp(x, y,F ) dF + dR(x, y,F,1/F,ϕ) are relatively exact in F . Finally,
by (8) the form η1 can be expressed as a function of F and ϕ. This permits to write the first
term
∑
0p ϕ
pPp(F )η1 in the form g dF + df . A more precise calculation as in the
proof of Proposition 13 in [5] shows that g and f are in F and of degree + 1 in ϕ. 
Proof of the theorem. Recall that the Melnikov functions are given by the algorithm of
Françoise if one can find functions gp , fp univalued on CE verifying (5). Assume M1 = 0.
Then, by Proposition 2, ω is relatively exact in F , thus giving g1 and f1 of degree 1 in ϕ.
Next M2 is given by M2 =
∫
C˜E
g1ω. Note that M2 is independent of the lift C˜E chosen.
If M2 = 0 this means that
∫
τnC˜E
g1ω = 0, for all n ∈ Z. One applies again Proposition 2 to
find g2, and f2 in F of degree 2.
One continues the procedure as long as one arrives to the first nonzero Melnikov
function M+1. By construction we have
M+1 = (−1)+1
∫
C˜E
gω.
Here we can use any lift τn(CE), n ∈ Z of CE . Hence, by 2) of the Fundamental Lemma
M+1 is given by an Abelian integral. 
More precise computations are done in [3], giving also a bound on the degrees of the
polynomials in x, y,1/F . This allows the authors to evaluate a bound on the cyclicity on a
deformation dF + εω.
3. Generalized Abelian integrals
We have shown that generalized Abelian integrals involving the multivalued function
ϕ finally disappear from the expression of the first nonzero Melnikov function of a
deformation of the symmetric figure eight Hamiltonian (3). One can presume that they
appear in the study of other Melnikov functions (appearing after the first nonzero). This
is the reason why we dedicate this section to the study of these functions. We give the
asymptotic development of these functions at the singular points. Higher order powers of
log(t) appear thus showing that these functions are not Abelian integrals (see Example 1).
The study is based on the study of their monodromy. It will correct Proposition 11 and
Theorem 4 of [5].
3.1. Lifted homotopy
The homology of the lifted fiber is computed in [5]. It seems more natural to work in
homotopy. We want to lift loops using the covering F˜t → Ft . We represent all loops by
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loops starting at x3. They can be lifted only if the function ϕ is univalued on them in the
sense of Definition 1: we will lift Cs , a loop representing Cr + C and a loop representing
their sum CE transported conveniently to the same fiber (see Fig. 2).
For more details, see [5].
When we write loops, the concatenation of paths is to be read from right to left. We
represent C by the concatenation (C+s )−1 ·C ·C+s . We will denote C0 = C−s ·C ·C+s ·Cr
the loop representing the vanishing cycle Cr + C.
Note that C0 lifts to a loop C˜0 which contains one arc lifting C+s and one arc lifting
(C+s )−1, which cannot be concatenated. Hence the loop C˜0 is not vanishing, although its
projection is homologous to the vanishing cycle Cr +C.
The free homotopy class of a lift depends on the choice of the homotopy class of the
loop in the base space, and not only on its free homotopy class.
We now take advantage of the symmetry of the Hamiltonian F. Note that the integral∫
C˜E(t)
ϕ2m+1ηk is identically zero on a loop invariant under the symmetry (x, y) →
(x,−y). The unique lift of CE which has this property is the lift starting at x˜3(t) with
ϕ(x˜3(t)) = −iπ . From now on, we denote by C˜E this special lift of the loop CE . As a
cycle, it is the sum of C˜s and C˜0. The cycle τ (C˜s) also has this symmetry property.
3.2. Lifted monodromy
As usually, the locally trivial fibration F˜ :E \ p−1(F1/4) → C \ {0,1/4} induces
monodromy operators M˜i . They act on the base point. Furthermore,
M˜i :π1
(
F˜t1, x˜3(t1)
)→ π1(F˜t1, M˜i(x˜3(t1))).
Proposition 3. Given a loop δ˜ ∈ π1(F˜t1, x˜3(t1)), the loop M˜i (˜δ) is obtained by lifting Mi(δ)
from M˜i(x˜3(t1)).
Proof. The action of the monodromy M˜γ on the lifted fibration is defined using the local
trivializations of the lifted fibration. The claim follows from the construction of the lifted
fibration in Proposition 1. 
In [5] Theorem 3 we claim that the monodromy acts transitively on the lifted homology
fibration (9). This is false and has important consequences. The following proposition is
due to L. Gavrilov.
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Proof. Consider the integral
∫
C˜E(t)
ϕηk , k = 0,2. We choose the symmetric lift C˜E . By this
symmetry, our integral vanishes. However, integrating the same form ϕηk along another lift
τn(C˜E(t)) of CE one gets∫
τn(C˜E(t))
ϕηk =
∫
C˜E(t)
(ϕ + niπ)ηk = niπ
∫
CE(t)
ηk,
which is nonzero. 
Remark 1. The above proposition shows that assuming the vanishing of an integral of an
admissible form on one lift C˜E of the cycle CE does not imply that the form is relatively
exact in F . However, in Proposition 2 we showed that the vanishing of the integral on all
lifts implies the relative exactness of the form in F . This is what enables to perform the
algorithm of Françoise in F .
In [5] we proved:
Lemma 1. The action of the monodromy M0 on the paths is given by:
M0(C
+
r ) = C−r ,
M0(C
−
r ) = C+r ,
M0(C
+
s ) = (C+ )−1 ·C+s · (C−r )−1,
M0(C
−
s ) = (C+r )−1 ·C−s · (C− )−1.
In order to calculate the action of the monodromy on the lifted fibration, in view of
Proposition 3 it suffices to see how the base points are transformed by monodromy.
Lemma 2. Let x˜i(t0), i = 1, . . . ,4, be a lift of one of the ramification points xi(t0),
i = 1, . . . ,4. Then M˜0(˜xi(t0)) is determined by the following conditions:
1. M˜0(˜xi(t0)) and x˜i(t0) are not on the same connected component of the fiber F˜t0 ,
2. the value of ϕ is constant along the path x˜i(s), s ∈ [0,1],
3. the monodromy M0 exchanges the ramification points x1 and x2, and the ramification
points x3 and x4,
4. M˜0
2
(˜xi(t0)) = x˜i(t0).
Proof. Assertion 3 follows from the definition of the ramification points and the usual
computations of the monodromy, both critical points (1,0) and (−1,0) being Morse points.
Assertion 4 follows from 2 and 3.
The first assertion follows from Proposition 6 of [5]: the covering transformation cannot
be realized by a path in Ft , but it is realized by δ+. This path is a lift in the fibration
F :C2 → C ⊂ {0,1/4} of a loop turning counter clockwise once around 0 in C ⊂ {0,1/4}.
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Ft with the line y = 0. This means that at these points the two components f+ and f−
coincide. Hence by (7), the value of ϕ at any lift is of the form niπ , n ∈ Z. By continuity,
and discreteness, it is constant along the path x˜i(s). 
Recall that the generic fiber F˜t0 has two connected components. The mapping M˜1/4
preserves the connected components. Furthermore, the function ϕ is invariant under
(x, y) → (−x, y). Hence ϕ takes the same value at M˜s (˜xi(t)) and at x˜i(t). This comes
from the symmetry (x, y) → (−x, y) of the nongeneric Hamiltonian F .
Since we consider the integrals along the lifted loops, we study only their homology
classes. It is enough to describe the action of the lifted monodromy on C˜s and C˜0 because
they and their lifts generate the compact homology H1(F˜t ) of the lifted fiber.
Proposition 5. Consider the action of the lifted monodromy on the homology of the lifted
fibration. Then M˜s and M˜0 commute with τ and
M˜s(C˜s) = C˜s ,
M˜s(C˜0) = C˜0 + C˜s + τ 2(C˜s),
M˜0(C˜s) = −τ−1(C˜0)+ τ (C˜s),
M˜0(C˜0) = τ−1(C˜0).
(15)
Proof. This proposition is a direct consequence of Proposition 3, and both Lemmas 1
and 2. 
3.3. Branching points of generalized Abelian integrals
The set of all generalized Abelian integrals is a C(t)-module generated by
∫
C˜0(t)
(ϕ +
niπ)ηk and
∫
C˜s (t)
(ϕ + niπ)ηk .
Theorem 2. In a neighborhood of 0, the generalized integrals ∫
C˜E(t)
(ϕ + niπ)ηk
are written
∑
p+1 Hp(t)(log t)p , the functions Hp(t) being analytic univalued at 0,
vanishing at the origin.
In a neighborhood of 1/4, the generalized integrals are written k1(t) log(t − 1/4) +
k0(t), with k0(t), k1(t) univalued analytic functions, k1 vanishing at 1/4.
This result is in accordance with the Fuchs system of [5], satisfied by generalized
Abelian integrals. We will prove it using the monodromy of the lifted fibration.
Let us recall the following definition.
Definition 2. We say that a multivalued function J defined on a neighborhood of CP1 \{pi}
is of sectorially bounded growth rate at pi , if for each sector of bounded argument centered
at pi there exists an r(i) and a constant C such that |I (t)|  C|(t − pi)|r(i), for all t
belonging to the sector.
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1/4 and infinity.
Proof. It is enough to consider the integrals of ϕηk on the lifted cycles C˜s and C˜0. On
these symmetric lifts and for t ∈ R, the function ϕ takes values on a compact interval
symmetric with respect to 0 and independent of t . It is easily verified that on any sector
of bounded argument, the function ϕ has uniformly bounded values. Thus the generalized
Abelian integrals can be bounded in a similar way as the Abelian integrals. 
Lemma 4. Let H(t) be an analytic multivalued function in a punctured neighborhood of 0.
If the variation of H at 0 is written
Var0
(
H(t)
)=∑
p
hp(t) logp t
with some univalued analytic functions hp(t), then there exist univalued analytic function
Hp(t) defined in a punctured neighborhood of the origin such that the function H is written
H(t) =
∑
0p+1
Hp(t) logp t.
Proof. We compute the variation of
∑
p+1 Hp(t) logp t and identify it with the
expansion of Var0 H . This gives:
h = H+1iπ
(
+ 1
1
)
,
h−1 = H+1
(
+ 1
2
)
(iπ)2 + H
(

1
)
iπ,
...
h1 = H+1
(
+ 1

)
(iπ) + H
(

1
)
(iπ)−1 + · · · + H2
(
2
1
)
iπ,
h0 = H+1(iπ)+1 + H(iπ) + · · · + iπH1,
(16)
which has one solution (H1,H2, . . . ,H+1). Hence H(t) −∑1p+1 Hp(t) logp t is a
univalued function H0(t). 
Lemma 5. The generalized Abelian integral
∫
C˜0(t)
ϕηk can be written in the form
∫
C˜0(t)
ϕηk =
∑
p=0
hp(t) logp t,
where hp(t), p = 0, . . . , , are germs of analytic functions at 0, vanishing at 0, if p > 0.
They have sectorially bounded growth at this point.
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Abelian on a cycle vanishing at 0, hence is univalued at 0. Assume the claim true if m< .
Consider the integral
∫
C˜0(t)
ϕηk . By Proposition 5, we get
Var0
( ∫
C˜0(t)
ϕηk
)
=
∫
C˜0(t)
(
(ϕ − iπ) − ϕ)ηk.
The term in ϕηk cancels, we use the inductive hypothesis on the remaining terms
and conclude by Lemma 4. From this expansion, we conclude that these integrals have
sectorially bounded growth at 0. 
Example 1. The integral
∫
C˜0(t)
ϕηk is not univalued at 0, contrary to Abelian integrals. In
fact, Var0(
∫
C˜0(t)
ϕηk) = −iπ
∫
Cr+C ηk is nonzero if k = 0,2: so the principal part of the
expansion at 0 of Var0(
∫
C˜0(t)
ϕ2ηk) is a polynomial in log t of degree exactly 1. Hence
the principal part of the expansion at 0 of
∫
C˜0(t)
ϕ2ηk is a polynomial in log t of degree
exactly 2. This shows that it is not an Abelian integral.
Lemma 6. The principal part of the expansion of ∫
C˜s (t)
ϕηk is a polynomial of degree at
most + 1 in ϕ with univalued coefficients.
Proof. Again from Proposition 5 follows that
Var0
( ∫
C˜s (t)
ϕηk
)
=
∑
p−1
∫
C˜s
(

p
)
(iπ)−pϕpηk −
∫
C˜0
(ϕ − iπ)ηk
and we finish with an induction.
The theorem follows straightforwardly, using C˜E = C˜0 + C˜s . 
Note that this result is not optimal. For instance, if  is odd, the integral on C˜s of ϕηk
is equal to 0. Thus its principal part is of course not of degree 1 in log t . If  is even, the
degree of the expansion of
∫
C˜E(t))
ϕηk , k = 0,2, in log t is in fact /2. This can be proved
in the same way as Lemmas 5 and 6. Therefore we use that, by symmetry, the integrals∫
C˜E
ϕ2m+1ηk are equal to zero. On other lifts τn(C˜E), the integrals of ϕ2m+1ηk are linear
combinations of the integrals on C˜E of one-forms ϕ2pηk , k = 0,2, pm.
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