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Abstract We present error estimates of a linear fully discrete scheme for a three-
dimensional mass diffusion model for incompressible fluids (also called Kazhikhov–
Smagulov model). All unknowns of the model (velocity, pressure and density) are 
approximated in space by C0-finite elements and in time an Euler type scheme is 
used decoupling the density from the velocity–pressure pair. If we assume that the 
velocity and pressure finite-element spaces satisfy the inf–sup condition and the 
density finite-element space contains the products of any two discrete veloci-ties, we 
first obtain point-wise stability estimates for the density, under the constraint 
lim(h,k)→0 h/k = 0 (h and k being the space and time discrete parameters, respec-
tively), and error estimates for the velocity and density in energy type norms, at the 
same time. Afterwards, error estimates for the density in stronger norms are 
deduced. All these error estimates will be optimal (of order O(h + k)) for regular 
enough solu-tions without imposing nonlocal compatibility conditions at the initial 
time. Finally, we also study two convergent iterative methods for the two problems 
to solve at each time step, which hold constant matrices (independent of iterations).
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1 Introduction
1.1 Model
Let  ⊆ Rd (d = 2 or 3) be an open, bounded set with regular enough boundary . Let
T > 0 and let [0, T ] be the time interval. We denote Q = × (0, T ),  = × (0, T )
and n the outwards unit normal vector to .
We consider the system of equations governing the mixture of two miscible
fluids with mass diffusion effect, the so-called mass diffusion model or Kazhikhov–
Smagulov model [1,13]. The unknowns for this model are: u : Q → Rd the incom-
pressible velocity field, q : Q → R a potential function (related to the pressure) and
ρ : Q → R the fluid density, verifying the following partial differential equations:
ρut + ((ρu − λ∇ρ) · ∇)u − μu − λ(u · ∇)∇ρ + ∇q = ρ f in Q, (1)
∇ · u = 0 in Q, ρt + u · ∇ρ − λρ = 0 in Q, (2)
where f : Q → Rd are the external forces, and μ > 0, λ > 0 are the viscosity and
mass diffusion coefficients, respectively.
System (1)–(2) can be derived by assuming that the velocity v of a compressible
Navier–Stokes system can be decomposed into v = u−λ∇ log ρ with ∇ ·u = 0 (i.e. it
is the sum of an incompressible part u and a potential part −λ∇ log ρ) and eliminating
the λ2-terms (see [1,9]), which is justified because of λ is small in practical situations.
By decomposing the term involving second-order derivatives for the density as
−λ(u · ∇)∇ρ = −λ∇(u · ∇ρ) + λ∇ · (ρ(∇u)t )
and defining p = q − λu · ∇ρ (a modified potential function), the momentum system
(1) reads
ρut + ((ρu − λ∇ρ) · ∇)u − μu + λ∇ · (ρ(∇u)t ) + ∇ p = ρ f in Q. (3)
System (2)–(3) is completed with the boundary conditions
u| = 0,
∂ρ
∂n
∣
∣
∣

= 0 (4)
and the initial conditions
ρ(x, 0) = ρ0(x), u(x, 0) = u0(x), x ∈ , (5)
where ρ0 :  → R+ and u0 :  → Rd are given functions.
Throughout this work, we always assume the following hypothesis on the initial
density:
0 < m ≤ ρ0(x) ≤ M in . (6)
1.2 Notation and functional spaces
As usual L p() denotes the space of p-summable functions in , and ‖ · ‖L p() its
norm. We denote the inner-product in L2 by (·, ·) and by ‖ · ‖L2() = | · | its norm.
We denote the classic Sobolev spaces W k,p() and W k,p0 () (or Hk() and Hk0 (),
respectively, for p = 2), with p ≥ 1 and k ∈ N, and ‖ · ‖W k,p() its norm (‖ · ‖Hk ()
for p = 2). We will use frequently the semi-norm of the gradient |∇u| as norm for
u ∈ H10 (). We will use bold-face letter for vectorial spaces and their elements.
Next, we will describe briefly the usual functional spaces in the framework of fluid
mechanics:
H = {u : u ∈ L2(),∇ · u = 0 in , u · n = 0 on },
V = {u : u ∈ H10(),∇ · u = 0 in },
L20() =
⎧
⎨
⎩
p : p ∈ L2(),
∫

p(x)dx = 0
⎫
⎬
⎭
.
On the other hand, for the density we will consider the affine space
H2N () =
⎧
⎨
⎩
ρ ∈ H2() : ∂ρ
∂n
= 0 on ∂,
∫

ρ(x) =
∫

ρ0(x)
⎫
⎬
⎭
.
Obviously, H2N () = ρ0 + H2N ,0(), where ρ0 =
1
||
∫

ρ0(x)dx and
H2N ,0() =
⎧
⎨
⎩
ρ ∈ H2() : ∂ρ
∂n
= 0 on ∂,
∫

ρ(x) = 0
⎫
⎬
⎭
.
Therefore, H2N () is a affine space associated to H
2
N ,0(). Accordingly to the
H2-regularity of the Poisson–Neumann problem, the norm ‖ρ‖H2() is equivalent
to the seminorm ‖ρ‖L2() in H2N ,0().
1.3 Known results
Concerning model (2)–(5), Kazhikhov and Smagulov [1,13] proved, via a semi-
Galerkin method, the existence of global weak solutions under the following hypoth-
esis on the viscosity and diffusion coefficients
λ < 2μ/(M − m) (7)
and the existence and uniqueness of local strong solutions (which is global in time in
2D domains). On the other hand, Salvi [14] proved the existence of weak solutions in
non-cylindrical domains. Secchi [17] studied the case  = R3, proving the existence
and uniqueness of strong solutions, by using a fixed-point argument.
With respect to a more complete model than (2)–(5) (adding to (3) λ2-terms),
Beirão da Veiga [2] and Secchi [16] established the local existence of strong solu-
tions by means of a linearization and fixed point argument. In [16], Secchi proved
the existence and uniqueness of global weak solutions in 2D domains imposing λ/μ
small enough and the asymptotic behavior, as λ → 0, towards a weak solution of the
density-dependent Navier–Stokes problem. Recently, in [8], by means of an iterative
method, existence of regular solutions (and some error estimates) has been proved.
Finally, see [15] for a recent exposition of theoretical results of this model, including
the problem of the Lq -maximal regularity.
There are not many results concerning the numerical analysis of (2)–(5). Using a
finite element method, two numerical schemes have been recently developed in [9]
and [10] for (2)–(5) in the two- and three-dimensional case, respectively. For the two-
dimensional case, a numerical scheme is constructed being unconditionally stable and
convergent towards the (unique) solution of the continuous problem. This scheme
is obtained by applying a truncating operator in the terms depending on the density
which require positiveness and pointwise bounds. In the three-dimensional case, a
conditionally stable and convergent scheme is designed for which an approximate
maximum principle is shown, bounding by excess and defect the approximate density
with respect to the upper and lower bound of the initial density. For this, the convective
velocity of the discrete density equation is projected onto a discrete free-divergence
space related to the density space. An extension of the results in [10] for the complete
model with λ2-terms has been recently obtained in [11].
Both schemes of [9] and [10] are based on the backward Euler method in time,
where the computation of the density and the velocity–pressure pair is decoupled at
each time step, by means of two linear problems.
In [5], a numerical algorithm is developed by using a characteristic method in
time and finite elements in space. The authors give optimal error order under certain
restrictions on the discrete parameters and assuming regularity hypotheses on the exact
solution, as for instance u ∈ L∞(0, T ; H3()), which turn out to be more demanding
than we will impose in this work. In particular, such a regularity requires a nonlocal
compatibility condition for the data at t = 0.
1.4 Description of the scheme
The scheme that we study in this work is based on the following weak mixed formu-
lation of problem (2)–(5):
⎧
⎨
⎩
(ρut , u¯) + ((ρu − λ∇ρ) · ∇u, u¯) +
(
μ∇u − λρ(∇u)t ,∇ u¯)
− (p,∇ · u¯) = (ρ f , u¯) , (∇ · u, p¯) = 0,
(ρt , ρ¯) + (u · ∇ρ, ρ¯) + λ (∇ρ,∇ρ¯) = 0,
(8)
for all ( ¯u, p¯, ρ¯) ∈ H10() × L20() × H1(). We consider a backward first-order finite difference for the time derivative on a partition, which, for simplicity, we
suppose uniform on [0, T ] with time step k = T/N : (tn = nk)n=Nn=0 . To approxi-
mate the unknowns density, velocity and pressure, we will use finite element spaces
denoted by (Wh, V h, Mh), being conforming approximations of (H1, H10, L20) and
verifying hypotheses (H2)–(H4) described in Sect. 2.1 below.
Under the foregoing statement, we propose the following numerical scheme.
Initialization: Let (u0h, ρ
0
h) ∈ V h × Wh be approximations of (u0, ρ0), as h → 0.
Time step n + 1: Given ρnh ∈ Wh and unh ∈ V h , find ρn+1h ∈ Wh such that for each
ρ¯h ∈ Wh :
(
ρn+1h − ρnh
k
, ρ¯h
)
+
(
unh · ∇ρn+1h , ρ¯h
)
+ λ
(
∇ρn+1h ,∇ρ¯h
)
= 0. (9)
Given ρnh , ρ
n+1
h ∈ Wh and unh ∈ V h , find (un+1h , pn+1h ) ∈ V h × Mh such that for
each (u¯h, p¯h) ∈ V h × Mh :
⎧
⎪⎪⎨
⎪⎪⎩
(
ρnh
un+1h − unh
k
, u¯h
)
+
(
((ρn+1h u
n
h − λ∇ρn+1h ) · ∇)un+1h , u¯h
)
+ a
(
ρn+1h , u
n+1
h , u¯h
)
+1
2
(
(∇ · unh)ρn+1h un+1h , u¯h
)
=
(
ρn+1h f (tn+1), u¯h
)
+
(
pn+1h ,∇ · u¯h
)
,
(10)
(
∇ · un+1h , p¯h
)
= 0, (11)
where
a(ρ, u, v) = μ (∇u,∇v) − λ
∫

(
ρ − M˜ + m˜
2
)
(∇u)t : ∇v dx
with
M˜ > M, 0 < m˜ < m such that λ
M˜ − m˜
2
< μ. (12)
Note that this choice of M˜ and m˜ is possible owing to hypothesis (7). The trilinear
form a(·, ·, ·) satisfies the following properties: if 0 < m˜ ≤ ρ ≤ M˜ , then
a (ρ, u, u) ≥ μ1
2
|∇u|2 where μ1
2
= μ − λ M˜ − m˜
2
(>0), (coercivity)
(13)
a(ρ, u, v) ≤ C |∇u| |∇v| (continuity).
Note that the numerical scheme presented here is implicit with respect to the linear
terms and semi-implicit with respect to the nonlinear terms so that it has allowed us to
design a linear scheme which decouples the computation of ρn+1h and (u
n+1
h , p
n+1
h ).
The well-posedness of the linear convective–diffusion problem (9) is standard.
However, some care is required to assure that the linear mixed problem (10)–(11) is
well-posed. Besides the well-known Brezzi–Babuska or Inf–Sup stability condition
(see (H3) below), we must assure ρnh > 0, which we are going to get by induction
later on (see Corollary 7). In fact, the existence (and uniqueness) of (10)–(11) will be
also proved by induction at the same time that weak error estimates (see Theorem 9).
Remark 1 The choice of approximating (ρut )(tn+1) as ρnh
un+1h − unh
k
is justified by
the following equality [9,10]:
(
ρnh
un+1h − unh
k
, un+1h
)
+ 1
2
(
ρn+1h − ρnh
k
, un+1h · un+1h
)
= 1
2
ρn+1h |un+1h |2 − ρnh |unh |2
k
+ 1
2
k ρnh
∣
∣
∣
∣
∣
un+1h − unh
k
∣
∣
∣
∣
∣
2
.
This is the discrete version of the following continuous equality on the time derivative
of the kinetic energy:
(
ρ
d
dt
u, u
)
+ 1
2
(
d
dt
ρ, u · u
)
= 1
2
∫

d
dt
(
ρ|u|2
)
.
Comparing the schemes developed in [9] and [10] with scheme (9)–(11), we can
remark the following similarities and differences.
1. In [10] the velocity unh of the convective term of (9) is replaced by the H1-projected
velocity wnh onto a discrete free-divergence space, namely w
n
h ∈ V˜ h (jointly with
qnh ∈ M˜h) such that
{(∇(wnh − unh),∇wh
) − (qnh ,∇ · wh
) = 0 ∀wh ∈ V˜ h,(∇ · wnh, qh
) = 0 ∀ qh ∈ M˜h,
where (V˜ h, M˜h) satisfies the inf–sup condition, (Wh · Wh) ∩ L20() ⊂ M˜h and
Mh ⊂ M˜h . Obviously, such a projection can be avoided by selecting V h = V˜ h ,
and Mh = M˜h .
2. Also, in the discrete momentum system (10), the stabilization term
1
2
(
(∇ · unh)ρn+1h un+1h , u¯h
)
is replaced in [10] by
1
2
(
ρn+1h − ρnh
k
, un+1h · u¯h
)
− 1
2
(
ρn+1h u
n
h − λ∇ρn+1h ,∇(un+1h · u¯h)
)
.
It turns out easy to obverse that under the hypothesis V h · V h ⊂ Wh imposed
in (H4) (see Sect. 2.1), the two above stabilization terms coincides. Indeed, take
ρ¯h = 12 u
n+1
h · u¯h in (9) and integrate by parts in the convective term to find
1
2
(
ρn+1h − ρnh
k
, un+1h · u¯h
)
− 1
2
(
ρn+1h u
n
h − λ∇ρn+1h ,∇(un+1h · u¯h)
)
= 1
2
(
(∇ · unh)ρn+1h un+1h , u¯h
)
.
Therefore, (10) coincides with the discrete momentum system in [10].
3. But the hypothesis V h · V h ⊂ Wh imposed in (H4) and the hypothesis
(Wh ·Wh)∩L20() ⊂ M˜h imposed in [10] are, in a certain sense, opposite. Indeed,
in the case to avoid the projection step, we select V h = V˜ h and Mh = M˜h . Then,
one arrives at
(V h · V h · V h · V h) ⊂ (Wh · Wh) ⊂ Mh ⊂ V h
(the last inclusion is due to the inf–sup condition for (V h, Mh)) which are contra-
dictory inclusions.
4. In the scheme given in [9] for 2D domains, the semi-implicit convective term
(
unh · ∇ρn+1h , ρ¯h
)
in (9) is replaced by the fully explicit term (unh · ∇ρnh , ρ¯h
)
, the
following stabilization terms
1
2
(
[ρn+1h ]T − [ρnh ]T
k
, un+1h · u¯h
)
− 1
2
(
ρn+1h u
n
h − λ∇ρn+1h ,∇(un+1h · u¯h)
)
,
are introduced instead of
1
2
(
(∇ · unh)ρn+1h un+1h , u¯h
)
in the momentum system
(10), where [·]T is a truncating operator by nodes between the upper and lower
bounds of the initial density, and the same truncating operator is considered in
the discrete momentum system in the terms depending on the discrete density
which requires positiveness and pointwise bounds for density. Accordingly, (10)
is different to the discrete momentum system developed in [9].
An important observation on scheme (9)–(11) is that it is not clear how to obtain a
priori estimates without imposing regularity hypotheses on the exact solution, unlike
the schemes developed in [9,10], which are stables (and convergent towards weak
solutions). On the contrary, to prove error estimates for the stable schemes studied in
[9,10] introduces important difficulties, with respect to the scheme (9)–(11) introduced
here.
1.5 Main results of this paper
In this paper, we denote by C a generic positive constant (which may vary in each
bound) depending on the continuous solution, say (u, p, ρ), and the fixed parameters
of the problem (λ, μ). When necessary, we use Cs , Gi and A to denote particular
positive constants.
By denoting the errors between the continuous and discrete solution in time at
t = tn as:
enu = unh − u(tn), enp = pnh − p(tn), enρ = ρnh − ρ(tn),
we will prove the following results.
Theorem 2 Assume hypotheses (H0)–(H4) (see Sect. 2.1 below) and the constraint
lim
(h,k)→0
h
k
= 0. (S)
Then, there exists a unique solution (ρnh , u
n
h, p
n
h) of scheme (9)–(11) and the following
error estimates hold, for h and k small enough:
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
max
0≤n≤N−1
(
m˜|en+1u |2 + A|en+1ρ |2
)
+
N−1
∑
n=0
(
m˜
2
|en+1u − enu|2 +
A
2
|en+1ρ − enρ |2
)
+k
N−1
∑
n=0
(μ1
2
|∇en+1u |2 + A λ|∇en+1ρ |2
)
≤ C (k2 + h2),
where A > 0 is a constant independent of (h, k).
Theorem 3 Under conditions of Theorem 2 and ρt ∈ L2(0, T ; H2()), the following
error estimates hold for h and k small enough:
max
0≤n≤N |∇e
n+1
ρ |2 +
N−1
∑
n=0
|∇(en+1ρ − enρ)|2 + k
N−1
∑
n=0
|Ph(ρ(tn+1)) − hρn+1h |2
≤ C (k2 + h2),
where hρn+1h is the discrete Laplacian of ρn+1h defined in (54) and Ph is the
L2-orthogonal projection onto Wh.
Note that if ρ ∈ L2(0, T ; H3()) holds, one gets the following total error estimate
for the density
k
N−1
∑
n=0
|ρ(tn+1) − hρn+1h |2 ≤ C (k2 + h2).
Finally, in this work, we analyze two iterative methods to approximate problems (9) 
and (11), with constant matrices by iteration. Theses scheme are described as follows:
Iterative method for problem (9). Given  (ρhn, unh), the solution ρhn+1 to (9) is approx-
imated by the sequence (ρh
n+1,i 
)i defined as:
Initialization: Let ρn+1,0h = ρnh .
Step i + 1: Given ρn+1,ih , find ρn+1,i+1h ∈ Wh such that for each ρ¯h ∈ Wh :
(
ρ
n+1,i+1
h − ρnh
k
, ρ¯h
)
+ λ
(
∇ρn+1,i+1h ,∇ρ¯h
)
= −
(
unh · ∇ρn+1,ih , ρ¯h
)
. (14)
Iterative method for problem (10)–(11). Given (ρnh , ρn+1h , unh), the solution (un+1h ,
pn+1h ) to (10)–(11) is approximated by the sequence (un+1,ih , pn+1,ih )i defined as:
Initialization: Let un+1,0h = unh .
Step i + 1: Given un+1,ih , find (un+1,i+1h , pn+1,i+1h ) ∈ V h × Mh such that for each
(u¯h, p¯h) ∈ V h × Mh :
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
ρ M˜m˜
u
n+1,i+1
h − unh
k
, u¯h
)
+ μ(∇un+1,i+1h ,∇ u¯h) −
(
pn+1,i+1h ,∇ · u¯h
)
= −
(
((ρn+1h u
n
h − λ∇ρn+1h ) · ∇)un+1,ih , u¯h
)
− λ
T∫
0
(
ρ M˜m˜ − ρn+1h
)
(∇un+1,ih )t : ∇ u¯h
− 1
2
(
∇ · unhρn+1h un+1,ih , u¯h
)
+
(
ρn+1h f n+1, u¯h
)
+
(
(
ρ M˜m˜ − ρnh
) u
n+1,i
h − unh
k
, u¯h
)
,
(15)
(
∇ · un+1,ih , p¯h
)
= 0, (16)
where ρ M˜m˜ = M˜+m˜2 . We will see the convergence of the approximations
(u
n+1,i
h , p
n+1,i
h , ρ
n+1,i
h ) towards (u
n+1
h , p
n+1
h , ρ
n+1
h ) as i → ∞, whenever k is small
enough.
The rest of the work is organized as follows. In Sect. 2 we describe the hypotheses
about the domain, the data and the finite element approximation, and we define suit-
able interpolation operators. In Sect. 3 we prove, by an induction process at each time
step, point-wise estimates for the discrete density which allow us to obtain in Sect. 4,
the existence and uniqueness of a solution of scheme (9)–(11) and some convergence
rates, firstly in energy norms for density and velocity (Theorem 2), and afterwards in
a certain discrete stronger norm for the density (Theorem 3). Finally, in Sect. 5, we
prove that the iterative methods (14) and (15)–(16) are well-posed and convergent.
2 Preliminaries
From now on, fix  an open, bounded set of Rd (d = 2 or 3) with Lipschitz-continuous
polyhedral or polygonal boundary and let {Th}h>0 be a family of triangulations such
that  = ⋃K∈Th K , h being the maximum diameter of elements of Th .
2.1 Hypotheses
(H0) Regularity for the data: Let u0 ∈ V ∩ (W1,3()∩ L∞()), ρ0 ∈ H2N () with
0 < m ≤ρ0 ≤ M in , and f ∈ L2(0, T ; L3()) with f t ∈ L2(0, T ; L6/5()).
Constraints on the parameters (λ, μ, m, M): Assume that λ
M − m
2
< μ and
let m˜, M˜ satisfying (12).
Regularity for the solution: Suppose that (ρ, u, p) is the unique solution to
problem (2)–(5) in (0, T ) with the following regularity:
ρ ∈ L∞(0, T ; W 1,3() ∩ L∞()) ∩ L2(0, T ; H2()),
ρt ∈ L2(0, T, H1()),
u ∈ L∞(0, T ; W1,3() ∩ L∞()) ∩ L2(0, T ; H2()),
ut ∈ L∞(0, T, L2()) ∩ L2(0, T, H1()),
p ∈ L2(0, T ; H1()).
(H1) ∂ is such that the homogeneous Poisson–Neumann problem
−φ = g in , ∂φ
∂n
= 0 on ,
has the regularity property ‖φ‖H2() ≤ C ‖g‖L2() for any g ∈ L20(), and
the Stokes problem
−v + ∇q = f in , ∇ · v = 0 on , v = 0 on ,
has the regularity property ‖v‖H2() + ‖q‖H1() ≤ C‖ f ‖L2(), for any pre-
scribed f ∈ L2().
(H2) The triangulation of  and the discrete spaces verify:
• Inverse Inequalities:
‖ρ¯h‖L3() ≤ C h−1/2‖ρ¯h‖L2() ∀ρ¯h ∈ Wh, (17)
‖ρ¯h‖L∞() ≤ C h−1/2‖ρ¯h‖H1() ∀ρ¯h ∈ Wh . (18)
• Approximation errors:
inf
u¯h∈V h
‖u¯ − u¯h‖H1() ≤ C h ‖u¯‖H2() ∀ u¯ ∈ H2() ∩ H10(),
inf
p¯h∈Mh
‖ p¯ − p¯h‖L2() ≤ C h‖ p¯‖H1() ∀ p¯ ∈ H1() ∩ L20(),
inf
ρ¯h∈Wh
‖ρ¯ − ρ¯h‖H1() ≤ C h ‖ρ¯‖H2() ∀ ρ¯ ∈ H2(),
inf
ρ¯h∈Wh
‖ρ¯ − ρ¯h‖L∞() ≤ C h1/2‖ρ¯‖H2() ∀ ρ¯ ∈ H2().
(H3) Inf–sup condition for (V h, Mh). There exists β > 0 (independent of h) such
that
‖ p¯h‖L20() ≤ β supu¯h∈V h\{0}
( p¯h,∇ · u¯h)
|∇ u¯h | ∀ p¯h ∈ Mh .
(H4) The density and velocity discrete space (V h, Wh) satisfy V h · V h ⊂ Wh , that
is
∀ u¯1h, u¯2h ∈ V h, u¯1h · u¯2h ∈ Wh .
A manner of defining the discrete spaces (Wh, V h, Mh) satisfying hypotheses (H2)–
(H4) is the following. Let {Th}h>0 be a family of regular, quasi-uniform triangulations
of . Then, one can consider (V h, Mh) as the (P1 +bT )× P1 mini-element [7] for the
velocity–pressure pair where the bubble function bT is a point-wise linear function
that is positive in the interior of each T ∈ Th taking the value 1 at the barycenter of T
and 0 on ∂T . Note that the barycenter of each T ∈ Th induces a subdivision of T in
three triangles (in 2D) or four tetrahedrons (in 3D). Thus, one can approximate the
density by the P2 finite element on the finer mesh, hence hypothesis V h · V h ⊂ Wh
holds.
2.2 Interpolation operators
Let Slh be a Pl -interpolation operator (l = 1, 2) which is W n,p()-stable for 1 ≤ p ≤∞ and n = 0, 1, and inherits the approximation properties from (H2) (for instance,
Slh could be the Scott-Zhang or Clement operator [3]). Then, for each v ∈ L1() we
define Ihv ∈ V h as follows
Ihv|T = S1hv + cT bT cT =
1
∫
T bT dx
∫
T
(v − S1hv)(x)dx, ∀ T ∈ Th,
where bT is the bubble function defined above. By construction, since Mh is defined
by C0-finite elements locally P1, one has
(∇ · (v − Ihv), p¯h) = (v − Ihv,∇ p¯h) = 0 ∀v ∈ H10() and p¯h ∈ Mh . (19)
On the other hand, for each p ∈ H1() and ρ ∈ L1() we consider Jh p = S1h p ∈
Mh and Khρ = S2hρ ∈ Wh as interpolation operators related to pressure and density
respectively (Kh acts over the finer mesh). Let us sum up the properties to be needed
for the interpolation operators Ih , Jh , and Kh in the following.
Lemma 4 Suppose that hypotheses (H1)–(H3) hold. Then, for any n = 0, 1 and
1 ≤ p ≤ +∞, one has
‖Ihv‖W n,p() ≤ C ‖v‖W n,p(), ‖Ihv − v‖W n,p ≤ C h|v|W n+1,p(),
‖Khρ‖W n,p() ≤ C ‖ρ‖W n,p(), ‖Khρ − ρ‖W n,p ≤ C h|ρ|W n+1,p(),
‖Khρ − ρ‖L∞ ≤ C h1/2‖ρ‖H2(),
‖Jh p − p‖L2() ≤ C h‖p‖H1().
(20)
3 Point-wise estimates for the discrete density
We give here the proof of point-wise stability estimates for the discrete density (given
in (26)) under hypothesis (S). The idea to prove this type of estimates has already been
used in [10], by means of a truncation operator, the estimate k ∑N−1l=0 |∇ulh |2 ≤ Cs ,
and the H1-projection of unh onto a finite-element space of higher order in the discrete
density equation (9). If we now admit a better bound for the discrete velocity, namely
maxl=1,...,N−1 |∇ulh | ≤ Cs , discrete maximum principle holds without the projection
of the discrete velocity acting in (9). Such a estimate will be a consequence of the
error estimates in weak norms for the velocity [see (51)].
The proof of such a maximum principle will be divided into three steps: corre-
sponding to Lemmas 5, 6, and Corollary 7.
Consider the following auxiliary time-stepping scheme: Let ρ0 = ρ0. Given ρn ∈
H1(), find ρn+1 ∈ H2() as the solution to the elliptic problem
ρn+1 − ρn
k
+ unh · ∇ρn+1 − λρn+1 = 0 in ,
∂ρn+1
∂n
∣
∣
∣
∂
= 0. (21)
This problem is well-posed thanks to the elliptic regularity imposed in (H1).
The proof of the following result was done in [10] in Appendix (A.1).
Lemma 5 Fix n = 0, . . . , N −1. Suppose that there exists a unique solution (ulh, plh)
of (9)–(11) for l = 1, . . . , n satisfying (jointly to initialization u0h) the estimate
|∇ulh | ≤ Cs ∀ l = 0, . . . , n, (22)
with Cs > 0 being a constant independent of (k, h), and steps l = 1, . . . , n. Then, for
k small enough (depending only on Cs), we have
0 < m ≤ ρl+1 ≤ M, ∀ l = 0, . . . , n. (23)
max
0≤l≤n ‖ρ
l+1‖2H1() ≤ C, k
n
∑
l=0
‖ρl+1‖2H2() ≤ C, (24)
where C is a constant independent of (h, k), and steps l = 1, . . . , n.
The next lemma provides a comparison between problems (9) and (21).
Lemma 6 Fix n = 0, . . . , N −1. Under assumptions of Lemma 5, the discrete density
(ρlh)
n+1
l=1 of scheme (9) satisfies, for h and k small enough (independent of the time
step n):
k
n
∑
l=0
‖ρl+1h − Khρl+1‖2H1() ≤ C h2 (25)
where C > 0 is a constant independent of (h, k) and steps l = 1, . . . , n.
The details of the proof of Lemma 6 are similar to that of Theorem 2 in most argu-
ments. Since we compare (9) with a time-stepping scheme being linear on ρn+1 for
a fixed data unh , no consistency errors must be bounded. Therefore, the proof of (25)
is slightly shorter than the proof of error estimates given in Theorem 2, and therefore
the proof is omitted.
Corollary 7 Fix n = 0, . . . , N − 1. Under the assumption of Lemma 6, the discrete
density of scheme (9) satisfies, for h and k small enough (depending only on Cs):
0 < m˜ ≤ ρl+1h ≤ M˜, ∀ l : 0 ≤ l ≤ n, (26)
where m˜ and M˜ are the constants fixed in (12).
Proof It follows easily from (25) and inverse inequality (18) that ‖ρl+1h − Kh
ρl+1‖2L∞() ≤ C h/k. This estimate jointly to approximation error (20) for ρ¯ = ρl+1
and (25) imply that
‖ρl+1h − ρl+1‖2L∞() ≤ C h/k. (27)
Indeed,
k
∑
l
‖ρl+1h − ρl+1‖2L∞ ≤ C k
∑
l
(
‖ρl+1h − Khρl+1‖2L∞ + ‖Khρl+1 − ρl+1‖2L∞
)
,
hence by using firstly (18) and (20) and secondly (24) and (25):
k
∑
l
‖ρl+1h −ρl+1‖2L∞ ≤
C
h
k
∑
l
‖ρl+1h −Khρl+1‖2H1 +C h k
∑
l
‖ρl+1‖2H2 ≤ C h
one arrives at (27).
Finally, note that, for h and k small enough (independent of the time step n), (26)
holds from constraint (S), (23) and (27). unionsq
4 Well-posedness of scheme (9)–(11) and weak error estimates
First of all, we are going to introduce the consistency errors and the error equations
for both velocity and density. To motivate the way consistency errors will be written
below, let us indicate what we would obtain if a usual methodology of writing them
were used. Typically, the consistency error are obtained by putting the differential
solution related to (8) into the numerical scheme (9)–(11). In doing so, one arrives at
ρ(tn+1) − ρ(tn)
k
+ u(tn) · ∇ρ(tn+1) − λρ(tn+1) = Rn+1ρ ,
⎧
⎨
⎩
ρ(tn)
u(tn+1) − u(tn)
k
+(ρ(tn+1)u(tn) − λ∇ρ(tn+1)) · ∇u(tn+1)
−∇ · (μ∇u(tn+1)−λρ(tn+1)(∇u(tn+1))t )+∇ p(tn+1)=ρ(tn+1) f (tn+1)+Rn+1u ,
where Rn+1ρ and Rn+1u are the time consistency errors having the expressions
Rn+1ρ =
1
k
tn+1∫
tn
(s − tn)ρt t ds −
⎛
⎝
tn+1∫
tn
ut (s) ds
⎞
⎠ · ∇ρ(tn+1),
Rn+1u =
ρ(tn+1)
k
tn+1∫
tn
(s − tn)ut t ds − 1k
⎛
⎝
tn+1∫
tn
ρt (s) ds
⎞
⎠
⎛
⎝
tn+1∫
tn
ut (s) ds
⎞
⎠
−ρ(tn+1)
⎛
⎝
tn+1∫
tn
ut (s) ds
⎞
⎠ · ∇u(tn+1).
Obviously, writing the exact solution in the above context requires that some sort
of regularity for ut t must be imposed. It is easy to realize that at some moment in
obtaining the error estimates, by using this approach, we must bound the term where
ut t appears in Rn+1u acting on u¯h ∈ V h :
k
⎛
⎝
ρ(tn+1)
k
tn+1∫
tn
(s − tn)ut t ds, u¯h
⎞
⎠
≤ ‖ρ(tn+1)‖L∞()
tn+1∫
tn
(s − tn)‖ut t (s)‖L6/5()‖u¯h‖L6()
≤ C 1
k
⎛
⎝
tn+1∫
tn
(s − tn)‖ut t (s)‖L6/5()
⎞
⎠
2
+ ε k |∇ u¯h |2
The best regularity for ut t we can expect (without imposing global compatibility
conditions) is σ 1/2ut t ∈ L2(0, T ; L6/5()), where σ(t) = min{1, t}. Therefore,
k
⎛
⎝
ρ(tn+1)
k
tn+1∫
tn
(s − tn)ut t ds, u¯h
⎞
⎠ ≤ C k
tn+1∫
tn
(s − tn)‖ut t (s)‖2L6/5() + εk|∇ u¯h |2,
but it is easy to check that this bound only implies the suboptimal error estimates 
in time O(k1/2). In order for the result of O(k) to hold, the regularity condition 
ut t  ∈ L2(0, T ; L6/5()) must be imposed, but it requires a nonlocal compatibility 
condition for the pressure at the initial time t = 0, depending on the data u0, ρ0 and
f (0), which cannot be verified in practice [12]. Therefore, it is clear that we must 
write the consistency errors in which ut t  not to appear.
It is well at this point to point out that in the particular case of constant density 
(that is, for the classical Navier–Stokes problem), to obtain the optimal order O(k),
it suffices to impose ut t ∈ L2(0, T ; V ′), which is a regularity hypothesis that not
requires the above-mentioned nonlocal compatibility condition.
Throughout the paper we will denote the errors as follows:
enu = ed,u + ei,u, with ed,u = unh − Ih u(tn) and ei,u = Ih u(tn) − u(tn),
enp = ed,p + ei,p, with ed,p = pnh − Jh p(tn) and ei,p = Jh p(tn) − p(tn),
enρ = ed,ρ + ei,ρ, with ed,ρ = ρnh − Khρ(tn) and ei,ρ = Khρ(tn) − ρ(tn),
where ei,· represents the error coming from the interpolation error, and ed,· represents
the error related to the nonlinearity in problem (2) (discrete error).
4.1 Error equation for the velocity–pressure
To introduce a new consistency error let us first begin by integrating (8)1 with respect
to time between tn and tn+1 to get
tn+1∫
tn
(ρ(s)ut (s), u¯) ds +
tn+1∫
tn
(((ρ(s)u(s) − λ∇ρ(s)) · ∇)u(s), u¯) ds
+
tn+1∫
tn
(
μ∇u(s) − λρ(s)(∇u(s))t ,∇ u¯) ds −
tn+1∫
tn
(p(s),∇ · u¯) ds
=
tn+1∫
tn
(ρ(s) f (s), u¯) ds (28)
for all u¯ ∈ H10(). If follows easily that the integral of the time derivative may be
written as
tn+1∫
tn
(ρut (s), u¯) ds = k (ρ(tn)δt u(tn+1), u¯) +
tn+1∫
tn
([ρ(s) − ρ(tn)]ut (s), u¯) ds
:= k (ρ(tn)δt u(tn+1), u¯) +
(
ξn+1u,1 , u¯
)
.
This expression will allow us to compare the time derivative terms corresponding to
(10) and (28) in a suitable way. By subtracting (28), particularized for u¯ = u¯h ∈ V h ,
from (10), we find the relation
k
(
ρnh δt u
n+1
h − ρ(tn)δt u(tn+1), u¯h
)
−
(
ξn+1u,1 , u¯h
)
+
tn+1∫
tn
(
(ρn+1h u
n
h · ∇)un+1h − (ρ(s)u(s) · ∇)u(s), u¯h
)
ds
−λ
tn+1∫
tn
(
(∇ρn+1h · ∇)un+1h − (∇ρ(s) · ∇)ρ(s), u¯h
)
ds
+μ
tn+1∫
tn
(
∇un+1h − ∇u(s), u¯h
)
ds
−λ
tn+1∫
tn
((
ρn+1h − ρ M˜m˜
)
(∇un+1h )t − ρ(s)(∇u(s))t ,∇ u¯h
)
ds
+1
2
tn+1∫
tn
(
∇ · unh ρn+1h , un+1h · u¯h
)
ds −
tn+1∫
tn
(
pn+1h − p(s),∇ · u¯h
)
ds
−
tn+1∫
tn
(
ρn+1h f (tn+1) − ρ(s) f (s), u¯h
)
ds = 0. (29)
We now split each pair of terms in the above equation in preparation for deriving the
error estimates for the discrete velocity error, en+1d,u = un+1h − Ih u(tn+1). To begin
with, we treat the time derivative terms in (29) as
k
(
ρnh δt u
n+1
h − ρ(tn)δt u(tn+1), u¯h
)
= k
(
ρnh δt e
n+1
d,u , u¯h
)
+ k
(
ρnh δt e
n+1
i,u , u¯h
)
+k
(
end,ρδt u(tn+1), u¯h
)
+ k
(
eni,ρδt u(tn+1), u¯h
)
:= k
(
ρnh δt e
n+1
d,u , u¯h
)
+
4
∑
j=2
(
ξn+1u, j , u¯h
)
.
For the convective term in (29) we propose the following decomposition:
tn+1∫
tn
(
(ρn+1h u
n
h · ∇)un+1h − (ρ(s)u(s) · ∇)u(s), u¯h
)
ds
=k
(
(ρn+1h u
n
h · ∇)en+1d,u , u¯h
)
+k
(
((ρn+1h e
n
d,u + en+1d,ρ Ih u(tn) · ∇)Ih u(tn+1), u¯h
)
+
tn+1∫
tn
((Khρ(tn+1)[Ih u(tn) − Ih u(s)] · ∇)Ih u(tn+1), u¯h) ds
+
tn+1∫
tn
(([Khρ(tn+1) − Khρ(s)]Ih u(s) · ∇)Ih u(tn+1), u¯h) ds
+
tn+1∫
tn
((Khρ(s)[Ih u(s) − u(s)] · ∇)Ih u(tn+1), u¯h) ds
+
tn+1∫
tn
(([Khρ(s) − ρ(s)]u(s) · ∇)Ih u(tn+1), u¯h) ds
+
tn+1∫
tn
((ρ(s)u(s) · ∇)[Ih u(tn+1) − Ih u(s)], u¯h) ds
+
tn+1∫
tn
((ρ(s)u(s) · ∇)[Ih u(s) − u(s)], u¯h) ds
:= k
(
(ρn+1h u
n
h · ∇)en+1d,u , u¯h
)
+
(
ζ n+1u,1 , u¯h
)
+
10
∑
j=5
(
ξn+1u, j , u¯h
)
.
The first λ-term in (29) may be written as follows
−λ
tn+1∫
tn
(
(∇ρn+1h · ∇)un+1h − (∇ρ(s) · ∇)ρ(s), u¯h
)
ds
= −λ k
(
(∇ρn+1h · ∇)en+1d,u , u¯h
)
− λ k
(
(∇en+1d,ρ · ∇)Ih u(tn+1), u¯h
)
−λ
tn+1∫
tn
(([∇Khρ(tn+1) − ∇Khρ(s)] · ∇)Ih u(tn+1), u¯h) ds
−λ
tn+1∫
tn
(([∇Khρ(s) − ∇ρ(s)] · ∇)Ih u(tn+1), u¯h) ds
−λ
tn+1∫
tn
((∇ρ(s) · ∇)[Ih u(tn+1) − Ih u(s)], u¯h) ds
−λ
tn+1∫
tn
((∇ρ(s) · ∇)[Ih u(s) − u(s)], u¯h) ds
:= −λ k
(
(∇ρn+1h · ∇)en+1d,u , u¯h
)
+
(
ζ n+1u,2 , u¯h
)
+
14
∑
j=11
(
ξn+1u, j , u¯h
)
.
Concerning the diffusion term in (29) we partition it as
μ
tn+1∫
tn
(
∇un+1h − ∇u(s),∇ u¯h
)
ds = μ k
(
∇en+1d,u ,∇ u¯h
)
+ μ
tn+1∫
tn
(∇ Ih u(tn+1) − ∇ Ih u(s),∇ u¯h) ds
+ μ
tn+1∫
tn
(∇ Ih u(s) − ∇u(s),∇ u¯h) ds
:= μ k
(
∇en+1d,u ,∇ u¯h
)
+
16
∑
j=15
(
ξn+1u, j , u¯h
)
.
Observe that
∫

(∇u(s))t : ∇u(s) dx = 0, which is true owing to ∇ · u(s) = 0 in 
and u(s) = 0 on . Then the other λ-term in (29) may be written as
−λ
tn+1∫
tn
(
(ρn+1h − ρMm )(∇un+1h )t − (ρ(s) − ρ M˜m˜ )(∇u(s))t ,∇ u¯h
)
ds
= −λ k
((
ρn+1h − ρ M˜m˜
)
(∇en+1d,u )t ,∇ u¯h
)
− λ k
(
en+1d,ρ (∇ Ih u(tn+1))t ,∇ u¯h
)
−λ
tn+1∫
tn
([Khρ(tn+1) − Khρ(s)](∇ Ih u(tn+1))t ,∇ u¯h
)
ds
−λ
tn+1∫
tn
([Khρ(s) − ρ(s)](∇ Ih u(tn+1))t ,∇ u¯h
)
ds
−λ
tn+1∫
tn
(
(ρ(s) − ρ M˜m˜ )[∇ Ih u(tn+1) − ∇ Ih u(s)]t ,∇ u¯h
)
ds
−λ
tn+1∫
tn
(
(ρ(s) − ρ M˜m˜ )[∇ Ih u(s) − ∇u(s)]t ,∇ u¯h
)
ds
= −λ k
((
ρn+1h − ρ M˜m˜
)
(∇en+1d,u )t ,∇ u¯h
)
+
(
ζ n+1u,3 , u¯h
)
+
20
∑
j=17
(
ξn+1u, j , u¯h
)
.
An similar argument to the convective and diffusion term shows that the stabilizing
term of (10) takes the form
k
2
(
∇ · unh ρn+1h , un+1h · u¯h
)
= k
2
(
∇ · unh ρn+1h , en+1d,u · u¯h
)
+k
2
(
∇ · end,u ρn+1h , Ih u(tn+1) · u¯h
)
+1
2
tn+1∫
tn
(
∇ · [Ih u(tn) − Ih u(s)]ρn+1h , Ih u(tn+1) · u¯h
)
ds
+1
2
tn+1∫
tn
(
∇ · [Ih u(s) − u(s)]ρn+1h , Ih u(tn+1) · u¯h
)
ds
:= k
2
(
∇ · unh ρn+1h , en+1d,u · u¯h
)
+
(
ζ n+1u,4 , u¯h
)
+
22
∑
j=21
(
ξn+1u, j , u¯h
)
,
and the pressure terms become
−
tn+1∫
tn
(
pn+1h − p(s),∇ · u¯h
)
ds = −k
(
pn+1h − Jh p(tn+1),∇ · u¯h
)
−
tn+1∫
tn
(Jh p(tn+1) − Jh p(s),∇ · u¯h) ds
−
tn+1∫
tn
(Jh p(s) − p(s),∇ · u¯h) ds
:= −k
(
en+1d,p ,∇ · u¯h
)
+
24
∑
j=23
(
ξn+1u, j , u¯h
)
.
To conclude we handle the forcing term that unlike the Navier–Stokes equation pro-
vides extra consistency terms to be bounded. Thus we have
−
tn+1∫
tn
(
ρn+1h f (tn+1) − ρ(s) f (s), u¯h
)
ds = −k
(
en+1d,ρ f (tn+1), u¯h
)
−
tn+1∫
tn
([Khρ(tn+1) − Khρ(s)] f (tn+1), u¯h) ds
−
tn+1∫
tn
([Khρ(s) − ρ(s)] f (tn+1), u¯h) ds
−
tn+1∫
tn
(ρ(s)[ f (tn+1) − f (s)], u¯h) ds
:= −k
(
en+1d,ρ f (tn+1), u¯h
)
+
27
∑
j=25
(
ξn+1u, j , u¯h
)
.
Finally, from (11) and (19), we have
(
∇ · en+1d,u , p¯h
)
= 0 ∀ p¯h ∈ Mh .
For simplicity of notation, let us denote the total consistency error as
(
ξn+1u , u¯h
)
=
27
∑
j=1
(
ξn+1u, j , u¯h
)
and
(
ζ n+1u , u¯h
)
=
4
∑
j=1
(
ζ n+1u, j , u¯h
)
.
Therefore, we get the following variational formulation for (en+1d,u , e
n+1
d,p ):
⎧
⎨
⎩
k
(
ρnh δt e
n+1
d,u , u¯h
)
+ k
(
((ρn+1h u
n
h − λ∇ρn+1h ) · ∇)en+1d,u , u¯h
)
+ k a
(
ρn+1h , e
n+1
d,u , u¯h
)
+ k
2
(
∇ · unh ρn+1h , en+1d,u · u¯h
)
− k
(
en+1d,p ,∇ · u¯h
)
+
(
ζ n+1u , u¯h
)
+
(
ξn+1u , u¯h
)
= 0,
(30)
(
∇ · en+1d,u , p¯h
)
= 0, (31)
for all (u¯h, ph) ∈ V h × Mh .
Note that we have arrived at an error equation for the velocity that does not involve
second derivative in time for the velocity as was announced before.
4.2 Error equation for the density
One easily sees that the above decomposition argument can be applied in the context
of the density equation. Let us define the consistency errors associated to the density
equation.
kδt
(
ρn+1h − ρ(tn+1), ρ¯h
)
= k
(
δt e
n+1
d,ρ , ρ¯h
)
+ k
(
δt e
n+1
i,ρ , ρ¯h
)
:= k
(
δt e
n+1
d,ρ , u¯h
)
+
(
ξn+1ρ,1 , ρ¯h
)
,
tn+1∫
tn
(
unh · ∇ρn+1h − u(s) · ∇ρ(s), ρ¯h
)
ds
= k
(
unh · ∇en+1d,ρ , ρ¯h
)
+ k (end,u · ∇Khρ(tn+1), ρ¯h
)
+
tn+1∫
tn
(Ih u(tn) · ∇[Khρ(tn+1) − Khρ(s)], ρ¯h) ds
+
tn+1∫
tn
((Ih u(tn) · ∇[Khρ(s) − ρ(s)], ρ¯h) ds
+
tn+1∫
tn
([Ih u(tn) − Ih u(s)] · ∇ρ(s), ρ¯h) ds
+
tn+1∫
tn
([Ih u(s) − u(s)] · ∇ρ(s), ρ¯h) ds
:=
2
∑
j=1
(
ζ n+1ρ, j , ρ¯h
)
+
5
∑
j=2
(
ξn+1ρ, j , ρ¯h
)
,
λ
tn+1∫
tn
(
∇ρn+1h − ∇ρ(s),∇ρ¯h
)
ds = λ k
(
∇en+1d,ρ ,∇ρ¯h
)
+λ
tn+1∫
tn
(∇Khρ(tn+1) − ∇Khρ(s),∇ρ¯h) ds
+λ
tn+1∫
tn
(∇Khρ(s) − ∇ρ(s),∇ρ¯h) ds
:= λ k
(
∇en+1d,ρ ,∇ρ¯h
)
+
7
∑
j=6
(
ξn+1ρ, j , ρ¯h
)
.
Therefore, we get the following variational formulation for the density discrete
error en+1d,ρ :
k
(
δt e
n+1
d,ρ , ρ¯h
)
+ λ k
(
∇en+1d,ρ ,∇ρ¯h
)
+
(
ζ n+1ρ , ρ¯h
)
+
(
ξn+1ρ , ρ¯h
)
= 0, (32)
where
(
ζ n+1ρ , ρ¯h
)
=
2
∑
i=1
(
ζ n+1ρ,i , ρ¯h
)
and
(
ξn+1ρ , ρ¯h
)
=
7
∑
i=1
(
ξn+1ρ,i , ρ¯h
)
.
4.3 Error estimates in energy norms
The following lemma provides some estimates at each time step which will be funda-
mental to obtain the rate of convergence by an induction process.
Lemma 8 Suppose that 0 < m˜ ≤ ρnh , ρn+1h ≤ M˜ in . Then, for k small enough,
there exists a constant A > 0, independent of (h, k) and n, such that the following
inequality holds:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(∣
∣
∣
∣
√
ρn+1h e
n+1
d,u
∣
∣
∣
∣
2
+ A
∣
∣
∣e
n+1
d,ρ
∣
∣
∣
2
)
−
(∣
∣
∣
√
ρnh e
n
d,u
∣
∣
∣
2
+ A
∣
∣
∣e
n
d,ρ
∣
∣
∣
2
)
+
(
m˜
2
∣
∣
∣e
n+1
d,u −end,u
∣
∣
∣
2+ A
2
∣
∣
∣e
n+1
d,ρ −end,ρ
∣
∣
∣
2
)
+k 3
4
(
μ1
∣
∣
∣∇en+1d,u
∣
∣
∣
2+ A λ
∣
∣
∣∇en+1d,ρ
∣
∣
∣
2
)
≤ G1 k
(
m˜
∣
∣end,u
∣
∣
2 + A
∣
∣
∣e
n
d,ρ
∣
∣
∣
2
)
+ k 1
4
(
μ1
∣
∣∇end,u
∣
∣
2 + Aλ
∣
∣
∣∇end,ρ
∣
∣
∣
2
)
+ C(h2 + k2)
(
‖ρt‖2L2(In+1;H1()) + ‖ut‖2L2(In+1;H1())
)
+ C h2
(
‖u‖2L2(In+1;H2()) + ‖ρ‖2L2(In+1;H2())
)
,
(33)
where μ1 is the coercivity constant defined in (13), and C, G1 are positive constants
independent of (h, k) and n.
Proof Stability and approximation properties of the interpolator operators Ih, Jh and
Kh given in Lemma 4 must be kept in mind along the proof, since we will make use
of them repeatedly.
First, let us take ρ¯h = 2 en+1d,ρ as a test function into (32). Then, by using the identity
(a − b, 2a) = a2 − b2 + (a − b)2, we obtain
|en+1d,ρ |2 − |end,ρ |2 + |en+1d,ρ − end,ρ |2 + 2λ k|∇en+1d,ρ |2
+2
(
ζ n+1ρ , en+1d,ρ
)
+ 2
(
ξn+1ρ , en+1d,ρ
)
= 0. (34)
Let us start by bounding
(
ξn+1ρ , en+1d,ρ
)
. For the sake of simplicity, some specific
terms will only be bounded in detail. Note that
(
ξn+1ρ,1 , e
n+1
d,ρ
)
may be written as
(
ξn+1ρ,1 , e
n+1
d,ρ
)
=
tn+1∫
tn
(
ρt (s) − Khρt (s), en+1d,ρ
)
ds
≤ C h k1/2‖ρt‖L2(In+1;H1())|en+1d,ρ |, (35)
where we have used the interpolation error of Kh and Schwarz’ inequality. For
(
ξn+1ρ,2 ,
en+1d,ρ
)
Fubini’s rule and the interpolation stability lead to
(
ξn+1ρ,2 , e
n+1
d,ρ
)
=
⎛
⎝Ih u(tn) · ∇ Kh
tn+1∫
tn
(ρ(tn+1) − ρ(s)) ds, en+1d,ρ
⎞
⎠
=
⎛
⎝Ih u(tn) · ∇ Kh
tn+1∫
tn
⎛
⎝
tn+1∫
s
ρt (z) dz
⎞
⎠ ds, en+1d,ρ
⎞
⎠
=
tn+1∫
tn
(z − tn)
(
Ih u(tn) · ∇ Khρt (z), en+1d,ρ
)
dz
≤
tn+1∫
tn
(z − tn)‖Ih u(tn)‖L∞()|∇ Khρt (z)| |en+1d,ρ | dz
≤ C k3/2‖u(tn)‖L∞()‖ρt‖L2(In+1;H1())|en+1d,ρ |
≤ C k3/2‖ρt‖L2(In+1;H1())|en+1d,ρ |. (36)
In estimating
(
ξn+1ρ,3 , e
n+1
d,ρ
)
, we use the interpolation error in H1-norm verified by Kh
to obtain
(
ξn+1ρ,3 , e
n+1
d,ρ
)
≤ C
tn+1∫
tn
‖Ih u(tn)‖L∞()h‖ρ(s)‖H2()|en+1d,ρ | ds
≤ C h k1/2‖u(tn)‖L∞()‖ρ‖L2(In+1;H2())|en+1d,ρ |
≤ C h k1/2‖ρ‖L2(In+1;H2())|en+1d,ρ |. (37)
As was done in (36) and (37), we find that
(
ξn+1ρ,4 , e
n+1
d,ρ
)
≤ C k3/2‖ut‖L2(In+1;H1())‖ρ‖L∞(In+1;W 1,3())|en+1d,ρ |
≤ C k3/2‖ut‖L2(In+1;H1())|en+1d,ρ |, (38)
(
ξn+1ρ,6 , e
n+1
d,ρ
)
≤ C k3/2‖ρt‖L2(In+1;H1())|∇en+1d,ρ |.
and
(
ξn+1ρ,5 , e
n+1
d,ρ
)
≤ C h k1/2‖u‖L2(In+1;H2())|en+1d,ρ |,
(
ξn+1ρ,7 , e
n+1
d,ρ
)
≤ C h k1/2‖ρ‖L2(In+1;H2())|∇en+1d,ρ |,
We proceed now to estimate
(
ζ n+1ρ , ρ¯h
)
. We first handle
(
ζ n+1ρ,1 , e
n+1
d,ρ
)
= k
(
end,u · ∇en+1d,ρ , en+1d,ρ
)
+ k
(
Ih u(tn) · ∇en+1d,ρ , en+1d,ρ
)
(39)
bounding the two terms as follows:
k
(
end,u · ∇en+1d,ρ , en+1d,ρ
)
≤ C k|end,u| |∇en+1d,ρ | ‖en+1d,ρ ‖L∞() ≤ C k |end,u| |∇en+1d,ρ |,
k
(
Ih u(tn) · ∇en+1d,ρ , en+1d,ρ
)
≤ C k ‖Ih u(tn)‖L∞()|∇en+1d,ρ | |en+1d,ρ |
≤ C k |∇en+1d,ρ | |en+1d,ρ |, (40)
Finally, we control
(
ζ n+1ρ,2 , e
n+1
d,ρ
)
≤2 k ‖end,u‖L6()‖∇Khρ(tn+1)‖L3()|en+1d,ρ |≤C k |∇end,u| |en+1d,ρ |.
(41)
Inserting the above estimates in (34) and using Young’s inequality leads to
|en+1d,ρ |2 − |end,ρ |2 + |en+1d,ρ − end,ρ |2 + λ k|∇en+1d,ρ |2 ≤ C k(|en+1d,ρ |2 + |end,u|2)
+εμ1 k|∇end,u|2 + C(h2 + k2)‖ρt‖2L2(In+1;H1()) + C k2‖ut‖2L2(In+1;H1())
+C h2
(
‖u‖2L2(In+1;H2()) + ‖ρ‖2L2(In+1;H2())
)
, (42)
where ε > 0 is a constant to be chosen later, and μ1 is defined in (13).
We now turn to finding the error estimates for the discrete velocity. Take u¯h = en+1d,u
as a test function into (30), taking into account that
(
en+1d,p ,∇ · en+1d,u
)
= 0 (owing to
(31)) and the coercivity of a(ρn+1h , ·, ·) given in (13) to obtain
⎧
⎨
⎩
k
(
ρnh δt e
n+1
d,u , e
n+1
d,u
)
+μ1
2
k|∇en+1d,u |2+k
(
(ρn+1h u
n
h −λ∇ρn+1h ) · ∇)en+1d,u , en+1d,u
)
+1
2
k
(
∇ · unh ρn+1h , en+1d,u · en+1d,u
)
+
(
ζ n+1u , en+1d,u
)
+
(
ξn+1u , en+1d,u
)
≤ 0.
(43)
Let us handle (43) a little more. We pick ρ¯h = k2 |e
n+1
d,u |2 to be a test function in (9)
(which is possible owing to the hypothesis V h · V h ⊆ Wh imposed in (H4)). Then
integration by parts yields
k
2
(
δtρ
n+1
h , |en+1d,u |2
)
− k
2
(
ρn+1h u
n
h − λ∇ρn+1h ,∇|en+1d,u |2
)
−k
2
(
∇ · unh ρn+1h , |en+1d,u |2
)
= 0. (44)
If we now sum (44) to (43) combined with the discrete version of the time derivative
given in Remark 1, we arrive at
∣
∣
∣
∣
√
ρn+1h e
n+1
d,u
∣
∣
∣
∣
2
−
∣
∣
∣
√
ρnh e
n
d,u
∣
∣
∣
2
+
∣
∣
∣
√
ρnh (e
n+1
d,u − end,u)
∣
∣
∣
2
+ μ1k
∣
∣
∣∇en+1d,u
∣
∣
∣
2
+2
(
ζ n+1u , en+1d,u
)
+ 2
(
ξn+1u , en+1d,u
)
≤ 0. (45)
Next, we must bound adequately (ζ n+1u , en+1d,u ) and (ξn+1u , e
n+1
d,u ). Let us take up the
estimates of (ξn+1u , en+1d,u ). Fubini’s rule, and Hölder’s and Sobolev’s inequality show
that
(
ξn+1u,1 , e
n+1
d,u
)
=
tn+1∫
tn
s∫
tn
(
ρt (z)ut (s), e
n+1
d,u
)
dz ds
≤
tn+1∫
tn
s∫
tn
‖ρt (z)‖L3()|ut (s)| ‖en+1d,u ‖L6() dz ds
≤ C‖ut‖L∞(In+1;L2())
⎛
⎜
⎝
tn+1∫
tn
(tn+1 − z)‖ρt (z)‖L3() dz
⎞
⎟
⎠ |∇en+1d,u |
≤ C k3/2‖ρt‖L2(In;L3())|∇en+1d,u |.
As in estimating (35), we have
(
ξn+1u,2 , e
n+1
d,u
)
≤ C h k1/2‖ut‖L2(In+1;H1())|en+1d,u |.
It is not hard to check from Hölder’s and Sobolev’s inequality that
(
ξn+1u,3 , e
n+1
d,u
)
≤
tn+1∫
tn
‖end,ρ‖L3()|ut (s)| ‖en+1d,u ‖L6() ds
≤ C k
(
|end,ρ | |∇en+1d,u | + |end,ρ |1/2|∇en+1d,ρ |1/2|∇en+1d,u |
)
,
(
ξn+1u,4 , e
n+1
d,u
)
≤
tn+1∫
tn
‖eni,ρ‖L3()|ut (s)|‖en+1d,u ‖L6() ds
≤ C h3/2 k1/2‖ρ‖L2(In;H2())|∇en+1d,u |.
To bound (ξn+1u,5 , e
n+1
d,u ) and (ξ
n+1
u,6 , e
n+1
d,u ), we use the fact that u ∈ L∞(0, T ; W1,30 ()∩
L∞()), and mimic (36) to get
(
ξn+1u,5 , e
n+1
d,u
)
≤ C k2|∇en+1d,u |,
(
ξn+1u,6 , e
n+1
d,u
)
≤ C k3/2‖ρt‖L2(In+1;L2())|∇en+1d,u |,
(
ξn+1u,10, e
n+1
d,u
)
≤ C h k1/2‖u‖L2(In+1;H2())|∇en+1d,u |.
In the same way as (37) we bound
(
ξn+1u,7 , e
n+1
d,u
)
≤ C h2 k1/2‖u‖L2(In+1;H2())|∇en+1d,u |,
(
ξn+1u,8 , e
n+1
d,u
)
≤ C h2 k1/2‖ρ‖L2(In+1;H2())|∇en+1d,u |.
Analogously to (39), it follows that
(
ξn+1u,9 , e
n+1
d,u
)
≤ C k3/2‖ut‖L2(In+1;H1())|en+1d,u |.
An argument similar to the convective term for the velocity also shows
(
ξn+1u,11, e
n+1
d,u
)
≤ C k3/2‖ρt‖L2(In+1;H1())|∇en+1d,u |,
(
ξn+1u,12, e
n+1
d,u
)
≤ C h k1/2‖ρ‖L2(In+1;H2())|∇en+1d,u |,
(
ξn+1u,13, e
n+1
d,u
)
≤ C k3/2‖ut‖L2(In+1;H1())|∇en+1d,u |,
(
ξn+1u,14, e
n+1
d,u
)
≤ C h k1/2‖u‖L2(In+1;H2())|∇en+1d,u |,
where we have used the fact that ρ ∈ L∞(0, T ; W 1,3()) in the last two lines. One
sees readily that
(
ξn+1u,15, e
n+1
d,u
)
≤ C k3/2‖ut‖L2(In+1;H1())|∇en+1d,u |,
and
(
ξn+1u,16, e
n+1
d,u
)
≤ C h k1/2‖u‖L2(In+1;H2())|∇en+1d,u |.
The other λ-terms may be bounded as
(
ξn+1u,17, e
n+1
d,u
)
≤ C k3/2‖ρt‖L2(In+1;H1())|∇en+1d,u |,
(
ξn+1u,18, e
n+1
d,u
)
≤ C h k1/2‖ρ‖L2(In+1;H2())|∇en+1d,u |,
(ξn+1u,19, e
n+1
d,u
)
≤ C k3/2‖ut‖L2(In+1;H1())|∇en+1d,u |,
(
ξn+1u,20, e
n+1
d,u
)
≤ C h k1/2‖u‖L2(In+1;H2())|∇en+1d,u |,
and the terms coming from the stabilizing term remain bounded as
(
ξn+1u,21, e
n+1
d,u
)
≤ C h k1/2‖ut‖L2(In+1;H1())|en+1d,u |,
(
ξn+1u,22, e
n+1
d,u
)
≤ C h k1/2‖u‖L2(In+1;H2())|en+1d,u |.
Making use of the property (19) of Ih , we see that
(
ξn+1u,23, e
n+1
d,u
)
= 0. The other
pressure term can be bounded as follows:
(
ξn+1u,24, e
n+1
d,u
)
≤ C h k1/2‖p‖L2(In+1;H1())|∇ · en+1d,u |,
Finally, the forcing terms are estimated as
(
ξn+1u,25, e
n+1
d,u
)
≤ C k3/2‖ρt‖L2(In+1;L3())‖ f (tn+1)‖L2()|∇en+1d,u |
≤ C k3/2‖ρt‖L2(In+1;L3())|∇en+1d,u |,
(
ξn+1u,26, e
n+1
d,u
)
≤ C h k1/2‖ f ‖L2(In+1;L3())|∇en+1d,u |,
(
ξn+1u,27, e
n+1
d,u
)
≤ C k3/2‖ f t‖L2(In+1;L6/5())|∇en+1d,u |.
What remains to be bounded, to complete the estimates, is
(
ζ n+1u , en+1d,u
)
:
(
ζ n+1u,1 , e
n+1
d,u
)
≤ k |Khρ(tn+1)end,u + en+1d,ρ Ih u(tn)
−λ∇en+1d,ρ | ‖∇ Ih u(tn+1)‖L3()‖en+1d,u ‖L6()
≤ C k
(
|end,u|2 + |en+1d,ρ |2 + |∇en+1d,ρ |2
)
|∇en+1d,u |2,
(
ζ n+1u,2 , e
n+1
d,u
)
≤ k |∇en+1d,ρ | ‖∇ Ih u(tn+1)‖L3()‖en+1d,u ‖L6()
≤ C k |∇en+1d,ρ | |∇en+1d,u |,
(
ζ n+1u,3 , e
n+1
d,u
)
≤ C k‖en+1d,ρ ‖L6()‖∇ Ih u(tn+1)‖L3()|∇en+1d,u |
≤ C k
(
|en+1d,ρ | + |∇en+1d,ρ |
)
|∇en+1d,u |,
(
ζ n+1u,4 , e
n+1
d,u
)
≤ C k |en+1d,u | |∇end,u|.
Again, applying the above estimates in (43) and using Young’s inequality yields
∣
∣
∣
∣
√
ρn+1h e
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d,u
∣
∣
∣
∣
2
−
∣
∣
∣
√
ρnh e
n
d,u
∣
∣
∣
2
+
∣
∣
∣
√
ρnh (e
n+1
d,u − end,u)
∣
∣
∣
2
+ μ1k
2
|∇en+1d,u |2
≤ C k (|en+1d,ρ |2 + |end,ρ |2 + |en+1d,u |2 + |end,u|2 + |∇en+1d,ρ |) + δ λ k |∇end,ρ |2
+ C k2|∇en+1d,u | + C k2
(
‖ρt‖2L2(In+1;H1()) + ‖ut‖2L2(In+1;H1())
)
+ Ch2‖ut‖2L2(In+1;H1()) + C h3‖ρ‖2L2(In+1;H2())
+ C h2
(
‖u‖2L2(In+1;H2()) + ‖p‖2L2(In+1;H1()) + ‖ρ‖2L2(In+1;H2())
)
+ C h2‖ f ‖2L2(In+1;L3()) + C k2‖ f t‖2L2(In+1;L6/5()). (46)
where δ > 0 is a constant to be chosen later.
Finally, we bound |en+1ρ |2 ≤ 2(|en+1ρ − enρ |2 + |enρ |2) and |en+1u |2 ≤ 2(|en+1u −
enu|2 + |enu|2) in (42) and (46) and balance inequalities (42) and (46) so that the term
C k|∇en+1ρ |2 is absorbed on the right-hand side of (42). To end, take k small enough
so that the terms C k|en+1d,ρ − end,ρ |2 and C k2|∇en+1d,ρ |2, and C k|en+1d,u − end,u|2 and
C k2|∇en+1d,u | are controlled on the left-hand side of (42) and (46), respectively. Then
the recursive inequality (33) holds automatically by choosing ε and δ in the obvious
way. unionsq
At this point, we can choose the approximation of the initial data. Our finite-
element method would start with, say, ρ0h = Khρ0 and u0h = Ih u0. With this choice
we can say that
|u0 − u0h | ≤ C h, |∇uh0 | ≤ G2, (47)
|ρ0 − ρ0h | ≤ C h, 0 < m˜ ≤ ρ0h(x) ≤ M˜ . (48)
Now, we are in position to prove existence of solution of the scheme and optimal error
estimates in weak norms for discrete errors.
Theorem 9 Assume hypotheses (H0)–(H4) constraint (S) and (h, k) small enough
(in order to apply Lemmas 6, 5, Corollary 7 and Lemma 8). Then there exists a unique
solution (ρnh , u
n
h, p
n
h) of scheme (9)–(11) and the following estimates hold:
0 < m˜ ≤ ρn+1h ≤ M˜, ∀ n : 0 ≤ n ≤ N − 1, (49)
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
max
0≤n≤N−1
(
m˜|en+1d,u |2+ A|en+1d,ρ |2
)
+
N−1
∑
n=0
(
m˜
2
|en+1d,u −end,u|2+
A
2
|en+1d,ρ − end,ρ |2
)
+k
N−1
∑
n=0
(μ1
2
|∇en+1d,u |2 + A λ|∇en+1d,ρ |2
)
≤ C (k2 + h2).
(50)
Proof If we assume that (26) and (33) hold for each n = 0, . . . , N − 1, then (49) and
(50) are readily satisfied. Indeed, (49) holds trivially. Next, observe that e0d,ρ = 0 and
e0d,u = 0 by definition. Then, by summing up (33) for n = 0, . . . , N − 1, applying
the discrete Gronwall lemma, and taking into account (49), it follows (50) from the
regularity for the exact solution given in (H0).
Let us therefore see that (26) and (33) hold by induction on n. For n = 0 we
have by hypothesis 0 < m˜ ≤ ρ0h ≤ M˜ , from (48), and |∇u0h | ≤ G2, from (47). Let
Cs := max{G3, G2}, where G3 > 0 is a constant to be chosen later on.
By virtue of Corollary 7, the point-wise estimate 0 < m˜ ≤ ρ1h ≤ M˜ holds, that is,
(26) is satisfied for n = 0. Thus, from Lemma 8, we have (33) for n = 0.
Suppose by induction that (26) and (33) holds for l = 0, . . . , n − 1. Then, sum up
(33) for l = 0, . . . , n − 1 to get
m˜|end,u|2 + A|end,ρ |2 +
k
2
n
∑
l=1
(
μ1|∇eld,u|2 + Aλ|∇eld,ρ |2
)
≤ G1 k
n−1
∑
l=0
(
m˜|eld,u|2 + A|eld,ρ |2
)
+ C(h2 + k2)
n−1
∑
l=0
(
‖ρt‖2L2(In+1;H1()) + ‖ut‖2L2(In+1;H1())
)
+ C h2
n−1
∑
l=0
(
‖u‖2L2(In+1;H2()) + ‖ρ‖2L2(In+1;H2())
)
,
≤ G1 k
n−1
∑
l=0
(
m˜|eld,u|2 + A|eld,ρ |2
)
+ C(k2 + h2),
where G1 is the constant appearing in Lemma 8 and C > 0 is a constant depending
on the exact solution. By applying the discrete Gronwall lemma, one obtains
μ1
2
k
n
∑
l=1
|∇eld,u|2 ≤ C eG1tn (k2 + h2) ≤ C eG1T (k2 + h2). (51)
Since CeG1T is independent of Cs , it is easy to deduce that there exists a constant
G3 > 0 such that |∇ulh | ≤ G3, for l = 1, . . . , n. Recall that Cs := max{G3, G2},
hence |∇ulh | ≤ Cs for each l = 0, . . . , n. It is important to know that the constant Cs
is independent of (h, k) and the time-steps l. Then, Corollary 7 implies (26) for n, that
is 0 < m˜ ≤ ρl+1h ≤ M˜ for each l = 0, . . . , n. Finally, we can apply Lemma 8 and
deduce (33) for n. unionsq
The final step to prove Theorem 2 is left to the reader since it only draws on the
interpolation errors in Lemma 4.
4.4 Error estimates for the density in strong norms
Before proceeding any further, we are going to define other interpolation operator for
the density based on the Poisson–Neumann problem. For each ρ ∈ H1(), we set
Khρ ∈ Wh such that
⎧
⎪⎨
⎪⎩
(∇(ρ − Khρ),∇ρ¯h) = 0 ∀ ρ¯h ∈ Wh,∫

Khρ =
∫

ρ. (52)
In fact, Khρ can be obtained as follows:
1. Consider η = ρ −
∮

ρ ∈ L20().
2. Find ηh ∈ Wh ∩ L20() as the solution of the discrete Poisson–Neumann problem:
(∇(η − ηh),∇ρ¯h) = 0, ∀ ρ¯h ∈ Wh ∩ L20().
3. Calculate Khρ = ηh +
∮

ρ.
This interpolation operator Kh holds the following error approximations (see [4,7])
‖ρ − Khρ‖H1() ≤ C h ‖ρ‖H2() ∀ ρ ∈ H2(). (53)
Consider the discrete Laplacian operator h : Wh → Wh defined as the solution
to the problem
hρh ∈ Wh such that (−hρh, ρ¯h) = (∇ρh,∇ρ¯h) ∀ ρ¯h ∈ Wh . (54)
Thus, we see that the discrete density equation (9) can be written in terms of this
operator as:
(
ρn+1h − ρnh
k
, ρ¯h
)
+
(
unh · ∇ρn+1h , ρ¯h
)
− λ
(
hρ
n+1
h , ρ¯h
)
= 0 ∀ ρ¯h ∈ Wh .
Let Ph be the L2-orthogonal projection from L2() onto Wh , and consider the error
for ρ:
en+1 = ρ(tn+1) − hρn+1h ,
which we again decompose as en+1 = en+1i, + en+1d, with
en+1d, = Ph(ρ(tn+1)) − hρn+1h and en+1i, = ρ(tn+1) − Ph(ρ(tn+1)).
On the other hand, although the interpolation operator related to density has changed,
for simplicity, the corresponding error will be denoted in the same manner enρ =
eni,ρ + end,ρ . Then the error equation for the density can be stated as
k
(
δt e
n+1
d,ρ , ρ¯h
)
+ λ k
(
en+1d, , ρ¯h
)
+
(
ζ n+1ρ , ρ¯h
)
+
(
ξn+1ρ , ρ¯h
)
= 0, (55)
where now the diffusion consistency error takes the form
7
∑
i=6
(
ξn+1ρ,i , ρ¯h
)
= λ
tn+1∫
tn
(Ph(−ρ(tn+1)) − Ph(−ρ(s)), ρ¯h) ds
+λ
tn+1∫
tn
(Ph(−ρ(s)) + ρ(s), ρ¯h) ds.
Note that
(
ξn+1ρ,7 , ρ¯h
)
= 0 by definition of Ph .
For fixed h, let en+1(h) ∈ H2() be the solution of the auxiliary problem
− en+1(h) = en+1d, in ,
∂en+1(h)
∂n
∣
∣
∣
∂
= 0,
∫

en+1(h) = 0. (56)
Since the H2-regularity of (56) (see hypothesis (H1)) and ∫

en+1d, = 0 hold, it is
guaranteed that (56) is well-posed. The function en+1(h) can be seen as a continuous
approximation of en+1d, as the following result shows.
Lemma 10 It follows that
|∇(en+1d,ρ − en+1(h))| ≤ C h|en+1d, |. (57)
where C > 0 is a constant independent of (k, h), and of the step n.
Proof We first state that en+1d,ρ ∈ Wh satisfies the equation
(
∇en+1d,ρ ,∇ρ¯h
)
=
(
en+1d, , ρ¯h
)
∀ρ¯h ∈ Wh . (58)
Indeed, on one hand, in view of definition of −h given in (54), we find that
(
∇ρn+1h ,∇ρ¯h
)
= −
(
hρ
n+1
h , ρ¯h
)
∀ρ¯h ∈ Wh .
On the other hand, from the definition of the interpolation operators Kh and Ph , one
easily sees that
(∇Khρ(tn+1),∇ρ¯h)=(∇ρ(tn+1),∇ρ¯h)=(−ρ(tn+1), ρ¯h)=(Ph(−ρ(tn+1)), ρ¯h)
holds since ρ(tn+1) ∈ H2N (). By subtracting both equalities, one finds (58). In par-
ticular, by comparing (56) and (58)
(
∇(en+1d,ρ − en+1(h)),∇ρ¯h
)
= ∀ ρ¯h ∈ Wh .
Finally, to obtain (57) we take ρ¯h = en+1d,ρ − en+1(h)+ en+1(h)− Khen+1(h) as a test
function and estimate by
|∇(en+1d,ρ − en+1(h))| ≤ |∇(en+1(h) − Khen+1(h))| ≤ C h ‖en+1(h)‖H2()
≤ C h |en+1d, |,
where we have used the approximation property (53) and the H2-continuous depen-
dency of problem (56), ‖en+1(h)‖H2() ≤ C |en+1d, | (imposed in (H1)). unionsq
Theorem 11 Under conditions of Theorem 9 and ρt ∈ L2(0, T ; H2()), the follow-
ing error estimates hold for h and k small enough:
max
0≤n≤N−1 |∇e
n+1
d,ρ |2+
N−1
∑
n=0
|∇(en+1d,ρ − end,ρ)|2+λ k
N−1
∑
n=0
|en+1d, |2 ≤C (k2 + h2). (59)
Proof Setting ρ¯h = 2 en+1d, as a test function in the variational formulation (55), one
arrives at
2 k
(
δt e
n+1
d,ρ , e
n+1
d,
)
+ 2 λ k|en+1d, |2 + 2
(
ζ n+1ρ , en+1d,
)
+ 2
(
ξn+1ρ , en+1d,
)
= 0. (60)
Integration by parts is justified in the first term on the left-hand side of (60) by taking
ρ¯h = en+1d,ρ − end,ρ into (58) to obtain
2 k
(
en+1d, , δt e
n+1
d,ρ
)
= 2 k
(
∇en+1d,ρ ,∇δt en+1d,ρ
)
= |∇en+1d,ρ |2 − |∇end,ρ |2
+|∇(en+1d,ρ − end,ρ)|2. (61)
Thus, incorporating (61) in (60), one has
|∇en+1d,ρ |2 − |∇end,ρ |2 + |∇(en+1d,ρ − end,ρ)|2 + 2λ k|en+1d, |2
= −2
(
ζ n+1ρ , en+1d,
)
− 2
(
ξn+1ρ , en+1d,
)
(62)
Next, we estimate the right-hand side of (62). Clearly, (ξn+1ρ , en+1d, ) has already
bounded in the proof of Lemma 8 by replacing en+1d,ρ by e
n+1
d, . The only thing to
be worth remaking on is the control of (ξn+1ρ,6 , e
n+1
d, ). In fact, it is not hard to check
(
ξn+1ρ,6 , e
n+1
d,
)
≤ C k3/2‖ρt‖L2(In+1;H2())|∇en+1d,ρ |.
Now, we focus on the control of
(
ζ n+1ρ , en+1d,
)
. In a totally analogous way to (41) we
treat (ζ n+1ρ,1 , e
n+1
d, ). We keep on with (ζ
n+1
ρ,1 , e
n+1
d, ) as in (39). Hence, we have
(
ζ n+1ρ,1 , e
n+1
d,
)
= k
(
end,u · ∇en+1d,ρ , en+1d,
)
+ k
(
Ih u(tn) · ∇en+1d,ρ , en+1d,
)
.
The bound of the second term on the right-hand side of the foregoing decomposition
takes advantage of the L∞-regularity for the exact velocity as was done in (40). The
most problematic term is (end,u · ∇en+1d,ρ , en+1d, ) which may be written as
(
end,u · ∇en+1d,ρ , en+1d,
)
= k
(
end,u · ∇(en+1d,ρ − en+1(h)), en+1d,
)
+k
(
end,u · ∇en+1(h),en+1(h)
)
.
= k
(
end,u · ∇(en+1d,ρ − en+1(h)), en+1d,
)
−k
(
∇end,u,∇en+1(h) ⊗ ∇en+1(h)
)
+k
2
(
∇ · end,u, |∇en+1(h)|2
)
:=
3
∑
i=1
Ki ,
where a ⊗ b denotes the tensorial product of two vectors a = (ai )2i=1, b = (bi )2i=1,
a matrix with coefficients (a ⊗ b)i, j = ai b j . Before estimating the terms Ki , note
that from (50) one has, in particular, |∇end,u|2 ≤ C(k + h2/k); hence |∇end,u|2 ≤
C by using constraint (S). Thus, the inverse inequality (17), Sobolev’s inequalities
‖∇ρ‖2L4() ≤ C |∇ρ|1/2‖∇ρ‖
3/2
L6() and ‖∇ρ‖L6() ≤ C |ρ| for any ρ ∈ H 2N ,0(),
and estimate (57) provide
K1 ≤ C k|∇end,u| |∇(en+1d,u − en+1(h))| ‖en+1d, ‖L3() ≤ C k h1/2|en+1d, |2,
K2 + K3 ≤ C k|∇end,u| ‖∇en+1(h)‖2L4 ≤ C k|∇end,u| |∇en+1(h)|1/2|en+1(h)|3/2,
hence by using the equality −en+1(h) = en+1d, owing to (56),
K2 + K3 ≤ C k |∇en+1(h)|1/2|en+1d, |3/2. (63)
Next, we will see how to treat the term |∇en+1(h)| entering into (63). This is factorized
as follows:
|∇en+1(h)| ≤ |∇(en+1(h) − en+1d,ρ )| + |∇en+1d,ρ |
≤ C h |en+1d, | + |∇en+1d,ρ |, (64)
where in the last estimate we have used estimate (57). Thus, by estimate (64) into (63),
one gets
K2 + K3 ≤ C k |∇en+1d,ρ |1/2|en+1d, |3/2 + C h1/2 k |en+1d, |2.
Finally, Young’s inequality applies to the previous bounds in (62) gives, for h small
enough,
|∇en+1d,ρ |2−|∇end,ρ |2+|∇(en+1d,ρ −end,ρ)|2+λ k|en+1d, |2 ≤ C k|∇en+1d,ρ |2+C k|∇end,u|2
+C(h2 + k2)‖ρt‖2L2(In+1;H1())+C k2
(
‖ut‖2L2(In+1;H1())+‖ρt‖2L2(In+1;H2())
)
+ C h2
(
‖u‖2L2(In+1;H2()) + ‖ρ‖2L2(In+1;H2())
)
. (65)
Hence, summing up (65) over n, using the regularity of the continuous solution in
(H0), and the estimate k
∑N
n=1 |∇end,u|2 ≤ C(k2 + h2) from Theorem 9, we arrive
at (59) by applying the generalized discrete Gronwall’s Lemma assuming k small
enough. unionsq
Finally, Theorem 3 can be proved from Theorem 11 simply by using the approxi-
mation properties (53) and
|ρ − Phρ| ≤ C h‖ρ‖H1() ∀ ρ ∈ H1()
(in particular, the extra approximation |∇(ρ0 − ρ0h)| ≤ C h‖ρ0‖H2() for the initial
density ρ0 holds).
5 Two iterative methods with constant matrices
The task in this section is to develop two iterative schemes, one for to approximate the
density and the other one for the pair velocity–pressure, in such a way that the linear
algebraic problems do not change of matrix at each iteration step, that is, the matrices
are constant by iterations. The following iterative methods arises from approximating
the nonlinear terms explicitly at a fixed step n + 1 of problems (9) and (10)–(11).
Iterative method for problem (9). Known (ρnh , unh), the solutionρn+1h of (9) is approx-
imated by the sequence (ρn+1,ih )i defined as:
Initialization: Let ρn+1,0h = ρnh .
Step i + 1: Known ρn+1,ih , find ρn+1,i+1h ∈ Wh such that for each ρ¯h ∈ Wh :
(
ρ
n+1,i+1
h − ρnh
k
, ρ¯h
)
+ λ
(
∇ρn+1,i+1h ,∇ρ¯h
)
= −
(
unh · ∇ρn+1,ih , ρ¯h
)
.
Iterative method for problem (10)–(11). Known (ρnh , ρn+1h , unh), the solution (un+1h ,
pn+1h ) of (10)–(11) are approximated by the sequence (un+1,ih , pn+1,ih )i defined as:
Initialization: Let un+1,0h = unh .
Step i + 1: Known un+1,ih , find (un+1,i+1h , pn+1,i+1h ) ∈ V h × Mh such that for each
(u¯h, p¯h) ∈ V h × Mh :
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
ρ M˜m˜
u
n+1,i+1
h − unh
k
, u¯h
)
+ μ(∇un+1,i+1h ,∇ u¯h) −
(
pn+1,i+1h ,∇ · u¯h
)
= −
(
((ρn+1h u
n
h − λ∇ρn+1h ) · ∇)un+1,ih , u¯h
)
− λ
∫

(
ρ M˜m˜ − ρn+1h
)
(∇un+1,ih )t : ∇ u¯h
−1
2
(
∇ · unhρn+1h un+1,ih , u¯h
)
+
(
ρn+1h f n+1, u¯h
)
+
(
(
ρ M˜m˜ − ρnh
) u
n+1,i
h − unh
k
, u¯h
)
,
(
∇ · un+1,ih , p¯h
)
= 0.
Next, we would like to prove that the approximations (ρn+1,ih , u
n+1,i
h , p
n+1,i
h ) con-
verge to (ρn+1h , u
n+1
h , p
n+1
h ) as i → ∞. For this, we define the consecutive differences:
i+1 = un+1,i+1h − un+1,ih , i+1 = pn+1,i+1h − pn+1,ih
and i+1 = ρn+1,i+1h − ρn+1,ih ,
which satisfy:
(
i+1
k
, ρ¯h
)
+ λ (∇i+1,∇ρ¯h) = −
(
unh · ∇i , ρ¯h
)
. (66)
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(
ρ M˜m˜
i+1
k
, u¯h
)
+ μ (∇i+1,∇ u¯h) = −
(
((ρn+1h u
n
h − λ∇ρn+1h ) · ∇)i , u¯h
)
−λ
∫

(
ρ M˜m˜ − ρn+1h
)
(∇i )t : ∇ u¯h − 12
(
∇ · unhρn+1h i , u¯h
)
+ (i+1,∇ · u¯h) +
((
ρ M˜m˜ − ρn+1h
) i
k
, u¯h
)
,
(67)
(∇ · i+1, p¯h) = 0. (68)
Now, we take ρ¯h = k i+1 as a test function in (66) and integrate by parts, obtaining
|i+1|2 + λ k|∇i+1|2 = k
(
i u
n
h,∇i+1
) + k (∇ · unh i , i+1
)
≤ C k‖unh‖2H1()‖i‖2L3() +
1
2
λ k|∇i+1|2
≤ C k |i | |∇i | + 12 k|∇i+1|
2.
Then
|i+1|2 + λ2 k |∇i+1|
2 ≤ C k1/2
(
|i |2 + λ2 k|∇i |
2
)
.
Setting k small enough such that α := C k1/2 < 1 and applying the Banach fixed point
theorem, we have that {ρn+1,i }i is a Cauchy sequence in H1(); henceρn+1,ih → ρn+1h
in H1()-strong, as i → +∞, with rate of convergence αi (in [6] this technique is
used in order to decouple an scheme for a nematic liquid crystal model).
On the other hand, we take u¯h = k i+1 in (67) and p¯h = k i+1 in (68), getting
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
ρ M˜m˜ |i+1|2 + μ k |∇i+1|2 = −k
(
((ρn+1h u
n
h − λ∇ρn+1h ) · ∇)i ,i+1
)
−λ k
∫

(
ρ M˜m˜ − ρn+1h
)
(∇i )t : ∇i+1 +
((
ρ M˜m˜ − ρn+1h
)
i ,i+1
)
−k
2
(
∇ · unhρn+1h i ,i+1
)
:= F1 + F2 + F3 + F4.
(69)
Using that |ρ M˜m˜ − ρn+1h | ≤ (M˜ − m˜)/2 in  and admitting the following additional
hypothesis for the scheme
‖ρn+1h unh − λ∇ρn+1h ‖L6() ≤ C, (70)
we can bound
F1 ≤ C k |∇i | ‖i+1‖L3() ≤
δ
2
(
ρ M˜m˜
2
|i+1|2 + μ1 k |∇i+1|2
)
+ Cδk1/2μ1k |∇i |2,
where μ1 = μ − λ2
M˜ − m˜
2
> 0 [see (13)],
F2 ≤ λ M˜ − m˜2 k |∇i | |∇i+1| ≤ λ
M˜ − m˜
2
k
(
1
2
|∇i |2 + 12 |∇i+1|
2
)
,
F3 ≤ M˜ − m˜2 |i ||i+1| ≤
(
M˜ − m˜
2
)2 1
2ρ M˜m˜
|i |2 + ρ
M˜
m˜
2
|i+1|2.
Again, as |(∇ · unh)ρn+1h | ≤ C we can bound F4 as F1:
F4 ≤ C k ‖i‖L6()‖i+1‖L3() ≤
δ
2
(
ρ M˜m˜
2
|i+1|2 + μ1 k |∇i+1|2
)
+ Cδk1/2μ1k |∇i |2
Applying these estimates in (69), we get
(1 − δ)
(
ρ M˜m˜
2
|i+1|2 + μ1 k |∇i+1|2
)
≤
(
M˜ − m˜
M˜ + m˜
)2
ρ M˜m˜
2
|i |2
+
(
Cδ k1/2+ λ2μ1
M˜−m˜
2
)
μ1 k |∇i |2.
Observe that
λ
2μ1
M˜ − m˜
2
< 1, i.e.
λ
2
M˜ − m˜
2
< μ1, by the definition of μ1 given in
(13). Hence, choosing Cδk1/2 small enough such that Cδ k1/2 + λ2μ1
M˜ − m˜
2
< 1 and
δ small enough such that (1− δ) > max
{(
M˜ − m˜
M˜ + m˜
)2
, Cδ k1/2 + λ2μ1
M˜ − m˜
2
}
, we
arrive at the recursive inequality
(
ρ M˜m˜
2
|i+1|2 + μ1 k |∇i+1|2
)
≤ α˜
(
ρ M˜m˜
2
|i |2 + μ1 k |∇i |2
)
,
where α˜ = 1
1 − δ max
{(
M˜ − m˜
M˜ + m˜
)2
, Cδ k1/2 + λ2μ1
M˜ − m˜
2
}
. Since α˜ < 1, we
extract the same convergence result that for the density, that is, un+1,i → un+1h in
H1() as i → +∞. Finally, by using the inf–sup condition, we can deduce that
pn+1,ih → pn+1h in L2() as i → +∞.
Consequently, we have arrived at the following result
Theorem 12 Admitting k small enough and the stability estimates 0 ≤ m˜ ≤ ρn+1h ≤
M˜, ‖unh‖L6() ≤ C and ‖∇ρn+1h ‖L6() ≤ C (see (70)), where C > 0 is a constant
independent of h and k, then the iterative methods (14) and (15)–(16) converge towards
the unique solution of scheme (9) and (10)–(11), respectively. More concretely, one
finds the convergences ρn+1,ih → ρn+1h in H1(), un+1,i → un+1h in H1() and
pn+1,ih → pn+1h in L2() as i → +∞.
Finally, note that the uniform bounds (70) imposed on the scheme in Theorem 12
can be deduced from the error estimates obtained in the previous section. Indeed, from
the error estimates k
∑N−1
n=0 |∇en+1u |2 ≤ C(h2 + k) and k
∑N−1
n=0 |en+1 |2 ≤ C(h2 + k)
we have in particular the uniform estimates |∇un+1h | ≤ C and |hρn+1h | ≤ C (the
constraint (S) implies in particular h2/k ≤ C). By considering the Sobolev embedding
‖unh‖L6() ≤ C |∇unh | ≤ C , it suffices to prove that ‖∇ρn+1h ‖L6() ≤ C |hρn+1h |.
Indeed,
‖∇ρn+1h ‖L6() ≤‖∇(ρn+1h −Khρn+1(h))‖L6()+‖∇(Khρn+1(h)−ρn+1(h))‖L6()
+‖∇ρn+1(h)‖L6(),
where ρn+1(h) ∈ H2N () solves the problem
−ρn+1(h) = −hρn+1h in ,
∂ρn+1(h)
∂n
∣
∣
∣
∂
= 0,
∫

ρn+1(h) = 0,
which offers us the property ‖ρn+1(h)‖H2() ≤ C |hρn+1h | by hypothesis (H1).
Using the inverse inequality ‖∇ρ¯h‖L6() ≤ C h−1‖ρ¯h‖H1() and the approximation
property |∇(ρn+1h − ρn+1(h))| ≤ C h|hρn+1h | analogous to (57), we bound
‖∇(ρn+1h −Khρn+1(h))‖L6() ≤ C h−1‖ρn+1h −Kh(ρn+1(h))‖H1() ≤C |hρn+1h |,
‖∇(ρn+1(h) − Khρn+1(h))‖L6() ≤ C ‖ρn+1(h)‖H2() ≤ C |hρn+1h |,
‖∇ρn+1(h)‖L6() ≤ C ‖ρn+1(h)‖H2() ≤ C |hρn+1h |;
hence ‖∇ρn+1h ‖L6() ≤ C |hρn+1h |.
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