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A technique is described which yields an accurate measurement of the temperature of density maximum of fluids which exhibit such
anomalous behaviour. The method relies on the detection of changes in convective flow in a rectangular cavity containing the test fluid.
The normal single-cell convection which occurs in the presence of a horizontal temperature gradient changes to a double cell configu-
ration in the vicinity of the density maximum, and this transition manifests itself in changes in the horizontal temperature profile across
the cavity. The method is applied to a variety of water solutions.
 2006 Elsevier Ltd. All rights reserved.
Keywords: Free convection; Water; Density anomaly; Density maximum; Aqueous solutions1. Introduction
The majority of substances expand when heated. A
notable exception is water: when water at 0 C and at a
pressure of one atmosphere is heated, its density increases
to a maximum value of 999.972 kg m3 at 3.98 C. There-
after, the density decreases with further heating in the usual
manner. The magnitude of this anomalous behaviour is
small compared with the anomaly of water’s expansion
upon freezing—the latter corresponds to an 8.3% change
in volume, compared with a 0.013% volume contraction
between 0 c and 4 C (Fig. 1). Neither of these anomalies
in the behaviour of water is as yet well understood. Various
molecular models (e.g. [1–4]) rely primarily on the nature
of the hydrogen bond in water to account for these (and
other) anomalous properties. Solid–liquid phase change
anomalies are found in some other substances, notably
Gallium and Bismuth [5], both of which expand by about
3% on going from the molten to the solid state, a property0017-9310/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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plays no role in such elemental metals. It is not clear if
any of these substances exhibit a density maximum in the
liquid state under normal pressure conditions. A density
maximum has been reported for Gallium [6], but under
conditions of negative pressure (i.e. tension). Water and
its solutions are the only clearly documented examples of
liquids which exhibit a density maximum.
The temperatures of maximum density of a variety of
water solutions have been summarized in the International
Critical Tables [7]; these data were obtained by a number of
researchers using standard density measurement tech-
niques. The early work of Despretz [8,9] led to the law
named after that investigator: ‘‘the lowering of the temper-
ature of the point of maximum density of water caused by
the addition of a solute is directly proportional to the con-
centration of the latter’’ [10]. Later work by Rosetti [11,12]
attempted to link this rule with the behaviour of the depres-
sion of the freezing point of water solutions. The latter,
however, is a colligative property of solutions, viz. it
depends on the number of solute particles in solution,
but not on the nature of the solute, whereas the shift of
the temperature of density maximum was found to depend
Fig. 1. Density profile of pure water at 101 kPa in the vicinity of the
density maximum.
Nomenclature
c0 water state function coefficient (kg m
3)
c1 water state function coefficient (kg m
3 C1)
c2 water state function coefficient (kg m
3 C2)
g gravitational acceleration vector (m s2)
h height of test chamber (m)
p pressure (Pa)
t time (s)
T temperature (C)
Ti,c initial temperature of cold side chamber (C)
Ti,h initial temperature of warm side chamber (C)
Tc temperature of the cold side chamber (C)
Th temperature of the warm side chamber (C)
Tqmax temperature of density maximum (C)
(u,v) velocity components (m s1, m s1)
v velocity vector (m s1)
w width of test chamber (m)
a coefficient of thermal diffusivity (m2 s1)
l dynamic viscosity (kg m1 s1)
q density of liquid (kg m3)
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substance.
While the anomalous behaviour of the density of water
close to the freezing point was suspected at least since the
early work of the 17th century Galilean Accademia del
Cimento in Florence, it was some time before this effect
was disentangled from complications induced by volume
changes in the containing vessel. The existence of the den-
sity maximum in pure water was established beyond doubt
through a series of experiments by Hope, which relied on
detecting a temperature inversion within the liquid, arising
from natural convection, rather than bulk changes in the
volume of the water [13]. Few direct methods of determin-
ing the temperature of the density maximum have been
reported. The majority of measurements of the tempera-
ture of density maximum for various aqueous solutions
used dilatometers (devices similar to mercury thermome-
ters) in which the test liquid revealed its expansion or
contraction via changes in length of a liquid column in a
thin-bore glass tube. Compensating techniques were used
to allow for changes in the volume of the dilatometer bulb
(e.g. [10]).A novel approach to direct detection and measurement
of the temperature of the density maximum was reported
by Caldwell [14]. The method relies on detecting a reversal
in the temperature change when the water sample is sub-
jected to a sudden (adiabatic) reduction in pressure. It is
potentially an accurate approach as it involves detection
of a zero crossing rather than an extremum in the density
curve. However, it is difficult to implement, and to our
knowledge it has only been used to measure the tempera-
tures of density maximum of the saline solutions reported
in the original paper. In this paper a technique is described
which permits direct detection of the density maximum and
yields an accurate measurement of the change in the tem-
perature of the density maximum as a function of solute
concentration (at a pressure of one atmosphere). The
method relies on the detection of an anomalous feature
in a series of temperature sensor profiles as the liquid
sample is slowly cooled through the region of maximum
density. Computational fluid dynamics (CFD) is used to
explain the origins of the anomalous feature, and results
are presented of maximum density temperature measure-
ments for a variety of aqueous solutions (ionic salts, sugars,
ketones, and alcohols) over a range of solute concentra-
tions.
2. Experimental apparatus and procedure
The experiment is a modified version of the system
described in a previous publication [15]. The liquid test
sample is placed in a metal enclosure of dimensions
0.12 m (length) by 0.06 m (depth) by 0.06 m (height) which
is clamped between two larger containers on either side.
Coolant is continually pumped through these side cham-
bers in order to maintain a controlled temperature gradient
across the test sample. The three containers are placed in
the refrigerator compartment of a standard refrigerator/
freezer unit, which also provides the coolant for the circu-
lating fluid in the colder (Tc) side chamber. A second refrig-
erator/freezer unit is used to provide the coolant for the
warmer (Th) side chamber. The temperatures of the coolant
reservoirs (70% water, 30% ethylene glycol) are maintained
by simple heat exchangers operating between copper coils
Fig. 2. Overview of the apparatus. P1 and P2 are pumps under computer
control.
Fig. 3. Temperature against time for pure ethanol in the test chamber.
The uneven structure on the Th and Tc side-chamber profiles arises from
the 0.1 C steps which occur at 9-min intervals. The profiles associated
with the five thermistors within the test chamber are closely bunched
together, and follow the uniform cooling trend from 8 C to 0 C.
Fig. 4. Temperature against time for pure water in the test chamber. The
inset shows the behaviour of the thermistor profiles in the vicinity of the
density anomaly in greater detail. The thermistor closest to the Tc side
chamber (at position 10 cm) is the first to show rapid cooling due to the
formation of the counter-clockwise convective cell, followed by the other
thermistors in sequence from right to left.
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reservoirs. The apparatus is illustrated schematically in
Fig. 2. Five thermistors are arranged in a horizontal line
along the centre of the test chamber, at distances of
0.02 m, 0.04 m, 0.06 m, 0.08 m and 0.1 m relative to the left
(Th) wall. Thermistors are also placed in the two side cham-
bers, the two coolant reservoirs, and in the refrigerator
compartment containing the experiment in order to moni-
tor the ambient temperature. All thermistors are calibrated
against a standard thermometer to an accuracy of 0.1 C.
A typical experimental sequence is as follows. The test
sample is initially held between side boundary temperatures
of 10 C (Th) and 6 C (Tc) until the five thermistors reach a
mean temperature of 8 C. The side chamber temperatures
are now decremented simultaneously (under computer con-
trol) by 0.1 C at 9-min intervals until Th reaches 2 C and
Tc reaches 2 C, giving a total of 81 steps with an overall
duration of 43,740 s (12.15 h). Thus the temperature gradi-
ent remains constant throughout the experiment (a 4 C
temperature difference across 0.12 m) but the mean temper-
ature of the water sample is cooled from 8 C to 0 C. The
purpose of this slow cooling is to bring the water sample
through the region of the density maximum in a quasi-
steady-state manner. The temperature is recorded continu-
ously in the side chambers and at the five points along the
central horizontal axis through the test chamber.
3. Results for pure ethanol and pure water
The results of the procedure described in Section 2 when
applied to a fluid with no density anomaly (in this case,
pure ethanol) are shown in Fig. 3. It is evident that the
thermistor curves associated with the five temperature
probes in the test sample follow the mean temperature
from 8 C down to 0 C. The structure which is apparent
in the thermistor profiles for the Th and Tc side chambers
is due to the discontinuous 0.1 C temperature steps which
occur every 9 min. The steady temperature gradient main-
tains a single clockwise convective cell which flows close to
the boundaries of the test enclosure, similar to what is
observed in pure water at temperatures well above the
anomaly region (see Fig. 6b). Since the fluid in the central
region of the chamber remains comparatively undisturbed,the temperature gradient across the thermistor array is
small and all thermistors remain within 0.2 C of each
other throughout the entire experiment.
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shown in Fig. 4. The feature centred on 4 C and 2.5 · 104 s
arises due to the water density anomaly. The dispersal of
the five thermistor curves in this region is caused by the for-
mation and gradual development of a counter-clockwise
convective cell which commences in the lower right of the
test chamber (as the Tc wall is the first to sense the anomaly
at 4 C). The formation of a double convective cell struc-
ture in a rectangular enclosure in the vicinity of the density
anomaly is well documented (e.g. [16–19]).Fig. 5. Boundary conditions used in the CFD model.4. Measurement of the shift of the temperature of density
maximum—CFD validation and uncertainty estimation
The experimental observations were complemented with
simulations from the computational fluid dynamics pro-
gram NaSt [20]—further details of modifications to this
CFD routine are given in [15]. The program predicts the
temperature, velocity and pressure of a Newtonian, incom-
pressible fluid by solving the Navier–Stokes, continuity and
Fourier equations
q
ov
ot
þ qðv  rÞv ¼ rp þ qðT Þgþ lr2v ð1Þ
r  v ¼ 0 ð2Þ
oT
ot
þ v  rT ¼ ar2T ð3Þ
The viscosity and the thermal diffusivity are assumed con-
stant and are assigned their appropriate values for pure
water at 4 C as follows [5]:
l ¼ 1:567 103 kg m1 s1
a ¼ 1:344 107 m2 s1
and gravity; g ¼ 9:81 m s2
The Boussinesq approximation is assumed, whereby the
temperature dependence of the density is only considered
in the buoyancy term of the Navier–Stokes equation. This
temperature dependence is described by the following state
function based on a second-order polynomial fit to data
taken from [5]:
qðT Þ ¼ c0 þ c1T þ c2T 2 ð4Þ
where c0 = 999.845079 kg m
3, c1 = 0.06378 kg m
3 C1
and c2 = 0.0080125 kg m3 C2 (with q(T) in kg m3).
The temperature of density maximum is then given by
T qmax ¼ c1=ð2c2Þ ¼ 3:980 C
The two-dimensional geometry is assumed to represent a
vertical 2-D slice of the three-dimensional test chamber
used for the experimental observations. The boundary con-
ditions imposed on this geometry are (see also Fig. 5).
No slip for all boundaries
u ¼ v ¼ 0Horizontal boundaries are adiabatic
oT
oy
¼ 0 on planes y ¼ 0 and y ¼ h
Vertical boundaries are isothermal
T ¼ T h and T ¼ T c for x ¼ 0 and x ¼ w; respectively:
The dimensions of the geometry are h = 0.06 m and
w = 0.12 m. The vertical boundaries were assigned initial
temperature values of Ti,h = 10 C and Ti,c = 6 C, and
these values were decremented by 0.1 C after time inter-
vals of 540 s until the final temperatures of Th = 2 C and
Tc = 2 C were reached, giving a total simulated time of
43740 s (12.15 h).
The results from this model are presented in Fig. 6(a)–
(g). The overall trends of the temperature profile are in
good agreement with the experimental results. The temper-
ature profiles show the expected plateaux followed by the
sharp descent in temperature. This feature is centred on
4 C in both the experimental and numerical results. The
convective flow pattern generated by the numerical model
reveals the single clockwise convective cell at the start of
the cooling sequence, the growth of the counter-clockwise
cell from the cold boundary across the chamber until it
completely dominates the convective flow. The grid inde-
pendence of the numerical solution was analysed using uni-
form grids in the range 10 · 5 (width by height) to 60 · 30.
The behaviour of a global parameter (in this case, the inte-
gral of the temperature over the entire grid) was examined
for convergence, and it was found that the value of the
average temperature was relatively independent of grid size
for grids in excess of 30 · 15 (less than 0.3% variation in the
average temperature above this mesh size, compared with a
5% variation in this parameter in going from a 10 · 5 to
30 · 15 grid). A range of time steps was also tested, and
it was found that the solution was relatively independent
of step size for time steps in the range 0.01–1.0 s; a time
step of 0.1 s was used in the simulations.
Simulated temperature profiles for two different temper-
atures of maximum density (4.0 C and 3.0 C) are shown in
Fig. 6. (a) Simulated anomaly region for pure water. (b)–(g): velocity quiver plots for a sequence of times during the simulation: (b) and (g) correspond to
the flow predicted near the start and end of the simulation, respectively; (c), (d), (e), and (f) correspond to the times indicated by arrows in (a).
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between these two profiles (the appropriate values for the
quadratic coefficient c2 are 0.0079725 and 0.01063,respectively). The chi-squared comparison between such
profiles permits the extraction of the shift in the tempera-
ture of maximum density. A chi-squared sum is formed
Fig. 7. (a) Simulated temperature profiles for a fluid with a density maximum at 4.00 C. (b) Simulated temperature profiles for a fluid with a density
maximum at 3.00 C. (c) Chi-squared comparison between (a) and (b).
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temperature probes within the test region. This sum is recal-
culated as the test profile is shifted relative to the control
profile in the direction of the slope of the Th and Tc cooling
curves, i.e. the test anomaly feature is superimposed upon
the control feature and the two sets of temperature profiles
are shifted relative to each other until an optimal overlap is
achieved, as signified by a minimum in the chi-squared sum(Fig. 7c). The corresponding shift in the temperature of
maximum density is then calculated from
T qmax ¼ ðslopeÞ  ðposition of chi-squared minimumÞþ 4 C
where the slope of the Th or Tc profile is given by
slope ¼ ð2 C 10 CÞ=ð43740Þ ¼ 1:829 104 C s1
Fig. 9. Chi-squared comparison between the thermistor profiles for pure
water (Fig. 4) and a 7 g/l NaCl solution (Fig. 8).
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the chi-squared plot occurs at a relative time shift of 5421 s,
giving a temperature of maximum density of
T qmax ¼ ð1:829 104Þ  ð5421Þ þ 4 ¼ 3:01 C
It is evident that the uncertainty associated with the chi-
squared procedure is negligible when it is applied to simu-
lated data. A larger uncertainty (typically of order ±0.1 C)
is found when the method is applied to repeated experi-
mental runs of the same solute and concentration. This
gives rise to an overall error in the determination of Tqmax
of ±0.14 C when combined in quadrature with the 0.1 C
uncertainty associated with the absolute calibration of the
thermistors. To allow for uncertainties in solution prepara-
tion, particularly at low concentrations, a conservative er-
ror of ±0.2 C is assumed to apply to all measurements
of Tqmax reported in this work.
5. Temperatures of maximum density for aqueous solutions
The technique described in the previous sections was
applied to a variety of aqueous solutions. The temperature
profile for a typical solution (7 g/l of NaCl) is shown in
Fig. 8. It is evident that the anomaly feature is depressed
below 4 C. The chi-squared comparison between Fig. 8
and the control run of pure water (Fig. 4) is given in
Fig. 9. Using the procedure described in Section 4, the
resulting temperature of maximum density is found to be
2.53 ± 0.2 C for this particular aqueous solution. Results
for a range of aqueous solutions are summarized in Figs.
10 and 11. Fig. 10 shows the temperature of maximum den-
sity as a function of solute concentration expressed in
grams per litre; Fig. 11 presents the same results in termsFig. 8. Temperature against time for 7 g/l NaCl aqueous solution. The
temperature of maximum density is depressed to 2.53 C.
Fig. 10. Behaviour of the temperature of maximum density as a function
of mass concentration (expressed in grams per litre) for a range of solutes.
(a) Linear depressions observed for ionic salts and sugars and (b) non-
linear trends observed for methanol and ethanol, and linear depressions
observed for ethylene glycol, diethylene glycol, and acetone.
Fig. 11. As for Fig. 10, with behaviour of the temperature of maximum
density as a function of molar concentration. The uppermost dashed line
in (a) represents one possible colligative model, with a drop of 1 C for an
increase in concentration of 0.2 mol per litre.
Fig. 12. A selection of results form this work compared with previous
studies. Trend lines for KBr and KI are best fits to data taken form the
International Critical Tables [7]. The hexagonal points without error bars
for NaCl are also from [7]. The trend line for NaCl is derived from the
seawater equation of state, taken from [14].
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the shift of Tqmax with increasing concentration is not a
colligative property of the solutions (i.e. a property similar
to the depression of the freezing temperature, or the eleva-
tion of the boiling temperature, both of which depend on
the number of solute particles in solution rather than their
nature). If the depression of Tqmax was a colligative prop-
erty, it would be expected that all of the experimental
points would fall on the same line, such as the dashed line
in Fig. 11 which shows a doubling of the Tqmax depression
as the molar concentration is doubled. Furthermore, the
non-linear dependence of Tqmax as a function of solute
concentration for the monohydric alcohols (methanol, eth-
anol) clearly rules out a simple colligative dependence.
Results for three ionic solutes taken from [7] are shown
in Fig. 12. These results were obtained using standard den-
sity measurement techniques (dilatometers). All of the ionic
solutes reported in [7] show linear depressions of Tqmax
with increasing solute concentration. It is evident that there
is good agreement in the case of NaCl between the resultsobtained in this work, the results of [7], and the seawater
state equation quoted in [14]. For KBr and KI there are
indications that the results obtained in this work fall some-
what higher than the best fit line to the results from [7], but
such differences are not statistically significant (the slope
for the KBr points from this work is 0.0996 ± 0.008 com-
pared to a slope of 0.110 ± 0.002 for the KBr points from
[7]).
Sample sugar solutes (glucose, sucrose) were also tested
for this work and it was found that these solutes also give
rise to a linear depression of Tqmax; similar trends were
found for a ketone (acetone) and both ethylene glycol
and di-ethylene glycol (both dihydric alcohols, viz. possess-
ing two hydroxyl groups). Departures from the linear
depression of Tqmax were found for the monohydric alco-
hols. In contrast to all other solutes tested, both methanol
(CH3OH) and ethanol (C2H5OH) resulted in slight
increases in Tqmax at low concentrations, followed by a
turnover and rapid decline of Tqmax as the solute concen-
tration increased. This non-linear behaviour, including
the slight elevation of the Tqmax, was noted previously
for ethanol [21].
When working with aqueous solutions there is the pos-
sibility of convective flows being induced by concentration
gradients in addition to thermally induced convection.
Convection driven by mass diffusion could under certain
circumstances lead to a considerable increase in the com-
plexity of the resulting flow patterns, and consequently to
misinterpretation of the measurement of the temperature
of the maximum density of the solution. The solutions
tested in this work were dilute (typically 5% concentration
or less) and well mixed. In addition, for substances such as
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sivity is one hundred times smaller than the thermal diffu-
sivity; for larger molecules such as sucrose, the ratio is even
smaller [22,23]. The buoyancy effects due to any residual
concentration gradients would be negligible in these cir-
cumstances in comparison to the substantial buoyancy
imposed by the thermal gradient.
6. Discussion and conclusions
A technique has been devised to measure the tempera-
ture of maximum density of water solutions which is both
accurate and simple to implement. Sources of uncertainty
in the procedures described above can all be reduced if
required. As with the zero-crossing approach advocated
by Caldwell [14], the method described here does not rely
on direct detection of an extremum in the density state
function (in contrast to the more standard dilatometry
techniques). The inherent accuracy of the approach arises
from the detection of the sharp temperature transitions
introduced by the migration of the boundary between the
double convective cell from right to left of the sample
chamber as the solution cools through the density
anomaly.
It is evident both from historical measurements of Tqmax
and from the data presented here that the shift in the tem-
perature of the maximum density as a function of solute
nature and concentration does not follow any simple pat-
tern. In particular, the non-linear dependence of Tqmax as
a function of concentration for the monohydric alcohols
would seem to eliminate any simple dependence such as a
colligative model whereby the shift of the temperature of
maximum density would be independent of the nature of
the species. This in turn draws a clear distinction between
the behaviour of the temperature of maximum density
and the depression of the temperature of freezing. To our
knowledge there is as yet no model of the density maximum
phenomenon of water which permits prediction of the tem-
perature of density maximum given information on solute
type and amount.
A study of how the temperature of the density maximum
of water solutions varies as functions of both solute nature
and concentration for fixed pressure conditions yields
potentially useful insights into the molecular mechanism
which gives rise to the density anomaly. It is speculated
that the density maximum arises as a consequence of a
balance between packing efficiency (high density mode)
and bonding optimization (low density mode) (e.g. [4]).
Whereas in most substances the packing density is opti-
mized as the temperature is lowered (removal of vibra-
tional kinetic energy permitting molecules to move closer
together, thereby lowering the potential energy) it is postu-
lated that in water it becomes energetically more favour-
able at lower temperatures for molecules to move further
apart in order to optimize the energy of hydrogen bonding.
Alterations in the angles of bonding and long-range Cou-
lomb interactions may also contribute to the appearanceof the density anomaly [2]. In such models, water at low
temperatures is made up of a mixture of lower- and
higher-density clustering, resulting in an extremum in the
state function which for pure water at one atmosphere
occurs at 3.98 C. Adding a solute to the water presumably
changes the balance of the lower- and higher-density
modes. If the presence of the solute inhibits the formation
of bond-optimized clustering, then the ‘normal’ packing
optimization persists for longer as the sample is cooled,
resulting in a depression of the temperature of the density
maximum. It has been suggested [21] that the initial rise
in the temperature of maximum density seen in the mono-
hydric alcohols such as ethanol is related to the observed
minimum in the partial molar volume at low alcohol con-
centrations (the partial molar volume is a measure of the
apparent volume occupied by the solute when in solution).
However, this minimum in partial molar volume corre-
sponds to solute concentrations much larger than those
which result in elevations of the temperature of maximum
density; furthermore, the minimum in the partial molar
volume is observed over wide ranges of temperature, and
is not confined to temperatures in the vicinity of the density
anomaly.
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