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Abstract 
This paper deals with the computation of the interior point cutting plane algorithm of Goffin, 
Haurie and Vial, with a special application to the solution of convex differentiable program- 
ming problems. The interior point cutting plane algorithm is closely related to the classical 
method of Cheney and Goldstein, and Kelley, but the cuts are generated from different, more 
central, points in order to achieve deeper cuts and thereby accelerate convergence. The method 
is quite general in purpose as it can be applied to a large class of convex differentiable and 
nondifferentiable optimization problems. 
The paper focuses on the different stages of a MATLAB implementation and the overall 
performance of the algorithm. The test problems come from a set of convex geometric 
programming problems. 
1. Introduction 
In this paper we report on the implementation of an interior point cutting plane 
algorithm proposed by Goffin, Haurie and Vial [4] and its application to a class of 
smooth constrained convex programming problems of the form 
min f(o), (1) 
s.t. g(u) d 0, (2) 
l,<u<h, (3) 
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where f, g : R”, + R are given by 
f(u) = 2 diexp 
i=l 
g(u) = max{g,(u): t = 1, . . ..p}. 
with 
g,(v) = i_n,ii+l diexP( j$l ‘ii”j) - ‘3 
and where di is positive, 1 and h are vectors in R”’ satisfying 1 < h, and n,, . . . . np are 
positive integers. 
Problem (l)-(3) is equivalent to the canonical geometric programming problem [Z] 
as it is easily seen from the simple transformation ~j = exp(vj). We have also added the 
box constraints (3) which can always be taken of the form - I= Ml, = h, where M is 
a large number and 1, is the vector of all ones in IR”. We denote thereafter u* the 
optimal solution for the geometric problem and we assume that it is such that 
1< v* < h. 
The cutting plane algorithm for convex problems of type (l)-(3) is linked to the 
representation of convex functions as the supremum of a set of linear functionals. 
Namely, we can write 
f(u) = max{f(v;i): iEl}, 
where (f(v; i): i E I) is the set of all supporting hyperplanes off, and where f(. ; i) is 
linear for all ill. The set Ineed not be finite. The same representation can be used 
with g: 
g(u) = max{g(u;j): jEJ>, 
where g(. ; j) is linear for all j E 1 Thus the set 
D = (u: g(u) < 0) 
can be represented as the intersection of half spaces. Given finite subsets I of iand J of 
.i and the associated linear forms f(. ; i) and g(. ;j), we define in an obvious way 
a linear programming relaxation of the original problem (l)-(3) by minimizing an 
outer approximation (relaxation) of f over an outer approximation of D. These 
approximations are used to select a point at which a new cutting plane is generated, 
improving thereby those approximations. The efficiency of the method depends much 
on the point at which the cut is generated. In the classical method of Cheney and 
Goldstein [l] and Kelley [9], this point is the global optimizer of the current 
relaxation. In the interior point method of Goffin et al. [4,6], this point is an “analytic 
center” of a polytope generated by the current approximations. This latter approach is 
likely to generate deeper cuts and hence to accelerate convergence. 
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The class of problems addressed by the interior point cutting plane algorithm 
encompasses a wide range of problems, namely: convex nondifferentiable programs, 
smooth constrained convex programs and decomposition (by Lagrangean relaxation) 
of structured linear programs. 
In this paper, we present a detailed implementation of the method and we report on 
computational experiments on a set of convex constrained geometric programs, 
Kortanek and No [lo]. The programming language is PRO-MATLAB [12]. Al- 
though MATLAB is a high level language, a C or FORTRAN implementation would 
not be very different from the present MATLAB version. Indeed MATLAB uses the 
advanced linear algebra subroutines of LINPACK, the same as those that may be 
used in C or FORTRON. As a result the computational behavior of the algorithm 
under the MATLAB implementation will not significantly differ from a full implemen- 
tation, except for the CPU time. For this very reason we chose not to report CPU’s. 
We rather focus on objective criteria such as the number of cutting planes, the number 
of inner iterations, etc. and examine the effect of various implementation strategies. 
From our experiments, we conclude that the method is robust and does not require 
special tuning of parameters. We have also implemented a test for discarding inactive 
cutting planes, based on shrinking ellipsoids [7]. This test is very effective (64% to 80% 
eliminations) with no negative impact on the total number of generated cutting planes. 
Finally the convergence is geometric as one would hope from a cutting plane method. 
The paper is organized as follows. In Section 2, we recall some basic notions about 
the interior point cutting plane method. Section 3 is then devoted to several imple- 
mentation issues. Finally, in Section 4, we present numerical experiments. 
2. Review of the interior point cutting plane method 
2.1. Sonze dejnitions 
Given a finite set I c iand a sequence of points {vi}iEl in Iw”, the functionals 
f(v;i) =f(v’) + VTf(vi)(v - u’), iEI, (4) 
are affine supports off at vi. Let us then define 
jr(v) = max{f(u;i): iEZ}. 
fI is a relaxation of L i.e., f1 <f: Similarly, given a finite set J c J and a sequence 
{r~j}~~~ of points in [w”, we define the functionals 
g(v;j) = g(d) + ~T(zJ - vj), jEJ, (5) 
with pj = Vg,(vj) for some t such that g(vj) = g,(vj). The functions g(v;j) are affine 
supports of g at vj. Let us also define 
g,(v) = max{g(u;j):jEJ}, 
which is a relaxation of g. Recall that for any function h: R’J + [w, its epigraph is the 
set 
epi h = {(z, v): z 3 h(v), ZE R} c W+l. 
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Since fi d f, epi fi is an outer piecewise linear approximation of epif. Similarly, from 
gJ < g, one has DJ 2 D, where 
DJ = (u: g,(V) < O}. 
Notice also that the following relaxation of (l)-(3): 
min h(u), (6) 
s.t. g,(u) < 0, 
ldvQh, 
(7) 
(8) 
can be cast as a linear programming problem. Its solution is a lower bound for (l)-(3). 
Given Z and .Z as defined above, and an upper bound z, = min { f(v’): i E I, vi feasible) 
to the optimal value z* off, we define the set of localization F(z,) as 
F(z,) = {(u,z)ERm+l: Z d Z,, Z ah(u), g,(v) d o,j < 0 d h). 
F(z,) is a bounded subset of epif,. Since for any optimal solution v* of (l)-(3), the 
following inequality holds 
z* =f(u*) 3 min{fl(v): gJ(u) < 0,l d u Q h}, 
the polytope F(z,) then necessarily contains any optimal point (u*, z*). 
The supporting hyperplanes are generated by a simple mechanism, thereafter called 
“oracle”. Given vc E R” satisfying 1 d vc d h, the oracle checks whether or not uc is in D. 
If vc E D, i.e., g(uc) f 0, a supporting hyperplane off at vc is computed by (4). The set 
I is then updated by I:= I u (c}. Moreover, vc being feasible, the value f(vc) is an 
upper bound for (l)-(3). The best upper bound is therefore zU:= min{z,,f(u”)}. If 
vc$D, i.e., g(v’) > 0, we compute g(v;c) by (5) and we update J:= .Z u {c}. 
Finally we shall name “master program” the step that consists in computing an 
approximate “central” point (v’, z’) in the interior of F(z,), at which the oracle is 
called. The concept of central point used here-the “analytic center”-will be dis- 
cussed in Section 2.3, as well as the notion of “projective algorithm”. 
2.2. Cutting plane algorithm 
For the sake of simpler notations, Z will denote both a set of indices i and the 
collection of hyperplanes f(u; i), i E I. The same convention holds for J. We formulate 
the algorithm as follows: 
Data: E > 0 is a tolerance level, 
z, and zI are upper and lower bounds for the minimum value of f; 
While z, - z1 > E do 
Basic step k 
Data: Zk, J,; 
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Master program: 
compute an approximate center (zI’, zc) of the polytope F(z,) and an associ- 
ate lower bound & via the projective algorithm; 
Oracle: 
if g(u’) < 0 then 
compute f(u;c):=f(uC) + VTf(vc)(u - a’); 
else compute g(u;c):= g(u’) + pT(u - u’) as in (5); 
endif 
Update: 
zI := max(zl, 0,); 
if g(u’) d 0 then 
z, := min(z,,f(u’)); 
zk+i:= ZkU {cl; 
else &+i:= Jku {c}; 
endif 
Endo 
2.3. Analytic center 
In order to give a brief review of the notion of analytic center introduced by 
Sonnevend [13], we need some additional notation. Given a matrix A and a subset 
K of the set of the column indices, we denote AK the submatrix of A consisting of the 
columns {Ak}keK. Finally 1 denotes the vector of all ones of appropriate dimension. 
Consider now the following linear programming problem, called problem .@ in 
accordance with the notations originally introduced by Karmarkar [S]: 
min z, (9) 
s.t. SZTU 2 y.l, (10) 
SzTv + zl 3 yr, (11) 
l<ugh, (12) 
where 
L?Tu = -pyu, jEJ, 
yj = g(d) - ~Tu’, je J, 
QTu = -VTf(ui)u, iEI, 
yi =f(U') - VTf(Ui)Ui, iis I. 
Problem .?J is an alternative formulation of the basic problem (6)-(g). (10) and (11) 
define supporting hyperplanes for the set D and the epigraph of J respectively. The 
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dual formulation of $3, called problem 9, is 
max lT[ - hTq + y;A. + yT& 
st. [ - q + RJi + s2,5 = 0, 
1r< = 1, 
i, Y, 2, 5 2 0. 
Let us then introduce the notation 
where Id stands for the idenity matrix, and let us also introduce the vectors of variables 
x = (i, q, I, 0, u = (i) and s = GTu - c. G is an (m + 1) x n matrix where n = 2m + 
card(l) + card(J); c, b, x, u and s are vectors of appropriate dimensions. Problem 
9’ can be reformulated as 
(9) 
max cTx, 
s.t. Gx = b, 
x > 0. 
Its dual is 
(9) 
min bTu, 
s.t. GTu - s = c, 
s 3 0. 
We make the usual assumption that 
& = {x: Gx = b, x > 0} # 0, 
Sa = {u: GTu > c) # 8, 
where S9 stands for primal and S9 for its dual space. Let z, be a strict upper bound to 
the optimal value of the programs. By analogy 
F(z,) = (u: bTu < zu, GTu 3 c}. 
The “analytic center” of F(z,) is defined as the solution of the minimization problem 
min $(s, U; z,) = -ln(z, - bTu) - i lnsj, 
j=l 
s.t. GTu-s=c,s>O, 
z, - bTu > 0. 
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The first order optimality conditions for the above problem are 
Gx = b, (13) 
GTu - s = c, s > 0, (14) 
Xs = (z, - bTu)l > 0. (15) 
X denotes the diagonal matrix whose diagonal elements are the components of the 
vector x. 
2.4. The projective algorithm for computing analytic centers 
The analytic center of the polytope F(z,) can also be defined as a by-product of the 
minimization, over the set S,, of Karmarkar’s potential function 
cp(x; Z,) = (n + l)ln(z, - C’x) - i In Xj, 
j=t 
since the problems min{ $(s, u; z,): UES,} and min(cp(x; z,): XES~) have the same 
set of optimality conditions. In the projective algorithm [3] which is used to achieve 
this minimization, one first adds a homogenizing variable x0 2 0, with the normality 
condition x0 = 1. Let G” = (-bG), c” = ($), and 2 = (i). Let us define the homogene- 
ous potential as 
@(n; Z,) = (n + 1)ln CT% - i In fj. 
j=O 
The minimizer of @J is computed by a constrained projected Newton method, which 
converges to the center. The constrained Newton direction is xq, with 
(16) 
where x” denotes the diagonal matrix whose diagonal elements are the components of 
X and where PNCem, $2 stands for the projection of dE over the null space of c?J?. As 
C? has full rank, this projection can be computed as follows: 
P,,,-& = e, (17) 
with 
?= c”+ PU, (18) 
and 
u = -(G~‘@)-~G”Z’~C”. (19) 
A standard line search along the direction fq is performed to solve approximately 
min { c$(Z + tdq): x” + c&q > 01. 
a>0 
(20) 
The new point X = I + &fq is then normalized by 2 := Z/Z,, so as to satisfy go = 1. If 
xCe S, is such that q = 0, the algorithm stops. The vector uc computed by (19) is easily 
shown to be the analytic center of F(z,). 
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In practice the stopping criterion is of the form (/ q 11 < 9 < 1, for some fixed 9. This 
choice is motivated by the property that, from such a point, the projective algorithm 
with full Newton step converges quadratically to the center. The vector Cc associated 
with the point Xc at which the algorithm stops belongs to F(z,) and is considered to be 
an approximate center of that set. 
2.5. Lower bounds and ellipsoids 
Notice first that any point x E S, is feasible to 9 and thus provides a lower bound 
for the pair of linear programming problems B and 9. This is true for xc, or the 
approximation Xc of it at which the projective algorithm stops. Another valuable 
property is given by the ellipsoids 
E,,, = (u: 11 r?@(U - UC) (I2 < EZ}, (21) 
where 
E: = (c”‘.?)” - (z, + bTuc)2, (24 
and Ei,t, defined by 
E,,, = Jm Eint. (23) 
It is shown in [7] that these ellipsoids provide inner and outer approximations of 
F(z,): 
When the stopping criterion I( q 11 Q 0 < 1 is used, it can be shown that EeXt defined by 
(21)-(22), where UC replaces uc, is still an outer approximation of F(z,). Moreover 
Eint defined by 
Ex, 
n+l- 
c - Eint, 
1-e 
is an inner approximation of F(z,), see Goffin and Vial [7]. In order to simplify 
notations, we shall use thereafter a’, xc, Eint and E,,, to denote indifferently the exact 
centers and ellipsoids or their approximations UC, Xc, Eii,, and Ee,,. 
3. Implementations issues 
Notations. &,,a& is the zero given by the computer. In the presentation of the 
algorithms, the symbol “c” stands for “comment”. 
3.1. Setting 2 in the null space of 6 
Due to numerical errors, the iterate 2 tends to drift away from the null space of 6. 
Since c” exhibits obvious bases (associated with the variable [ and q, which are 
components of vector x), the drift can be easily compensated by adding appropriate 
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positive quantities to [ and/or v to offset the nonzero components of C?X. This step is 
performed by the following procedure zeromach: 
[Z] = zeromach(2, G”). 
Output: X is such that c”Z < E,,,,,. 
3.2. Computing the projected Newton direction 
The projective algorithm involves several steps, 
0 We first compute 
[Q, R] = QRfactorization(zG”T), 
where Q = (Qi Q,) and RT = (RTO). We next identify 
Q=Qi, R=Rl. 
Those steps are performed by the procedure factor: 
[Q, R] = factor(2, G). 
l Using the QR factorization of Z’G”’ we then compute 
(25) 
(26) 
(27) 
Hence the direction q, given by (16), is computed by 
q=l n+l (28) 
If 11 Ggq 11 m ’ Emach 11 x”q 11 m, the vector q itself is projected according to a formula 
equivalent to (27). If the second projection does not bring an improvement we retain 
the first one. 
l The dual vector u, which is given by (19), is computed as follows. Using (25)-(26) 
in (19) one easily obtains 
n = -R-IQ=& (29) 
To check the accuracy we compute the residual 
r=q-1,+1+ 
C”=z 
II ev,c& II 2 
da 
If (I I 11 o. > &,,ch, we compute u through a correction equivalent to a second projection 
and we retain the best of the two values. The computation of u is usually far less 
accurate than the projection operation (27). 
l The lower bound z, is updated at each operation. The duality gap A is then 
updated by 
A := min { A, z, - zl}. 
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The projective algorithm is described by the following procedure modproj: 
[Z-, uc, z~, Q, R] = modproj(2, c”, zI, 6) 
Data: E > 0 is a tolerance level, 
8 < 1 is a given parameter; 
Begin 
c recall that z, = &; 
Ll := 2, - zr; 
while {(A > E) and ( (1 q /I L=- e)} d,o 
compute [Z] = zeromach(x”, G); 
compute [Q, R] = factor(x”, c”); 
compute CJ by (28); 
compute a which solves (20); 
update: $:= ,iZ; _C:= l/(1 + &.~~)~(l~+~ + diq); 
zL:= min{z,, z, - eTZ); d := min{d, z, - 
endo 
,C:= S; compute uc by (29); 
End 
Remark. the value of Z? is stored before being updated by 2 := Z? + Er?q. At the end of 
the loop, this value, together with its associated factorization, is passed over to 
subsequent procedures in the algorithm, allowing for a saving of one factorization 
operation. The last computed search direction 4 is also used, not to compute a new 
iterate, but merely to construct a better estimate of the optimal solution. This results 
in a duality gap reduction which helps terminating the algorithm earlier, saving a few 
cutting plane generations. 
3.3. Generating a new column 
The generation of a new column is performed by the oracle which has been 
described in the previous Sections 2.1 and 2.2. The step is represented by the 
procedure called oracle: 
[K, 6, y, d,] = oracle(&) 
Input: uc = ($), such as 1~ vc < h, 
Output: K is an indicator which either takes the value 1 if the generated hyper- 
plane supports epif of 0 if the hyperplane supports D, 
6 is the generated column, 
y is the coefficient of 6 in the objective function, 
8, is an upper bound for problem (l)-(3); 
If g(v’) d 0 then 
c vc E D; the generated hyperplane supports epi f; 
K:= 1; 6:= (-“y’); 
y :=f(vC) - VTf(v’)u’; s,:=f(u’); 
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Else c vc$ D and the generated hyperplane supports D; 
It:= 0; 6:= (-p); 
y := g(u’) - p:vc; eu:= + co; 
Endif 
3.4. Adding a new column 
This step consists in adding the new column 6, produced by the oracle, to c?. Given 
Z?IERn+l satisfying C?Z = 0 and 2 > 0, we therefore have to solve the following 
feasibility problem 
Given x6 > 0, the projective direction of de Ghellinck and Vial [3] is given by 
where 
P=.%, and 0’ = c!?~(G~‘G”~)-~ 6.
For small enough p, q is positive and generates the following feasible point 
(30) 
where 
P 
Lx= 1 +pa2 and dlci = -XC?‘(C?~‘C”~)-~& 
dM is the counterpart in the projective space of the affine direction of Mitchell [ll]. 
Instead of computing q from x6, we first compute dM by 
QTRTdM = -6. (31) 
If ii~%~ + 6 iirn > &nach, we improve the estimate of dw through a correction 
equivalent to a second projection. The value a > 0 in (30) is then chosen so as to 
minimize approximately Karmakar’s potential function in the enlarged space of 
variables including x6. We therefore compute 
L? = min (n + 2)ln[ZTX + a(ZTzdM - y)] - lna - f ln(X + ~rfd,)j . (32) 
a>0 j=O 
This step is performed by the following procedure addcol: 
[a, C, c?] = addcol(x”, c?, y, 6, C?, Q, R) 
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Begin 
compute dM by (31); 
compute E by (32); 
update: I?:= (C- y); G”:= (G, 6); 
Z’:= ( x(1.+1+ &)); 2 := g,zO; 
End 
3.5. Deleting columns 
The deletion of columns in the matrix G is done in two steps. Firstly, a procedure 
detects inactive cutting planes. Secondly, a subsequent procedure eliminates those 
hyperplanes and restores feasibility. 
Detecting inactive cutting planes 
The ellipsoids E,,, and Eint centered at uc (see Section 2.5) can be used to eliminate 
inactive cutting planes. Let us define pt a hyperplane which either supports the 
epigraph of f, when t ~1, or the set D, when t E J, and which corresponds to the 
constraint GTu - c, 3 0. It follows that pt intersects E,,, if 
GTuC-c t <E w t1 e 19 
where 
w; = G;(RTR)-‘G,. 
Hence pt can be eliminated if 
s f = GTuC-c f >E w f I?*. (33) 
However, in many cases this test can be strengthened, since E,,, seems to be often 
larger than the localization set F(z,). We therefore suggest to use the ellipsoid 
P -lE,xt> P > 1, instead of E,,,, which yields the test 
P& > E,%. (34) 
There is no theoretical basis to choose p, except that we should exclude 
P -lEext c Ei”t. By (24), p should satisfy at least p $ (n + l)/(l - 0). On heuristic 
grounds, we propose to take 
p = max(l, card(l) + card(J) - (m + 1)). (35) 
If p > 1, this value may however lead to undue eliminations on the remaining 
columns. As a safeguard, we suggest to discard elimination on the basis of the 
strengthened elimination criterion, if the process leaves a total number of hyperplanes 
less than m + 1. This choice is motivated by the fact that a solution to (l)-(3) in the 
interior of the box constraints require at least m + 1 hyperplanes. 
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The procedure is as follows. We start by ordering the hyperplanes by decreasing 
value of the ratios rt = s,/wt. The next step consists in detecting all constraints which 
satisfy rt > E,. Finally, as long as there remains a total number of hyperplanes greater 
than M + 1, we propose to eliminate, by order of decreasing ratio rf, any hyperplane 
such that pr, > E,. 
This step is performed by the following procedure ellips: 
[le] = ellips(u’, 2, Z, R, G”) 
Output: 1, is the ordered list of nk hyperplanes pt satisfyng (33) and the “first” 
(card(Z) + card(J) - & - m - 1) > 0 ones satisfying (34). 
Eliminating columns and restoring feasibility 
Given a list I, of hyperplanes to be eliminated, the corresponding columns in G” and 
components in 2 are dropped. We then get a new x” and a new C?, where G is an 
(m + 1) x n matrix, with & # 0. In order to restore feasibility, we have to solve the 
following problem 
The procedure of de Ghellinck and Vial is well suited to this purpose [3]. It consists in 
minimizing a simple potential function via a constrained projected Newton method 
with a search direction _fq satisfying C?J?q = 0. If q > 0, then _fq > 0 solves the 
feasibility problem and we can update f by f := r?q. The computation of q is 
performed with a QR factorization of zGT by 
q = &B&,+I = &+I - QQTL+l. (36) 
If 11 G2q 11 m > &achy we compute q through a second projection. We then retain the 
value of q which minimizes 11 cT?q /I m. 
Those steps are described by the following procedure delres: 
[a, c”, 61 = delres(l, c”, 6, I,) 
Begin 
Drop the columns in G” and the components in 2 corresponding to the list 1,; 
while min(q) < 0 do 
compute [Q, R] = factor(f, G”); 
compute q by (36); 
compute 2 := arg min,, 0 
update x”:= 1 + &q; 
{ - Cy=o ln(1 + Crqj): 1 + Cdqj > O}; 
endo 
update: X := _fq; 2 := 2/z&,; 
End 
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The procedure may fail, at least in theory, if min(q) = 0, since _%?q is not anymore an 
interior solution, as required. However we never observed the phenomenon in 
practice. 
3.6. Phase I-Phase II 
The algorithm requires a phase I procedure until a feasible point in D is found. The 
oracle generates then a first supporting hyperplane off, i.e., a constraint of type (11) is 
obtained for the first time. Without a constraint of this type, the set F(z,) is 
unbounded from below and thus does not have an analytic center. To obtain 
a constraint of type (11) we work during phase I with the auxiliary problem: 
min r, 
s.t. S2;u + r > YJ, 
ldv<h. 
The starting point is any point in 1~ u < h, preferably the center (1+ h)/2. The oracle 
generates either a constraint of type (11) and the algorithm switches to phase II; or 
a first constraint of type (10). But the auxiliary problem then exhibits a localization set 
bounded from below and it can be solved by the general phase II procedure. 
3.7. The interior cutting plane algorithm 
We formulate the algorithm as follows 
Data: E > 0 is a tolerance level, 
z, and Z~ are upper and lower bounds. 
(Phase II) 
While (z, - zJ/max( 1, lz,l) > E do 
[Z, uc, zL, Q, R] = modproj(2, Z, zI, 6); 
[K, 6, y, O,] = oracle(u’); 
[le] = ellips(u’, 2, 2, R, 6); 
if K = 1 then z, = min(z,, 0,); &, = z,; 
endif 
[%, c”, G”] = addcol(2, CT, y, 6, C?, Q, R); 
[Z, 2, G”] = delres(x”, 2, 6, le); 
Endo 
4. Numerical experiments 
The interior point cutting plane algorithm has been implemented with PRO- 
MATLAB on a SPARCstation 1. The precision of the machine is smach = 2.23.10-16. 
The stopping criterion is a relative duality gap less than lop6 and for the projective 
algorithm, it is 114 (1 < 0.9. The test problems are the same as in Kortanek and 
No. [lo]. The size of the box constraints is M = 9 for all the problems, except for 
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problem 10 where M = 31.’ We tested several variants of the algorithm. Version A is 
the crudest one, with no cutting plane elimination. Variant B uses only the theoretical 
elimination test (33). Version C uses the strengthened elimination test (34). It is our 
reference version. Dl, D2 and D3 are versions similar to C, but where the elimination 
test is not launched at every outer iterations. D3 is the most efficient version according 
to the total CPU time. Finally, variant E is the same as variant C except that it is 
endowed with a special mechanism, based on test (33), for gradually reducing the box 
constraints. 
Several criteria are used to evaluate the performances of these versions. Ranked by 
order of decreasing importance they are (1) the number of cutting planes generated 
(outer iterations); (2) the number of iterations with the projective algorithm (inner 
iterations); (3) the CPU time devoted to factorizations; (4) the number of cutting plane 
eliminations. We do not report on the global CPU time, as it is machine and 
programming language dependent. 
Let us briefly discuss the selected criteria. The number of calls of the oracle, i.e., of 
cutting plane generations, is an intrinsic property of the method. In the literature on 
cutting planes, especially in the field of nondifferentiable optimization (to which our 
algorithm equally applies) it is considered as the most prominent criterion. The next 
criterion is the number of inner iterations with the projective algorithm. Each 
iteration involves solving a least squares problem, a time consuming task. We thus 
report on this number. If m is the number of variables and fi the number of constraints 
present in the matrix G, the computational effort in solving the least squares problem 
is of order 0( ti* m). This effort is mainly devoted to a factorization operation. We only 
report here results based on the QR factorization. We also used the Cholesky 
factorization, which is a less stable but significantly faster way to compute the 
projection. For larger problems this figure tends to dominate all other operations. We 
thus report on the CPU time in factorization, all the more that this operation is 
efficiently encoded in PRO-MATLAB, and thus more representative of what can be 
expected from a standard programming language. In our experiments, the ratio of 
factorization versus total CPU time varies between 7% and 33%, in average over the 
different versions and up to 40% for the most efficient version. As expected, the largest 
ratios correspond to the largest problems. Finally a significant gain in factorization 
time is achieved by eliminating constraints, a device which controls the growth of 6. 
The elimination number is the last reported measure. 
4.1. General results 
Table 1 contains the results for the version C algorithm. We emphasize here an 
important property of the cutting plane method. After phase I, the duality gap is 
‘We had to make this choice because problem 10 is very peculiar: the coefficients di range from 10e9 to 
10”. At the initial point v = 0 (center of the box) the oracle generates a hyperplane with very large 
coefficients, thereby introducing numerical instability at the first iteration. A larger box introduced 
comparable coefficients in the computations during the first iteration: it turned out to be enough to 
overcome the difficulty. An alternative strategy would have been to center the box at a more sensible point, 
where constraint violations would not be horrendous. 
18 0. Bahn et al. 1 Discrete Applied Mathematics 49 (1994) 3-23 
Table 1 
Problem Number of Number of Degree of Objective Duality Number of 
variables constraints difficulty function value gap outer iterations 
1 2 1 
3 3 1 
2 4 2 
4 4 1 
6 4 3 
8 I I 
9(a) I 4 
9(b) I 4 
9(c) I 4 
7(a) 8 1 
7(b) 8 I 
10 10 1 
5 11 3 
11 22 36 
1 
5 
1 
I 
3 
40 
10 
10 
10 
3 
3 
9 
19 
50 
2.0 4. lo-’ 14 
6.29984. lo3 8.10-l 31 
0.01210 9.10-7 35 
1.26303. lo5 9. lo-’ 41 
6.23250.10’ 6. lo-’ 41 
1.78477~1OZ 9. lo-’ 69 
1.80976.10’ 7.10-7 13 
9.11880.10* 8. lo-’ 71 
5.43668.10’ 9.10-l 15 
29.2295 7.10-7 13 
29.2264 9.10-7 15 
3.2732’10’ 8.10-7 89 
3.18325 9. lo-’ 84 
1.80322. lo3 9. lo-’ 146 
measured from points which are feasible up to machine precision. Thus for any 
selected optimality level, the algorithm generates an appropriate solution which is 
exactly feasible. The number of outer iterations seems to be influenced mostly by the 
number of variables in the problems, in a ratio varying from 6 to 11. The number of 
constraints does not seem to play any significant role. The same holds for the degree of 
difficulty, a concept used in geometric programming to measure somehow the degree 
of freedom in the problem. We also tried different values 8 for the centering criterion 
11 q // < 8, with no significant effect on the number of outer iterations. 
4.2. Typical pattern of the iterations 
Fig. 1 plots for problem 9(b), version C, the number of columns in matrix G and the 
number of inner iterations versus the outer iteration count. The column elimination 
starts after roughly 2m iterations and bounds the number of columns by a figure 
between 2m and 3m. This figure is to be compared with the total number of column 
generations (outer generations) which in the average is around 9m (see Tables 1 and 2). 
Fig. 1 also shows the number of inner iterations which are performed at each outer 
iteration. The peak just after outer iteration 10 corresponds to the beginning of phase 
II. It is quite typical of the behavior of the algorithm for problems requiring a phase 
I procedure. The switch from the auxiliary problem to the phase II one requires 
a significant effort in centering. 
4.3. Column elimination 
Table 2 compares variants A, B and C which essentially differ with respect to 
elimination procedure. In this table, “OUT” stands for number of outer iterations, 
“IN” for number of inner iterations, “Tf” for factorization time (given in seconds) and 
“E” stands for number of eliminated hyperplanes. 
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Fig. 1. 
Table 2 
Pb Version A Version B Version C 
OUT IN Tf OUT IN Tf E OUT IN Tf E 
1 13 35 0.7 13 34 0.7 6 14 34 0.8 9 
3 30 58 1.8 28 54 1.8 16 31 59 1.6 22 
2 32 56 2.2 33 56 2.1 17 35 59 2.1 26 
4 39 74 2.9 37 71 2.8 16 41 75 2.5 30 
6 41 76 3.3 40 75 3.1 22 41 75 2.3 30 
8 64 89 11.2 64 89 9.8 34 69 93 7.6 55 
9a 74 138 16.7 74 138 13.3 41 73 135 9.5 55 
9b 73 133 16.3 72 132 13.0 41 71 127 9.0 52 
9c 75 132 17.0 75 130 12.9 42 75 128 9.0 60 
7a 74 132 19.7 75 133 14.8 49 73 131 10.9 57 
7b 76 132 20.3 76 132 15.4 41 75 129 11.5 59 
10 92 214 45.2 92 214 37.6 52 89 207 24.5 68 
5 86 127 34.8 83 121 28.8 25 84 128 20.4 61 
11 148 211 315.0 147 208 302.4 64 146 203 171.1 105 
We first point out the lack of influence of our column elimination scheme on the 
total number of outer iterations. The result is not surprising for variant B, since the 
elimination test discards only redundant information. But variant C, which uses 
a stronger test based on heuristic arguments, eliminates many more cutting planes 
without any impact on the total number of outer iterations. This fact is quite 
remarkable since the procedure eliminates between 64% to 80% of the columns, with 
an average of 74%. There are two opposite effects in column elimination. On the 
positive side, having less columns eases the least squares problem in the inner 
iterations. On the negative side, restoring feasibility always requires one additional 
20 
Table 3 
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Pb Version Dl Version D2 Version D3 
OUT IN Tf E OUT IN Tf E OUT IN Tf E 
1 14 35 0.7 7 14 34 0.7 8 13 34 0.6 7 
3 28 53 1.2 15 27 53 1.3 17 29 55 1.4 21 
2 33 56 1.6 26 35 57 1.7 25 34 57 1.7 24 
4 37 71 2.0 24 40 13 2.2 21 41 75 2.4 30 
6 42 16 2.2 36 40 74 2.1 27 42 78 2.3 31 
8 66 90 5.8 47 64 88 5.8 52 68 93 6.2 52 
9a 73 136 8.2 59 73 134 8.1 55 72 134 8.4 55 
9b 95 163 10.2 78 97 176 11.3 77 70 126 7.8 52 
9c 78 135 8.1 60 75 129 7.9 60 78 134 8.7 61 
7a 75 136 10.1 60 75 136 9.8 59 80 144 10.5 65 
lb 17 137 10.3 58 76 132 10.0 59 93 163 12.4 12 
10 91 209 21.8 73 91 209 22.1 13 93 214 23.0 67 
5 88 133 18.4 63 87 131 17.9 59 87 133 19.5 63 
11 148 205 138.1 102 149 211 146.8 95 149 211 145.5 106 
factorization and possibly several inner iterations. Table 2 shows that in variant C the 
time savings in individual factorizations offset the negative effects on inner iterations 
by a factor up to 1.9. 
The overall efficiency of the elimination procedure can be further increased by 
a more selective use of it. To save on total computation time we tried different 
strategies. In version Dl, the elimination test is performed every ten outer iterations. 
In variant D2, the test is used every m outer iterations. Finally in version D3, the test 
is performed whenever the number of cutting planes (columns in G”) satisfies 
card(Z) + card(J) > 2Sm. We observed a reduction of total CPU time by a factor up 
to 1.7 for version D3 over version C. Since we chose not to report on total CPU time, 
for reasons evoked earlier, we analyse the versions with respect to the standard criteria 
used before. 
Table 3 shows that strategies of delayed elimination have a positive effect on the 
factorization time, although the total number of eliminated columns is comparable. In 
version C, eliminations are performed by small batches, most likely at every two or 
three iterations. In the other versions, the batches are much larger and less frequent, 
allowing for a saving in the initial factorization due to the elimination procedure. This 
saving seems to offset the possible increase in the number of inner iterations due to 
batches of larger size. 
4.4. Influence of the size of the box constraints 
Table 4 shows the influence of the box constraints (3) on the performances of the 
algorithm. Versions E’ and C’ are similar to versions E and C, except that the initial 
size of the box constraints has been increased by 6, i.e., -1 = (M + 6)l = h. For the 
original geometric programming problem, this corresponds to a lo6 or lop6 multipli- 
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Table 4 
Pb Version E Version E’ Version C’ 
OUT IN Tf E OUT IN Tf E OUT IN Tf E 
1 14 33 0.8 9 14 42 0.9 9 14 43 0.9 9 
3 29 50 1.4 22 31 54 1.4 24 32 62 1.6 26 
2 33 58 1.9 23 34 64 2.1 25 35 67 2.0 26 
4 40 73 2.4 30 45 73 2.4 35 43 70 2.3 34 
6 40 69 2.2 29 40 79 2.4 29 42 83 2.6 31 
8 67 89 6.8 53 69 95 7.4 52 72 99 7.7 57 
9a 75 142 10.1 59 71 159 10.8 62 78 155 10.9 62 
9b 72 131 9.1 56 75 148 10.3 58 76 149 10.0 59 
9c 78 134 9.4 61 80 153 10.5 65 80 149 10.3 63 
7a 75 135 11.3 58 81 151 12.6 65 71 144 11.9 62 
7b 76 131 10.9 58 77 142 12.6 58 80 144 12.3 61 
10 90 215 25.0 68 94 232 26.7 71 94 226 26.3 74 
5 87 129 20.7 62 88 134 21.8 66 88 130 20.9 66 
11 147 218 176.5 105 155 237 189.2 114 157 226 182.3 118 
Problem 8 
-12 - 4 . , . I . 1 . I . \. , 
0 20 40 60 60 100 120 140 
Outef iteration 
Fig. 2. Duality gap reduction. 
cative factor. The comparison between variants E and E’ shows that increasing the 
box size has a very limited influence. The number of outer iterations increases in the 
average by a factor of 4% only, while the factorization time is increased by an average 
factor of 8%. The same conclusion holds when comparing C and C’ with respective 
figures 5% and 6%. The comparison between C’ and E’ (and C and E) shows that the 
mechanism of automatic reduction of the box constraints to fit the exterior ellipsoid 
has no provable positive effect. Note that the adjustment mechanism could have been 
used in other direction. In case of a poor initial guess of the box constraints which 
would exclude the optimal solution, we could use the exterior ellipsoid to guide a box 
enlargement. We did not experiment his idea. 
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4.5. Rate of convergence 
Fig. 2 plots the iterations versus log(d) for problem 8, version C, where the 
stopping test applying on the relative duality gap d = (z, - zl)/max(l, z,) is 
2.23.10- 14. We have been able to achieve a lo-r4 relative duality gap for all problems 
with the same rate of convergence up to the end. Problem 8 does not require a phase I. 
It is quite representative of the algorithm behavior during phase II for all the 
problems. Fig. 2 shows the almost geometric (log-linear) convergence of the algorithm. 
5. Conclusion 
In this paper we have presented a detailed MATLAB implementation of an interior 
point cutting plane method. We have tested several strategies of column elimination 
and box constraints size reduction based on ellipsoids. We have also studied the rate 
of convergence of the algorithm. We conclude from this study that the variants C, 
D and E are robust. In particular the column elimination schemes favorably influence 
the computation time but the number of outer iterations remains unchanged for all 
versions. For all problems, we have been able to close the duality gap almost up to 
machine precision. Finally the size of the box constraints seems to have a limited effect 
on the performances. In fact there is no need for a tuning of the algorithm for each 
specific problem except for pathological cases such as problem 10. 
The rate of convergence is clearly linear. It might not be the best one can achieve for 
a C2 convex problem, but this is inherent to the cutting plane approach. However, 
contrary to many fast converging algorithms based on second order information, the 
present algorithm does not require prior knowledge of the location of the optimal 
solution. Actually it tolerates severe errors in the choice of the initial point. 
The main thrust of the paper is that the implemented version can be used to solve 
a much larger class of problems such as nondifferentiable optimization problems [4] 
and Lagrangean relaxation on large linear programming problems [S]. Our findings 
corroborate previous results on the less sophisticated version of the method reported 
in [4]. They indicate that the interior point cutting plane method is a valuable 
addition to the set of tools in mathematical programming. The next steps are quite 
obvious. An implementation in C language of version D3, which is the fastest 
according to the total CPU time, is being prepared. More care will be given in this 
implementation to the solution of the least squares problems in order to achieve 
greater time savings in computations. 
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