Abstract. Tabled evaluation has proved to be an effective method to improve several aspects of goal-oriented query evaluation, including termination and complexity. "Native" implementations of tabled evaluation offer good performance, but also require significant implementation effort, affecting compiler and abstract machine. Alternatively, program transformation-based implementations, such as the original continuation call (CCall) technique, offer lower implementation burden at some efficiency cost. A limitation of the original CCall proposal is that it limits the interleaving of tabled and non-tabled predicates and thus cannot be used for arbitrary programs. In this work we present an extension of the CCall technique that allows the execution of arbitrary tabled programs, as well as some performance results. Our approach offers a useful tradeoff that can be competitive with state-of-the-art implementations, while keeping implementation effort relatively low.
Introduction
Tabling [1] [2] [3] is a strategy for executing logic programs which remembers already processed calls and their answers to overcome several limitations of SLD resolution: non-termination due to repeated subgoals can sometimes be avoided (tabling ensures termination of bounded term-size programs) and some cases of recomputation can also be automatically optimized. The first occurrence (the generator ) of a call to a predicate marked as tabled and subsequent calls which are identical up to variable renaming (the consumers) are recognized. The generator applies resolution using program clauses to derive answers for the goal. Conceptually, consumers suspend their current execution path and take on a different branch; this can be repeated several times. When some alternative branch eventually succeeds the answer generated for the initial query is inserted in a table associated with the original goal. This makes it possible to reactivate suspended calls and to continue execution at the point where they were stopped.
Implementing tabling is a complex task. In suspension-based tabling (e.g., XSB [4] and CHAT [5] , among others) the execution state of suspended tabled subgoals is preserved to avoid unnecessary recomputations, but they usually require deep changes to the underlying implementation. Linear tabling schemes (as exemplified by B-Prolog [6, 7] and the DRA scheme [8] ) does not require suspension and resumption of sub-computations, and then, they can usually be implemented on top of existing sequential engines with relatively simple modifications. However, their efficiency is affected by subgoal recomputation.
The CCall approach to tabling [9, 10] is a suspension-based mechanism which requires much simpler modifications to the Prolog implementation or compiler than other suspension-based techniques. A number of low-level optimizations to existing implementations of the CCall approach were proposed in [11] and it was shown that performance could be competitive with other implementations.
The CCall technique implements tabling by a combination of program transformation and side effects in the form of insertions into and retrievals from a table which relates calls, answers, and the continuation code to be executed after consumers read answers from the table. Consumer suspension and resumption is performed by operations which are visible at Prolog level.
Roughly speaking, the original CCall approach calls tabled predicates through the slgcall primitive, which receives a goal and analyzes if it is a generator or a consumer call. When it is a consumer, suspension has to be performed by saving the current environment and program counter in order to resume execution later on. The body goals after the tabled call are associated with a new predicate symbol, which takes the role of the program counter at that particular place. The bindings performed before the tabled call make up the environment of the consumer. Consequently, slgcall takes the name of the auxiliary predicate and a list of bindings as arguments, in order to be able to perform resumption at Prolog level. Answers are inserted in the table by answer/2 primitive, which is added at the end of each clause of the original tabled predicate.
The original transformation is not general because the environments are only correctly saved when tabled calls are themselves in the body of a tabled predicate (except for the first one). If there are non-tabled, SLD predicates between the generator and some consumer, the code after that consumer is not associated with any predicate symbol, and it is not considered for tabled execution (see [12] for more details and examples). Tabling all predicates between generators and consumers works around this problem, but it can seriously impact efficiency.
A Complete Tabling Translation for General Programs
We have extended the translation to work around the issue presented in the previous section by bringing into the scene a new kind of predicates -bridge predicates. Predicate B is a bridge if for some tabled predicate T, T depends on B (i.e., B is called in the subtree rooted at T) and B depends on T. Figure 1 , which uses a sugared Prolog-like language, 3 shows the rules for the new translation. The tr/2 predicate takes a clause to be translated and returns the list of clauses resulting from the translation. Its last clause ensures that predicates which are non-tabled and non-bridge are not transformed. The first one generates the interface with the rest of the code for each tabled predicate. The second and third cases translate clauses of tabled and bridge predicates, respectively. generate the new head of the clause, H tr, and the code which has to be appended at the end of the body, End, before calling tr Body/6 with these arguments. The original clauses are maintained in case bridge predicates are called outside a tabled call.
tr Body/6 generates, in its last argument, the translation of the body of a clause by taking care, in each iteration, of the code until the next tabled or bridge call, or until the end the clause, and appending the translation of the rest of the clause to this partial translation.
following/4 splits a clause body in three parts: a prefix, until the first time a tabled or bridge call appears, the tabled or bridge call itself, and a suffix from this call until the end of the clause. getLBinds/3 obtains the list of variables which have to be saved to recover the environment of the consumer. The up Body/8 predicate completes the body prefix until the next tabled or bridge call. Its first sixth arguments are inputs, the seventh one is the head of the continuation for the suffix of the body, and the last argument is the new translation for the prefix. The first clause takes care of the base case, when there are no calls to bridge or tabled predicates left, the second clause generates code for a call to a tabled predicate, and the last one does the same with a bridge predicate. getNameCont/1 generates a unique name for the continuation.
An example of a tabled program which needs our extended translation is presented in the figure right above this paragraph (and, at more length, in [12] ). If the query ?-t(A). is issued, t(B) is called in a consumer position inside p/1. This simple combination would incorrectly be dealt by [9] . However, the translation proposed in Figure 1 generates the code in Figure 3 , which transforms p/1 so that the information necessary to resume t/1 is available where needed, at the cost of some duplicated code and an extra argument when p/1 is called from inside a tabled execution. 
Performance Evaluation
We have implemented the proposed technique as an extension of the Ciao system [13] with the efficiency improvements presented in [11] and the new translation for general programs explained in this poster. Table 1 aims at determining how the proposed implementation of tabling compares with state-of-the-art systems -namely, the available versions of XSB, YapTab, and B-Prolog at the time of writing. We provide the raw time (in milliseconds) taken to execute several tabling benchmarks. Measurements have been made with Ciao-1.13, using the standard, unoptimized bytecode-based compilation, and with the CCall extensions loaded, as well as in XSB 3.0.1, YapTab 5.1.1, and B-Prolog 7.0. All the executions were performed using local scheduling and disabling garbage collection; in the end this did not impact execution times very much. We used gcc 4.1.1 to compile all the systems (except B-Prolog, which is available as a binary), and we executed them on a machine with Fedora Core Linux, kernel 2.6.9, and an Intel Xeon Deschutes processor.
While the performance of CCall is clearly affected by the fragment of the execution performed at Prolog level, its efficiency is in general not too far away from than XSB's, whose abstract machine is about half the speed of Ciao's for SLD execution. The relationship with B-Prolog is not so clear, as it features a fast abstract machine, but its tabling implementation sometimes suffers from recomputation. Last, Yap, which has a fast abstract machine which implements SLG resolution, easily beats the rest of the systems. We plan to improve the performance of our implementation by making the CCall primitives closer to the abstract machine. More details about the execution times and a comparison of the CCall time execution complexity with CHAT can be found in [12] .
