This essay discusses how Bayesian methods can be used to cope with challenges that arise in the econometric analysis of dynamic stochastic general equilibrium models and vector autoregressions.
Bayesian Methods in Macroeconometrics
Macroeconometrics encompasses a large variety of probability models for macroeconomic time series as well as estimation and inference procedures to study the determinants of economic growth, to examine the sources of business cycle fluctuations, to understand the propagation of shocks, generate forecasts, and to predict the effects of economic policy changes. Bayesian methods are a collection of inference procedures that permit researchers to combine initial information about models and their parameters with sample information in a logically coherent manner by use of Bayes' Theorem. Both prior and post-data information is represented by probability distributions.
Unfortunately, the term 'macroeconometrics' is often narrowly associated with large-scale system-of-equations models in the Cowles Commission tradition that were developed from the 1950s to the 1970s. These models came under attack on academic grounds in the mid 1970s. Lucas (1976) argued that the models are unreliable tools for policy analysis because they are unable to predict the effects of policy regime changes on the expectation formation of economic agents in a coherent manner. Sims (1980) criticized that many of the restrictions that are used to identify behavioral equations in these models are inconsistent with dynamic macroeconomic theories and proposed the use of vector autoregressions (VAR) as an alternative.
Academic research on econometric models in the Cowles tradition reached a trough in the early 1980s and never recovered. The state-of-the-art is summarized in a monograph by Fair (1994) .
I am adopting a modern view of macroeconometrics in this essay and will portray an active research area that is tied to modern dynamic macroeconomic theory. Re-2 viewing Bayesian methods in macroeconometrics is a short essay is a difficult task.
My review is selective and not representative of Bayesian time series analysis in general. I have chosen some topics that I believe are important, but the list is by no means exhaustive. I will focus on the question how Bayesian methods are used to address some of the challenges that arise in the econometric analysis of dynamic stochastic general equilibrium (DSGE) models and vector autoregressions (VAR). A more extensive treatment can be found in the survey article by An and Schorfheide (2006) .
DSGE Models
The term DSGE model is often used to refer to a broad class of dynamic macroeconomic models that spans the standard neoclassical growth model discussed in King, Plosser, and Rebelo (1988) as well as the monetary model with numerous real and nominal frictions developed by Christiano, Eichenbaum, and Evans (2005) .
A common feature of these models is that decision rules of economic agents are derived from assumptions about preferences and technologies by solving intertemporal optimization problems. Moreover, agents potentially face uncertainty with respect to, for instance, total factor productivity or the nominal interest rate set by a central bank. This uncertainty is generated by exogenous stochastic processes or shocks that shift technology or generate unanticipated deviations from a central bank's interest-rate feedback rule. Conditional on distributional assumptions for the exogenous shocks, the DSGE model generates a joint probability distribution for the endogenous model variables such as output, consumption, investment, and inflation.
What are the goals? What are the challenges?
In principle one could proceed as follows: specify a DSGE model that is sufficiently rich to address the substantive economic question of interest; derive its likelihood function and fit the model to historical data; answer the questions based on the estimated DSGE model. Unfortunately, this is easier said than done. A trade-off between theoretical coherence and empirical fit poses the first challenge to macroeconometric analysis.
Under certain regularity conditions DSGE models can be well approximated by VARs that satisfy particular cross-coefficient restrictions. The DSGE model is misspecified if these restrictions are at odds with the data and the model has difficulties to track and forecast historical time series. Misspecification was quite apparent for the first generation of DSGE models and has led Kydland, Prescott, and their followers since the early 1980's to abandon formal econometric procedures and advocate a calibration approach, outlined for instance, in Kydland and Prescott (1996) . Recent Bayesian and non-Bayesian research, however, has resulted in formal econometric tools that are general enough to explicitly account for misspecification problems that arise in the context of DSGE models. Examples of Bayesian approaches are Canova (1994) , Dejong, Ingram, and Whiteman (1996) , Geweke (1999) The presence of misspecification might suggest that we should simply ignore the cross-coefficient restrictions implied by dynamic economic theories in the empirical work and try to answer the questions posed above directly by VARs. Unfortunately, there is no free lunch. VARs have many free parameters and without restrictions on their coefficients can lead to poor forecasts. VARs do not provide a tight economic interpretation of economic dynamics in terms of the behavior of rational, optimizing agents. Moreover, it is difficult to predict the effects of rare policy regime changes on the expectation formation and the behavior of economic agents since these are not explicitly modelled. While the most recent generation of DSGE models comes much closer to matching the empirical fit of VARs, as documented in Smets and Wouters (2003), a trade-off between theoretical coherence and empirical fit remains.
A second challenge is identification. The parameters of a model are identifiable if no two parameterizations of that model generate the same probability distribution for the observables. In VARs the mapping between the one-step-ahead forecast errors of the endogenous variables and the underlying structural shocks is not unique, and additional restrictions are necessary to identify, say, a monetary policy or a technology shock. Many of the popular identification schemes and the controversies surrounding them are surveyed in Cochrane (1994) , Christiano and Eichenbaum (1999) and Stock and Watson (2001) . DSGE models can be locally approximated by linear rational expectations (LRE) models. While tightly parameterized compared to VARs, LRE models can generate delicate identification problems. Suppose a model implies that
where u t is an independently distributed random variable with mean zero. If 0 ≤ θ < 1 then the only stable law of motion for y t that satisfies the rational expectations restrictions is y t = u t , which means that θ is not identifiable. More elaborate examples are discussed in Schorfheide (2004, 2006) , Beyer and Farmer (2004) , and Canova and Sala (2005) . Unfortunately, it is in many cases difficult to detect identification problems in DSGE models, since the mapping from the structural parameters into the autoregressive law of motion for y t is highly nonlinear and typically can only be evaluated numerically.
Many regularities of macroeconomic time series are indicative of nonlinearities, for instance, the rise and fall of inflation in the 1970s and early 1980s and timevarying volatility of many macroeconomic time series, e.g., Cogley and Sargent (2005) , Sargent, Williams, and Zha (2005) , and Sims and Zha (2005) . In VARs nonlinear dynamics are typically generated with time-varying coefficients, whereas most DSGE models are nonlinear and only for convenience approximated by linear rational expectations models. Conceptually the analysis of nonlinear models is very similar to the analysis of linear models, but the implementation of the computations is often more cumbersome and poses a third challenge.
How can Bayesian analysis help?
Bayesian analysis is conceptually straightforward. Pre-sample information about parameters is summarized by a prior distribution p(θ). We can also assign discrete probabilities to distinct models although the distinction between models and param- monetary DSGE models. The Bayesian analysis of VAR dates at least back to Doan, Litterman, and Sims (1984) .
Since DSGE models are to some extent micro-founded, macroeconomists require their parameterization to be consistent with microeconometric evidence on, for instance, labor supply elasticities and the frequency with which firms adjust their prices. If information in the estimation sample were abundant and model misspecification were not a concern, then there would be little need for a prior distribution that summarizes information contained in other data sets. However, in the estimation of DSGE model this additional information plays an important role. important insights about the extent to which the data provide information about the parameters of interest. Regardless, the posterior provides a coherent summary of pre-sample and sample information and can be used for inference and decision making. This insight has been used, for instance, by Lubik and Schorfheide (2004) to assess whether monetary policy in the 1970's was conducted in a way that would allow expectations to be self-fulfilling and cause business cycle fluctuations unrelated to fundamental shocks.
Bayesian inference is well suited for model comparisons. Under a loss function that is zero if the correct model is chosen and one otherwise, is optimal to select the model that has the highest posterior probability. However, in many applications, in particular related to the comparison of two possibly misspecified DSGE models, this zero-one loss function is not very attractive because it does provide little insights about the dimensions along which the structural models should be improved.
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Conclusion
The Bayesian paradigm provides a rich framework for inference and decision making with modern macroeconometric models such as DSGE models and VARs. The econometric methods can be tailored to cope with the challenges in this literature:
potential model misspecification and a trade-off between theoretical coherence and empirical fit, identification problems, and estimation of models with many parameters based on relatively few observations. Advances in Bayesian computations let the researcher efficiently deal with numerical complications that arise in models with latent state variables, such as regime-switching models, or nonlinear state-space models.
Frank Schorfheide

