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1. Introduction and statement of main results
Since the papers of Yao [15] and [16], a series of important results on modeling and control of thin shells have been
obtained, see Lasiecka and Triggiani [9], Chai, Guo, and Yao [2], Chai and Liu [3,4], S.J. Feng and D.X. Feng [5], Yao [17],
Chai [1], Chai and Yao [6], and many others. In those papers the Riemannian geometry plays a key role in modeling and
control: It produces the Green formulas and equations of motion which are coordinates free; the Bochner technique over-
comes the complicated computation in establishing Carleman estimates. More importantly, it seems clear that, without this
differential geometric tool, many of these more sophisticated theorems would probably not have been discovered or, at
least, their discoveries would otherwise have been much delayed.
We consider the uniqueness in the Cauchy problem for the Koiter shell where the mathematical model is from Chai and
Yao [6] in which the strain tensor and the change of curvature of the middle surface were introduced by Koiter [8]. Since
the second fundamental form of the middle surface goes into the tensor of the change of curvature, analysis on the Koiter
shell is more diﬃcult than that in Yao [16].
1.1. Some notations
We introduce some notations in preparation for the Koiter shell.
Denote the usual inner product in R3 by 〈·,·〉, i.e., the dot product. Let M be a surface in R3. For simplicity, M is assumed
to be smooth. Surface M produces a natural Riemannian manifold of dimension 2 with the induced metric in R3. We denote
this induced metric on surface M by g or by 〈·,·〉, as is convenient. For each x ∈ M , Mx is the tangential space of M at x.
It is assumed that surface M is orientable with the unit normal ﬁeld N on M . Denote the set of all vector ﬁelds on M
by X (M). Denote the set of all k-order tensor ﬁelds and the set of all k-forms on M by T k(M) and Λk(M), respectively,
where k is a nonnegative integer. Then
Λk(M) ⊂ T k(M).
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T 1(M) = T (M) = Λ(M) = X (M),
where Λ(M) = X (M) is in the following isomorphism: for X ∈ X (M) given, the equation
U (Y ) = 〈Y , X〉 ∀Y ∈ X (M),
determines a unique U ∈ Λ(M).
It is well known that, for each x ∈ M , k-order tensor space T kx on Mx is an inner product space deﬁned as follows. Let
e1, e2 be an orthonormal basis of Mx . For any α, β ∈ T kx , x ∈ M , the inner product is given by
〈α,β〉Tkx =
2∑
i1,...,ik=1
α(ei1 , . . . , eik )β(ei1 , . . . , eik ) at x. (1.1)
In particular, for k = 1 deﬁnition (1.1) becomes
g(α,β) = 〈α,β〉Tx = 〈α,β〉 ∀α,β ∈ Mx,
that is, the induced inner product of Mx in R3.
Let Ω be a bounded region of surface M with a regular boundary Γ or without boundary (when Γ is empty). From (1.1),
T k(Ω) are then inner product spaces in the following sense:
(T1, T2)Tk(Ω) =
∫
Ω
〈T1, T2〉Tkx dx ∀T1, T2 ∈ T k(Ω), (1.2)
where dx is the volume element of surface M in its Riemannian metric g .
The completions of T k(Ω) in inner products (1.2) are denoted by L2(Ω, T k). In particular, L2(Ω,Λ) = L2(Ω, T ). L2(Ω) is
the completion of C∞(Ω) in the following inner product:
( f ,h)L2(Ω) =
∫
Ω
f (x)h(x)dx ∀ f ,h ∈ C∞(Ω).
Let D be the Levi-Civita connection on M in the induced metric g of surface M . For U ∈ X (M), DU is the covariant
differential of U which is a 2-order covariant tensor ﬁeld in the following sense:
DU (X, Y ) = DY U (X) = 〈DY U , X〉 ∀X, Y ∈ Mx, x ∈ M. (1.3)
We also deﬁne D∗U ∈ T 2(M) by
D∗U (X, Y ) = DU (Y , X) ∀X, Y ∈ Mx, x ∈ M, (1.4)
that is, D∗U ∈ T 2(M) is the transpose of DU . For any T ∈ T 2(M), the trace of T at x ∈ M is deﬁned by
tr T =
2∑
i=1
T (ei, ei),
where e1, e2 is an orthonormal basis of Mx . It is obvious that tr T ∈ C∞(M) if T ∈ T 2(M).
For T ∈ T k(M) and X ∈ X (M), we deﬁne lX T ∈ T k−1(M) by
lX T (X1, . . . , Xk−1) = T (X, X1, . . . , Xk−1) ∀X1, . . . , Xk−1 ∈ X (M).
The Sobolev space Hk(Ω) is the completion of C∞(Ω) with respect to the norm
‖ f ‖2
Hk(Ω)
=
k∑
i=1
∥∥Di f ∥∥2L2(Ω,T i) + ‖ f ‖2L2(Ω), f ∈ C∞(Ω), (1.5)
where Di f is the ith covariant differential of f in the induced metric g of M which is an i-order tensor ﬁeld on Ω , and
‖ · ‖L2(Ω,T i) and ‖ · ‖L2(Ω) are the induced norms in inner products (1.1)–(1.2), respectively. For details on Sobolev spaces on
Riemannian manifolds, we refer to Hebey [7] or Taylor [12].
Another important Sobolev space for us is Hk(Ω,Λ), deﬁned by
Hk(Ω,Λ) = {U ∣∣ U ∈ L2(Ω,Λ), DiU ∈ L2(Ω, T i+1), 1 i  k}
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(U , V )Hk(Ω,Λ) =
k∑
i=0
(
DiU , DiV
)
L2(Ω,T i+1) ∀U , V ∈ Hk(Ω,Λ);
for example, see Wu [14]. In particular, H0(Ω,Λ) = L2(Ω,Λ).
For Γˆ ⊂ Γ , set
H1
Γˆ
(Ω,Λ) = {W ∣∣W ∈ H1(Ω,Λ), W |
Γˆ
= 0}, (1.6)
H2
Γˆ
(Ω) =
{
w
∣∣∣ w ∈ H2(Ω), w|Γˆ = ∂w∂n
∣∣∣∣
Γˆ
= 0
}
. (1.7)
In particular, H10(Ω,Λ) = H1Γ (Ω,Λ) and H20(Ω) = H2Γ (Ω).
We introduce several operators to express the Koiter shell.
Operator P . Π is a 2-order tensor on M and, therefore, there is a symmetric operator P from L2(Ω,Λ) to itself such that
Π(X, Y ) = 〈P X, Y 〉 ∀X, Y ∈ Mx, x ∈ Ω. (1.8)
OperatorP . Since the covariant differential DΠ is a symmetric 3-order tensor, there exists an operator, denoted by S(·,·),
from Mx × Mx to Mx , such that
DΠ(X, Y , Z) = 〈S(X, Y ), Z 〉 ∀X, Y , Z ∈ Mx. (1.9)
Let T ∈ T 2(Ω) be given. We deﬁne PT ∈ L2(Ω,Λ) as follows: For x ∈ Mx , let e1, e2 be an orthonormal basis of Mx . We set
PT =
2∑
i j=1
T (ei, e j)S(ei, e j), x ∈ Ω. (1.10)
It is easy to check that the deﬁnition (1.10) is well deﬁned.
Operator Q. The covariant differential D of the metric g is an operator from L2(Ω,Λ) to L2(Ω, T 2). Then the opera-
tor Q : L2(Ω, T 2) → L2(Ω,Λ) is deﬁned to be the formal adjoint of −D , which is characterized by
(T ,−DU )L2(Ω,T 2) = (QT ,U )L2(Ω,Λ) (1.11)
for any U ∈ X (Ω) with compact support in Ω and T ∈ T 2(Ω).
For the further properties of the operators P , P , and Q, we refer to Yao [15].
1.2. Uniqueness in the Cauchy problem
Let M be a smooth surface in R3. Let the middle surface of the shell occupies a bounded region Ω of the surface M
whose boundary Γ is smooth. The shell, a body in R3, is deﬁned by{
p
∣∣ p = x+ zN(x), x ∈ Ω, −h/2< z < h/2}
where h is the thickness of the shell, small, and N is the unit normal ﬁeld of M .
Denote by η(x) the displacement vector of point x of the middle surface. We decompose the displacement vector η(x)
into a sum
η(x) = W (x) + wN(x), W (x) ∈ Mx, x ∈ Ω,
that is, W and w are the components of η on the tangential plane and on the normal of the undeformed middle surface Ω ,
respectively.
Consider the following Cauchy problem in unknown η = (W ,w):
Aη + H(η) = 0 on Ω, (1.12)
subject to the boundary conditions
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⎩
W = DW = 0 on Γˆ ,
w = ∂w
∂n
= 
w = ∂
w
∂n
= 0 on Γˆ , (1.13)
where
Aη =
(−(μ + 4γ PμP )W − 2γ P dδ dw + F(η)
γ (
2w − 2δ dδPW ) + G(η)
)
, (1.14)
μ is of the Hodge–Laplacian type, applied to 1-forms (or equivalently vector ﬁelds), deﬁned by
μ = −
(
1− μ
2
δd + dδ
)
, (1.15)
μ is Poisson’s coeﬃcient of the material, d is the exterior differential, δ is the formal adjoint of d, 
 is the Laplacian on the
manifold M (
 = −δd), F(η) and G(η) are the lower order terms,⎧⎪⎨
⎪⎩
F(η) = (1− μ)PD2w + μ
wQΠ + F1(η),
G(η) = γμ
〈W ,QΠ〉 − γ (1− μ)δQ(lW DΠ)
+ γ (1− μ)[δ(ldwc − κ dw) − 〈D2w, c〉]− 2γμ
w tr c + G1(η),
(1.16)
D2w is the Hessian of w , Π is the second fundamental form, c is the third fundamental form of the surface M , κ is the
Guass curvature function, γ = h2/12, there is C > 0 such that∣∣F1(η)∣∣2, ∣∣G1(η)∣∣2  C(|DW |2 + |Dw|2 + |W |2 + w2) on Ω, (1.17)
H(η) = (H1(η),H2(η))τ are some lower order terms such that∣∣H1(η)∣∣2  C(|η|2 + |DW |2 + |Dw|2), x ∈ Ω; (1.18)∣∣H2(η)∣∣2  C(|η|2 + |DW |2 + |Dw|2 + |D2w|2), x ∈ Ω, (1.19)
and Γˆ ⊂ Γ is relatively open.
We shall establish the Carleman estimates for the problem (1.12) and (1.13) by using some basic estimates of the ﬁrst-
order differential operators in Zuily [18] where some of those basic estimates were introduced by Strauss and Treves [11].
Then the uniqueness of the problem (1.12) and (1.13) follows. The result of uniqueness here has been used to absorb the
lower order terms in obtaining the observability estimates and energy decay rate for the Koiter shell in Chai and Yao [6].
Let the operator A in H4(M,Λ) be deﬁned by
AW =μW − β Pδ dδ dPW (1.20)
where = δd + dδ and β > 0.
Let κ be the Guass curvature function of the middle surface. Let p0 ∈ M be ﬁxed. Let (x1, x2) be a coordinate system
at p0 such that the coordinate of p0 is (0,0). We have the following Carleman estimates at a neighborhood of p0 with
respect to the coordinate system (x1, x2):
Theorem 1.1. Let p0 ∈ Ω be given. Let the constant β satisfy
0 β|Π |2(p0) < 1− μ. (1.21)
If the following inequality holds,
|Π |2(p0) > 2κ(p0), (1.22)
then there exist positive constants C , r, T1 and k1 such that for 0 < T  T1 and k k1
3∑
j=0
∫
ΩT
ek(x1−T )2
∣∣D jW ∣∣2 dx1 dx2  C
k
∫
ΩT
ek(x1−T )2 |AW |2 dx1 dx2 (1.23)
for every W ∈ C∞(M,Λ) such that suppW ⊂ ΩT where ΩT = (0, T ) × (−r, r).
The above Carleman estimate leads to the following uniqueness result.
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a) infx∈Ω(|Π |2 − 2κ) > 0; or
b) |Π |2 = 2κ for every x ∈ Ω .
Let η = (W ,w) solve the problem (1.12) and (1.13). Then
W = w = 0 on Ω. (1.24)
Remark 1.1. The assumption a) is easy to check. In fact, it is true when Π = 0 and κ  0. If λ1 and λ2 are the two
eigenvalues of the second fundamental form Π , then
|Π |2 − 2κ = (λ1 − λ2)2. (1.25)
The assumption a) is then equivalent to
λ1 = λ1 ∀x ∈ Ω¯, (1.26)
and the assumption b) means
λ1 = λ2 ∀x ∈ Ω¯. (1.27)
2. Proofs of the main results
First we introduce some basic Carleman estimates from Zuily [18] for 1-order differential operators which was given by
M. Strauss and F. Treves [11]. Those estimates will play an important role in our proofs. Let
∂ = ∂x1 + λ∂x2 (2.1)
be a 1-order differential operator where λ ∈ C1 with Imλ = 0 at (0,0).
Then Propositions 1.2 [18, p. 3] and 1.4 [18, p. 45] of Zuily [18] tell us that
Lemma 2.1. There exist positive constants C , k0 , T0 , and r such that, for k k0 , 0< T  T0 , we have∫
ΩT ,r
ek(x1−T )2 |w|2 dx1 dx2  C
k
∫
ΩT ,r
ek(x1−T )2 |∂w|2 dx1 dx2 (2.2)
and ∫
ΩT ,r
ek(x1−T )2
(|∂x1w|2 + |∂x2w|2)dx1 dx2  C(1+ kT 2)
∫
ΩT ,r
ek(x1−T )2 |∂w|2 dx1 dx2 (2.3)
for every w ∈ C∞ with suppw ⊂ ΩT ,r = {(x1, x2) | 0 x1  T , |x2| r}.
Let p0 ∈ Ω be given. Let E1, E2 be a frame at p0. Consider the operator Φ to be deﬁned by
Φ = E1 + λE2 (2.4)
where λ ∈ C1 with Imλ = 0. Since E1, E2 is a basis of the tangential space Mp when p is in a neighborhood of p0 and the
coordinate of p is (x1, x2), we have
Ei = αi1∂x1 + αi2∂x2 (2.5)
where ∂xi = ∂∂xi for i = 1, 2 and (αi j)2×2 is a real invertible matrix. The use of the expressions (2.5) in the operator Φ yields
Φ = (α11 + λα21)
(
∂x1 +
α12 + λα22
α11 + λα21 ∂x2
)
. (2.6)
In addition, it is easy to check that det(αi j) = 0 implies
α11 + λα21 = 0 and Im α12 + λα22
α11 + λα21 = 0. (2.7)
Therefore, Lemma 2.1 is ready to give the following
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ΩT ,r
ek(x1−T )2 |w|2 dx1 dx2  C
k
∫
ΩT ,r
ek(x1−T )2 |Φw|2 dx1 dx2 (2.8)
and ∫
ΩT ,r
ek(x1−T )2
(|E1w|2 + |E2w|2)dx1 dx2  C(1+ kT 2)
∫
ΩT ,r
ek(x1−T )2 |Φw|2 dx1 dx2 (2.9)
for every w ∈ C∞ with suppw ⊂ ΩT ,r = {(x1, x2) | 0 x1  T , |x2| r}.
Let us next consider the structure of the operator A.
If |Π |2(p0) > 2κ(p0), then there are two distinct eigenvalues of the second fundamental form Π in a neighborhood
of p0. We may then ﬁnd an orthonormal frame E1, E2 at p0 such that the second fundamental form Π has the expression
Π = λ1E1 ⊗ E1 + λ2E2 ⊗ E2 (2.10)
where λ1, λ2 are the two eigenvalues of Π with |Π |2 = λ21 + λ22 and κ = λ1λ2.
Let us now suppose the assumption |Π |2 = 2κ holds true in a neighborhood of p0. In this case, λ1 = λ2. Let E1, E2 be
any orthonormal frame at p0. And let Π be
Π =
2∑
i j=1
Πi j Ei ⊗ E j (2.11)
at a neighborhood of p0. Since the matrix (Πi j)2×2 has the double eigenvalue λ1 in this case, Π12 = 0 and Π11 = Π22 = λ1.
This means we have, at a neighborhood of p0,
Π = λ1g (2.12)
where g is the metric of M .
In any of the above two cases, we have
Lemma 2.3. Let one of the following hold:
|Π |2(p0) > 2κ(p0); or
|Π |2 = 2κ in a neighborhood of p0 .
Then there is an orthonormal frame E1 , E2 at p0 such that the expression (2.10) holds for Π .
We now ﬁx an orthonormal frame E1, E2 at p0 such that the expression (2.10) holds.
Lemma 2.4. If
W = w1E1 + w2E2, (2.13)
then
−2AW = 
(AW )1E1 + 
(AW )2E2 + lo(W ) (2.14)
where
(AW )1 = 2E21w1 + a1E22w1 + ς E1E2w2, (2.15)
(AW )2 = ς E1E2w1 + a2E21w2 + 2E22w2, (2.16){
ai = 1− μ + 2βλ2i , i = 1,2,
ς = 1+ μ − 2βκ, (2.17)
and lo(W ) denote the lower order terms for which there is C > 0 such that
∣∣lo(W )∣∣2  C 3∑
j=0
∣∣D jW ∣∣2. (2.18)
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obtain
DEi DE j PW = λ1Ei E jw1E1 + λ2Ei E jw2E2 + l1(W ) = P DEi DE jW + l1(W ), i = 1,2, (2.19)
where we have used the formula PW = λ1w1E1 + λ2w2E2. Then use of the formula of  in Wu [13, p. 304] yields
PW = PW + l1(W ). (2.20)
Therefore
AW =μW − β Pδ dPW =(μW − β Pδ dPW ) + lo(W ). (2.21)
So to get the expression (2.14), we need to compute μW − β Pδ dPW . For this end, we shall use the following formulas
(Wu [13, pp. 305–306])
δd = −
2∑
j=1
D2Ei +
2∑
i j=1
Ei ∧ lE j DE j DEi , (2.22)
dδ = −
2∑
i j=1
Ei ∧ lE j DEi DE j . (2.23)
Applying the formulas (2.22)–(2.23) to W gives
δdW = −
2∑
i=1
D2EiW +
2∑
i=1
(
2∑
j=1
〈DE j DEiW , E j〉
)
Ei
= (−E22w1 + E1E2w2)E1 + (−E21w2 + E1E2w1)E2 + l1(W ) (2.24)
and
dδW = −(E21w1 + E1E2w2)E1 − (E1E2w1 + E22w2)E2 + l1(W ). (2.25)
It follows from (2.24) and (2.25) that
2μW =
[
2E21w1 + (1− μ)E22w1 + (1+ μ)E1E2w2
]
E1
+ [(1− μ)E21w2 + 2E22w2 + (1+ μ)E1E2w1]E2 + l1(W ). (2.26)
In addition, by applying the formula (2.24) again with PW in the place of W , we obtain
−Pδ dPW = −P{[−E22(λ1w1) + E1E2(λ2w2)]E1 + [−E21(λ2w2) + E1E2(λ1w1)]E2 + l1(W )}
= (λ21E22w1 − λ1λ2E1E2w2)E1 + (λ22E21w2 − λ1λ2E1E2w1)E2 + l1(W ). (2.27)
Finally, the formula (2.14) follows after we substitute (2.26) and (2.27) into (2.21). 
For W = (w1,w2), we consider the operator Ψ to be deﬁned by
Ψ W = G0E41W + G1E42W + G2E32E1W + G3E22E21W + G4E2E31W (2.28)
where
E j2E
4− j
1 W =
(
E j2E
4− j
1 w1, E
j
2E
4− j
1 w2
)τ
, j = 0,1,2,3,4, (2.29)
G0 =
(
2 0
0 a2
)
, G1 =
(
a1 0
0 2
)
, G2 = G4 =
(
0 ς
ς 0
)
, G3 =
(
a1 + 2 0
0 a2 + 2
)
. (2.30)
If we set
Y = (y1, y2, y3, y4)τ (2.31)
where
y j =
(
E4− j2 E
j−1
1 w1, E
4− j
2 E
j−1
1 w2
)τ
, j = 1,2,3,4, (2.32)
we then obtain a vector operator
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(
l3(W ), l3(W ), l3(W ),G
−1
0 Ψ W
)τ
(2.33)
where
J =
⎛
⎜⎜⎜⎝
0 −I2 0 0
0 0 −I2 0
0 0 0 −I2
G−10 G1 G
−1
0 G2 G
−1
0 G3 G
−1
0 G4
⎞
⎟⎟⎟⎠ (2.34)
and I2 is the unit matrix of 2× 2. It is easy to check that the characteristic polynomial of the J is
det(λI4 − J ) = 1
2a2
det
(
G0λ
4 − G4λ3 + G3λ2 − G2λ + G1
)= 1
2a2
(
λ2 + 1)2 f (λ2) (2.35)
where
f
(
λ2
)= 2a2λ4 + (4+ a1a2 − ς2)λ2 + 2a1. (2.36)
Consider the equation of f (λ) = 0. From the assumption (1.21), we obtain
0< ς < 2. (2.37)
If h is a root of the equation
2a2h
2 + (4+ a1a2 − ς2)h + 2a1 = 0, (2.38)
then
Reh < −2− ς
2a2
< 0. (2.39)
We are now ready to prove our uniqueness results.
Proof of Theorem 1.1. Let the assumption (1.22) hold. It is easy to check that the inequalities (1.21) and (1.22) imply
(2+ ς)2 > a1a2 > (2− ς)2. (2.40)
We then obtain(
4+ a1a2 − ς2
)2 − 16a1a2 = (2− ς − √a1a2)(2+ ς − √a1a2)[(2+ √a1a2)2 − ς2]< 0. (2.41)
Therefore the equation f (λ2) = 0 has four roots h1, h2, h3, h4 to satisfy:
1) Imh j = 0;
2) h j = hl and h j = ±i, for j = l, j, l = 1,2,3,4.
In this case, there are 8 linearly independent eigenvectors of the matrix J so that we have a differentiable, invertible
matrix N such that
N
−1 JN = diagonal{i, i,−i,−i,h1,h2,h3,h4}. (2.42)
If we make the change of the variables by Y = NZ , apply the inequality (2.8) to the diagonal system, and then go back to
the variable Y , we are about to have∫
ΩT ,r
ek(x1−T )2 |Y |2 dx1 dx2  C
k
∫
ΩT ,r
ek(x1−T )2
(|Ψ W |2 + ∣∣l3(W )∣∣2)dx1 dx2. (2.43)
In addition, the deﬁnitions (2.32) and (2.28) imply
|Y |2  ∣∣D3W ∣∣2 − C ∣∣D2W ∣∣2 (2.44)
and
|Ψ W |2  C(|AW |2 + ∣∣l3(W )∣∣2). (2.45)
Then the Carleman estimate (1.23) follows from the relations (2.43)–(2.45) since we may have
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j=0
∫
ΩT ,r
ek(x1−T )2
∣∣D jW ∣∣2 dx1 dx2  C/k
∫
ΩT ,r
ek(x1−T )2
∣∣D3W ∣∣2 dx1 dx2 (2.46)
by applying Lemma 2.2 repeatedly. 
Proof of Theorem 1.2. Let the assumption a) hold in Theorem 1.2.
From the formula (1.14), the system (1.12) consists of the following two equations
μW + 4γ PμPW + 2γ P dδ dw = F(η) + H1(η); (2.47)
γ
2w − 2γ δ dδPW = −G(η) − H2(η). (2.48)
Applying the Hodge–Laplacian  = δd + dδ to the both sides of Eq. (2.47) and using the formula P = P+ [, P ] and
Eq. (2.48), we have
AW = −2P d(γ
2w − 2γ δ dδPW )+F(η) −H1(η) =F(η) + lot(η) (2.49)
where
AW =μW − β Pδ dδ dPW , β = 2γ (1− μ). (2.50)
So to make it ready for applying the Carleman estimates of Theorem 1.1, we have to prove that F(η) consists of the lower
order terms where F(η) is deﬁned in (1.16).
Let x ∈ Ω be given. Let E1, E2 be an orthonormal frame at x such that the expression (2.10) holds. Then, from Eq. (2.47),
λ1E1(
w)E1 + λ2E2(
w)E2 = 1
2γ
[
μW + 4γ PμPW − F(η) − H1(η)
]
. (2.51)
The assumption (1.22) implies |Π |2 = λ21 + λ22 = 0. We may assume that λ1 = 0. Then differentiating the both sides of
Eq. (2.51) yields E j E1(
w) = lot(η) for j = 1,2. In addition, noting that 
2w = E21(
w) + E22(
w) + lot(w), Eq. (2.48)
gives E22(
w) = −E21(
w) + 2δ dδPW − (G(η) + H2(η))/γ + lot(w) = lot(η). This means we have obtained the inequality
∣∣D2(
w)∣∣2  C 3∑
k=0
(∣∣DkW ∣∣2 + ∣∣Dkw∣∣2) (2.52)
where C > 0 is independent of x.
Let us come back to F(η). From the deﬁnitions (1.16) and the inequality (2.52), we have
F(η) = (1− μ)PD2w + μ(
wQΠ) + lot(η)
= (1− μ)
{[
2∑
i j=1
Ei E jwDΠ(Ei, E j, E1)
]
E1 +
[
2∑
i j=1
Ei E jwDΠ(Ei, E j, E2)
]
E2
}
− μ(
2w)QΠ + lot(η)
= −
[
2∑
i j=1
Ei E j(
w)DΠ(Ei, E j, E1)
]
E1 −
[
2∑
i j=1
Ei E j(
w)DΠ(Ei, E j, E2)
]
E2 + lot(η)
= lot(η). (2.53)
For the boundary conditions on Γˆ , a similar argument used in the proof of Proposition 2.13 of Yao [16] gives
D2W
∣∣
Γˆ
= D3W ∣∣
Γˆ
= 0. (2.54)
By the above argument, we have reached the system{
AW = lot(η),

2w = lot(η) (2.55)
subject to the boundary conditions⎧⎪⎨
⎪⎩
W |
Γˆ
= DW |
Γˆ
= D2W ∣∣
Γˆ
= D3W ∣∣
Γˆ
= 0,
w|
Γˆ
= ∂w
∂n
∣∣∣∣
Γˆ
= 
w|
Γˆ
= ∂
w
∂n
∣∣∣∣
Γˆ
= 0, (2.56)
where β = 2γ (1− μ).
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h/R  1/20 (2.57)
where R is the smallest principal radius of curvature of the middle surface, see Liu [10]. So we may assume the following
is true
0 β|Π |2 = h
2(1− μ)
6
|Π |2  1− μ
3
(
h
R
)2
< 1− μ. (2.58)
So we obtain η = 0 after we apply Theorem 1.1 of this paper to the component AW and Theorem 1.1 of Chapter Two of
Zuily [18] to the component 
2w , respectively.
Next, let us assume that the assumption b) holds. Then there is a C∞ function ϕ on Ω such that
Π = ϕg. (2.59)
It is easy to check that under the condition (2.58) ϕ is a constant and DΠ = 0. Let ϕ = c. Then a simple computation yields
Aη =
(−(1+ 4γ c2)μW + 2γ c d
w
γ
2w − 2γ cδ dδW
)
+ lot(η). (2.60)
So if we set W = (w1,w2), then the same argument used in the proof of Proposition 2.13 of Yao [16] yields the system⎧⎪⎨
⎪⎩

2w1 = lot(η),

2w2 = lot(η),

2w = lot(η),
(2.61)
with the boundary conditions (2.56). We again have η = 0 if we apply Theorem 1.1 of Chapter Two of Zuily [18] to the
components 
2w1, 
2w2, and 
2w , respectively. 
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