In this paper, we consider the construction of linear lexicodes over finite chain rings by using a B-ordering over these rings and a selection criterion. As examples we give lexicodes over Z 4 and F 2 + uF 2 . It is shown that this construction produces many optimal codes over rings and also good binary codes. Some of these codes meet the Gilbert bound. We also obtain optimal self-dual codes, in particular the oc- 
Introduction
Surprisingly, many good binary linear codes can be constructed using the following greedy algorithm with minimum distance as the selection criterion.
Starting with the all zero vector, all binary vectors of length n are considered in lexicographic order, and when the distance of a vector to all other vectors in the code is at least δ, the vector is added to the code. Levenstein [20] proved that the resulting code (called a lexicode), is linear. Conway and Sloane [9] proved that the lexicodes are linear over fields of order 2 2 l , l ∈ N.
Moreover, they proved linearity when using a more general selection criterion called a turning-set.
Brualdi and Pless [8] presented another generalization of binary lexicodes.
They introduced the concept of a B-ordering, which is used in the greedy algorithm instead of the standard basis. Their starting point is a list of binary vectors of length n, ordered lexicographically with respect to a basis obtained by adding recursively all previous words to the next basis word.
They proved that the resulting lexicodes are also linear. Unfortunately, for fields other than F 2 , the lexicodes constructed using a B-ordering are not always linear. To solve this problem, Bonn [7] introduced another concept called forcing linearity. In this case, a list of all vectors over F q of length n is searched. This list need not be ordered in a specific way. If a vector a satisfying d(a, y) ≥ δ is found, then a is added to the lexicode as well as all its multiples without checking the minimum distance condition. Surprisingly, this condition is satisfied for all added words [7, Proposition 1] . Thus the resulting code, which is forced to be linear over all finite fields, has a basis composed of the selected vectors a and has minimum distance greater than or equal to the designed distance δ.
Recently, van Zanten and Nengah Suparta [23, 24] generalized the work of Bonn to a more general selection property over an arbitrary finite field F q . They considered a B-ordering on F n q . By using a multiplicative selection property P , they proved that the resulting lexicode C(B, P ) is linear and each vector x ∈ C(B, P ) satisfies the property P .
In this paper, the construction of lexicodes is considered using a Bordering over finite chain rings and a selection criterion. First, the concept of a B-ordering is generalized to finite chain rings. Then we consider the selection property. A greedy algorithm over finite chain ring is given which is based on these results. As examples, we consider the rings Z 4 and F 2 + uF 2 , and construct lexicodes using different bases and different properties. As a special case, greedy algorithms are given to find self-orthogonal codes. In particular, the octacode O 8 is obtained as a lexicode over Z 4 using the minimum distance criterion. In this case we also prove that the corresponding binary image meets the Gilbert bound. Tables of lexicodes over the rings Z 4 and F 2 + uF 2 are given which have been constructed using several selection criterion. We compare the codes obtained over Z 4 with the best codes in [2] and [12] .
For codes over finite chain rings one can refer to [16] . A finite chain ring R is a local principal ideal ring with maximal ideal m = γ , where γ is a nilpotent element of R with nilpotency index e. Hence the elements of R \ γ = R * are units and the ideals of R form the following chain
Let F p r denote the field R/ γ . Hence we have
For an integer n > 0, R n is an R-module. A non empty subset of R n is said to be a linear code over R of length n if it is a submodule of R n .
We denote by Z 4 the commutative ring with elements {0, 1, 2, 3} and addition and multiplication modulo 4. It is a finite chain ring with maximal ideal 2 and nilpotency index 2. The ring F 2 + uF 2 with u 2 = 0 is a finite chain ring with maximal ideal u and nilpotency index 2. The elements of F 2 + uF 2 are {0, 1, u, u = 1 + u} and its residue field is F 2 . Multiplication coincides with that of Z 4 , while addition coincides with that of
, where w and w 2 are replaced by u and u, respectively. For x ∈ Z n 4 , denote the number of components of x equal to a by n a (x). Then the Hamming weight of x is wt H (x) = n 1 (x) + n 2 (x) + n 3 (x).
The Lee weight of x is wt L (x) = n 1 (x) + 2n 2 (x) + n 3 (x), and the Euclidean weight of x is wt E (x) = n 1 (x) + 4n 2 (x) + n 3 (x). For x ∈ (F 2 + uF 2 ) n , denote the number of components of x equal to a by n a (x). Then the Ham-
, and the Euclidean weight of x is wt E (x) = n 1 (x) + 4n u (x) + n u (x). The Hamming, Lee and Euclidean dis- 
(ii) There exists a constant ξ = ξ(w h ) ∈ R such that
where U is any subcode of C.
Honold and Nechaev [18] proved that for any finite chain ring there exists a homogeneous weight. Note that the Lee weights defined above for Z 4 and F 2 + uF 2 are homogeneous weights.
Any linear code over Z 4 or F 2 +uF 2 has a generator matrix of the following
where γ = 2 for codes over Z 4 and γ = u for codes over F 2 +uF 2 . The matrices 
In this way |V i | = m i , and R n is given by V n . Assume now that we have a property P which can test if a vector c ∈ R is selected or not. Recall that a selection property P on V can be seen as a boolean valued function P : V −→ {True, False} that depends on one variable. Over a finite chain ring R, the property P is called a multiplicative property if P [x] is true implies P [βx] is true for all β ∈ R * . As mentioned in the introduction, the first lexicodes were obtained using a weight criterion over finite fields. We now prove that the weight criterion is a multiplicative property over finite chain rings when considering a homogenous weight.
Lemma 2 Let R be a finite chain ring, δ a positive integer and w h a homogeneous weight on R. The property P [x] is true if and only if w h (x) ≥ δ is a multiplicative property.
Proof. We need to prove that if
This is always true from Definition 1 (i). Hence the result follows.
Assume now that we have a selection property which is multiplicative over a finite chain ring R. The following greedy algorithm provides lexicodes over R n .
Algorithm A
3. if such an a i exists, then
4. i := i + 1; return to 2.
For 0 < i ≤ n, the codes C i are forced to be linear because we take all linear combinations of the selected vectors a i1 , . . . , a il ; l ≤ i. The codes C i have a generating set formed by the selected vectors a i1 , . . . , a il .
Considering the greedy algorithm [24, Algorithm A] for finite fields, a natural question that arises is, can a vector
for all c ∈ C i and x / ∈ C i ? The following lemma, which is an extension of [24, Theorem 2.1], shows that such a vector does not exist.
Lemma 3 Let R be a finite chain ring with maximal ideal γ and nilpotency index e. Let P be a multiplicative property over R, and let a i ∈ V i be such
Proof. The proof is by induction on i. Let l > 0 be the first index such
for 0 ≤ j ≤ e − 1 and α ∈ {α 1 , . . . , α m }. Since x ∈ V l \ V l−1 , we can write
and hence x ∈ C l . If v = 0, for 0 ≤ j ≤ e − 1 take recursively α = −γ j β,
This contradicts the assumption on l.
0 ≤ j ≤ e − 1 and all c ∈ C i−1 . Assume that the lemma holds for all relevant index values less that i. Now let x ∈ V i \ V i−1 be such that P [γ j x + c] for all 0 ≤ j ≤ e − 1 and all c ∈ C i . Since x ∈ V i \ V i−1 , we can write x = βa i + v for some v ∈ V i−1 and β = 0. If we take c = −γ j βa i + c ′ , it follows that
From the induction assumption we have that v ∈ C i−1 . Since x = βa i + v, it must be that x ∈ C i .
Lemma 3 shows that when a vector a i ∈ V i is found in Step 2 of Algorithm A, and after extending the list of codewords in Step 3, we can continue the selection procedure by searching the sublist V i+1 \ V i . Thus at the end of Algorithm A we have a nested sequence of linear codes
The set B = {a i1 , . . . , a il } is a generating set for the code C i . The code C n is the lexicode and since it depends only on the selection property P and the ordering B, we denote C n by C(B, P ). The lexicode C(B, P ) is a maximal code in the sense that it cannot be contained in a larger code with the same generating set and the same property.
Remark 1 Our definition of the multiplicative property differs from that of van Zanten and Nengah Suparta [24] . They defined a multiplicative property over a finite field as a boolean valued function P for which
Step 2 of [24,
Algorithm A]. If the property P is multiplicative, then 
Lexicodes over Z 4
The ring Z 4 is a finite chain ring with maximal ideal 2 and nilpotency index 2. In this section, we present constructions of lexicodes using different selection properties. We begin with self-orthogonal codes.
Self-Orthogonal Codes
Let x = x 1 . . . x n and y = y 1 . . . y n be two elements of Z
Consider now the property P [x] is true if and only if x · x = 0. This is a multiplicative property over Z 4 because 3x · 3x = x · x = 0. Using Algorithm A and this selection property, we produce a linear lexicode C(B, P ) over Z Table 1 is self-orthogonal, whereas the second code is not. Proof. Let x ∈ Z n 4 such that w E (x) = n 1 (x) + 4n 2 (x) + n 3 (x) ≡ 0 mod 8. We must prove that w E (3x) ≡ 0 mod 8. We have w E (x) = w E (3x), because n 1 (3x) = n 3 (x), n 3 (3x) = n 1 (x) and n 2 (3x) = n 2 (x). Since we have assumed Self-orthogonal lexicodes over Z n 4 obtained using the selection property w E (x) ≡ 0 mod 8 are given in Table 2 . Note that some of these codes are self-dual. The minimum Lee distance of the codes are compared with those given in [2] and [12] . The symbol ♦ denotes that there is no result to compare with, and × denotes that the code is not self-dual. Tables 3 and 4 .
Lexicodes with a Weight Criteria

Remark 3
The selection property on the Lee weight gives codes with good parameters. For example, the seventh code in Table 4 is the self-dual octacode.
In the next section we will prove that their binary images are also good. 
Canonical 
The Gray map G :
2 is then defined as
The following result is well known.
Lemma 7
The Gray map G is the distance-preserving map
The covering radius of a code C over Z 4 with respect to the Lee distance is defined as
For u ∈ Z n 4 , the coset of C is defined to be the set u + C = {u + c|c ∈ C}. A minimum weight vector in a coset is called a coset leader. It is obvious that the covering radius of C with respect to the Lee weight is the largest minimum weight among all cosets. 
Then we have
Proof. If for all i ≤ n, we have C 0 = C 1 = . . . = C n , then the lexicode is trivial. Hence assume that C i C n for some 0 ≤ i < n. Now, let x ∈ C n \ C i be a codeword of minimum weight. Such a vector must be a coset leader of has distance δ − 1 or less to some vector in C n , the covering radius of C n is at most δ − 1. By the construction we have ⌊δ/2⌋ ≤ ⌊d/2⌋.
4.3].
Theorem 10 Let C L (B, δ) be the lexicode obtained by Algorithm A. Then the binary code G (C L (B, δ) ) obtained from C L (B, δ) by the Gray image meets the Gilbert bound.
Proof. Assume that G(C n ) is a binary code of minimum distance d, which is the same as the minimum distance of C L (B, δ) since the Gray map is a weight preserving map. Hence we have d ≥ δ, and by Lemma 8 In this section, for simplicity we denote the ring F 2 + uF 2 by R. R is a finite chain ring with 4 elements, maximal ideal u and nilpotency index 2. The set of units of R is R * = {1, u}. There is a Gray map Φ that is an F 2 −linear isometry from (R n , Lee distance) to (F 2n 2 , Hamming distance), and is given by Φ(x + uy) = (y, x + y). An interesting fact regarding the Gray map over R is that the image of a self-dual linear code C over R is a self-dual linear binary code [11] .
Assume now that we have a property P which can test if a vector c ∈ R n is selected or not. Hence P is multiplicative if for P [x] then P [ux], since R * = {1, u}. We now prove the following result.
Proposition 11 Let C be a self-orthogonal code over R. Then for all x ∈ C we have w L (x) ≡ 0 mod 2.
Proof. Let C be a self-orthogonal code and x be a codeword of C. Then we have x · x = 0 mod 2, but
This gives w L (x) ≡ 0 mod 2.
Since the Lee weight is a homogeneous weight over R, from Definition 1 it is obvious that the property P [x] is true if and only if w L (x) ≡ 0 mod 2 is a multiplicative property. Using Algorithm A over R with this selection property, we obtained the codes given in Table 5 .
From Lemma 3 and Theorem 4 we have the following.
Corollary 12
The lexicode C(B, δ) given by Algorithm A over R for the selection property P [x] if and only if w L (x) ≥ δ is a linear code over R with Lee minimum distance greater than or equal to δ.
Remark 4 With few exceptions, the binary images of the codes given in Table 6 are optimal codes according to [15] . 
