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Bancos de dados construídos sobre M apReduce, tais como o Hive e Pig, traduzem  suas 
consultas para  um  ou mais program as M apReduce. Tais program as sao organizados em 
um  Grafo Acíclico Dirigido (GAD) e sao executados seguindo sua ordem  de dependencia 
no GAD. O desem penho dos program as M apReduce depende d iretam ente da otim izacao 
(i.e., sintonia) dos parâm etros de configuracao definidos no codigo-fonte. Sistemas como 
Hive e P ig traduzem  consultas para  program as sem otim izar estes parâm etros. Existem  
soluçcãoes que buscam  a m elhor configuracçãao para  program as M apReduce, en tretan to , tais 
solucçãoes precisam  coletar informacçaão de suporte duran te  a execucçãao ou simulaçcaão das 
consultas p ara  realizar a predicçãao de m elhor configuraçcaão. C oletar informaçcãao de suporte 
pode adicionar um a sobrecarga no processo de otimizaçcãao do program a, mesmo quando 
o tam anho  do dado de en trada  e m uito grande, ou quando usando apenas um a fraçao. 
Nossa hipotese e que pode-se evitar a coleta de inform açao de suporte por agrupar con­
sultas que tenham  a m esm a assinatura  de código para, enrâo, o tim izar seus parâm etros 
com um a m esm a configuração. N esta dissertacao nos apresentam os um a abordagem  de 
auto-sintonia p ara  sistem as de data warehouse construídos sobre M apReduce. Nossa abor­
dagem analisa em tem po de execuçao as consultas, extraindo as assinaturas de codigo (i.e., 
operadores de consulta como GroupBy e Select) e agrupando as consultas que exibem  as 
mesmas assinaturas de codigo. Ao agrupar os program as M apReduce, nossa soluçao aplica 
um a configuracão unica p ara  cada assinatura  de código, baseando-se nas regras-de-ouro. 
D urante os experim entos nos observamos a existencia de um  lim ite no qual a otim izacao 
realizada com as regras-de-ouro, ou mesmo com a nossa abordagem , nãao íe eficaz para  
consultas abaixo deste certo lim ite. Nos validamos a nossa abordagem  por meio de ex- 
perim entaçao executando o T PC -H  Benchmark.
P a lav ra s ch a v e : Hadoop; M apReduce; A uto-Sintonia.
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ABSTRACT
In M apReduce, perform ance of the  program s directly depends on tun ing  param eters m an­
ually set w ithin  their source-code by program m ers. In the database context, M apReduce 
query front-ends, including Hive and Pig, autom atically  transla te  M apReduce program s 
from SQL-like queries w ritten  in HiveQL. However, these front-ends only care about tran s­
lating  queries and do not care abou t including tun ing  param eters. Different solutions seek 
for the  appropriated  setup for M apReduce queries, bu t they need to  collect support infor­
m ation after execution or sim ulation. In the  one hand, if there is no tun ing  of M apReduce 
queries, the ir response tim e increase due to  waste of com puter resources. In the o ther 
hand, collecting support inform ation m ay add a costly overhead w hether the  size of the 
inpu t d a ta  grows large, or even when using a fraction of the  inpu t data . O ur hypothe­
sis is th a t  we can avoid collecting support inform ation by finding queries w ith  the  same 
code signature and tun ing  them  w ith  sim ilar configuration setup. In this d issertation, we 
present a HiveQL self-tuning approach for M apReduce d a ta  warehouse system s based on 
clustering queries th a t  exhibit the  same characteristics in term s of query operators. Our 
approach uses dynam ic analysis to  ex tract characteristics from running queries to  build 
sim ilarity clusters. By clustering the queries, our mechanism  leverages tun ing  inform a­
tion  gathered in advance, such as the  rules-of-thum b, to  allow on-the-fly adap ta tion  of 
queries setup. D uring our experim entation we observed the existence of a threshold  at 
which tun ing  w ith  the rules-of-thum b is not effective. We validated our approach through 
experim entation running the T PC -H  benchm ark.




The M apReduce program m ing model [6] presents an alternative to  the parallel database 
system s to  building program s th a t  process large am ounts of d a ta  across large clusters. The 
Apache Hadoop framework [22] is a popular open-source im plem entation of M apReduce 
th a t serves as the foundation for an ecosystem of d a ta  intensive system s, including Hive, 
Pig, M ahout, N utch, HBase. The Apache Hive [4] d a ta  warehouse system  built on top 
of Hadoop comes along w ith a SQL-like language called HiveQL. To execute a query into 
Hadoop, Hive transla tes a HiveQL query into a D irected Acyclic G raph (DAG) of stages, 
where each stage is a com plete H adoop program  and  comprises of a set of references to  
inpu t d a ta  and a collection of operators (e.g., TableScan, Join, M apJoin, Select) th a t 
we consider as the code signature. In Hive, the stages of a same query share the  same 
configuration setup, although they  have different signatures th a t  may lead to  a different 
behavior, such as disk access or netw ork usage.
1.1 Background
C om puting resources of M apReduce m achine clusters can exhibit heterogeneous charac­
teristics and  fluctuating  loads. Query front-ends such as Hive [4] and Pig [9] do not care 
about tun ing  setups to  squeeze perform ance from these machines and  M apReduce back­
ends do not have self-tuning facilities like the  ones from relational database system s for 
autom atic  tuning. Generally, tun ing  is m ade by system  adm inistra tors or developers who 
may not grasp those load fluctuations or are novice to  the  M apReduce d a ta  processing 
model. W hile, there are tun ing  system s th a t  help H adoop adm inistrators and develop­
ers in searching for the best setup values, setup tun ing  is yet done m anually w ithin  the 
source-code of the  program s. Once the task  of applying the best setup values is delegated 
to  the program m er, even w ith  help of tuning-system s, m isconfiguration may happen  and
lead to  poor perform ance. In addition, it is impossible to  set a m ulti-configured query 
m anually considering the  high num ber of variables, such as the  variation on the size of 
the  interm ediate tables generated by Hive during query execution.
1.2 Objective
B oth H adoop and Hive provide together more th an  four hundred configuration knobs 
th a t can be tuned  to  boost perform ance. Tuning these knobs is a hard  task  due to  the 
num ber of variables involved th a t  m ay vary from cluster workload and inpu t d a ta  size to  
algorithm s for compression and degree of parallelism . We identified two m ain problems 
concerning H adoop/H ive tuning: (1) choosing the  best setup to  boost perform ance and
(2) finding sim ilar stages in order to  apply acquainted setup. Different solutions [26, 
18, 19, 14], including CPU  workload p a tte rn  m atching, and workload profiling may be 
used to  addresses bo th  problems. However, they need to  collect support inform ation from 
execution or sim ulation of the  program s in order to  seek for the  appropriated  setup. In the 
one hand, if there is no tun ing  of HiveQL queries (and stages), their response tim e increase 
due to  waste of com puter resources. In the o ther hand, collecting support inform ation 
may add a costly overhead w hether the size of the inpu t d a ta  grows large, or even when 
using a fraction of the inpu t data . O ur objective is to  provide a self-tuning system  for 
HiveQL queries th a t avoids the collection of support inform ation and tune the  queries 
transparen tly  to  the Hadoop adm in istra to r or developer.
1.3 Challenges
The support inform ation collected from the query execution gives an insight about its 
resource consum ption pattern . The tun ing  system s th a t  use heuristics, knowledge base 
or cost-based approaches along w ith  the support inform ation to  seek for the  best tun ing  
need to  execute or sim ulate the  queries in order collect such inform ation and generate the 
appropriated  tuning. The support inform ation rem ains as the guidance to  search for the 
appropriated  tuning. The challenge of tun ing  queries w ithout collecting such inform ation
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rem ains on the  lack of the guidance provided by the  support inform ation. One problem  
of tun ing  system s based on support inform ation is th a t they may add  a costly overhead 
for tun ing  Ad-Hoc queries, which are processed only once. Tuning Ad-hoc queries based 
on support inform ation implies th a t  these queries m ust be executed twice ju st for tuning.
1.4 Contribution
In this dissertation, we present a HiveQL Self-Tuning system  called AutoConf, which 
address the second tun ing  problem. O ur hypothesis is th a t  we can avoid collecting support 
inform ation by clustering stages w ith the  same code signature and tun ing  them  w ith  the 
same configuration setup. O ur approach uses dynam ic analysis to  ex trac t characteristics 
from running stages and build sim ilarity clusters. By clustering the stages, our system  
leverages tun ing  inform ation gathered  in advance, such as the rules-of-thum b, to  allow 
on-the-fly adap ta tion  of the stages. We validated our approach through experim entation 
running the TPC -H  benchm ark. During our experim entation  we observed the existence of 
a threshold at which tun ing  w ith the rules-of-thum b is not effective, even using our system. 
The rem ainder of th is d issertation  is organized as follows. We introduce the  M apReduce 
program m ing model and an overview on Hive query execution flow in Section 2. We 
present the  related  work in Section 3. We describe our solution in Section 4. The analysis 
and corresponding results are presented in Section 5. Finally, we conclude the dissertation 





In this d issertation  we focus on the  Hadoop im plem entation once the various im plem en­
tations differs in architectural details. We briefly describe the M apReduce program m ing 
model in Section 2.1. The com ponents of the Hadoop framework, are presented in Section
2.2. Finally, we give an overview of Hive query execution flow in Section 2.3.
2.1 Programming Model
The M apReduce program m ing m odel is based on the Functional program m ing paradigm , 
which decomposes the  solution in a set of functions. The M apReduce provides predefined 
functions such as Map, Partition, Comparison, Reduce and Combiner to  perform  com­
pu ta tion  over a given d a ta  bulk. Most of the M apReduce com putation  is based on Map  
and Reduce functions, which are two m ain high-order functions th a t perform  com putation  
based on key  and value pairs.
The Map  and Reduce functions are divided into several subphases. The Map function is 
divided into  Reading, Map Processing, Spilling , and  Merging subphases, and the  Reduce 
function is divided into  Shuffling, Sorting, Reduce Processing, and  Writing  subphases. 
The Map  function m aps the inpu t d a ta  into a list of key and value pairs. These pairs are 
grouped and processed by the  Reduce functions, where a Reduce function may process a 
unique key or a list of keys . The result is a list grouped by keys and their corresponding 
values (see Equations 2.1, 2.2).
M ap(key1 ,va lue1) ^  l is t(key2 ,va lue2)  (2.1)
R educe(key2 ,lis t(value2)) ^  (key2,lis t(va lue3)) (2.2)
To illustra te  the  M apReduce model, we use the  W ordCount example bundled w ith the 
official d istribution  of Hadoop. The W ordCount calculates the occurrence of each word in 
a given tex t, sim ilar to  the wc com m and of Unix systems. Suppose we have one teraby te  
of pure tex t as input data and we want to  count the  occurrences of each word in the given 
tex t. Thus, the first step is to  load the  input data into Hadoop.
The m aster node coordinates the W ordCount execution, and as it receives the  input 
data , chop the input data into several pieces called splits. W hile the m aster node generates 
the  splits, it keeps sending these splits to  the slave nodes of the cluster, which are respon­
sible to  store the  splits locally w ith  a default size of 64 m egabytes each. A dm inistrators 
and developers may tune this size to  higher values depending on the  application and  the 
overall inpu t size. The load process finishes after the slave nodes have received their own 
splits.
In a second step, the  WordCount is subm itted  to  the m aster node for execution, which, 
in tu rn , reads the Map  and  Reduce functions and sends them  to  the slave nodes. The 
m aster node indicates to  the slaves th a t  the processing can sta rt. Then, the  slave nodes 
s ta rt to  perform  the Map and  Reduce functions over their splits. This process takes the 
com putation  to  the data , instead of take the d a ta  to  the com putation.
The Code 2.1 is the Map  function from the W ordCount example bundled along w ith 
the  official Hadoop distribution . The key argum ent is the  docum ent nam e (i.e., the  input 
d a ta  shared across the  slave nodes) and the  value is the content of each split. In order 
to  count the occurrences of each word in the  given input data, the  Map function em its a 
pair w ith  the  word w and the value 1 for each word in the  tex t value. Each slave node 
execute its own Map function. Each Map instance being executed produces a list of pairs 







m ap(String key, String value)
/ /  key: Document name 
/ /  value: Document contents 
fo r  each word w in value:
Em itInterm ediate(w , ’1’);
Code 2.1: M ap function excerpt from the W ordCount [6].
The Reduce presented in Code 2.2 is the Reduce function from the same W ordCount 
example. A fter the  processing of the Map  function by the slave nodes, the Reduce function 
s ta rts  to  process the intermediate-pairs. B ut, before the Reduce sta rts , the  intermediate- 
pairs w ith  the same key are grouped by a function called Partitioner, which is responsible 
to  determ ine which Reducer instance will process a determ ined key. The Partitioner  








Each Reduce fetches the assigned intermediate-pairs from the Partitioner via H yper 
Text M arkup Language (H T T P) into memory. The Reduce periodically merges these 
intermediate-pairs to  disk. In the case of compression for the intermediate-pairs is tu rned  
on, each set of intermediate-pairs th a t  cames from the Partitioner  is decompressed into 
memory.
Each variable value in the  intermediate-pairs has the value 1. The intermediate- 
pairs w ith  the  same key are processed by the  same Reduce instance, which receives the 
intermediate-pairs and sums up the values. The Figure 2.1 shows the d a ta  flow during 
the  W ordCount processing.
Finally, the result of each Reduce is a pair w ith  the key and  the  sum of the value value 
({key, sum (va lues)}) .  The sum(values) corresponds to  the occurrences of each word in 
the  given tex t. The o u tp u t pairs from all the  reduce instances (i.e., or a list of pairs 
from one reduce instance in case there are more th an  one key in the same Reduce) are 
merged to  com pound the final result. M any o ther kinds of com putation  such as graph 
and m achine learning algorithm s are handled by the  M apReduce model. The prerequisite 
to  use M apReduce is to  rew rite the  algorithm s to  use the model of key and value pairs 
im posed by the M ap and Reduce functions.
default Partitioner  function.
reduce(String key, Iterator values)
/ /  key: a word 
/ /  values: a list of counts 
fo r  each v in values:
results + =  ParseInt(v);
Em it(AsString(result));
Code 2.2: Reduce function excerpt from the W ordCount [6].
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Figure 2.1: T he W ordCount D ata  Flow Example.
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2.2 Architecture
The Hadoop fram ework is an open-source im plem entation of the  M apReduce program ­
ming model, designed to  process large am ounts of d a ta  over clusters of com m odity m a­
chines. It is also designed to  scale up from single servers to  thousands of machines, where 
each machine offers local storage and  com putation.
W hen adm inistrators or developers use Hadoop to  develop d istribu ted  software they 
neither care abou t deploym ent across the cluster nor tre a t the  common problems related  
to  d istribu ted  applications such as: synchronization, reconciliation, concurrence, fault 
tolerance and  scalability. Instead of caring abou t these common problems, the adm in­
istra to r or developer configure how the framework m ust act w ith  the H adoop program , 
e.g., the  num ber of replicas in HDFS, the  num ber of m ap and  reduce instances per slave 
node, buffer sizes and scheduling algorithm s. W hen these configurations are not set by 
the  adm in istra to r or developer, the  Hadoop framework assigns default values.
For tun ing  purposes, configuration param eters are called tun ing  knobs, while their 
assigned values are called setup values. A fter the  Map  and Reduce functions have been 
wrote by the developer and the tun ing  knobs were set up, the  Hadoop program  is executed 
by the framework. In H adoop, a program  in execution is called job.
Figure 2.2 illustra te  the  Hadoop architecture. The Hadoop framework consists of a 
d istribu ted  file system , described in Section 2.2.2, and the processing engine, described in 
Section 2.2.1.
2.2.1 The Processing Engine
The H adoop framework accepts sim ultaneous job  submissions, from different users, orga­
nizing all jobs into  a queue. The JobTracker is the coordinator of the  Hadoop processing 
engine and is executed in the  m aster node. The JobTracker divide each job into several 
instances of Map and  Reduce functions, which are called tasks.
Each slave node runs the processing engine client called TaskTracker. Each Ta.sk- 
Tracker is configured w ith  a set of slots to  indicate the num ber of tasks it can accept.
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Figure 2.2: The Hadoop architecture.
The JobTracker coordinates the execution of the delivered tasks, ordering when each task 
m ust be processed and which is the TaskTracker th a t  will process.
Each slave node has its own splits saved locally. The tasks (i.e., the  Map and  Reduce 
functions) received from the JobTracker by the TaskTracker consume the local splits. As 
the  tasks related  to  the  Map function finishes, the JobTracker orders the TaskTrackers 
to  perform  the tasks re lated  to  the Reduce function.
2.2.2 The Distributed File System
The H adoop fram ework uses a d istribu ted  file system  to  share d a ta  am ong the nodes. The 
Hadoop D istributed  File System  (HDFS) is an open-source im plem entation of the Google 
File System  (GFS) [10], bundled along w ith the official Hadoop distribution. The HDFS 
coordinator is called NameNode. It keeps the directory tree of all files stored in the  file 
system  and  tracks the location of each file in the cluster. The NameNode  is responsible 
to  receive the inpu t data , chop it into several splits and store all splits into the  HDFS. 
Each slave node has the HDFS client called DataNode, which is responsible for storing
the  d a ta  into local disks. The DataNode  instances talks to  each o ther to  replicate data. 
W henever a job  have to  locate a file, it queries the NameNode  for the machine address 
th a t stores the data . A fter the job has received a machine address it contacts the  machine 
directly to  get the  data.
2.3 Hive query execution overview
The Apache Hive [4] (or simply Hive) is a d a ta  warehouse system  built on top  of Hadoop, 
which comes along w ith a SQL-like language called HiveQL. In the Hive d a ta  warehouse 
system  queries are subm itted  via interfaces such as JDBC (Java D atabase Connectivity), 
ODBC (Open D atabase Connectivity) or Hive CLI (i.e., Hive com m and line). As we 
illustra te  in Figure 2.3, Hive receives a query sentence and send it to  the Compiler , which 
is the Hive com ponent responsible to  transla te  the query sentence  into  a logical query  
plan. The logical query plan consists a DAG of stages, where each stage is a complete 
M apReduce program  w ith a collection of operators and a set of inpu t data . The operators 
are m inim um  processing units inside Hive and im plem ents SQL-like functionalities such 
as Join, Select and GroupBy. The inpu t d a ta  are tables and interm ediate tables existing 
in or generated by Hive during the query process.
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Figure 2.3: HiveQL query execution flow inside Hive.
A fter the  query sentence transla tion , the  Compiler  sends the logical query plan  to  the 
Optim izer , which perform s m ultiple passes rew riting it in order to  generate an optimized 
query plan . The optimized query plan  is sent to  the Executor , which subm its query stages
from the optimized query plan to  the  Hadoop framework. The subm ission of query stages 
follows the topological order from the optimized query plan. W hile processing a query, 
Hive applies the same configuration for all the  stages inside the same DAG. However, the 
stages w ithin the same DAG m ay have a d istinct collection of operators and  a different 
datase t, which may lead the  stages to  different behaviors. Thus, the  overall query tun ing  
















Code 2.3 depicts the  standard  Query-16 from the TPC -H  [32] benchm ark th a t  finds 
out how m any suppliers can supply parts  w ith given a ttribu tes. Code 2.4 is the equivalent 
query transla ted  to  HiveQL. As Hive does not su p p o rt1 IN, EXISTS or subqueries in the 
W H ER E clause, the  o u tp u t of subqueries m ust be saved into tem porary  tables, resulting 
in three HiveQL queries.
Figure 2.4 illustrates the  workflow am ong the three HiveQL queries from Code 2.4, 
and details the  dependence between the stages. The first node in Figure 2.4 is the HiveQL  
Query-1 th a t  refers to  first query from Code 2.4, the  HiveQL Query-2 refers to  the  second 
query from Code 2.4 and the HiveQL Query-3 refers to  the  th ird  query from Code 2.4. 
Inside each query node we illustra te  the  stages. In the HiveQL Query-1 we have the 
Stage-1, which im plem ents the operators2 TableScan, F ilter, Select and FileSink. Also
1 Ticket to  implement support for correlated subqueries in the W H ERE clause 
https://issues.apache.org/jira/browse/H IVE-1799.
2The complete list of operators can be found in h ttp s://g ithub .com /apache/h ive .
SELECT P_BRAND, P_TYPE, P_SIZE,
C O U N T  (D IST IN C T  PS_SUPPKEY) AS SUPPLIERO NT 
FRO M  PARTSUPP, PART 
W H E R E  P_PARTKEY =  PS_PARTKEY 
A N D  RBRAND < >  ’B rand#45’
A N D  P_TYPE N O T LIKE ’MEDIUM POLISHED%%’
A N D  P_SIZE IN  (49,14,23,45,19,3,36,9)
A N D  PS-SUPPKEY N O T IN  
(SELECT S_SUPPKEY FRO M  SUPPLIER 
W H E R E  S_COMMENT 
LIKE ’%%Customer%%Complaints%%’)
G R O U P B Y  P_BRAND, P_TYPE, P_SIZE 
O R D E R  B Y  SU PPLIERONT D E S C ,
P_BRAND, R T Y P E , R SIZE
Code 2.3: TPC -H  query 16 [32].
in HiveQL Query-1 we have the  Stage-7, which depends on Stage-1 and consists of the 
Stage-4, Stage-3  and  Stage-5. Also in HiveQL Query-1, the  Stage-6  depends on Stage-5. 
The Stage-0  depends on Stage-3, Stage-4 and Stage-6. Finally, we have the Stage-2, which 
depends on Stage-0 and is the last stage which aggregates the  ou tpu t and save it into the 
interm ediate tab le supplier-tmp. The o ther two queries have an analogous behavior.
The stages w ith  the  MapReduceLocalWork, MapReduce, Move  and Stats-Aggr oper­
ators are executed locally and do not need to  be sent to  the  Hadoop fram ework for 
d istribu ted  execution. In this dissertation, we are only tun ing  the  stages th a t  are sent 
to  Hadoop (e.g., ReduceSink, E x trac t, F ilter). In Figure 2.4 we observe 18 stages for 
HiveQL Query 16, bu t only five are executed as jobs on Hadoop (i.e., HiveQL Query-1, 




































—  HiveQL Query—1
IN S E R T  OVERWRITE T A B L E  supplier_tmp
S E L E C T  s_suppkey
F R O M  supplier
W H E R E  N O T  s_comment
L IK E  ’%Customer%Complaints%’;
—  HiveQL Query—2
IN S E R T  OVERWRITE T A B L E  q16_tmp 
S E L E C T  p_brand, p_type, p_size, ps_suppkey 
F R O M  partsupp ps JO IN  part p 
O N  p.p_partkey =  ps.ps_partkey 
A N D  p.p_brand < >  ’B rand#45’
A N D  N O T  p.p_type
L IK E  ’MEDIUM POLISHED%’
JO IN  supplier_tmp s 
O N  ps.ps_suppkey =  s.s_suppkey;
—  HiveQL Query—3 
IN S E R T  OVERWRITE
TA B L E  q16_parts_supplier_relationship 
S E L E C T  p_brand, p_type, p_size,
C O U N T (d is tin c t ps_suppkey) AS supplier_cnt 
F R O M  (S E L E C T  *
F R O M  q16_tmp 
W H E R E  p_size =  49 
O R  p_size =  14 O R  p_size =  23 
O R  p_size =  45 O R  p_size =  19 
O R  p_size =  3 O R  p_size =  36 
O R  p_size =  9 ) q16_all 
G R O U P  by p_brand, p_type, p_size 
O R D E R  by supplier_cnt D ESC , 
p_brand, p_type, p_size;
Code 2.4: TPC -H  16 query transla ted  to  HiveQL [29].
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Figure 2.4: This figure illustrates the stage workflow produced by Hive after the  tran s­
lation  of the TPC -H  query 16 w ritten  in HiveQL to  the Direct Acyclic G raph of stages. 
Full lines represent the dependency am ong the stages. D ashed lines represent the read 




The H adoop fram ework and Hive provide together more th an  four hundred tun ing  knobs 
th a t can be used to  boost perform ance. However, setting  the appropriated  setup is chal­
lenging due to  the  num ber of variables involved th a t vary from cluster workload and 
inpu t d a ta  size to  algorithm s for compression and degree of parallelism. Furtherm ore, 
some H adoop applications consists of chained jobs such as the PageRank, Indexing, Bayes 
Classification and Hive queries. Each job into a chain may have a completely different be­
havior from any o ther job in the same chain and  should receive a specific tuning. Indeed, 
Yang et Al. [34] exposed the  correlation am ong tun ing  knobs, such as the  io.sort.factor  
(i.e., the  num ber of stream s to  merge a t once while sorting files), which influences on the 
maximum.reduce.tasks (i.e., the  m axim um  concurrent reduce tasks per TaskTracker).
Taking into  account this scenario, once the task  of applying the best setup is delegated 
to  the  developer, m isconfiguration may happen  and lead to  poor perform ance. The related  
work consists of the  four m ain tun ing  approaches th a t  aim  to  discover the  best setup 
values. In Section 3.1 we present the  Rule-based tun ing  systems. In Section 3.2 we 
present the  system s based on Simulation. In Section 3.3 we present the tun ing  systems 
based on Log Analysis. In Section 3.4 we present the  tun ing  system s based on Profiling. 
Finally, we briefly discuss about the  presented tun ing  system s in Section 3.5.
3.1 Rule-based
Vaidya [30] is a sub-project of Hadoop, which m ain goal is to  diagnose the perform ance 
of Hadoop jobs. It is a rule based perform ance diagnostic tool th a t perform s a “post­
m ortem ” analysis of each job execution. Vaidya collects and  parses sta tistics abou t the 
executions from log and configuration files. Then, Vaidya executes predefined rules against 
these sta tistics to  diagnose perform ance problems. The Vaidya system  generates a report
to  the  adm in istra to r or developers based on the  results from the execution of the  rules.
A nother a ttem p t to  achieve b e tte r  perform ance by applying b e tte r  setup are the rules- 
of-thum b, which have been proposed by the  Hadoop com m unity based on adm inistrators 
and developers experience. The rules-of-thum bs such as Intel [16], AMD [3] and Cloudera
[20] tips are presented in Table 3.2. In Table 3.1 we show the tun ing  knobs exposed by 
Yang et. Al. [34] as the group of knobs th a t has more influence on perform ance. The 
m ain problem  of the rules-of-thum b is th a t they  are not intended to  be precise or reliable 
for every job once they are based on adm inistra tors and  developers experiences.
3.2 Simulation
Sim ulating Hadoop jobs under determ ined conditions (e.g., cluster workload, scheduling 
algorithm s, hardw are and different inpu t data) allows varying and choosing the  best setups 
accordingly. However, sim ulation requires an accurate system , which may not address 
events th a t only happens in real clusters. There are efforts to  build sim ulation system s to  
predict optim al setup including W axElephant [25], M R Perf [33, 5], SimM apReduce [28] 
and HSim [12, 21].
The W axElephant [25] has four m ain features: (1) loading Hadoop workloads derived 
from logs, and replaying the jobs from these workloads; (2) synthesizing workloads and 
executing them  based on the ir s ta tistical characteristics, (3) identifying the  best setup, 
and (4) analyzing the  scalability of the cluster.
The M R Perf [33, 5] is a sim ulation approach designed to  explore the im pact of M apRe- 
duce setups, which captures the  various settings of M apReduce clusters such as tun ing  
param eters and application design in order to  answer questions, such as: does a given 
setup yield a desired I /O  throughput?  M R Perf is based on Network Sim ulator 2 [23] 
(NS-2) and  DiskSim [11].
The SimM apReduce [28] is based on GridSim  [24] and Sim Java [7]. It is designed for 
resource m anagem ent and perform ance evaluation. The HSim [12, 21] models the  Hadoop 




Tuning Knob Default Value D escription
dfs.replication 2 The num ber of block replication.
dfs.block.size 64 mb The block size for new files.
io.sort.m b 100 mb The to ta l am ount of buffer m em ­
ory while sorting files.
m apred.child.java.opts 200 Java options for the task  tracker 
child processes.
io.sort.record.percent 0.05 The percentage of io.sort.m b ded­
icated to  track  record boundaries.
io.sort.spill.percent 0.80 The soft lim it in either the buffer 
or record collection buffers.
io.sort.factor 10 The num ber of stream s to  merge 
a t once while sorting files.
m apred.com press.m ap.output false If the  o u tp u ts of the m aps should 
be compressed before being sent 
across the network.
io.file.buffer.size 4096 The size of buffer for use in se­
quence files.
m axim um .m ap.tasks 2 The m axim um  concurrent m ap 
tasks per TaskTracker.
m axim um .reduce.tasks 2 The m axim um  concurrent reduce 
tasks per TaskTracker.
m apred.reduce.parallel.copies 5 The num ber of parallel transfers 
run  by reduce during the shuffle 
phase.
m apred.job.shuffle.input.buffer.percent 0.70 The percentage of memory to 
be allocated from the m axim um  
heap size to  storing m ap ou tpu ts 
during the shuffle.
m apred.job.shuffle.m erge.percent 0.66 The percentage of to ta l memory 
allocated to  store in-memory m ap 
outputs.
m apred.job.reduce.input.buffer.percent 0.0 The percentage of mem ory rela­
tive to  the  m axim um  heap size to 
re ta in  m ap ou tpu ts when shuffle 
is concluded.
m apred.output.com press false Compress the  job output.
m apred.output.com pression.type record Compress the  m ap ou tpu t a t level 
of record or block.
m apred.m ap.output.com pression.codec DefaultCodec Coded used to  compress m ap o u t­
put.
Table 3.1: List of Hadoop tun ing  knobs w ith their default values.
These sim ulation approaches focus on the sim ulation of c luster’s environm ent, enabling 
the  replacem ent of in ternal structures for development of new modules an d /o r testing.
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Tuning Knob Rule-of-thum b
io.sort.m b (m etadata  size of 16 bytes * (block size in bytes /  
average record size)) +  block size in mb (e.g., for 
a block of 128mb, ((16 * (128 * (220)/1 0 0 ))/(2 20)) +  
128)
io.sort.factor Ensure th a t is large enough to  allow full use of 
buffer (i.e., io.sort.m b) space.
io.sort.record.percent 16 /  (16 * (average record size, i.e., divide 
m ap o u tp u t bytes by m ap o u tp u t records), e.g., 
16/(16*100))
io.sort.spill.percent Threshold a t which io.sort.m b buffer s ta rts  to  be 
spilled to  the  disc. Large values avoid ex tra  disc 
operations.
io.file.buffer.size The size of th is buffer should probably be a m ulti­
ple of hardw are page size (i.e., 4096 on Intel x86), 
and it determ ines how much d a ta  is buffered dur­
ing read and w rite operations.
m apred.job.reduce.input.buffer.percent R etain  m ap ou tpu ts before sending them  to  the 
final reduce function of the  reduce phase.
m apred.job.shuffle.input.buffer.p ercent Increasing this buffer avoid spills to  disc a t copying 
m ap ’s ou tpu t.
m apred.job.shuffle.m erge.percent Threshold a t which 
m apred.job.reduce.input.buffer.percent s ta rts  
to  be spilled to  the disc. Large values avoid ex tra  
disc operations.
m apred.reduce.parallel.copies Large values for large inpu t d a ta  may enhance the 
copy of interm ediate data . B ut large values in­
crease CPU  usage.
m apred.output.com press true
m apred.output.com pression.type Record
m apred.output.com pression.codec Best compression related  to  the  inpu t d a ta  (e.g., 
SnappyCodec).
m apred.com press.m ap.output true
m apred.m ap.output.com pression.codec Best compression related  to  the  inpu t d a ta  (e.g., 
SnappyCodec).
Table 3.2: Rules-of-thumbs.
However, these system s are not specific designed to  search for the  best tun ing  param eters.
3.3 Log Analysis
The Hadoop execution logs several inform ation th a t  can be used for perform ance predic­
tion, including how m any m aps and  reduce tasks have been executed, the num ber of bytes
produced per each processing phase and the tim e spent in each phase. Tuning systems, 
including PerfX Plain [17], Mochi [27], M R-Scope [15], T heia [8] and Rum en [31] base their 
tun ing  approaches on log file analysis. The m ain problem  of log file analysis it th a t the 
developer m ust wait the com plete execution of the  job to  known the best setup.
The PerfX Plain  [17] tun ing  system  introduces the PXQL language, which allows users 
to  form ulate queries about the perform ance of M apReduce jobs and tasks. It consists 
of a pair of jobs and three predicates. The first two predicates describe the observed 
behavior of the jobs w ith  the ir description provided by the  user. The th ird  predicate is 
the  expected behavior and its description provided by the  user.
Given the two jobs (J 1, J 2), and  the predicates (p 1,p 2,p 3), where the predicate p 1(J 1, J2) =  
true, and p 2(J 1, J2) =  true, b u t p 3(J 1, J2) =  fa lse .  The following the PXQ L syntax  pre­
sented in Code 3.1 perform s the PXQL, and a possible result is the p2 predicate to  be 
of the form OBSERVED duration_com pare =  SIM ILAR and the p3 to  be of the form 
E X PE C T E D  duration_com pare =  GREATTHA N. It means th a t the  J 1 and J 2 had  a 
sim ilar execution tim e, bu t the user expected J 1 (i.e., duration-compare)  to  be slower 
th an  J2 (i.e., duration-compare).  The key idea of PerfX Plain  is to  identify the  reasons 
why the jobs J 1 and J 2  perform ed as observed ra th e r th an  perform ing as expected.
1 FOR J1, J2 W H ERE J1.JobID =  ? and J2.JO BID  =  ? DESPITE p1 OBSERVED p2 EX PECTED  p3
Code 3.1: PXQL Exam ple [17].
Mochi [27] is a visual log file analysis tool for debugging perform ance of Hadoop jobs.
It constructs visualizations about the cluster from log entries collected from each cluster 
node during jobs executions. These visualizations consists of space (i.e., nodes), tim e 
(i.e., duration , tim es, execution sequences) and volume (i.e., size of d a ta  processed). The 
visualizations are correlated across the  nodes to  build a unique causal representation, i.e., 
a graph w ith vertices’s representing processing stages and  d a ta  item s, and edges repre­
senting durations and volumes. F igure 3.3 represents the p a th  of a single job  execution 
from the graph. F inding jobs w ith  sim ilar p a th  of execution enables adm inistrators and 
developers to  share tuning. Also, visualizing the perform ance of the  H adoop jobs enables 
adm inistrators and developers to  adjust tun ing  manually. However, th is tun ing  is applied
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to  the  whole job execution.
Figure 3.1: P a th  of a single job execution from the graph [27]
MR-Scope [15] is a tracing  system , which provides a visualization of on-going jobs and 
a visualization of the d istribution  of the  file system  blocks and its replicas. The m ain 
goal of M R-Scope is digging Hadoop to  trace the  sub-phases of every job, showing (1) the 
o u tp u t size in order to  achieve b e tte r  policies for d a ta  distribution , and  (2) the tim e spent 
per each job. The authors point out th a t observing these two points are im portan t to  
take a snapshot of the  c luster’s perform ance in order to  adopt any optim ization m ethod.
The Rum en [31] system  is a sub-project of Hadoop designed to  ex tract and  analyze log 
file entries from past Hadoop jobs. It is a built-in  tool in Hadoop th a t perform s log parsing 
and analysis a t job level. Once the  Hadoop logs are often insufficient for sim ulation and 
benchm arking, Rum en uses job  inform ation, such as job execution tim e and job failures 
to  produce condensed logs in JSON form at. Rum en generates log inform ation th a t can 
be used for debug, perform ance diagnoses, or to  feed sim ulator and benchm ark systems 
such as GridM ix [1] and M um ak [2].
3.4 Profiling
The profiling approach consists of collecting concise inform ation from jobs executions 
to  create job profiles, which are used along w ith  search heuristics, knowledge bases or 
cost-based approaches to  search for the best setup. The tun ing  system s based on the 
profiling approach, includes Starfish [14], AROM A [19], A daptive Framework [18] and 
CPU  P a tte rn  M atching [26]. These system s are based on mechanisms to  collect support 
inform ation gathered during job execution.
The support inform ation represents a set of resource consum ption characteristics, such 
as: CPU, network and  disk consum ption as well as sta tistics from the Map and Reduce
phases and sub phases. Table 3.3 shows the support inform ation collected by each 
profiling-based tun ing  system.
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Tuning System Support information
Starfish Statistical information about Map and Reduce 
phases and sub phases.
Adaptive Framework Resources usage; environment and Hadoop con­
figuration.
CPU Pattern Matching CPU usage pattern.
AROMA CPU, network and disk usage pattern.
Table 3.3: The support inform ation collected by the profiling-based tun ing  systems.
Starfish collects support inform ation from an user-defined fraction of the Map  and 
Reduce tasks. A fter the  creation of the profile, Starfish uses the  R andom  Recursive Search 
(RSS) algorithm  along w ith the support inform ation to  sift through the possible setup 
space in order to  find the  best setup. The RSS uses a cost model defined by Herodotou 
et Al. [13], called W hat-if  engine, to  determ ine w hether the setup is b e tte r  or not.
The A daptive Framework, AROM A and C PU  P a tte rn  M atching system s are analo­
gous, varying in the type of support inform ation used to  construct the profile and in the 
cost model. Table 3.4 shows the m ethods and  tools used by each tun ing  system  to  collect 
support inform ation. Table 3.5 presents the  algorithm s used by each tun ing  system  to  
search for the best setup values through the possible setup space.
Tuning System Method or tool used to collect support informa­
tion.
Starfish Dynamic instrumentation (BTrace)
Adaptive Framework Sun Grid Engine (SGE)
CPU Pattern Matching SysStat tool
AROMA Hadoop logs and dstat tool
Table 3.4: The m ethod or tools used by the  profiling-based tun ing  system s to  collect 
support inform ation.
The AROMA tun ing  system  groups jobs into clusters enabling the usage of different 
perform ance model per cluster. It learns only one perform ance model once a new cluster 
is identified. One problem  of the  AROM A is th a t  it needs to  keep a staging cluster to  
collect the  support inform ation. Moreover, it runs the  new jobs in the staging cluster 
w ith a fraction of the inpu t d a ta  (i.e., 10% of the to ta l inpu t d a ta  size), which may lead
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Tuning System Algorithms used to search for best setup values.
Starfish Recursive Random Search
Adaptive Framework Utility Function
CPU Pattern Matching Dynamic Time Warping
AROMA Support Vector Machine
Table 3.5: The m ethods used by the  profiling-based tun ing  system s to  search for the best 
setup values.
to  different resource consum ption patterns.
A job profile represents the  resource consum ption p a tte rn , based on the quan tity  and 
quality of support inform ation collected. C onstruct job profiles w ith  enough inform ation 
increases the overhead of the  overall tun ing  process. As example, Starfish adds a m inim um  
overhead of less th an  5% of the  overall execution tim e to  profile 10% of the tasks. B ut 
Starfish takes 50% of the  overall execution tim e to  profile 100% of the tasks. Table 3.6 
shows the m ethods used by each tun ing  system  to  enable com parison am ong jobs in order 
to  retrieve the best setup values from past profiles.
Tuning Approach How does it compare jobs?
Starfish Using job profiles
Adaptive Framework Searching through a knowledge base
CPU Pattern Matching Calculating Correlation Coefficient among CPU 
patterns
AROMA Clustering jobs with k-medoid with LCSS
Table 3.6: M ethod used to  com pare jobs in order to  reuse or search for the  best setup 
values.
3.5 Discussion
Log Analysis [17, 27, 15, 8, 31], Profiling [14, 19, 18, 26], Sim ulation [5, 33, 28, 12, 25, 21] 
and Rule-based [20, 16, 3, 30] approaches search for the best setup values analyzing 
support inform ation collected during the  execution or sim ulation of the  jobs, or from log 
files.
The Log Analysis approach needs the  com plete execution of the job to  predict best 
setups. This approach is optim al to  find bottlenecks in the infrastructu re  and failures on 
hardw are and software com ponents. However, the  best setups found can only be applied
in fu rther jobs and not in the current ones.
The Rules-of-thumbs [20, 16, 3] (i.e., excluding Vaidya) is the only approach th a t 
perform s tun ing  in advance and do not require support inform ation. However, the Rules- 
of-thum bs are not intended to  be precise or reliable for every job once they are based on 
adm inistrators and developers experiences.
The Profiling approach needs to  collect support inform ation during jobs execution, 
which add  a costly overhead in the whole tun ing  process. The Sim ulation approach focus 
on the  sim ulation of the  environm ent to  enable the  replacem ent of in ternal structures for 
development of new modules an d /o r testing. The sim ulation-based tun ing  system s are 
not specific designed for tuning, have several lim itations in sim ulating and add a costly 
overhead, once the job m ust be executed (i.e., sim ulated) to  be tuned.
F igure 3.2 shows the tun ing  life-cycle followed by the  current approaches. As illus­
tra ted , in the studied approaches the  adm in istra to r or developer m ust send the job  to  
execution and, afterw ards, use the  best setup found. In our approach, we present a new 
tun ing  life-cycle to  avoid the  execution or sim ulation of the  jobs and to  perform  tun ing  
to  be applied in the  current job being executed.
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Figure 3.2: Tuning life-cycle of the  presented Hadoop tun ing  systems.
In our approach, the user sends the  job to  be executed by the Hadoop framework w ith 
or w ithout any configuration. The JobTracker receives the  job and sends it to  our solution, 
called AutoConf. The A utoConf extracts the  collection of operators from the given job 
and search for the  corresponding cluster. In case there is a corresponding cluster w ith 
same collection of operators, A utoConf applies tun ing  in the  job. In case there are not a
corresponding cluster, the  job  is executed w ith the configuration set by the adm in istra to r 
or developer (See detailed description of A utoC onf execution in Section 4). Note th a t  in 
our approach we do not need to  execute the job in the  Hadoop cluster to  collect support 
inform ation. Instead, we use the  inform ation provided by the  job  (i.e., its operators).
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O ur HiveQL Self-Tuning approach is com plem entary to  the existing H adoop tun ing  sys­
tem s, once it relies on the  decision of which query (or stage) should receive determ ined 
tun ing  based on the code signature. O ur approach relies on many-to-one  configuration, 
adapting  the  setup values during query execution for the internal stages of each query, i.e., 
per-stage tuning. We present in Section 4.1 the  definition of the set of clusters. We detail 
the  clustering algorithm  in Section 4.2. We present the  Intra-Query  and Inter-Query  
Tuning in Section 4.3. Finally, we present the architecture of our solution 4.4.
4.1 Stage Clusters
O ur approach uses dynam ic analysis, i.e., ex tract the collection of operators from the 
stages of the  query, during query execution in order to  identify the  code signature of each 
stage and  to  perform  a per-stage tuning. We clustered the  stages w ith the same code 
signature (i.e., collection of operators) from a common database workload. The resulting 
set of clusters of code signatures is defined as the  set C, where each cluster ci is of the 
form { p ,u } . We define p  as a collection of operators used per various stages across the 
queries, and u  are the  setup values to  be applied.
4.2 Clustering Algorithm
Algorithm  1 applies a per-stage tun ing  for each running query. Given the  set of clusters 
C, for each given query in the space of possible queries Q, while exists a query Qi to  be 
processed, get the stages | s o , . . . , s n} from qi , ex trac t the collection of operators p  =  
[ O p o , . .. ,O pn} from running stage Sj . In case there are { p , u }  in C, where operators  
m atch  w ith  p , retrieve u  and apply in Sj . In case p  C, add p  in C. Otherwise,
u  for the new collection of p  is provided by an external tun ing  system  (e.g., Starfish,
rules-of-thum b).
A lg o r ith m  1: HiveQL Tuning 
C =  { c0, . . . ,  ck : c is a cluster, where cluster is a list of the form { p ,u } ,  where
the p  are the  index of the list and  the setup values  are the appropriate tun ing  for
the referent group of p
Q =  { qo, . . .  , qk : q is a HiveQL query } 
query =  { s0, . . . ,  sn : si is a stage} 
stage =  { op0, . . . ,  opn : opi is an operator}
w h ile  3 qi E Q  do
for s E qi do
operators ^  ex tract p  from sj
if  operators E C th en  
| sj ^  u  from Cv
else
| C ^  create new cluster base on p
end
end
Table 4.1 presents the  29 clusters created  for the database workload provided by 
the  TPC -H  benchm ark (details on experim ents are fu rther presented in Section 5). For 
instance, consider a query qx w ith  the following signature p  =  {2 M a pJo in ,  1 Select,
2 TableScan,  1 F ile S in k } .  Since queries w ith  the same signature will be clustered 
together, qx will be placed in cluster 26 and will leverage the  same u  along w ith  o ther 3 
queries (e.g., u  =  {io.sort.mb  =  74 ,io .sort . fac tor  =  7}).
4.3 Intra-Query and Inter-Query Tuning
Each HiveQL query is split into several stages, where each stage has a different collection 
of SQL-like operators and a distinct use of com putational resources. In this context, tu n ­










































































































1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1
2 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 1 0 7
3 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 1 1 0 9
4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 2 1 2 0 2
5 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 0 16
6 0 0 0 1 0 0 0 0 0 0 0 0 2 0 0 0 0 1 1 1 0 1
7 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 1 0 6
8 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 1 1 0 1
9 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 2 1 2 0 6
10 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 2 1 2 0 2
11 0 0 0 2 0 0 0 0 0 0 0 0 0 0 2 0 0 2 0 0 1
12 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 1 1 1 0 7
13 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 2 1 2 0 1
14 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 2
15 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 2 1 2 0 10
16 0 1 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 2 1 2 0 5
17 0 1 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 3 1 3 0 1
18 0 1 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 1 1 1 0 10
19 0 2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 2 1 2 0 1
20 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 4
21 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 4
22 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 1
23 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 3
24 1 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0 0 5
25 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 1
26 2 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 6
27 2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 1
28 2 0 0 2 0 0 0 0 0 0 0 0 1 0 0 0 0 2 1 0 0 2
29 2 2 0 2 0 0 0 0 0 0 0 0 1 0 0 0 0 2 1 0 0 2
Table 4.1: The clusters and  the  occurrence of the  operators from each stage of the  22 
TPC -H  queries executed for Scale Factor of 1, 10 and 50.
instead of applying a unique configuration for the whole query, i.e., one-to-one configu­
ration. We nam ed this tun ing  approach as Intra-Query Tuning, which enables one query
to  have m any configurations.
Figure 4.1 illustrates the network consum ption p a tte rn  of cluster-2 for the  TPC -H  
clustering. We observe th a t the stages in cluster-2 have sim ilar behavior, independent 
of the  input data size. Due to  this pa tte rn , these stages should share the same network 
tuning. A nother characteristic of our approach is the Inter-Query Tuning, which enables 




































































































Group-2 of Hive stages.
Avg of kb received per second 
Stddev of kb received per second 
Avg of kb transmitted per second 
Stddev of kb transmitted per second
Figure 4.1: The network consum ption from the stages of T PC -H  queries from cluster-2. 
The X axis label is of the form Scale_factor-Query-Stage_name.
Table 4.2 shows the stages from the TPC -H  Query 16 and the o ther TPC -H  queries, 
in which a common signature can be found. The HQL1 refers to  the first query from the 
HiveQL query 16. The HQL1-Stage1  have been clustered in cluster-14. The HQL2  refers 
to  the second query from the HiveQL query 16. The HQL2-Stage3  have been clustered 
in cluster-1, and  the HQL2-Stage5  have been clustered in cluster-21. The HQL3  refers 
to  the  th ird  query from the HiveQL query 16. The HQL3-Stage1 have been clustered in 
cluster-18, and the  HQL3-Stage2  have been clustered in cluster-7. The num ber of stages
may varying accordingly to  the inpu t data , i.e., Hive splits one stages in two or more
29
stages in case the inpu t d a ta  size is large.
T PC -H  Query 16
TPC -H  Query H Q L l-S tagel HQL2-Stage3 HQL2-Stage5 HQL3-Stage1 HQL3-Stage2
q 1 0 0 0 1 1
q2 0 0 1 0 0
q4 0 0 0 1 1
q5 0 0 1 0 0
q6 0 0 0 1 0
q8 0 0 1 0 0
q9 0 0 1 0 0
q10 0 1 0 0 0
q12 0 0 0 0 1
q13 0 0 0 0 1
q15 0 0 0 1 0
q16 1 1 1 1 1
q20 0 0 0 3 0
q21 0 0 0 1 0
q22 1 0 0 1 1
Table 4.2: N um ber of stages w ith  same collection of operators between TPC -H  queries 
and TPC -H  query 16 transla ted  to  HiveQL.
4.4 AutoConf: The HiveQL Tuner
In this section, we present the  architecture of our approach, called AutoConf, which 
is responsible for analyzing and clustering running queries. Figure 4.2 illustrates the 
architecture and the interaction  of A utoC onf w ith  Hadoop and Hive. A utoConf consists 
of three modules: (1) Feature Extractor, which is responsible for extracting  the code 
signatures (i.e., the  collection of operators) from each query (2) Clustering , which is the 
module responsible for finding sim ilar clusters for signatures, and  (3) Tuner , which applies 
the  appropriated  tun ing  to  queries.
The collection of operators are ex tracted  from the query plan th a t  is inside the job ob­
ject sent to  Hadoop. The Feature Extractor  module, reads the collection of operators and 
sums the occurrence of each operator saving these inform ations into the list o f operators. 
Next, the  Feature Extractor sends the list of operators to  the Clustering module.
The Clustering module loads the  set of clusters C from the disk (explained in Section 
4.1). W hen the Clustering module receives C, it searches if there is a cluster w ith  same
code signature. In case there is an equivalent list of operators, the  Clustering module 
sends the  job  to  the  Tuner m odule, which, in tu rn , reads the setup values from disk 
and apply this setup to  the  given job. Reading the setup values from disk enables the 
m odification of the values during execution (i.e., “on-the-fly” adap ta tion).
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Experim ents have been conducted to  validate our approach. We ran  all experim ents 
on a cluster of 10 machines, where each machine is a x86_64 bits, w ith  2 processors 
In te l® C oreTM2 Duo C PU  E8400 @ 3.00 GHz, 4Gb of memory and a hard  disk of 500 
Gb, 7200 RPM  ATA. Experim ental results were obtained by executing TPC -H  against 
databases generated w ith DBG en Scale Factor of 1 Gb, 10 Gb and 50 Gb. We execute 
the  appropriate TC P-H  benchm ark designed for Hive against three configuration setups, 
such as: the  standard Hadoop setup, the  rules-of-thumb, and the rules-of-thumb applied 
in a per-stage basis. We used Java version 1.6, Hadoop version 1.1.2, Hive version 0.11.0 
and the TPC -H  transla ted  to  HiveQL. In Section 5.1 we discuss abou t how we created 
specific tun ing  for each cluster. In Section 5.2 we dem onstrate  th a t  some clusters are 
straightforw ard dependent of the inpu t d a ta  size. Finally, we present the results and 
evaluation in Section 5.3.
5.1 Tuning the Stage Clusters
The objective of th is first experim entation is to  create the  clusters and  define u  for each 
cluster. During the  creation of the clusters we collect CPU, Memory, Network and  Disk 
inform ation using the  SysStat package to  determ ined the consum ption p a tte rn  of each 
cluster. F igure 5.1 illustrates the  CPU  consum ption p a tte rn  for cluster-18. Note th a t the 
CPU  load average keeps low for stages from queries executed against database w ith  Scale 
Factor of 1. However, as the  Scale Factor increases, more the CPU  load vary. The Figure
4.1 illustra te  the network consum ption for stages from cluster-2. In this case, independent 
of the Scale Factor, the network load average keeps low, b u t the standard  deviation keeps 
high, which means th a t  independent of the inpu t size the network vary all the  tim e during 
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Group-18 of Hive stages.
Avg of CPU system utilizations_____ i Stddev of CPU system utilization. s e s
Figure 5.1: The C PU  consum ption from the stages of TPC -H  queries from cluster-1S. 
The X axis label is of the form Scale_factor-Query-Stage_name.
Based on the  resource consum ption p a tte rn  of each cluster, we defined the appropri­
a ted  u  per-cluster tun ing  using the rules-of-thum b, i.e., tun ing  the CPU  tuning knobs 
for the clusters th a t  use more C PU  th an  any o ther resource. The support inform ation 
collected during the TPC -H  execution have been analyzed in order to  determ ined the use 
of com putational resources per each cluster.
To conduct the analysis we divided the range of the resulting values from the support 
inform ation in tertiles in order to  label resource consum ption p a tte rn  of the  stages w ithin 
the  same cluster. In order to  generate an optim ized configuration for each cluster, we 
had  to  label the clusters accordingly to  the  resource cosum ption p attern . As an example, 
in case the CPU  consum ption from all the stages w ithin the same cluster goes from 0% 
to  16% of usage, the tertiles give us three different ranges, i.e., {0 — 5}, {6 — 10} and 
{11 — 16}. The clusters where ~  90% of the  stages use {0 — 5}% of C PU  have been 
labeled as using little  CPU. The clusters where ~  90% of the stages use {6 — 10}% of
CPU  have been labeled as m oderate use of C PU  and  the clusters where ~  90% of the 
stages use {11 — 16}% of the  C PU  have been labeled as m aking intensive use of CPU. 
The analysis is analogous for network, disk and memory. Table 5.1 shows the values used 
to  classify the  resource consum ption patterns for each cluster. Table 5.2 shows the result 
of the  classification.
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Use C PU  (%) Memory (Gb) Disk (Mb) Network (Mb)
low 0-5 0-1 0-5 0-5
mid 5-10 1-1.5 5-10 5-10
high >10 >15 >10 >10
Table 5.1: Range of values used to  label the  support inform ation collection collected from 
the execution of the TPC -H  queries executed agaist databases generated w ith DBGen, 
using Scale Factor of 1, 10 and  50 Gb.
We present in Table 3.1 the tun ing  knobs optim ized in our experim ents. The low, mid, 
and high labels were defined in Table 5.1. The compression knobs have been disabled 
during experim entation  once forcing some stages to  use compression and others to  not 
use compression m ade some stages to  fail.
5.2 Input-dependent tuning
The objective of th is second experim ent is to  identify if the  resource consum ption p atterns 
of some clusters change when the input d a ta  size grows. We found th a t  the inpu t d a ta  
im pacts the behavior of some clusters. As we observe in Figure 5.1, the more the  input 
d a ta  grows (i.e., from 1Gb to  50Gb) the more C PU  usage increases. In the  o ther hand, 
in Figure 4.1 we observe th a t some com putational resources do not change whenever the 
inpu t size grows. This dependence of some clusters from the inpu t d a ta  size reinforces 
the  usage of self-tuning systems, once a Hadoop adm in istra to r or developer is not able to  
re-tune the same query every tim e the  inpu t size grows.
We did not take into  account the inpu t d a ta  size in our experim ents in or order 
to  change the configuration during execution, applying the  same tun ing  for all stages 
clustered in the same cluster independent of their inpu t d a ta  size. We applied the same 
tun ing  for all stages in the same cluster, once we want to  verify the  effectiveness of
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Cluster CPU Memory Disk Network
1 low mid low low
2 low mid low low
3 low mid low low
4 mid low high high
5 low mid low low
6 low mid low low
7 low mid low low
8 low mid low low
9 high low high high
10 mid mid high high
11 low low low low
12 high mid high high
13 high mid high high
14 low low low low
15 high mid high high
16 high low high high
17 high low high high
18 high mid high high
19 high low high high
20 low mid low high
21 low mid low low
22 low mid m id mid
23 low low low low
24 low mid low mid
25 low low low low
26 low low low low
27 low low low low
28 low low low low
29 low low low low
Table 5.2: The classification of the resource consum ption p atterns for all clusters from 
the TPC -H  queries executed against databases w ith Scale Factor of 1, 10 and 50.
applying the rules-of-thum b using the intra-query tuning. Indeed, Yanpei et al. [35], after 
analyzing two years of logs from Cloudera and Facebook, discovered th a t  90% of the  jobs 
accessed files w ith  few gigabytes. Yanpei [35] also propose the creation of a cache police 
for those files.
5.3 Results and Evaluation
In this section the  objective is to  prove our hypothesis th a t  we can avoid collecting support 
inform ation by clustering stages w ith the  same code signature and tun ing  them  w ith  the 
same setup. We present the  TPC -H  queries response tim e in Figures 5.2, 5.3, 5.4 and 5.5.
Table 3.1 shows the set of Hadoop tun ing  knobs used in our experim ents. We executed 
five tim es the T PC -H  queries against the  Scale Factors of 1, 10, 50 and 100 Gb. The tim e 
represents the to ta l execution tim e of a query, i.e., from its subm ission up to  the  re tu rn  
of the result. The execution tim e was registered w ith time  package from Unix systems. 
The m axim um  and m inim um  values were removed from the five resulting tim es, then, we 
calculate the  average of the  three resulting tim es from each query.
F igure 5.2 shows the execution tim e for the  TPC -H  queries executed against databases 
generated w ith  Scale Factor of 1 Gb. Note th a t there is alm ost no difference among the 
execution tim es for the queries using the rules-of-thumb and  rules-of-thumb in a per-stage 
basis. Queries 6, 8, 10, 15, 18-21, had  equal execution tim e. M ost of the  o ther queries 
differ in less th an  3 seconds. This means th a t  our approach had no difference from the 
rules-of-thumbs in the  Scale Factor of 1. However, the queries 5, 7 and  9 executed w ith 














Default setup values Rules-of-thumb + AutoConf
Rules-of-thumb esses
Figure 5.2: The average execution tim e of TPC -H  queries against databases generated 
w ith DBGen for Scale Factor of 1.
Figure 5.3 shows the execution tim e for the TPC -H  queries executed against databases 
generated w ith  Scale Factor of 10 Gb. Note th a t all queries executed w ith the rules-of- 
thumb and rules-of-thumb in a per-stage basis had  less th an  10 seconds of difference in 
the  execution tim e, which, in practice, means th a t our approach has no enhancem ent in 
queries against databases w ith  less then  10 Gb. However, as we observe in Figure 5.3, the 
queries 2-5, 7-10, 12-14 and 16-22 executed w ith standard Hadoop setup were slower th an  
the  o ther two approaches, m ainly the queries 5, 7, 9 and 21.
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TPC-H Queries.
Default setup values k x w v  Rules-of-thumb + AutoConf
Rules-of-thumb essss
Figure 5.3: The average execution tim e of TPC -H  queries against databases generated 
w ith DBGen for Scale Factor of 10.
Figure 5.4 shows the execution tim e for the  TPC -H  queries executed against databases 
generated w ith Scale Factor of 50 Gb. The queries executed w ith  the  rules-of-thumbs in a 
per-stage basis were decreased in 12 out of the 22 queries com pared to  the  queries executed 
w ith the  rules-of-thumb, including queries 2-5, 7-12, 16-18, and 22. In Figures 5.2, 5.3 
and 5.4 we observe th a t  as more the inpu t d a ta  grows as more the queries executed w ith 








Default setup values 
Rules-of-thumb
x a£23 Rules-of-thumb + AutoConf
Figure 5.4: The average execution tim e of TPC -H  queries against databases generated 
w ith  DBGen for Scale Factor of 50.
Figure 5.5 shows the execution tim e for the TPC -H  queries executed against databases 
generated w ith  Scale Factor of 100 Gb. In this case, our approach improve 14 out of the 
22 TPC -H  queries, including queries 1-4, 6, 9-10, 12, 14, 16, and 18-22. Note th a t our 
approach enhanced query 19 in 136 seconds, query 20 in 120 seconds and query 21 389 
seconds. Thus, we observed th a t  as more the inpu t d a ta  increases as more our approach 
enhances the overall query execution time.
5.4 Lessons learned
Throughout the experim entation we have learned two im portan t lessons. F irst, small 
databases do not require much tun ing  effort for the  H adoop/H ive environm ent. Perfor­
mance im provem ent showed small, therefore, using the  rules-of-thumb is enough.
Second, results proved th a t we can tune HiveQL queries based on their code signature. 







Default setup values k: 
Rules-of-thumb ^
X3SUS Rules-of-thumb + AutoConf
Figure 5.5: The average execution tim e of TPC -H  queries against databases generated 
w ith DBGen for Scale Factor of 100.
behavior in term s of resource consum ption. This observation proves our hypothesis.
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CHAPTER 6 
CONCLUSION AND FUTURE WORK
The M apReduce program ing model, and its open-source im plem entation, the  Apache 
Hadoop, become in the last decade a de facto  s tandard  framework for processing large 
am ounts of d a ta  in large clusters. Hive, P ig and several o ther d a ta  warehouse systems 
have been developed on top  of Hadoop, taking advantage of the  ability of Hadoop to  
run  along thousands of com m odity machines, and  becoming an alternative to  parallel 
database systems.
The interest in open-source mechanisms to  process large am ounts of d a ta  has pushed 
enterprises and researchers to  spend efforts to  optim ize Hadoop and  Hive systems. Our 
contribution  is intended to  be another brick in this optim ization effort. O ur contribution  
is based on the  hypothesis th a t  we can avoid collecting support inform ation, m ade by the 
related  work, by clustering query stages w ith  the  same code signature and  tun ing  them  
w ith the appropriated  configuration.
The support inform ation collected by the  related  work rem ains as the guidance to  
search for the appropriated  tuning. However, one problem  of tun ing  system s based on 
support inform ation is th a t  they  may add  a costly overhead for tun ing  queries th a t are 
processed only once, such as Ad-hoc queries, once they  have to  be executed or sim ulated in 
order to  collect such inform ation. O ur self-tuning system , called AutoConf, is a solution 
for tun ing  Ad-Hoc queries w ithout add  overhead, once it uses the inform ation provided 
by the queries in advance, clustering them  and applying the  appropriated  tun ing  before 
their execution.
In this d issertation  we dem onstrated  th a t there are correlations am ong the stages in­
side different Hive queries by m atching the ir code signature (i.e., collection of operators). 
By using the code signatures our approach enables the queries to  share and reuse acquit­
tance tuning. We identified 29 clusters (Table 4.1), which are used to  optim ize queries
in advance. Also, thought experim entation we noticed th a t  the resource consum ption 
patterns of some clusters change when the inpu t d a ta  size grows. In this d issertation  we 
did not take into  account the variance on the inpu t d a ta  size and applied the same tun ing  
for all stages clustered in the  same cluster.
Experim ental investigation showed th a t the  more the inpu t d a ta  increases the more our 
approach decrease the overall query execution tim e. In addition, we observed (Figures
5.2, 5.3 and 5.4 and 5.5) th a t  tun ing  query stages in small databases, even using our 
approach, is not effective. In our experim ent we set a threshold for database sizes w ith 
less th an  50 Gb. Future work is required in the following:
•  Calculate, during workload execution, the  threshold  a t which tun ing  is not effective.
•  Provide appropriate  setup based on the stages behaviors, using the inform ation from 
past jobs to  improve clustering.
•  Provide new clustering techniques tak ing  into account the variance on the  input 
d a ta  size.
•  Provide appropriate  setup based on the inpu t d a ta  (e.g., size, d istribution) is another 
a lternative to  compose the clustering algorithm .
•  Identify false-positives based on com putational resource consum ption of stages an d /o r 
cluster. The challenge is to  identify false-positives before the  execution of the stage.
•  E xtend  our approach to  a general model in order to  classify not only HiveQL queries, 
bu t any incoming M apReduce job.
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