We investigate the continuous optimal transport problem in the so-called Kantorovich form, i.e. given two Radon measures on two compact sets, we seek an optimal transport plan which is another Radon measure on the product of the sets that has these two measures as marginals and minimizes a certain cost function. We consider regularization of the problem with so-called Young's functions, which forces the optimal transport plan to be a function in the corresponding Orlicz space rather than a Radon measure. We derive the predual problem and show strong duality and existence of primal solutions to the regularized problem. Existence of (pre-)dual solutions will be shown for the special case of L p regularization for p ≥ 2. Then we derive four algorithms to solve the dual problem of the quadratically regularized problem: A cyclic projection method, a dual gradient decent, a simple fixed point method, and Nesterov's accelerated gradient, all of which have a very low cost per iteration.
Introduction
We consider the optimal transport problem in the following form: For compact sets Ω 1 , Ω 2 ⊂ R n , measures µ 1 , µ 2 on Ω 1 , Ω 2 , respectively, with the same total mass and a real-valued cost function c : Ω 1 × Ω 2 → R we want to solve
where the infimum is taken over all measures on Ω 1 × Ω 2 which have µ 1 and µ 2 as their first and second marginals, respectively (see [16, 23] ). Since optimal plans π tend to be singular measures (even for marginals with smooth densities [24, 20] ), regularization of the problem have become more important, most prominently entropic regularization [7, 10, 3, 11, 9] which ensures that optimal plans have densities. It has been shown in [9] that the analysis of entropically regularized optimal transport problems naturally takes place in the function space L log L (also called Zygmund space [4] ) and that optimal plans for entropic regularization are always in L log L(Ω 1 × Ω 2 ) and exist if and only if the marginals are in the spaces L log L(Ω i ). These spaces are an example of so-called Orlicz spaces [17] and hence, we consider regularization in these spaces in this paper. Another motivation to study a more general regularization comes from the fact that regularization with the L 2 -norm have been shown to be beneficial in some applications, see [18, 5, 12, 15] .
To simplify notation, denote Ω := Ω 1 × Ω 2 . The regularized problems we consider are
where γ > 0 and the infimum is taken over all positive measure, which have densities with respect to the Lebesgue measure and the constraints (P i ) # π = µ i state that π should have the marginals µ i . The two main cases we will consider in this paper are Φ(t) = t log t (entropic regualarization) and Φ(t) = t 2 /2 (quadratic regularization), however, many results in this paper hold for more general functions Φ.
The rest of the paper is organized as follows. First, we introduce the so-called Young's functions and Orlicz spaces in Section 2. Moreover, a slight generalization of Young's functions is defined. In Section 3 we give a strong duality result for (P), which allows us to prove existence of primal solutions. Existence of solutions for the (pre-)dual problem will be discussed for the special case Φ(t) = (t+) p /p for p ≥ 2. Due to limited space, we omit some proofs in this section and the proofs will be published in an extended version. Finally, we consider numerical methods for the quadratic regularization in Section 4. Here, we will work with the duality result presented in Section 3 and concentrate on algorithms with very low cost per iteration.
Young's Functions & Orlicz Spaces
We briefly introduce some notions about Young's functions and Orlicz spaces. For a more detailed introduction, see [4, 17] . 1. Let φ : [0, ∞) → [0, ∞] be increasing and lower semicontinuous, with φ(0) = 0. Suppose that φ is neither identically zero nor identically infinite on (0, ∞). Then the function Φ, defined by
is said to be a Young's function.
2. A Young's function Φ is said to have the ∆ 2 -property near infinity if Φ(t) < ∞ for all t and
By definition, Young's functions are convex and for a Young's function Φ it holds that the complementary Young's function Ψ(x) := x 0 (Φ ) −1 (s) ds is also a Young's function. Indeed, the complementary Young's function is related to the convex conjugate Φ * .
The negative entropy regularization uses the regularization functional Ω π log π and the function t → t log t is not a Young's function. Hence, we introduce a slight generalization.
Definition 2.2 (Quasi-Young's functions). Let Φ be a Young's function and t 0 ≥ 0. LetΦ be a convex, lower semicontinuous function bounded from below witȟ
andΦ(t) ≤ 0 for all t < t 0 . ThenΦ is said to be a quasi-Young's function induced by Φ.
Example 2.3. The functionΦ(t) = t log + t is a quasi-Young's function induced by the Young's function Φ(t) = t log t, with t 0 = 1. It holds Φ(t) = max{0,Φ(t)}. 
Then the space Example 2.5 (L log L and L exp ). Let Φ(t) = t log t andΦ(t) = t log + t. The space of measurable functions f with ΩΦ • |f | dλ < ∞ is called L log L. Because L Φ = LΦ, the space of measurable functions g with Ω Φ • |g| dλ < ∞ is equal to L log L as well. The complementary Young's functioñ Ψ ofΦ is given byΨ
Hence, the dual space of L log L is given by the space of measurable functions h that satisfy
Similar to [9, Lemma 2.11] one can show that the marginals of a transport plan π ∈ L Φ are also in
Conversely, for the direct product of two marginals to lie in L Φ (Ω), some assumptions have to be made. Proposition 2.7. Let Ω 1 , Ω 2 ⊂ R n be bounded and Φ be a quasi-Young's function satisfying either
Example 2.8.
2) both hold trivially.
2. For Φ(t) = t log t, Eq. (2.2) holds, since log(xy) = log(x) + log(y).
Existence of Solutions
In this section, strong duality will be shown for the regularized mass transport (P) using Fenchel duality in the spaces M(Ω) and C(Ω). Here, the general framework as outlined in e.g. [1, Chap. 9] or [14, Sec. III.4], is used. The result will then be used to study the question of existence of solutions for both the primal and the dual problem. Theorem 3.1 (Strong duality). Let Φ be a quasi-Young's function and let
where
, and strong duality holds. Furthermore, if the supremum is finite, (P) posseses a minimizer.
Proof. This proof follows the outline of the proof in [9, Theorem 3.1]. First note that M(Ω) is the dual space of C(Ω) for compact Ω. Furthermore Slater's condition is fulfilled with α 1 , α 2 = 0 so that strong duality holds and (assuming a finiteness of the supremum) the primal (P) possesses a minimizer. Additionally, the integrand of the last integral in (P*) is normal, so that it can be conjugated pointwise [19, Theorem 2] .
Carrying out the conjugation one obtains
which is (P).
Example 3.2.
1. Using Φ(t) = t log t, one obtaines the result for L log L as stated in [9, Theorem 3.1] 2. Using Φ(t) = t 2 /2, one obtains the result for L 2 as stated in [15] .
Remark 3.3. Theorem 3.1 does not claim that the supremum is attained, i.e. the predual problem (P*) admits a solution. Moreover, the solutions of (P*) cannot be unique since one can add and subtract constants to α 1 and α 2 , respectively, without changing the functional value.
Existence Result for the Primal Problem
The duality result can now be used to address the question of existence of a solution to (P). Theorem 3.4. Problem (P) admits a minimizerπ if and only if µ i ∈ L Φ (Ω i ) for i = 1, 2 and
In this case,π ∈ L Φ (Ω). Moreover, the minimizer is unique, if Φ is strictly convex.
Proof. The proof given in [9, Theorem 3.3] for Φ(t) = t log t holds for arbitrary Φ. That is, the necessity of the condition µ i ∈ L Φ (Ω i ), i = 1, 2 only relies on Lemma 2.6. For sufficiency, it is noted that for
, which is ensured by Eq. (3.1) . Thus, the infimum in (P) is finite and weak duality shows that the supremum in (P*) is finite as well. Existence of a solution for (P) now follows from Theorem 3.1.
If strict convexity holds for Φ, it directly implies uniqueness. 
Existence Result for the Predual Problem
The question of existence of solutions to the predual problem (P*) proves to be more difficult for general Young's functions. There are results that shows existence for the predual problem in the entropic case [9] and in the quadratic case [15] 
e. for i = 1, 2 and finally assume that Ω1 µ 1 = Ω2 µ 2 = 1.
It can not be expected for (P*) to have continuous solutions α 1 , α 2 . However, observe that the objective function of (P*) is also well defined for functions
. This gives rise to the following variant of the dual problem, for which existence of minimizers can be shown:
The strategy is now as follows.
2. Then, prove thatᾱ 1 andᾱ 2 possess higher regularity, namely that they are functions in
The objective function is extended to allow to deal with weakly- * converging sequences. To that end, define
where µ := γ q−1 (µ 1 ⊗ µ 2 ). Then, thanks to the normalization of µ 1 and µ 2 ,
Of course, G is also well defined as a functional on the feasible set of (P † ) and this functional will be denoted by the same symbol to ease notation. In order to extend G to the space of Radon measures, consider for a given measure w ∈ M(Ω), the Hahn-Jordan decomposition w = w + + w − and assume w + ∈ L q (Ω). Then, set
With slight abuse of notation, this mapping will be denoted by G, too. Remark 3.7. If w λ, then w + ∈ L 1 (Ω) and w + (x) = max {0, w(x)} λ-a.e. in Ω. Hence, both functionals denoted by G conincide on L q (Ω), which justifies this notation.
The following auxiliary results are generalizations of the corresponding results in [15] and can be proven with little effort. Lemma 3.8. Let Assumption 3.6 hold and suppose that a sequence (w n ) ⊂ L q (Ω) fulfills G(w n ) ≤ C < ∞ ∀n ∈ N for some C > 0. Then, the sequences (w n ) + and (w n ) − are bounded in L q (Ω) and L 1 (Ω), respectively.
Proof. The assertion w.r.t. (w n ) + can be proven by the same argument used in [15, Lemma 2.6]. The second one can be seen by making use of µ ≥ δ with δ from Assumption 3.6, which yields the estimate
Since (w n ) + q is already known to be bounded, the second assertion holds.
Lemma 3.9. Let Assumption 3.6 hold and a sequence (w n ) ⊂ L q (Ω) be given such that w n * − w in M(Ω) and G(w n ) ≤ C < ∞ for all n ∈ N. Then it holds thatw + ∈ L q (Ω) and
Proof. The next results states that α i , i = 1, 2 are indeed functions in L q (Ω i ). Theorem 3.11. Let Assumption 3.6 hold and let p ≥ 2. Then every optimal solution (ᾱ 1 ,ᾱ 2 ) from Proposition 3.10 satisfiesᾱ i ∈ L q (Ω i ), i = 1, 2.
Numerical Methods for Quadratic Regularization
In this section we turn to numerical methods and focus only on the case of quadratic regularization.
For the special case of the negative entropy, i.e.Φ(t) = t log t, there is the celebrated Sinkhorn method [10, 21, 22] which can be interpreted as an alternating projection method [3] . For the case of quadratic regularization, i.e. Φ(t) = t 2 /2 [15] proposed a Gauß-Seidel method (which is similar to the Sinkhorn method) and a semismooth Newton method (which is similar to the Sinkhorn-Newton method from [6] for entropic regularization). Both methods converge reasonably well, but the iterations become expensive for large scale problems. In [5] used the standard solver L-BFGS method to solve the dual problems which also works good for medium scale problems, but is not straightforward to parallelize. Here we focus on methods that come with very low cost per iteration and which allow for simple parallelization.
We switch to the discrete case and slightly change notation. The marginals are two non-negative vectors µ ∈ R N and ν ∈ R M with i µ i = j ν j and the cost is c ∈ R N ×M . We denote by 1 the vector of all ones (of appropriate size). A feasible transport plan is now a matrix π ∈ R N ×M with π1 = µ (matching row-sums) and π T 1 = ν (matching colum sums). The quadratically regularized optimal transport problem is then, for some γ > 0
The starting point for our algorithms for the quadratically regularized problem is the optimality system: π is optimal if and only if there are two vectors α ∈ R N and β ∈ R M such that
where we used the notation ⊕ to denote the outer sum, i.e. α ⊕ β ∈ R N ×M with (α ⊕ β) ij = α i + β j . Remark 4.1. Note the similarity to entropic regularization: There one can show that a plan π is optimal if it is of the form π = exp( α⊕β−c γ ) and has correct row and column sums.
An alternative formulation of the optimality system is:
This leads us to a very simple algorithm: Initialize α and β and cyclically solve the first equation above for ρ, the second for α, and the third for β. This algorithm is described as Algorithm 1. Note that we can interpret Algorithm 1 as a cyclic projection method: The quadratically regularized optimal transport problem (4.1) is equivalent to minimizing − c γ − π 2 2 over the constraints π ≥ 0, π1 = µ, and π T 1 = ν, i.e. the solution is the projection of −c/γ onto the set defined by these three constraints. Algorithm 1 does implicitly project π cyclically onto these three constraints (without actually forming π during the iteration). While iterative cyclic projections are guaranteed to find a feasible point, it is not guaranteed that the iteration converges to the projection in general [2] . However, in this case the fixed points α * , β * of the algorithm are indeed solutions of (4.1), since the resulting π = (α * ⊕ β * − c) + /γ has the correct form and marginals.
Algorithm 1 Cyclic projection for quadratically regularized optimal transport
Initialize:
Another natural choice for an algorithm is the gradient method on the dual problem of (4.1), namely on min
The gradients with respect to α and β are
respectively. With the help of the plans π = (α ⊕ β − c) + /γ one can express the gradients as ∇ α F = γ(π1 − µ) and ∇ β F = γ(π T 1 − ν), respectively. A natural stepsize that leads to good performance is τ = 1/(M + N ). This amounts to Algorithm 2.
Algorithm 2 Dual gradient descent for quadratically regularized optimal transport
Algorithm 3 below is another algorithm which works with extremely low cost per iteration. It can be derived as follows: The gradients are differentiable almost everywhere and the Hessian of F is
The (semismooth) Newton method from [15] performs updates of the form α
To reduce the computation, we can omit the inversion of G, by replacing it with the simpler matrix
. where I denotes the identity matrix and 1 denotes the matrix of all ones (of appropriate sizes). Proof. The vectors α, β are fixed points if and only if f and g are zero. But this means that π1 = µ and π T 1 = ν which is, by definition of π in the algorithm, the optimality condition. This shows that fixed points are optimal.
Note that Algorithm 3 is very similar to the dual gradient descent in Algorithm 2 (it mainly differs in the stepsizes and the subtraction of the mean values).
Algorithm 3 Simple fixed point iteration for quadratically regularized optimal transport
n ← n + 1 until some stopping criterion
As a final algorithm we tested Nesterov's accelerated gradient descent of the dual as stated in Algorithm 4. We used the same stepsize as for Algorithm 2.
Algorithm 4 Dual Nesterov gradient descent for quadratically regularized optimal transport
Although the pseudo-code for all algorithms explicitly forms the outer sums α ⊕ β at some points, this is not needed in implementations. In all cases we only need row-and colum-sums of these larger quantities of size N × M and these can be computed in parallel. Figure 1 shows results for simple one-dimensionals marginals and quadratic cost function c(x, y) = |x − y| 2 and in Figure 2 we used the absolute value c(x, y) = |x − y|. In all examples the cyclic projection (Algorithm 1) and the fixed-point iteration (Algorithm 3) perform good (Algorithm 3 always slightly ahead) while dual gradient descent (Algorithm 2) is always significantly slower. Nesterov's gradient descent (Algorithm 4) oscillates heavily, takes longer to reduce the error in the beginning but keeps reducing the error faster than the other methods. 
