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Abstract
In this paper, we provide non-asymptotic upper bounds on the error of sampling from a
target density using three schemes of discretized Langevin diffusions. The first scheme is
the Langevin Monte Carlo (LMC) algorithm, the Euler discretization of the Langevin dif-
fusion. The second and the third schemes are, respectively, the kinetic Langevin Monte
Carlo (KLMC) for differentiable potentials and the kinetic Langevin Monte Carlo for twice-
differentiable potentials (KLMC2). The main focus is on the target densities that are smooth
and log-concave on Rp, but not necessarily strongly log-concave. Bounds on the computa-
tional complexity are obtained under two types of smoothness assumption: the potential has
a Lipschitz-continuous gradient and the potential has a Lipschitz-continuous Hessian matrix.
The error of sampling is measured by Wasserstein-q distances. We advocate for the use of
a new dimension-adapted scaling in the definition of the computational complexity, when
Wasserstein-q distances are considered. The obtained results show that the number of itera-
tions to achieve a scaled-error smaller than a prescribed value depends only polynomially in
the dimension.
Keywords: Approximate sampling, log-concave distributions, Langevin Monte Carlo
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1. Introduction
The two most popular techniques for defining estimators or predictors in statistics and ma-
chine learning are the M estimation, also known as empirical risk minimization, and the
Bayesian method (leading to posterior mean, posterior median, etc.). In practice, it is nec-
essary to devise a numerical method for computing an approximation of these estimators.
Optimization algorithms are used for approximating an M -estimator, while Monte Carlo al-
gorithms are employed for approximating Bayesian estimators. In statistical learning theory,
over past decades, a concentrated effort was made for getting non asymptotic guarantees on
the error of an optimization algorithm. For smooth optimization, sharp results were obtained
in the case of strongly convex and convex cases (Bubeck, 2015), the case of non-convex smooth
optimization being much more delicate (Jain and Kar, 2017). As for Monte Carlo algorithms,
past three years or so witnessed considerable progress on theory of sampling from strongly
log-concave densities. Some results for non strongly convex densities were obtained as well.
However, to the best of our knowledge, there is no paper providing a systematic account on
the error bounds for sampling from non strongly concave densities. The main goal of this
paper is to fill this gap.
A good starting point for accomplishing the aforementioned task is perhaps a result from
(Durmus et al., 2019) for the sampling error measured by the Kullback-Leibler divergence.
The result is established for the Langevin Monte Carlo (LMC) algorithm, which is the “sam-
pling analogue” of the gradient descent. Let pi : Rp → [0,+∞) be a probability density
function (with respect to Lebesgue’s measure) given by
pi(θ) =
e−f(θ)∫
Rp e
−f(v)dv
.
for a potential function f . The goal of sampling is to generate a random vector in Rp having a
distribution close to the target distribution defined by pi. In the sequel, we will make repeated
use of the moments µk(pi) = Eϑ∼pi[‖ϑ‖k2], where ‖v‖q = (
∑
j |vj |q)1/q is the usual `q-norm for
any q ≥ 1. When there is no risk of confusion, we will write µk instead of µk(pi).
To define the LMC algorithm, we need a sequence of positive parameters h = {hk}k∈N,
referred to as the step-sizes and an initial point ϑ0,h ∈ Rp that may be deterministic or
random. The successive iterations of the LMC algorithm are given by the update rule
ϑk+1,h = ϑk,h − hk+1∇f(ϑk,h) +
√
2hk+1 ξk+1; k = 0, 1, 2, . . . (1)
where ξ1, . . . , ξk, . . . is a sequence of independent, and independent of ϑ0,h, centered Gaussian
vectors with identity covariance matrices. Let νK denote the distribution of the K-th iterate of
the LMC algorithm, assuming that all the step-sizes are equal (hk = h for every k ∈ N) and the
initial point is ϑ0,h = 0p. We will also define the distribution ν¯K = (1/K)
∑K
k=1 νk, obtained
by choosing uniformly at random one of the elements of the sequence {ϑ1,h, . . . ,ϑK,h}. It is
proved in (Durmus et al., 2019, Cor. 7) that if the gradient ∇f is Lipschitz continuous with
the Lipschitz constant M , then for every K ∈ N, the Kullback-Leibler divergence between ν¯K
and pi satisfies
DKL(ν¯K‖pi) ≤ µ2(pi)
2Kh
+Mph, DKL(ν¯
opt
K ‖pi) ≤
√
2Mpµ2(pi)
K
.
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Figure 1: Illustration of Langevin dynamics. The blue lines represent different paths of a
Langevin process. We see that the histogram of the state at time t = 30 is close to
the target density (the dark blue line).
Note that the second inequality above is obtained from the first one by using the step-size
hopt = (2KMp/µ2(pi))
−1/2 obtained by minimizing the right hand side of the first inequality.
Therefore, if we assume that the second order moment µ2 of pi satisfies the condition Mµ2 ≤
κpβ, for some dimension-free positive constants β and κ, we get
DKL(ν¯
opt
K ‖pi) ≤
√
2κp1+β
K
.
A natural measure of complexity of the LMC with averaging is, for every ε > 0, the number
of gradient evaluations that is sufficient for getting a sampling error bounded from above
by ε. From the last display, taking into account the Pinsker inequality, dTV(ν¯K , pi) ≤√
DKL(ν¯K , pi)/2 and the fact that each iterate of the LMC requires one evaluation of the gradi-
ent of f , we obtain the following result. The number of gradient evaluations KLMCa,TV(p, ε)
sufficient for the total-variation-error of the LMC with averaging (hereafter, LMCa) to be
smaller than ε is
KLMCa,TV(p, ε) =
κp1+β
2ε4
.
The main goal of the present work is to provide this type of bounds on the complexity of
various versions of the Langevin algorithm under different measures of the quality of sam-
pling. The most important feature that we wish to uncover is the explicit dependence of the
complexity K(ε) on the dimension p, the inverse-target-precision 1/ε and the parameter κ.
We will focus only on those measures of quality of sampling that can be directly used for
evaluating the quality of approximating expectations.
2. Further precisions on the analyzed methods
Since our main motivation for considering the sampling problem comes from applications
in statistics and machine learning, we will focus on the Monge-Kantorovich-Wasserstein dis-
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tances Wq defined by
Wq(ν, ν
′) = inf
{
E[‖ϑ− ϑ′‖q2]1/q : ϑ ∼ ν and ϑ′ ∼ ν ′
}
, q ≥ 1.
The infimum above is over all the couplings between ν and ν ′. In view of the Ho¨lder inequality,
the mapping q 7→Wq(ν, ν ′) is increasing for every pair (ν, ν ′).
Our main contributions are upper bounds on quantities of the form Wq(νK , pi)where pi is
a log-concave target distribution and νK is the distribution of the Kth iterate of various dis-
cretization schemes of Langevin diffusions. More precisely, we consider two types of Langevin
processes: the kinetic Langevin diffusion and the vanilla Langevin diffusion. The latter is the
highly overdamped version of the former, see (Nelson, 1967). The Langevin diffusion, having
pi as invariant distribution, is defined as a solution1 to the stochastic differential equation
dLLDt = −∇f(LLDt ) dt+
√
2 dW t, t ≥ 0, (2)
where W is a p-dimensional standard Brownian motion independent of the initial value L0.
An illustration of this process is given in Figure 1. The LMC algorithm presented in (1) is
merely the Euler-Maruyama discretization of the process L. The kinetic Langevin diffusion
{LKLDt : t ≥ 0}, also known as the second-order Langevin process, is defined by
d
[
V t
LKLDt
]
=
[−(γV t +∇f(LKLDt ))
V t
]
dt+
√
2γ
[
Ip
0p×p
]
dW t, t ≥ 0, (3)
where γ > 0 is the friction coefficient. The process V t is often called the velocity process
since the second row in (3) implies that V t is the time derivative of L
KLD
t . The continuous-
time Markov process (LKLDt ,V t) is positive recurrent and has a unique invariant distribution,
which has the following density with respect to the Lebesgue measure on R2p:
p∗(θ,v) ∝ exp
{
− f(θ)− 1
2
‖v‖22
}
, θ ∈ Rp, v ∈ Rp.
If (L,V ) is a pair of random vectors drawn from the joint density p∗, then L and V are
independent, L is distributed according to the target pi, whereas V is a standard Gaussian
vector. Therefore, in equilibrium, the random variable LKLDt has the target distribution pi.
Time-discretized versions of Langevin diffusion processes (2) and (3) are used for (approx-
imately) sampling from pi. In order to guarantee that the discretization error is not too large,
as well as that the process {Lt} converges fast enough to its invariant distribution, we need
to impose some assumptions on f . In the present work, we will assume that either Conditions
1, 2 or Conditions 1, 2, 3 presented below are satisfied.
Condition 1 The function f is continuously differentiable on Rp and its gradient ∇f is
M -Lipschitz for some M > 0: ‖∇f(θ)−∇f(θ′)‖2 ≤M‖θ − θ′‖2 for all θ,θ′ ∈ Rp.
From now on, we will always assume that the Langevin (vanilla or kinetic) diffusion under
consideration has the initial point L0 = 0. Some of the conditions presented below implicitly
1. Under the conditions imposed on the function f throughout this paper, namely the convexity and the
Lipschitzness of the gradient, all the considered stochastic differential equations have unique strong solu-
tions. Furthermore, all conditions (see, for instance, (Pavliotis, 2014)) ensuring that pi and p∗ are invariant
densities of, respectively, processes (2) and (3) are fulfilled.
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require that this initialization is not too far away from the “center” of the target distribution
pi. In many statistical problems where pi is the Bayesian posterior, one can come close to
these assumptions by shifting the distribution using a simple initial estimator.
Condition 2 The function f is convex on Rp. Furthermore, for some positive constants D
and β, we have µ2(pi) = Eϑ∼pi[‖ϑ‖22] ≤ Dpβ.
Under Condition 2, the centered second moment of pi scales polynomially with the dimen-
sion with power β > 0, while the flatness of the distribution is controlled by the parameter
D > 0. Remarkably, Condition 2 implies that all the moments {µq(pi)}q≥1 scale polynomially
with p, provided that ‖Eϑ∼pi[ϑ]‖2 also does. This fact is a consequence of Borell’s lemma (Gi-
annopoulos et al., 2014, Theorem 2.4.6), which states that for any q ≥ 1, there is a numerical
constant Bq that depends only on q such that µq(pi)
1/q ≤ Bqµ2(pi)1/2. An attempt to provide
optimized constants in this inequality is stated in Lemma 5.
In the sequel, we show that the smoothness and the flatness of pi have a combined impact
on the sampling error considered. It turns out that the important parameter with respect to
the hardness of the sampling problem is the product
κ := MD.
For m-strongly convex functions f , Condition 2 is satisfied with D = 1/m and β = 1,
according to Brascamp-Lieb inequality (Brascamp and Lieb, 1976). In this case the parameter
κ = M/m is known as the condition number. We will show that Condition 2 is also satisfied
for functions f that are convex everywhere and strongly convex inside a ball, as well as for
functions f that are convex everywhere and strongly convex only outside a ball.
In the next assumption, we use notation ‖M‖ for the spectral norm (the largest singular
value) of a matrix M.
Condition 3 The function f is twice differentiable in Rp with a M2-Lipschitz Hessian ∇2f
for some M2 > 0: ‖∇2f(θ)−∇2f(θ′)‖ ≤M2‖θ − θ′‖2 for all θ,θ′ ∈ Rp.
Condition 3 ensures further smoothness of the potential f . When it holds, the Lipschitz
continuity of the Hessian and the flatness of pi also have a combined impact on the sampling
error. A second important parameter with respect to the hardness of the sampling problem
in such a case is the product
κ2 := M
2/3
2 D.
The case of an m-strongly convex function f has been studied in several recent papers.
As a matter of fact, global strong convexity implies exponentially fast mixing of processes (2)
and (3), with dimension-free rates e−mt and e−mt/(M+m)1/2 , respectively. When only simple
convexity is assumed, such results do not hold in general. Therefore, the strategy we adopt
here consists in sampling from a distribution that is provably close to the target, but has the
advantage of being strongly log-concave.
More precisely, for some small positive α, the surrogate potential is defined by fα(θ) :=
f(θ) + α‖θ‖22/2. Therefore, the corresponding surrogate distribution has the density
piα(θ) :=
e−fα(θ)∫
Rp e
−fα(v)dv
.
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We stress the fact that the quadratic penalty α‖θ‖22/2 added to the potential f is centered at
the origin. This is closely related to the fact that the diffusion is assumed to have the origin
as initial point, and also to the fact that the origin is assumed here to be a good guess of
the “center” of pi. The parameter α, together with the step-size h, is considered as a tuning
parameter of the algorithms to be calibrated. Large values of α will result in fast convergence
to piα but a poor approximation of pi by piα. On the other hand, smaller values of α will
lead to a small approximation error but also slow convergence. The next result quantifies the
approximation of pi by piα, for different distances.
Proposition 1 For any α ≥ 0 and q ∈ [1,+∞[, there is a numerical constant Cq depending
only on q such that
dTV(pi, piα) ≤ αµ2(pi)
W qq (pi, piα) ≤ Cqαµ2(pi)(q+2)/2.
Here the constant Cq can be bounded for every q. In particular, C1 ≤ 22 and C2 ≤ 111.
This result allows us to control the bias induced by replacing the target distribution by
the surrogate one and paves the way for choosing the “optimal” α by minimizing an upper
bound on the sampling error. We draw the attention of the reader to the fact that, for Wq
distance, the dependence on α of the upper bound is α1/q, which slows down when q increases
(recall that α is a small parameter). This explains a deterioration with increasing q of the
complexity bounds presented in forthcoming sections. In the rest of the paper, we define the
constant
Cq = inf{C : W qq (pi, piα) ≤ Cαµ(q+2)/22 (pi), ∀pi log-concave}. (4)
This constant will repeatedly appear in the statements of the theorems.
3. How to measure the complexity of a sampling scheme?
We have already introduced the notation KAlg,Crit(p, ε), the number of iterations that guar-
antee that algorithm Alg has an error—measured by criterion Crit—smaller than ε. If we
choose a criterion, this quantity can be used to compare two methods, the iterates of which
have comparable computational complexity. For example, LMC and KLMC being discretized
versions of the Langevin process (1) and the kinetic Langevin process (3), respectively, are
such that one iteration requires one evaluation of ∇f and generation of one realization of a
Gaussian vector of dimension p or 2p. Thus, the iterations are of comparable computational
complexity and, therefore, it is natural to prefer LMC if 2KLMC,Crit(p, ε) ≤ KKLMC,Crit(p, ε)
and to prefer KLMC if the opposite inequality is true.
A delicate question that has not really been discussed in literature is a notion of complex-
ity that allows to compare the quality of a given sampling method for two different criteria.
To be more precise, assume that we are interested in the LMC algorithm and wish to figure
out whether it is “more difficult” to perform approximate sampling for the TV-distance or for
the Wasserstein distance. It is a well-known fact that the TV-distance induces the uniform
strong convergence of measures whereas the Wasserstein distances induce the weak conver-
gence. Therefore, at least intuitively, approximate sampling for the TV-distance should be
6
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harder than approximate sampling for the Wasserstein distance2. However, under Condi-
tion 1 and m-strong convexity of f , the available results for the LMC provide the same order
of magnitude, p/ε2, both for KLMC,TV (Dalalyan, 2017b; Durmus and Moulines, 2019) and
KLMC,W2 (Durmus and Moulines, 2019; Dalalyan and Tsybakov, 2009). The point we want
to put forward is that the origin of this discrepancy between the intuitions and mathematical
results is the inappropriate scaling of the target accuracy in the definition of KLMC,W2 .
To further justify the importance of choosing the right scaling of the target accuracy,
let us make the following observation. The total-variation distance serves to approximate
probabilities, which are adimensional and scale-free quantities belonging to the interval [0, 1].
The Wasserstein distances are useful for approximating moments3 which depend on both
dimension and the scale. For this reason, we suggest the following definition of the analogue
of K in the case of Wasserstein distances:
KAlg,Wq(p, ε) = min{k ∈ N : Wq(νAlgk , pi) ≤ ε
√
µ2(pi), ∀pi ∈P}, (5)
where Alg is a Markov Chain Monte Carlo or another method of sampling, k is generally the
number of calls to the oracle and P is a class of target distributions. Examples of oracle call
are the evaluation of the gradient of the potential at a given point or the computation of the
product of the Hessian of f at a given point and a given vector. Note also that
√
µ2(pi) is
the W2 distance between the Dirac mass at the origin and the target distribution.
Definition (5), as opposed to those used in prior work, has the advantage of being scale
invariant and reflecting the fact that we deal with objects that might be large if the dimension
is large. Note that the idea of scaling the error in order to make the complexity measure scale-
invariant has been recently used in (Tat Lee et al., 2018) as well. Indeed, in the context of
m-strongly log-concave distributions, Tat Lee et al. (2018) propose to find the smallest k
such that W2(ν
Alg
k , pi) ≤ ε/
√
m. This is close to our proposal, since in the case of m-strongly
log-concave distributions, it follows from the Brascamp-Lieb inequality that suppi
√
µ2(pi) =√
p/m (the sup is attained for Gaussian distributions).
4. Overview of main contributions
In this work, we analyze three methods, LMC, KLMC (Cheng et al., 2018b) and KLMC2
(Dalalyan and Riou-Durand, 2018), applied to the strong-convexified potential fα(θ) = f(θ)+
(α/2)‖θ‖22 in order to cope with the lack of strong convexity. We briefly recall these algorithms
and present a summary of the main contributions of this work.
4.1 Considered Markov chain Monte-Carlo methods
We first recall the definition of the Langevin Monte Carlo algorithms. For the LMC algorithm
introduced in (1), we will only use the constant step-size form, the update rule of which is
given by
ϑk+1 = (1− αh)ϑk − h∇f(ϑk) +
√
2h ξk+1; k = 0, 1, 2, . . . (α-LMC)
2. We underline here that the aforementioned hardness argument is based only on the topological argument,
since it is not possible, in general, to upper bound the Wasserstein distance Wq, for q ≥ 1 by the TV-
distance or a function of it.
3. Recall that by the triangle inequality, one has (Eϑ∼ν [‖ϑ‖q2])1/q − (Eϑ∼pi[‖ϑ‖q2])1/q ≤Wq(ν, pi).
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where ξ1, . . . , ξk, . . . is a sequence of mutually independent, independent of ϑ0, centered
Gaussian vectors with covariance matrices equal to identity. We will refer to this version of
the LMC algorithm as α-LMC.
We now recall the definition of the first and second-order Kinetic Langevin Monte Carlo
algorithms. We suppose that, for some initial distribution ν0 chosen by the user, both KLMC
and KLMC2 algorithms start from (v0,ϑ0) ∼ N (0p, Ip) ⊗ ν0. Before stating the update
rules, we specify the structure of the random perturbation generated at each step. In what
follows, {(ξ(1)k , ξ(2)k , ξ(3)k , ξ(4)k ) : k ∈ N} will stand for a sequence of iid 4p-dimensional centered
Gaussian vectors, independent of the initial condition (v0,ϑ0).
To specify the covariance structure of these Gaussian variables, we define two sequences
of functions (ψk) and (ϕk) as follows. For every t > 0, let ψ0(t) = e
−γt, then for every k ∈ N,
define ψk+1(t) =
∫ t
0 ψk(s) ds and ϕk+1(t) =
∫ t
0 e
−γ(t−s)ψk(s) ds. Now, let us denote by ξk,j
for the j-th component of the vector ξk (a scalar), and assume that for any fixed k, the
4-dimensional random vectors {(ξ(1)k,j , ξ(2)k,j , ξ(3)k,j , ξ(4)k,j ) : 1 ≤ j ≤ p} are iid with the covariance
matrix
Ch,γ =
∫ h
0
[ψ0(t); ψ1(t); ϕ2(t); ϕ3(t)]
>[ψ0(t); ψ1(t); ϕ2(t); ϕ3(t)] dt.
The KLMC algorithm, introduced by Cheng et al. (2018b), is a sampler derived from a
suitable time-discretization of the kinetic diffusion. When applied to the strong-convexified
potential fα, for a step-size h > 0, its update rule reads as follows[
vk+1
ϑk+1
]
=
[
ψ0(h)vk − ψ1(h)(∇f(ϑk) + αϑk)
ϑk + ψ1(h)vk − ψ2(h)(∇f(ϑk) + αϑk)
]
+
√
2γ
[
ξ
(1)
k+1
ξ
(2)
k+1
]
. (α-KLMC)
Roughly speaking, this formula is obtained from (3) by replacing the function t 7→ ∇f(Lt)
by a piecewise constant approximation. Such an approximation is made possible by the fact
that f is gradient-Lipschitz.
It is natural to expect that further smoothness of f may allow one to improve upon the
aforementioned piecewise constant approximation. This is done by the KLMC2 algorithm,
introduced by Dalalyan and Riou-Durand (2018), which takes advantage of the existence and
smoothness of the Hessian of f in order to use a local-linear approximation. At any iteration
k ∈ N with a current value ϑk, define the gradient gk,α = ∇f(ϑk) + αϑk and the Hessian
Hk,α = ∇2f(ϑk)+αIp. When applied to the modified strongly convex potential fα, for h > 0,
the update rule of the KLMC2 algorithm is[
vk+1
ϑk+1
]
=
[
ψ0(h)vk − ψ1(h)gk,α − ϕ2(h)Hk,αvk
ϑk + ψ1(h)vk − ψ2(h)gk,α − ϕ3(h)Hk,αvk
]
+
√
2γ
[
ξ
(1)
k+1 −Hk,αξ(3)k+1
ξ
(2)
k+1 −Hk,αξ(4)k+1
]
.
(α-KLMC2)
Notice that if we apply KLMC2 with Hk,α = 0, we recover the KLMC algorithm. These two
algorithms, derived from the kinetic Langevin diffusion, will be referred to as α-KLMC and
α-KLMC2.
4.2 Summary of the obtained complexity bounds
Without going into details here, we mention in the tables below the order of magnitude of the
number of iterations required by different algorithms for getting an error bounded by ε for
8
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various metrics. For improved legibility, we do not include logarithmic factors and report the
order of magnitude of K,(p, ε) in the case when the parameter β in Condition 2 is fixed to
a particular value. We present hereafter the case where β = 1, which is of particular interest
as discussed in Section 8. In this table, κ˜ = κ2 + κp
−1/3.
β = 1 LMCa α-LMC α-KLMC α-KLMC2
Cond. 1-2 1-2 1-3 1-2 1-3
W2 − κp2/ε6 (κ1.52 p0.5 + κ1.5)p2/ε5 κ1.5p2/ε5 κ0.5κ21.5p2/ε4
W1 − κp2/ε4 (κ1.52 p0.5 + κ1.5)p2/ε3 κ1.5p2/ε3 κ0.5κ21.5p2/ε2
dTV p
2/ε4 4 p3/ε4  − − −
The results indicated by4 describe the behavior of the Langevin Monte Carlo with averaging
established in (Durmus et al., 2019). To date, these results have the best known dependence
(under conditions 1 and 2 only) on p. The results indicated by  summarize the behavior
of the Langevin Monte Carlo established in (Dalalyan, 2017b). All the remaining cells of the
table are filled in by the results obtained in the present work. One can observe that the results
for W1 are strictly better than those for W2. Similar hierarchy was already reported in (Majka
et al., 2018, Remark 1.9). It is also worth mentioning here, that using Metropolis-Hastings
adjustment of the LMC (termed MALA), Dwivedi et al. (2018) obtained the complexity
KMALA,TV(p, ε) = O
(
p3κ3/2
ε3/2
log3/2
(
pκ/ε
))
.
It is still an open question whether this type of result can be proved for Wasserstein distances.
We would also like to comment on the relation between the third and the fourth columns
of the table, corresponding to the α-LMC algorithm under different sets of assumptions. The
result for the more constrained Hessian-Lipschitz case is not always better than the result
when only gradient Lipschitzness is assumed. For instance, for W2, the latter is better than
the former when κ . (˜κ1.52 p0.5 + κ1.5)ε, which is equivalent to M . (M2p1/2 + M3/2)D1/2ε.
At a very high level, this reflects the fact that when the condition number is large, the
Hessian-Lipschitzness does not help to get an improved result.
4.3 The general approach based on a log-strongly-concave surrogate
We have already mentioned that the strategy we adopt here is the one described in (Dalalyan,
2017b), consisting of replacing the potential of the target density by a strongly convex sur-
rogate. Prior to instantiating this approach to various sampling algorithms under various
conditions and error measuring distances, we provide here a more formal description of it. In
the remaining dist is a general distance on the set of all probability measures.
We will denote by νAlgk,α the distribution of the random vector obtained after performing
k iterations of the algorithm Alg with the surrogate potential fα(θ) = f(θ) + α‖θ‖22/2. Our
first goal is to establish an upper bound on the distance between the sampling distribution
νAlgk,α and the target pi. The methods we analyze here depend on the step-size h, as they are
discretizations of continuous-time diffusion processes. Thus, the obtained bound will depend
on h. This bound should be so that one can make it arbitrarily small by choosing small α
9
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and h and a large value of k. In a second stage, the goal is to exploit the obtained error-
bounds in order to assess the order of magnitude of the computational complexity K, defined
in Section 3, as a function of p, ε and the condition number κ.
To achieve this goal, we first use the triangle inequality
dist(νAlgk,α, pi) ≤ dist(νAlgk,α, piα) + dist(piα, pi).
Then, the second term of the right hand side of the last displayed equation is bounded using
Proposition 1. Finally, the distance between the sampling density νAlgk,α and the surrogate piα is
bounded using the prior work on sampling for log-strongly-concave distributions. Optimizing
over α leads to the best bounds on precision and complexity.
5. Prior work
Mathematical analysis of MCMC methods defined as discretizations of diffusion processes is
an active area of research since several decades. Important early references are (Roberts and
Tweedie, 1996; Roberts and Rosenthal, 1998; Roberts and Stramer, 2002; Douc et al., 2004)
and the references therein. Although those papers do cover the multidimensional case, the
guarantees they provide do not make explicit the dependence on the dimension. In a series
of work analyzing ball walk and hit-and-run MCMCs, Lova´sz and Vempala (2006b,a) put
forward the importance of characterizing the dependence of the number of iterations on the
dimension of the state space.
More recently, Dalalyan (2017b) advocated for analyzing MCMCs obtained from continu-
ous time diffusion processes by decomposing the error into two terms: a non-stationarity error
of the continuous-time process and a discretization error. A large number of works applied
this kind of approach in various settings. (Bubeck et al., 2018; Durmus and Moulines, 2017,
2019; Durmus et al., 2018) improved the results obtained by Dalalyan and extended them
in many directions including non-smooth potentials and variable step-sizes. While previous
work studied the sampling error measured by the total variation and Waserstein distances,
(Cheng and Bartlett, 2018) proved that similar results hold for the Kulback-Leibler diver-
gence. (Cheng et al., 2018b,a; Dalalyan and Riou-Durand, 2018) investigated the case of a
kinetic Langevin diffusion, showing that it leads to improved dependence on the dimension.
A promising line of related research, initiated by (Wibisono, 2018; Bernton, 2018), is to con-
sider the sampling distributions as a gradient flow in a space of measures. The benefits of
this approach were demonstrated in (Durmus et al., 2019; Ma et al., 2019).
Motivated by applications in Statistics and Machine Learning, many recent papers devel-
oped theoretical guarantees for stochastic versions of algorithms, based on noisy gradients,
see (Baker et al., 2019; Chatterji et al., 2018; Dalalyan and Karagulyan, 2019; Dalalyan,
2017a; Zou et al., 2019; Raginsky et al., 2017) and the references therein. A related topic
is non-asymptotic guarantees for the Hamiltonian Monte Carlo (HMC). There is a growing
literature on this in recent years, see (Mangoubi and Smith, 2017; Tat Lee et al., 2018; Chen
and Vempala, 2019; Mangoubi and Smith, 2019) and the references therein.
In all these results, the dependence of the number of iterations on the inverse precision
is polynomial. (Dwivedi et al., 2018; Chen et al., 2019; Mangoubi and Vishnoi, 2019) proved
that one can reduce this dependence to logarithmic by using Metropolis adjusted versions of
the algorithms.
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6. Precision and computational complexity of the LMC
In this section, we present non-asymptotic upper bounds in the non-strongly convex case for
the suitably adapted LMC algorithm for Wasserstein and bounded-Lipschitz error measures
under two sets of assumptions: Conditions 1-2 and Conditions 1-3. To refer to these settings,
we will call them “Gradient-Lipschitz” and “Hessian-Lipschitz”, respectively. The main goal
is to provide a formal justification of the rates included in columns 2 and 3 of the table
presented in Section 4.2. To ease notation, and since there is no risk of confusion, we write
µ2 instead µ2(pi).
6.1 The Gradient-Lipschitz setting
First we consider the Gradient-Lipschitz setting and give explicit conditions on the parameters
α, h and K to have a theoretical guarantee on the sampling error, measured in the Wasserstein
distance, of the LMC algorithm.
Theorem 1 Suppose that the potential function f is convex and satisfies Condition 1. Let
q ∈ [1, 2]. Then, for every α ≤M/20 and h ≤ 1/(M + α), we have
Wq(ν
α-LMC
K , pi) ≤
√
µ2(1− αh)K/2︸ ︷︷ ︸
error due to the
time finiteness
+ (2.1hMp/α)1/2︸ ︷︷ ︸
discretization error
+
(
Cqαµ
(q+2)/2
2
)1/q
︸ ︷︷ ︸
error due to the lack
of strong-convexity
,
where Cq is a dimension free constant given by (4).
The proof of this result is postponed to the end of this section. Let us consider its
consequences in the cases q = 1 and q = 2 presented in the table of Section 4.2. The general
strategy is to choose the value of α by minimizing the sum of the discretization error and the
error caused by the lack of strong convexity. Then, the parameter h is chosen so that the sum
of the two aforementioned errors is smaller than 99% of the target precision ε
√
µ2. Finally,
the number of iterations K is selected in such a way that the error due to the time finiteness
is also smaller than 1% of the target precision.
Implementing this strategy for q = 1 and q = 2, we get the optimized value of α and the
corresponding value of h,
q = 1 q = 2
α =
(2.1hMp)1/3
(44)2/3µ2
h =
ε3
322Mp
α =
(2.1hMp)1/2
(111)1/2µ2
h =
ε4
3900Mp
These values of α and h satisfy the conditions imposed in Theorem 1. They imply that
the computational complexity of the method, for ν0 = δ0 (the Dirac mass at the origin), is
given by
Kα-LMC,W1(p, ε) ≤
2
αh
log
(100W2(ν0, piα)
ε
√
µ2
)
≤ 4.3× 104Mµ2(p/ε4) log(100/ε)
Kα-LMC,W2(p, ε) ≤
2
αh
log
(100W2(ν0, piα)
ε
√
µ2
)
≤ 3.6× 106Mµ2(p/ε6) log(100/ε).
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In both inequalities, the second passage is due to Lemma 1. Combining Condition 2, Mµ2(pi) ≤
κpβ with the last display, we check that Kα-LMC,W1(p, ε) ≤ Cκ(p1+β/ε4) log(100/ε) and
Kα-LMC,W2(p, ε) ≤ Cκ(p1+β/ε6) log(100/ε). For β = 1, this matches well with the rates
reported in the table of Section 4.2. Unfortunately, the numerical constant C, just like the
factors 4.3 × 104 and 2 × 107 in the last display, is way too large to be useful for practical
purposes. Getting similar bounds with better numerical constants is an open question. The
same remark applies to all the results presented in the subsequent sections.
Proof [Proof of Theorem 1] To ease notation, we write νK instead of ν
α-LMC
K . The triangle
inequality and the monotony of Wq with respect to q imply that
Wq(νK , pi) ≤W2(νK , piα) +Wq(piα, pi).
Recall that piα is α-strongly log-concave and have fα as its potential function. By definition,
fα has also a Lipschitz continuous gradient with the Lipschitz constant at least M +α. As we
assume the condition h ≤ 1/(M + α) is satisfied, we can apply (Durmus et al., 2019, Theorem
9). It implies that
W2(νK , piα) ≤ (1− αh)K/2W2(ν0, piα) + (2h(M + α)p/α)1/2
≤ (1− αh)K/2W2(ν0, piα) + (2.1hMp/α)1/2 .
The latter is true due to the fact that α ≤ M/20. The remaining term is bounded using
Proposition 1. We obtain
Wq(νK , pi) ≤ (1− αh)K/2W2(ν0, piα) + (2.1hMp/α)1/2 +Wq(piα, pi)
≤
√
µ2(piα)(1− αh)K/2 + (2.1hMp/α)1/2 +
(
Cqαµ
(q+2)/2
2
)1/q
.
Thus, applying Lemma 1, we conclude the proof.
6.2 The Hessian-Lipschitz setting
It has been noticed by Durmus and Moulines (2019), see also (Dalalyan and Karagulyan,
2019, Theorem 5), that if the potential f has a Lipschitz-continuous Hessian matrix, then the
LMC algorithm, without any modification, is more accurate than in the Gradient-Lipschitz
setting. These improvements were obtained under the condition of strong convexity of the
potential, showing that the computational complexity drops down from p/ε2 to p/ε. The
goal of this section is to understand how this additional smoothness assumption impacts the
computational complexity of the α-LMC algorithm.
Theorem 2 Suppose that the potential function f satisfies Condition 1-3. Let q ∈ [1, 2]. For
every α ≤M/20 and h ≤ 1/(M + α), we have
Wq(ν
α-LMC
K , pi) ≤
√
µ2(1− αh)K︸ ︷︷ ︸
error due to the
time finiteness
+
M2hp
2α
+
2.8M3/2hp1/2
α︸ ︷︷ ︸
discretization error
+
(
Cqαµ
(q+2)/2
2
)
︸ ︷︷ ︸
error due to the lack
of strong-convexity
1/q,
where Cq is a dimension free constant given by (4).
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In order to provide more insight on the complexity bounds implied by the latter result, let us
instantiate it for q = 1 and q = 2. Optimizing the sum of the two last error terms with respect
to α, then choosing this sum to be equal to 0.99ε
√
µ2, we arrive at the following values
q = 1 q = 2
α =
(
hQp
44µ
3/2
2
)1/2
h =
ε2
45µ
1/2
2 Qp
α =
(hQp)2/3
(111µ22)
1/3
h =
ε3
387µ
1/2
2 Qp
Here Q is defined as (M2 + 5.6M
3/2p−1/2). These values of α and h satisfy the conditions
imposed in Theorem 2. They imply that the computational complexity of the method, for
ν0 = δ0 (the Dirac mass at the origin), is given by
Kα-LMC,W1(p, ε) ≤
2
αh
log
(100W2(ν0, piα)
ε
√
µ2
)
≤ 2× 103µ3/22 Q(p/ε3) log(100/ε)
Kα-LMC,W2(p, ε) ≤
2
αh
log
(100W2(ν0, piα)
ε
√
µ2
)
≤ 9.9× 104µ3/22 Q(p/ε5) log(100/ε).
Combining Condition 2 and the last display, we check that
Kα-LMC,W1(p, ε) ≤ Cε−3(κ3/22 p(2+3β)/2 + κ3/2p(1+3β)/2) log(100/ε),
Kα-LMC,W2(p, ε) ≤ Cε−5(κ3/22 p(2+3β)/2 + κ3/2p(1+3β)/2) log(100/ε).
The latter is true, since by definition κ2 is equal to M
2/3
2 D. For β = 1, this matches well
with the rates reported in the table of Section 4.2.
Proof of Theorem 2 We repeat the same steps as in the proof of Theorem 1, except that
instead of (Durmus et al., 2019, Theorem 9) we use (Dalalyan and Karagulyan, 2019, Theorem
5). To ease notation, we write νK instead of ν
α-LMC
K . One easily checks that piα is α-strongly
log-concave with potential function fα. Furthermore, the latter is (M +α)-gradient-Lipschitz
and M2-Hessian-Lipschitz. Therefore, for h ≤ 2/(M + α), Theorem 5 from (Dalalyan and
Karagulyan, 2019) implies that
Wq(νK , piα) ≤ (1− αh)KW2(ν0, piα) + M2hp
2α
+
13(M + α)3/2hp1/2
5α
≤ (1− αh)KW2(ν0, piα) + M2hp
2α
+
2.8M3/2hp1/2
α
.
where the second inequality follows from the fact that α ≤ M/20. The triangle inequality
and the monotony of Wq with respect to q yields Wq(νK , pi) ≤W2(νK , piα)+Wq(piα, pi), which
leads to
Wq(νK , pi) ≤
√
µ2(piα)(1− αh)K + M2hp
2α
+
2.8M3/2hp1/2
α
+Wq(pi, piα).
Replacing the last term above by its upper bound provided by Proposition 1 and applying
Lemma 1, we get the claimed result. 
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7. Precision and computational complexity of KLMC and KLMC2
Several recent studies showed that for some classes of targets, including the strongly log-
concave densities, the sampling error of discretizations of the kinetic Langevin diffusion scales
better with the large dimension than discretizations of the Langevin diffusion. However,
the dependence of the available bounds on the condition number is better for the Langevin
diffusion. In this section we show a similar behavior in the case of non-strongly log-concave
densities. This is done by providing quantitative upper bounds on the error of sampling using
the kinetic Langevin process.
Theorem 3 Suppose that the potential function f satisfies Condition 1. Let q ∈ [1, 2]. Then
for every α ≤M/20, γ ≥ √M + 2α and h ≤ α/(4γ(M + α)), we have
Wq(ν
α-KLMC
K , pi) ≤
√
2µ2
(
1− 3αh
4γ
)K
︸ ︷︷ ︸
error due to the time finiteness
+ 1.5Mp1/2(h/α)︸ ︷︷ ︸
discretization error
+
(
Cqαµ
(q+2)/2
2
)1/q
︸ ︷︷ ︸
error due to the lack
of strong-convexity
.
where Cq is a dimension free constant given by (4).
The proof of this result is postponed to the end of this section. The contraction rate is
an increasing function of γ, therefore we choose its lowest possible value achieved for γ =√
M + 2α. Then the strategy is the same as for the previous section, that is to choose the
value of α by minimizing the sum of the discretization error and the error caused by the lack of
strong convexity. Then, the parameter h is chosen so that the sum of the two aforementioned
errors is smaller than 99% of the target precision ε
√
µ2. The number of iterations K is selected
in such a way that the error due to the time finiteness is also smaller than 1% of the target
precision.
Implementing this strategy for q = 1 and q = 2, we get the optimized value of α and the
corresponding value of h,
q = 1 q = 2
α =
(1.5hMp1/2)1/2
(22µ
3/2
2 )
1/2
h =
ε2
143M(µ2p)1/2
α =
(3hMp1/2)2/3
(111µ22)
1/3
h =
ε4
1200M(µ2p)1/2
These values of α and h satisfy the conditions imposed in Theorem 3. They imply that
the computational complexity of the method, for ν0 = δ0 (the Dirac mass at the origin), is
given by
Kα-KLMC,W1(p, ε) ≤
4γ
3αh
log
(150
ε
)
≤ 9.2× 103(Mµ2)3/2(p1/2/ε3) log(150/ε)
Kα-KLMC,W2(p, ε) ≤
4γ
3αh
log
(150
ε
)
≤ 4.4× 105(Mµ2)3/2(p1/2/ε5) log(150/ε).
Recall that Condition 2 implies Mµ2 ≤ κpβ. Combining this inequality with the last display,
we check that
Kα-KLMC,Wq(p, ε) ≤ Cκ3/2(p(1+3β)/2/ε2q+1) log(150/ε), q = 1, 2.
For β = 1, this matches well with the rates reported in the table of Section 4.2.
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Proof of Theorem 3 To ease notation, we write νK instead of ν
α-KLMC
K . The triangle
inequality and the monotony of Wq with respect to q imply that
Wq(νK , pi) ≤W2(νK , piα) +Wq(piα, pi).
Recall that piα is α-strongly log-concave and have fα as its potential function. By definition,
fα has also a Lipschitz continuous gradient with the Lipschitz constant at least M + α. As
we assume the conditions α ≤ M/20, γ ≥ √M + 2α and h ≤ α/(4γ(M + α)) are satisfied,
we can apply (Dalalyan and Riou-Durand, 2018, Theorem 2). It implies that
W2(νK , piα) ≤
√
2(1− 3αh/(4γ))KW2(ν0, piα) +
√
2(M + α)p1/2(h/α)
≤
√
2µ2(piα)(1− 3αh/(4γ))K + 1.5Mp1/2(h/α).
The latter is true thanks to the fact that α ≤M/20. Thus, Lemma 1 yields
Wq(νK , pi) ≤
√
2µ2(pi)(1− 3αh/(4γ))K + 1.5Mp1/2(h/α) +Wq(piα, pi).
The remaining term is bounded using Proposition 1. 
The rest of this section is devoted to the results for the KLMC2 algorithm, which assumes
that accurate evaluations of the Hessian of the potential function f can be performed at each
given point.
Theorem 4 Suppose that the potential function f satisfies Conditions 1 and 3. Let q ∈ [1, 2]
and Q = (M2 +M
3/2p−1/2). Then for every α, h, γ > 0 such that
α ≤ M
20
, γ ≥ √M + 2α, h ≤ α
5γ(M + α)
∨ α
4M2
√
5p
we have
Wq(ν
α-KLMC2
K , pi) ≤
√
2µ2
(
1− αh
4γ
)K
︸ ︷︷ ︸
error due to the
time finiteness
+
2h2Qp
α
+
1.6√
M
exp
{
− (α/h)
2
160M22
}
︸ ︷︷ ︸
discretization error
+
(
Cqαµ
(q+2)/2
2
)1/q
︸ ︷︷ ︸
error due to the lack
of strong-convexity
,
where Cq is a dimension free constant given by (4).
The proof of this result is postponed to the end of this section. The contraction rate
is an increasing function of γ, therefore we choose its lowest possible value achieved for
γ =
√
M + 2α. In this case the strategy for finding h and α is slightly different from the
previous ones. Here we first choose the parameter h so that the two terms of the discretization
error are respectively bounded by 1% and 2% of the target precision ε
√
µ2. This yields the
following choice for the time step h:
h = α
(
160M22 log
(
160
ε
√
Mµ2
)∨ 100αQp
ε
√
µ2
)−1/2
.
The parameter α is then chosen so that the error due to the lack of strong convexity is lower
than 96% of the target precision. Implementing this strategy for q = 1 and q = 2, we get the
following value for α
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q = 1 q = 2
α =
ε
23µ2
α =
ε2
116µ2
Finally, the number of iterations K is selected in such a way that the error due to the time
finiteness is also smaller than 1% of the target precision. This yields, that
K =
4γ
αh
log
(142
ε
)
is sufficient to reach the target precision. The values of γ, α and h imply that the computa-
tional complexity of the method is given by
Kα-KLMC2,W1(p, ε) = 2.2× 104
M1/2M2µ
2
2
ε2
{
1.6 log
( 160
ε
√
Mµ2
)∨ Qp
23M22µ
3/2
2
}1/2
log
(142
ε
)
Kα-KLMC2,W2(p, ε) = 5.4× 106
M1/2M2µ
2
2
ε4
{
1.6 log
( 160
ε
√
Mµ2
)∨ εQp
116M22µ
3/2
2
}1/2
log
(142
ε
)
.
Since according Condition 2 µ2 ≤ Dpβ, the last display implies that up to logarithmic factors
Kα-KLMC2,W1(p, ε) scales as κ
1/2κ
3/2
2 p
2β/ε2 and Kα-KLMC2,W2(p, ε) scales as κ
1/2κ
3/2
2 p
2β/ε4.
For β = 1, this matches well with the rates reported in the table of Section 4.2.
Proof of Theorem 4 To ease notation, we write νK instead of ν
α-KLMC2
K . As already
checked in the proof of Theorem 2 the distribution piα is α-strongly log-concave with potential
function fα. Furthermore, the latter is (M+α)-gradient-Lipschitz and M2-Hessian-Lipschitz.
We apply (Dalalyan and Riou-Durand, 2018, Theorem 3) which ensures that, if the parameters
α, γ, h > 0 are such that
α ≤ M
20
, γ ≥ √M + 2α, h ≤ α
5γ(M + α)
∧ α
4M2
√
5p
then the distribution of the KLMC2 sampler after k iterates satisfies
W2(νk, piα) ≤
√
2µ2(piα)
(
1− αh
4γ
)k
+
2h2M2p
α
+
h2(M + α)3/2
√
2p
α
+
8h(M + α)
α
exp
{
− α
2
160M22h
2
}
≤
√
2µ2(piα)
(
1− αh
4γ
)K
+
2h2(M2p+M
3/2p1/2)
α
+
1.6√
M
exp
{
− (α/h)
2
160M22
}
,
where the second inequality follows from the fact that α ≤M/20 and h ≤ α/(5γ(M+α)). The
triangle inequality and the monotony of Wq with respect to q yields Wq(νK , pi) ≤W2(νK , piα)+
Wq(piα, pi), which leads to
Wq(νK , pi) ≤
√
2µ2(piα)
(
1− αh
4γ
)K
+
2h2Qp
α
+
1.6√
M
exp
{
− (α/h)
2
160M22
}
+Wq(pi, piα).
Replacing the last term above by its upper bound provided by Proposition 1 and applying
Lemma 1, we conclude the proof of the theorem. 
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8. Bounding moments
From the user’s perspective, the choice of α and h requires the computation of the second
moment of the distribution pi. In most cases, this moment is an intractable integral. However,
when some additional information on pi is available, this moment can be replaced in some
cases by a tractable upper bound. In this section, we provide upper bounds on the moments
µ∗a :=
∫
Rp
‖θ − θ∗‖a2 pi(θ) dθ, a > 0,
centered at the minimizer of the potential θ∗ ∈ argminθ∈Rpf(θ). The knowledge of the
second moment is enough to compute the mixing times presented in Section 6 and Section 7.
However, providing bounds on general moments may be of interest in order to get sharp
numerical constants. For instance, the proof of Proposition 1 shows that results for the W1
and W2 metrics essentially rely on some bounds over the third and fourth moments of pi,
which could be better understood in some specific contexts.
In this section, we investigate two particular classes of convex functions: (a) those which
are m-strongly convex inside a ball of radius R around the mode θ∗, and (b) those which are
m-strongly convex outside a ball of radius R around the mode θ∗. We provide user-friendly
bounds on µ∗a with relatively small constants. If m and R are dimension free, we show that
µ∗a scales as (p log p)a, respectively (p log p)a/2. Within a poly-log factor, the scaling with the
dimension is sharp, and matches Condition 2 with β = 2 for the class (a) and with β = 1 for
the class (b).
Proposition 2 Assume that for some positive numbers m and R, we have ∇2f(θ)  mIp
for every θ ∈ Rp such that ‖θ − θ∗‖2 ≤ R. Then, for every a > 0, we have
µ∗a ≤ A ∨B +
2a+1
(mR)aΓ(p/2)
where4
A =
{
3
mR
(
(p+ a) log(p+ a) + p log+
(
2M
m2R2
))}a
and
B =
( p
m
)a/2 {
2a−1
(
1 + (1 + a/p)a/2−1
)}1a>2
.
Remark 1 If the assumptions of Proposition 2 are satisfied, then
µ∗a = O˜
(( p
mR
)a∨( p
m
)a/2)
.
In the bound of Proposition 2, the term A is the dominating one when p/m is large as
compared to R2, while B is the dominating term when R2 is of a higher order of magnitude
than p/m. The residual term 2a+1/((mR)aΓ(p/2)) goes to zero whenever p or R tend to
infinity. If m and R are assumed to be dimension free constants, then µa scales as (p log p)
a.
This rate is optimal within a poly-log factor, this is proven in Lemma 4. Note that when R
goes to infinity we recover exactly the bound of the strongly convex case proven in Lemma 2.
4. We denote by log+ x the positive part of log x, log+ x = max(0, log x).
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We now switch to bounding the moments of pi under the condition that f is convex
everywhere and strongly convex outside the ball of radius R around θ∗.
Proposition 3 Assume that for some positive m and R, we have ∇2f(θ)  mIp for every
θ ∈ Rp such that ‖θ − θ∗‖2 > R. If p ≥ 3, then, for every a > 0, we have
µ∗a ≤
(
1 +
2
Γ(p/2)
){
(4R)
∨(4(p+ a)
m
log
(pM
m
))1/2}a
.
Remark 2 Under the assumptions of Proposition 3, we obtain
µ∗a = O˜
(
Ra ∨ (p/m)a/2
)
.
In the bound of Proposition 3, if m and R are assumed to be dimension free constants,
then µ∗a scales as (p log p)a/2. This rate is improved in Proposition 4 below to pa/2, which is
optimal. However, the bound of Proposition 3 is sharper when R is large.
Proposition 4 Assume that for some positive m and R, we have ∇2f(θ)  mIp for every
θ ∈ Rp such that ‖θ − θ∗‖2 > R. Then for every a > 0 we have
µ∗a ≤ emR
2/2
( p
m
)a/2 {
2a−1
(
1 + (1 + a/p)a/2−1
)}1a>2
.
Note that when R approaches zero, this bound matches the one of the strongly convex case;
see, for instance, Lemma 2. To close this section, let us note that in the setting considered in
Proposition 4 and 3, it is quite likely that an approach based on reflection coupling (Majka
et al., 2018; Cheng et al., 2018a) would give a sharper upper bound than those obtained by
adding a quadratic penalty to the potential.
Appendix A. Postponed proofs
This section contains proofs of the propositions stated in previous sections as well as those of
some technical lemmas used in the proofs of the propositions.
A.1 Proof of Proposition 2
Note that for any θ ∈ Rp, ∇2f(θ)  m(‖θ‖2)Ip, for the map m(r) := m1]0,R[(r). We start
by computing the map m˜(r) := 2
∫ 1
0 m(ry)(1− y)dy. By definition, we get
m˜(r) = 2
∫ 1
0
m1]0,R[(ry)(1− y)dy
= 2m
∫ 1∧R/r
0
(1− y)dy
= m1r<R +m
(
2R
r
− R
2
r2
)
1r≥R.
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Let A ≥ R and a > 0. We assume without loss of generality that θ∗ = 0p. Define BA = {θ ∈
Rp : ‖θ‖2 ≤ A}. We split the integral into two parts:∫
Rp
‖θ‖a2 pi(θ) dθ =
∫
BA
‖θ‖a2 pi(θ) dθ +
∫
BcA
‖θ‖a2 pi(θ) dθ.
Let us bound the second summand. Since A ≥ R, for any r > A, we have m˜(r)r2/2 =
mRr −mR2/2. Applying Lemma 3 yields∫
(BA)c
‖θ‖a2 pi(θ) dθ ≤
2(M/2)p/2
Γ(p/2)
emR
2/2
∫ +∞
A
rp+a−1e−mRrdr.
We now use the following inequality on the incomplete Gamma function from (Natalini and
Palumbo, 2000), (see also Borwein et al. (2009)). Let B > 1, and q ≥ 1. Then, for all
x ≥ (B/(B − 1))(q − 1), we have∫ +∞
x
yq−1e−ydy ≤ Bxq−1e−x. (6)
We apply this inequality for B = 2 and q = p+ a. For A ≥ 2(p+ a− 1)/(mR), we have∫ +∞
A
rp+a−1e−mRrdr =
(
1
mR
)a+p ∫ +∞
mRA
yp+a−1e−ydy
≤
(
2
mR
)a+p(mRA
2
)p+a−1
e−mRA.
Now, we make use of the fact that mRA−mR2/2 ≥ mRA/2. The latter yields∫
(BA)c
‖θ‖a2 pi(θ) dθ ≤
2a+1
(mR)aΓ(p/2)
(
2M
m2R2
)p/2(mRA
2
)p+a−1
e−mRA/2.
The last bound ensures that the inequality∫
(BA)c
‖θ‖a2 pi(θ) dθ ≤
2a+1
(mR)aΓ(p/2)
(7)
is fulfilled whenever ϕ(x) := x− c log(x)− b ≥ 0, where
x =
mRA
2
, c = p+ a− 1, b = p
2
log
(
2M
m2R2
)
.
We now establish for which values of x (or equivalently, A) we have ϕ(x) ≥ 0. Taylor’s
expansion around yc := 1.5(c+ 1) log(c+ 1) yields
ϕ
(
yc + 3b+
)
= ϕ(yc) + ϕ
′(y)× 3b+
for some y ≥ yc. The latter implies that
ϕ′(y) = 1− c
y
≥ 1− c
yc
≥ 1/3.
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Hence, ϕ
(
yc + 3b+
) ≥ ϕ(yc) + b+ ≥ yc − c log yc + b+ − b ≥ 0. Since the map ϕ is increasing
on [c,+∞[ and yc + 3b+ ≥ c, we conclude that (7) is fulfilled for any
A ≥ A∗ := 3
mR
(
(p+ a) log(p+ a) + p log+
(
2M
m2R2
))
.
Recall that A ≥ R by assumption, this brings two cases to consider. The first is the case
when R < A∗. Therefore for A = A∗ we have∫
BA
‖θ‖a2 pi(θ) dθ ≤ Aa.
The second case to consider is R ≥ A∗. Hence for A = R, the map f(θ) = − log pi(θ) is
m-strongly convex on the ball BA = BR. Thus Lemma 2 yields∫
BA
‖θ‖a2 pi(θ) dθ ≤
( p
m
)a/2 {
2a−1
(
1 + (1 + a/p)a/2−1
)}1a>2
.
Since inequality (7) is fulfilled in both cases, the claim of Proposition 2 follows.
A.2 Proof of Proposition 3
Note that for any θ ∈ Rp, ∇2f(θ)  m(‖θ‖2)Ip, for the map
m(r) = m1]R,+∞[(r)
We begin by computing the map m˜(r) := 2
∫ 1
0 m(ry)(1− y)dy. Using the definition of m˜, we
have:
m˜(r) = 2
∫ 1
0
m1]R,+∞[(ry)(1− y)dy
= 2m1r>R
∫ 1
R/r
(1− y)dy
= m (1−R/r)2 1r>R.
Let A ≥ 4R and a > 0. We assume without loss of generality that θ∗ = 0p. Define
BA = {θ ∈ Rp : ‖θ‖2 ≤ A}. We will use the following bound:∫
Rp
‖θ‖a2 pi(θ) dθ ≤ Aa +
∫
(BA)c
‖θ‖a2 pi(θ) dθ.
For the second term, Lemma 3 yields∫
(BA)c
‖θ‖a2 pi(θ) dθ ≤
2(M/2)p/2
Γ(p/2)
∫ +∞
A
rp+a−1e−mr
2/8dr.
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This is true due to the fact that, for every r ≥ A ≥ 4R, we have m˜(r) ≥ m/2. We now use
inequality (6) with B = 2, q = (p+ a)/2 and mA2/4 ≥ (p+ a)− 1/2:
∫ +∞
A
rp+a−1e−mr
2/8dr = 2−1
(
4
m
)(p+a)/2 ∫ +∞
mA2/4
y(p+a)/2−1e−ydy
≤
(
4
m
)(p+a)/2(mA2
4
)(p+a)/2−1
e−mA
2/4
= Aa
(
4
m
)p/2(mA2
4
)p/2−1
e−mA
2/4.
This yields
∫
(BA)c
‖θ‖a2 pi(θ) dθ ≤
2Aa
Γ(p/2)
(
2M
m
)p/2(mA2
4
)p/2−1
e−mA
2/4.
The last bound ensures that the inequality∫
(BA)c
‖θ‖a2 pi(θ) dθ ≤
2Aa
Γ(p/2)
(8)
is fulfilled whenever ϕ(x) := x− c log(x)− b ≥ 0, where
x =
mA2
4
, c =
p
2
− 1, b = p
2
log
(
2M
m
)
> 0.
Taylor’s expansion around yc := 2(c+ 1) log(c+ 1) yields
ϕ(yc + 2b) = ϕ(yc) + ϕ
′
(y)× 2b
for some y ≥ yc. The latter implies that
ϕ
′
(y) = 1− c
y
≥ 1− c
yc
≥ 1/3.
We get ϕ(yc + 2b) ≥ yc − c log(yc) + b− b ≥ 0. Since the map ϕ is increasing on [c,+∞[ and
yc + 2b ≥ c, we conclude that (8) is fulfilled for any
A2 ≥ 4
m
(p log(p/2) + p log(2M/m)) =
4p
m
log
(
pM
m
)
.
Finally, we choose A such that this inequality and the two additional assumptions: A ≥ 2R
and mA2/4 ≥ (p+ a)− 1/2 hold. If p ≥ 3 we can choose
A = (4R)
∨(4(p+ a)
m
log
(
pM
m
))1/2
.
This yields the claim of Proposition 3.
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A.3 Proof of Proposition 4
Define f = − log pi and for any θ ∈ Rp:
f¯(θ) := f(θ) +
m
2
(‖θ‖2 −R)2 1‖θ‖2≤R.
For any θ ∈ Rp, we have f¯(θ) ≤ f(θ) +mR2/2 , this yields∫
Rp
‖θ − θ∗‖a2 pi(θ) dθ ≤ emR
2/2
∫
Rp
‖θ − θ∗‖a2e−f¯(θ)dθ.
Now we define the normalising constant
C¯ :=
∫
Rp
e−f¯(θ)dθ
and the corresponding probability density p¯i(θ) := e− ¯f(θ)/C¯. The constant C¯ is lower than
one since f(θ) ≤ f¯(θ) for every θ ∈ Rp. Therefore we have∫
Rp
‖θ − θ∗‖a2 pi(θ) dθ ≤ emR
2/2
∫
Rp
‖θ − θ∗‖a2 p¯i(θ) dθ.
By construction the density p¯i is m-strongly log-concave. We apply Lemma 2 on this last
term and get the claim of Proposition 4.
A.4 Proof of Proposition 1
Without loss of generality we may assume that
∫
Rp exp(−f(θ)) dθ = 1. We first derive upper
and lower bounds for the normalizing constant of piα, that is
cα :=
∫
Rp
pi(θ)e−α‖θ‖
2
2/2dθ.
To do so, we introduce the following denotation:
rα :=
2
α
log
1
cα
.
One can verify that cα ≤ 1. To get a lower bound, we note that cα is an expectation with
respect to the density pi, hence it can be lower bounded using Jensen’s inequality, applied to
the convex map x 7→ e−x. These two facts yield
exp{−αµ2/2} ≤ cα ≤ 1.
Therefore, by definition of rα we have
0 ≤ rα ≤ µ2 (9)
For any fixed θ ∈ Rp, we now split the Euclidean distance between pi(θ) and piα(θ) between
its positive and negative parts:
|pi(θ)− piα(θ)| = pi(θ)
[
1− e−(α/2)(‖θ‖22−rα)
]
1‖θ‖22>rα︸ ︷︷ ︸
:=(pi−piα)+(θ)
+pi(θ)
[
e−(α/2)(rα−‖θ‖
2
2) − 1
]
1‖θ‖22<rα︸ ︷︷ ︸
:=(pi−piα)−(θ)
.
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In order to bound the positive part, we make use of the inequality 1 − e−x ≤ x for x > 0.
Therefore:
(pi − piα)+(θ) ≤ α
2
pi(θ)(‖θ‖22 − rα)1‖θ‖22>rα . (10)
The total variation distance between densities pi and piα is twice the integral of the positive
part, therefore
dTV(piα, pi) = 2
∫
Rp
(pi − piα)+(θ) dθ
≤ α
∫
Rp
pi(θ)(‖θ‖22 − rα)1‖θ‖22>rαdθ
≤ α
∫
Rp
‖θ‖22pi(θ) dθ.
where the first inequality follows from (10), and the second inequality follows from (9). This
yields the first claim of the proposition.
The proof of the bound for Wasserstein distances is inspired from Villani (2008) (Theorem
6.15, page 115). We consider the following coupling between pi and piα, defined by keeping
fixed the mass shared by pi and piα while distributing the rest of the mass with a product
measure. Letting C := (pi − piα)+(Rp) = (pi − piα)−(Rp), we define
γ(dθ, dθ
′
) := (pi ∧ piα)(dθ)δθ′=θ +
1
C
(pi − piα)+(dθ)(pi − piα)−(dθ′).
The joint distribution γ defines a coupling of pi and piα. Therefore for any q ≥ 1, by definition
of the Wasserstein distance we get
W qq (µ, ν) ≤
∫
Rp×Rp
‖θ − θ′‖q2γ(dθ, dθ
′
)
=
1
C
∫
Rp×Rp
‖θ − θ′‖q2(pi − piα)+(dθ)(pi − piα)−(dθ
′
)
≤ 1
C
∫
Rp×Rp
(‖θ‖2 +√rα)q (pi − piα)+(dθ)(pi − piα)−(dθ′)
=
∫
Rp
(‖θ‖2 +√rα)q (pi − piα)+(dθ)
where the second inequality follows from the fact that (pi − piα)+(dθ), respectively (pi −
piα)−(dθ
′
), have positive mass only outside, respectively inside, the ball {‖θ′‖2 ≤ √rα}.
Therefore for any fixed θ outside the ball, the maximum distance between θ and θ
′
is obtained
on the boundary of the ball in the opposite direction of θ. We now define the quantity
Jq,α(pi) :=
1
2
∫
‖θ‖22>rα
(‖θ‖2 +√rα)q
(‖θ‖22 − rα)pi(dθ).
and remark that inequality (10) yields
W qq (µ, ν) ≤ αJq,α(pi).
The claim of the proposition follows from the fact that there is a numerical constant Cq that
only depends on q such that
Jq,α(pi) ≤ Cqµ(q+2)/22 .
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This is a combined consequence of (9) and Lemma 5. More precisely, (9) ensures that Jq,α(pi)
can be controlled only by the moments of pi. On the other hand, Borell’s lemma (Giannopou-
los et al., 2014, Theorem 2.4.6) shows that Lq-norms of log-concave distributions are all
equivalent, in the sense that for any q ≥ 1 there is a constant Bq that only depends on q such
that µ
1/q
q ≤ Bqµ1/22 . Our version of this result is stated in Lemma 5. It is (to the best of
our knowledge) the first attempt to provide optimized constants. We compute hereafter the
values of Cq for q = 1 and q = 2. We have
J1,α(pi) ≤ 1
2
∫
Rp
(‖θ‖2 +√µ2) ‖θ‖22pi(dθ)
= (µ3 + µ
3/2
2 )/2
≤ 22µ3/22
and
J2,α(pi) =
1
2
∫
‖θ‖22>rα
(‖θ‖2 +√rα)2
(‖θ‖22 − rα)pi(dθ)
≤ 1
2
∫
‖θ‖22>rα
(‖θ‖42 + 2‖θ‖32√rα)pi(dθ)
≤ 1
2
∫
Rp
(‖θ‖42 + 2‖θ‖32√µ2)pi(dθ)
= (µ4 + 2µ3µ
1/2
2 )/2
≤ 262µ22.
In both calculations, inequality (9) is used to bound rα, while the last inequality follows from
Lemma 5. It turns out that in the particular case q = 2, the constant C2 can be improved
using the following transport inequality (Gozlan and Le´onard, 2010, Corollary 7.2).
Suppose that µ is a probability measure on Rp that admits a m-strongly log-concave
density with respect to Lebesgue measure, then for any probability measure ν on Rp we have
W 22 (ν, µ) ≤ (2/m)DKL(ν||µ).
Applied to µ = piα and ν = pi we get
W 22 (pi, piα) ≤ (2/α)DKL(pi||piα).
The computation of the Kullback-Leibler divergence yields
DKL(pi||piα) =
∫
Rp
pi(θ)(α/2)(‖θ‖22 − rα) dθ
= αµ2/2 + log cα.
Using the inequality e−x ≤ 1− x+ x2/2 for x > 0 yields the following upper bound for cα:
cα =
∫
Rp
pi(θ)e−(α/2)‖θ‖
2
2dθ ≤ 1− αµ2/2 + α2µ4/8.
Since log(1 + x) ≤ x for x > −1 we get
DKL(pi||piα) ≤ α2µ4/8.
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Combining this inequality with the bound on µ4 from Lemma 5, we get
W 22 (pi, piα) ≤ αµ4/4 ≤ 111αµ22.
This shows that for q = 2 the constant can be improved to C2 = 111. Therefore we get the
claim of the proposition.
A.5 Technical lemmas
Lemma 1 Suppose that pi has a finite fourth-order moment. Then γ 7→ µ2(piγ) is continu-
ously differentiable and non-increasing, when γ ∈ [0,+∞).
Proof For k ∈ N ∪ {0}, define
hk(γ) =
∫
Rp
‖θ‖k2 exp
(−f(θ)− γ‖θ‖22/2) dθ.
If pi ∈ Pk(Rp) then the function hk is continuous on [0; +∞). Indeed, if the sequence {γn}n
converges γ0, when n → +∞, then the function ‖θ‖k2 exp
(−f(θ)− (1/2)γn‖θ‖22) is upper-
bounded by ‖θ‖k2 exp (−f(θ)). Thus in view of the dominated convergence theorem, we can
interchange the limit and the integral. Since, by definition,
µk(piγ) =
hk(γ)
h0(γ)
,
we get the continuity of µ2(piγ) and µ4(piγ). Let us now prove that hk(t) is continuously differ-
entiable, when pi ∈ Pk+2(Rp). The integrand function in the definition of hk is a continuously
differentiable function with respect to t. In addition, its derivative is continuous and is as
well integrable on Rp, as we supposed that pi has the (k + 2)-th moment. Therefore, Leibniz
integral rule yields the following
h′k(γ) = −
1
2
∫
Rp
‖θ‖k+22 exp
(−f(θ)− γ‖θ‖22/2) dθ = −12hk+2(t).
The latter yields the smoothness of hk. Finally, in order to prove the monotony of µ2(piγ),
we will simply calculate its derivative
(µ2(piγ))
′ = − 1
2h0(γ)
h4(γ)− h
′
0(γ)
h0(γ)2
h2(γ)
= −1
2
µ4(piγ) +
h22(γ)
2h0(γ)2
=
1
2
(
µ22(piγ)− µ4(piγ)
)
.
Since the latter is always negative, this completes the proof of the lemma.
Lemma 2 Let a > 0 and m > 0. Assume f = − log pi is m-strongly convex. Then∫
Rp
‖θ − θ∗‖a2 pi(θ) dθ ≤
( p
m
)a/2 {
2a−1
(
1 + (1 + a/p)a/2−1
)}1a>2
.
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Proof Durmus and Moulines (2019) proved the following bound on the second moment,
centered on the mode ∫
Rp
‖θ − θ∗‖22 pi(θ) dθ ≤
p
m
.
The monotony of the La-norm directly yields the claim of the Lemma for a ≤ 2.
Now, let a > 2. In this proof we will use the following result from Harge´ (2004). Assume
that X ∼ Np(µ,Σ) with density ϕ and Y with density ϕ ·ψ where ψ is a log-concave function.
Then for any convex map g : Rp 7→ R we have
E[g(Y − E[Y ])] ≤ E[g(X − E[X])].
Now f = − log pi is m-strongly convex, thus for the particular choice µ = 0p and Σ = mIp,
then pi/ϕ remains log-concave. Applied to the convex map g : θ 7→ ‖θ‖a2, the inequality of
Harge´ (2004) yields
Epi[‖θ − Epi[θ]‖a2] ≤ E[‖X‖a2] =
( p
m
)a/2 Γ((p+ a)/2)
Γ(p/2)(p/2)a/2
using known moments of the chi-square distribution.
For any y > 0 the map x 7→ x−yΓ(x + y)/Γ(x) goes to 1 when x goes to infinity. For
convenience, we use an explicit bound from (Qi et al., 2012, Theorem 4.3), that is
∀y ≥ 1, x−yΓ(x+ y)/Γ(x) ≤ (1 + y/x)y−1 .
When applied to x = p/2 and y = a/2 > 1, this yields
Epi[‖θ − Epi[θ]‖a2] ≤
( p
m
)a/2
(1 + a/p)a/2−1 . (11)
We now bound the distance between the mean and the mode
‖Epi[θ]− θ∗‖2 ≤ Epi[‖θ − θ∗‖2] ≤ (p/m)1/2. (12)
For any x, y ≥ 0 we have (x+ y)a ≤ 2a−1(xa + ya), this yields∫
Rp
‖θ − θ∗‖a2 pi(θ) dθ ≤ 2a−1 (E[‖θ − Epi[θ]‖a2] + ‖Epi[θ]− θ∗‖a2)
Using bounds (11) and (12) in the last expression yields the claim of the lemma for a > 2.
Lemma 3 Assume there exists a measurable map m : [0,+∞[ 7→ [0,M ] such that for any
θ ∈ Rp, ∇2f(θ)  m(‖θ‖2)Ip. Let a > 0 and A > 0. Define the ball BA := {θ ∈ Rp :
‖θ − θ∗‖2 ≤ A}. We have∫
(BA)c
‖θ − θ∗‖a2 pi(θ) dθ ≤
2(M/2)p/2
Γ(p/2)
∫ +∞
A
rp+a−1e−m˜(r)r
2/2dr
where
m˜(r) = 2
∫ 1
0
m(ry)(1− y)dy.
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Proof Without loss of generality, we assume that θ∗ = 0p and f(0p) = 0. Therefore, the
density pi is such that pi(θ) = e−θ/C where
C =
∫
Rp
e−f(θ)dθ ≥
∫
Rp
e−M‖θ‖
2
2/2dθ
by the fact that ∇2f(θ) MIp for every θ ∈ Rp.
Now, for any r > 0 and any θ ∈ Rp such that ‖θ‖2 = r, Taylor’s expansion around the
minimum 0p yields
f(θ)− f(0p) = θ>
(∫ 1
0
∫ 1
0
∇2f(stθ)sdtds
)
θ
≥ ‖θ‖22
∫ 1
0
∫ 1
0
m(st‖θ‖22)sdtds
= r2
∫ 1
0
∫ s
0
m(yr)dyds
=
r2
2
× 2
∫ 1
0
m(yr)(1− y)dy︸ ︷︷ ︸
=m˜(r)
We combine this fact with the lower bound on C to get∫
(BA)c
‖θ‖a2 pi(θ) dθ ≤ C−1
∫
‖θ‖2≥A
‖θ‖a2e−f(θ)dθ
≤
(∫
Rp
e−M‖θ‖
2
2/2dθ
)−1 ∫
‖θ‖2≥A
‖θ‖a2e−m˜(‖θ‖2)‖θ‖
2
2/2dθ
=
(∫ +∞
0
rp−1e−Mr
2/2dr
)−1 ∫ +∞
A
ra+p−1e−m˜(r)r
2/2dr
=
2(M/2)p/2
Γ(p/2)
∫ +∞
A
ra+p−1e−m˜(r)r
2/2dr
where the first equality comes from a change of variables in polar coordinates, where the vol-
ume of the sphere cancels out in the ratio.
Lemma 4 Assume that pi(θ) ∝ e−f(θ), where
f(θ) = 0.5‖θ‖221‖θ‖2≤1 + ‖θ‖21‖θ‖2>1.
Then for any a > 0 and any p ≥ 2 ∨ (a− 1)∫
Rp
‖θ‖a2 pi(θ) dθ ≥ (0.1)Γ(p+ a)/Γ(p) ∼p→+∞ 0.1p
a.
This proves that, under assumptions of Proposition 2 (here with m = R = 1), the dependence
pa is not improvable.
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Proof Remark first that f(θ) = ϕ(‖θ‖2) where
ϕ(r) := 0.5r21r≤1 + r1r>1.
We compute explicitly the moment by a change of variable in polar coordinates∫
Rp
‖θ‖a2 pi(θ) dθ =
(∫ +∞
0
rp−1e−ϕ(r)dr
)−1 ∫ +∞
0
rp+a−1e−ϕ(r)dr
=
Γ(p+ a) +
∫ 1
0 r
p+a−1(e−r2/2 − e−r)dr
Γ(p) +
∫ 1
0 r
p−1(e−r2/2 − e−r)dr
.
Using the fact that (0.2)r ≤ e−r2/2 − e−r ≤ r for 0 < r < 1 yields∫
Rp
‖θ‖a2 pi(θ) dθ ≥
Γ(p+ a) + 0.2/(p+ a+ 1)
Γ(p) + 1/(p+ 1)
≥ Γ(p+ a) + 0.1/(p+ 1)
Γ(p) + 1/(p+ 1)
≥ (0.1)Γ(p+ a)/Γ(p)
where the second inequality follows from the fact that a ≤ p+1 by assumption, while the last
inequality follows from the fact that Γ(.) is an increasing function on [2,+∞[. This proves
the claim of the Lemma.
Lemma 5 Let Γ(k, x) be the upper incomplete Gamma function. Let k > 2 be a real number,
then µk ≤ Akµk/22 where Ak = minλ>2,γ>1Ak(λ, γ) with
Ak(λ, γ) =
√
λ− 1
λ
[
2
√
λ
log(λ− 1)
]k
kΓ
(
k,
γ1/2 log(λ− 1)
2
)
+
k(γλ)k/2−1 − 2
k − 2 . (13)
Proof Let λ > 1 be fixed throughout the proof and define A = {x ∈ Rp : ‖x‖22 ≤ λµ2}.
From Markov’s inequality we have
pi(A) ≥ 1− Epi[‖ϑ‖
2
2]
λµ2
= 1− 1
λ
.
The set A being symmetric, Proposition 2.14 from (Ledoux, 2001) implies the following in-
equality:
1− pi(tA) ≤ pi(A)
(
1− pi(A)
pi(A)
)(t+1)/2
,
for every real number t larger than 1. Since the right-hand side is a decreasing function of
pi(A), we obtain the following bound on pi(tA{):
pi(tA{) ≤ 1
λ · (λ− 1)(t−1)/2 .
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Let us introduce the random variable η as ‖ϑ‖2/√µ2, where ϑ ∼ pi . It is clear that (13) is
equivalent to
E[ηk] ≤
√
λ− 1
λ
[
2
√
λ
log(λ− 1)
]k
kΓ
(
k,
γ1/2 log(λ− 1)
2
)
+
k(γλ)k/2−1 − 2
k − 2 .
Since η > 0 almost surely,
E[ηk] =
∫
R
P(η > t)dt = k
∫
R
tk−1P(η > t)dt.
Thus, the proof of the lemma reduces to bound the tail of η. The definition of η yields
P(η > t) = P(‖ϑ‖2 > t√µ2) = pi
(
t√
λ
· A{
)
≤ 1
λ · (λ− 1)(t−
√
λ)/2
√
λ
,
when t >
√
λ. We choose γ > 1 and apply this inequality to t >
√
γλ. For the other values of
t, that is when t <
√
γλ, we apply Markov’s inequality to get P(η > t) ≤ 1 ∧ t−2. Combining
these two bounds, we arrive at
E[ηk] ≤ k
∫ ∞
√
γλ
tk−1
λ · (λ− 1)(t−
√
λ)/2
√
λ
dt+
∫ √γλ
0
ktk−1(1 ∧ t−2)dt
= k
∫ ∞
√
γλ
tk−1
λ · (λ− 1)(t−
√
λ)/2
√
λ
dt+
k(γλ)k/2−1 − 2
k − 2 .
The first integral of the last sum can be calculated using the upper incomplete gamma function
Γ(k, z). Indeed, the change of variable z = t log(λ− 1)/(2√λ) yields∫ ∞
√
γλ
tk−1
λ · (λ− 1)(t−
√
λ)/2
√
λ
dt =
√
λ− 1
λ
∫ ∞
√
γλ
tk−1 exp
(
− log(λ− 1) t
2
√
λ
)
dt
=
√
λ− 1
λ
[
2
√
λ
log(λ− 1)
]k ∫ ∞
γ1/2 log(λ−1)
2
zk−1e−z dz
=
√
λ− 1
λ
[
2
√
λ
log(λ− 1)
]k
Γ
(
k,
γ1/2 log(λ− 1)
2
)
.
Finally, we obtain
E[ηk] ≤ k ·
√
λ− 1
λ
[
2
√
λ
log(λ− 1)
]k
Γ
(
k,
γ1/2 log(λ− 1)
2
)
+
k(γλ)k/2−1 − 2
k − 2 .
This concludes the proof.
Remark 3 We plotted5 in Figure 2 the plots of the function Ak for k = 3 and k = 4.
Numerically, we find that the optimal choice for (λ, γ) is approximately λ = 15.89 and γ = 4.4
for k = 3 and λ = 14.97 and γ = 4.8 for k = 4. This leads to the numerical bounds
Ak ≤
{
40.40, k = 3
441.43, k = 4
.
5. The R notebook for generating this figure can be found here https://rpubs.com/adalalyan/Khintchine_
constant
29
Dalalyan, Karagulyan, Riou-Durand
Figure 2: Shapes of the surfaces defined by the functions A3(·, ·) and A4(·, ·), see Lemma 5.
These constants are by no means optimal, but we are not aware of any better bound available
in the literature. Inequalities of type E[‖X‖k2] ≤ AkE[‖X‖22]k/2 are often referred to as the
Kintchine inequality (Khintchine, 1923). According to (Cattiaux and Guillin, 2018), (Bobkov,
1999, Corollary 4.3) implies that A4 ≤ 49 for one-dimensional X with log-concave density.
Getting such a small constant in the multidimensional case would be of interest for applications
to MCMC sampling.
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