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REGULAR DEPENDENCE OF THE PEIERLS BARRIERS ON PERTURBATIONS
QINBO CHEN† AND CHONG-QING CHENG‡
Abstract. Let f be an exact area-preserving monotone twist diffeomorphism of the infinite cylinder
and Pω,f (ξ) be the associated Peierls barrier. In this paper, we give the Ho¨lder regularity of Pω,f (ξ)
with respect to the parameter f . In fact, we prove that if the rotation symbol ω ∈ (R\Q)
⋃
(Q+)
⋃
(Q−),
then Pω,f (ξ) is 1/3-Ho¨lder continuous in f , i.e.
|Pω,f ′(ξ)− Pω,f (ξ)| ≤ C‖f
′ − f‖
1/3
C1
, ∀ξ ∈ R
where C is a constant. Similar results also hold for the Lagrangians with one and a half degrees of
freedom. As application, we give an open and dense result about the breakup of invariant circles.
1. Introduction
The Peierls barrier Pω,f (ξ) for the monotone twist diffeomorphism f is a function which can be
thought of as a dislocation energy. It measures to which extent the stationary configuration (xi)i∈Z of
rotation symbol ω, subject to the constraint x0 = ξ, is not minimal. In [11], Mather established the
modulus of continuity for Pω,f with respect to the parameter ω, and by applying this property, he gave
destruction results for invariant circles under arbitrary small perturbations ([12]). For further research,
we need more information and properties about the Peierls barriers. In this paper, we prove the Ho¨lder
continuity of Peierls barriers with respect to the parameter f , which generalize J. Mather’s results in
[11][12]. This paper is organized as follows: In Section 2 and Section 3, we introduce the definition of
Peierls barrier and some basic properties in Aubry-Mather theory. Our main results are Theorem 4.1
and Theorem 4.9 in Section 4. In Section 5, we give an open and dense result as an application example.
For convenience, we denote by ϑ (mod 1) the standard coordinate of S1 = R/Z and x the correspond-
ing coordinate of its universal cover R. We will let (ϑ, y) denote the standard coordinates of S1 × R
and (x, y) the corresponding coordinates of the universal cover R × R. The dynamical properties of
exact area-preserving monotone twist diffeomorphisms of an infinite cylinder S1 × R have been studied
by Mather ([9]–[13]) and by Bangert ([2]). In the following, we refer to these papers for the definitions
and results that we’ll need.
1.1. Monotone twist diffeomorphism.
Definition 1.1. We call f an exact area-preserving monotone twist diffeomorphism if f : S1 × R −→
S1 × R,
(ϑ, y) 7−→ (ϑ′, y′)
is a diffeomorphism satisfying the following conditions:
(1) f ∈ C1(S1 × R).
(2) The 1-form y′dϑ′ − ydϑ on S1 × R is exact.
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(3) (positive monotone twist) ∂ϑ
′(ϑ,y)
∂y > 0, for all (ϑ, y).
(4) f twists the cylinder infinitely at either hand. To express this condition, we consider a lift f¯ of f
to the universal cover R× R, f¯(x, y) = (x′, y′), the condition means that for fixed x,
x′ → +∞ as y → +∞ and x′ → −∞ as y → −∞.
The positive monotone twist condition has its geometrical meaning. Consider a point P ∈ S1 × R
and denote by vP = (0, 1) the vertical vector at P . Let βf (P ) denote the angle between vP and dP f ·vP
(count in the clockwise direction). So the positive monotone twist condition means that
0 < βf (P ) < pi
everywhere.
P
vP
f(P )
dPf · vP
βf (P )
Cylinder
Figure 1. geometrical meaning of positive monotone twist condition
We denote by J the class of exact area-preserving monotone twist diffeomorphisms. Let Jβ = {f ∈
J : βf (P ) ≥ β, for all P ∈ S1×R}. Although
⋃
β>0
Jβ $ J , most of our results can be generalized to J
without any difficulty. This is because our main results concern what happens in a compact region K
of S1 × R. Thus, for all f ∈ J , there exists β > 0 and g ∈ Jβ such that f |K= g |K .
1.2. The variational principle. If f ∈ J and f¯ is a lift of f to R × R such that f¯(x, y) = (x′, y′),
then there exists a C2 generating function h(x, x′) : R× R −→ R such that ∂12h :=
∂2h(x,x′)
∂x∂x′ < 0 and
(1.1)
{
y = −∂1h(x, x
′)
y′ = ∂2h(x, x
′)
where ∂1h(x, x
′) and ∂2h(x, x
′) denote the partial differential derivatives of h with respect to x and x′.
For f ∈ J , the generating function satisfies the following conditions (H1)− (H4),
(H1) h(x, x′) = h(x+ 1, x′ + 1), for all x, x′ ∈ R.
(H2) lim
|ξ|→+∞
h(x, x + ξ) = +∞ uniformly in x.
(H3) If x < ξ, x′ < ξ′, then h(x, x′) + h(ξ, ξ′) < h(x, ξ′) + h(ξ, x′).
(H4) If (x¯, x, x′) and (ξ¯, x, ξ′) are both minimal segments (see §2) and are distinct, then
(x¯ − ξ¯)(x′ − ξ′) < 0.
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Moreover, we add two further conditions to h which was firstly introduced by Mather.
(H5) There exists a positive continuous function ρ : R2 → R such that for x < ξ and x′ < ξ′,
h(x, ξ′) + h(ξ, x′)− h(x, x′)− h(ξ, ξ′) ≥
∫ ξ
x
∫ ξ′
x′
ρ(s, s′)dsds′.
(H6θ) There exists a positive number θ such that
x 7→ θ(x− x′)2/2− h(x, x′) is convex, for any x′,
x′ 7→ θ(x′ − x)2/2− h(x, x′) is convex, for any x.
Conditions (H1) − (H4) were firstly introduced by Bangert in [2], and conditions (H3)(H4) can
be implied by conditions (H5)(H6) (see [11]). For f ∈ Jβ , it’s not hard to observe that we can
take ρ = −∂12h in (H5), the inequality “≥” can be replaced by “=”, and (H6θ) is satisfied with
θ = cotβ (0 < β < pi/2).
Notice that if h is a generating function, h + C is still a generating function. In next section, we’ll
introduce some basic results on the theory of minimal configurations, which was developed by Aubry
and Le Daeron [1] and Mather. However, Bangert generalized this theory where h is not necessary
differentiable and only satisfies (H1)− (H4) (see [2]).
2. Minimal configurations and Peierls barriers
2.1. Minimal configurations. In Bangert’s set up, the variational principle h need not be differen-
tiable, which is very useful for us in our proof of Theorem 4.1 and Theorem 4.9. Therefore, in this
section, unless otherwise specified, we assume that h is only continuous and satisfies the conditions
(H1)− (H4).
Definition 2.1. Let RZ = {x|x : Z → R} be bi-infinite sequences of real numbers with the product
topology and let x = (xi)i∈Z be an element in RZ . We extend h to a finite segment (xj , ..., xk), j < k,
h(xj , ..., xk) :=
k∑
i=j
h(xi, xi+1). The segment (xj , ..., xk) is called minimal segment with respect to h if
h(xj , ..., xk) ≤ h(yj, ..., yk),
for all (yj , ..., yk) with yj = xj and yk = xk. x = (xi)i∈Z is called minimal configuration if every finite
segment of x is minimal.
We denote by M := Mh the set of all minimal configurations of h.
Definition 2.2. If h ∈ C2, a segment (xj , ..., xk) is called stationary if
∂2h(xi−1, xi) + ∂1h(xi, xi+1) = 0, for all j < i < k.
Remark. The stationary configurations (..., xi, ...) of h correspond to the orbits (..., (xi, yi), ...) of f¯ ,
where yi = −∂1h(xi, xi+1) = ∂2h(xi−1, xi).
Thus, the minimal configurations Mh of h correspond to a class of minimal orbits of the lift f¯ of f ,
we denote by M := Mf¯ the set of all such minimal orbits. In the following, we will give some dynamical
properties for the minimal configurations for h, or equivalently, the minimal orbits of f¯ . For proofs, we
refer to [11].
Given a configuration x = (xi)i∈Z, we join (i, xi) and (i+1, xi+1) by a line segment in R2, the union
of all such line segments is a piecewise linear curve in R2, which we call the Aubry graph of x. We
say that configurations x and x∗ cross if their Aubry graph cross. We say x < x∗ if xi < x
∗
i for all
i. Similarly, we can define x > x∗ and x = x∗. We say that x and x∗ are comparable if x < x∗ or
x = x∗ or x > x∗. By condition (H4), we know that any two minimal configurations either cross or are
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comparable. Moreover, we say x and x∗ are ω−asymptotic (resp. α−asymptotic) if lim
i→+∞
|xi−x
∗
i | = 0
(resp. lim
i→−∞
|xi − x
∗
i | = 0).
Lemma 2.3 ([2], Aubry’s Crossing Lemma). Let x and x∗ be h-minimal configurations, then they cross
at most once. If x and x∗ coincide at some i ∈ Z, i.e. xi = x∗i , then they cross at i.
Notice that Aubry’s Crossing Lemma can be proved by condition (H3). If x is a minimal configura-
tion, then
ρ(x) := lim
n→+∞
xn/n
exists. The number ρ(x) is called the rotation number of x. In addition, the rotation function ρ : Mh → R
is continuous and surjective, and (pr0, ρ) : Mh → R× R is proper, where pr0(x) = x0.
If x ∈Mh and ρ(x) = p/q, where q > 0 and p, q are relatively prime integers, then x must satisfy one
of the three relations (see [11]):
(a) xi+q > xi + p, for all i.
(b) xi+q = xi + p, for all i.
(c) xi+q < xi + p, for all i.
This leads us to introduce the symbol space S = (R \ Q)
⋃
(Q−)
⋃
(Q)
⋃
(Q+), where Q+ denotes
the set of all symbols pq+ and Q− is defined similarly. The symbol space has an obvious order so that
p
q− <
p
q <
p
q+. We provide S with the order topology, i.e. the set of intervals (s1, s2)={x : s1 < x < s2}
is a basis for this topology. We also define the projection map pi : S → R,
(2.1) pi(ω) ,
{
ω, ω ∈ (R \Q)
p
q , ω =
p
q ± or
p
q
Obviously, the map pi is weakly order preserving. For more details, see ([11], §3).
From now on, if ω ∈ R \ Q, we denote by Mω := Mω,h the set of x ∈ Mh with ρ(x) = ω. Let
Mp/q := Mp/q,h denotes the set of x ∈Mh with ρ(x) = p/q and (b) holds. Let Mp/q− := Mp/q−,h denotes
the set of x ∈ Mh with ρ(x) = p/q and (b) or (c) hold. Similarly, we also denote by Mp/q+ := Mp/q+,h
the set of x ∈ Mh with ρ(x) = p/q and (a) or (b) hold. Notice that for each ω ∈ S, Mω,h is a non-empty
closed set and totally ordered.
Equivalently, for the rotation symbol ω ∈ S, we can denote by Mω := Mω,f¯ the set of all ω-minimal
orbits of f ∈ J .
Proposition 2.4. ([2]) Let x = (xi)i∈Z ∈ Mω,h be a minimal configuration, we have that
|xi+j − xi − jpi(ω)| < 1
for all i < i+ j ∈ Z.
Proposition 2.5. ([3]) Let (y0, ..., yn) be a minimal segment, there exists α ∈ R so that
|yi+j − yi − jα| < 2
for all 0 ≤ i ≤ i+ j ≤ n.
2.2. Peierls barriers. By the totally ordered property, the projection pr0 : Mω,h → R, pr0(x) = x0 is
a homeomorphism of Mω,h onto its image. We denote by Aω,h = pr0(Mω,h), then it’s a closed subset of
R and invariant under the translation x 7→ x+1 (see [11]). Now, we begin to introduce the definition of
the Peierls barrier function Pω(ξ) := Pω,h(ξ), it measures to which extent the stationary configuration
(yi)i∈Z, subject to the condition y0 = ξ, is not minimal.
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Besides Bangert’s conditions (H1)− (H4), we will assume h satisfies (H5) and (H6θ).
Since R \ Aω,h is an open set, it is a union of open intervals (J−, J+), where J−, J+ ∈ Aω,h. The
Peierls barrier is defined as follows. Let ω ∈ S and ξ ∈ R, in the case ξ ∈ Aω,h, we define Pω(ξ) = 0.
In the case ξ /∈ Aω,h, ξ belongs to a complementary interval (J−, J+) to Aω,h. Denote by x
± the
minimal configurations of rotation symbol ω satisfying x±0 = J± and let
I =
{
Z ω ∈ (R \Q)
⋃
(Q+)
⋃
(Q−)
0, ..., q − 1 ω = p/q,
we define
(2.2) Pω(ξ) = min{
∑
I
h(yi, yi+1)− h(x
−
i , x
−
i+1)|y0 = ξ},
where the minimum is taken over the set of all configurations satisfying x−i ≤ yi ≤ x
+
i , ∀i ∈ Z and in
the case ω = p/q, the minimum is taken under the additional periodicity constraint yi+q = yi + p.
Notice that Pω(ξ) is well defined and finite, since h is Lipschitz and
0 ≤
∑
i∈I
yi − x
−
i ≤
∑
i∈I
x+i − x
−
i ≤ 1
(see [2]). It is worth pointing out that Pω(ξ) is non-negative and 1-periodic, i.e.
Pω(ξ + 1) = Pω(ξ).
Now, let’s recall some important properties of the Peierls barrier which are important for our main
results in Section 4.
Proposition 2.6. ([11],[12]) Let h be a continuous real valued function satisfying (H1) − (H5) and
(H6θ), then
(1) |P p
q
(ξ)− Pω(ξ)| ≤ 1200θ(
1
q + |pi(ω)q − p|),
(2) |P p
q
+(ξ)− Pω(ξ)| ≤ 4800θ(|pi(ω)q − p|) in the case ω ≥
p
q+ and
|P p
q
−(ξ)− Pω(ξ)| ≤ 4800θ(|pi(ω)q − p|) in the case ω ≤
p
q−,
where pi is (2.1).
The proof strongly relies on Aubry’s Crossing Lemma. Proposition 2.6 (1) was firstly proved by
Mather in ([11], Theorem 7.1). The proof of (2) could be found in [12], Theorem 2.2, where the author
proved that if ω ≥ pq+, then
|P p
q
+(ξ)− Pω(ξ)| ≤ 4Cθ(|pi(ω)q − p|),
where the constant C = 1200. Similarly, if ω ≤ pq−, then
|P p
q
−(ξ)− Pω(ξ)| ≤ 4Cθ(|pi(ω)q − p|),
where C = 1200.
Corollary 2.7. ([11]) The map ω 7→ Pω,h(ξ) is continuous at any irrational number ω, uniformly in ξ.
Remark. In general, ω 7→ Pω,h is not continuous at rational symbol ω = p/q.
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3. The conjunction operation
The reason for not restricting our attention to C2 function h is that we consider not only the gen-
erating functions with respect to f ∈ J , but also the class of functions generated by the conjunction
operation. Let h1 and h2 : R2 → R be two continuous functions satisfying the conditions (H1)− (H5)
and (H6θ), the conjunction is defined in the following way:
h1 ∗ h2(x, x
′) = min
y
h1(x, y) + h2(y, x
′).
Notice that even when both h1 and h2 are smooth, the conjunction h1 ∗ h2 need not be smooth.
However, we still have the following useful property.
Proposition 3.1. ([11]) If h1 and h2 : R2 → R are two continuous functions satisfying the conditions
(H1)− (H5) and (H6θ), then h1 ∗ h2 satisfies (H1)− (H5) and (H6θ) with the same θ.
Therefore, one can still define the minimal configurations and Peierls barriers with respect to h1 ∗h2.
Given a function h as descried above and a rational number p/q (in lowest terms), we define the
following conjunction
(3.1) H(q,p)(x, x
′) := h∗q(x, x′ + p) = h ∗ · · · ∗ h(x, x′ + p),
where h∗q denotes the q-fold conjunction of h with itself. It is easy to verify the following equivalent
relations about the minimal configurations and the Peierls barrier functions.
Proposition 3.2. ([7], [12]) If h satisfies (H1)− (H5) and (H6θ), and H(q,p)(x, x
′) is the conjunction
(3.1), then
Aω,h = Aqω−p,H(q,p) and Pω,h(ξ) = Pqω−p,H(q,p)(ξ),
where the rotation symbol ω ∈ (R \Q) or ω = p1q1±,
p1
q1
whose denominator q1 is divisible by q.
4. Main results
4.1. Monotone twist diffeomorphism. Let f be an exact area-preserving monotone twist diffeo-
morphism and let f¯ be a lift of f which satisfies f¯(x + 1, y) = f¯(x, y) + (1, 0), and we set f¯(x, y) =
(f¯1(x, y), f¯2(x, y)). For the rotation interval [ω0, ω1], there is a compact annulus AK := S1 × [−K,K]
with sufficiently large K = K(ω0, ω1, f) so that the minimal orbits of f satisfies
(4.1) Mω,f¯ ⊆ AK−2 ⊆ AK−1 ⊆ AK , ∀ω ∈ [ω0, ω1].
The space C1(AK) = C
1(AK ,R) is provided with the norm:
‖f‖C1(AK) = sup
0≤j≤1
max
AK
|Djf |.
Theorem 4.1. Let f ∈ J , [ω0, ω1] and AK be as shown above. There exist positive numbers δ0 =
δ0(ω0, ω1, f) ≪ 1 and C0 = C0(ω0, ω1, f) such that for any f
′ ∈ J , if ‖f ′ − f‖C1(AK) ≤ δ0, then the
corresponding Peierls barrier functions satisfy
|Pω,f ′(ξ) − Pω,f (ξ)| ≤ C0‖f
′ − f‖
1
3
C1(AK)
, ∀ξ ∈ R
where ω ∈ (R \Q)
⋃
(Q−)
⋃
Q+, with pi(ω) ∈ [ω0, ω1].
Remark. (1) The projection pi is defined in (2.1). The conclusion of Theorem 4.1 also holds for Cr
perturbations.
(2) The novelty here is that the constant C0 does not depend on ξ and the 1/3-Ho¨lder regularity is
uniform in ξ, which could be derived from our proof below, see (4.27).
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(3) For rational symbol ω = p/q, the conclusion of Theorem 4.1 doesn’t hold in general since the map
ω 7→ Pω is not continuous at rational symbol.
In order to prove Theorem 4.1, we need the following lemmas.
Lemma 4.2. Under the same assumptions of Theorem 4.1, let h, h′ be generating functions of f
and f ′ respectively, satisfying the condition h(0, 0) = h′(0, 0) = 0. There exist positive numbers δ1 =
δ1(K, f)≪ 1 and C1 = C1(K, f), such that if ‖f
′ − f‖C1(AK) ≤ δ1, then
‖h′ − h‖C0(BK−1) ≤ C1‖f
′ − f‖C1(AK)
where BK−1 := {(x, x
′) ∈ R2|f¯1(x,−(K − 1)) ≤ x′ ≤ f¯1(x,K − 1)}.
Proof. Take δ1 small enough such that ‖f
′ − f‖C1(AK) ≤ δ1 ≪ 1, then the lifts
‖f¯ ′ − f¯‖C1([0,1]×[−K,K]) = ‖f
′ − f‖C1(AK).
Since for all k ∈ Z, f¯ ′(x+ k, y) = f¯ ′(x, y)+ (k, 0) and f¯(x+ k, y) = f¯(x, y)+ (k, 0), one can deduce that
(4.2) ‖f¯ ′ − f¯‖C1(R×[−K,K]) = ‖f¯ ′ − f¯‖C1([0,1]×[−K,K]) = ‖f
′ − f‖C1(AK).
By adding a constant we can assume h′(0, 0) = h(0, 0) = 0. By choosing suitably large K, we can
assume (0, 0) ∈ BK−2. From the assumption (4.1), for all ω with pi(ω) ∈ [ω0, ω1] and x = (xi)i∈Z ∈Mω,h,
we have (xi, xi+1) ∈ BK−2, i.e.
f¯1(xi,−(K − 2)) ≤ xi+1 ≤ f¯1(xi,K − 2).
Since f¯ ′ and f¯ are sufficiently close, then for all x′ = (x′i)i∈Z ∈Mω,h′ , we have (x
′
i, x
′
i+1) ∈ BK−1, i.e.
f¯ ′1(x
′
i,−(K − 1)) ≤ x
′
i+1 ≤ f¯
′
1(x
′
i,K − 1).
From now on, we only consider h, h′ restricted on the set BK−1 (See Figure 2).
In the following, we set the bounded region D := BK−1
⋂
([0, 1]×R). By the condition (H1), for all
(x, x′) ∈ BK−1,
(4.3) ‖h′ − h‖C0(BK−1) = ‖h
′ − h‖C0(D)
Because h, h are C2, so for (x, x′) ∈ D,
h(x, x′) = h(0, 0) +
∫ x
0
∂1h(t, 0)dt+
∫ x′
0
∂2h(x, t)dt
h′(x, x′) = h′(0, 0) +
∫ x
0
∂1h
′(t, 0)dt+
∫ x′
0
∂2h
′(x, t)dt
and
|h′(x, x′)− h(x, x′)| ≤
∫ x
0
|∂1h
′(t, 0)− ∂1h(t, 0)|dt+
∫ x′
0
|∂2h
′(x, t) − ∂2h(x, t)|dt
, I1 + I2
(4.4)
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0 1
D
(x,x’)
x
x’
f¯1(x,K − 1)
f¯1(x,−(K − 1))
BK−1
Figure 2.
Step 1. Firstly, let’s estimate I1. By (1.1), we have
(4.5)
{
0 = f¯1(t,−∂1h(t, 0)),
0 = f¯ ′1(t,−∂1h
′(t, 0)),
0 ≤ t ≤ 1
and by (4.5),
0 = f¯1(t,−∂1h(t, 0))− f¯ ′1(t,−∂1h
′(t, 0))
= f¯1(t,−∂1h(t, 0))− f¯1(t,−∂1h
′(t, 0)) + f¯1(t,−∂1h
′(t, 0))− f¯ ′1(t,−∂1h
′(t, 0))
(4.6)
If we set a := min
(x,y)∈R×[−K,K]
∂f¯1
∂y (x, y), then a > 0 since
∂f¯1
∂y > 0 and f¯1(x+ k, y) = f¯1(x, y) + (k, 0).
Because f¯ , f¯ ′ are sufficiently close, so it’s easy to compute that
(4.7) | − ∂1h(t, 0))| ≤ K − 1, | − ∂1h
′(t, 0))| ≤ K, ∀0 ≤ t ≤ 1
By (4.6) and (4.7),
|f¯1(t,−∂1h
′(t, 0))− f¯ ′1(t,−∂1h
′(t, 0))| = |f¯1(t,−∂1h(t, 0))− f¯1(t,−∂1h
′(t, 0))| ≥ a|∂1h
′(t, 0)− ∂1h(t, 0)|.
Therefore,
‖f¯ ′1 − f¯1‖C1(R×[−K,K]) ≥ a|∂1h
′(t, 0)− ∂1h(t, 0)|
and by (4.2),
I1 ≤
∫ x
0
1
a
‖f¯ ′1 − f¯1‖C1(R×[−K,K])dt ≤
∫ x
0
1
a
‖f ′ − f‖C1(AK)dt ≤
1
a
‖f ′ − f‖C1(AK),(4.8)
since 0 ≤ x ≤ 1.
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Step 2. Secondly, let’s estimate I2. For each fixed x, let
φx(y) := f¯1(x, y) and φ
′
x(y) := f¯
′
1(x, y).
Since dφx(y)dy > 0, we could choose a positive number 0 < b < 1 such that
(4.9) b ≤
dφx(y)
dy
≤
1
b
for all (x, y) ∈ [0, 1]× [−K,K].
Because f¯ , f¯ ′ are sufficiently close, so it’s easy to compute that for (x, t) ∈ D,
(4.10) |φ−1x (t)| ≤ K − 1, |(φ
′
x)
−1(t)| ≤ K
where φ−1x , (φ
′
x)
−1 are the inverse function of φx, φ
′
x respectively.
Then, by (4.2), (4.9), (4.10), we can conclude that for (x, t) ∈ D,
|(φ′x)
−1(t)− (φx)
−1(t)| = |(φx)
−1 ◦ φx ◦ (φ
′
x)
−1(t)− (φx)
−1(t)|
≤ max
(x,s)∈D
|
d(φx)
−1(s)
ds
| |φx ◦ (φ
′
x)
−1(t)− t|
≤
1
b
|(φx − φ
′
x + φ
′
x) ◦ (φ
′
x)
−1(t)− t|
=
1
b
|(φx − φ
′
x) ◦ (φ
′
x)
−1(t)|
=
1
b
|f¯1(x, (φ
′
x)
−1(t))− f¯ ′1(x, (φ
′
x)
−1(t))|
≤
1
b
‖f¯ ′ − f¯‖C1([0,1]×[−K,K]) =
1
b
‖f ′ − f‖C1(AK).
(4.11)
By (1.1), we get
(4.12)
{
∂2h(x, t) = f¯2(x, φ
−1
x (t)),
∂2h
′(x, t) = f¯ ′2(x, (φ
′
x)
−1(t)),
and by (4.11) and (4.12), one can deduce that
|∂2h
′(x, t)− ∂2h(x, t)| ≤ |f¯ ′2(x, (φ
′
x)
−1(t))− f¯2(x, (φ
′
x)
−1(t))| + |f¯2(x, (φ
′
x)
−1(t)) − f¯2(x, φ
−1
x (t))|
≤ ‖f ′ − f‖C1(AK) + ‖
∂f¯2
∂y
‖C0([0,1]×[−K,K]) |(φ
′
x)
−1(t)− (φx)
−1(t)|
≤ (1 +
L
b
)‖f ′ − f‖C1(AK)
(4.13)
where L = ‖∂f¯2∂y ‖C0([0,1]×[−K,K]).
Furthermore,
I2 ≤
∫ x′
0
(1 +
L
b
)‖f ′ − f‖C1(AK)dt ≤ max
x∈[0,1]
( |f¯1(x,K)|+ |f¯1(x,−K)| )(1 +
L
b
)‖f ′ − f‖C1(AK)
≤ 2‖f¯‖C1([0,1]×[−K,K])(1 +
L
b
)‖f ′ − f‖C1(AK)
(4.14)
Finally, by (4.3), (4.4), (4.8) and (4.14), we get that
‖h′ − h‖C0(BK−1) ≤ C1‖f
′ − f‖C1(AK)
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with the constant C1 only depending on K and f . 
The following lemma give an equivalent definition of the Peierls barrier for the rational rotation
symbol.
Lemma 4.3. Let h be a continuous real valued function satisfying (H1) − (H5) and (H6θ), then for
rational rotation symbol pq ∈ Q(in lowest terms), the Peierls barrier has an equivalent defintion:
P p
q
,h(ξ) = min
y0=ξ
yq=y0+p
q−1∑
i=0
h(yi, yi+1)− min
xq=x0+p
q−1∑
i=0
h(xi, xi+1).
Proof. Take ξ ∈ (J−, J+), where (J−, J+) is a complementary interval to A p
q
,h. Let x
± = (x±i )i∈Z
satisfying x±i+q = x
±
i + p, x
±
0 = J± be the periodic minimal configurations in M pq ,h.
Comparing it with the definition (2.2), we only need to prove that the minimal segment (ξ =
y0, y1, ..., yq−1, yq = y0 + p) which achieves the minimum in the definition (2.2) satisfies the constraint
x−i ≤ yi ≤ x
+
i .
In fact, we claim that the Aubry graphs of x−, y, x+ do not cross. Since x± are minimal configurations,
(yi)
q
i=0 is a minimal segment, the claim is an easy consequence according to Aubry’s crossing lemma
(Lemma 2.3). 
Lemma 4.4. Let h be a continuous real valued function satisfying (H1) − (H5) and (H6θ), then the
Peierls barriers have the following properties:
(1) If 1q > 0, then
|P 1
q
(ξ)− P0+(ξ)| ≤
16θ
q
.
(2) If 1q > 0, then
|P− 1
q
(ξ) − P0−(ξ)| ≤
16θ
q
.
Proof. Notice that this lemma is not a direct conclusion of Proposition 2.6. Lemma 4.4 (1) was firstly
claimed and proved by Mather in ([12], (4.1), (4.4a), (4.4b)), Lemma 4.4 (2) can be proved by the same
approach. 
For symbol simplicity, we denote by E = {(x, x′) ∈ R2| |x′ − x| ≤ 5}.
Lemma 4.5. Assume that h, h′ are the generating functions described in Lemma 4.2. Given pq ∈ [ω0, ω1],
q > 0 and p, q are relatively prime, and let H(q,p) (resp. H
′
(q,p)) be the conjunction (3.1) of h (resp. h
′),
we have the following estimates:
(1) ‖H ′(q,p) −H(q,p)‖C0(E) ≤ q‖h
′ − h‖C0(BK−1).
(2) For 0 < m ∈ Z,
|P 1
m
,H′
(q,p)
(ξ) − P 1
m
,H(q,p)
(ξ)| ≤ 2mq‖h′ − h‖C0(BK−1).
Proof. (1). In fact, take (x, x′) ∈ E and let (x = x0, x1, ..., xq−1, xq = x
′ + p) be the minimal segment
which achieves the minimum of H(q,p)(x, x
′), i.e.
H(q,p)(x, x
′) = h(x0, x1) + · · ·+ h(xq−1, xq).
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Then,
H ′(q,p)(x, x
′) ≤
q−1∑
i=0
h′(xi, xi+1) = H(q,p)(x, x
′) +
q−1∑
i=0
(h′(xi, xi+1)− h(xi, xi+1)).(4.15)
Next, we need to show that
(4.16) (xi, xi+1) ∈ BK−1, ∀0 ≤ i ≤ q − 1
Recall that, by Proposition 2.5, there exists α ∈ R such that |xq − x0 − qα| < 2. Then, we obtain
|α| <
2 + p+ |x′ − x|
q
≤
7
q
+
p
q
,
and by Proposition 2.5 again,
|xi+1 − xi| ≤ 2 + |α| ≤ 9 +
p
q
≤ 10 + max{|ω0|, |ω1|}.
Notice that we have assumed that the constant K is large enough, thus (4.16) holds.
By (4.15) and (4.16), we deduce that
H ′(q,p)(x, x
′) ≤ H(q,p)(x, x
′) + q‖h′ − h‖C0(BK−1), ∀(x, x
′) ∈ E.
Similarly, we can prove that
H(q,p)(x, x
′) ≤ H ′(q,p)(x, x
′) + q‖h′ − h‖C0(BK−1), ∀(x, x
′) ∈ E.
This completes the proof of (1).
(2). Firstly, we claim that the definition of P 1
m
,H(q,p)
only depends on H(q,p)(x, x
′) restricted on E.
Take ξ ∈ (J−, J+), where (J−, J+) is a complementary interval to A 1
m
,h. Let x
± = (x±i )i∈Z satisfying
x±0 = J± be the
1
m -minimal configurations of M 1m ,h,
P 1
m
,H(q,p)
(ξ) = min{
m−1∑
i=0
H(q,p)(yi, yi+1)−H(q,p)(x
−
i , x
−
i+1)|y0 = ξ}
where the minimum is taken over the set of all configurations satisfying x−i ≤ yi ≤ x
+
i and yi+m = yi+1.
Since x−i ≤ yi ≤ x
+
i , 0 ≤ i ≤ m− 1, by the totally ordered property of x
±, we get
|yi+1 − yi| ≤ |x
+
i+1 − x
−
i | ≤ |x
+
i+1 − x
−
i+1|+ |x
−
i+1 − x
−
i | ≤ 1 + |x
−
i+1 − x
−
i |
≤ 2 + pi(ω) (By Proposition 2.4)
≤ 3
(4.17)
Thus,
(yi, yi+1) ∈ E, ∀0 ≤ i ≤ m− 1,
which proves our claim. Similarly, we can prove this for P 1
m
,H′
(q,p)
.
On the other hand, by Lemma 4.3, we have
P 1
m
,H(q,p)
(ξ) = min
y0=ξ
ym=y0+1
m−1∑
i=0
H(q,p)(yi, yi+1)− min
xm=x0+1
m−1∑
i=0
H(q,p)(xi, xi+1)
P 1
m
,H′
(q,p)
(ξ) = min
y0=ξ
ym=y0+1
m−1∑
i=0
H ′(q,p)(yi, yi+1)− minxm=x0+1
m−1∑
i=0
H ′(q,p)(xi, xi+1)
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It follows that
|P 1
m
,H′
(q,p)
(ξ)− P 1
m
,H(q,p)
(ξ)| ≤ |I1|+ |I2|.(4.18)
where
I1 = min
y0=ξ
ym=y0+1
m−1∑
i=0
H ′(q,p)(yi, yi+1)− min
y0=ξ
ym=y0+1
m−1∑
i=0
H(q,p)(yi, yi+1)
and
I2 = min
xm=x0+1
m−1∑
i=0
H ′(q,p)(xi, xi+1)− minxm=x0+1
m−1∑
i=0
H(q,p)(xi, xi+1)
Firstly, let’s estimate |I1|. Assume that (ξ = a0, a1, ..., am = a0+1) is the minimal segment satisfying
m−1∑
i=0
H(q,p)(ai, ai+1) = min
y0=ξ
ym=y0+1
m−1∑
i=0
H(q,p)(yi, yi+1).
We derive from Proposition 2.5 that there exists α ∈ R such that
|am − a0 −mα| ≤ 2
and since am = a0 + 1, we obtain
|α| ≤
3
m
≤ 3 and |ai+1 − ai| ≤ 2 + |α| ≤ 5.
Consequently, (ai, ai+1) ∈ E, ∀ 0 ≤ i ≤ m− 1. Then,
min
y0=ξ
ym=y0+1
m−1∑
i=0
H ′(q,p)(yi, yi+1) ≤
m−1∑
i=0
H ′(q,p)(ai, ai+1) ≤
m−1∑
i=0
H(q,p)(ai, ai+1)
+
m−1∑
i=0
(H ′(q,p)(ai, ai+1)−H(q,p)(ai, ai+1))
≤ min
y0=ξ
ym=y0+1
m−1∑
i=0
H(q,p)(yi, yi+1) +mκ,
(4.19)
where κ = ‖H ′(q,p) −H(q,p)‖C0(E). Similarly, we can prove
min
y0=ξ
ym=y0+1
m−1∑
i=0
H(q,p)(yi, yi+1) ≤ min
y0=ξ
ym=y0+1
m−1∑
i=0
H ′(q,p)(yi, yi+1) +mκ.(4.20)
We conclude that, by (4.19) and (4.20),
(4.21) |I1| ≤ m‖H
′
(q,p) −H(q,p)‖C0(E)
Secondly, let’s estimate |I2|. In fact, it can be similarly estimated as |I1|,
(4.22) |I2| ≤ m‖H
′
(q,p) −H(q,p)‖C0(E)
Therefore, it follows from (4.21), (4.22) and Lemma 4.5 (1) that
(4.18) ≤ 2m‖H ′(q,p) −H(q,p)‖C0(E) ≤ 2mq‖h
′ − h‖C0(BK−1),
which completes the proof of (2). 
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Because our proof of Theorem 4.1 needs the technique of rational approximation, so we introduce
the following lemma.
Lemma 4.6 (Dirichlet approximation). Given ω ∈ R and 0 < n ∈ Z, then there exists a rational
number pq , q > 0 and p, q are relatively prime, such that
0 < q ≤ n, |ω −
p
q
| ≤
1
q(n+ 1)
.
Proof. It can be easily proved by pigeon hole principle. Indeed, we firstly assume that ω ∈ R \ Q. For
every 0 < k ≤ n, we can find a integer hk such that
ak := kω + hk ∈ (0, 1).
Then a1, ..., an are n distinct points in the interval (0, 1) since ω ∈ R \ Q. By pigeon hole principle,
there exist two points ai, aj(i < j) such that |ai − aj | ≤
1
n+1 , i.e.
|(i − j)ω − (hj − hi)| ≤
1
n+ 1
Thus,
|ω −
hj − hi
i− j
| ≤
1
(j − i)(n+ 1)
,
which completes the proof for all ω ∈ R \Q.
For ω ∈ Q, it can be proved similarly. 
Proof of Theorem 4.1. To simplify notations, let’s set
δ := ‖f ′ − f‖C1(AK)
Because we only concern what happens in the compact regionAK , so we can assume that the generating
function h of f satisfies (H1)− (H5) and (H6θ), with some θ = θ(K, f) depending only on K and f .
In view of the geometrical meaning of θ, we know that, restricted on the compact region AK , f |AK
turns every vertical vector to the right by an angle by at least β (cotβ = θ, 0 < β < pi/2). Thus there
exists 0 < δ2 = δ2(K, f) such that for the perturbation f
′ of f , if δ ≤ δ2, the diffeomorphism f
′|AK
turns every vertical vector to the right by an angle by at least β′ where β′ < β and cotβ′ = 2θ.
From now on, we set δ0 = min{δ1, δ2} ≪ 1. So if δ ≤ δ0, the generating function h
′ of f ′ satisfying
(H1)− (H5) and (H6θ′) with
θ′ = 2θ.
Meanwhile, by Lemma 4.2, we choose the generating functions such that h(0, 0) = h′(0, 0) = 0 and
(4.23) ‖h′ − h‖C0(BK−1) ≤ C1δ.
According to the proof of Lemma 4.2, for all rotation symbol
ω ∈ (R \Q)
⋃
(Q+)
⋃
(Q−)
with pi(ω) ∈ [ω0, ω1], the minimal configurations Mω,h,Mω,h′ ⊆ BK−1. Thus the definition of Peierls
barrier functions Pω,h, Pω,h′ only depend on h|BK−1 , h
′|BK−1 .
Let’s begin our proof. Firstly, we approximate ω by rational number. In fact, by Lemma 4.6, for
n = [δ−
1
3 ], we could find a rational number pq (in lowest terms) such that
(4.24) 0 < q ≤ n ≤ δ−
1
3 + 1, |qpi(ω)− p| ≤
1
n+ 1
≤ δ
1
3 .
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Assume that ω ≥ pq+ (the case ω ≤
p
q− is similar). By Proposition 2.6, Proposition 3.2 and the
estimate (4.24), we have
‖Pω,h′ − Pω,h‖ ≤ ‖Pω,h′ − P p
q
+,h′‖+ ‖P p
q
+,h′ − P p
q
+,h‖+ ‖P p
q
+,h − Pω,h‖
≤ 4800θ′|qpi(ω)− p|+ ‖P0+,H′
(q,p)
− P0+,H(q,p)‖+ 4800θ|qpi(ω)− p|
≤ 14400θδ
1
3 + ‖P0+,H′
(q,p)
− P0+,H(q,p)‖
(4.25)
Next, we only need to give the estimate of ‖P0+,H′
(q,p)
− P0+,H(q,p)‖. In fact, we take m = [δ
− 13 ], and
by Lemma 4.4, Lemma 4.5 (2), we obtain
‖P0+,H′
(q,p)
− P0+,H(q,p)‖ ≤ ‖P0+,H′(q,p) − P 1m ,H′(q,p)
‖+ ‖P 1
m
,H′
(q,p)
− P 1
m
,H(q,p)
‖+ ‖P 1
m
,H(q,p)
− P0+,H(q,p)‖
≤
16
m
θ′ + 2qm‖h′ − h‖C0(BK−1) +
16
m
θ
≤
48
m
θ + 2qmC1δ ( By (4.23) )
We derive from (4.24) and m = [δ−
1
3 ] that
(4.26) ‖P0+,H′
(q,p)
− P0+,H(q,p)‖ ≤ 49θδ
1
3 + 3C1δ
1
3 .
Finally, combining (4.25) with (4.26),
(4.27) ‖Pω,h′(ξ)− Pω,h(ξ)‖ ≤ (14449θ+ 3C1)δ
1
3 = C0‖f
′ − f‖
1
3
C1(AK)
where C0 = 14449θ + 3C1 which only depends on K, f . We know that K depends on ω0, ω1, f , so
C0 = C0(ω0, ω1, f). This completes the proof. 
4.2. Lagrangians with one and a half degrees of freedom. In [16], Moser showed that any mono-
tone twist diffeomorphism on the cylinder S1 × R can be regarded as the time-1 map of a periodic
Lagrangian system. In what follows, we specialize to the Lagrangians with one and a half degrees of
freedom. Firstly, let’s briefly recall some basic notions and results of Mather theory. For proofs and
details, we refer to [14], [15].
Let L : TS1 × S1 → R be a Cr(r ≥ 2) Lagrangian satisfying Tonelli conditions:
(L1) Convexity: For each (x, t) ∈ S1 × S1, L is strictly convex in v coordinate.
(L2) Superlinearity:
lim
‖v‖→+∞
L(x, v, t)
‖v‖
= +∞, uniformly on (x, t).
(L3) Completeness: All solutions of the Euler-Lagrange equation
d
dt
(
∂L
∂v
(x, x˙, t)) =
∂L
∂x
(x, x˙, t)
are well defined for the whole t ∈ R.
Let I = [a, b] be an interval, and γ : I → S1 be an absolutely continuous curve, we denote by
A(γ) :=
∫ b
a
L(dγ(t), t)dt
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the action of γ. An absolutely curve γ : I → S1 is called a minimizer or action minimizing curve if
A(γ) = min
ξ(a)=γ(a),ξ(b)=γ(b)
ξ∈Cac(I,S1)
∫ b
a
L(dξ(t), t)dt.
We call γ : (−∞,+∞)→ S1 a globally minimizing curve if for all a < b, γ is a minimizer on [a, b]. Notice
that the minimizer satisfies the Euler-Lagrange equation.
Let ML be the space of Euler-Lagrangian flow invariant probability measures on TS1 × S1. To each
µ ∈ ML, note that
∫
λdµ=0 for each exact 1-form λ. Therefore, given c ∈ H1(S1,R) and a closed
1-form ηc ∈ c = [ηc], we can define Mather’s α function
α(c) := − inf
µ∈ML
Ac(µ) = − inf
µ∈ML
∫
TM×S1
L− ηcdµ.
It’s easy to be checked that α(c) is finite everywhere, convex and superlinear.
We associate to µ ∈ ML its rotation vector ρ(µ) ∈ H1(S1,R) in the following sense:
〈ρ(µ), [ηc]〉 =
∫
TM×S1
ηcdµ, ∀c ∈ H
1(S1,R).
So we can define Mather’s β function:
β(ω) := inf
µ∈ML,ρ(µ)=ω
∫
Ldµ, ∀ω ∈ H1(S1,R).
β is finite, convex, superlinear and β is the Legendre-Fenchel dual of α .
Proposition 4.7. ([13]) If L : TS1 × S1 → R is a Tonelli Lagrangian, then
(1) the function β : H1(S1,R) ≡ R→ R is strictly convex and differentiable at all ω ∈ R \Q.
(2) the function α : H1(S1,R) ≡ R→ R is differentiable everywhere.
Next, we introduce the generalization of Peierls barrier to several degrees of freedom. For each
c ∈ H1(S1,R) and n ∈ Z+, we define a function Anc ,
Anc : S
1 × S1 → R
Anc (x, x
′) := inf
γ(0)=x,γ(n)=x′
γ∈Cac([0,n],S1)
∫ n
0
(L− ηc)(dγ(s), s)ds.
Then, following Mather, we introduce the barrier function on S1 × S1
(4.28) h∞c (x, x
′) := lim inf
n→+∞
Anc (x, x
′) + nα(c).
This function is useful in the construction of connecting orbits (see [15]).
By Proposition 4.7, α′(c) exists for every c ∈ H1(S1,R), and the flat piece of graph α has rational
slope.
Proposition 4.8. ([15], Proposition 7.1 and 7.2) Let L be a Tonelli Lagrangian whose time-1 map is
an area-preserving twist diffeomorphism, then
(1) For ω ∈ R \Q, there exists a unique c = c(ω) such that α′(c) = ω, and
h∞c (x, x) = Pω(x).
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(2) For rational number pq (in lowest terms), let c+ := max{c : α
′(c) = pq }, c− := min{c : α
′(c) = pq },
then
h∞c+(x, x) = P pq+(x), h
∞
c−(x, x) = P pq−(x)
Remark. [c−, c+] corresponds to the flat of graph α with rational slope
p
q .
• Now, let L : TS1× S1 → R be a Tonelli Lagrangian whose time-1 map Φ1 is an exact area-preserving
monotone twist diffeomorphism. For the rotation interval [ω0, ω1], there is a compact annulus AK :=
S1 × [−K,K] with sufficiently large K = K(ω0, ω1, L) so that the minimal orbits of Φ1 satisfies
Mω,Φ ⊆ AK−2 ⊆ AK−1 ⊆ AK , ∀ω ∈ [ω0, ω1].
The space C2(A2K) = C
2(A2K ,R) is provided with the norm:
‖f‖C2(A2K) = sup
0≤j≤2
max
A2K
|Djf |.
• H1(S1,R) ≡ R, by abuse of notation, we use the same symbol c to denote the real number in R or
the closed 1-form cdϑ of S1.
• Let h∞Lc denote the barrier function (4.28) associated to the Lagrangian Lc := L− c.
• By Proposition 4.7 and 4.8, for irrational number ω ∈ H1(S1,R) ≡ R, we denote by c(ω) ∈
H1(S1,R) ≡ R the unique number satisfying α′(c) = ω. In addition, we can define c+(ω), c−(ω)
for rational numbers as Proposition 4.8 (2). Similarly, let the Lagrangian L′ be a perturbation of L,
one can also define c′(ω), c′+(ω), c
′
−(ω) in the same way.
Theorem 4.9. Let L, [ω0, ω1], A2K be as shown above. There exist constants δ0 = δ0(ω0, ω1, L)≪ 1
and C0 = C0(ω0, ω1, L) such that for any Lagrangian L
′, if ‖L′ − L‖C2(A2K×S1) ≤ δ0 and ω ∈ [ω0, ω1],
we have,
(1) for ω ∈ R \Q, |h∞L′
c′(ω)
(x, x) − h∞Lc(ω)(x, x)| ≤ C‖L
′ − L‖
1
3
C2(A2K×S1)
(2) for rational number ω, |h∞L′
c′+(ω)
(x, x) − h∞Lc+(ω)
(x, x)| ≤ C‖L′ − L‖
1
3
C2(A2K×S1)
and
|h∞L′
c′−(ω)
(x, x) − h∞Lc−(ω)
(x, x)| ≤ C‖L′ − L‖
1
3
C2(A2K×S1)
Remark. For the Lagrangian of many degrees of freedom, the barrier function h∞c (x, x
′) could also
be defined, one may ask whether there are similar results in this case. In general, it is not true and
there’re counterexamples which could be found in [4]. However, under additional assumptions, such as
nearly-integrable Lagrangians of arbitrary degrees of freedom, we can also obtain some similar results,
see [4] for details.
Proof of Theorem 4.9. The time-1 map Φ1 of the Lagrangian L is an exact area-preserving monotone
twist diffeomorphism. Then, there exists δ0 = δ0(ω0, ω1, L) such that if ‖L
′ − L‖C2(A2K×S1) ≤ δ0, the
time-1 map Φ′1 of L
′ is also a monotone twist diffeomorphism satisfying
(4.29) ‖Φ′1 − Φ1‖C1(AK) ≤ D‖L
′ − L‖C2(A2K×S1)
with the constant D. Therefore, by Proposition 4.8, it’s not hard to observe that Theorem 4.9 is an
easy consequence of (4.29) and Theorem 4.1. 
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5. Application
The destruction of invariant circles or Lagrangian tori (Converse KAM theory) is an interesting and
important topic in dynamic systems (see for example, [5] [6] [8] [12] ). In this section, by applying
Theorem 4.1, we give an open and dense property about the destruction of invariant circles. A real
number ω ∈ R \Q is Diophantine if there exist constants C > 0 and τ > 1 such that
|qω − p| ≥
C
|q|τ
for all p, q ∈ Z, q 6= 0.
A real number is Liouville if it’s not Diophantine .
Theorem 5.1. Let J r(r ≥ 1) be the set of all Cr exact area-preserving monotone twist diffeomorphisms
and let ω be a Liouville number. Then there exists a set O which is open and dense in J r in the Cr
topology, such that for all f ∈ O, there is no homotopically non-trivial f−invariant circle with rotation
number ω.
Proof. Case I: ω is irrational.
Denote by O the set of all Cr exact area-preserving monotone twist diffeomorphisms that don’t admit
any homotopically non-trivial invariant circles with rotation number ω. We only need to prove that the
set O is open and dense in J r.
Given an exact area-preserving monotone twist diffeomorphism f ∈ Jr, we assume that f admits
a homotopically non-trivial f−invariant circle with rotation number ω. Then by Theorem 2.1 in [12],
for any neighbourhood Uf of f in J
r, we could find g ∈ Uf which does not admit any homotopically
non-trivial g−invariant circle of rotation number ω. So g ∈ O
⋂
Uf , which proves that O is a dense set
in J r.
On the other hand, we know that the Peierls barrier Pω,f (ξ) ≡ 0 if and only if there exists a
homotopically non-trivial f−invariant circle of rotation number ω (see [11]). Take f ∈ O, then there
exists a point ξ0 ∈ R such that Pω,f (ξ0) = a0 > 0. By Theorem 4.1, we have
|Pω,f ′(ξ)− Pω,f (ξ)| ≤ C0‖f
′ − f‖
1
3
C1 ≤ C0‖f
′ − f‖
1
3
Cr .
Thus, there exists a small neighbourhood Vf of f in J
r such that for all f ′ ∈ Vf , we have
Pω,f ′(ξ0) ≥ a0/2 > 0.
Then Vf ⊆ O, which proves that O is an open set.
Case II: ω = pq is rational.
There is no homotopically non-trivial f−invariant circle of rotation number pq if and only if the
Peierls barrier P p
q
+,f(ξ) 6≡ 0 and P p
q
−,f (ξ) 6≡ 0. Denote by O the set of all C
r exact area-preserving
monotone twist diffeomorphisms that don’t admit any homotopically non-trivial invariant circles with
rotation number pq . We need to prove that O is open and dense. In fact, the denseness of O was proved
by Mather in [10] or [13], and the proof of openness is similar with Case I by Theorem 4.1.

Remark. Similar results also hold for analytic topology. Notice that in analytic situations, we need an
additional condition on the irrational number ω, i.e.,
lim sup
n→+∞
log log qn+1
log qn
> 0,
where (pn/qn)n∈Z is the sequence of approximants given by the continued fraction expansion of ω
(see[6]).
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A set is called residual if it is a countable intersection of open and dense sets.
Corollary 5.2. There exists a residual set R ⊆ J r in the Cr topology which satisfies: for each f ∈ R,
there is an open and dense set H(f) ⊆ R such that for all ω ∈ H(f), f does not admit any homotopically
non-trivial invariant circle with rotation number ω.
Proof. Let {rn}n∈Z denotes the set of all rational numbers in R. By Theorem 5.1, we obtain an open
and dense set On such that for all f ∈ On, there is no homotopically non-trivial invariant circle with
rotation number rn. We set R =
⋂
n∈Z
On, it is a residual set in J
r in the Cr topology.
Take g ∈ R, then we obtain that the Peierls barriers Prn+,g(ξ) 6≡ 0 and Prn−,g(ξ) 6≡ 0 for all n. We
deduce from Proposition 2.6 that ω 7→ Pω,g is right-continuous at the rotation symbol ω = rn+ and
left-continuous at the rotation symbol ω = rn−. Thus, there exists an open interval (an, bn) ∋ rn such
that
Pω,g(ξ) 6≡ 0, for all symbol ω with pi(ω) ∈ (an, bn).
If we set H(g) =
⋃
n∈Z
(an, bn), then it’s open and dense since {rn}n∈Z is dense in R, and
Pω,g(ξ) 6≡ 0, for all symbol ω with pi(ω) ∈ H(g),
which means that there is no homotopically non-trivial g-invariant circle with rotation number ω ∈ H(g).
This completes our proof. 
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