Introduction
Programmed cell death (PCD) is a conserved process among eukaryotes that serves a multitude of functional roles during an organism's natural life cycle. PCD involves the tightly regulated process of cell death cued by specific spatiotemporal stimuli, which confer survival benefits. In eukaryotes, PCD is an essential process involved in senescence, aging, embryo development, cell differentiation, and immunity. In animal systems, morphologically distinct forms of PCD have been described (Figure 1 ) [1, 2] . Type I, or apoptotic cell death, is the best understood form of PCD and is defined by cell shrinkage, nuclear condensation and fragmentation, and eventual disintegration of the cell into apoptotic bodies that are digested by phagocytes. Type II cell death is an autophagic process that is induced during nutrient deprivation and chronic stress. Autophagic cell death is characterized by the rupture of the lysosome and subsequent release of toxic chemicals that degrade the cell contents. Unlike type I and type II, type III PCD is distinguished by the swelling of organelles and subsequent rupture of the plasma membrane. A programmed necrosis or necroptosis was initially believed to be an uncontrolled process of necrosis, but has been recently reclassified as type III form of cell death. Finally, pyroptosis is another recently categorized form of cell death that is mediated by caspase-1 activity. Morphologically, pyroptotic cells share characteristics of both apoptosis and necrosis [1] . Noteworthy, necroptosis and pyroptosis are pro-inflammatory forms of PCD activated by microbial infections and diverse environmental stimuli.
In plants, PCD is less rigorously classified ( Figure 1 ). One difficulty in distinguishing the forms of PCD in plants and animals comes as a result of the different cellular morphology in plant cells -most notably the presence of the cell wall and chloroplasts. Unlike the plasma membrane, the degradation of the cell wall is not a universal feature of PCD in plants. Additionally, the formation of apoptotic bodies is not observed in plant cells, as there are no circulating phagocytes to engulf them [3] . Instead, plant cells committed to PCD release autolytic compounds stored in the vacuole that degrade cell contents. In these cases, the cell wall may develop perforations for the absorption and recycling of cellular components by neighboring cells. Although not as well characterized as the mitochondria, the chloroplasts have been shown to induce light-dependent PCD through singlet oxygen species (1O 2 ) that may function in parallel to mitochondrial-mediated PCD at an early step in initiating the rupture of the vacuole [3] .
A specialized form of plant cell death called hypersensitive response (HR) is initiated as a defense response to pathogen infection. HR shares morphological features and molecular mechanisms reminiscent of both pyroptosis and necroptosis [4] . Moreover, HR is unique in that it induces a signaling cascade to propagate immunity in neighboring cells as well as priming distal tissues for potential pathogen challenge, a phenomenon known as systemic acquired resistance [5] . Here we will briefly describe diverse plant disease resistance pathways, early molecular events during pathogen perception, and downstream signaling components. We will thoroughly discuss how pathogens have evolved strategies to circumvent and/or suppress diverse immune responses, in particular plant cell death. While many of these mechanisms involve indirect disabling of upstream immune responses to avoid cell death, direct manipulation of PCD regulators by pathogen effectors has not been extensively explored in the literature, and will be the focal point of this article.
Molecular Underpinnings of the Plant Immune System
To initiate infection, diverse phytopathogens including bacteria, fungi, and oomycetes enter plant tissue through natural openings -such as stomata -and reside in the extracellular space known as the apoplast. HR plays differential roles in defense responses based on the life strategies of the pathogens. Biotrophs typically survive in the apoplasts of plant cells and siphon metabolic products from living cells. In contrast, necrotrophs induce cell death or release toxins to kill plant cells and feed off the debris. Whereas cell death is a defensive mechanism against biotrophs, it is instead an infection strategy for necrotrophs. Plants detect molecular components of the invading pathogens and often respond with effective immune responses. In contrast, pathogens utilize several mechanisms to target host immune signaling pathways to attempt to disrupt defense responses.
The first layer of broad spectrum defense against biotrophs is initiated upon the detection of conserved microbe-associated molecular patterns (MAMPs) by pattern recognition receptors (PRRs) localized to the plasma membrane [5] . Receptor-like kinases (RLKs), a sub-class of PRRs that share structural similarity to the extracellular LRR domain of mammalian Toll-like receptors (TLRs), in conjunction with other receptors or receptor-like proteins (RLPs), trigger MAMPs-triggered immunity (MTI). Plants have evolved an additional layer of pathogen receptors that can typically perceive the activities of pathogen virulence molecules (hereafter referred to as effectors) directly or indirectly by cytosolic nucleotide binding leucine rich repeat (NLR) receptors and initiate a defense response termed effector-triggered immunity (ETI). Both MTI and ETI are characterized by the rapid production of reactive oxygen species (ROS) such as peroxide and nitric oxide (NO), activation of mitogen-activated protein kinases (MAPKs) and calcium-dependent protein kinases (CDPKs), callose deposition at the cell wall, release of antimicrobial compounds, interplay of hormonal crosstalk, and massive transcriptional reprogramming to induce defense-related gene expression [6] . While both MTI and ETI exhibit the same morphological features, the induction and amplitude of the ETI response is much more rapid and potent, and often manifests in the form In animals (left), several forms of cell death exhibit blebbing that is then consumed by circulating phagocytes. However, in plants (right), the cell wall prevents bleb formation, and instead the cell contents are consumed by a lytic vacuole. Some characteristics, such as nuclear fragmentation and organelle swelling/degradation, are conserved. Hypersensitive response is a hybrid form of cell death, resembling pyroptosis in animals, and displays characteristics blending both apoptosis-like death and necroptosis in plants.
of HR. Meanwhile, specialized pathogens have evolved suites of effectors and toxins that modulate host cell physiology and support parasitism by evading detection or subverting MTI and/or ETI at various levels, which is known as effector-triggered susceptibility (ETS) [5, 7] . Hijacking downstream hormonal crosstalk to reroute signaling and ultimately defense responses is another mechanism whereby pathogens can alter host machinery to enable infection. While gram-negative bacteria use type III secretion systems (T3SS) to secrete and deliver effectors into the plant cells, the trafficking of oomycete and fungal pathogen effector proteins is considerably more complex and subject to different conflicting models [8, 9] . According to the current state of knowledge, the effectors from filamentous pathogens exhibit amino-terminal host targeting domains that are required for the effectors' delivery into the host cells. While several conserved motifs, including the RXLR, LFLAK, and CHXC amino acid sequences, are found in oomycete effectors, no such motifs are overrepresented in fungal effectors [9] . Recent work has focused on elucidating how pathogens target key components in host defense pathways to avoid HR and other ETI-associated responses.
The Evasion of PRR-mediated MTI and Cell Death PRRs on the plasma membrane detect conserved MAMPs derived across a broad range of pathogen species. One of the earliest studied MAMPs is flagellin, a peptide used in the synthesis of bacterial flagella. Flagella are important not only for motility but also for adhesion to host cells. In animals, flagellin is detected by Toll-like receptor 5 (TLR5), a transmembrane protein common to immune-related cells such as macrophages [10] . Upon flagellin binding, TLR5 activates nuclear factor NF-kB, which promotes the production of TNFa, a transcription factor that can activate both pro-and anti-apoptotic pathways as well as inflammatory responses. In plants, a separate epitope of flagellin is detected by flagellin-sensing 2 (FLS2), a leucinerich repeat receptor-like kinase (RLK) class of PRRs [11] . Given that flagellin is a fairly ubiquitous protein, it is plausible that bacterial pathogens may have evolved several mechanisms to avoid flagellin-mediated MTI. Indeed, the human pathogens Campylobacter jejuni and Helicobacter pylori evade the TLR5 recognition system by introducing mutations in the detection regions of flagellin in such a way that microbial motility is not affected [12] .
Parallels exist in the evolution of flagellin derived from plant mutualistic and pathogenic microbes to avoid the fitness cost of spurious activation of defenses and as a virulence strategy to evade MTI, respectively. These examples include Burkholderia phytofirmans (grapevine), Xanthomonas oryzae (rice), as well as Agrobacterium tumefaciens and R. solanacearum (Arabidopsis or tomato pathosystems) [13] . Recently, a novel mechanism was demonstrated for Pseudomonas bacteria that secrete a protease, AprA, to degrade monomeric flagellin, the ligand for TLR5 and FLS2 [14, 15] . This leads to the avoidance of RLK-mediated detection without affecting microbial motility and serves as another cross-kingdom example of receptor-ligand co-evolution. Thus, the first set of mechanisms involves the direct alteration of flagellin peptides, either by sequence variation, protease-mediated degradation, or post-translational modifications such as O-glycosylation. Research over the last decade has revealed that diverse effectors directly target FLS2 and FLS2-mediated complexes as well as downstream components of FLS2 signaling to avoid detection. For a more detailed overview, the reader is directed to a recent review [16] . In addition to FLS2, the roles of several other plant RLKs, such as elongation factor-tu (EF-Tu) receptor (EFR) and chitin elicitor receptor kinase 1 (CERK1), as well as RLPs have been described in the perception of diverse phytopathogens and activation of MTI [11] . However, future studies will address whether suites of other MAMPs have evolved or can be modified to achieve evasion of PRRmediated detection.
While bacterial-plant pathosystems have been extensively studied, it remains to be discovered how fungal and oomycete pathogens manipulate MTI in the apoplastic host-pathogen interaction battle. It is plausible that these eukaryotic pathogens deploy a subset of apoplastic effectors that interfere with the binding of MAMPs or pathogen-derived molecules to RLKs or RLPs, which constitutes an area of emerging interest. One example is the evasion of chitin perception in fungal pathogens by introducing alternative substrates to compete with host receptors and interfere with defense signaling [17, 18] . Another group of strategies employed by pathogens is to indirectly inhibit MTI by interfering with MAMP detection, RLK de novo biogenesis, complex formation with RLPs and co-receptors (e.g. BAK1 (BRI1-associated receptor kinase 1), and downstream signaling; Figure 2A ). For a detailed compilation of effector-mediated suppression of MTI, the reader is directed to an excellent recent review [11] . Here, however, we chose to highlight an unusual example of a set of RLKs that control HR.
Although cell death is classically associated with ETI (detailed below), recent evidence suggests disruption of RLKs may also lead to cell death. BAK1-interacting RLK 1 (BIR1) modulates the plant defense responses by inhibiting several immunerelated genes. Mutants lacking BIR1 expression exhibit spontaneous cell death and over-activation of immune pathways including MAPK signaling [19] . BIR1 is regulated by suppressor of BIR1 (SOBIR1) that functions in a complex to mediate immune responses ( Figure 2A ) [20] . Overexpression of SOBIR1 leads to a phenotype resembling bir1-1 mutants. SOBIR1 is conserved throughout the plant kingdom [19] , shown to interact with a number of RLPs in Arabidopsis, Brassica napus, tobacco, and tomato and is required for the activation of HR and/or disease resistance upon perception of pathogen-derived molecules [14, [21] [22] [23] [24] [25] . The stimulation of these immune responses requires the universal co-receptor BAK1, which associates with a collection of RLKs. In addition, recently it was shown that overexpression of BAK1 in Arabidopsis results in leaf necrosis and other fitness consequences in a SOBIR1-dependent manner [26] . Notably, a wide range of effectors target BAK1 to suppress MTI [11] .
While the RLP23-SOBIR1-BAK1 tripartite complex was shown very recently [20] , it remains to be determined whether SOBIR1 physically interacts with other RLKs. Understanding the molecular underpinnings of SOBIR1-mediated interactions will determine whether the crosstalk between MTI and ETI occurs at early phases of pathogen detection. Indeed, it has been shown that several receptors/co-receptors, such as FLS2, CERK and BAK1, associate with accelerated cell death 6 (ACD6) [27] . In addition, FLS2 physically associates with at least three ETI-inducing R proteins, suggesting that signaling interactions occur between MTI and ETI at very early stages [28] . Thus, the MTI machinery may be involved in more complex defense signaling pathways that may overlap with ETI-associated signaling and ultimately cell death. How pathogens carefully control key points in host defense pathways to suppress both layers of defenses is not fully understood. Given the importance of SOBIR1 in triggering defense responses, it is very likely that SOBIR1 itself is a virulence target, although implicated effectors have not yet been identified. Recently, SOBIR1 activity was shown to be controlled by ER-localized proteins that monitor the integrity of the ER [29, 30] . Interestingly, another ER-responsive protein, AGB1 (Arabidopsis G protein beta subunit 1), which has been demonstrated to be a key player in the unfolded protein response (UPR) pathway, is required for the cell death phenotypes exhibited by bir1-1 and transgenic plants overexpressing SOBIR1 (Figure 2A ) [31] . The elucidation of this pathway raises several questions about whether MTI may be linked to a cell death response or if MAMP-induced signaling may crosstalk with other pathways associated with ETI, such as ER stress signaling, etc.
Effector-mediated Perturbation of Host Immune Pathways ETI is a potent defense response that can ultimately lead to cell death. ETI is triggered mainly upon the detection of effectormediated disturbances of host proteins and homeostasis as described by the guard hypothesis and integrated decoy hypothesis [32, 33] . The former model describes the monitoring of common pathogen effector targets (guardees) by specialized proteins (guards) and activation of defense responses upon perturbation of these targets, either by binding or structural changes [34] . However, the guards themselves may be targets of pathogens. Victorin is a toxin released by the necrotrophic fungus Cochliobolus victoriae causing blight in oaks and similar symptoms in Arabidopsis. Susceptibility to victorin is induced when the toxin binds to TRX-h5, a defense-associated thioredoxin guarded by the NLR LOV1 (locus orchestrating victorin effects 1) [35] . In the absence of LOV1, defense is marginally reduced, but the host is not susceptible to infection [36] . However, in the presence of LOV1, an HR-like defense response is initiated that causes susceptibility to C. victoriae [37, 38] . Interestingly, TRX-h5 is also targeted by the obligate biotroph Hyaloperonospora arabidopsidis effector HaRxL68 [39] . Whether LOV1 or other NLRs guards TRX-h5 interacting activities with HaRxL68 is a question for future studies. Therefore, understanding how host defensive pathways may be utilized to achieve resistance or susceptibility is crucial to predicting the outcome of disease pressure under different conditions.
On the other hand, the integrated decoy hypothesis postulates that NLR proteins may have developed binding domains that mimic effector target substrates and thus compete for binding. These decoy NLRs often act in pairs or complexes with traditional NLRs to initiate defense signaling [40] . A key distinction between the guard and decoy hypotheses is that the decoys are mimics of their targets that provide no additional fitness to pathogens. There are several advantages for plants to evolve these additional proteins to monitor potential effector presence. Given the essential roles many effector targets have in normal cellular functions, there is a high amount of selective pressure against any potential mutations. Not only would potentially beneficial mutations have a rare occurrence, but also the proliferation of mutated proteins throughout the population would be extremely slow, as they compete with wild-type proteins sharing similar functional efficiency. Thus, the evolution of guard and decoy proteins offers a rapid mechanism by which plants may counteract effector activity. Duplication events and subsequent mutagenesis leading to the acquisition of these proteins confer fitness advantages without interfering with the functionality of essential, highly conserved proteins. Details on guard vs. decoy hypotheses can be found in several recently published outstanding review articles [32-34,40,41].
The Arabidopsis RPM1-interacting protein 4 (RIN4) is the best characterized example of the guard hypothesis and serves as a 'hub' or scaffold protein involved in both ETI and MTI ( Figure 2B ) [42] . Notably, in the ETI case scenario, RIN4 interacts with at least three P. syringae effectors, AvrRpm1, AvrB, and AvrRpt2, and two NLRs, RPM1 (resistance to Pseudomonas maculicola 1) and RPS2 (resistance to Pseudomonas syringae 2). RIN4 is phosphorylated by RPM1-induced protein kinase (RIPK) upon the pathogen delivery of AvrRpm1 and AvrB and is additionally cleaved by AvrRpt2. After these modifications, RPM1 and RPS2 initiate signaling cascades that lead directly to HR [42] [43] [44] [45] . While RIN4 is guarded by at least two NLRs, pathogens may have evolved additional effector molecules, as proposed in the zig-zag model [32] , to interfere with the NLR-mediated ETI. Indeed, it has been recently demonstrated that P. syringae effector HopZ3 acetylates multiple members of the RPM1 complex including RPM1, RIN4, and RIPK to suppress ETI, possibly through inactivation of the entire RPM1 complex [46] . In addition, RPS2-mediated suppression of ETI has been previously demonstrated. The ADPribosyltransferase HopF2 interferes with AvrRpt2-induced RIN4 cleavage and blocks RPS2 activation [47] . It's important to note that P. syringae pv. tomato strain DC3000 (hereafter DC3000) lacking functional HopF2 did not display decreased virulence in Arabidopsis relative to the wild-type DC3000 strain. This suggests the existence of a possible functional redundancy within the effector repertoire of a given strain.
Several large-scale studies designed to identify effector functions advocate redundant characteristics of effectors.
High-throughput studies in orthologous systems including Nicotiana benthamiana and yeast have revealed that the majority of bacterial and oomycete effectors are capable of suppressing MTI and ETI at multiple steps of these signaling cascades [48] [49] [50] [51] [52] . These studies have also facilitated the screening for candidate effectors in newly emerging model pathosystems [53] . Global protein-protein interaction networks have also revealed that diverse types of pathogens may share effector targets, indicating that effectors target essential processes within their hosts [39, 54] . However, the extent of these interactions as well as the mechanisms by which pathogens are able to target specific parts of host defenses are not fully understood and constitute an important area for future studies.
Inhibition of ER Stress Responses in Plant-Pathogen Interactions
One of the early cellular responses to ER stress is the activation of the UPR, a dynamic signaling network conserved throughout metazoans [55] . UPR orchestrates cell survival by reducing misfolded protein levels or promotes apoptotic cell death under acute and/or prolonged ER stress. Despite the evolutionary conservation between ER stress pathways among eukaryotes, the connection between ER stress and PCD is not well characterized in plants. In mammals, UPR can increase the concentration of NF-kB and induce inflammatory responses [56] . IRE1 (inositol requiring enzyme 1) is the principal and conserved UPR receptor in diverse eukaryotes [55] . In plants, the roles of IRE1 in mediating UPR signals in response to biotic and abiotic stresses have been extensively studied and reviewed in more depth elsewhere [55, 57, 58] .
In mammals, the components of UPR pathways are conserved pathogen targets that are utilized for reproduction or degraded to avoid cell death [59, 60] . Pathogens exploit UPR signaling in different ways to achieve virulence. Cytomegaloviral proteins have been shown to directly target IRE1 for degradation in mammals [61] . In contrast, Brucella species of bacteria utilize ER membranes for replication in animal cells. Bacteria may target YipA, a transcription factor required for IRE1 activation, as well as other factors involved in autophagy to surround themselves in ER-derived membrane [59] . Recent studies in plants indicate that the IRE1 pathway may be a target of viruses [62] . It is also likely that components of the IRE1 pathway are targeted by other phytopathogens as well. Notably, the IRE1 pathway in plants is salicylic acid (SA)-inducible and required for the expression and secretion of pathogenesis-related proteins [63, 64] . Thus, it is highly plausible that IRE1-mediated UPR in plants is dependent upon a master regulator NPR1 (non-expressor of pathogenesis-related 1), a functional ortholog of NF-kB and IkB [5] . Recently, it was demonstrated that NPR1 acts as a negative regulator of cell death [65] . How effectors directly modulate NPR1 activities is still elusive.
IRE1 interacts with another ER signaling component, BAX inhibitor-1 (BI-1) in animals, to induce ER-resident genes involved in autophagy [66] . BI-1, a negative regulator of cell death, is another highly conserved molecule that was shown to be involved in Ca 2+ signaling [67] . The roles of BI-1 in disease resistance and susceptibility in response to necrotrophs and biotrophs, respectively, have been undoubtedly documented [68] [69] [70] [71] [72] . Intriguingly, BI-1 was shown to associate with H + -ATPase 1 (AHA1) [73] , an interacting partner of RIN4, thus drawing a potential link between IRE1, MTI, and ETI pathways. AHA1 is strongly expressed in guard cells, and transgenic plants overexpressing AHA1 display enhanced susceptibility to DC3000 as well as exhibit constitutively opened stomata [74] . Recently, an ER-resident transcription factor (TF), NTL9, was also shown to be expressed in guard cells to regulate SA biosynthesis gene isochorismate synthase 1 (ICS1) [75] and be involved in ETI [76, 77] . Interestingly, effectors from two diverse pathogens, P. syringae and H. arabidopsidis, interact with NTL9 and contribute to the suppression of ETI responses [39, 78] . While the molecular mechanisms of how these diverse effectors target NTL9 to manipulate cell death pathways are still not fully understood, it has been recently shown that Phytophthora infestans effector Pix03192 targets two ER-localized NAC TFs in potato, StNTP1 and StNTP2, preventing their translocation to the nucleus and thereby promoting pathogen colonization [79] . Whether other TFs localized to the ER are targeted in a similar manner to prevent translocation to the nucleus remains to be elucidated. However, the ER is likely a target of several effectors given its paramount role in signaling and secretion of important immune regulators.
Pathogen-dependent Manipulation of Reactive Oxygen Species (ROS) Homeostasis and Signaling
HR is accompanied by the rapid production of cellular ROS, an oxidative burst that can react with diverse cell components (lipids, DNA, proteins), disrupting their functions and causing cell death (Figure 3 ) [80] . Besides chloroplasts and mitochondria, ROS production during HR mainly occurs as a result of activation of NADPH oxidase at the plant plasma membrane, as well as through activities of the cell wall peroxidase [81] . Although ample evidence exists to demonstrate the roles of ROS production in MTI and ETI, ROS homeostasis is crucial for mitigating the detrimental consequences of ROS and ensuring a fine-tuned defense signal. ROS homeostasis is achieved through the counteracting activities of the cellular scavenging system [80] . Thus, it's likely that pathogens may target specific branches of ROS production and scavenging pathways to manipulate ROS homeostasis for their benefits. Remarkably, MjTTL5, a nematode effector from Meloidogyne javanica, is a transthyretin-like protein that directly interacts with a thioredoxin reductase catalytic subunit to promote ROS-scavenging activity [82] . These events lead to the suppression of ROS burst as well as MTI-responsive genes and support nematode parasitism. In addition, several effectors from diverse pathogens, mostly indirectly, have been shown to suppress ROS production, although the underlying mechanisms aren't fully understood [83, 84] . For example, a Phytophthora sojae effector Avr3b is an ADP-ribose/NADH pyrophosphorylase that may mimic a Nudix hydrolase to inhibit ROS burst [83] .
Maintaining the integrity of the mitochondria and chloroplasts is of utmost concern for ROS homeostasis. Given the importance of mitochondria and chloroplasts in ROS signaling, these organelles may serve as potential targets to suppress immune responses and contribute to pathogen virulence. Mitochondria undergo morphological changes prior to cell death and are responsible in part for the production of ROS, which play an essential role in defense signaling and HR in plants [85] . Effectors have been shown to be localized to diverse cellular compartments, including mitochondria and chloroplasts, but the mechanisms of their interference with functions of these organelles are still not fully understood (Figure 3) . The P. syringae effector HopG1 translocates to the mitochondria and causes dwarfed, sterile plants when overexpressed [77] . It is unknown whether HopG1 prevents the immune-related functions of mitochondria or manipulates the metabolic activity for increased nutrient uptake. Similarly, chloroplasts are involved in cell metabolism and ROS production and exhibit similar morphological changes as mitochondria during defense responses. Chloroplasts may have overlapping functions with the mitochondria or both may work synergistically to induce cell death. One key difference between these two organelles is the type of ROS produced. Mitochondria produce H 2 O 2 and superoxide species whereas chloroplasts produce 1O 2 singlets that may be involved in signaling. If the distinct oxygen species originating from these organelles induce differential gene expression, they may be strategic targets for pathogen effectors to modulate host immunity. P. syringae effectors HopK1 and AvrRps4 localize to the chloroplasts after cytosolic processing, although direct targets of these effectors are unknown [86] . It is possible that the targets of these effectors may be downstream of defense-related signaling in the chloroplasts. Two potential targets are the chloroplast proteins EXECUTER1 and EXECUTER2, which translocate signals from the chloroplast to the nucleus to induce gene expression changes that may contribute to the onset of cell death [87] . Other effectors may interfere with metabolic pathways, such as the degradation of photosynthetic interactors by HopN1 to suppress ROS and cell death [88] . How pathogens balance metabolic and immune pathways in these organelles is not yet clear.
Additional key players involved in regulating ROS production and turnover are different antioxidants and oxidative stressrelated enzymes such as ascorbate peroxidase (APXs) [89] . Interestingly, APX3 was demonstrated to interact with a 14-3-3 protein, a member of the phosphopeptide-binding protein family that is conserved in eukaryotes (Figure 3 ) [90] . Pathogens may have evolved effectors to target components of 14-3-3 and MAPK pathways to suppress various branches of the plant immune system given the importance of ROS and MAPK signaling cascades during MTI and ETI [80] . Remarkably, several bacterial effectors, including HopM1, HopQ1, XopQ, and XopN, interact with various 14-3-3 proteins to inhibit ROS production, interfere with MAPK cascades, and suppress MTI and/or ETI [80, [90] [91] [92] [93] [94] . How these effectors function dynamically to subvert multiple host pathways at different time points during pathogen infection is another unanswered question.
ROS production followed by the activation of the MAPK pathway leads to massive changes in transcription of downstream defense-responsive genes, another potential immune sector targeted by pathogen effectors. One such example is MYB30, a TF involved in ROS-mediated cell death [95] . MYB30 undergoes post-translational modifications, in particular sumoylation mediated by the E3 ligase SIZ1 [96] , to perform its regulatory actions. MYB30 is targeted by Xanthomonas campestris effector XopD to inhibit its transcriptional activity, although the specific mechanism mediating this interaction is unknown [97] . One possibility is inhibiting the DNA binding capacity of MYB30 through S-nitrosylation, thereby reducing its transcriptional effects and weakening HR [98] . Another possibility is to interfere with the activities of MIEL1 (MYB30-interacting E3 ligase1), a ubiquitin ligase that degrades MYB30 and negatively regulates HR [99] . Other defense-related proteins may be targeted in a similar manner, either directly modified by effectors or indirectly through the hijacking of host ubiquitin pathways including CSN5a, a subunit of the CSN complex regulating proteolysis that is targeted by effectors from bacterial, oomycete, and viral pathogens [39, 54, 100] . Finally, the crosstalk between MAPKs and phytohormones also plays pivotal roles in precise control of downstream immune signaling [101] . Pathogen Effectors, Phytohormone Mimics and Toxins -Current State of Knowledge in Manipulating the Plant Immune System and Future Prospects Phytohormones are involved in almost every aspect of plant life, including growth, development, reproduction, and stress response. Balancing hormone activity is critical in mediating fitness costs between initiating defense and growth as well as coordinating such responses in distal plant organs [102] . Plants must maintain fine-tuned control of hormone levels to optimize metabolic requirements and survival, and thus utilize extensive crosstalk between hormone pathways to mediate their activity ( Figure 4A ). The roles of phytohormone SA in defense against (hemi)biotrophic pathogens and stimulation of proper HR are very well established [103] . In addition, relationships such as the classically defined SA antagonism with jasmonic acid (JA) have recently been expanded into a complex network of interactions that integrate signals from additional hormones, such as auxin, cytokinins (CKs), ethylene, nitric oxide (NO) and abscisic acid (ABA) [104] . Given the important and wide-spread role of phytohormones in plant homeostasis, several pathogens have been shown to inhibit or hijack phytohormone interactions for their own benefit through hormone mimics and other mechanisms [105] . This can be accomplished through redundant and/or synergistic relationships between effectors, phytotoxins and plant hormone biosynthesis-encoding genes [105, 106] . For a deeper survey of the functions and interactions of effectors/toxins and phytohormones, readers are directed to a comprehensive recent review [105, 107] . Here, we specifically focus on the recent advances at the interface of pathogen exploitation of phytohormone crosstalk. The best studied example illustrating the hijacking of hormonal crosstalk is the manipulation of the SA-JA antagonism using the delivery of the phytotoxin coronatine, a mimic of the bioactive JA that results in the degradation of JAZ proteins and de-repression of JA-responsive genes and consequently leads to the suppression of SA ( Figure 4A ) [108, 109] . Intriguingly, it was also recently shown that HopX1 and HopZ1 associate with and are required for the elimination of JAZ proteins, thus mimicking the actions of COR-mediated SA-JA manipulation [110, 111] . While both COR and HopX1 are present in the P. syringae strain DC3000, they were shown to degrade JAZ proteins in COI-dependent and -independent pathways, respectively [108] [109] [110] . This indicates a potential synergy and/or additive functions between these two molecules in suppressing immune responses. Moreover, the recent large-scale interactome studies between host and pathogens revealed that JAZcentered protein signaling modules, including TOPLESS protein, constitute a common target of effectors from P. syringae (AvrPto, HopR1 and HopBB1), H. arabidopsidis (HaRxL10 and HaRxL21), and fungus Golovinomyces orontii (OEC78), three evolutionarily diverged pathogens [39, 54] . Future studies may focus on the molecular underpinnings of how these effectors disrupt JAZ-related complexes to enhance expression of JA-responsive genes, ultimately leading to the suppression of SA-mediated defenses and establishment of disease susceptibility.
While pathogens use diverse tactics to modulate the levels of other phytohormones (such as auxin, ABA, etc.), the interplay between SA and CKs is very complex, involving positive and negative feedback loops as well as dose-dependent correlations between CK accumulation and host resistance levels [105, 107, 112] . Thus, specialized pathogens alter the fine-tuned SA-CK balance to manipulate plant defenses. Supporting these results, Rhodococcus fascians introduces methylated CKs, which mimic native CKs and contribute to pathogenesis in host cells ( Figure 4A ) [113] . Moreover, P. syringae effector HopQ1 that mimics phosphoribohydrolase activity exhibited by lonely guy (LOG) enzymes was reported to promote virulence through elevated CK level [114] . Nematodes have also been shown to produce CKs [115] . It is unknown if CKs interact with other aspects of the plant immune system. Given their role in photoprotection of chloroplasts [116] as well as expansive synergistic and antagonistic interplay with NO production [117] , it is possible that CKs play multi-dimensional roles in regulating or suppressing cell death responses. Intriguingly, in humans, Mycobacterium tuberculosis expresses Rv1205, a homolog of LOG in plants, and produces several CKs to counteract host-derived NO [118] . This suggests a broader participation of CKs in the hormonal signaling network and exemplifies a cross-kingdom convergent evolution of bacterial virulence.
In addition to phytohormone mimics, recent genomic screens of plant pathogens have revealed suites of toxins targeting phytohormone pathways that may converge onto diverse host immune responses [119] . Secondary metabolite (SM) composition represents an area of divergence among pathogens with diverse lifestyles and may serve as a potential signal inducing life stage transitions [120] . Further, stimuli-dependent production of SMs and phytotoxins may be another mechanism by which pathogens are able to fine-tune their control of host pathways ( Figure 4B ). For example, the Fusarium toxin deoxynivalenol (DON) both induces and suppresses plant cell death in a light-dependent manner, indicating that the activity of this toxin may possibly be related to host photosynthesis or light-dependent defense responses such as ROS [121] . Indeed, it has been shown that F. graminearum metabolizes SA and maintains low levels of DON during its biotrophic phase to inhibit HR, while it induces H 2 O 2 through high levels of DON to trigger HR during its necrotrophic phase [122, 123] . Whether similar regulatory mechanisms exist in other pathogens is unknown. Moreover, phytotoxins have been reported to be required for host specificity and are able to be acquired through horizontal gene transfer to broaden host ranges of other pathogens [124, 125] . These genetic events may be a key factor in the rapid evolution of virulence; thus, pathogen-pathogen interactions are important and may influence the outcome of plantpathogen encounters.
Another major question is how these pathogenic compounds are regulated during different stages of infection. In oomycetes, genomic sequencing has revealed that transcriptional profiles change dramatically during biotrophic and necrotrophic stages ( Figure 4B ) [126] . How these transcriptional changes are initiated remains unclear; however, it will be of interest to discover if these cues are derived from shifts in host cell activity (metabolic or immunological) or autonomous pathogen signals related to growth and reproduction. Alternatively, it is plausible that expression and subsequently delivery of effectors and phytotoxins is modulated by diverse environmental conditions and possibly also epigenetic mechanisms ( Figure 4B ).
An intriguing example in P. infestans is the antagonism between the effector SNE1 and Nep1-like protein (NLP) PiNPP1.1, which are expressed during biotrophic and necrotrophic phases, respectively. SNE1 suppresses HR by inhibiting PiNPP1.1 and was also capable of inhibiting HR-inducing molecules in other pathosystems such as an NLP from P. sojae (PsojNIP) and bacterial effectors AvrPto and AvrPtoB, indicating that SNE1 expression may be a broad-spectrum mechanism to distinguish between hemibiotrophic life phases [127] . However, little is known about how these transcriptional changes arise. Further genomic studies will reveal how phytotoxins and effectors act synergistically to suppress host immune responses as well as patterns in the temporal expression of these pathogenic molecules and whether pathogens utilize different suites of effectors/toxins in distinct pathosystems.
Conclusion
Controlled cell death is a ubiquitous process required for homeostasis and normal development, and it also plays a central role in defense responses in eukaryotes. Plants use physical and chemical barriers to fight off pathogen spreading during severe infections, leading to apoptotic-like cell death in order to save surrounding cells and limit the spread of pathogens. HR is a concerted process initiated through several pathways spanning many cell organelles including the mitochondria, chloroplasts, ER, and the central vacuole. In order to infect their hosts, phytopathogens have developed several mechanisms to subvert defense responses and avoid detection. Many of these methods rely on injecting host cells with effector proteins that target essential host proteins and disrupt immune-related pathways. Further, some pathogens may exploit these pathways to induce cell death and feed off the debris. Despite this wealth of knowledge, many aspects of plant-pathogen interactions remain to be elucidated. Given the crop losses due to pathogen infections each year, understanding these interactions may lead to improved biotechnology to limit the spread of infections and increase crop yields. Additionally, since plants act as carriers to many human pathogens, learning how these pathogens are able to survive in non-host organisms is essential to curb potential outbreaks of human diseases stemming from consumption of these crops. 
