Robust motifs are graphs associated to threshold-linear networks (TLNs) for which the structure of fixed points is independent of the choice of connectivity matrix W . In this work we describe infinite families of robust motifs, and use them to completely characterize all robust motifs for networks of size n ≤ 5. These graph structures tightly constrain the dynamics of the associated TLNs, making them ideal candidates for constructing network architectures whose dynamics are robust despite allowing great flexibility in the choice of W .
Introduction and main results
Threshold-linear networks (TLNs) are commonly-used models of recurrent neural networks. The dynamics are given by
where n is the number of neurons, x i (t) ∈ R ≥0 is the firing rate of neuron i, and θ > 0 is a constant external input (the same for each neuron). The values W ij are entries of an n × n matrix of real-valued connection strengths, and the threshold-nonlinearity is given by [·] + = max{0, ·}. TLNs exhibit the full repertoire of nonlinear dynamic behavior, including multistability, limit cycles, quasiperiodic attractors, and chaos [1] . While much attention has been paid to the collection of stable fixed points as a model of associative memory encoding and retrieval [2, 3, 4, 5, 6, 7] , recent work has highlighted the importance of unstable fixed points in shaping the dynamic attractors of these networks [8, 9] . Dynamic attractors, such as limit cycles, can be used to model a range of neural phenomena such as memory sequences, central pattern generators (CPGs), and other types of rhythmic behavior in the brain.
Given a pair (W, θ), what are the fixed points of the associated TLN? A key observation is that the system (1.1) is piecewise linear, so for generic W there can be at most one fixed point for each linear regime. In fact, it turns out that there is at most one fixed point per support, where the support is the subset of neurons with positive firing rate at the fixed point. A fixed point where all neurons fire is called a full-support fixed point, with support denoted [n] def = {1, . . . , n}. To know the full set of fixed points associated to (W, θ) is equivalent to knowing the set of fixed point supports [10] . Since these are independent of θ, we write simply:
FP(W ) def = {σ ⊆ [n] | σ is the support of a fixed point}.
What combinations of fixed point supports are possible? How does the structure of the connectivity matrix W affect FP(W )?
In this article, we will restrict ourselves to competitive (i.e., inhibition-dominated) networks, so that W is effectively inhibitory with W ij < 0 for each i = j, and W ii = 0. To each such network, we associate a connectivity graph G W as follows:
To motivate the definition of G W , note that there is an implicit "leak" time constant in the −x i term of (1.1), which has been set to 1. An edge j → i, corresponding to W ij > −1, thus indicates that j inhibits i less than it inhibits itself through the self-leak term. On the other hand, the absence of an edge, corresponding to W ij < −1, signifies that the inhibition from j to i is stronger than the leak term. For this reason, even though all interactions are effectively inhibitory, the activity of a network often appears to follow the edges of the graph. In prior work [10] , focusing on the special case of combinatorial threshold-linear networks (CTLNs), we were able to show that the graph G W provides surprisingly strong constraints on FP(W ). This special family, however, consists of W matrices that are tightly related to the graph. For general competitive TLNs, it is far from obvious whether the graph can tell us anything useful about FP(W ), as there is tremendous flexibility in the choice of W for any given graph. Nevertheless, we were able to show in [10] that for networks of size n ≤ 2, the graph completely determines FP(W ). These results are summarized in Figure 1 below. Unfortunately, the obvious generalizations one might expect from Figure 1 do not hold. For example, both the independent set and clique on n = 3 nodes have four distinct FP(W ) regimes, as shown in Figure 2A -B, and a path of length 2 has two possibilities for FP(W ) (see Figure 2C ). Even though these graph structures provide significant constraints on the allowed sets of fixed points, there is still a good deal of flexibility in the corresponding networks: different choices of W lead to qualitatively distinct fixed point regimes.
For larger TLNs, with n > 3 nodes, the graph-based constraints on FP(W ) are largely unknown. It is possible that some graphs tell us very little about FP(W ). At the other extreme, there may be graphs whose structure completely determines FP(W ), mimicking what we saw for n ≤ 2. We refer to such graphs as robust motifs, because the fixed point structure is independent of the choice of W . Definition 1.3. Let G be a directed graph on n nodes. We say that G is a robust motif if FP(W ) is identical for every W such that G W = G.
Robust motifs come in two flavors, depending on whether or not the full-support fixed point [n] is present. If [n] ∈ FP(W ), we say that G is a permitted robust motif. On the other hand, if [n] / ∈ FP(W ), then we say G is a forbidden robust motif. All the n ≤ 2 graphs in Figure 1 are robust: the first three graphs (panels A-C) are permitted robust motifs, while the last graph (panel D) is a forbidden robust motif. In contrast, none of the n = 3 graphs depicted in Figure 2 are robust. At first glance, it is not at all obvious that there should be any robust motifs for n > 2.
Perhaps surprisingly, it turns out that there are infinite families of robust motifs. Our main results detail such families, and also show that they cover essentially all the robust motifs in small graphs up through size n = 5. In order to describe them, we must first introduce the concept of the source-target decomposition of a graph. We begin by reviewing a bit of graph theoretic terminology.
Let G be a graph on n nodes. We say that a vertex i is a source in G if i has no incoming edges, so that j → i for all j ∈ [n] \ i. At the other extreme, we say that k is a target in G if for every j ∈ [n] \ k, we have the edge j → k. Recall also that a directed acyclic graph (DAG) is a graph with no directed cycles. 1 It is useful to observe that any graph can be uniquely decomposed in the following manner: Lemma 1.4. Let G be a directed graph on n nodes. Then there is a unique partition of the vertices [n] = ω∪ τ , where G| ω is a DAG, G| τ contains no sources, and there are no edges from τ to ω.
Note that we require ω ∩ τ = ∅, but both ω and τ are allowed to be empty. If G contains no sources, then ω = ∅. If G is itself a DAG, then τ = ∅. To see why the lemma holds, imagine starting with an initial partition τ = [n], ω = ∅, and sequentially moving vertices from τ to ω by removing sources from the graph G| τ and placing them into the set ω. The process terminates when no more sources can be removed from τ . Clearly, the final G| τ will contain no sources, and there can be no edges from τ to ω. To see why G| ω is a DAG, note that the vertices in ω acquire a natural ordering on the nodes (the order in which the sources were removed from τ ), and with this ordering there can only be an edge i → j if i < j. This ordering property is in fact equivalent to the DAG property, and is often used as an alternative characterization for DAGs. Finally, note that if the original graph G happened to contain a target t as well as a source s, then we would end up with s ∈ ω and t ∈ τ , unless the full graph is a DAG (in which case t would be the final node moved into ω). These observations motivate the following definition, where we adapt the above decomposition to require τ to contain t. Definition 1.5. Let G be a graph on n ≥ 2 vertices containing a source s and a target t. Let [n] = ω∪ τ be the unique partition of the vertices such that s ∈ ω, t ∈ τ , G| ω is a DAG, G| τ contains no sources, 2 and there are no edges from τ to ω. We call this the source-target decomposition of G.
Our convention is that only graphs containing both a source and a target can have a source-target decomposition, so that ω and τ are required to be nonempty. We are now ready to state our main results. Our first theorem shows that the set of fixed points associated to a graph with a source-target decomposition collapses onto the fixed points of the subgraph with no sources. Figure 3A illustrates the source-target decomposition, and summarizes the following theorem. We use the notation W τ to refer to the principal |τ | × |τ | submatrix of W obtained by restricting to entries indexed by elements of τ . Theorem 1.6. Let G be a graph with source-target decomposition [n] = ω∪ τ . Then, for every W with graph G W = G, we have It is important to note that the above theorem does not hold if the graph G has no target. An immediate consequence of Theorem 1.6 is that if G has a source-target decomposition in which G| τ is a robust motif, then G itself must be robust. Figure 3B illustrates two families of robust motifs that can be created this way, by selecting G| τ to be either a single node or a 2-clique. These are, in fact, the only candidate robust motifs we've encountered for G| τ , as they must contain a target and no sources. Moreover, for these two choices of τ we already know that FP(W τ ) has a unique fixed point support, τ , and the associated fixed point is stable [10, Appendix A.4]. These findings are summarized in the next theorem. Theorem 1.7. Let G be a graph with source-target decomposition [n] = ω∪ τ , and suppose τ is either a single node or a 2-clique. Then G is a forbidden robust motif. Moreover, for every W with graph G W = G, FP(W ) = {τ } and the associated fixed point is stable.
Note that these infinite families consist of forbidden robust motifs, and can thus be thought of as natural generalizations of the single directed edge graph, shown in Figure 1D . In particular, the first family in Figure 3B , where τ = {t}, consists of all DAGs that contain a target. The path of length 2 ( Figure 2C ) does not belong because although it is a DAG, it has no target. On the other hand, all oriented directed cliques (i.e. complete DAGs, having a directed edge between every pair of nodes) belong to this family. Directed cliques have previously been found to be overrepresented and dynamically meaningful in large, biologically realistic models of mammalian cortex [11] .
What about other robust motifs? Recall from Figure 1 that all graphs of size n ≤ 2 are robust motifs. It turns out that for graphs of size n = 3, 4, and 5, the families described in Theorem 1.7 cover all robust motifs except the 3-cycle. A brute force computational check was used to show that all other graphs have at least two distinct FP(W ) regimes, by sampling W matrices for fixed G and finding explicit pairs W 1 , W 2 for which FP(W 1 ) = FP(W 2 ). 3 Theorem 1.8. Let G be a robust motif on n nodes, with n ≤ 5. If G is forbidden robust, then G has a source-target decomposition where τ is either a single node or a 2-clique (as in Theorem 1.7). If G is permitted robust, then G is either the single node ( Figure 1A ), the size 2 independent set ( Figure 1B ), the 2-clique ( Figure 1C Up to graph isomorphism, there are 4 such motifs for n = 3, 13 for n = 4, and 71 for n = 5. The only thing left to complete the proof of Theorem 1.8 is to show that the 3-cycle is permitted robust. We do this in the next section (see Lemma 2.10).
The organization of the rest of this paper is as follows. In Section 2, we review some relevant background from [10] , and introduce the concept of invariant motifs. We then prove Lemma 2.10, showing that the 3-cycle is permitted robust. We end this section by reviewing the concept of domination, first introduced in [10] , and illustrate it with an example. In Section 3, we introduce a new tool, strong domination, and use it to prove Theorem 1. 6 .
Many open questions remain. Are there larger robust motifs (n > 5) that are permitted robust? In particular, are there generalizations of the 3-cycle? It is interesting to note that neither the 4-cycle nor the 5-cycle are robust, so the higher-order analogues of the 3-cycle are not straightforward. In the case of forbidden robust motifs, are there any that are not covered by the two families described in Theorem 1.7? Finally, other than the size 2 independent set ( Figure 1B ), every robust motif we have found has a unique fixed point. Moreover, with n=3 robust motifs n=4 robust motifs 
The support of a fixed point x * is the subset of active neurons,
We typically refer to supports as subsets σ ⊆ [n]. We denote the set of all fixed point supports of a TLN (W, θ) as
| σ is the support of a fixed point}.
Note that we omit θ from the notation FP(W ) because the value of θ > 0 has no impact on the fixed point supports, it simply scales the precise value of the corresponding fixed points. Whenever I − W σ is invertible for all σ, each fixed point is completely determined by its support and thus it suffices to study the collection of supports, FP(W ), rather than the specific fixed point values. In particular, for σ ∈ FP(W ), let
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where W σ is the principal submatrix of W obtained by truncating W to just the rows and columns indexed by σ, and 1 σ refers to the all-ones vector similarly truncated to the indices in σ. Then the vector x * given by x * i = x σ i for all i ∈ σ and x * k = 0 for all k / ∈ σ is the fixed point of (W, θ) with support σ.
To ensure that FP(W ) has this expected one-to-one correspondence with the set of fixed points, we need det(I − W σ ) = 0 for all σ ⊆ [n]. For the theorems characterizing FP(W ), below, we will need an additional set of determinants to be nonzero. So, in addition to assuming all TLNs are competitive, so that W ij < 0 for i = j, we will also assume they are nondegenerate, as defined below. Note that almost all TLNs are nondegenerate, since having a zero determinant is a highly fine-tuned condition. The notation det(A i ; b) denotes the determinant obtained by replacing the i th column of A with the vector b, as in Cramer's rule. In the case of a restricted matrix, ((A σ ) i ; b σ ) denotes the matrix obtained from A σ by replacing the column corresponding to the index i ∈ σ with b σ (note that this is not typically the i th column of A σ ).
It was previously shown that FP(W ) can be fully characterized by the signs of particular Cramer's determinants [10] . Motivated by Cramer's rule, we define
for each σ ⊆ [n] and i ∈ [n]. Since the values of s σ i for i ∈ σ depend only on (W σ , θ), while the values s σ k for k / ∈ σ depend only on (W σ∪{k} , θ), Corollary 2.6 immediately follows. Corollary 2.6 (Corollary 2 in [10] ). Let (W, θ) be a TLN on n neurons, and let σ ⊆ [n]. The following are equivalent:
Observe from condition 3 of the corollary, that a necessary condition for σ ∈ FP(W ) is that σ support a fixed point in its own restricted subnetwork, i.e. σ ∈ FP(W σ ). When σ ∈ FP(W σ ), we say that σ is a permitted motif of W , otherwise we say σ is a forbidden motif of W . When σ ∈ FP(W ), we say that the permitted motif σ survives to the full network, and Corollary 2.6 shows that it is sufficient to check survival in the full network by checking survival under the addition of each external node individually.
Another key property of FP(W ) is parity:
Lemma 2.7 (parity [9, 10] ). Let (W, θ) be a TLN. Then the total number of fixed points, | FP(W )|, is odd.
Parity is particularly useful for determining when a network has a full-support fixed point.
If we know which of the smaller subsets are permitted and forbidden motifs, and we know which of the permitted motifs survive, then parity immediately tells us whether or not W has a full-support fixed point (see Example 2.11). In general, though, determining the survival of permitted motifs is nontrivial.
Invariant motifs
In some cases, whether σ is a permitted or forbidden motif may depend only on the graph structure G| σ , independent of the particular choice of connection strengths W . Definition 2.8. Let G be a graph and σ ⊆ [n]. We say that G| σ is an invariant permitted motif if σ ∈ FP(W σ ) for every W σ with graph G| σ . On the other hand, we say G| σ is an invariant forbidden motif if σ / ∈ FP(W σ ) for every W σ with graph G| σ .
The vast majority of graphs are neither invariant permitted nor invariant forbidden. For example, all three graphs in Figure 2 have FP(W ) possibilities both with and without the fullsupport fixed point, 123. However, all robust motifs are necessarily either invariant forbidden or invariant permitted. The invariant forbidden/permitted conditions are considerably weaker, though, since they only refer to the full-support fixed point. In particular, using Theorem 1.6 it is easy to construct invariant forbidden motifs that are not robust: any graph G with a sourcetarget decomposition in which G| τ is not robust cannot itself be robust, but since FP(W ) = FP(W τ ) the full-support fixed point is always precluded. In fact, all invariant forbidden motifs we have found up through n = 5 are of this form. Interestingly, the only invariant permitted motifs we have found (up through n = 5) are precisely the permitted robust motifs given in Theorem 1.8, the largest of which is the 3-cycle.
It is an open question if there are any larger invariant permitted motifs and whether or not these are also robust.
The fact that all the graphs for n ≤ 2 (Figure 1) are robust, and thus invariant permitted or forbidden, was proven in [10] using Theorem 2.5 (sign conditions). Using this theorem, it was also shown in [10] that the singletons have a survival rule that depends only on the graph. Recall that a sink in a graph is a node with no outgoing edges (it may be an isolated node). Combining this lemma with earlier results, it is now straightforward to prove that the 3cycle is a permitted robust motif. Proof. Let (W, θ) be any TLN with G W = G, the 3-cycle. Then FP(W ) does not contain any singleton fixed point supports, since G does not contain any sinks. Additionally, FP(W ) cannot contain any fixed point supports of size 2 since every such subgraph of the 3-cycle is a unidirectional edge, which is an invariant forbidden motif. By parity, | FP(W )| is always odd, and thus FP(W ) must consist of the full-support fixed point.
In the case of the 3-cycle, determining FP(W ) via parity was straightforward since every proper subgraph was either invariant forbidden or was a singleton that was guaranteed not to survive. When a graph contains larger permitted motifs, it is necessary to understand their survival before parity can be applied. Furthermore, survival can depend on the specific values of W even when a subgraph is an invariant permitted motif, as the following example illustrates. Nevertheless, the graph structure plus parity can still significantly limit the possible FP(W ) that may arise for a given graph. Example 2.11. Let G be the graph in Figure 5 , and W a TLN connectivity matrix with graph G W = G. We will show that either FP(W ) = {3} or FP(W ) = {3, 12, 123}. Observe that node 3 is the only sink in G, and thus it is the only singleton that supports a fixed point; moreover, this fixed point is present for any W with graph G (see Lemma 2.9) . For the subsets of size 2, 13 and 23 cannot support fixed points since they correspond to invariant forbidden motifs. In contrast, the clique on 12 is an invariant permitted motif, which can be a fixed point support if it survives. If 12 survives, then there are two proper subsets that support fixed points, and thus by parity 123 must be a fixed point support as well. Alternatively, if 12 does not survive, then parity guarantees that 123 / ∈ FP(W ). Thus, the only possibilities are FP(W ) = {3} and FP(W ) = {3, 12, 123}. It turns out that both of these possibilities can be realized for different W matrices. The precise conditions on W for each FP(W ) to occur are worked out in detail in a continuation of this example, Example 2.15 of Section 2.3.
Domination
While Theorem 2.5 (sign conditions) was essential for proving that the n ≤ 2 graphs are robust, it turns out that an alternative characterization of FP(W ), known as domination, will be more useful for proving the main results here. Domination, first introduced in [10] , also involves the Cramer's determinants s σ i from equation 2.4, but interestingly its the magnitude |s σ i | that is essential to this characterization, in contrast to Theorem 2.5 where only the signs were relevant. Specifically, domination characterizes FP(W ) in terms of the quantities w σ j :
where W def = −I + W . We will see that at a fixed point, all the w σ j values coincide for j ∈ σ and are strictly greater than (a.k.a. "dominate") all the w σ k values for k / ∈ σ.
Definition 2.13 (general domination). Consider a TLN (W, θ) on n neurons, let σ ⊆ [n] be nonempty, and let w σ j be defined as in (2.12) . For any j, k ∈ [n], we say that k dominates j with respect to σ, and write k > σ j, whenever w σ k > w σ j . If w σ i = w σ j for all i, j ∈ σ, then we say that σ is domination-free.
The following theorem from [10] precisely characterizes fixed point supports in terms of domination. Recall that σ is a permitted motif of (W, θ) if σ is a fixed point support of the restricted subnetwork, i.e. σ ∈ FP(W σ ); furthermore, σ is a fixed point support of the full network W precisely when it is a permitted motif that survives. Theorem 2.14 (general domination -Theorem 15 in [10] ). Let (W, θ) be a TLN, and let σ ⊆ [n]. Then σ is a permitted motif of W ⇔ σ is domination-free.
If σ is a permitted motif of W , then σ ∈ FP(W ) if and only if for each k ∈ σ there exists j ∈ σ such that j > σ k.
Note that when σ is a permitted motif of W , w σ i = w σ j for all i, j ∈ σ, and thus the survival condition for σ ∈ FP(W ) is equivalent to the condition j > σ k for all j ∈ σ. On the other hand, if k > σ j for any j ∈ σ, then σ / ∈ FP(W ). (Note that nondegeneracy ensures that w σ j = w σ k whenever j ∈ σ and k / ∈ σ, and thus we always have j > σ k or k > σ j in this case).
Example 2.15 (Example 2.11 revisited). Returning to Example 2.11, let G be the graph in Figure 5 and let W be any TLN matrix with graph G W = G. We saw previously that the only possibilities for FP(W ) are FP(W ) = {3} and FP(W ) = {3, 12, 123}. Here, we will use domination to characterize collections of W that fall into each of these regimes.
Observe that these two regimes are distinguished by whether the permitted motif 12 survives as a fixed point of the full network. By Theorem 2.14, the survival of 12 is fully determined by the relationship between the quantities w 12 3 and w 12 1 = w 12 2 . By definition, we have w 12 1 = (−1)|s 12 1 | + W 12 |s 12 2 | and w 12 2 = W 21 |s 12 1 | + (−1)|s 12 2 | while w 12 3 = W 31 |s 12 1 | + W 32 |s 12 2 |. In general, computing the exact values of the w σ j needed for domination can be difficult, as they rely on the Cramer's determinants s σ i , which may be complicated polynomials in the matrix entries {W ij }. However, when W ik ≥ W ij for all i ∈ σ, then we can guarantee a domination relationship without appealing to the s σ i values, as we saw in the first part of Example 2.15. We will exploit this observation in the next section.
Strong domination and the proof of Theorem 1.6
In this section, we define the notion of strong domination, which will enable us to guarantee the existence of domination even without knowledge of the values of the s σ i . Strong domination will be the key to the proofs of the main results, which we will complete at the end of this section.
Definition 3.1 (strong domination). Consider a TLN (W, θ) on n neurons, let σ ⊆ [n] be nonempty. For any j, k ∈ [n], we say that k strongly dominates j with respect to σ, and write k σ j, if W ki ≥ W ji for all i ∈ σ, and the inequality is strict for at least one such i.
Strong domination clearly implies general domination, and thus enables one to easily determine the presence of domination to rule out possible fixed point supports, as we saw in the first part of Example 2.15. Specifically, if k strongly dominates j with respect to σ and j ∈ σ, then Theorem 2.14 guarantees that σ / ∈ FP(W ). Alternatively, if σ is domination-free and for each k / ∈ σ, there exists a j ∈ σ that strongly dominates k, then σ is guaranteed to survive, so σ ∈ FP(W ).
It turns out that the graph G W significantly constrains the possible j, k pairs where strong domination can occur. In particular, for k to strongly dominate j with respect to σ, if W ji > −1 for any i ∈ σ, then we must also have W ki > −1 to enable W ki ≥ W ji . Thus, a necessary condition for strong domination to hold is that when i → j we must also have i → k for each i ∈ σ \ {j, k}. Additionally, if j ∈ σ, then W jj = −1 is a term in one of the defining inequalities, and so we must have W kj > −1, forcing j → k. Finally, if k ∈ σ, then W kk = −1 is also a relevant term, which forces k → j. These conditions are captured by the definition of graphical domination given below (first introduced in [10]). Definition 3.2 (graphical domination). Let G be a graph on n neurons and σ ⊆ [n]. For any j, k ∈ [n] with σ ∩ {j, k} = ∅, we say that k graphically dominates j with respect to σ if the following three conditions all hold:
As observed above, graphical domination is a necessary condition for strong domination to hold, and thus candidates for strong domination can be readily identified from the graph G W . In general, graphical domination is not sufficient to guarantee a strong domination relationship, since whenever j and k both receive an edge from a node i ∈ σ, all that is guaranteed is that W ji , W ki > −1, but nothing about how the W values compare to each other; the same holds when neither j nor k receive an edge from i. One exception to this is the special case of CTLNs, where graphical domination and strong domination coincide [10] .
Although strong domination typically cannot be guaranteed from graph structure alone, in the case where i → j and i → k, the precise relationship between the W values is known since W ji < −1 < W ki . Thus, whenever there exists a j that receives no incoming edges from σ and a k that receives all incoming edges, e.g. when j is a source and k is a target, strong domination is guaranteed.
The above observation leads us to the following proposition. Here we need the concept of the target of a subset σ ⊆ [n]: we say that k is a target of σ if i → k for all i ∈ σ \ k. If k ∈ σ, we call it an internal target of σ. If k / ∈ σ, then k is an external target of σ. Proof. Let s ∈ σ be a source in G| σ and let t ∈ [n] be a target of σ. Then for all i ∈ σ \ {s, t}, we have i → s and i → t, so W si < −1 < W ti , and since s → t, we also have W ts > −1 = W ss . Finally, if t ∈ σ, we have t → s since s is a source in G| σ , and so W st < −1 = W tt . Thus, W si < W ti for all i ∈ σ, and so t strongly dominates s with respect to σ. Therefore, by Theorem 2.14, σ / ∈ FP(W ).
As another application of strong domination, we see that whenever a subset σ contains a target, the target will always dominate any node that does not receive edges from σ, thereby guaranteeing the survival of σ. Lemma 3.4. Let G = G W be the graph of a TLN (W, θ) on n nodes, and suppose σ ⊆ [n] is a permitted motif of W , i.e. σ ∈ FP(W | σ ), that contains an internal target t. Let s / ∈ σ be a node that receives no edges from σ (so s is a source in G| σ∪s ). Then σ survives the addition of s, i.e. σ ∈ FP(W | σ∪s ).
Proof. Since t is an internal target of σ and s does not receive any edges from σ, for all i ∈ σ \ {t}, we have i → s and i → t, so W si < −1 < W ti , and since t → s, we also have W st < −1 = W tt . Thus, W si < W ti for all i ∈ σ, and so t strongly dominates s with respect to σ. Therefore, by Theorem 2.14, σ ∈ FP(W | σ∪s ) since σ is a permitted motif and t > σ s for t ∈ σ.
The next lemma shows that we can make use of the domination relationship between a source and a target to say something about survival of σ even when neither node is inside σ. Lemma 3.5. Let G = G W be the graph of a TLN (W, θ) on n nodes, and let σ ⊆ [n] be a permitted motif of W , i.e. σ ∈ FP(W | σ ). Let t / ∈ σ be an external target of σ, and let s / ∈ σ be a node that receives no edges from σ (so s is a source in G| σ∪s ). Then (1) If σ survives the addition of t, then σ survives the addition of s. I.e. σ ∈ FP(W σ∪t ) ⇒ σ ∈ FP(W σ∪s ).
(2) Alternatively, if σ does not survive the addition of s, then σ does not survive the addition of t. I.e. σ / ∈ FP(W σ∪s ) ⇒ σ / ∈ FP(W σ∪t ).
Proof. The key to the proof of both parts is a comparison of the domination quantities w σ s and w σ t . For all i ∈ σ, we have i → s and i → t, so W si < −1 < W ti ; thus w σ s < w σ t . For (1), suppose σ ∈ FP(W σ∪t ). Then by Theorem 2.14, there exists a j ∈ σ such that j > σ t, i.e. w σ j > w σ t . Then we also have w σ j > w σ s , and so σ ∈ FP(W σ∪s ). For (2), suppose σ / ∈ FP(W σ∪s ). Since σ is a permitted motif of W , Theorem 2.14 indicates that σ did not survive the addition of s because s > σ j for all j ∈ σ, i.e. w σ s > w σ j . Then we also have w σ t > w σ j for all j ∈ σ, and so σ / ∈ FP(W σ∪t ).
Combining Proposition 3.3 with the previous two lemmas, we obtain the following theorem showing that when a graph contains a source and a target, FP(W ) is maintained when the source is removed. This result will be the key to proving Theorem 1.6. 
