An approach for generating dependent random variates with specified marginal distributions and measure of correlation is developed based upon an analogy between correlation and force. We first examine the mathematical transformation implied by this analogy and attempt to construct a general algorithm for generating variates that have the desired properties. We then examine the limitations of this approach, noting some potentially surprising distributional consequences associated with linear combinations of random variables. We conclude with the development of an algorithm for generating correlated Uniform(0,l) random variates with (approximately) a specified productmoment correlation. If X and Y are independent, then p = 0 and we can produce the desired point by independently generating x from the marginal distribution of X and y from the marginal distribubon of Y If X and Y are dependent, this method is inadequate since it obwously does not account for the corielation between them We will account for this dependence by first considering an analogy between correlation and force that was mtroduced to the authors by Huang ( 1986) who prowdes a unique view of the analogy from the perspective of computer
and where p. , , p, , U\, and ul, denote the means and standard dewations of X and Y. respectively If X and Y are independent, then p = 0 and we can produce the desired point by independently generating x from the marginal distribution of X and y from the marginal distribubon of Y If X and Y are dependent, this method is inadequate since it obwously does not account for the corielation between them We will account for this dependence by first considering an analogy between correlation and force that was mtroduced to the authors by Huang ( 1986) who prowdes a unique view of the analogy from the perspective of computer-graphics windows 1 INTRODUCTION 2 CORRELATION AND FORCE An important issue in simulabon concems the generation of correlated random variates Most existing methods generally assume that the joint or conditional distribuaons of the variates can be completely specified [For some good summaries of methods, see Johnson, Wang, and Ramberg (l984), Devroye (1986) . or Johnson (1987) Other relevant works include Plackett (1 963), Kimeldorf and Sampson (1975a), and Ah, Mikhad, and Haq ( 1978) In this paper, we consider the general problem of generating a pair of simulated values (x,y) from the Joint distribution of two random variables X and Y when only the marginal distributions of X and Y and a measure of the correlation between them are known In particular, we assume that the dependence between the two variates is measured by the product-moment correlation coefficient Correlation is a measure of the degree of dependence between two random variables Thus, if X and Y are positively correlated, then large (small) values of X tend to be associated with large (small) values of Y, and we-versa Although a cause-and-effect relationship may not actually exist between the variables, it is intuitively appealing to envision, however, that the value of one random vanable influences (or exerts a force upon) the value of the other We thus consider accounting for the dependence between X and Y by first generating x and y as if they were independent and then "repositioning" y to account for the "force" on y exerted by the particular value of x Although this may seem rather novel, the idea is not new Indeed, a similar idea applies in the general random variate generabon technique known as "conditional sampling" wherein the influence of the particular value of x on y is accounted for by first generating x from its marginal distribution and then generating y from the conditional distribution of Y given x Assume now, for clarity of presentation, that X and Y are positively correlated and that values +) and y,, have been obtained independently from the marginal distributions of and Y, respectively In order to induce the desired correlation, consider exerting a force F, proportional to the distance between xo and Its mean p , , on the point (qJ,y0) parallel to the y-axis, as shown in Figure The result of this force is to reposition the point (xo,yo) to (%,yl) where yi = yo + F Using the point ( P~, Y~) ) as reference, we can relate the direction and magnitude of the force F to the angle 8 (shown in Figure 1 ) via 
GENERATING CORRELATED UNIFORMS
We have seen that the transformation developed thus far only preserves the mean and variance of Y and its correlation with X but not its marginal distribution. Hence, it does not directly yield a viable method for generating random variates with specified niarginals and productmoment correlation (unless, of course, we are clever enough to determine the marginal distribution of Y that would produce the desired marginal distribution for YJ.
We thus retreat from this general objective and consider refining the approach to produce bivariate Uniforni(0,l) random variates. Our rationale is that, if we can produce two Uniform(0,l)'s with the desired correlation, then we should, by transforming these Uniform(0,l)'s appropriately, be able to produce variates with other distributions and approximately the same correlation. Such an approach has been used by a number of other authors including Bamett ( 1980), Devroye ( 1986), Johnson, Wang and Ramberg (1 984) and Kimeldorf and Sampson (1975a, 1975b) .
[Whether or not the resulting variates will have c.xaacf!v the same correlation as the bivariate Uniform(0,l)'s will depend, in general, (i) on the type of transformation applied and (ii) the measure of correlation used. For a more rigorous discussion which treats alternate measures of correlation and transformations under which these measures of correlation are invariant, see Cheng (1 99 I).] Now, in the preceding section, we produced a random variate, Y,. that has correlation p with X but does nof have the desired marginal distribution. To now produce a variate with a Uniform(0,l) distribution, recall that, if Y is a random variable with cumulative distribution function (CDF) F whose inverse F-' exists, then the transformation U = F"(Y) yields a random variable U that is Uniform(0,I Step 0: (Optional) Use the preceding equation to find the value of p to yield the desired correlation p *.
Step 1 
A Final Obseivation
The algorithm we have produced is similar to one developed by Johnson and Tenenbein (1 98 I ) who considered using weighted linear combinations of independent random variates to produce correlated random variates In particular, they proposed generating independent variates L and V from a specified "underlying distribution" and transforming these into a pair of dependent variables wa 
CONCLUDING REMARKS
Our purpose has been to explore the implications of using the correlationlforce analogy in the development of procedures for generating correlated random variates Although this approach does not produce a general method for generating random variables with specified marginals and correlation, it does lead to a wable approach for generating correlatcd Uniform(0, I ) random numbers and helps to establish a more intuitive perspective on the problem
