Abstract. Let a, b be given multiplicatively independent positive integers and let ǫ > 0. In a recent paper written jointly also with Y. Bugeaud we proved the upper bound exp(ǫn) for gcd(a n − 1, b n − 1); shortly afterwards we generalized this to the estimate gcd(u − 1, v − 1) < max(|u|, |v|) ǫ , for multiplicatively independent S-units u, v ∈ Z. In a subsequent analysis of those results it turned out that a perhaps better formulation of them may be obtained in terms of the language of heights of algebraic numbers. In fact, the purposes of the present paper are: to generalize the upper bound for the g.c.d. to pairs of rational functions other than {u − 1, v − 1} and to extend the results to the realm of algebraic numbers, giving at the same time a new formulation of the bounds in terms of height functions and algebraic subgroups of G 2 m .
m (Q). Our main results will give, under suitable assumptions, the expected lower bounds, with the possible exceptions of the pairs (u, v) contained in a finite union of proper algebraic subgroups (or translates) of G Before stating the results we observe that analogous investigations, from the quantitative point of view appear in [2] (for the gratest prime factor of (ab + 1)(ac + 1)(bc + 1)) and [3] (where some results of [7] are in part quantified).
We immediately proceed to give the formal statements. Note that, since h(x : y : 1) ≥ max{h(x), h(y)}, in (1.1) we can replace h(p(u, v) : q(u, v) : 1) with max{h(p(u, v)), h(q(u, v))} (but this would lead to a weaker statement). Also, we could have replaced (1.1) with the equivalent inequality µ∈MK log − max{|p(u, v)| µ , |q(u, v)| µ } < −ǫ max{h(u), h(v)}, (1.2) where log − (·) stands for min{0, log(·)}. (See the beginning of next section for conventions about valuations.) Actually, the proof will go through (1.2) and we shall show later the equivalence. Note that the left side of (1.2) is an analogue of the g.c.d. (in a sense which considers also archimedean valuations), and for rational integers it is precisely its logarithm. Note that, as before, this is (essentially) equivalent to the upper bound
valid for all ǫ and all multiplicatively independent pairs (u, v) ∈ Γ apart a finite set depending on ǫ and Γ. Also, the main results of [1] and [6] are immediate consequences of this Corollary.
Our most general result is the following We shall now explain the strategy behind our proofs. For instance, to prove our Main Theorem above, observe first that we can reduce to the case when f is defined over a number field K and Γ is the group (O × S )
2 of points whose coordinates are S-units for a certain fixed finite set of places S ⊂ M K . Now, put
q(X,Y ) , where p, q ∈ K[X, Y ] are coprime polynomials; for every point (u, v) ∈ K 2 , where f is defined, the height of
where log + (·) = max{0, log(·)} and log − (·) = min{0, log(·)}. Hence
We then need lower bounds for max{h(p(u, v)), h(q(u, v))} and for µ∈MK log − max{|p(u, v)| µ , |q(u, v)| µ }. These estimates are the object of Propositions 1 and 4 and will be proved by using in an essential way the Subspace Theorem. While the techniques to prove lower bounds like in Proposition 1 are well known, to prove upper bounds as in Proposition 4 we need a new method, introduced in [5] and developed in [1] and [6] , which consists in applying the Subspace Theorem to suitable linear combinations of S-units and S-integers. The authors are grateful to the referee for his comments. §2 Proofs. We start by recalling the definitions:
Note that these functions are nondecreasing. In the sequel, K will denote a number field, M K the set of places of K, M 0 the subset of finite places; for a finite subset S ⊂ M K containing all archimedean places, let us denote by O S the ring of S-integers and by O × S its group of units (S-units). For a place µ ∈ M K , let us denote by | · | µ the corresponding absolute value, normalized with respect to K, i.e. in such a way that the product formula holds, and the absolute Weil height reads H(x) = exp(h(x)) = µ max{1, |x| µ }. For a point x = (x 1 , . . . , x n ) ∈ K n and a place µ ∈ M K , put |x| µ = max i |x i | µ . For a point x = (x 1 : . . . : x n ) ∈ P n−1 (K), put H(x) = µ max{|x 1 | µ , . . . , |x n | µ } = µ |x| µ (where in the last term the point x is considered in K n ), and call it the height of the point x; note that it is well defined in view of the product formula.
We beging by stating the so called Subspace Theorem, which represents the main technical tool in the present proofs.
Subspace Theorem. Let S be a finite set of absolute values of a number field K, including the archimedean ones. For µ ∈ S, let L 1,µ , . . . , L N,µ be linearly independent linear forms in N variables, defined over K; let
are contained in finitely many proper subspaces of K N .
For a proof, see [11, 12] .
In the sequel, we shall also make use of the following two lemmas:
LetK be a number field, ϕ(T ) ∈K(T ) be a rational function of degree d. Then for t ∈K,
where the constant appearing implicitely in the symbol ≫ can be effectively determined. The proof of Lemma 1 can be found for instance in [9] : it is a very particular case of Theorem B.2.5 of [9] .
, M . Suppose also that the intersection of the M subgroups defined by the equations
Proof. Denote by T ⊂ Z 2 the set of exponents (i, j) appearing in the monomials T 1 , . . . , T M . The group generated by T in Z 2 is of rank two by our assumption. Hence the set T contains two linearly independent points (i 1 , i 2 ), (j 1 , j 2 ). Hence
By substituting X, Y by u, v and considering the corresponding height one obtains
Hence the maximum of the heights of the monomials is bounded from below by
d2 . Of course the analogous inequality holds for h(v), thus proving the lemma.
The following proposition is essentially a corollary of Evertse's paper [8] . For the readers' convenience, we give here a complete proof.
lie in the union of finitely many translates of 1-dimensional subtori of G 2 m , which can be effectively determined, and a finite set. The same conclusion holds for the solutions to the inequality
The idea of the proof is two-fold: first, by an application of the Subspace Theorem, we obtain that the solutions to the above inequality belong to the union of finitely many proper subgroups. Then, a Liouvilletype argument enables to bound the degree of the minimal equations satisfied by any solution.
Proof of Proposition 1. We shall first prove our contention for the solutions to the inequality (2.1). Let us write
where T ⊂ Z 2 is a finite set of cardinality N and, for (i, j) ∈ T , a i,j ∈ K × are nonzero algebraic numbers in
We first treat the (easier) case where T is contained in a line of Z 2 . In this case, there exists a rational function ϕ(T ) ∈ K[T, 
Then, if inequality (2.1) holds, the above lower bound gives
This implies that the pair (u, v) is contained in a finite translate of a subtorus of G 2 m defined by an equation of the form u i0 v j0 = λ where λ ∈ K is an algebraic number with h(λ) ≤ c/ǫ. This implies our contention in that particular case. We now consider the generic case where the subset T ⊂ Z 2 is not contained in a line. As we have already remarked, we can choose a finite set S of places of K containing the archimedean ones such that the subgroup Γ is contained in (O
2 of the inequality (2.1) and each µ ∈ S, let k(u, v; µ) be an index in {1, . . . , N } for which the quantity |T k (u, v)| µ is maximal.
By partitioning the set of solutions of inequality (2.1) in at most N subsets, and working separately with each subset, we can suppose that for each µ ∈ S, k(u, v; µ) =: k µ does not depend on (u, v).
Let us define, for each µ ∈ S, N linearly independent linear forms in T 1 , . . . , T N as follows:
Note that for each µ ∈ S, the above defined linear forms are indeed independent, since all coefficients
Note that, by Lemma 2 and the assumption that T is not contained in a line, the height of P tends to infinity on every infinite sequence of points (u, v) ∈ K 2 . We now consider the double product
an application of the Subspace Theorem to the above double product will give what we want. We note that, since the coordinates of P are S-integers (in fact even S-units), the quantity µ∈S |P | µ equals the height H(P ) of P . We can then rewrite the above double product as
Clearly, the inequality µ∈S |f (u, v)| µ ≤ H(f (u, v)) holds and by assumption (2.1) we also have
In turn, since by assumption 1 ∈ {T 1 , . . . , T N }, the height of P is larger then the maximum of the heights of its coordinates. Then from (2.1) it follows that H(f (u, v)) < H(P ) 1−ǫ . Also the third factor in (2.4) equals 1 since all the T i (u, v) are S-units. The last factor µ∈S |T kµ,µ (u, v)| µ is equal to the height H(P ), by the choice of the k µ . Hence the double product (2.3) can be bounded as
The Subspace Theorem, applied with δ = ǫ, asserts that the points P arising from the solutions (u, v) to the inequality (2.1) lie in finitely many hyperplanes. Then we obtain finitely many equations of the form
(ii) all but finitely many solutions of (2.1) satisfy one of these equations and (iii) each such equation has infinitely many solutions in S-units 
for coprime p, q and nonzero w ∈ K × . Our next goal is to show that the pairs (p, q) such that infinitely many solutions of (2.1) satisfy the above equation (2.5) can be effectively determined.
Fix such a translate, given by (2.5), and suppose it contains infinitely many solutions
where t, s lie in a fixed number fieldK. The relation u p v q = w can be rewritten as (t/s) pq = w; so that (t/s) p is a q-th root of w. Select one such root w. We obtain the parametrization
Then, using the above parametrization, we can write
for a rational function ϕ(t) ∈K(t).
Note that in our case the function ϕ(t) in (2.7) can be written as
the last sum running over those pairs (i, j) ∈ T with qi − pj = l. Since the degree d of ϕ(t) is at least max{|l| : c l = 0}, Lemma 1 implies that
Now, if l = qi − pj, for a pair (i, j) ∈ T , the height of the corresponding monomial u i v j is |l|h(t) + O(1). Hence, if all the coefficients c l , for l of the form l = qi − pj for at least one (i, j) ∈ T , are nonzero, we have the inequality
which contradicts (2.1) for large values of max{h(T 1 (u, v)), . . . , h(T N (u, v))} (recall that by Lemma 2 such a maximum does tend to infinity, so we indeed obtain a contradiction with the hypothesis that the given subgroups contains infinitely many solutions of (2.1)). Hence some c l must vanish, which means that, after the substitution (2.6), some cancellation occurs among the monomials T 1 , . . . , T N . This fact implies that there exist two distinct pairs of exponents (i, j),
Each such equation has exactely two solutions in coprime integers p, q ∈ Z, which can be effectively determined. This proves the first contention in Proposition 1.
We shall now obtain the same conclusion under assumption (2.2). Chosing linear forms as before, we arrive again at equality (2.4). As we have already remarked, the third factor equals 1, since T i (u, v) are S-units for all i = 1, . . . , N . The product of the second and fourth factors in (2.4) can be rewritten as
Clearly, for every µ ∈ S,
Now from (2.4) we obtain (recall that the third factor in (2.4) equals 1)
where the constant implicit in the symbol ≪ does not depend on (u, v). The inequality (2.2) reads
Clearly, H(P ) ≤ max{H(u), H(v)} D for a positive constant D (which can be taken to be 2 max{|i| + |j| : (i, j) ∈ T }). Then from the last displayed inequality we obtain
The Subspace Theorem, applied with δ = ǫ/(2D), say, asserts that all points P (u, v) are contained in the union of finitely many hyperplanes. The final argument to obtain the conclusion is exactely the same as in the previous case, so we do not repeat it.
Our next goal is to prove an "explicit" version of Corollary 1, which will be used in the subsequent proofs of Theorem 1 and the Main Theorem. Corollary 1 can be refrased by saying that if the ratio (u − 1)/(v − 1) has "small" height, where u and v belong to a given finitely generated multiplicative group, then, apart finitely many exceptions, the pair (u, v) verifies a multiplicative dependence relation, i.e. a relation of the form
In other words, the point (u, v) ∈ G 2 m belongs to a one-dimensional subgroup. Note that if u and v are not both roots of unity, then vectors (p, q) ∈ Z 2 such that the above relation holds form a rank-one subgroup. The following Proposition 2 quantifies the above mentioned Corollary, in the sense that it permits to explicitely obtain the dependence relations satisfied by all but finitely many exceptions to the inequality (1.3).
Proposition 2. Let K be a number field, S a finite set of places as before and ǫ > 0 a real number. All but finitely many solutions
2 to the inequality
are contained in finitely many 1-dimensional subgroups of G Proof of Proposition 2. Let us suppose that (u i , v i ) is an infinite sequence in (O × S ) 2 verifying the above inequality (2.8). We shall prove the existence of finitely many pairs (p, q) ∈ Z 2 \ {(0, 0)} such that for all but finitely many indices, u i and v i verifie one dependence relation of the form u p v q = 1 (in particular for all but finitely many indices, u i , v i are multiplicatively dependent). We shall later show how to bound the size of p and q. In the sequel, we will drop the index i for convenience of notation. First of all, notice that by Ridout's theorem (the case N = 2 of the above Subspace Theorem) for all but finitely many (u, v) ∈ Γ we have µ∈S min{1, |u − 1| µ } > H(u) −ǫ , and
Hence we clearly have that apart finitely many pairs (u, v)
so all but finitely many solutions of (2.8) also verify
We can suppose (since the expressions (2.8) , (2.8') are symmetric in u, v) that H(v) ≥ H(u). Let us denote by S + (resp. S − ), the subset of S made up of those absolute values µ such that |v| µ > 1 (resp. |v| µ ≤ 1). Since there are only finitely many choices for the pair S + , S − , we can partition the solutions in a finite number of subsets for which S + and S − are constant. From now on, we shall work separately with each subset. Now the proof follows the same lines as [6] . Let (u, v) be a pair in (O × S ) 2 , satisfying inequality (2.8'). We write, for a positive integer j,
Note that
Fix an integer h > 0 and consider the identity
Let us fix a second integer k > 0. Then for j ∈ {1, . . . , k} we obtain, on multiplying by u j − 1 in the above identity,
For µ ∈ S + , we then derive the inequality (in fact an equality)
We put N = hk + h + k; for convenience we shall write vectors in K N as x = (x 1 , . . . , x N ) = (z 1 , . . . , z k , y 0,1 , . . . , y 0,h , . . . , y k,1 , . . . , y k,h ).
In this notation we choose linear forms with integral coefficients as follows. For j = 1, . . . , k, and µ ∈ S + , we put
Observe that for each µ ∈ S, the linear forms are indeed linearly independent. For a given pair (u, v) we also set
Note that all the coordinates of P apart the first k of them are S-units.
To apply the Subspace Theorem we have to estimate the double product N j=1 µ∈S |Lj,µ(P )|µ |P |µ at points P = P (u, v). First note that for j > k, µ∈S |L j,µ (P )| µ = 1 since all the involved linear forms are projections on the coordinates, which are S-units. Then
For µ ∈ S + we use (2.11) which gives, since L j,µ (P ) coincides with the left side term of (2.11),
Then, from (2.13), (2.14), we have
Now, using the fact that µ∈S max{1, |2| µ } ≤ H(2) = 2 (and the analogue estimates for the products of max{1, |u| µ } and 1 |1−v|µ ), and using also the equality H(v) = µ∈S + |v| µ , we obtain k j=1 µ∈S
Finally, from (2.12), (2.15) we obtain
Observe that the product of the first and last factors can be written as
Hence we can rewrite the above inequality as
Our next goal will be to estimate the quantity µ ∈S |P | µ . Now, observe that the only coordinates which are not S-integers are the first k, i.e. z 1 , . . . , z k , and, for j = 1, . . . , k,
also, the factor u j−1 + . . . + u + 1 is an S-integer, so the only contribution comes from the first factor z 1 = (u − 1)/(v − 1); hence we have the bound
we now use the hypothesis that our pairs (u, v) satisfy (2.8') so that
Using the above estimate and the fact that H(1 − v) ≤ 2H(v), we can rewrite (2.16) as
(2.17)
Since N = hk + h + k, the exponent of H(v) can be estimate (at least when k ≥ 2), by
By choosing k > 4 ǫ we obtain that for large enough h (in particular h > 2k 2 + 1), ǫhk/2 − h − 2k 2 =: ǫ 0 > 0. Choose k, h in such a way. From (2.17) we then obtain that the double product is bounded as
Our next goal, in view of the application of the Subspace Theorem, will be to compare the height of P with the height of v. A rough estimate gives
at least for H(v) ≥ 2, which we may suppose. Hence
so that, for δ := ǫ0 h+k+3 and large values of H(v), we obtain from (2.18)
Now we are able to apply the Subspace Theorem, which implies there exist finitely many hyperplanes containing all the points P . Choose one such hyperplane, containing infinitely many points P . Then we obtain an equation of the kind
where the sum runs over the pairs (i, j) ∈ {−1, . . . , −h}×{0, . . . , k}. Here η 1 , . . . , η k and the ρ i,j are elements of the number field K, not all zero. By multiplying by v h (v − 1) we obtain that the point (u, v) lies in the affine curve given by the equation
We pause to show that this equation is non trivial, so it defines in fact a curve. If the left side term vanishes identically, then the binomial
, which implies that η 1 = . . . = η k = 0. But then all coefficients ρ i,j would vanish, contrary to the assumption.
In view of (2.19), infinitely many points 2 , write
where t, s lie in a fixed number fieldK. As in the proof of Proposition 1, we arrive at the parametrization (2.6). Then
say. Now, we distinguish four cases:
First Case: pq > 0 and w q = 1. In this case the rational function ϕ in (2.20), which can be written as ϕ(t) = −t p · t q −1 t p −w , has degree |p| + |q| (note that the numerator and denominator are coprime polynomials in t, or in t −1 ). So, in this case,
where the implied constant in the O(1) term does not depend on u, v. Since
we obtain from the above inequalities and from (2.8) a uniform bound for the max{h(u), h(v)}, contrary to the assumption that the given subgroup contains infinitely many solutions to the inequality (2.3).
Second Case: pq > 0 and w q = 1. First of all, note that in this case w = w q = 1, so that the dependence relation (2.5) takes the form u p v q = 1. Also, the rational function ϕ(t) has degree |p| + |q| − 1, since the polynomials t p (t q − 1), and t p − w have a greatest common divisor of degree one. Then from the parametrization (2.6), we clearly obtain
and from Lemma 1 h((u − 1)/(v − 1)) ≥ (|p| + |q| − 1)h(t).
Since we always have
Since h(t) = max{h(u), h(v)}(max{|p|, |q|}) −1 , the above inequality can be satisfied by infinitely many solutions of (2.8) only if max{|p|, |q|} ≤ ǫ −1 , as wanted.
Third Case: pq < 0 and w q = 1. Now, the rational function ϕ has degree max{|p|, |q|}, so, by Lemma 1, we have
Note that in this case it follows from the parametrization (2.6) that u and v are, apart from a constant w, positive powers of a same element t (or t −1 ). From this fact it easily follows that
Using again the inequality
we obtain from (2.21) and (2.22)
Then from (2.8) we obtain, as before, a uniform upper bound for the max{h(u), h(v)}, contrary to the assumption that our subgroup contains infinitely many solutions of (2.8).
Fourth Case: pq < 0 and w q = 1. Then from the parametrization (2.6) we obtain, as in the Second Case, u p v q = 1, i.e. a multiplicative dependence relation as wanted. Now, since p, q are coprime and of opposite sign, the rational function ϕ(t) = (t q − 1)/(t −p − 1) has degree d = max{|q| − 1, |p| − 1}. Then the Lemma 1 gives
On the other hand, the above estimates, inequality (2.18) (which still holds), (2.19) and (2.8) give
so that we finally obtain (max{|q|, |p|} − 1)h(t) + O(1) ≤ max{|q|, |p|}h(t) − ǫ max{|q|, |p|}h(t) which gives max{|q|, |p|} ≤ ǫ −1 , as wanted. Notice that we have also proved that, in the only cases when infinitely many solutions can occur (i.e. the second and fourth cases), the constant w in (2.5) equals 1. In other terms, the minimal dependence relation has coprime exponents, i.e. the infinite families of solutions of (2.8) are contained in finitely many connected one-dimensional subgroups.
From Proposition 2 we easily obtain the following statement: Proof. Fix θ, η ∈ K × . By enlarging S, we can suppose that they both are S-units. Now, note that
Then Proposition 2 implies that apart finitely many exceptions, the pairs (uθ −1 , vη −1 ) are contained in finitely many one-dimensional subgroups, which can be effectivley determined; this in turn implies that the pairs (u, v), apart finitely many of them, are contained in finitely many translates of one-dimensional subgroups, which can be effectively determined.
The following Proposition represents a particular but crucial case of Theorem 1. 2 to the inequality
are contained in finitely many translates of one-dimensional subgroups of G 2 m , which can be effectively determined. Moreover, if r(X) and s(X) do not both vanish at 0, the same conclusion holds for the solutions to the inequality
Proof . We begin by observing that the points (u, v) such that r(u) · s(v) = 0 are contained in a finite union of translates of proper subtori; hence we will tacitely disregard these pairs. Also, for each constant C, the pairs (u, v) ∈ (O × S ) 2 such that max{h(u), h(v)} ≤ C are finite in number, so they certainly lie in finitely many translates of proper subtori. For this reason, we can restrict our attention to "large" solutions of the inequality (2.23) or (2.24). Let us write
here a and b are non-negative integers with ab = 0, a 1 , . . . , a m , b 1 , . . . , b n are positive integers and θ 1 , . . . , θ m , (resp. η 1 , . . . , η n ) are pairwise distinct nonzero algebraic numbers in a number field K. We shall first prove the first part of the Proposition, so we shall estimate the relevant sum for µ running in the complement of S. Let, for each place µ ∈ M K \ S, δ µ be the minimum of the set
Clearly, δ µ > 0 for all µ and δ µ = 1 for all but finitely many places. Let us divide the places of M K \ S in two classes A and B: namely,
while B is its complement in the subset of M K \S composed by the places µ such that max{|r(u)| µ , |s(v)| µ } < 1. Then the left side of (2.23) becomes
The second term is simply bounded independently of u, v by
To estimate the first term, let us notice that for each µ ∈ A there exists exactely one pair (i µ , j µ ) ∈ {1, . . . , m} × {1, . . . , n} such that |u − θ iµ | µ < δµ 2 , and |v − η jµ | µ < δµ 2 . Then, for each such place µ, we can bound
where we have used the fact that |u|
is bounded independently of u, v simply by h(r 0 ) + h(s 0 ) + max{deg(r), deg(s)} µ∈A log − δµ 2 . It remains to estimate the term
in the quantity appearing in (2.26). This can be rewritten as (i,j)∈{1,...,m}×{1,...,n} µ∈Ai,j
where we define A i,j to be the subset of A composed of the places µ for which (i µ , j µ ) = (i, j). Proposition 3, applied with ǫ/(2(deg r)(deg s)) instead of ǫ, gives for each pair (i, j) the upper bound
2 outside a finite union of translates of proper subgroups, of which those of dimension one can be effectively determined. Then, outside the union of such exceptional subvarieties, we get from (2.25), (2.26) and (2.27),
This clearly implies the first part of Proposition 4. We shall now estimate the relevant sum for µ running over the places in S. Recall that by hypothesis one at least between the exponents a and b vanishes. Suppose that b = 0, say. We shall apply Ridout's theorem (i.e. the case N = 2 of the Subspace Theorem) to give a lower bound for log − |s(v)| µ , valid for all but finitely many v (of course, in our situation, we could also apply the stronger Baker's bound for linear forms in logarithms). For each µ ∈ S, we denote by j µ ∈ {1, . . . , n} an index such that for all j = 1, . . . , n
By Ridout's theorem we have that for all but finitely many S-
Putting together (2.28) and (2.29) we obtain that outside the union of a finite set and a finite number of effectively computable translates of one dimensional subgroups we have
from which the Proposition follows immediately.
Proof of Theorem 1. We start by remarking that it suffices to prove that the relevant set is contained in a finite union of translates of proper subtori of G 2 m . This is very easy to see directly, since we are working in dimension 2; in any case, this equivalence follows from a well-known theorem of M. Laurent (see e.g. [13] ). This remark applies also to the Main Theorem.
To go on with the proof, we may clearly assume that the polynomials p(X, Y ), q(X, Y ) are defined over a number field K and that Γ is the group (O × S )
2 for a suitable finite subset S of M K . We first slightly transform the relevant inequality. Observe that, by definition,
Then, using the formula max{0, log(·)} = log + (·) = log(·) − log − (·), we can write v) ) so the Theorem is reduced to proving that the solutions to the inequality
are contained in finitely many translates of proper subtori of G 2 m , of which those of dimension one can be effectively determined. We shall prove this contention, by estimating separately the two subsums
Let us begin with the second. By hypothesis not both p(X, Y ) and q(X, Y ) vanish at the origin; suppose, for instance, that p(0, 0) = 0. We apply Proposition 1, with f (X, Y ) = p(X, Y ) and ǫ/2 instead of ǫ. Then (the second part of) Proposition 1 states that, outside the union of a finite set and finitely many effectively computable translates of one dimensional subgroups, one has
To estimate the sum for µ running over the complement of S, we argue as follows: Since p(X, Y ), q(X, Y ) are coprime polynomials, there exist polynomials
Clearly, for a place µ ∈ S and S-unit point (u, v), we can bound by Putting together (2.32), (2.33) and (2.34) we obtain that the solutions to (1.4) are contained in a finite union of proper translates, as wanted. Using this fact and Lemma 2 we obtain (1.5).
