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PARTIAL REGULARITY OF A MINIMIZER OF THE RELAXED
ENERGY FOR BIHARMONIC MAPS
MIN-CHUN HONG AND HAO YIN
Abstract. In this paper, we study the relaxed energy for biharmonic maps
from a m-dimensional domain into spheres. By an approximation method, we
prove the existence of a minimizer of the relaxed energy of the Hessian energy,
and that the minimizer is biharmonic and smooth outside a singular set Σ of
finite (m − 4)-dimensional Hausdorff measure. Moreover, when m = 5, we
prove that the singular set Σ is 1-rectifiable.
1. Introduction
Let Ω be a bounded smooth domain in Rm and N a compact manifold without
boundary, which is embedded in Rk. For a map u ∈ W 2,2(Ω, N), we define its
Hessian energy by
(1.1) H(u) =
∫
Ω
|△u|2 dx.
A critical point of the Hessian energy functional in W 2,2(Ω, N) is called a bihar-
monic map.
The partial regularity for stationary biharmonic maps has attracted much atten-
tion. Motivated by the partial regularity result for stationary harmonic maps ([3]),
Chang, Wang and Yang in [6] introduced a study of stationary biharmonic maps
and proved partial regularity of stationary biharmonic maps into spheres. Wang in
[25] generalized their result for stationary biharmonic maps into a compact manifold
N . Recently, the regularity problem for stationary biharmonic maps was revisited
by Struwe in [22] from a new point of view. Typical stationary biharmonic maps are
minimizing biharmonic maps. The first author and Wang in [14] proved that the
Hausdorff dimension of the singular set of minimizing biharmonic maps into spheres
is at most m − 5. Recently, Scheven in [19] generalized the result for minimizing
biharmonic maps into a general manifold N . This is an analogous result to the
optimal partial regularity for minimizing harmonic maps due to Giaquinta-Giusti
[8] and Schoen-Uhlenbeck [21].
On the other hand, motivated by a gap phenomenon for the Dirichlet energy
discovered by Hardt-Lin ([13]), Bethuel, Brezis and Coron in [5] introduced a re-
laxed energy for the Dirichlet energy of maps in W 1,2(B3, S2) and proved that a
minimizer of the relaxed energy is a harmonic map. Giaquinta, Modica and Soucek
in [9] proved the partial regularity of the minimizers of the relaxed energy for har-
monic maps. A similar gap phenomenon for Hessian energy functional to the one
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2for the Dirichlet energy was observed in [14]. More precisely, there is a smooth
domain Ω in R5 and a boundary value map ψ : ∂Ω→ S4 such that
min
u∈W 2,2ψ (Ω,S
4)
H(u) < inf
v∈W 2,2ψ (Ω,S
4)∩C0(Ω¯,S4)
H(v).
Following the context of harmonic maps (see [4]), a family of λ-relaxed energy
functionals for bi-harmonic maps was considered in [14] in the following:
Hλ(u) = H(u) + 16λσ4L(u), ∀u ∈W
2,2
φ (Ω, S
4) and λ ∈ [0, 1],
where σ4 is the area of the unit sphere S
4 ⊂ R5 and
L(u) =
1
σ4
sup
ξ:Ω→R,‖∇ξ‖L∞≤1
{∫
Ω
D(u) · ∇ξdx −
∫
∂Ω
D(u) · νξdHn−1
}
for the D-field D(u). Moreover, it was proved in [14] that Hλ are sequentially lower
semi-continuous and that their minimizers are partially regular biharmonic maps
for λ ∈ [0, 1). However, it is not known whether H1(u) is a relaxed energy for the
Hessian functional or not. Thus, there is an open question on the existence and
partial regularity of minimizers of the relaxed energy for biharmonic maps.
In order to define a relaxed energy for biharmonic maps, we denote byW 2,2u0 (Ω, S
n)
the set of all maps u ∈W 2,2(Ω, Sn) satisfying the boundary condition
(1.2) u− u0|∂Ω = 0, ∇(u− u0)|∂Ω = 0,
where u0 is smooth on Ω. Similarly, we denote by C
∞
u0 (Ω, S
n) the space of smooth
maps satisfying (1.2). Following a strategy in [10], we can define the relaxed energy
F (u) of biharmonic maps in an abstract way; i.e.
Definition 1.1. For each u ∈W 2,2u0 (Ω, S
n), we define the relaxed energy F (u) by
F (u) = inf
{
lim inf
k→∞
H(uk)| {uk} ⊂ C
∞
u0 (Ω, S
n), uk ⇀ u weakly in W
2,2(Ω, Sn)
}
.
It can be proved (see below Lemmas 2.1-2.2) that there is a minimizer of F in
W 2,2u0 (Ω, S
n) and
(1.3) min
u∈W 2,2u0 (Ω,S
n)
F (u) = inf
u∈W 2,2u0 (Ω,S
n)∩C0(Ω¯,Sn)
H(u).
However, without the explicit form of F (u), we do not know how to prove the
partial regularity of a minimizer of F . To overcome this difficulty, we consider a
family of perturbed functionals Hε(ε > 0) defined by
Definition 1.2. For each ε > 0, we define the perturbed functional Hε : W
2,2
u0 ∩
W 1,m+1(Ω, Sn)→ R by
Hε(u) =
∫
Ω
|△u|2 + ε |∇u|m+1 dx.
The similar approximation for the relaxed energy for harmonic maps was recently
studied by Giaquinta and the two authors in [11].
The first result of this paper is:
Theorem 1.1. For each ε > 0, there exists a minimizer uε of Hε in the space
W 2,2u0 ∩W
1,m+1(Ω, Sn). Then, for each sequence ε → 0, there is a subsequence εi
such that uεi converges to a map u weakly in W
2,2(Ω, Sn) and u is a minimizer
of the relaxed energy F in W 2,2u0 ((Ω, S
n) and a biharmonic map. Moreover, the
3minimizer u is smooth outside a relatively closed singular set Σ, whose (m − 4)-
Hausdorff measure is finite, defined by
Σ =
⋂
R>0
{
x ∈ Ω | BR(x) ⊂ Ω, lim inf
εi→0
R4−m
∫
BR(x)
|△uεi |
2
dx ≥ ε0
}
for some constant ε0 > 0.
It is well known that one of main difficulties in the proof of partial regularity
of stationary biharmonic maps is that the monotonicity formula for biharmonic
maps involves boundary terms of undetermined sign. Chang, Wang and Yang [6]
used a complicated iteration to deal with this difficulty. Struwe in [22] had a nice
observation and gave a simple proof, on which our proof to Theorem 1.1 is based.
In fact, our proof to Theorem 1.1 is more complicated, since the limit u of uε is
not stationary, so there is no ‘nice’ monotonicity formula for u. Our approach is to
prove a monotonicity formula for uε and pass a limit of ε→ 0.
In Section 3, we study further properties of the boundary terms in the mono-
tonicity formula. In particular, we show that for Hm−4 a.e. x ∈ Ω, the quantity
Θ(x) = lim
r→0
r4−mµ(Br(x))
exists, where µ(Br(x)) = limε→0
∫
Br(x)
|△uε|
2
dx. This is an interesting feature of
the monotonicity formula for biharmonic maps. Namely, although the boundary
term of unknown sign spoils the monotonicity of the scaled energy, the limit of the
scaled energy exists. Our proof also works for a sequence of stationary biharmonic
maps into any compact manifold. Thanks to a result of Preiss [18], we have
Theorem 1.2. Let u˜i be a sequence of stationary biharmonic maps from Ω ⊂ Rm
into a compact manifold N ⊂ Rk. Assume that u˜i converges weakly to a map u˜ in
W 2,2 and
µ˜ = lim
i→∞
|△u˜i|
2 dx = |△u˜|2 + ν˜.
It can be shown that u˜i converges smoothly to u˜ in Ω\Σ˜, where
Σ˜ =
{
x ∈ Ω | lim inf
ρ→0
(
ρ2−m
∫
Bρ(x)
|∇u˜|2 dx+ ρ4−mµ˜(Bρ(x))
)
≥ ε0
}
for a positive constant ε0 (see Section 3 in [19]). Then, ν˜ is a (m − 4)−rectifiable
measure and the singular set Σ˜ is (m− 4)−rectifiable.
An analogous rectifiable result on the concentration set of stationary harmonic
maps was established by Lin [15]. A similar result was also obtained by Tian [23]
for Yang-Mills equations.
A difference between a sequence of stationary biharmonic maps u˜i and the se-
quence uεi in Theorem 1.1 is that u˜i converges smoothly to u˜ away from the con-
centration set Σ˜, but it is hard to prove a similar result for the sequence uεi in
Theorem 1.1. As a consequence of this result for stationary harmonic maps, the
limiting defect measure ν˜ is supported in the energy concentration set Σ˜. However,
for the sequence uε in Theorem 1.1, this is not obvious at all. To overcome the
difficulty, only for m = 5, we can adapt an idea of Lin [16] to prove that the uεi
converges strongly in u in W 2,2(Ω\Σ1) (see below). More precisely, we have
4Theorem 1.3. Let uεi be a minimizer of Hεi in Theorem 1.1 and
µ = lim
εi→0
|△uεi |
2
dx = |△u|2 dx + ν,
for a measure ν ≥ 0. When m = 5, we have:
(1) There is a small positive constant ε1 < ε0 such that if
Σ1 =
⋂
R>0
{
x ∈ Ω| BR(x) ⊂ Ω, R
−1µ(BR(x)) ≥ ε1
}
,
then Σ1 is a relatively closed set of finite 1−dimension Hausdorff measure and
Σ1 = spt ν ∪ singu.
(2) For H1−a.e. x ∈ Σ1, ν = Θ(x)H1xΣ1 and ε1 ≤ Θ(x) ≤ C(d(x, ∂Ω)), where
C(d(x, ∂Ω)) is a constant depending on the distance from x to ∂Ω.
(3) The defect measure ν is 1-rectifiable measure and hence Σ1 is a 1-rectifiable
set.
The paper is organized as follows. In Section 2, we establish a monotonicity
and partial regularity of the minimizer uε of Hε in Theorem 1.1. In Section 3, we
prove the quantity Θ(x) exists for Hm−4 a.e. x ∈ Ω and give a proof of Theorem
1.2. In Section 4, we prove a strong convergence of the sequence {uε} away from a
concentration set and finally complete a proof of Theorem 1.3.
2. Perturbed variational problem and the partial regularity
Let F (u) be the relaxed energy defined in Definition 1.1. It is easy to see that
the minimum of the relaxed energy F (u) is achieved in W 2,2u0 (Ω, S
n).
Lemma 2.1. There exists u¯ ∈W 2,2u0 (Ω, S
n) such that
F (u¯) = inf
u∈W 2,2u0 (Ω,S
n)
F (u).
Let ui be a minimizing sequence of F . For each ui, by definition, we can find a se-
quence of ui,j ∈ C∞u0 such that limj→∞H(uij) can be arbitrarily close to F (ui). The
proof of Lemma 2.1 follows from choosing a suitable ui,ki for each i and considering
the weak limit of ui,ki .
However, we do not know how to prove that the minimizer given by Lemma 2.1
is a biharmonic map. Instead, we start to consider a perturbed functional Hε for
ε > 0. The first observation is that
Lemma 2.2.
inf
W 2,2u0 ∩C
0
u0
(Ω,Sn)
H(u) = inf
W 2,2u0 ∩W
1,m+1(Ω,Sn)
H(u) = inf
C∞u0 (Ω,S
n)
H(u).
Proof. It is obvious that
C∞u0(Ω, S
n) ⊂W 2,2u0 ∩W
1,m+1(Ω, Sn) ⊂W 2,2u0 ∩ C
0
u0(Ω, S
n).
It suffices to show that for each u ∈ W 2,2u0 ∩ C
0
u0(Ω, S
n), we can find a sequence of
uk ∈ C∞u0 (Ω, S
n) such that
lim
k→∞
‖uk − u‖W 2,2 = 0.
5For simplicity, let us assume Ω = B1. Define{
u˜ = u− u0 for x ∈ B1
u˜ = 0 for x ∈ B2 \B1.
Due to the boundary condition (1.2), u˜ is in W 2,2(B2,R
n+1). Let ξ be a smooth
function supported in B1(0) and satisfy∫
Rm
ξdx = 1.
Set
wk(x) =
∫
Rm
kmξ(ky)u˜(x − y)dy
and
w˜k(x) = wk((1 +
2
k
)x).
By the definition of u˜ outside B1 and the compact support of ξ, w˜k satisfies zero
Dirichlet and Neumann boundary conditions on ∂B1. It is obvious that
lim
k→∞
‖w˜k − u˜‖W 2,2(B1,Rn+1) = 0.
We claim that w˜k converges to u˜ uniformly on B1. In fact, u˜((1 +
2
k )x) uniformly
converges to u˜(x) due to the uniform continuity of u and wk(y) converges uniformly
to u˜(y) on B3/2. We can now set
uk =
w˜k(x) + u0
|w˜k(x) + u0|
.
It is straightforward to check that uk satisfies the boundary conditions (1.2) and
approaches u in W 2,2−norm. 
As can be seen from the above proof in Lemma 2.2, we can equivalently define
F (u) to be
F (u) = inf
{
lim inf
k→∞
H(uk) | {uk} ⊂W
2,2
u0 ∩W
1,m+1(Ω, Sn) and
uk ⇀ u weakly in W
2,2(Ω, Sn)
}
.
The following observation plays an important role in this paper.
Lemma 2.3. Let uε be a minimizer of Hε in W
2,2
u0 ∩W
1,m+1(Ω, Sn). Then
lim
ε→0
∫
Ω
ε |∇uε|
m+1
dx = 0.
Proof. Let εi be any subsequence going to zero such that limi→∞
∫
Ω εi |∇uεi |
m+1
dx
exists. In the following, we write ui for uεi for simplicity. Using minimality of ui,
we have
inf
v∈W 2,2u0 ∩C
0
u0
(Ω,Sn)
H(v) ≤ lim inf
i→∞
H(ui)
≤ lim inf
i→∞
H(ui) + lim
i→∞
∫
Ω
εi |∇ui|
m+1
dx ≤ lim sup
i→∞
Hεi(ui)
≤ inf
v∈W 2,2u0 ∩W
1,m+1(Ω,Sn)
lim sup
i→∞
Hεi(v)
= inf
v∈W 2,2u0 ∩W
1,m+1(Ω,Sn)
H(v).
6Using Lemma 2.2, we have
lim
i→∞
∫
Ω
εi |∇uεi |
m+1 dx = 0.
This proves our claim. 
We can now prove the first part of Theorem 1.1, namely,
Proposition 2.1. Let u be a weak limit of uεi in W
2,2. Then u is a minimizer of
F and u is a biharmonic map.
Proof. By the definition of F and Lemma 2.3, we have
F (u) ≤ lim inf
i→∞
H(uεi) = inf
v∈W 2,2u0 ∩W
1,m+1(Ω,Sn)
H(v) = inf
v∈C∞u0(Ω,S
n)
H(v).
By the definition of F again, u is a minimizer of F among all functions inW 2,2u0 (Ω, S
n).
It is straightforward to see that uε satisfies the Euler-Lagrange equation
2△2uε + 2(|△uε|
2 + 2∇ · (∇uε · △uε)−△ |∇uε|
2)uε
−ε(m+ 1)[∇ · (|∇uε|
m−1∇uε) + |∇uε|
m+1
uε] = 0.
This equation can be rewritten into a ’divergence’ form (see [24]) as follows,
2△(∇ · (∇uε × uε))− 4∇ · (△uε ×∇uε)
−ε(m+ 1)[∇ · (|∇uε|
m−1∇uε × uε)] = 0.
Due to Lemma 2.3, we conclude that the weak limit u of uε in W
2,2
u0 (Ω, S
n) satisfies
△(∇ · (∇u× u))− 2∇ · (△u×∇u) = 0.
Hence, u is a biharmonic map (see [24]). 
The second part of Theorem 1.1 is to prove partial regularity of the limiting
map u of a sequence of minimizers {uεi}. It is well known that a monotonicity
formula plays an indispensable role in the proof of partial regularity for stationary
biharmonic maps. Since the minimizer u of F is not stationary, we cannot prove
a monotonicity formula for u directly. Fortunately, each uε is a minimizer of Hε
in W 2,2 ∩W 1+m(Ω;Sn). Hence, we will derive a monotonicity formula for uε first
and then let ε go to zero.
Angelsberg [1] gave a detailed derivation of a monotonicity formula for stationary
biharmonic maps. Since the functional Hε is a perturbation of the Hessian energy,
most part of the proof in [1] can be used here. For the convenience of readers, we
stick to the notations used in [1] except for that we write subscripts of Greek letters
to indicate partial derivatives instead of Latin letters. For example, uε,αβ means
∂2
∂xα∂xβ
uε.
Lemma 2.4. Let uε be a minimizer of Hε in W
2,2 ∩W 1+m(B2r, Sn). Then we
have ∫
B2r
−∇ · (|△uε|
2
+ ε |∇uε|
m+1
) + 4uε,γγuε,αβξ
β
α
+2uε,γγuε,βξ
β
αα + ε(m+ 1) |∇uε|
m−1
uε,αuε,βξ
β
α = 0,
for every test function ξ ∈ C∞0 (B2r,R
m).
The proof is just a direct computation (see [6]). Now we can state our mono-
tonicity formula
7Theorem 2.1. Let uε be a minimizer of Hε on BR0 for some R0 > 0. Then for
all ρ and r with 0 < ρ < r < R0/2, we have
r4−m
∫
Br
|△uε|
2
+ ε |∇uε|
m+1
dx− ρ4−m
∫
Bρ
|△uε|
2
+ ε |∇uε|
m+1
dx = P +R+Q,
where
P = 4
∫
Br\Bρ
(
(uε,β + x
αuε,αβ)
2
|x|m−2
+
(m− 2)(xαuε,α)2
|x|m
)
dx,
+ε(m+ 1)
∫
Br\Bρ
|∇uε|
m−1
(xαuε,α)
2
|x|m−2
dx,
R = 2
∫
∂Br\∂Bρ
(
−
xαuε,βuε,αβ
|x|m−3
+ 2
(xαuε,α)
2
|x|m−1
− 2
|∇uε|
2
|x|m−3
)
dσ
Q = ε(3−m)
∫ r
ρ
τ3−m
∫
Bτ
|∇uε|
m+1 dxdτ.
Proof. We follow the proof in [1]. Choose a test function ξ(x) = ψt( |x|τ )x, where
ψ = ψt : R+ → [0, 1] is smooth with compact support on [0, 1] and ψt ≡ 1 on
[0, 1− t]. Then by Lemma 2.4, we have
0 =
∫
Rm
(
(4−m) |△uε|
2 ψ − |△uε|
2 ψαx
α + 4uε,ααuε,βγψβx
γ
+4uε,ααuε,βψβ + 2uε,ααuε,βψγγx
β
)
+ε(ψ |∇uε|
m+1 − |∇uε|
m+1
ψαx
α + (m+ 1) |∇uε|
m−1
uε,αψαuε,βx
β)dx.
Since ψα(
|x|
τ ) =
1
τ ψ
′( |x|τ )
xα
|x| , we have
(2.1)
0 =
∫
Rm
· · ·+ε(ψ |∇uε|
m+1−|∇uε|
m+1 1
τ
ψ′ |x|+(m+1) |∇uε|
m−1 1
τ
ψ′
(uε,βx
β)2
|x|
)dx,
where for simplicity we use ‘· · · ’ to denote those terms which are the same as in [1].
Set
It(τ) = τ4−m
∫
Rm
(|△uε|
2
+ ε |∇uε|
m+1
)ψt(
|x|
τ
)dx.
We have
τm−3
d
dτ
It(τ) = (4−m)
∫
Rm
(|△uε|
2
+ ε |∇uε|
m+1
)ψdx
−
1
τ
∫
Rm
(|△uε|
2
+ ε |∇uε|
m+1
)ψ′ |x| dx
= · · ·
+ε[
∫
Rm
|∇uε|
m+1
ψdx−
1
τ
∫
Rm
|∇uε|
m+1
ψ′ |x| dx]
+ε(3−m)
∫
Rm
|∇uε|
m+1
ψdx
= · · ·+ ε
∫
Rm
−(m+ 1) |∇uε|
m−1
ψ′
1
τ
(xαuε,α)
2
|x|
dx
+ε(3−m)
∫
Rm
|∇uε|
m+1
ψdx.
8Here we have used equation (2.1) in the last equality. Multiplying both sides by
τ3−m and integrating over τ from ρ to r yield
It(r)− It(ρ) = · · ·+ ε
∫ r
ρ
τ2−m
∫
Rm
−(m+ 1) |∇uε|
m−1
ψ′
(xαuε,α)
2
|x|
dxdτ
+ε(3−m)
∫ r
ρ
τ3−m
∫
Rm
|∇uε|
m+1 ψdxdτ.
Letting t go to zero and applying Lemma 2 in the Appendix of [1], we obtain
r4−m
∫
Br
|△uε|
2 + ε |∇uε|
m+1 dx− ρ4−m
∫
Bρ
|△uε|
2 + ε |∇uε|
m+1 dx
=
∫
Br\Bρ
(
4
uε,ααuε,βγx
βxγ
|x|m−2
+ 8
uε,ααuε,βx
β
|x|m−2
)
dx− 2
∫
∂Br\∂Bρ
uε,ααuε,βx
β
|x|m−3
dσ
+ε(m+ 1)
∫
Br\Bρ
|∇uε|
m−1
(xαuε,α)
2
|x|m−2
dx
+ε(3−m)
∫ r
ρ
τ3−m
∫
Bτ
|∇uε|
m+1
dxdτ.
For the first line in the right hand side of the above equation, it needs further
transformations before reaching the final form appeared in the statement of the
theorem as given in [1]. However, this does not concern us, since the last two terms
above are in their final form. 
Remark 2.1. If we compare Theorem 2.1 with the monotonicity formula of the
biharmonic maps in [6] and [1], there is an additional term in P and a new term
Q. The additional term in P is the contribution of ε |∇u|m+1 term in the perturbed
energy. The new term Q is caused by the fact that the two terms in the perturbed
energy transform differently when scaled. Moreover, Q is of the unfavorable sign
and we need to get rid of it by taking ε to zero.
Let uεi be the sequence in the statement of Theorem 1.1. Due to the minimizing
property of uεi ,
H(uεi) ≤ Hεi(uεi) ≤ C
for some constant C > 0 independent of i. Set
Σ =
⋂
R>0
{
x0 ∈ Ω|BR(x0) ⊂ Ω, lim inf
i→∞
R4−m
∫
BR(x0)
|△uεi |
2 dx ≥ ε0
}
for a sufficiently small constant ε0 to be fixed later. For the proof of Hm−4(Σ) <
+∞, we refer to the proof of Theorem 3.4 in [19]. For the relative closeness of Σ,
an elementary proof will be given in the last section in the proof of Theorem 1.3
(see also [11]).
Now we prove Theorem 1.1,
Proof of Theorem 1.1. The first part is already proved. It suffices to prove the
partial regularity. Let x be a point in Ω \Σ. Without loss of generality, we assume
that x is the origin. By the definition of Σ, there exists some R > 0 such that
9BR ⊂ Ω and (taking a subsequence if necessary)
lim
i→∞
R4−m
∫
BR
|△uεi |
2
dx < ε0.
For simplicity, we will write ui for uεi . It is easy to see that for each y ∈ BR/2,
lim
i→∞
(R/2)4−m
∫
BR/2(y)
|△ui|
2 dx < C(m)ε0.
We claim: For almost every y ∈ BR/2, for any r < R/8, there exists some radius
r/2 < ρ < r such that
ρ4−m
∫
Bρ(y)
|△u|2 dx ≤ C(m)ε0.
Before we prove this claim, we show how Theorem 1.1 follows from this claim.
Since u takes value in the sphere, it is obvious that
ρ4−m
∫
Bρ(y)
|△u|2 + |∇u|4 dx ≤ C(m)ε0.
This implies that
(r/2)4−m
∫
Br/2(y)
|△u|2 + |∇u|4 dx ≤ C(m)ε0.
By the arbitrariness of r and the density of y, we obtain∥∥∇2u∥∥
L2,m−2(BR/3)
+ ‖∇u‖L4,m−4(BR/3) ≤ C(m)ε0.
Here Lp,m−p is the standard Morrey space (see [22]). For ε0 sufficiently small, u is
smooth in BR/3 since u is biharmonic (cf. [22]).
Now let us prove the Claim. Without loss of generality, we assume that R = 2
and y is the origin.
Since
(2.2)
∫
B1\B1/2
|△ui|
2
dx < C(m)ε0,
we can choose r such that
(2.3)
∫
∂Br
|△ui|
2
dx ≤ C(m)ε0,
for infinitely many i’s. We assume by taking subsequence that this is true for all i.
Assume without loss of generality that r = 1. (Otherwise, consider Br instead of
B1.)
Following Struwe [22], we write the monotonicity formula in the following form.
σi(r) − σi(ρ) =
∫
Br\Bρ
(
|ui,β + x
αui,αβ |
2
|x|m−2
+ (m− 2)
|xαui,α|
2
|x|m
)
(2.4)
+εi(m+ 1)
∫
Br\Bρ
|∇ui|
m−1
(xαui,α)
2
|x|m−2
+εi(3 −m)
∫ r
ρ
τ3−m
∫
Br
|∇ui|
m+1
dxdτ,
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where σi(r) = σi,1(r) + σi,2(r) with
σi,1(r) = r
4−m
∫
Br
|△ui|
2
+ εi |∇ui|
m+1
dσ
and
σi,2(r) = r
3−m
∫
∂Br
(2xαui,αβui,β + 4 |∇ui|
2 − 4r−2 |xαui,α|
2
)dσ.
Denote by R(εi, ρ) the last term in equation (2.4). Let E1 be the intersection of
the sets of Lebesgue points of |∇ui|
m+1 for all i. Then the complement of E1 is a
set of zero Lebesgue measure. For each y ∈ E1,
lim
ρ→0
R(εi, ρ)
exists. In the following, we assume y ∈ E1 and denote the above limit by R(εi, 0).
For fixed i and any k ∈ N, there is a good slice 0 < rk <
1
k such that
|σi(rk)| ≤ Cr
4−m
k
∫
Brk
|△ui|
2 + εi |∇ui|
m+1 dx+ Cr5−mk
∫
∂Brk
(
∣∣∇2ui∣∣2 + r−2k |∇ui|2)dσ
≤ Cr4−mk
∫
B2rk
(
∣∣∇2ui∣∣2 + εi |∇ui|m+1 + r−2k |∇ui|2)dx.
Let E2 be the intersection of the sets of Lebesgue points of
∣∣∇2ui∣∣2+ |∇ui|2 for all i.
The complement of E2 is also of Lebesgue measure zero. If we assume y ∈ E1 ∩E2,
we have
(2.5) lim
k→∞
|σi(rk)| = 0.
In (2.4), set ρ = rk and let k go to infinity. Then we obtain
σi(1)− lim
k→∞
σi(rk) =
∫
B1
(· · · ) +R(εi, 0),
where ‘· · · ’ stands for the two positive integrals in (2.4).
By (2.3), we know
σi(1) ≤ C(m)ε0.
Therefore, we prove
(2.6)
∫
B1
(
|ui,β + xαui,αβ|
2
|x|m−2
+ (m− 2)
|xαui,α|
2
|x|m
)
≤ C(m)ε0 −R(εi, 0).
Since we know
εi
∫
B1
|∇ui|
m+1 dx→ 0,
we may assume that there is a subsequence of i (still denoted by i) such that
T (x) =
∞∑
i=1
2iεi |∇uεi |
m+1 ∈ L1(B1).
Hence,
R(εi, 0) = εi
∫ 1
0
τ3−m
∫
Br
|∇ui|
m+1
dxdτ ≤
1
2i
∫ 1
0
τ3−m
∫
Br
T (x)dxdτ.
Let E3 be the set of Lebesgue points of T . If y ∈ E1 ∩E2 ∩ E3, then
(2.7) lim
i→∞
R(εi, 0) = 0.
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With these preparations, we can now estimate σi,2 from below. By (2.6), for any
r > 0,
inf
r/2<ρ<r
ρ3−m
∫
∂Bρ
(|ui,β + x
αui,αβ |
2 + 4ρ−2 |xαui,α|
2)dσ
≤ C
∫
Br\Br/2
(
|ui,β + xαui,αβ |
2
|x|m−2
+ (m− 2)
|xαui,α|
2
|x|m
)
dx
≤ C(m)ε0 −R(εi, 0).
Estimating
2xαui,αβui,β + 4 |∇ui|
2
= 2(ui,β + x
αui,αβ)ui,β + 2 |∇ui|
2 ≥ − |ui,β + x
αui,αβ |
2
,
we bound
σi,2(ρ) ≥ −ρ
3−m
∫
∂Bρ
(
∣∣ui,β + xαu2i,αβ∣∣+ 4ρ−2 |xαui,α|2)dσ.
Therefore,
sup
r/2<ρ<r
σi,2(ρ) ≥ −C(m)ε0 +R(εi, 0).
Now from the monotonicity formula, for a suitable radius in (r/2, r),
σi,1(ρ) ≤ σi(ρ)− σi,2(ρ)
≤ σi(1)−R(εi, ρ) + C(m)ε0 −R(εi, 0).
Noticing (2.7) and the fact that limi→∞R(εi, ρ) = 0, we have by letting i→∞
ρ4−m
∫
Bρ
|△u|2 dx ≤ C(m)ε0.
Thus, we finish the proof of the Claim for y ∈ E1 ∩ E2 ∩ E3. Since the Lebesgue
measure of the complement of E1 ∩ E2 ∩E3 is zero, we prove our claim. 
3. Further results on the monotonicity formula
In this section, let σi,1(r), σi,2(r) and σi(r) be defined in Section 2. For simplicity,
we denote
σ1(r) := lim inf
i→∞
σi,1(r), σ2(r) = lim inf
i→∞
σi,2(r), σ(r) := lim inf
i→∞
σi(r).
The main purpose of this section is to show that for Hn−4−a.e. y ∈ Ω, the limit
limr→0 σ1(r) exists. We will use this result to show that the defect measure is
rectifiable.
The following is a lemma which will be used many times in this section. Although
it may be well known, we would like to give a proof here for the completeness.
Lemma 3.1. Let fi be a sequence of nonnegative integrable functions on B1. For
each r1, r2 > 0, there exists a constant ρ ∈ [r1, r2] such that
(r2 − r1) lim inf
i→∞
∫
∂Bρ
fidx ≤ 2 lim inf
i→∞
∫
Br2
fidx.
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Proof. If otherwise, then
lim inf
i→∞
∫
∂Bρ
fidx >
2
r2 − r1
lim inf
i→∞
∫
Br2
fidx
for almost all ρ ∈ [r1, r2]. Integrating both sides in ρ over [r1, r2], we obtain∫ r2
r1
lim inf
i→∞
∫
∂Bρ
fidx > 2 lim inf
i→∞
∫
Br2
fidx.
On the other hand, by Fatou’s lemma, we have∫ r2
r1
lim inf
i→∞
∫
∂Bρ
fidx ≤ lim inf
i→∞
∫
Br2\Br1
fidx.
This is a contradiction. 
Lemma 3.2. Suppose that K is a compact set in Ω and d is the distance from K
to ∂Ω. For every x ∈ K,
σ1(r) ≤ C(d),
when r < d/10.
Proof. Assume that x is the origin. Since the total energy is bounded,
σ1(d/2) ≤ C(d).
As in the proof of Theorem 1.1, there exists r˜ ∈ [d/4, d/2] such that
(3.1) σ(r˜) ≤ C(d).
For each r wiith 0 < r < d/8, using Lemma 3.1, there exists ρr ∈ [r, 3r/2] such that
|σ2(ρr)| ≤ lim inf
i→∞
Cρ3−mr
∫
∂Bρr
ρr |∇ui|
∣∣∇2ui∣∣+ |∇ui|2 dσ(3.2)
≤ lim inf
i→∞
Cr2−m
∫
B3r/2
r |∇ui|
∣∣∇2ui∣∣+ |∇ui|2 dx
≤ lim inf
i→∞
ηr4−m
∫
B3r/2
∣∣∇2ui∣∣2 dx+ C(η)r2−m
∫
B3r/2
|∇ui|
2 dx
for a constant η which will be fixed later. Set
δ(r) = σ1(r) + lim inf
i→∞
r2−m
∫
Br
|∇ui|
2
dx.
By an interpolation inequality of Nirenberg [17], we have
lim inf
i→∞
r2−m
∫
B3r/2
|∇ui|
2 dx(3.3)
≤ lim inf
i→∞
C
(
r4−m
∫
B3r/2
|∇ui|
4
dx
)1/2
≤ lim inf
i→∞
C ‖ui‖L∞
(
r4−m
∫
B3r/2
∣∣∇2ui∣∣2 dx
)1/2
+ C ‖ui‖
2
L∞
≤ C(δ(2r))1/2 + C.
Letting i go to infinity in the monotonicity formula (2.4), we obtain
σ1(ρr) + σ2(ρr) ≤ σ(r˜).
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Hence,
δ(r) ≤ σ1(r) + lim inf
i→∞
r2−m
∫
Br
|∇ui|
2
dx
≤ Cσ1(ρr) + lim inf
i→∞
r2−m
∫
Br
|∇ui|
2
dx
≤ Cσ(r˜) + C |σ2(ρr)|+ lim inf
i→∞
r2−m
∫
Br
|∇ui|
2
dx
≤ Cσ(r˜) + lim inf
i→∞
Cηr4−m
∫
B3r/2
∣∣∇2ui∣∣2 dx+ C(η)r2−m
∫
B3r/2
|∇ui|
2 dx
≤ Cσ(r˜) + Cηδ(2r) + lim inf
i→∞
C(η)r2−m
∫
B3r/2
|∇ui|
2
dx.
By choosing η sufficiently small, we have
δ(r) ≤ Cσ(r˜) +
1
2
σ1(2r) + C lim inf
i→∞
r2−m
∫
B2r
|∇ui|
2
dx
≤
1
2
δ(2r) + Cδ(2r)1/2 + C(d)
≤
3
4
δ(2r) + C(d).
An iteration argument yields
σ1(r) ≤ δ(r) ≤ C(d).

Set
E =
{
x0 ∈ Ω| lim sup
r→0
r4−m
∫
Br(x0)
|∇u|4 dx > 0
}
.
By Corollary 3.2.3 in [26], Hm−4(E) = 0. From now on, pick y /∈ E and assume
without loss of generality it is the origin.
Lemma 3.3. For y /∈ E, the limit
lim
r→0
σ(r)
exists and is nonnegative.
Proof. By (2.4), σ(r) is non-increasing (as r → 0), so it suffices to show that for
some sequence of ρk going to zero, σ(ρk) has a lower bound. Take any sequence rk
going to zero. For each rk, there is a good radius ρk ∈ [rk, 2rk] such that as in (3.2)
|σ2(ρk)| ≤ lim inf
i→∞
Cρ3−mk
∫
∂Bρk
ρk |∇ui|
∣∣∇2ui∣∣+ |∇ui|2 dσ
≤ lim inf
i→∞
Cr2−mk
∫
B2rk
rk |∇ui|
∣∣∇2ui∣∣+ |∇ui|2 dx
≤ C
(
lim inf
i→∞
r4−mk
∫
B2rk
∣∣∇2ui∣∣2 dx
)1/2(
lim inf
i→∞
r2−mk
∫
B2rk
|∇ui|
2 dx
)1/2
+C lim inf
i→∞
r2−mk
∫
B2rk
|∇ui|
2 dx.
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By our choice of y, we note
(3.4) lim
k→∞
lim inf
i→∞
r2−mk
∫
B2rk
|∇ui|
2
dx = lim
k→∞
r2−mk
∫
B2rk
|∇u|2 dx = 0.
Combing this with Lemma 3.2 yields
lim
k→∞
σ2(ρk) = 0.
Due to the monotonicity of σ(r),
lim
r→0
σ(r) = lim
k→∞
σ(ρk) = lim
k→∞
σ1(ρk) ≥ 0.

The following theorem is the main result of this section.
Theorem 3.1. For all y /∈ E, the limit
lim
r→0
σ1(r)
exists and
lim
r→0
σ1(r) = lim
r→0
σ(r).
Proof. It suffices to show that for any sequence rk going to zero,
lim
k→∞
σ1(rk) = lim
r→0
σ(r).
Let θk be a sequence of positive number in (0, 1/2) to be determined later. Using
(3.4) and Lemma 3.1, there exists a constant ρk ∈ [rk, rk(1 + θk)] such that
|σ2(ρk)|
≤ lim inf
i→∞
Cρ3−mk
∫
∂Bρk
ρk |∇ui|
∣∣∇2ui∣∣+ |∇ui|2 dσ
≤ lim inf
i→∞
Cθ−1k r
2−m
k
∫
B(1+θk)rk
rk |∇ui|
∣∣∇2ui∣∣+ |∇ui|2 dx
≤ C
(
lim inf
i→∞
r4−mk
∫
B2rk
∣∣∇2ui∣∣2 dx
)1/2(
θ−2k lim infi→∞
r2−mk
∫
B2rk
|∇ui|
2
dx
)1/2
+Cθ−1k lim infi→∞
r2−mk
∫
B2rk
|∇ui|
2
dx.
Since y /∈ E, which implies that (3.4) is true, we can choose θk going to zero so that
lim
k→∞
σ2(ρk) = 0.
As in Lemma 3.3, we see
lim
k→∞
σ1(ρk) = lim
r→0
σ(r).
By the same reason, we can find a sequence ρ′k ∈ [rk(1 − θk), rk] such that
lim
k→∞
σ1(ρ
′
k) = lim
r→0
σ(r).
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However,
(
rk
ρ′k
)4−m(ρ′k)
4−m
∫
Bρ′
k
|△ui|
2
dx ≤ r4−mk
∫
Brk
|△ui|
2
dx
≤ (
r
ρk
)4−mρ4−mk
∫
Bρk
|△ui|
2
dx.
Taking the limit of i going to infinity and then k going to infinity, we obtain
lim
k→∞
σ1(ρ
′
k) ≤ lim
k→∞
σ1(rk) ≤ lim
k→∞
σ1(ρk).
This proves Theorem 3.1. 
One can see from the above proofs that the same argument works for a sequence
of stationary biharmonic maps. In the following, we use this observation to prove
Theorem 1.2.
Proof of Theorem 1.2. Let u˜i : Ω → N be a sequence of stationary biharmonic
maps from Ω ⊂ Rm to compact manifold N . Assume that H(u˜i) are bounded and
u˜i converges weakly to u˜. Set
µ˜ = lim
i→∞
|△u˜i|
2 dx = |△u˜|2 dx + ν˜,
where ν˜ is the defect measure. According to Theorem 3.4 in [19], ν˜ is supported in
Σ˜ defined as the set of points a ∈ B1 with
lim inf
ρ→0
(
ρ4−m
∫
Bρ(a)
(|△u˜|2 + ρ−2 |∇u˜|2)dx+ ρ4−mν˜(Bρ(a))
)
≥ ε0,
where ε0 is given in Corollary 2.7 of the same paper. Moreover, Scheven in [19]
showed that ν˜ is absolutely continuous with respect to Hm−4xΣ˜. The same proof
as Theorem 3.1 implies that
lim
r→0
r−1ν˜(Br(x))
exists forHm−4−a.e. x ∈ B1. Hence, by Preiss’s result [18], ν˜ is (m−4)−rectifiable,
which implies that Σ˜ is (m− 4)−rectifiable. 
4. Partially Strong Convergence and the rectifiability of the
defect measure
In this section, we pick a sequence of εi going to zero and write ui for uεi .
As proved in Lemma 2.3, ui is a minimizing sequence for H(u) in W
2,2
u0 (Ω, S
n) ∩
C0(Ω, Sn). By taking a subsequence (still denoted by ui), we have
|△ui|
2
dx ⇀ µ = |△u|2 dx + ν
in the sense of Radon measures. Since ui ⇀ u in W
2,2(Ω, Sn), ν ≥ 0 by the Fatou
lemma. All results and their proofs in this section depend only on the fact that ui
is a minimizing sequence of H(u) in the space of C0 ∩W 2,2.
The first result of this section is to prove that for each x0 with BR0(x0) ⊂ Ω ⊂
R
5 for some R0 > 0, then there is an ε1 > 0 such that if
1
R0
µ(BR0(x0)) < ε1,
ν|BR0
2
(x0) ≡ 0.
Our proof is based on an idea of Lin in [16]. However, we are not able to prove
this for a dimension m greater than 5. For the proof, we need a lemma.
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Lemma 4.1. Assume that ρ is a fixed positive constant and u is a smooth map
from Bρ to S
n. Then there exists a positive number η1 such that for any positive
η < η1 and v defined by
(4.1)


△2v = 0 in Bρ \Bρ(1−η);
v = u on ∂Bρ ∪ ∂Bρ(1−η);
∂v
∂n =
∂u
∂n on ∂Bρ ∪ ∂Bρ(1−η)
we have
|v| ≥
1
2
on Bρ \Bρ(1−η).
Proof. For simplicity, we will write Ωη for Bρ \ Bρ(1−η). For a fixed η > 0, the
solution v to (4.1) is denoted by vη. Since vη is a biharmonic function, we have∫
Ωη
|△vη|
2
dx ≤
∫
Ωη
|△u|2 dx ≤ Cη.
Here in the last inequality, we used the fact that u is smooth in Bρ. Set wη = vη−u.
We have ∫
Ωη
|△wη|
2
dx ≤ Cη
and 

△2wη = △2u in Ωη
wη = 0 on ∂Ωη
∂wη
∂n = 0 on ∂Ωη.
Since |u| = 1, it suffices for Lemma 4.1 to prove that
(4.2) λη = max
Ωη
|wη| → 0
as η goes to 0.
Next, we prove (4.2) by contradiction. If (4.2) is not true, there exists a positive
number δ˜ > 0, a sequence of ηi → 0 and a sequence of points pi ∈ Ωηi such that
(4.3) |wηi(pi)| = ληi > δ˜.
By a rotation if necessary, we may assume that pi = (0, 0, 0, 0, p
5
i ). Define
w˜i(x˜) =
1
ληi
wηi(ηix˜+ pi).
Let Ω˜i be the corresponding set defined by
Ω˜i = {x˜ ∈ R
5 : ηix˜+ pi ∈ Ωηi}
and we write △˜ for the new Laplacian operator in x˜.

△˜2w˜i =
1
ληi
η4i (△
2u)(ηix˜+ pi) in Ω˜i
w˜i = 0 on ∂Ω˜i
∂w˜i
∂n = 0 on ∂Ω˜i.
Moreover, ∫
Ω˜i
∣∣∣△˜w˜i∣∣∣2 dx˜ ≤ C.
Consider two hypersurfaces H1 and H2 given by
H1 := {x˜ ∈ R
5| x˜5 = 0}
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and
H2 := {x˜ ∈ R
5| x˜5 = ρ}.
For each large positive K, set
DK =
{
x˜ ∈ R5| 0 ≤ x˜1 ≤ ρ,
5∑
i=2
x˜2i ≤ K
2
}
.
We also denote the unbounded domain between H1 and H2 by D∞. There is a
sequence of diffeomorphisms
Φi : R
5 → R5
such that when i is sufficiently large compared to K,
(1) it maps DK to a part of the annulus Ω˜i containing the origin in the middle;
(2)
‖Φi − id‖C4(DK) → 0
as i→∞.
Fix K, for i large, set
w¯i = w˜i ◦ Φi : DK → R
5.
Then w¯i satisfies,

(△˜2w¯i ◦ Φ
−1
i ) ◦ Φi =
1
ληi
η4i (△
2u) ◦ Φi in DK
w¯i = 0 on DK ∩ (H1 ∪H2)
∂
∂x5
w¯i = ((Φi)∗
∂
∂x5
)w˜i on DK ∩ (H1 ∪H2).
Letting i → ∞ and then letting K → ∞, we obtain a biharmonic function w as a
limit of w¯i such that 

△2w = 0 in D∞
w = 0 on H1 ∪H2
∂
∂x5
w = 0 on H1 ∪H2.
We claim that from the construction,
(1) ∫
D∞
|△w|2 dx < C;
(2) w is bounded but non-zero because w is a limit of w˜i ◦ Φi and by (4.3)
max
Ωi
w˜i = w˜i(0) = 1.
We will see that this is a contradiction. Let wˆi be a sequence of smooth functions
with compact support and the same boundary condition which converges to w in
W 2,2 norm. Hence,
0 = lim
i→∞
∫
D∞
△2wwˆidx = lim
i→∞
∫
D∞
△w△wˆidx =
∫
D∞
|△w|2 dx.
This implies that w is harmonic. It is obvious that a bounded harmonic function
with zero Dirichlet boundary condition must be zero, which is a contradiction to
(2). 
The following lemma is an elliptic estimate involving the Sobolev space of frac-
tional order. However, it is not easily to find a proper reference, so we will outline
a proof. We denote by ‖·‖(s) the W
s,2 Sobolev norm obtained by complex interpo-
lation if s is not a positive integer.
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Lemma 4.2. Let u be a biharmonic function on Ω. Assume u satisfies the boundary
conditions
u|∂Ω = f,
∂u
∂n
|∂Ω = g.
Then for any s > 0, there exists a constant C depending on the dimension and Ω
such that
‖u‖(s) ≤ C(‖f‖(s− 12 )
+ ‖g‖(s−3/2)).
Proof. For x ∈ ∂Ω, take two open neighborhoods of x, U, V such that
x ∈ V ⊂ V ⊂ U.
Assume that U ∩Ω is diffeomorphic to B+1 = {x ∈ B1|x1 ≥ 0}. Let ϕ be a smooth
cut-off function satisfying (1) ϕ(y) ≡ 0 for y /∈ U ; (2) ϕ(y) ≡ 1 for y ∈ V . A direct
computation implies
(4.4)


△2(ϕu) = D3u#Dϕ+D2u#Dϕ+Du#D3ϕ+D4ϕ
(ϕu)|∂Ω = ϕf
∂
∂n (ϕu)|∂Ω = ϕg +
∂ϕ
∂nf.
Here Dk means partial derivatives of order k and D3u#Dϕ means linear combina-
tions of the product of D3u and Dϕ and so on. By [2], we have
(4.5) ‖u‖(s),V ≤ C(ϕ)(‖u‖(s−1),U + ‖f‖(s−1/2),∂Ω∩U + ‖g‖(s−3/2),∂Ω∩U ).
Since the boundary ∂Ω is compact, we can find a finite number of points x1, · · · , xk
such that ∂Ω is covered by Vi’s. Adding (4.5) up for all Vi and using the interior
estimate, we obtain
(4.6) ‖u‖(s) ≤ C(‖f‖(s−1/2) + ‖g‖(s−3/2) + ‖u‖(s−1)).
Next, we claim that the ‖u‖(s−1) term in the right hand side is not necessary for
our case. This is proved by contradiction. If otherwise, there exists a sequence of
fi, gi, ui such that
(1) ui is a biharmonic function on Ω with ui|∂Ω = fi and
∂ui
∂n |∂Ω = gi;
(2) assume by scaling that ‖fi‖(s−1/2) + ‖gi‖s−3/2 = 1;
(3) ‖ui‖(s) ≥ i.
It follows from (3) and (4.6) that limi→∞ ‖ui‖(s−1) = ∞. Let λi be ‖ui‖(s−1)
and set u˜i =
ui
λi
, f˜i =
fi
λi
and g˜i =
gi
λi
. Using (4.6) again, we have that ‖ui‖(s)
is bounded. Therefore, ui converges weakly in W
s,2(Ω) to a biharmonic function
with homogeneous boundary conditions. On one hand, due to the compactness of
embedding from W s,2 to W s−1,2, we have ‖u‖(s−1) = 1. On the other hand, the
only biharmonic function with homogeneous boundary conditions is zero. This is a
contradiction. 
Proposition 4.1. Let ui be the sequence defined in Theorem 1.3. Then there exists
a positive constant ε1 such that if we set
Σ1 =
⋂
R>0
{x ∈ Ω|BR(x) ⊂ Ω, R
−1µ(BR(x)) ≥ ε1},
then
spt ν ⊂ Σ1.
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Proof. ε1 is determined during the proof. We can require that ε1 < ε0 such that u
is smooth away from Σ1. Hence, if x0 /∈ Σ1, then there is an R > 0 such that u is
smooth in BR(x0) and
lim inf
i→∞
R−1
∫
BR(x0)
|△ui|
2 dx < ε1.
It suffices to show that ν ≡ 0 in BR/3(x0). Assume x0 is the origin and R = 1.
It is obvious that ∫
B0.9
∣∣∇2ui∣∣2 + |∇ui|4 dx ≤ Cε1.
Pick ρ ∈ (1/2, 2/3) such that
(4.7)
∫
∂Bρ
∣∣∇2ui∣∣2 + |∇ui|4 dσ ≤ Cε1
for infinitely many i’s. Assume by taking subsequence that (4.7) is true for all i.
Since |△ui|
2
dx = µi ⇀ µ = |△u|
2
dx + ν in B1 as Radon measures, to show
ν ≡ 0 in B1/3, it suffices to show
H(ui, Bρ) ≤ H(u,Bρ) + δ
for any δ > 0 and all sufficiently large i’s.
To do so, we use the fact that ui is a minimizing sequence in W
2,2
u0 (Ω, S
n) ∩
C0(Ω, Sn). We shall construct a new sequence {u˜i} in W
2,2
u0 (Ω, S
n) ∩ C0(Ω, Sn)
such that
(a) u˜i = ui on Ω \Bρ;
(b) u˜i = u on Bρ(1−η) for a very small η to be determined in the following proof;
(c) ∫
Bρ\Bρ(1−η)
|△u˜i|
2
dx ≤ C(η) < δ.
Given this new sequence of u˜i, by the definition of minimizing sequence,
lim inf
i→∞
H(u˜i) ≥ lim
i→∞
H(ui).
Due to (a), (there is no guarantee that limi→∞
∫
Bρ
|△ui|
2
dx exists, but we can
always take a subsequence such that this is true. This does not affect the result
that ν = 0.)
lim inf
i→∞
H(u˜i, Bρ) ≥ lim
i→∞
H(ui, Bρ).
Therefore, for all sufficiently large i,
(4.8) H(ui, Bρ) ≤ H(u,Bρ) + C(η).
The above discussion shows that Theorem 4.1 follows from a construction of u˜i
satisfying (a), (b) and (c). Due to (a) and (b), it suffices to define u˜i in Bρ\Bρ(1−η).
The construction consists of several steps.
Step one. Let v be the solution of the boundary value problem
(4.9)


△2v = 0 in Bρ \Bρ(1−η);
v = u on ∂Bρ ∪ ∂Bρ(1−η);
∂v
∂n =
∂u
∂n on ∂Bρ ∪ ∂Bρ(1−η).
Here we require η to be smaller than the η1 given by Lemma 4.1. There will be
another restriction to η in Step five. The point is that η doesn’t depend on i.
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Step two. Define vi as the biharmonic extension of u and u˜i as follows.

△2vi = 0 in Bρ \Bρ(1−η);
v = u on ∂Bρ(1−η);
v = ui on ∂Bρ;
∂v
∂n =
∂u
∂n on ∂Bρ(1−η);
∂v
∂n =
∂ui
∂n on ∂Bρ.
We need to prove some estimates of vi. Recall that both ui and u are bounded
in W 2,2(in fact u is smooth.) The restriction of W 2,2 function to a hypersurface
belongs to W 1.5,2 and
∂ui
∂n
∈W 0.5,2(∂Bρ).
By Lemma 4.2, we have
‖vi‖W 2,2(Bρ\Bρ(1−η))(4.10)
≤ C(‖ui‖W 1.5,2(∂Bρ) +
∥∥∥∥∂ui∂n
∥∥∥∥
W 0.5,2(∂Bρ)
) + C(u)
≤ C ‖ui‖W 2,2(Bρ\Bρ(1−η)) + C(u)
≤ C(u).
Moreover, we can obtain better estimate if we take into account the special choice
of ρ. Due to (4.7), we have
‖ui‖W 2,2(∂Bρ) ≤ C(ε1)
and
‖∂nui‖W 1,2(∂Bρ) ≤ C(ε1).
This combined with the fact that u is smooth implies that (by Lemma 4.2 again)
(4.11) ‖vi‖W 2.5,2(Bρ\Bρ(1−η)) ≤ C(n, ε1, u).
Step three. We need to use the Poisson formula to show that there exists a
thin layer given by Bρ \ Bρ(1−λ) for some λ << η such that the image of vi stay
near the sphere in this layer.
For simplicity, we may assume without loss of generality that ρ = 1 and η = 1/2
(in this step only). Since ρ and η is fixed, this doesn’t affect the proof. We will
show there exists a small λ > 0 such that
|vi| > 1/2
on
B1 \B1−λ.
According to Green’s formula for the biharmonic equation ([7]),
(4.12) vi(x) =
∫
∂B1/2∪∂B1
K0(x, y)vi(y)dσy +
∫
∂B1/2∪∂B1
K1(x, y)∂nvi(y)dσy .
Following [12], set ξ0 =
x
|x| and r = 1 − |x|. Since we will only consider estimate
near ∂B1, we may require x ∈ B1 \ B4/5. Therefore, r is the distance from x to
∂(B1 \B1/2). Here is an estimate on K0 and K1 from [7],
(4.13) |K0(x, y)| ≤ C
r2
d6(x, y)
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and
(4.14) |K1(x, y)| ≤ C
r2
d5(x, y)
,
for y ∈ ∂B1 ∪ ∂B1/2 and x ∈ B1 \B4/5. For some k > 1 with kr ≤
1
4 , we write
vkr,ξ0 =
1
|∂B1 ∩Bkr(ξ0)|
∫
∂B1∪Bkr(ξ0)
vidσ.
Using the Poincare´ inequality, we see
1
|∂B1 ∩Bkr(ξ0)|
∫
∂B1∩Bkr(ξ0)
|vi − vkr,ξ0 | dσ(4.15)
≤ C ‖∇ui‖L4(∂B1∩Bkr(ξ0)) ≤ Cε
1/4
1 .
Hence |vkr,ξ0 − 1| ≤ Cε
1/4
1 . Since the constant function vkr,ξ0 is a biharmonic
function with constant Dirichlet boundary value and zero Neumann boundary value,
we have
vi(x)− vkr,ξ0 =
∫
∂B1/2∪∂B1
K0(x, y)(vi(y)− vkr,ξ0 )dσy +(4.16) ∫
∂B1/2∪∂B1
K1(x, y)∂nvi(y)dσy.
To estimate the first integral, we divide the integral domain into two parts,
Ω1 = ∂B1 ∩Bkr(ξ0) and Ω2 = (∂B1 \Bkr(ξ0)) ∪ ∂B1/2.
Ω2 is further divided into two parts. Then we estimate∫
Ω2
|K0(x, y)(vi − vkr,ξ0)| dσy
≤
(∫
Ω2∩B1/2(ξ0)
+
∫
Ω2\B1/2(ξ0)
)
|K0(x, y)(vi − vkr,ξ0 )| dσy.
For y ∈ Ω2 \B1/2(ξ0), we note
|K0(x, y)| ≤ Cr
2.
Hence,
(4.17)
∫
Ω2\B1/2(ξ0)
|K0(x, y)(vi − vkr,ξ0 )| dσy ≤ Cr
2.
Using the fact that vi and vkr,ξ0 are bounded, we have∫
Ω2∩B1/2(ξ0)
|K0(x, y)(vi − vkr,ξ0 )| dσy ≤
∫ 1/2
kr
Cr2
t6
t3dt
≤
C
k2
− Cr2.
Here t is the distance between ξ0 and y on the sphere ∂B1 and we estimate d(x, y)
from below by Ct. We add (4.17) and (4.18) to get∫
Ω2
|K0(x, y)(vi − vkr,ξ0 )| dσy ≤ Cr
2 +
C
k2
.
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For all y ∈ ∂B1 ∪ ∂B1/2 and x ∈ B1 \B4/5, we see
d(x, y) ≥ r.
If y is a point in Ω1, by (4.15), we have∣∣∣∣∣
∫
∂B1∩Bkr(ξ0)
K0(x, y)(ui − vkr,ξ0)
∣∣∣∣∣ ≤ Cr4
∫
∂B1∩Bkr(ξ0)
|ui − vkr,ξ0 | dσy
≤ Ck4ε
1/4
1 .
The second integral in (4.16) is estimated similarly.∣∣∣∣
∫
Ω2
K1(x, y)∂nviσy
∣∣∣∣ ≤
(∫
Ω2∩B1/2(ξ0)
+
∫
Ω2\B1/2(ξ0)
)
|K1(x, y)∂nvi| dσy
≤
(∫
Ω2∩B1/2(ξ0)
|K1|
4/3
)3/4(∫
Ω2∩B1/2(ξ0)
|∂nvi|
4
)1/4
+Cr2
∫
Ω2\B1/2(ξ0)
|∂nvi| dσy
≤ C
(
r8/3
∫ 1/2
kr
1
t20/3
t3dt
)3/4
+ Cr2
≤ C
(
1
k8/3
− Cr8/3
)3/4
+ Cr2
≤
C
k2
+ Cr2,
where we used (4.14), (4.7) and the Ho¨lder inequality. On the other hand,∣∣∣∣
∫
Ω1
K1(x, y)∂nui
∣∣∣∣ dσ ≤ Cr3
∫
Ω1
|∂nui| dσy
≤ Ck3
(∫
Ω1
|∂nui|
4 dσy
) 1
4
≤ Ck3ε
1/4
1 .
In summary, we have
|vi(x)− vkr,ξ0 | ≤
C
k2
+ Cε
1/4
1 (k
4 + k3).
We can choose k large so that Ck2 <
1
10 and then choose ε1 small so that Cε
1/4
1 (k
4+
k3) + 1− |vkr,ξ0 | <
1
10 . Hence, if we set λ =
1
4k , we have
|vi| ≥
3
4
,
for any point x ∈ B1 \B1−λ with r < λ.
Step four. We will establish an estimate of vi on
Bρ(1−λ/2) \Bρ(1−η).
Due to the interior estimate for biharmonic functions and (4.10) in Step two,
‖vi‖Cl(Bρ(1−λ/2)\Bρ(1−η+λ/2)) ≤ C(l).
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Given this, the elliptic boundary value problem on Bρ(1−η/2) \Bρ(1−η) implies
‖vi‖Cl(Bρ(1−η/2)\Bρ(1−η)) ≤ C(l, u),
since both boundary values are now very smooth.
Combining the result of Step three with the result of Step four, we see that for
i sufficiently large, the image of vi stay in the neighborhood of S
n, so we define
u˜i =
vi
|vi|
on Bρ \Bρ(1−η).
Step five. It remains to check (4.8).
H(u˜i, Bρ \Bρ(1−η)) ≤ CH(vi, Bρ \Bρ(1−η))
≤ 2CH(v,Bρ \Bρ(1−η))
≤ 2CH(u,Bρ \Bρ(1−η))
≤ C(u)η.
Here for the second inequality above, we apply (4.11) and the argument in Step
four to show the energy of vi converges to that of v. Thus, we make this smaller
than δ if we choose η smaller than η2(u, δ) > 0. 
We are now ready to prove Theorem 1.3:
Proof of Theorem 1.3. The proof about finite 1−dimension Hausdorff measure of
the singular set Σ1 is standard (see the proof of Theorem 3.4 in [19]). To show Σ1
is relatively closed, let xi be a sequence in Σ1 such that xi → x ∈ Ω. Let R > 0 be
such that BR(x) ⊂ Ω, it suffices to show
(4.18) R4−mµ(BR(x)) ≥ ε1.
Pick any r < R. For i sufficiently large, Br(xi) ⊂ BR(x) ⊂ Ω. Hence
r4−mµ(Br(xi)) ≥ ε1.
This implies that
R4−mµ(BR(x)) ≥
(
R
r
)4−m
r4−mµ(Br(xi)) ≥
(
R
r
)4−m
ε1.
Since r can be arbitrarily close to R, (4.18) is true, hence (1) is proved.
By Theorem 1.1 and Proposition 4.1, we obtain
spt ν ∪ singu ⊂ Σ1.
If x /∈ spt ν ∪ singu, there is R > 0 such that
BR(x) ∩ sing u = ∅
and
ν(BR(x)) = 0.
Hence, for r < R,
r−1µ(Br(x)) = r
−1
∫
Br(x)
|△u|2 dx.
By the smoothness of u in BR/3(x),
r−1µ(Br(x))→ 0
when r goes to zero. This implies x /∈ Σ1, which proves (2).
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For (3), Lemma 3.2 implies that µ, hence ν is absolutely continuous with respect
to H1xΣ1. By the Radon-Nikodym theorem, one has
µ|Σ1 = Θ(x)H
1
xΣ1,
for H1−a.e. x ∈ Σ1. By Corollary 3.2.3 in [26],
ν|Σ1 = Θ(x)H
1
xΣ1,
for H1−a.e. x ∈ Σ1. The estimates of Θ(x) follows from the fact that
ε0 ≤ r
−1µ(Br(x)) ≤ C,
for H1−a.e. x ∈ Σ1. Thus (1) and (2) is proved.
For (3), according to Preiss, it suffices to show that for ν almost every x,
0 < lim
r→0
r−1ν(Br(x)) <∞.
This is nothing but Theorem 3.1. By Theorem 3.1, we have
lim
r→0
r−1µ(Br(x))
exists except for a set of H1 measure zero. Since ν is absolutely continuous with
respect to H1xΣ1, this is true for ν−a.e. x ∈ Σ1. 
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