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Collisionless Magnetic Reconnection in a Stressed X-point Collapse
by Jan Graf von der Pahlen
Magnetic X-point collapse is investigated using a 2.5D fully relativistic particle-in-cell
simulation, with varying strengths of guide-field as well as open and closed boundary
conditions. In the zero guide-field case we discover a new signature of Hall-reconnection
in the out-of-plane magnetic field, namely an octupolar pattern, as opposed to the well-
studied quadrupolar out-of-plane field of reconnection. The emergence of the octupolar
components was found to be caused by ion currents and is a general feature of X-point
collapse. The effect was shown to be independent of system size and ion mass and con-
fined to a few ion inertial lengths from the reconnection current sheet. In a comparative
study of tearing-mode reconnection, signatures of octupolar components are found only
in the out-flow region. It is argued that space-craft observations of magnetic fields at
reconnection sites may be used accordingly to identify the type of reconnection. Fur-
ther, initial oscillatory reconnection is observed, prior to reconnection onset, generating
electromagnetic waves at the upper-hybrid frequency, matching solar flare progenitor
emission. When applying a guide-field, in both open and closed boundary conditions,
thinner dissipation regions are obtained and the onset of reconnection is increasingly de-
layed. Investigations with open boundary conditions show that, for guide-fields close to
the strength of the in-plane field, shear flows emerge, leading to the formation of electron
flow vortices and magnetic islands. Asymmetries in the components of the generalised
Ohm’s law across the dissipation region are observed and inertial components are shown
to play a role at the X-point. Extended in 3D geometry, it is shown that locations of
magnetic islands and vortices are not constant along the height of the current-sheet.
Vortices formed on opposite sides of the current-sheet travel in opposite directions along
it, leading to a criss-cross vortex pattern. Similarly to oblique current sheets previously
observed in 3D guide-field reconnection studies, vortex-tubes are inclined at the same
angle as the magnetic field.
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“Students using astrophysical textbooks remain essentially ignorant of even the existence
of plasma concepts, despite the fact that some of them have been known for half a cen-
tury. The conclusion is that astrophysics is too important to be left in the hands of
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Overview
This thesis presents the culmination of my work, which for the most part was inde-
pendently submitted as four separate journal articles. The structure of this thesis is as
follows:
Chapter 1 presents an introduction to plasma and solar physics and relevant scientific
and computational concepts that pertain to this thesis. This is done to provide the
necessary background for chapters 2, 3 and 4, which are otherwise self-contained.
Chapter 2 contains the scientific findings presented in the journal paper J. Graf von der
Pahlen, D. Tsiklauri, Phys. Plasmas 21, 012901 (2014) as well as those of the letter
J. Graf von der Pahlen, D. Tsiklauri, Phys. Plasmas 21, 060705 (2014). The results
presented in this chapter include general characteristics of X-point collapse with a guide-
field, as well as the discoveries of vortex generation, electromagnetic wave excitation and
octupolar out-of-plane magnetic field structure.
Chapter 3 contains the scientific findings presented in the journal paper J. Graf von der
Pahlen, D. Tsiklauri, Phys. Plasmas 22, 032905 (2015). Here the discovery of out-of-
plane magnetic octupolar structure is addressed in detail, including parametric studies
and theoretical cosnderations.
Chapter 4 contains the scientific findings presented in J. Graf von der Pahlen, D. Tsik-
lauri, Astron. Astrophys. 595, A84 (2016). Here the appearance of vortices in X-point
collapse simulations is further analysed and it is found that their emergence is the
result of a shift in the instability causing the reconnection, i.e. tearing-mode to Kelvin-
Helmholtz, as well as a shift in the reconnection mechanism, i.e. pressure tensor terms
to inertial terms.
Chapter 5 contains the overarching conclusions of the three preceding chapters.





The works presented in this thesis relate to solar-plasma physics. In physics, a plasma
describes a collection of charged particles, interacting in an unbound state. While the
term generally refers to ionised gases, i.e. plasmas comprised of electrons and ions, it
extends to more abstract cases, including electron-positron and dusty plasmas. In this
thesis, unless otherwise specified, plasma refers to an ionised gas.
Based on current models and observations, more than 99% of the mass of the visible
matter in the universe is made up of plasma, including stars and accretion disks. Fur-
thermore, the vast majority of known space is occupied by plasma. Main sequence stars
constantly emit a stream of plasma in all directions, occupying a volume that spans
for hundreds of solar radii. Beyond this radius, space is filled with residual ions and
electrons making up the inter-stellar medium. Needless to say, the sheer abundance of
plasma in the universe more than justifies the study of plasma processes. The topic of
this thesis is magnetic reconnection, which is likely to be responsible for a number of
energetic plasma phenomena, including solar flares and, in part, coronal mass ejections.
The works in this thesis relate to reconnection in the solar atmosphere and the Earth-
Sun system. While the physical principles relating to magnetic reconnection addressed
here equally apply to reconnection in magnetic confinement fusion experiments and in
pulsars, the focus of this work is to address the open questions in solar physics, which
are discussed in section 1.1.
1.1 Reconnection in the Solar System
The first reference to magnetic reconnection is Dungey’s model of magnetic energy con-
version in the Earth’s magnetosphere [1], which describes a reconnection model now
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known as X-point collapse. This is also the first model of the open magnetosphere.
Shortly after its publication, magnetic reconnection became the prime candidate mech-
anism for numerous energetic processes observed on the Sun and in the magnetosphere.
The purpose of this section is to outline our current understanding of the Sun and the
various observations that lead to the investigation of reconnection mechanisms.
Due to the presence of a magnetic field, particles in a plasma gyrate around field-lines
and thus couple the two together. On a most basic level, magnetic reconnection is the
decoupling and reconfiguration of a magnetic field from a plasma that it is otherwise
frozen into. This can lead to the release of magnetic energy as kinetic energy and heat.
The purpose of this section is to explain the role of magnetic reconnection in the open
questions and challenges relating to solar physics. It closely follows the reviews on the
solar corona contained in [2].
1.1.1 Solar Structure
The structure of the Sun (as illustrated in Fig. 1.1) is a well studied field and a wide
consensus exists on its general features [3, 4]. Thermal energy originates from the
solar core and powers all dynamical processes inside the Sun and on its surface. The
gravitational force pushes the mass of the Sun onto its centre, leading to a particle
pressure and density at the core sufficient for nuclear fusion to proceed through the
proton-proton chain, i.e. through the reactions
1H +1H → 2D + e+ + v, (1.1)
2D + 1H → 3He + γ, (1.2)
and
3He + 3He → 4He + 1H + 1H. (1.3)
The reaction rate of the first step in this series is comparatively low, as it requires
the decay of a proton to a neutron via the weak force. The others however progress
rapidly, sustaining a temperature of the order of 107K. Energy generated at the core is
transferred away from the centre, first through thermal radiation in the radiative layer,
then via convection in the convective layer. Due to the convectional flows, a strong
shear exists in the plasma fluid motion between the two layers, and numerous dynamical
features emerge [5]. This separation is known as the tachocline and modern simulations
suggest that it plays a significant role in the solar dynamo [6]. At the uppermost layer
of the Sun, the reduced plasma density allows for photons being emitted into space,
thus coining this layer the photosphere. This layer represents the image of the Sun
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that is seen through visible light, including dark regions known as solar spots, which
are associated with areas of strong emerging magnetic fields. Beyond this layer a sharp
drop in density is observed, marking the transition to the solar atmosphere.
Figure 1.1: Showing on the right a cross-section of the Sun, indicating different inner
regions, and on the left corresponding temperature and density profiles, taken from [7].
The Sun’s atmosphere starts with the chromosphere, which is of notable importance to
observable reconnection events. The chromosphere can be viewed through light emit-
ted from H-alpha emission and indicates magnetic filaments, prominences, spicules and
bright areas around Sun-spots. Further, emissions can be detected as a responses of solar
flares. This is followed by the solar corona, the outermost layer of the Sun. Contrary to
expectation, the temperature of of the Sun rises when reaching the solar corona (see Fig.
1.1), rather than cooling as the solar plasma approaches outer space. This is considered
one of the major open questions in solar physics. Further, the corona exhibits localised
incidences of large X-ray emission, i.e. solar flares, often accompanied by expulsions of
plasma, i.e. coronal mass ejections. These events are also associated with brightening of
the photosphere and sun quakes [8]. The driving mechanism of these emissions and their
role in the coronal heating process is also an active area of investigation. Lastly, from
the surface of the Sun, a constant stream of plasma is emitted at speeds of hundreds of
kms−1 in all directions, known as the solar wind. The solar wind plasma extends to the
point where it is slowed down by the inter-stellar medium, making up the heliosphere,
which encompasses the Earth and the rest of the solar system.
1.1.2 The Solar Dynamo
As discussed in chapter 11.3 of Ref. [4], the magnetic field of the Sun has also been
matter of investigation and was shown to reverse in polarity every eleven years, as first
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indicated by the periodic occurrence of maxima and minima in the average number of
sunspots. While this process is not fully understood, Babcock in 1961 [9] formulated a
model of the solar magnetic dynamo that incorporates this effect (see Fig. 1.2), which is
still of relevance today. The model predicts that the magnetic field of the Sun is caused
by current flows in the convective layer. Due to the differential rotation of the Sun,
and freezing of the magnetic field into the solar plasma, field-lines are dragged along
the equator creating a toroidal field component. Convection in the mantle then twists
field lines into tubular structures, known as flux ropes. Magnetic pressure pushes these
ropes out of the surface, resulting in the sunspot maxima. Flux ropes are then carried
towards the poles, changing the average polarity of the magnetic field. Eventually flux
ropes diffuse into a new poloidal field with opposite polarity to the original.
Figure 1.2: From Ref. [10], showing the evolution of the Sun’s magnetic field during
half a solar cycle according to Ref. [9]. Panel a) shows an initial poloidal magnetic field
twisted by the differential flow, leading to panel b), where a strong toroidal magnetic
field component is established. Panel c) shows flux-ropes being pushed out into the
solar surface and carried towards the poles by the convective flow. Panel d) and e)
show how the convective flow generates new magnetic field loops, which eventually
diffuse to form the reversed poloidal field.
1.1.3 Solar Flares and Coronal Mass Ejections
Solar Flares are explosive phenomena in the solar atmosphere, releasing vast amounts
of energy in radiation and heat. These events are often accompanied by coronal mass
ejections (CMEs), which are sporadic ejections of large plasma structures (up to 1014kg
ejections observed [11]), i.e. more so then what is ejected by the solar-wind background.
While the nature of these phenomena is not completely understood, the majority of
models explaining them are rooted in magnetic reconnection, leading to the standard
model of flares [12]. The generally accepted mechanism of solar flaring and CMEs was
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given by Hirayama in 1974 [13] and most modern reconnection modelling efforts into
flaring are to some extent based on this model. As shown in Fig. 1.3, in this model a
magnetic flux rope extends over an area of anti-parallel magnetic field that is tethered
in the chromosphere. Reconnection occurs in the anti-parallel magnetic field, pushing
up the flux rope and generating energetic particles that travel along the field to the
photosphere. Light is emitted at the surface while the plasma contained in the flux rope
is pushed out into space.
Figure 1.3: From Ref. [14] showing Hiryama’s model of a flaring coronal loop [13],
project on the surface of the Sun.
Currently, numerous numerical simulations are being carried out to gain a better un-
derstanding of the reconnection process in flaring regions [11, 15]. Also, using a semi-
analytical model, using magnetorgrams as input, remarkable progress has been made in
predicting energy releases in pre-flaring regions in the solar corona [16]. Furthermore,
hundreds of flares have been observed and catalogued [17], and an empirical relation-
ship has been established by Shibata, linking flaring temperature, density and magnetic
field strength [18]. Despite the apparent order implied by this relationship, the sizes
of flares greatly vary, allowing for what has been coined super flares, which have been
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shown to occur on solar-type stars [19]. The potentially destructive effect of a flare of
extreme proportions on a technologically advanced society stresses the need for a clear
understanding of the flaring process.
1.1.4 Coronal Heating and Solar Wind Acceleration
A number of physical models have been proposed to explain the effect of coronal heating,
involving mechanisms including:
• Stress-induced magnetic reconnection - magnetic energy conversion to heat (see
Ref. [20]).
• Stress-induced current cascades - Ohmic dissipation due to currents induced from
magnetic field foot-point movements in the lower solar atmosphere (see Ref. [21]).
• Stress-induced turbulence - magnetic foot-point motion leading to large eddy cur-
rents being pumped up to the corona which cascade through turbulent motion to
smaller scales (see Ref. [22]).
• Alfvénic Resonance/Absorption - energy transferred upwards from the chromo-
sphere and photosphere as waves into the corona (see Ref. [23]).
Further, spectral analysis shows the occurrence of Micro-Flares, seen in Soft X-Rays, and
Nano-Flares, seen in EUV. Having an energy release far lower than previously observed
flares, but also a far greater occurrence, it was speculated to be a viable mechanism for
coronal heating. A modern consensus on observation places the limits of energy output
by micro and nano flares in a range including the limits for the energy requirements of
coronal heating [24]. Naturally, also in this case, the prime candidate for the cause of
the flaring is reconnection, here over minuscule reconnection sites.
The solar wind can be separated into two types, namely the unsteady slow solar wind
(about 300kms−1) emanating from temporarily active magnetic regions, and the steady
fast solar wind (about 800kms−1), emanating from polar coronal holes. The acceleration
of the fast solar wind has energy requirements of a similar extent to that of coronal
heating, with the added modelling challenge of restoring particle density and recreating
observed particle distributions. To date, no adequate model has been derived to describe
the fast solar-wind acceleration, but a strong case has been made that such a model would
require a full consideration of particle kinetics [25]. Further a strong case can be made
for the involvement of Alfvén waves in the acceleration process of solar wind ions (see
Ref. [26]).
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Figure 1.4: From Ref. [27] showing the how magnetic field-line freezing of a coronal
loop and the rotation of the Sun lead to the formation of the Parker Spiral.
1.1.5 The Sun-Earth System
Accelerated solar-wind particles couple with the magnetic field of the Sun and drag it
outwards into the solar-system. Due to the rotation of the Sun, and variation in the local
polarity of the Sun’s magnetic field, the solar-wind magnetic field direction spirals away
from the Sun (see Fig. 1.4). Since the magnetic field varies in strength perpendicular
to the field direction, this gives rise to the heliospheric current sheet (see Ref. [28]),
where evidence for magnetic reconnection has been detected by satellite missions (see
Ref. [29]).
Figure 1.5: From Ref. [30] showing day-side and night-side reconnection of the Sun’s
magnetic field with the magnetic field of the Earth due to the solar wind.
The interaction of the Sun’s magnetic field with the Earth has a great impact on the
Earth’s magnetopshere, and in rare cases leads to solar wind particles entering the
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inner atmosphere, causing effects such as the northern lights. When the two fields
are aligned (e.g. when both point northwards), no interaction occurs and the Sun’s
magnetic field passes around the Earth. However, when the fields are anti-aligned, a
reconnection region forms between the Sun and the Earth (dayside of the magnetosphere)
and opened field-lines are dragged past the Earth, further away from the Sun (see Fig.
1.5). When opened field-lines are dragged far enough, their distances reduces, forming
the magneto-tail at the nightside of the magnetosphere, where they again reconnect
and close the Earth’s magnetic field. Observational studies show reconnection at the
dayside is highly asymmetric, leading to the motion of reconnection sites along the
southwards and northwards along the Earth’s magnetic field [31]. At the nightside, the
stretched-out magnetic-field lines form a highly symmetric reconnection region, allowing
for theoretical signatures of magnetic reconnection to be tested (see Ref. [32]). Works
in this thesis aims to add to both of these branches of investigation of reconnection in
the magnetosphere.
1.2 Fundamentals of Plasma Physics
This section serves to introduce the reader to the concepts of plasma physics pertaining
to this thesis. The derivations shown here closely follow those in plasma physics books
by Dendy [33], Fitzpatrick [34] and Burgess [35].
1.2.1 The Plasma State
Just like in solids, liquids and gases the components of a plasma consist of electrons
and ions, interacting predominantly through the electromagnetic force. Similarly to the
transition from liquids to gases, a sufficient increase in energy can facilitate a transition
from gas to plasma, i.e. the ionisation of the gas. When a gas is ionised, free charges
become the force carriers and a new state of matter is reached with distinctly different
properties. Due to the lack of atomic structure, a plasma is free of magnetisation or
polarisation, and Maxwell’s equation for a plasma can always be represented as follows:
Gauss’s law:
∇ ·E = − ρ
ǫ0
(1.4)
Gauss’s law for magnetism:
∇ ·B = 0 (1.5)
18
Faraday’s law of induction:










These equations prescribe the dynamics of magnetic and electric fields in a plasma and
thus determine how charged particles in the plasma are accelerated by the Lorentz force,
F = q(E + v × B). (1.8)
Since charged particles themselves interact through their own electric fields, in the ab-
sence of external forces, a plasma adopts a state of quasi-neutrality. Here particles
are arranged to shield other charges such that on average the plasma appears neutral.
Perturbing this quasi-neutral state by a shift in the electron or ion density leads to a
restorative electric field and hence an oscillatory motion. The frequency of this oscil-
lation is characteristic physical property of every plasma and is known as the plasma
frequency. It is trivial to show using Gauss’s law and Stoke’s theorem that the electron








where e is the electron charge, me and mi are the electron and ion mass respectively, n0
the particle density and Z the number of protons per ion (for simplicity, throughout this
thesis Z is assumed to be 1 and number densities are assumed equal, i.e. ne = ni = n0).
In order to observe the effects of plasma oscillations, time scales must be considered
which are longer than the plasma oscillation period, i.e. 1/ωpe. I.e. time scales over
which the dynamics of the plasma particles average out. Similarly length scales must be
considered that are large enough such that charge screening is effective and the plasma
appears quasi-neutral. This length essentially represents the distance from an ion at
which its charge is effectively screened by electrons, and is known as the Debye length.
The Debye screening due to a test charge can be determined as follows: for a plasma
perturbed by a point-charge Q, resulting in an electric potential φ, Boltzmann’s equation
gives the number densities of electrons and ions as
ne = n0e
−eφ/kBT , ni = n0e
eφ/kBT . (1.10)
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Accordingly the charge density of the plasma surrounding Q is given by
ρ = e(ni − ne) = −2n0e sinh(eφ/kBT ). (1.11)
Using the fact that i.e. E = −∇φ, we can rewrite Gauss’s law as
∇2φ = −ρ/ǫ0, (1.12)
and substituting Eqn. (1.11) into Eqn. (1.12) gives a spatial relationship of the electric




since the strength of φ reduces with distance from Q, at a large enough distance the
potential energy falls below the electron thermal energy and sinh (eφ/kBT ) ≈ eφ/kBT .











where λD represents the Debye length.
Furthermore, due the Lorentz force, the presence of a magnetic field in a plasma leads
to charged particles particles moving in gyro orbits perpendicular to the direction of the
magnetic field. By equating the centripetal force of an orbiting charged particle with








Since electrons and ions are oppositely charged, they orbit in opposite directions and
since ions are heavier, their period of oscillation is much longer. The natural state of
oscillation in magnetised plasma is in part determined by the thermal energy of particles
and we obtain the cyclotron radius of particles by dividing the their thermal speed by








The parameters given in this section represent the most defining features of the collective
plasma interaction and will be used throughout this thesis.
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1.2.2 Collisionless Plasma and Flux Freezing
Like all interacting many-body systems, plasmas can be either collisional or collisionless,
meaning that ranges over which their mean free path, λmfp, extends can be small or
large compared to the size of the system. In a collisional plasma, particles interact di-
rectly with each other and experience coulomb collisions, whereas in collisionless plasma
particles interact only through the collective electromagnetic field. For a given electron,
we can approximate the mean free path by equating the coulomb potential to another







and derive from it the interaction distance, rC , which can be used to obtain the inter-















When collisions are relevant in a plasma, i.e. when λmfp is smaller than the size of the
system, they result in an effective resistivity, known as the Spitzer resistivity. When an
electric field is applied in this case, a plasma behaves like a resistor and electrons require





= −eE − ev × B− ∇ · Pe
ne
− meνei(ve − vi). (1.20)
where the terms on the right hand side are, from left to right, the electric field, magnetic
advection, the divergence of the electron pressure tensor and the added collision term,
for collisions between electrons and ions for a collision frequency νei.
In most astrophysical plasmas resistivity is estimated to be very small. Thus charges
can move virtually without obstruction and the plasma behaves as a super-conductor.
I. e. electric fields accelerate particles without loss of energy and the resistivity is zero.
Currents therefore do not require an electric field to be sustained and the collision term
can be neglected. For a collisionless plasma we thus rewrite equation 1.20 in the form
of an Ohm’s law as









(ve · ∇)ve. (1.21)
In solar corona and many other astrophysical plasmas the mean free path of electrons
is generally much larger than the spatial scales over which these plasmas exist. For this
reason, this thesis focuses of collisionless plasmas and Eqn. 1.21 will be used in the
analysis of plasma dynamics.
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In the absence of collisions, inertial effects or pressure divergences, a plasma is considered
ideal and Eqn. 1.21 reduces to
E = −v × B, (1.22)
where ve now matches the mean velocity of the plasma. Further applying the Faraday’s
law of induction yields
∂B
∂t
= ∇× (v × B). (1.23)
From this relationship it can be shown that the magnetic flux, Φ, through a given surface
S does not change as this surface moves with the plasma. I.e. dΦSdt = 0. We can define











B · v × dl, (1.24)
where v×dl is the velocity of plasma elements on the boundary of the surface. Inserting






∇× (v × B) · dS +
∮
C
B · v × dl. (1.25)




When considering a magnetic field as a set of unbroken flux-tubes, the implication of
this result is that plasma is coupled to the flux-tubes, meaning that neither can move
independently and particles are thus ’frozen’ into the field. Therefore, moving plasmas
can transport magnetic fields or magnetic fields can trap plasma depending on the
particular configuration of the system.
On the other hand, in the strongly collisional case, we can neglect the pressure and
inertial terms and rewrite equation 1.20 as
E + ve × B = ηj, (1.27)
where ve − vi has been replaced with j/e and η represents the resistivity. Here, the only
response to an electric field is to drive a current through the resistive medium. While
this approximation most closely resembles materials in a non-plasma state it has become
the basis for countless numerical simulations due the simplicity in its applicability.
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1.2.3 Dissipative Plasma Instabilities
Throughout the solar system there are flux-frozen plasmas that are in a stable state.
However, in certain configurations, a perturbation to the state of a plasma can lead
to self-sustained dynamical changes (i.e. an instability), which in turn can lead to
transformations in the magnetic structure of the plasma. While there are multitudes of
possible plasma instabilities (see ref. [36]), here we will focus on some of the unstable
systems which are of known relevance to reconnection studies, namely the tearing-mode
instability, X-point collapse and the Kelvin-Helmholtz instability (see Fig. 1.6).
Figure 1.6: We show from left to right the evolution of the tearing-mode instability,
X-point collapse and the Kelvin-Helmholtz instability.
Ref. [37] presents an analysis of plasmas containing a planar magnetic field of the
form By = B0x, with an out-of-plane current, jz. The Lorentz force (or j × B force
in this case) acts to push field lines towards the x = 0 line, but is countered by the
plasma pressure. When allowing for magnetic-field annihilation as a function of ∇ ×
B and adding perturbations that squeeze field lines together along the x = 0 line,
a self-sustained process is initiated: magnetic field-lines are pushed towards points of
annihilation due to the j × B force while plasma is moved away along the x = 0 line with
newly reconnected field-lines. This instability is known as the tearing-mode instability
and has been subject to numerous reconnection studies.
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A simple modification to this setup is to introduce an additional sheared magnetic field
in the x direction, i.e. Bx = B
′
0y. In this case, magnetic field dissipation occurs at a
predetermined point where magnetic separatrices meet, i.e. the X-point. This setup
is the earliest proposed model of magnetic reconnection (see Ref. [1]) and is the prime
focus of this thesis.
When rather than a shear in magnetic field, a velocity shear is imposed on a plasma,
small perturbations in the interface between the two velocity regimes tend to grow as
they are being dragged along by the flows, leading to a growing instability. In extreme
cases this can lead to the formation of flow vortices. This process is known as the Kelvin-
Helmholtz (KH) instability. In studies of collisionless plasmas, where a sheared velocity
field was imposed parallel to a magnetic field (see Ref. [38]), the KH instability was
shown to deform field lines, causing local compressions, which in turn lead to magnetic
field dissipation (see Fig. 1.6). This type of instability will also be addressed in this
thesis (see chapter 4).
1.2.4 Plasma Waves
The excitation of waves in a magnetised plasma is determined by the response of the
plasma to electromagnetic excitations, which is determined by the Lorentz force. For
an electron plasma with a uniform unidirectional magnetic field (here defined to be in
the z direction), the acceleration of the plasma parallel to the magnetic field due to an












E⊥ + ωce × v⊥. (1.29)











+ ωce × E⊥
)
. (1.30)
Substituting a waveform of Aei(kr−ωt) for E and v⊥ into Eqns. (1.28) and (1.30) gives
relations between electric field and plasma velocities as






(ω2ce − ω2)v⊥ = −
e
m
(−iωE⊥ + ωce × E⊥) , (1.32)
which can be represented in matrix form as































Assuming a plasma of constant electron density, we relate the electron velocity to a
current in the form of an Ohm’s law, i.e.
j = −env = −ena ·E = σ · E, (1.34)
where σ does not refer to the overall conductivity of the plasma, but the microscopic
response of particles to an electric field (the same derivation applies to the ion plasma,
except that the sign of ωci is reversed relative to ωce).
σ can be applied in Ampère’s law such that








I) · E = − iω
c2
ǫ · E, (1.35)
where ǫ represents the plasma permittivity tensor. By further applying a time differential
and substituting Faraday’s law of induction, the relationship becomes
0 = ∇2E −∇(∇× E) + ω
2
c2
ǫ · E = (kk− k2I + ω
2
c2
ǫ) · E = M · E. (1.36)
To fulfil the above equation, the relation det(M) = 0 must hold true, and from this the
relationship between wave frequency, ω, and wave vector, k, can be determined for any
direction of wave propagation.
The relationship between ω and k depends on the direction of wave propagation relative
to the magnetic field, while the wave speed is given by the derivative ∂ω∂k . For a plasma
of a given density and magnetic field these relationships can be displayed in the form
of a dispersion diagram as shown in 1.7. Using the dispersion diagram of an observed
wave pattern we can identify the wave-mode and draw conclusions about its origin (see
chapter 2). Plasma waves are important both in the driving of magnetic reconnection
and generating the signatures thereof.
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Figure 1.7: The dispersion plots for a plasma with n0 = 10
14m−3 and B = 0.01T,
with wave propagation at an angle relative to B of 0 degrees, showing right-hand and
left-hand polarised modes (left) and 90 degrees, showing the ordinary and extraordinary
wave modes (right).
1.3 Magnetic Reconnection in 2.5D
Like most substances, plasma in nature exhibits three dimensional (3D) qualities. How-
ever, the physical interactions of ions and electrons do not depend on the existence of
a third spatial dimension and plasmas can be modelled in two dimensions. When mod-
elled this way, particles in the plasma only have two spatial components (i.e. in x and
y), yet three velocity components can be included (vx, vy, vz), where the out-of-plane
velocity component does not affect the particle position. Modelling a plasma in such
a position-velocity space has been coined 2.5D and it allows for a unique treatment of
magnetic fields in plasmas.
Due to a lack of 3D structure in the 2.5D case, flux-frozen magnetic fields can not
be treated as flux-tubes, but rather as magnetic field lines, i.e. an arbitrary array of
unbroken lines tracing the in-plane components of the magnetic field. Here, a useful tool
in analysing the movement of magnetic field lines is the magnetic vector potential, A,
defined as
B = ∇× A , E = −∇φ − ∂A
∂t
, (1.37)
where φ represents the electric potential. If we consider a magnetic field B = Bxx̂+Byŷ
defined over a plane of coordinates x and y, the value of the out-of-plane component of
the magnetic vector potential, Az, represents a contour whose equipotential lines trace
the direction of the in-plane magnetic field. Due to gauge-invariance, we can define an
arbitrary Az(0, 0) and integrate over the plane to find the value of Az at an arbitrary
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position (x′, y′) on the plane, i.e.
Az(x








Defining magnetic field lines as equipotential lines on Az makes it possible to track
the dynamics of magnetic fields and thus that of the frozen-in plasma. Also, from
this definition, we see that Az effectively represents an in-plane magnetic flux-function.
Changes in Az thus correspond to changes in magnetic flux.
A further consequence of this definition is that the rate of change of Az is equal to the





since there can be no gradient in φ in the out-of-plane direction. This shows that any
changes in the magnetic field lines must correspond to an out-of-plane electric field. Such
an electric field can generally be attributed to magnetic advection, i.e. term V × B,
where V corresponds to the movement of field lines. However, at a point where the
magnetic field is zero, there is no magnetic field component to move, i.e. V × B = 0,
and instead the electric field must correspond to a reconfiguration of field lines. In the
case of an O-point, i.e. at maxima or minima of an magnetic field, this reconfiguration
progresses as an annihilation or generation of magnetic field lines. On the other hand,
an X-point in the field lines corresponds to a saddle point in the vector potential. Here
field lines move towards the null-point from opposite directions, change topology and
the reconfigured field-lines move away in the perpendicular direction.
In order for such magnetic field reconfiguration to occur, by neccesity there must exist a
magnetic X-point and the out-of-plane electric field at the X-point by neccesity provides
the rate at which field lines are chaging topology, i.e. Ez at the X-point can be used as
a measure of the reconnection rate.
1.3.1 Resistive Modelling of 2.5D Reconnection
The earliest attempts of modelling magnetic reconnection were based in Magneto–
Hydrodynamics (MHD), which is to say that they treated plasmas as magnetised fluids
where ions and electrons move together in the plane as one and quantities such as ve-
locity or density can be treated as a property of the fluid. i.e. ne, ni,ve and vi reduce
to n0 and V. This similarly applies to the Spitzer resistivity, η, as well as the current,
J.
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In this framework we can take the form of the Ohm’s law given in Eqn. 1.27 and apply
Faraday’s law of induction to obtain the induction equation,
∂B
∂t
= ∇× (V × B) + η∇2B. (1.40)
The first term on the right represents magnetic advection, i.e. movement of field lines
and plasma, and the second term on the right dissipation through resistivity. In the
MHD approach, this equation governs the dissipation or generation of magnetic fields.
1.3.1.1 Purely Resistive Reconnection - Sweet
In 1956 Sweet proposed a model of merging coronal loops, based on magnetic diffusion,
which he later published in Ref. [39]. This represents one of the first mathematical
treatments of magnetic reconnection. Here we consider a magnetic field, defined over
a thin strip of length 2L and width 2l, representing the diffusion region between two
coronal loops (see Fig. 1.8). The direction of the field is parallel to the length of the
strip and its strength is strongly sheared across the middle of the strip such that the two
sides of the diffusion region have opposite field strength. Assuming that the diffusion




and the strong shear at the centre smooths out over the diffusion region until η∇2B is
diminished (see panel (c) of Fig. 1.8).
By substituting B0 as the initial magnetic field strength of both halves of the diffusion
region and l as the characteristic length scale in Eqn. 1.41 we obtain an equation for





i.e. the time scale of the Sweet reconnection model. Since, as discussed, the resistivity
of solar plasmas is negligibly small, while length scales of solar processes are large, when
inserting characteristic solar parameters into Eqn. 1.42, one obtains reconnection time
scales of the order of hundreds of years [40], which stands in strong contrast to flaring
time scales, which have been observed to be of the order of hours [15].
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Figure 1.8: After [39], showing in (a) a schematic sketch of two coronal loops, in
(b) the sheared magnetic field making up the diffusion region between the two coronal
loops, and in (c) the profile of the magnetic field strength across the diffusion region,
where the solid line and the dashed line show the sheared magnetic field before and
after diffusion respectively.
1.3.1.2 Resistive Diffusion and Advection - Sweet-Parker
Shortly following Sweet’s initial analysis, Parker published a modified model including
the advection term of Eqn. 1.40 [40]. Here we again consider a sheared magnetic field
over a thin sheet of length 2L and width 2l. Again, magnetic diffusion occurs at the
centre of the magnetic field, but unlike in the purely resistive case, the shear gradient is
maintained by a constant inflow of magnetic field lines from both sides of the diffusion
region (See Fig. 1.9). If we further assume that reconnected field-lines are removed
through the width of the diffusion region, we can assume a steady system, i.e. ∂B∂t = 0,
and Eqn. 1.40 reduces to
∇× (V ×B) = −η∇2B. (1.43)
Figure 1.9: From Ref. [41], showing the Sweet-Parker reconnection model.
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Again we substitute the characteristic length scales, i.e. l, for the spatial gradients and
determine the relationship between the inflowing magnetic field, the inflow speed and






Secondly we note that, due to particle number conservation, the inflow speed at the edge
of the diffusion region is related to the outflow speed by ninVinL = noutVoutl. Treating
the plasma as incompressible, nin = nout this relationship reduces to
VinL = Voutl. (1.45)
Lastly, we note that plasma from the centre of the diffusion region is accelerated towards
the outflow region by a force corresponding to the gradient of the plasma pressure over
that region, such that ∆Pp =
ρV 2out
2 . Assuming force balance, the plasma pressure
difference between the centre and the edge of the diffusion region can be set as the
magnetic pressure at the inflow region, i.e. ∆Pp =
B2in
2µ0





which implies that the outfow speed is given by the Alfvén speed at the inflow region,
i.e. Vout = VA,in. Combining equations 1.44, 1.45 and 1.46 the reconnection speed of


















where Rm is the magnetic Reynolds number.
In contrast to Sweet’s original model, the Sweet-Parker reconnection velocity scales with
L−1/2 and Bin (or R
−1/2
m ), rather than 1/L which allows for higher reconnection regimes
to be reached. While this model provides some improvement on the original analysis
by Sweet, it still falls short of reproducing flaring velocities. Based on solar-corona
parameters, Vin falls between 10
−6VA,in and 10
−3VA,in [42], which is much smaller than
flaring speeds observed.
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1.3.1.3 Shock Mediated Resistive Reconnection - the Petscheck Model
A reconnection model capable of describing solar eruptions needed to be orders of mag-
nitude faster than the Sweet-Parker model. In 1964 Petschek proposed a modification
that both provides an increased reconnection rate, as well as a reconnection region ge-
ometry that relates the model to real physical systems (see Ref. [43] and Ref. [42],
section 4.3). In this model, a smaller diffusion region lies embedded in a larger magnetic
structure of characteristic scales. Here we denote Be as the external magnetic field and
Bi as the internal magnetic field (see Fig. 1.10). The outer region effectively represents
a Sweet-Parker Inflow region, and has a size corresponding to characteristic solar length
scales, whereas the inner region is much smaller and mediates the physical dynamics in
manner that allows for fast reconnection. In order to connect the two regions, the model
uses shock-fronts, where magnetic field line directions are discontinuous.
Figure 1.10: From Ref. [41] showing Petschek’s model of reconnection
The scaling between the two regions is determined by flux-conservation, i.e. VeBe =
ViBi. Assuming the outflow speed to be the Alfven speed in the larger and the smaller







Combining Equation 1.49 and Equation 1.48 and considering that, and by imposing that







In the mathematical treatment of Petschek’s shock fronts, it is assumed that the dif-
ference between the external and internal magnetic field is small, and based on shock











Substituting Eqn. 1.50 into Eqn. 1.51, a relation is obtained showing a scaling of






thus providing a reconnection speed greatly enhanced to the Sweet-Parker model, which
scales with 1/Rme. Effectively that means that a sheared magnetic field region of a
characteristic length scale Le corresponds to a logarithmically smaller inner region of
length Li, where fast reconnection is possible, both being connected through shocks
(see Fig. 1.11). As long as this geometry is maintained the reconnection can be fast.
While Petschek’s analysis included several assumptions, some of which arbitrary by his
own admission, his model of fast reconnection became the prime justification for the
investigation of magnetic reconnection as an energy release mechanism in the Sun.
Figure 1.11: From Ref. [44] showing on the left Sweet-Parker and on the right
Petschek type reconnection. As discussed in [45], under reconnection with uniform
resistivity an initial Petschek setup diffuses into a Sweet Parker one.
However, later numerical modelling results of magnetic reconnection lead Biskamp to
concluded that Petschek type reconnection was not sustainable and quickly diffused into
a Sweet-Parker like setup [45], reducing the impact of this result (see Sect. 1.3.1.4).
1.3.1.4 Resistive MHD Modelling
Since 1980 numerous studies of 2.5D MHD simulations have been carried out to test
the viability of fast Petschek reconnection. Being based in MHD, the simulation treated
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plasmas as a single fluid on a simulation grid, where each grid point contains a value
for the various simulation parameters. In order to do so, simulations need to solve the




+ ∇ · (ρV) = 0 (1.53)
This condition assures that no mass gets created or destroyed on the simulation grid.





+ V · ∇
)
V = J× B −∇p (1.54)
This shows that the rate of change of momentum has to be equal to the force components
on the grid, which are the pressure divergence and the Lorentz force. Due to quasi-









Here γ is the specific heat ratio. Depending on the nature of the simulation, more
complex variations of this equation have been used to account for heating processes.
For a given initial configuration of density, velocity, plasma pressure and magnetic field,
where the initial magnetic field is constrained by Gauss’s law, these equations determine
the evolution of ρ, V and P . The evolution of the magnetic field is in turn determined
by the nature of the resistive Ohm’s law, given by
E + V × B = ηj, (1.56)




= ∇× (V × B) + η∇2B, (1.57)
where a uniform value of η, i.e. uniform resistivity has been assumed. By applying a
leap-frog algorithm the simulation iteratively computes the values of ρ, V, P and B to
give the evolution of the system.
The first simulation of MHD reconnection of this kind was carried out by Biskamp [45]
and showed that for an initial Petschek configuration, the magnetic field and velocity
flow field would quickly devolve into a Sweet-Parker like configuration. I.e. The length of
the initial small current sheet grew and the inflow speed decreased, bringing the system
into a slow-reconnection regime. It was later shown by Erkaev, in a slightly modified
MHD simulation [46], that a Petschek like reconnection can be maintained if resistivity is
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defined only along a thin region along the current sheet and set as zero everywhere else.
Similarly MHD simulations by Otto [47] show that increased reconnection rates can be
reached when a resistivity proportional to the out-of-plane current is applied. Despite
the lack of a physical justification, studies based on anomalous resistivity remained the
primary focus of reconnection studies for several decades (see Ref. [48]) and even in
modern studies, no consensus on the justification of its application has been reached
(see Ref. [49]).
1.3.2 Collisionless Plasma Modelling
1.3.2.1 Collisionless Kinetic Theory
In an analysis including collisionless processes in reconnection dynamics by Vasyliunas
[50] in 1975, it was shown that different terms in the generalised Ohm’s law would
play a role at different scale lengths from the point of reconnection (i.e. the X-point):
the divergence of the non-scalar pressure tensor terms, resulting from the meandering
motion of electrons, plays a role where magnetic forces cease to determine the electron
motion, i.e. up to the electron cyclotron radius (rce); electron inertial terms play a role
up to the electron inertial length (cω−1pe ); and ion inertial terms (the Hall term) play a
role up to the ion inertial length (cω−1pi ).
Further, Sonnerup in 1979 [51] considered the two-dimensional structure of the col-
lisionless diffusion region and pointed out that, due to the difference in the distance
between the ion and electron acceleration regions near the X-point, decoupled electrons
travel further into the diffusion region, leading to an inflowing current (jx) as shown in
Fig. 1.12. Thus, for charge to be conserved there need to be additional perpendicular
currents (jy) leading in and out of the diffusion region, creating loop structure and a
quadrupolar magnetic field. This theoretical prediction presented a basis on which cur-
rent understanding of magnetic reconnection could be tested in simulations, and later
in observations.
1.3.2.2 The Hall-MHD model
The lack of self-consistent MHD simulations of fast-reconnection posed a serious demand
for models that contained the necessary physics to make magnetic reconnection work.
The simplest computational model that allows for the inclusion of decoupled electron-
ion dynamics is known as Hall-MHD. While the inclusion of electron-ion decoupling is
only one effect that distinguishes MHD to fully collisionless modelling, it would later be
shown to be a vital contribution to fast reconnection. In this model we employ the same
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Figure 1.12: From [51], showing the Hall electron currents and out-of-plane magnetic
field in the collisionless diffusion region as predicted by Sonnerup.
MHD equations, i.e. equations (1.53), (1.54) and (1.55), but use an Ohm’s law that is
adjusted to account for the fact that the magnetic field near the X-point is frozen only
into the electron fluid, i.e. E = ve × B. This can be accounted for by the inclusion of
the Hall-term, J×Ben0 , in the generalised Ohm’s law such that
E + v × B = J× B
en0
. (1.58)
where v now represents the ion bulk velocity, vi, and J = en0(vi − ve). For an ini-
tial planar shear magnetic field, and a corresponding out-of-plane current, the direction
of the Hall term is also in the plane, and thus applying Faraday’s law now leads to a
growth of an magnetic field in the out-of-plane direction. This gives rise to Sonnerup’s
quadrupolar field as has been demonstrated in numerical Hall simulations [47]. Recon-
nection in this model was shown to be fast, restoring faith in the possibility of magnetic
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reconnection mediating eruptive energetic events in the Sun.
In addition to the Hall-term, several other approximations from the electron equation
of motion (i.e. Eqn. 1.20) can be added to account for electron inertia and electron
pressure, giving an Ohm’s law of the form
E + v × B = ηJ− J× B
en0








However, as this type of simulation lacks full particle dynamics, pressure can only be
treated as a scalar. Also, since the all the terms are added manually, rather than
naturally emergent, this type of model cannot tell us about the specifics of the particle
dynamics involved in the reconnection processes. Nevertheless, the model is a great
step forward from resistive MHD and proves the importance of collisionless processes in
reconnection.
1.3.2.3 Kinetic models - Particle-In-Cell and Hybrid Codes
A completely different approach to the ad-hoc method to modelling applied in the Hall-
MHD model is to use a kinetic model, where plasmas are modelled as collections of
charged particles, interacting with self-consistent electromagnetic fields (descriptions
used in this section are based on [52]). In a standard kinetic model the force on every
particle is the sum of the electric field contributions from all other particles in the sys-
tem. For simulations of astrophysical plasmas with a typical density this would require
a summation of the order of 1016 particles per meter cubed of simulation domain, which
is far too computationally demanding for modern parallel high performance computing
clusters to model over meaningful spatial scales. The well-studied particle-in-cell (PIC)
model, first fully formulated in Ref. [53], addresses this problem two-fold: firstly it does
so by grouping and representing particles by a smaller number of super-particles. Sec-
ondly, the super-particles do not physically collide, but their dynamical information is
used to compute electric and magnetic field quantities on a discrete simulation grid (sim-
ilarly to the MHD case), which is then in turn used to accelerate the particles. A particle
pusher routine is thus used to determine the change in velocity of the super-particles
based on the corresponding Lorentz-force. Unlike in the MHD case, no assumptions need
to be made about charge neutrality and the system can be evolved naturally without
loss of generality. The updated positions and velocities of the super-particles are then
used to update the values of current and number densities on the grid, as shown in 1.13.
Each super-particle represents a number of particles, here either electrons or ions, and is
thus assigned a spatially dependent distribution function, or shape function, of the form
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Figure 1.13: from [54], showing the computational processes carried for each time-step
in a PIC code, where ∆t represents teh simulation time-step.
S(x−xp), where xp is the position vector of the super-particle and x is an arbitrary po-
sition on the grid. While x is a continues variable that can take any value, field variables
are restricted to positions on the simulation grid, i.e. E and B have discrete position
values. The shape function thus determines the interaction of the super-particles with
the field values defined on the simulation grid, such that the effective field interacting




EiS(xi − xp), (1.60)
where
∑
i represents the summation over the simulation grid points. This effectively
gives a weighting to each field-super-particle interaction. Based on the chosen shape-
function, super-particles can have an effective size corresponding to the particles they
represent, and the calculations by the code can be more physically representative, but
can also add to the demand on the computing processor.
Both the use of super-particles and a discrete grid is associated with numerical errors.
Thermal fluctuations in particle motion, i.e. random meandering of particles from one
grid cell to another, results in fluctuations in field values at grid points, which can result
in a low signal-to-noise ratio, making the results of the simulation difficult to interpret
[55]. Because of this, a great enough numbers of super-particles, and to a lesser degree
more complex shape functions, are required to reduce this effect. In most simulations
this requires super-particle numbers of the order of 100 particles per grid cell. A further
consequence of discrete grid cells is that electromagnetic field structures are sampled
only at grid locations, rather than continuously, which can creates new wave-modes
(aliases) that tend to destabilise plasma oscillations (see Ref. [56, 57]). This effect is
known as the finite grid instability. While particle momentum is preserved to machine
accuracy, this instability can lead to spurious changes in system energy if not accounted
for, which can be accomplished by limiting the length of grid cells to approximately the
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Debye length. As shown in Ref. [57], for PIC simulations a simulation grid cell size of
∆l = 2λD was sufficient to negate the instability and preserve total energy. Further, the
energy conservation and stability of the simulation depends on the type the size of the
simulation time-step and field-particle solver used (for more details see Appendix A).
A substantial alternative simulation model to the standard PIC model are hybrid codes.
Here, ions are modelled as super-particles, while electrons are treated as a massless fluid.
The advantage of this methodology is that the code no longer has to be resolved at elec-
tron inertial time or length scales. As such, hybrid codes are the least computationally
demanding models that allow for full kinetic treatment of ions.
1.3.2.4 Successes of Collisionless Modelling
In one of the largest collective works relating to reconnection physics, the Geospace
Modelling (GEM) challenge [58], several types of simulation models were tested against
each other using different numerical codes and a number of conclusions were drawn about
the nature of reconnection modelling. All results were obtained by modelling tearing-
mode reconnection in a Harris-sheet setup, which is a pressure balanced current-sheet
setup. All simulations used an initial magnetic field of the form
B = B0 tanh(x/λ)ez , (1.61)
where λ represents the initial half-width of the current sheet. The initial temperature




2(x/λ) + nb, (1.62)
such that the thermal pressure along the current-sheet balances the external magnetic
pressure, i.e. n0kT = B
2
0/µ0. An initial current density satisfying Ampère’s law is thus
provided by uniform ion and electron velocities normal to the simulation grid.
An overarching consensus was established relating the to reconnection rates reached in
different reconnection simulations: In all simulation runs that accounted for the decou-




> 0.1) were reached. Purely resistive simulations were only fast when
a localised resistivity was defined, here taken to be proportional to the current density
[47]. The most prominent plot of the study, as shown in panel a) of Fig. 1.14, shows
the change in magnetic flux between the X-point and the simulation boundary, which
equates to the reconnection rate integrated over time. As shown, all simulation types
exhibit similar dynamics apart from the pure MHD case. It has thus been concluded
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that the mechanism that sustains the reconnection electric field does not determine the
reconnection rate and that only Hall dynamics (i.e. ion inertial effects) need to be
accounted for to achieve fast reconnection.
Figure 1.14: Plots from studies based on the GEM reconnection setup [58, 59], show-
ing in a) the growth of reconnected flux for different reconnection models, normalised
by the initial magnetic flux between the simulation boundary and the X-point, over
time, normalised by the ion cyclotron frequency; in b) similarly showing reconnected
flux for different electron masses in a PIC code; c) showing electron diffusion region
widths as a function of electron plasma frequency in a PIC code; d) showing outflow
speed as function of the Alfvén speed for a PIC code
Furthemore, as shown in Ref. [59], in the same setup, changing the electron mass
in PIC simulations does also not affect the rate of reconnection (see panel b) of Fig.
1.14). Instead, increasing the electron mass leads to an increased diffusion region width,
preserving the relationship, M=Vin/VA,e = l/L, as proposed by Parker (see Eqn. (1.45)).
As a result, the diffusion region width scales with the electron inertial length, c/ωpe,
as shown in panel c) of Fig. 1.14. This further shows that, while decoupled electron
dynamics facilitate fast reconnection, the reconnection rate is determined by the bulk ion
dynamics. The out-flow speed at the ends of the current sheet scales with the Alfvén
speed, as shown in panel d) of Fig. 1.14, further confirming the validity of Parker’s
diffusion region model.
While the specific electron dynamics have been shown to have no direct impact the
reconnection rate in tearing-mode reconnection, it is still of importance to determine
how the reconnection electric field is generated as this represents the mechanism that
breaks the frozen-in condition. Using particle velocity and position data obtained from
a PIC simulation of tearing-mode reconnection setup, it was established that the term
in the generalised Ohm’s law that sustains the out-of-plain electric field at the X-point
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in the tearing-mode case corresponds to the divergence of the off-diagonal electron-
pressure tensor components as shown by Hesse et al [60] as well as Pritchett [61]. Here
the pressure tensor at a given grid cell of coordinates (i,j) is determined by the cell’s
particle distribution function, f(r, v, t), such that
Pij = me
∫
dv(vi − 〈vi〉)(vj − 〈vj〉)f. (1.63)
This was confirmed in several other studies of tearing-reconnection, as well as in X-point
collapse by Tsiklauri and Haruki [62].
Furthermore, the quadrupolar magnetic field predicted Sonnerup was also observed in
simulations of collisionless reconnection, first by Mandt in 1994 using a hybrid code,
simulating converging flux bundles [63], and later in the Harris current sheet case in
several of the GEM simulations, including Hall-MHD, as well as in a PIC simulation of
X-point collapse by Tsiklauri and Haruki [64]. Again, the universality of this result for
all simulation models that account for the Hall-effect further substantiates the validity
of these models and the importance of collisionless effects in reconnection modelling.
These simulated results were later confirmed in a physical reconnection experiment using
the Magnetic Reconnection Experiment (MRX) [65] as well as in Cluster missions in
the Earth’s magneto-tail [32, 66, 67], confirming the applicability of 2.5D reconnection
models and establishing the quadrupolar magnetic field as usable identifier of magnetic
reconnection events in nature.
1.3.2.5 Contemporary 2.5D Collisionless Modelling
Results such as those of the GEM challenge, and their physical confirmation, present
a basis upon which many current simulational efforts are based, and as such the vast
majority of 2.5D simulational studies use tearing-mode reconnection setups.
While the early collisionless reconnection studies confirmed Parker’s relation of the di-
mensions of the diffusion region and the reconnection rate (Eqn. (1.45)) and proved an
independence of the reconnection rate on the electron physics, the shape of the diffusion
region is still an active topic of research. In Ref. [68] it was shown that in PIC simula-
tions of tearing-mode reconnection the diffusion region length stabilises on a fixed length,
regardless of system size or boundary conditions, reaching length scales up to the order
of 10cω−1pi . However, as shown in Ref. [69], while reconnection rates are comparable, the
length of the diffusion region in a Hall-MHD simulation of tearing-mode reconnection is
an order of magnitude smaller than in an equivalent PIC simulation. This discrepancy
underlines the need for models that accurately take account of electron dynamics and
shows that the length of the diffusion region can not be determined by MHD based
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considerations alone. The nature of the scaling of the diffusion region length remains an
open question (see Ref. [70]). Furthermore, as demonstrated in the GEM challenge, the
reconnection electric field across the width of the diffusion region is maintained by the
divergence of the electron pressure tensor near the X-point and electron inertia at the
edge of the diffusion region (see Ref. [60, 61]). Accordingly, the width of the diffusion
region is partially determined by the electron inertial length , as is consistent with sim-
ulation results (see Fig. 1.14). However, a study comparing the diffusion region width
measured in the MRX reconnection experiment and a corresponding PIC simulation
study found a mismatch in the results [71], showing distinctly different scalings in both
cases. Accounting for this discrepancy and the development of consistent scaling laws,
such as that by Tsiklauri [72] and Nakumera et al. [73], is an active research challenge.
Although it was consistently shown that the term breaking the frozen-in condition in
tearing-mode reconnection (as well as in X-point collapse) is the divergence of the elec-
tron pressure tensor, it has been shown that modifying the standard tearing-mode setup
can lead to significant changes in the electron dynamics. This has been established by
extending the established simulation framework through the addition of out-of-plane
magnetic fields, in-plane shear plasma flows, asymmetric setups, and the inclusion of
relativistic effects. The addition of an out-of-plane magnetic was consistently shown to
delay the onset of reconnection (see Ref. [74–76]). Further, for increasing guide-fields,
an increase in the contribution from electron inertia to the out-of-plane electric field
adjacent to the X-point was observed, as well as a spatial compression of the region
dominated by the divergence of the electron pressure tensor (see Ref. [77, 78]), thus
altering the reconnection dynamics. Further, the inclusion of guide-fields has also been
shown to play a role in the generation of electron vortices during reconnection (see Ref.
[79]). Similarly, it was shown that when introducing a shear plasma flow along the
diffusion region, the reconnection rate could be significantly decreased for flows below
the Alfvén speed (see Ref. [80]), and increased for flows above the Alfvén speed (see
Ref. [38, 81]), due to a shift in the reconnection instability. In the case of relativistic
plasmas (see Ref. [82, 83]) electron dynamics in the diffusion region could be altered
to the point that the inertial term replaced the divergence of the pressure tensor at the
X-point, presenting a shift from the previously established dynamics. In collisionless
simulations using an initial reconnection setup with an asymmetric density profile (see
Ref. [84, 85]) it was shown that the inflow stagnation point into the diffusion region
did no longer match the location of the magnetic X-point and an entirely new electric
field in the diffusion region emerges, coined the Larmor electric field. By studying these
modifications to the standard setup, new parameter spaces are explored, aiding the goal
of developing models that contain realistic physical conditions that are compatible with
observable reconnection events.
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When simulating large enough system sizes in a tearing-mode reconnection setup, with
an initial perturbation of a small enough wavelength, multiple reconnection sites can
emerge, creating magnetic islands. The magnetic islands in turn may be pushed together
as they increase in size and coalesce, leading to a different type of reconnection within
the tearing sheet (see Ref. [86–88]). Areas of island generation have been shown to
exhibit distinct modes of electron acceleration and may play a role in the generation
of energetic particles in solar flares (see Ref. [89, 90]). Further, if an initial diffusion
region grows long enough, random pertubations can result in secondary reconnection
sites within the reconnection current sheet. Shibata in 2001 [91] proposed that coronal
magnetic fields reconnect through a fractal structure where large scale tearing leads
to sheet thinning and a Sweet-Parker type diffusion region, forming secondary tearing,
further sheet thinning and so and so forth, until electron inertial scales are reached
(see Fig. 1.15). At this point, numerical simulations and observations only provide
indirect evidence for this model of reconnection (see Ref. [92]). On the other hand, a
recent theoretical framework proposes the treatment of multiple reconnection sites in a
steady state Sweet-Parker-like reconnection model, i.e. reconnection via the the plasmoid
instability (see Ref. [93]). In this analysis a Sweet-Parker reconnection sheet is made
up by a chain of plasmoids that mediate reconnection and expell plasma through the
width of the sheet, giving the potential for fast reconnection under flaring parameters.
However, as summarised in Ref. [94], results relating to this framework are still in their
infancy.
Regardless of the nature of the large scale magnetic fields involved in reconnection, there
still remains a need for a thorough understanding of the processes at the electron and
ion-inertial scales that allow reconnection to occur. The results presented in this thesis
are part of the effort to investigate the nature of magnetic reconnection by exploring the
process in new regimes, here in X-point collapse systems with varying magnetic guide-
fields, system sizes, boundary conditions, ion masses and different geometric dimensions
(2.5D and 3D), in particular with regards to the electron and ion dynamics. Each
of the following three chapters will elaborate on the particular area of contemporary
reconnection physics that is being addressed.
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Figure 1.15: From [91], showing Shibata’s model of fractal reconnection of magnetic
fields.
1.4 Magnetic Reconnection in 3D
1.4.1 The nature of 3D reconnection
While 2.5D reconnection modelling is an inexpensive and easily analysable means of
studying magnetic reconnection, magnetic structures in nature are inherently three di-
mensional and can not be expected to be comprehensively represented in this framework.
As described in Ref. [95], reconnection in 3D is fundamentally different from its 2.5D
counter part. Since magnetic fields are no longer constrained to a 2D plane, the magnetic
field-line reconfiguration via reconnection is less limited. Due to the additional degree
of freedom, two magnetic field-lines no longer need to break and reconnect in a literal
sense but can undergo a transition as shown in Fig. 1.16. Due to the 3rd dimension,
the movement of foot-points outside the diffusion region can cause slippage of magnetic
field-lines (i.e. movement decoupled form the plasma flow) across a quasi-separatrix
without the need of a discontinuity, i.e. without passing through a null point. This
immediately tells us that the established measure of the reconnection rate in 2.5D, i.e,
the electric field at the X-point, does not necessarily apply in 3D.
Further in Ref. [96] it has been shown that connectivity of flux-tubes (sets of field-lines in
2.5D) is not conserved in a three-dimensional diffusion region, as there generally can not
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Figure 1.16: From [96], showing in panel a) to b) the slippage of a magnetic field
line through a three-dimensional diffusion region. As shown, due to the foot-points of
the field-line outisde the diffusion region (i.e. B1 to D2 and D1 to B2), constituting a
reconfiguration of the magnetic field without a discontinuity.
exist a field-line velocity that allows for flux conservation. This can be demonstrated by
the following analysis: In 2.5D the motion of magnetic-field lines can be described by a
flux-conserving velocity field w. Outside the diffusion region w is equal to the electron-
flow velocity as flux is frozen into the plasma. According to Gauss’s law magnetic
field lines in the diffusion region can not be broken and move through the plane at a
velocity such that every inflowing 2D flux-tube (i.e. the space between two field-lines)
corresponds to one out-flowing 2D flux-tube. Assuming a flux conserving velocity, w,
exists in a 3D diffusion region, we obtain the relation
∂B
∂t
= ∇× (w × B). (1.64)
(In the 2.5D case it can be shown that this equation is satisfied everywhere apart from the
X-point, where w tends to a singularity.) By substituting Faraday’s law and uncurling
the equation one obtains
E = w × B + ∇F, (1.65)
where F is an arbitrary differentiable scalar function. The dot product of Eqn. 1.65 and
the magnetic field eliminates the velocity term, giving
B · ∇F = B ·E, (1.66)





Outside the diffusion region w is given by the plasma speed and flux is conserved due
to flux freezing and E = w × B. Thus the value of ∆F outside the diffusion region
is zero and F on the edge of the diffusion region is fixed. However, for an arbitrary
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3D diffusion region with a magnetic field line entering at point A and exiting at point
B, where the function F has values FA and FB respectively (see Fig. 1.17), there is
no limit on the component of the magnetic field parallel to the electric field. As such,
generally the integral in Eqn. 1.67 along the field-line is non-zero and FA 6= FB . This is
a contradiction and shows that a flux conserving velocity w does not generally exist in
3D reconnection. The implication of this result is that the established diffusion region
dynamics observed in 2.5D can not be assumed to be found in 3D; there is no requirement
for null-points and flux-tube structure is not generally preserved. These factors have to
be considered when modelling reconnection in 3D.
Figure 1.17: From [96], showing in grey a diffusion region, connecting two values of
F at its surface.
Based on this analysis, and the possibility of magnetic field-line slippage, in 3D recon-
nection, different physical regimes can apply, constituting different types of diffusion
regions. These can be broken down into reconnection with/without a flux-conserving
velocity (w) and reconnection with/without a parallel electric field, as summated in Fig.
1.18.
1.4.2 Resistive/Analytical modelling of 3D reconnection
There have been many efforts to study numerically 3D reconnection in resistive MHD
simulations as well as kinematic models. Two relevant models for this study are fan
reconnection [97, 98] and separator reconnection [99], which allow the investigation of
reconnection over 3D null-points (see Fig. 1.19). Furthermore, in an effort to gain
an insight into coronal reconnection, simulations of tethered magnetic flux-tubes have
been carried out, sometimes with additional twisting [100], resembling observed coronal
structures. These studies have demonstrated the likely evolution of current-sheets and
magnetic-field structures in uniquely 3D setups. Further, through the inclusion of test
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Figure 1.18: From [41], showing the distinct regimes of magnetic reconnection in 3D.
particles, i.e. simulation particles that are accelerated by fields without affecting them,
the energetics of 3D reconnection has been tested and examples of super-thermal particle
acceleration have been established. However, while these studies are promising, they are
lacking in their physical reliability in the same way as the resistive 2.5D studies described
in section 1.3.1 and rely on anomalous resistivity or analytical extensions to function.
Hence, a collisionless, fully kinetic framework is required, which can be accomplished
by extending collisionless 2.5D simulations of magnetic reconnection into the 3rd spatial
dimension.
Figure 1.19: From [41], showing magnetic field geometries for fan-reconnection in
panel a) and separator reconnection in panel b).
1.4.3 Particle In Cell modelling of 3D Reconnection
Pritchett in 2001 extended his PIC simulation of the GEM challenge reconnection setup
into the third dimension [101]. Similarly, also in 2001, Tanaka conducted a 3D PIC
study of merging flux-bundles [48]. On the time and spatial scales considered in these
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simulations, reconnection proceeded in much the same way as in the 2.5D case; current-
sheets form in a similar fashion, elongated along the third direction. Only small changes
in flux-conversion rate and particle temperature were observed, indicating that despite
the possibility of alternative reconnection modes taking hold, reconnection progressed
with E ·B ≈ 0. In Ref. [74], a GEM challenge-like setup with a guide-field in the third
spatial direction was studied in 3D and it was shown that the additional dimension
allowed for the generation of Langmuir waves perpendicular to the reconnection plane,
adding to the parallel electric field. Later, in one of the most computationally extensive
numerical simulation efforts of 3D reconnection (see Refs. [102, 103]) the role of tur-
bulence in three-dimensional reconnection was investigated and it was shown that the
emergence of random reconnection sites results in the formation of flux-ropes, proving
the correspondence between 2D plasmoids and 3D flux-rope structures. Further, the
study demonstrated that the presence of a large enough guide-field results in a split
current-sheet which aligns with the magnetic field as well as oblique flux-tubes (see Fig.
1.20). The latter is unique to the 3D geometry case (as will be addressed further in
Chapter 4). Remarkably, flux conversion and the width of the diffusion region was not
drastically altered from the 2.5D case. Many other 3D PIC studies have been devised,
testing features such as particle acceleration [104] and changes in particle distribution
functions [105], and have led to a greater understanding of the importance of the inclu-
sion of 3D effects in the reconnection process. The results presented in Chapter 4 of this
thesis contribute to this effort.
1.5 X-point Collapse
Dungey’s original study of 1953 [1] was the first to introduce the concept of magnetic
reconnection at an X-point and to illustrate the reconnection mechanism now referred
to as X-point collapse. A more thorough analysis of this instability in X-point magnetic
fields was given by Chapman and Kendall in 1963 [106]. X-point collapse is distinguish-
able as a reconnection setup by its geometry, as illustrated in Ref. [42], chapter 2.1.
While in tearing-mode reconnection the initial magnetic field corresponds to a simple
gradient in magnetic field strength, X-point geometry implies a more complex initiation
mechanism, such as the coalescence of two magnetic structures (e. g. magnetic islands)
advected towards each other (see Ref. [63]).
In a X-point collapse set-up, field lines are of the shape of contracted rectangular hy-
perbolas, with the field strength decreasing towards the midpoint i.e. the X-point. This
set-up, for a two-dimensional grid centred on the origin, can be defined most simply as
Bx = y,By = α
2x, (1.68)
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Figure 1.20: Simulation results from [103], showing in panel a) current density as
indicated by the colour bar, as well as sample magnetic field-lines in yellow and contours
of ion in-plane velocity. In panel b) oblique angles of current-sheets are indicated.





Here, α represents the stress parameter, which effectively corresponds to the magnitude
of the initial advective force that perturbs the X-point from equilibrium and initiates
the collapse. α being greater or smaller than 1 corresponds to a contraction along the
x or y axis respectively, and results in an inwards j × B force on the plasma along the
same axis. Field lines are then dragged along by the plasma, further increasing the
contraction and thus the current, leading to greater inwards j ×B force. A larger value
of α results in a greater initial contraction and thus a faster evolution of the system.
By allowing reconnection to occur, a current sheet forms at the centre of the magnetic
structure. Works by Syrovatsky [107, 108] explored the explosive unstable nature of an
X-point magnetic configuration and the resulting formation of a current sheet which, in
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the MHD regime, was shown to tend to a singularity. These results stood in contrast to
Petschek’s solution of a steady shock-mediated reconnection dynamic, where the shape
of the external field is conserved, and were substantiated by a MHD simulation study
by Biskamp in 1986 [45].
Green in 1965 [109] proposed an equation describing the deformation of an X-point
magnetic field during current sheet formation. By assuming a vanishing current outside
the current sheet, both ∇B and ∇ × B can be set to zero. The resulting differential
equations can be solved by a single analytical solution, given by
By − iBx = (z2 + L2)1/2, (1.70)
where L represents the half-length of the current sheet, and the complex function z =
x+ iy ranges from −iL to iL. Syrovatsky and Somov in 1976 [110] extended this model
by effectively allowing the current sheet to extend beyond the magnetic separatrix (as
shown in Fig. 1.21), by an amount of L − a, as given by the equation




This model implies that reversed current spikes emerge at the edges of the current sheet,
which was also shown to be the case in Biskamp’s simulation (see Ref. [45]), as well as
in a MHD simulation of X-point collapse (see Ref. [111]).
Figure 1.21: From [42], showing a sketch of the collapse of an X-point magnetic
configuration (see (a)) to a solution given by Eqn. (1.70) in (b) and Eqn. (1.71) in (c).
Furthermore, a theoretical analysis of X-point collapse, in an isolated system, was car-
ried out by Craig and McClymont (see Ref. [112]), demonstrating the cyclic nature of
reconnection in a perturbed X-point configuration. Here it was demonstrated that a
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perturbed X-point field would undergo consecutive stages of forming vertical and hori-
zontal current-sheets, i.e. reversing the direction of reconnection flow, until a potential
stage is reached. This result was further confirmed in a MHD simulation (see Ref. [113]),
where shock formation was also accounted for. As explained in Ref. [42], chapter 7.1.1,
Craig and McClymont further demonstrated that in the purely resistive case, for a suf-
ficiently thin current sheet to form, allowing for fast-reconnection to be possible in an







where β represents the ratio of the thermal pressure to the magnetic pressure in the
system. If this condition is not satisfied, the collapse of the X-point will be counteracted
by the plasma pressure and choked off. In the case of solar plasmas the right hand
side of this condition is of the order of 10−8, implying that β . 10−8, which is much
smaller than values based on observation. Hence, kinetic effects play a decisive role if
reconnection is to be fast. As shown in PIC simulations by Tsiklauri and Haruki [62, 64]
fast reconnection was indeed achieved in this regime.
The works presented in this thesis aim to further extend the works of Tsiklauri and
Haruki and the study of X-point collapse as a reconnection model.
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Chapter 2
The effect of guide-field and
boundary conditions on
collisionless magnetic
reconnection in a stressed
X-point collapse
In this chapter, works of D. Tsiklauri, T. Haruki, Phys. of Plasmas, 15, 102902 (2008)
and D. Tsiklauri and T. Haruki, Phys. of Plasmas, 14, 112905, (2007) are extended by
inclusion of the out-of-plane magnetic (guide) field. In particular, magnetic reconnec-
tion during collisionless, stressed X-point collapse for varying out-of-plane guide-fields
is studied using a kinetic, 2.5D, fully electromagnetic, relativistic particle-in-cell numer-
ical code. For zero guide-field, cases of both open and closed boundary conditions are
investigated, where magnetic flux and particles are lost and conserved respectively. It is
found that reconnection rates, out-of-plane currents and density in the X-point increase
more rapidly and peak sooner in the closed boundary case, but higher values are reached
in the open boundary case. The normalized reconnection rate is fast: 0.10-0.25. In the
open boundary case it is shown that an increase of guide-field yields later onsets in the
reconnection peak rates, while in the closed boundary case initial peak rates occur sooner
but are suppressed. The current at the X-point changes similarly with increasing guide-
field, however for low guide-fields it increases, giving an optimal value for the guide-field
between 0.1 and 0.2 times the in-plane field in both cases. Also, in the open boundary
case, it is found that for guide-fields of the order of the in-plane magnetic field, the
generation of electron vortices occurs. Possible causes of the vortex generation, based
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on the flow of decoupled particles in the diffusion region and localized plasma heating,
are discussed. Before peak reconnection onset, oscillations in the out-of-plane electric
field at the X-point are found, ranging in frequency from approximately 1 to 2 ωpe and
coinciding with oscillatory reconnection. These oscillations are found to be part of a
larger wave pattern in the simulation domain. Mapping the out-of-plane electric field
along the central lines of the domain over time and applying a 2D Fourier transform
reveals that the waves predominantly correspond to the ordinary and the extraordinary
mode and hence may correspond to observable radio waves such as solar radio burst fine
structure spikes. It was further discovered that the well known quadrupolar structure in
the out-of-plane magnetic field gains four additional regions of opposite magnetic polar-
ity, emerging near the corners of the simulation box, moving towards the X-point. The
emerging, outer, magnetic field structure has opposite polarity to the inner quadrupolar
structure, leading to an overall octupolar structure. Using Ampère’s law and integrating
electron and ion currents, defined at grid cells, over the simulation domain, contribu-
tions to the out-of-plane magnetic field from electron and ion currents were determined.
The emerging regions of opposite magnetic polarity were shown to be the result of ion
currents.
2.1 Introduction
Dungey’s original work on X-type collapse [1] is the earliest analysis of magnetic recon-
nection, predating tearing-mode and Sweet-Parker theories, and X-type scenarios are
still frequently considered in models of solar flares (see Ref. [2], chapter 10.5.1). Most
space and solar plasma simulations of magnetic reconnection predominantly focus on
reconnection induced by the tearing-mode instability. Yet, after a Harris type current
sheet is disrupted by a tearing instability and magnetic islands and X-points start to
form, there are in deed few distinguishable differences between X-point collapse and the
well-studied tearing instability. In both cases a stage is reached where X-point symme-
try is broken, which means that there is no restoring force and the X-point collapses,
resulting in fast reconnection (see Ref. [42], chapter 7.1). Moreover, even the respective
causes of the reconnection electric field, as calculated using the generalized Ohm’s law,
are the same, namely the off-diagonal terms of the divergence of the electron pressure
tensor. This was shown in Ref. [62] for the case of X-point collapse and in Ref. [114]
for the tearing-mode instability. Equally similar is the quadrupolar structure of the
out-of-plane magnetic field at the X-point, caused by the Hall effect (first proposed in
Ref. [51] and shown to be critical in fast reconnection in Ref. [63]). This was shown
to emerge in the case of X-point collapse in Ref. [64] and in the case of tearing-mode
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instability in Ref. [114], as well as in the Magnetic Reconnection Experiment (MRX)
[115].
This chapter extends the works of D. Tsiklauri and T. Haruki ([62] and [64]), where
X-point collapse was modelled using a fully relativistic 2.5D Particle in Cell (PIC) code,
by introducing an uniform out-of-plane magnetic guide-field of varying magnitudes and
by comparing the effects of different boundary conditions (details of the code and set-up
used are given in 2.2).
The relevance of reconnection with a guide-field in natural reconnection processes is
apparent in solar flare models such as that of Hirayama [13], as shown in Fig. 2.1. In
this model a rising solar prominence stretches out a current sheet, prone to trigger
magnetic reconnection (see Ref. [2], chapter 10.5.1). Here it is clear that the filaments
making up the prominence are mostly perpendicular to the plane of the reconnection
site (or rather parallel to the current sheet) and thus constitute a guide-field. Similarly
guide-fields play a role in reconnection in the magnetotail of the Earth, as demonstrated
in Ref. [116].
Figure 2.1: Adopted from [2], p. 437, based on [13], showing a snap shot of Hi-
rayama’s model of solar flares, indicating reconnection site (front view) and guide-field
(side view).
There have been several other studies into the matter of magnetic reconnection in the
case of a guide-field, with different set-ups, including computational studies by Horiuchi
et al. [75], Pritchett et al. [74, 117] and Fermo et al. [79], as well as experimental studies
using the MRX [76, 115] and the Versatile Toroidal Facility (VTF) [118, 119]. While
the field configurations in these studies were distinctly different from those presented
here, some of their findings are similar, including the delays in onset times of peak
reconnection [75, 76] and the increase in out-of-plane current along one pair of separatrix
arms [74, 75] (see section 2.3.2.1). Further, electron vortices were shown to emerge at
the X-point for guide fields approximately equal to the in-plane field, similar to vortex
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formation simulated in Ref. [79] (see section 2.3.2.2). These vortices appear singularly
at the X-point, as opposed to in multiples along the X-line, and thus appear distinctly
different from vortices observed in Ref. [117]. While (as shown in Ref. [79] and [117])
vortices were found previously in similar numerical set-ups, we find for the first time that
imposing a guide-field can also lead to electron vortex formation in X-point Collapse.
Albeit, this also underscores the similarities between X-point collapse and tearing-mode
set-ups and that more attention needs to be paid to the former.
As discussed in Ref. [120] page 91-94, the generation of electromagnetic waves plays a
significant role in Hall reconnection scenarios. The generation of whistler and Alfvén
waves during reconnection was simulated in Ref. [121] and demonstrated experimentally
at the VTF [118]. Further, electro-static waves were detected at the X-point in a
VTF experiment during reconnection in Ref. [119]. As shown in section 2.3.3, both
electrostatic and electromagnetic waves are produced directly preceding reconnection
onset, with the electromagnetic waves being in the radio frequency regime. These could
be similar to radiation from events such as Type II precursors (first discovered in Ref.
[122]), which are known to release radio waves prior to solar flares and thus prior to
reconnection in the Hirayama model.
2.2 Simulation model
2.2.1 Stressed X-point Collapse Reconnection Model
Figure 2.2: Magnetic field line configuration at the start of the simulation (left) and
at the peak of the reconnection (right). Directions of field lines are indicated. Arrows
indicate the acceleration of the field lines due to the J × B force. The grey vertical
strip indicates the current sheet.
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Following the description of X-point collapse in section 1.5, the left panel of Fig. 2.2
shows the initial set-up of the in-plane magnetic field used in this study. This is math-








where B0 is magnetic field intensity at the distance L from the X-point for α = 1.0, L is
the global external length-scale of reconnection, and α is the stress parameter (see e.g.
chapter 2.1 in Ref. [120]). In addition a uniform current is imposed at time t = 0 in the





(α2 − 1). (2.2)
The configuration above was simulated and analysed in Ref. [64]. In this scenario the
initial stress in the field leads to a J × B force that pushes the field lines horizontally
inwards. This serves to increase the initial imbalance, which in turn increases the in-
wards force and the field collapses. Due to the frozen-in condition, this leads to a build
up of plasma near the X-point and eventually to the formation of a diffusion region,
accompanied by a current sheet as shown in the right panel of Fig. 2.2. The term in
the generalized Ohm’s law which corresponds to the breaking mechanism of the frozen
in condition was shown to be the off-diagonal terms of the electron pressure tensor
divergence, due to electron meandering motion (see Ref. [62]).
The new effect introduced in this study is an out-of-plane magnetic guide-field of different
intensities. The strengths of the guide-field were chosen to be fractions of the maximum
field amplitude within the plane, BP , i.e.
BZ0 = (n/10)B0
√
1 + α2 = (n/10)BP , (2.3)
where n is an integer ranging from 1 to 10.
2.2.2 PIC Simulation Code
The simulation code used here is a 2.5D relativistic and fully electromagnetic PIC code,
as developed by the EPOCH collaboration [123] and is based on the original PSC code
by Hartmut Ruhl [124], employing the the Villasenor and Buneman scheme [125] to
update simulation parameters (minor modifications were made in this study to allow
for closed boundary conditions). EPOCH uses an explicit second-order fields-particle
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solver (as described in Appendix A), is optimised for parallel computing on multiple
processors, and accepts simulation parameters via a customisable input deck. The size
of the grid cells in both x and y where set to the Debye length, i.e. below the limit set
by the finite grid instability, such that
∆x = ∆y = λD =
√
kBTeǫ0/nee2. (2.4)







i.e. sufficient to resolve the propagation of both light and Langmuir waves, i.e. c∆t < ∆x
and ωpe∆t < 2.
The parameters in the simulation were chosen such that temperature, particle densities
and magnetic fields corresponded to observed values for coronal flaring loops [2, 18].
Observational studies have found flaring temperatures to be in the range of 106K to 108K,
number densities of electrons of 1015m−3 to 1017m−3 and magnetic field strengths of the
order of 0.01 Tesla. Accordingly, the number density of both electrons and ions in the
simulation domain, ne and np, was set to 10
16m−2. Matching conditions in simulations
by Tsiklauri and Haruki [64], the magnetic field and temperatures were defined such
that ωpe = ωce, where ωce is the electron cyclotron frequency, the characteristic Alfvén
speed, vae0 = 0.1c and vTe = vae0, where vTe is the electron thermal velocity. Hence the
temperature of electrons and protons, Te and Tp, was set to 6.0× 107K, and value of B0
was set as 0.03207 T. The proton mass was set to 100 times the electron mass, i.e. mp =
100me, to speed up the code. These parameters give the characteristic length scales of
the plasma, in terms of the Debye length (λD = 0.0053454m) as follows: The electron
cyclotron radius, rce = λD; the electron inertial length (skin depth), c/ωpe = 10λD; the
ion inertial length, c/ωpi = 100λD and the ion sound gyro radius,
√
Te/mi/ωci = 10λD.
While the length-scales of flaring processes range from 106m to 108m, PIC simulations
using today’s technology do not have the capacity to simulate plasma over such vast
scales and a reduced area is considered, focussed on the reconnection processes. The
simulation used a grid of 400 × 400 cells, which thus gave the simulation domain a length
of 2L = 400λD = 2.1382 m, corresponding to 4.0208c/ωpi. While much smaller than
a coronal magnetic field structure, it contains within itself the ion inertial length, thus
allowing for two-fluid effects, as well as the other relevant length scales. The code used
500 particles per species per cell and thus a total 1.6 × 108 particles in total. While the
simulation in Ref. [64] used only 100 particles per cell, which is sufficient to accurately
resolve electromagnetic field dynamics, it was found that a greater number was needed
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to accurately resolve particle dynamics, particularly with regards to the discovery of the
electron vortex (see section 2.3.2.2). Convergence tests showed that results converged
with those at 1000 particles per cell. The initial stress parameter is set as α = 1.2,
corresponding to a small initial compression of a X-point magnetic field. In Ref. [64]
it was shown that for such an initial compression the system evolved over a period of
the order of 200ω−1pe , thus allowing for a clear distinction of the time-scales relating to
electron effects and the collective dynamics of the system.
2.2.3 Boundary Conditions
The original simulation of Tsiklauri and Haruki (see Ref. [64]) used boundary conditions
such that flux at the boundary is conserved. Hence, zero-gradient boundary conditions
are imposed both on the electric and magnetic fields in x- and y-directions and the
tangential component of electric field was forced to zero, while the normal component of
the magnetic field was kept constant. This ensures that magnetic field-lines are fixed on
the boundary, whilst also inhibiting loss (or gain) of magnetic flux from the simulation
domain. Further, the boundary condition for particles in the simulation was set so that
particles are reflected when reaching the boundary. Thus, the the simulation represents
an isolated physical system, neither losing nor gaining magnetic or particle flux (we will
refer to this as closed boundary conditions).
Here we also consider boundary conditions that allow outflow of electromagnetic flux
and particles i.e. where waves or particles travelling past the simulation boundary are
removed and no longer affect the simulation (see Ref. [124] chapter 2.4). The routine
allowing for the transfer of flux also fixes the mean field tangential to the boundary
to its initial value. This effectively corresponds to the initial simulation domain being
embedded in a larger X-point collapse setup (we will refer to this as open boundary
conditions). Both this and the previous case were investigated, with and without guide-
field, such that differences could be established.
Based on simple physical considerations it can be argued that open boundary conditions
are more relevant in many astrophysical reconnection scenarios, as for example in the
solar flare reconnection model described in Ref. [13], or more generally the space around
tearing-unstable X-points, where there is no physical restriction on the motion of field
lines and hence particles. On the other hand, closed boundary condition are more
relevant to reconnection in confined reconnection scenarios, particularly ’closed-type’
experiments (tokamaks, spheromaks etc.) where motion of field lines and particles is
restricted (as described in several examples in Ref. [126]), but also natural reconnection
events where the motion of foot-points is restricted.
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2.3 Simulation Results
2.3.1 Effect of Boundary Conditions
An initial test was carried out for the zero guide-field case, i.e. BZ0 = 0, showing how the
simulation results of the original study [64] vary when applying open instead of closed
boundary conditions, as shown in Fig. 2.3. Reconnection electric field, reconnection
current and density at the X-point appear to increase more rapidly and peak sooner
in the closed boundary case. However, higher values appear to be reached in the open
boundary for all three variables, particularly in the reconnection current. Also in the
open boundary case, there is a much lesser decline within the simulation time and
the characteristic double peak profile in the reconnection electric field in the closed
boundary case is not apparent, at least not before 500ω−1pe . All of the above observed
differences indicate that the change in boundary condition has a significant effect on the
reconnection dynamics. By plotting the magnetic flux function (i. e. the z-component
of the magnetic vector potential), calculated using the spatial gradients of the magnetic
field components and components of Ez, as contours of equal magnitude, at different
times in the simulation, these differences in reconnection were shown dynamically (see
movie 1 and 2 in [127]).
In both cases, rapid high-amplitude oscillations in the out-of-plane electric field occur im-
mediately before reconnection onset. Plotting contours of the out-of-plane flux-function
at the X-point, it was shown that this oscillation corresponds to oscillatory reconnec-
tion (see movie 3 in supplementary material [127]), as first demonstrated in Ref. [112].
Further oscillations, with a smaller amplitude, emerge later in the simulation in both
cases, but predominantly in the closed case, as shown in the middle panel of Fig. 2.3.
As opposed to reconnection in a uni-directionally sheared magnetic field, field lines in
X-point collapse reaching the X-point are likely to carry different particle distributions
due to their differences in initial geometry, which is a likely factor in the transient na-
ture of the reconnection observed. In the open case, field lines are free to shift on the
boundary (see movie 1 in [127]), which may reduce the impact of the geometry, thus re-
ducing the oscillations in the reconnection electric field as shown (these oscillations and
the generation of electromagnetic waves preceding reconnection onset will be discussed
further in section 2.3.3).
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Figure 2.3: (top) and (middle) respectively show the reconnection electric field and
current at the X-point as a function of time. In black the case for open boundaries
is shown, whereas the grey line shows the case for closed boundaries. (Bottom) The
particle number density at the X-point, also for both boundary cases. Again, black
represents the open boundary case whereas grey represents the closed boundary case.
2.3.2 Effect of Guide-Field
2.3.2.1 Effects on Reconnection Rate and Shape of Current Sheet
The obtained values for reconnection electric field and current for the different strengths
of guide-fields as a function of time are shown in Fig. 2.4 for the open boundary case
and in Fig. 2.5 for the closed boundary case. In the open boundary case we see a trend
of delayed on-set times in the reconnection field. The same is true for the reconnection
current, except for n = 2 (i.e. BZ0 = 0.2BP ). In the closed boundary case initial peaks
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are reached sooner for greater values of guide-field, but their amplitudes are significantly
reduced. Onset times of the secondary peak however are also delayed.
These results are consistent with other reconnection simulations using different set ups,
including the 1997 study by Horiuchi and Sato [75]. Here it is argued that the increase in
guide-field reduces the orbit associated with the meandering motion of electrons, making
them more magnetized and less likely to break the frozen-in condition and thus delaying
on-set times. Further, the reduction in reconnection electric field in the closed boundary
case is in-line with the findings in Ref. [115], where it is shown that, in the MRX set-
up, the reconnection electric field corresponds to that of a Hall MHD simulation and is
reduced for greater guide-fields due to a reduction in the Hall-current.
Figure 2.4: The reconnection current and electric field over time, for different levels
of guide-field as indicated, for open boundary conditions.
At later stages in the open boundary case, the reconnection field for guide-fields of
BZ0 = 0.2 up to BZ0 = 0.6BP tends to significantly exceed that of the zero-guide-field
case. Further, we see somewhat chaotic peaks occurring, leading to an exceptionally
high peak value at BZ0 = 0.6BP . We discuss in section 2.3.2.2 how this particular peak,
as well as the peak values for BZ0 = 0.8 and BZ0 = 1.0BP , are linked to the emergence
of an electron vortex at the X-point along with a magnetic island. This is of relevance
since it has been shown in Ref. [89] that magnetic islands, formed at the X-point, can
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Figure 2.5: As in Fig. 2.4 but for the closed boundary case.
have an effect on electron acceleration and lead to an increased out-of-plane current (see
specifically the central island in Ref. [89], fig 6(c)).
The increase in reconnection current at n = 2 was investigated further by running
the simulation with guide-fields ranging from 0 to 0.5BP in steps of 0.05BP . It was
shown that, for the open boundary case, the initial rate of increase of the reconnection
current reached a peak value, giving an ”optimal” guide-field strength between 0.1BP
and 0.2BP . An increase of the reconnection current caused by the introduction of a
guide-field, as well as an increase in the current along one pair of separatrix arms, is
also observed and discussed in detail in Ref. [74]. It is discussed here how the diversion
of particle flows due to the guide-field can result in the confinement of electrons to one
of the separatrices, leading to a greater density and thus a greater out-of-plane current.
Fig. 2.6 shows the out-of-plane current in the simulation domain for the open boundary
case for three different strengths of guide-field at three different snapshots in time.
The plots show that for greater guide-fields onset times are delayed and distinct current
sheets take longer to develop (this is shown dynamically in movie 4 in the supplementary
material [127]). Also, as discussed in Ref. [74], the introduction of a guide-field appears
to lead to the out-of-plane current being intensified along one pair of separatrix arms.
At 500.0ω−1pe for BZ0 = 0.8BP a circular area of high out-of-plane current emerges at
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Figure 2.6: Out-of-plane current in the open boundary case for different guide-field
strengths at different simulation times. The three columns correspond from left to




pe respectively. The three
rows correspond from top to bottom to guide field strengths of 0.0, 0.4BP and 0.8BP
respectively.
the X-point. We show in section 2.3.2.2 that this is correlated with the emergence of a
magnetic island, which, as shown in Ref. [89], can cause electron acceleration such that
out-of-plane currents are locally increased.
Fig. 2.7 shows the out-of-plane current in the simulation domain for the closed boundary
case for the same guide-field strengths, for snapshot times as indicated. While we observe
similar results in terms of the strengthening of the current along one pair of separatrix
arms and delayed onset-times, there is no indication of spiralling or clustering at the
centre of the domain (this is shown dynamically in movie 5 in the supplementary material
[127]). Other tests also confirmed that there was no evidence for the formation of
vortices within the simulation time. However, for greater strengths of guide-field, the
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Figure 2.7: As in Fig. 2.6 but for closed boundary conditions and with simulation
times as stated.
current sheets appeared to be thinning, which is in line with several other reconnection
experiments (see Ref. [120] page 96-97).
Further, the introduction of guide-field had a notable effect on the oscillations in the
out of-plane-electric field preceding reconnection onset. Fig. 2.8 shows the reconnection
electric field for the open boundary case for increasing guide-field strengths, showing a
smoothed line to indicate the mean increase of the field. As shown, for greater guide-field,
the formation of a wave burst in the initial oscillation is increasingly delayed and the
amplitudes reached are increasingly reduced. However, in each case, reconnection onset
coincides with the decline of the amplitude of the initial burst. A connection appears
to exist between the two events, indicative of the transient nature of reconnection in
X-point collapse.
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Figure 2.8: Out-of-plane electric field at the X-point for guide-fields of 0.0, 0.2 and
0.4BP at the beginning of the simulation in the open boundary case. The dashed
line represents the same values, smoothed with a filter width of 30ω−1pe , indicating the
increase in reconnection electric field following reconnection onset.
2.3.2.2 Vortex generation for high guide-field cases
As pointed out, the anomalous peak in the reconnection electric field and current for a
guide-field of BZ0 = 0.6BP , as shown in Fig. 2.4, is due to the emergence of vortical
motion in the plane of the simulation domain. However, while in this case, the emerging
vortex moved along the positive y direction of the domain and dissipated, for the case of
BZ0 = 0.8BP , the vortex remained more stable and more defined. Fig. 2.9 shows a series
of plots relating to the electron vortex that emerges for a guide-field of BZ0 = 0.8BP and
that of a case where the guide-field is reversed, i.e. BZ0 = −0.8BP , which provides a clue
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regarding the nature of the vortex. Further, movie 6 in the supplementary material [127]
shows the change in the electron velocity grid for BZ0 = 0.8BP , showing the formation
of the vortex (note that the film extends further than the end of simulation time used
in the previous plots).
Following [120], page 89-92, the quadrupolar structure of the out-of-plane magnetic
field that emerges during reconnection of opposing field lines is caused by the decoupled
motion of electrons and ions in the dissipation region. This is illustrated in the top panel
of Fig. 2.10. Ions (here protons) decouple and cease to move with the field lines sooner
than the electrons, leading to current loops which in turn lead to magnetic structures.
In a similar fashion, it is argued here that imposing a sufficiently strong guide-field in
the diffusion region would impose current loops, which in turn lead to vortical motion
of particles.
As discussed in Ref. [120], page 96-101, and shown in Ref. [75] and Ref. [74], the
presence of a guide-field in reconnection can lead to a shear flow of electrons along the
in-plane magnetic field at the separatrices. This in turn leads to an ion polarization
drift across the dissipation region to compensate for the resulting charge imbalance.
This was also observed in the results of this study, as demonstrated in the bottom panel
of Fig. 2.10. Reversing the guide-field was shown to reverse the motion of electron flow
and thus the polarization drift of the protons. Comparing this to the flows in Fig. 2.9 it
is clear that the electron flows already undergo the vertical part of the vortex motion.
Adding to this the influence of a substantial guide-field, and thus a j × B force, it is
plausible that the guide-field, which is also present at the X-point, becomes a dominant
factor in the decoupled motion of the electrons and initiates vortical flows as observed.
An additional consideration is that, as is known for shear flow of plasmas, the Kelvin-
Helmholtz instability could play a role in the emergence of the vortex. In Ref. [79] a case
is made that current sheets, elongated by the influence of a guide-field, that undergo
secondary reconnection are in fact triggered by the Kelvin-Helmholtz instability, and
that the emergence of the magnetic islands is due to the emergence of electron vortices.
Again, there are significant differences in the simulation set-up used in this study, but it is
consistent in the aspect that the vortex observed in this simulation was accompanied by
the formation of a magnetic island (see Fig. 2.9). Further, movie 6 in the supplementary
materials [127] shows what could be interpreted as secondary vortices, forming after the
initial vortex emerged, as would be consistent with Kelvin-Helmholtz vortices.
Further, as described Ref. [128] and demonstrated in Ref. [129], in the 2D electron
MHD regime, extended to include pressure effects, vortical flows and corresponding
out-of-plane magnetic fields can be induced by localised temperature perturbations.
As shown, the growth rate of vorticity in this case corresponds to the electromotive
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Figure 2.9: From top to bottom: in-plane electron velocity, in-plane magnetic field
lines (contours of Az), the value of the ∇n ×∇p term and out-of-plane magnetic field
in the vicinity of the vortex for guide-fields of BZ0 = 0.8BP and BZ0 = −0.8BP , at
500ω−1pe .
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Figure 2.10: (Top) Adopted from [120], chapter 3.1.1, showing a schematic of dissipa-
tion region for anti-parallel reconnection, indicating the decoupled motion of electrons
and protons and how they lead to the quadrupolar out-of-plane magnetic field structure.
Lengths of the ion and electron dissipation regions are indicated. (Bottom) Proposed
version of the above schematic when modified by a positive or negative out-of-plane
magnetic guide-field. As shown in each case, shear electron flows are induced along the
field lines (see Ref. [120], page 96-101), leading to a polarisation electric field. This in
turn leads to polarisation drift of the protons across the diffusion region.
force term, ∇n × ∇p, where n and p are electron number density and scalar pressure
respectively. This term was plotted for the simulation domain as shown in Fig. 2.9. As
can be seen, there is a correlation between areas of high vorticity and the magnitude of
the ∇n ×∇p term. However as shown in the figure, the electromotive force appears to
be too sporadic to be solely responsible for the effect, indicating that this approach is
likely too simplistic to accurately model electron dynamics in this case.
2.3.3 Initial Oscillation in Reconnection Field
Both in the open and the closed boundary case, as well as for increasing guide-fields
(see Fig. 2.8), the simulation exhibited a burst of rapid oscillations in the reconnection
field, directly preceding reconnection onset. This oscillation was shown to be part of a
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more general wave structure in Ez, spreading over the simulation domain. While this
oscillation is present in all cases of guide-field, it appears most dominant in the guide-
field-free case and was thus investigated for this case. By decomposing the oscillation at
the X-point using a wavelet function, the change in frequency was shown to rise from
approximately 1ωpe to 2ωpe, as shown in Fig. 2.11.
Figure 2.11: (Top) The oscillation in Ez at the X-point at the beginning of the
simulation. (Bottom) The very same segment of the Ez oscillation, decomposed using
a wavelet function, showing the change in frequency over the same time period. The
colour intensity in the plot relates to the amplitude of the oscillation.
By taking a horizontal slice through the simulation domain at y = 0 and mapping
Ez at these locations over time, contours of wave patterns were composed showing the
variation of Ez with time and position. These were transformed using a 2D Fourier
transform to give a plot representing the dispersion relationships of the waves. To test
the consistency of this method, similar tests were carried out for simulation runs with
in-plane fields of greater values of B0, as in (2.1). Resonances seemed to appear, scaling
linearly with the field strength (see Fig. 2.12).
The dispersion relationships in Fig. 2.12 were superimposed with the standard dispersion
curves for waves in a cold Maxwellian plasma, propagating perpendicularly to a magnetic
field, given in Ref. [33], page 45, as
c2k2 = ω2 − ω2pe, (2.6)
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Figure 2.12: (left) Dispersion plot generated by sampling Ez over horizontal slice at
y = 0 over the period in which the initial oscillations occurred, i.e. 100ω−1pe , and applying
a 2D Fourier transform. (right) Same plot for a three-fold increased in-plane field. Both
plots show the logarithm of the respective amplitude and have been superimposed with
a simulated dispersion plot for an ideal Maxwellian plasma with identical parameters
to the simulation and magnetic field strengths as indicated.
i.e. the normal mode, and
c2k2 =
(ω2 − ω21)(ω2 − ω22)
ω2 − ω2uh
, (2.7)
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. (2.9)
The value for ωpe here was set equal to that used in the simulation, while it was found
that the value of ωce that best matches the results is that corresponding to a magnetic
field of α2B0, which corresponds to the strength of By at the x-boundaries of the domain,
as given by (2.1). This was shown to hold true for greater values of B0 as shown in right
panel of Fig. 2.12.
From the superimposed dispersion plots in fig. 2.12 it can be seen that the greatest
wave amplitudes occur in the ordinary mode. Since these correspond to electromagnetic
waves, this occurrence could have observational consequences in the radio wave regime,
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potentially solar radio burst fine structure spikes (see Ref. [130]). The frequencies of
the waves range approximately from the plasma frequency up to the upper-hybrid fre-
quency, where they reach a maximum. This relates well to [131], where a model of
Zebra patterns in superfine solar radio emission is proposed in which plasma oscillations
generate wave emissions at the upper-hybrid frequency, propagating perpendicularly to
the magnetic field and polarised in the ordinary or extraordinary mode. Observations
and further models for the generation of Zebra patterns in superfine solar radio emis-
sion, based on plasma mechanisms and also at the upper-hybrid frequency (or multiples
thereof), are discussed in Ref. [132]. The same test was carried out by sampling over a
vertical slice through the simulation domain at x = 0 and plots similar to Fig. 2.12 were
generated. However, in this scenario the greatest amplitude seemed to be located in the
extraordinary mode, above ω2.
Furthermore, it was shown directly that the oscillations in the out-of-plane electric field
at the X-point correspond to a reversal in the flow of reconnecting magnetic field lines
from horizontally inward and vertically outward to vertically inwards and horizontally
outward, i.e. oscillatory reconnection occurred (see movie 3 in supplementary material
[127]). Oscillatory reconnection in X-point configurations is discussed in detail in Ref.
[112] and Ref. [113]. A distinct similarity exists between the results of this study and
those of Ref. [113], where, in an MHD based simulation, a magnetic X-point setup in
equilibrium is perturbed by a circular, sinusoidal pulse in the plasma velocity perpen-
dicular to the magnetic field. As the pulse impinges on the X-point it similarly induces
oscillatory reconnection, and eventually a period of steady reconnection. Similarly to
the initial velocity pulse in Ref. [113], the initial compression of the X-point, as well as
the corresponding J× B force in the simulation, initiates the initial period of oscillatory
reconnection. The corresponding generation of EM waves however is a new finding of
this study.
To answer from where the energy of these waves originated, the total energy of the
magnetic and electric fields as well as the kinetic energies of electrons and protons
(given by summing over the kinetic energies of each particle species, S, by EK,S =
Σ(msγc
2 − msc2)) was investigated in the closed boundary case (as these boundary
conditions do not allow any inflows or outflows and thus conserve total energy) for the
initial oscillation period, as shown in Fig. 2.13. It is shown that the only decreasing
energy component is that of the magnetic field. As the particle kinetic energies also
increase it is to be concluded that the wave energy in the electric field also results from
the conversion of magnetic energy. It can also be seen that kinetic energy of electrons
appears to vary significantly in phase with the electric field energy. This could be
linked to the role the electrons play in oscillatory reconnection and the generation of
electromagnetic waves. The energy conservation error, [E(t) − E(0)]/E(0), was tested
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for these first 100ω−1pe and was found to be 0.0001. For the whole simulation time, i.e.
500ω−1pe , this was found to be 0.01.
Figure 2.13: Showing (from top to bottom) the total magnetic field energy and
total electric field energy, integrated over the simulation domain, and the total kinetic
energies of protons and electrons, summed over all particles, all for the closed boundary
case over the initial period of oscillation. Since energy is conserved in this case (see
additional line in total magnetic energy plot) the increase in electric field energy (as
well as kinetic energies) must be supplied by the decrease in magnetic field energy.
2.3.4 Octupolar out-of-plane magnetic field structure generation
In the zero guide-field case, an additional discovery was made when analysing the out-
of-plane magnetic field during the formation of the quadrupolar field of reconnection:
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In the closed boundary case additional regions of magnetic polarity in the out of plane
magnetic field emerged near the corners of the domain, each with opposite polarity of the
respective region of the quarupolar field at the centre of the domain. In order to make
sure that this was not an artefact of the boundary conditions, simulation runs with larger
system sizes were conducted, ranging from 4c/ωpi to 16c/ωpi, corresponding to 400x400
to 1600x1600 simulation grid cells. The value of B0 for the different runs was adjusted
such that the Alfvén speed at the y-boundary was fixed as va = Bb/
√
µ0ρ = 0.1c. As can
be immediately seen in Fig. 2.14, for system sizes of 8c/ωpi, an octupolar out-of-plane
magnetic field emerges both in the closed case after about 400ω−1pe in the open case after
and 600ω−1pe , prompting further investigation.
In order to determine the strengths of the magnetic field components making up the
quadrupole (quadrupolar components) and the additional ones (octupolar components),
the bottom left quarter of the simulation domain was isolated and the maximum value of
the out-of-plane magnetic field, representative of the quadrupolar field, and the minimum
value, representative of the octupolar field components, were plotted (see Fig. 2.15). As
shown, for both boundary cases, the octupolar field components reach a peak in field
strength only after the peak in the quadrupolar field is reached. Also, it is shown
that increasing the domain size leads to an increase in the strength of octupolar field
components, indicating that this effect could occur in a wide open system. Excluding
the small scale open boundary case, where no significant development was observed,
peak field strengths of octupolar components are shown to range from 0.1Bb to 0.2Bb,
representing a significant fraction of the quadrupolar field strength in both boundary
cases.
It is to be noted that, at the beginning of the simulation, a different type of octupolar
magnetic field structure emerges, as shown in panel (a) of Fig. 2.14, where regions of
opposite field polarity briefly appear within the quadrupolar structure, at a significantly
smaller magnetic field strength. The same effect was demonstrated in Ref. [133] using a
hybrid simulation of a tearing instability and was shown to be the result of a competition
between initial differential ion flows. It is thus confirmed that this effect occurs both in
X-point collapse and tearing-mode reconnection setups.
To determine the cause of the additional magnetic poles in terms of the currents in the
simulation, Ampère’s law was taken in component form, such that














Figure 2.14: Vertically from (a) to (c), the out-of-plane magnetic field at 3 consecutive
times, for closed boundary conditions for a domain size of 8c/ωpi. Note that at the
onset of reconnection, in panel (a), an initial octupolar field pattern occurs, similar to
the one shown in Fig. 5 in Ref. [133], while later in the simulation a more substantial
octupolar field emerges, having opposite polarity to the initial one. Again vertically,
panels (d) to (f) similarly show the evolution of the out-of-plane magnetic field for open
boundary conditions.
This way an integration could be carried out, allowing for Bz to be derived from the
individual currents, allowing contributions from different currents to be established. The
individual currents for electrons and ions are calculated by EPOCH on each grid cell
and the displacement current was obtained by taking a five-point stencil using electric
field values at the same cell, separated over four time steps. As a starting point for the
integration the new Bz was set to zero at the centre of the grid, i.e. Bz(0, 0) = 0.0,
as is consistent with it being at the centre of the domain. Thus, it was possible to
individually integrate over the simulation grid, using the three different currents, to




jx,ion(0, y) dy (2.12)
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Figure 2.15: Showing time dynamics of octupolar and quadrupolar magnetic field
component maxima for closed and open boundary conditions. Dotted lines correspond
to system sizes of 4c/ωpi, dashed lines to system sizes of 8c/ωpi and solid lines to
system sizes of 16c/ωpi.
followed by (2.11) to get




where (Lx, Ly) represents an arbitrary point on the Bz grid. Carrying out the same
integration for all Lx and Ly on the grid also for the electron and the displacement
currents, plots shown in Fig. 2.16 are obtained. Only the lower left quarter of the
simulation domain is shown due to considerations of symmetry. As expected, based on
Hall dynamics, the contribution to the quadrupolar components is provided entirely by
the electron currents. As explained in Ref. [134] they are the result of coupled electrons
moving to and from the X-point in order to conserve charge neutrality as field lines
deform during reconnection. In addition to this, we show that the contribution to the
octupolar components is provided by the ion currents. A further observation is that,
after being expelled from the X-point, there is an additional flow of electrons towards
the horizontal centre of the domain. This is likely also due to electrons moving along
the field lines to restore charge neutrality. This current makes up the additional positive
contribution to the out-of-plane magnetic field at the bottom of panel (a) in Fig. 2.16
and it is this contribution which leads to the separation of the octupolar components
from the simulation boundary (see panel (b) to (c) in Figure 2.14 ). The contribution
of the displacement currents was small in comparison and therefore a dedicated plot is
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omitted. By comparing panels (c) and (d) of Fig. 2.16, it can be seen that the calculated
field corresponds well with the one obtained directly from the simulation.
Figure 2.16: For closed boundary conditions for a domain size of 8c/ωpi around
430ω−1pe (1.08ta), when octupolar components first emerge, panels (a) and (b) show the
out-of-plane magnetic field over the bottom left quadrant of the domain, calculated from
electron and ion currents respectively, based on Ampère’s law. Panel (c) shows the total
of these two contributions as well as the contribution from the displacement current
(small). Panel panel (d) shows the full out-of-plane magnetic field obtained directly
from the simulation, effectively representing the bottom right quadrant of panel (b) in
Figure 2.14. Arrows on panels indicate direction and intensity of the current density
at respective grid cells. Arrows beside panels represent the current density for charged
particles moving at the Alfvén speed (va = 0.1c) with a particle density of ne, i.e. the
initial charge density in the simulation domain.
2.4 Summary and Conclusion
Simulations of magnetic reconnection during collisionless, stressed X-point collapse by
D. Tsiklauri and T. Haruki [62, 64] were extended by the inclusion of the out-of-plane
magnetic guide field and the use of different boundary conditions. A kinetic, 2.5D, fully
electromagnetic, relativistic particle-in-cell numerical code was used.
Two cases of boundary conditions for this simulation were defined and investigated
i.e. closed boundary conditions, where particles are reflected from the boundary and
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magnetic flux is confined, and open boundary conditions, where particles and magnetic
flux can escape through boundary. In the zero guide-field case (see Fig. 2.3) it was
found that for closed boundary conditions the reconnection electric field at the X-point
reached an initial peak at approximately 170ω−1pe and a second peak at approximately
340ω−1pe , thus resulting in a very distinct two peak profile. In the open boundary case
reconnection onset was slower and a distinct peak in the reconnection field was not
reached before 200ω−1pe . However, the reconnection rate was also slower to saturate,
declining by less than half before the end of the simulation i.e. at 500ω−1pe . Further, the
peak value of reconnection current at the X-point for open boundary conditions was
approximately twice the value in the closed boundary case. In both cases a peak in the
particle number density is observed in the proximity of initial peak values.
- Variation in guide-field:
Guide field values were chosen ranging from 0.2 to 1.0 of the in-plane magnetic field, as
defined in (2.3). In the closed boundary case (see Fig. 2.5) peak reconnection rates were
reached sooner for greater guide-fields, however peak values were greatly reduced. In
the open boundary case (see Fig. 2.4) the onset of reconnection was increasingly delayed
for greater guide-field, however, reconnection peak rates were shown to be higher for
guide-fields up to 0.8 the in-plane field. Reductions in amplitude are also observed in
the MRX, as shown in Ref. [115], where this was shown to be due to a reduction in the
Hall-current. Delays in on-set times observed are consistent with results in Ref. [75] and
may be indicative of more limited meandering motion of electrons. Initial increases in
the reconnection current, similar to results in Ref. [74], where studied at low values of
guide-field. It was possible to establish an optimal guide-field value for which the initial
rate of increase of the current in the open boundary case was maximised, found to be
between 0.1 and 0.2 the in-plane field.
An unusually high peak in the out-of-plane current at the X-point was observed in the
open-case for a guide-field of 0.6 the value of the in-plane field. Further it is shown in
Fig. 2.6 that, towards the end of the simulation for a guide-field of 0.8 the in-plane field,
a strong localised current forms at the X-point. Both of these observations are linked
to the emergence of an electron vortex alongside a magnetic island at the X-point. It
is shown in Ref. [89] that magnetic islands forming at the X-point lead to electron
acceleration such that a localised out-of-plane current is produced, consistent with these
observations.
- Vortex formation:
The electron vortex that emerged, for guide-fields equal or greater than 0.6 the in-
plane field, was shown to reverse vorticity if an oppositely pointing guide-field was
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applied (see Fig. 2.9). It was concluded that this could be explained by consideration
of the decoupled motion of electrons and protons in the diffusion region (see Ref. [120],
chapter 3.1.1). While in the zero guide-field case quadrupolar magnetic fields emerge at
the reconnection site due to current loops in the particle flows, imposing a sufficiently
strong guide-field not only causes an electron shear flow along the current sheet, but the
guide-field appears to impose current loops and thus vortical motion is induced. Also,
it was shown that magnetic islands in the in-plane magnetic field emerge at the same
location as the vortex. This coincides with the results found by [79], which suggest that
magnetic islands in reconnection with a guide-field generally emerge as a result of vortical
motion of electrons, triggered by a Kelvin-Helmholtz instability. It was also investigated
whether the electro-motive force, as described in Ref. [129], was likely to play a part
in the vortex generation. It was shown that the terms responsible for the generation of
electro-motive force, i.e. ∇n×∇p, were of greater magnitudes in the simulation domain
at greater values of vorticity. This will be further investigated elsewhere.
- Initial oscillations:
The initial oscillations in the out-of-plane electric field were investigated and were shown
to be part of a larger wave pattern. By making cuts over the x and y axes of the sim-
ulation domain and sampling over time, contours of the wave patterns were obtained
and analysed using a 2D Fourier transform (see Fig. 2.12). From this it was possible to
conclude that the emerging waves are predominantly in the ordinary mode, in the hori-
zontal direction, and the in the extraordinary mode, in the vertical direction, and thus
could be of observational relevance to solar radio burst fine structure spikes. Waves in
the ordinary mode were shown to reach frequencies of up to the upper-hybrid frequency,
which corresponds well with the model for the generation of Zebra patterns in superfine
solar radio emission described in Ref. [131]. The oscillations were also shown to be linked
with oscillatory reconnection through the X-point. Further, by plotting the total energy
contained in the magnetic and electric field as well as the total kinetic energy of the
protons and electrons over the initial period of the oscillation in the closed (i.e. energy
conserving) boundary case, it was shown that the energy of the waves must be supplied
by the conversion of magnetic field energy (see Fig. 2.13). The exact link between the
initial contraction of the X-point and the waveform is still to be investigated.
It is to be stressed that these electric field oscillations are not an artefact of idealised
boundary conditions. In the solar atmosphere, the reconnecting magnetic field is an-
chored to the photosphere, while being able to reconnect and change its configuration in
the corona and the chromosphere. In our model, in the closed boundary case, a similar
configuration is presented since constant magnetic flux at the boundary mimics partial
anchoring of field lines in the photosphere, while X-point collapse occurs as in the corona
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or the chromosphere. Moreover, the oscillation also occur in the open boundary case,
which is relevant to the coronal heights.
- Octupolar out-of-plane magnetic field:
In addition to the quadrupolar magnetic field, known to emerge in magnetic reconnec-
tion, four additional regions of opposite magnetic polarity in the out-of-plane magnetic
field were observed in a PIC simulation, using a stressed X-point collapse, for both
closed and open boundary conditions. As shown in Fig. 2.14, for each central region
of magnetic polarity, an additional region of opposite magnetic polarity emerges. The
resulting octupolar structure appeared most prominently in late in the simulation, i.e.
after the peak in the quadrupolar field strength was reached. This is consistent with
plots obtained from taking the maximum and minimum out-of-plane magnetic field
values in the lower left quarter of the domain, representative of the quadrupolar and
octupolar field components respectively (see Fig. 2.15). For both boundary conditions,
the quadrupolar field components consistently peak and diminish within 2.5ta, while on
the other hand the octupolar field components remained substantial. Thus, there exists
a point when both magnetic fields are approximately equal. An ideal opportunity for
observation would thus be at later times, when quadrupolar components subside, while
octupolar components persist.
By breaking Ampère’s law into components given on the simulation grid and integrating
to obtain Bz it was possible to determine contributions to Bz from electron and proton
currents separately (see Fig. 2.16). It was shown that the inner quadrupolar structure is
linked to the electron motion, as is consistent with Hall dynamics, while the octupolar
components are linked to the ion motion. This can be explained by the fact that, while
electrons are coupled to field lines shortly after reconnection, their vertical motion away
from the X-point thus determined by the outflow speed of the field lines, ions travel
a greater distance before recoupling to the field. As shown in panel (a) of Fig. 2.16,
electrons move along the field lines through the X-point and no significant motion per-
pendicular to the field lines occurs (note that current direction is opposite to electron
flow direction). Panel (b) on the other hand shows ions moving across the field lines
towards and away from the X-point, thus resulting in the current making up the oc-
tupolar field components. As the reconnection rate, and thus the velocity of out-flowing
field lines decreases, a point is reached where contributions from the ion current become
dominant.
Since the magnetic quadrupole serves as a marker of Hall reconnection it would be
reasonable to investigate if the magnetic octupolar structure presented here could also
be observed in a laboratory or in space-craft missions. It is to be stressed that, as shown
in Fig. 2.15, the magnetic components making up the octupolar field become more
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significant after the inner quadrupolar field has peaked. Initial testing with greater ion
to electron mass ratios further indicate that the latter is the case and will be reported
elsewhere. We also stress that open boundary conditions are applicable to geomagnetic
tail reconnection. In fact, while this was studied with focus on tearing mode, Dungey’s
first model was based on X-point collapse. Thus we believe that observing octupolar
structure in the geomagnetic tail could be a distinguishing factor between tearing mode
and X-point collapse reconnection models.
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Chapter 3
The effects of ion mass variation




In section 2.3.4 it was established that the generation of octupolar out-of-plane magnetic
field structure in a stressed X-point collapse is due to ion currents. The field has a central
region, comprising of the well-known qaudrupolar field (quadrupolar components), as
well as four additional poles of reversed polarity closer to the corners of the domain
(octupolar components). In this chapter, the dependence of the octupolar structure on
domain size and ion mass variation is investigated. Simulations show that the strength
and spatial structure of the generated octupolar magnetic field is independent of ion to
electron mass ratio, thus showing that ion currents play a significant role in out-of-plane
magnetic structure generation in physically realistic scenarios. Simulations of different
system sizes show that the width of the octupolar structure remains the same and has
a spatial extent of the order of the ion inertial length. The width of the structure thus
appears to be independent on boundary condition effects. The length of the octupolar
structure, however, increases for greater domain sizes, prescribed by the external system
size. This was found to be a consequence of the structure of the in-plane magnetic
field in the outflow region halting the particle flow and thus terminating the in-plane
currents that generate the out-of-plane field. The generation of octupolar magnetic field
structure is also established in a tearing-mode reconnection scenario. The differences
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in the generation of the octupolar field and resulting qualitative differences between
X-point collapse and tearing-mode are discussed.
3.1 Introduction
Magnetic Hall reconnection, first proposed by B. Sonnerup [51], is a mode of reconnection
relying on the decoupling of ions and electrons in a diffusion region and is of great interest
in the study of magnetic reconnection. It presents an alternative to the Petschek model,
which relies on an anomalous resistivity [46]. Even in setups suitable for Petschek
reconnection, contributions of Hall effects need to be considered. A recent analytical
result, corroborated by a numerical study, shows that the transition from Petschek to
Hall reconnection occurs when the half-length of the current sheet reaches the ion inertial
length [135]. This was shown to be a direct consequence of a generalised scaling law,
relating the reconnection rate to the distance between the X-point and the start of slow
mode shocks.
An observational consequence of Hall reconnection is the generated quadrupolar out-of-
plane magnetic field, induced by currents resulting from the decoupling of electrons from
ions i.e. the Hall currents, first demonstrated in a study by Teresawa [136]. The effect
was further shown to occur in numerical Hybrid simulations [63, 137, 138] and later in
a full Particle In Cell (PIC) numerical simulation [61]. However, as shown in Ref. [133],
kinetic simulations of magnetic reconnection, where the Hall term was excluded, can
also lead to quadrupolar magnetic field structure generation, due to ion diamagnetic
drifts driven by an anisotropic ion stress tensor. By being an observational signature of
magnetic reconnection, the quadrupolar field has thus been of great interest in recent
spacecraft missions, including Polar [66] and Cluster [67]. Both missions observed indi-
vidual magnetic poles in the magneto-tail of the Earth. Subsequently, a full quadrupolar
pattern was observed in a multi-spacecraft Cluster mission [32]. The experimental evi-
dence of the full quadrupolar structure was also found at the MRX facility [65]. It was
shown in Ref. [139] that inhomogeneous ion flow and pre-existing out-of-plane magnetic
fields, can lead to the generation of quadrupolar out-of-plane magnetic field structure
without the Hall term. Thus, the generation of a quadrupolar magnetic field is not
necessarily a tell-tale sign of Hall-mediated magnetic reconnection.
Ref. [134] proposes an analytical model, explaining the Hall out-of-plane quadrupolar
magnetic field near an X-point as the result of electron motion towards and away from
the X-point, as field lines reconnect. A spatially uniform ion distribution was assumed.
Since ions decouple from the magnetic field sooner than electrons, they move indepen-
dently of field lines near the X-point. On the other hand, electrons are assumed to be
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coupled to the field lines and thus only move with the field and along the field lines.
Since the spacing of field lines increases as they approach the X-point, the electron
density decreases. Thus, due to the uniform ion density, this results in a net positive
charge. Electrons in the inflow region therefore move along the field lines to towards the
X-point to restore charge neutrality and then move away from the X-point in the out
flow region, leading to a quadrupolar pattern.
Figure 3.1: (Left) Reconnection at an X-point superimposed with electron motion (as
indicated by the labelled track) and the resulting out-of-plane magnetic field structure,
as given by the analytical model in Ref. [134]. Black arrows on field lines signify
inflow and outflow regions. Ions here are assumed to be decoupled and uniformly
distributed. As the spacing of field lines increases at the X-point, coupled electrons in
the inflow region move towards the X-point to restore charge balance. Similarly, the
electrons in the outflow region move outwards along the field lines and the characteristic
quadrupolar out-of-plane magnetic field structure is generated. Due to the non-inclusion
of ions, the out-of-plane magnetic structure is not localised and extends along the
seperatrices. (Right) The setup and resulting current and out-of-plane magnetic field
generation for X-point collapse, from simulations in chapter 2. It is shown that, as
in-plane field lines reconnect, electrons move towards and then away from the X-point,
generating quadrupolar structure as described in Ref. [134]. Away from the X-point,
ions move independently from the field (see dashed tracks), generating a magnetic field
of opposite polarity to that of the quadrupole, thus generating an overall octupolar
structure. Electrons at the edge of the ion diffusion region move such that they cancel
the out-of-plane field, thus making it localised.
While this theoretical model describes the generation of the quadrupolar field, it is
pointed out that it is limited by the non-inclusion of ion currents, resulting in a quadrupo-
lar field that stretches along separatrix arms indefinitely. In Section 2.3.4 it was shown
that, in an X-point collapse scenario, ion currents not only provide a cut-off to the
quadrupolar field, but contribute to the out-of-plane magnetic structure themselves.
The out-of-plane magnetic field that emerged in Section 2.3.4 was shown to have the
well-known quadrupolar field at the centre, generated by electron currents, and four
regions of opposite magnetic polarity on the outside, resulting from ion currents, as il-
lustrated in Fig. 3.1. The overall field appears to have an octupolar structure (we shall
refer to the inner magnetic quadrupolar field as quadrupolar components and the outer
field of opposite polarity as the octupolar components).
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At the beginning of the simulation, a different type of octupolar magnetic field, with
smaller field strength (≈ 3% of external in-plane field), emerges. The same effect was
demonstrated in Ref. [133] (see their Fig. 5) using a hybrid simulation. However, the
present study focusses on the larger field structure (≈ 15% of external in-plane field),
emerging later in the simulation. Further, octupolar signatures have been observed in
tearing-mode reconnection scenarios with multiple islands as shown in Ref. [140], Fig.
4, and in Ref. [141]), Fig. 3. The emergence octupolar structure in these scenarios is
linked to the island coalescence and is beyond the scope of this thesis.
Here, we extend works presented in section 2.3.4 by investigating the dependence of
the octupolar field on variation of electron to ion mass ratio and the domain size. It
is established that the generation of octupolar field is neither the result of unphysical
boundary conditions nor unrealistic mass ratios. Thus we show that the results are rele-
vant for real laboratory experiments and spacecraft observations. Further, by simulating
a tearing-mode set-up, as previously studied in Ref. [61], it is shown that a similar type
of octupolar structure can also be found in reconnection scenarios other than X-point
collapse, where their emergence have been previously overlooked.
3.1.1 Simulation Setup
The simulation setup and PIC code are the same as described in section 2.2, with the
exception that no magnetic guide-fields are applied and the system size and electron
to ion mass ratio are varied. For greater system sizes, B0 in Eqn. 2.1 was reduced
such that the Alfvén speed at the y-boundary remained approximately Va = 0.1c in all
runs. This further assured that the parameters in the simulation were adjusted to assure
that the electron plasma frequency at the boundary was equal to the electron cyclotron
frequency at the boundary, i.e. ωpe = ωce. Also, the number of grid-cells was increased
such that their length and width remained the Debye length. The boundary conditions
in these simulation runs were set as closed (see section 2.2.3) since the a more distinct
octupolar field was observed in this case (see section 2.3.4). Further an additional
setup was considered based on Ref. [61] to compare the results to a tearing-mode type
reconnection run.
3.2 Octupolar structure for different domain sizes
While having the advantage of simulating a self-contained, energy conserving system,
flux conserving boundary conditions naturally have a limiting effect on the movement
of field lines, especially closer to the edge of the domain. In order to diminish this effect
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and allow natural reconnection dynamics to occur, different system sizes were used for
the square simulation domain, ranging from 4c/ωpi to 32c/ωpi. The effective grid sizes
used ranged from 2L = 2.14 m to 2L = 17.12 m. For most of the runs, simulation
grid cells were set to the Debye length (λD), thus leading to grids ranging from 400x400
to 1600x1600 grid cells. However, for the case of a system size of 32c/ωpi this was
not computationally possible. An under-resolved simulation run, using 1600x1600 grid
cells and thus cell size of 2λD, however proved consistent and was shown to be energy
conserving despite possible numerical heating and is thus included here. The ion mass
was set to 100 times the electron mass, i.e. mi = 100me, to speed up the code. The
value of B0 for the different runs was adjusted such that the Alfvén speed at the y-
boundary was fixed as va = Bb/
√
µ0mini = 0.1c, where Bb represents the strength of
the magnetic field at (xmax, 0). For meaningful comparison between the runs, the x-axes
of plots showing time dynamics use Alfvén time,
ta = L/va, (3.1)
where L denotes the half-length of the system size.
Figure 3.2: The reconnected flux for simulation runs of different domain sizes, given
by the difference between magnetic flux at X-points and O-points, indicative of the
reconnection rate (shown for different electron to ion mass ratios in Fig. 2 of Ref.
[62]). The solid, dashed, dash-dotted and dotted curves show the reconnection rate for
domain sizes of 4c/ωpi, 8c/ωpi, 16c/ωpi and 32c/ωpi respectively. The reconnected flux
is normalised by Bbc/ωpi. For all system sizes a similar amount of reconnected flux is
reached within 1.5ta. Note that, for each case, initial reconnection rate maxima are
reached also within this period.
By plotting the reconnected in-plane magnetic flux over time for runs with different
system sizes (see Fig. 3.2), it was determined that in all runs, a similar amount of flux
is reconnected within 1.5ta. For all cases an instant of maximum reconnection rate is
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Figure 3.3: The magnetic out-of-plane field for simulation runs with different domain
sizes at peak reconnection rate, as indicated in Fig. 3.2. Panels (a) to (d) show runs
using system sizes of 4c/ωpi, 8c/ωpi, 16c/ωpi and 32c/ωpi respectively. White lines
superimposed on plots show the in-plane magnetic field at the same time. Different
times correspond to time instants when maximum reconnection rate is reached.
reached within 1.5ta, which occurs at progressively later times for greater system sizes
(note that time normalisation is as stated in Eq. (3.1)). This can be understood as a
result of the increasing difference in length between the system size and the diffusion
region. I.e. while the system size increases, the width of the diffusion region remains the
same and field lines have to travel a greater distance before undergoing reconnection.
For a system size of 2L = 4c/ωpi the peak reconnection rate is lower than for the other
cases, for which the peak reconnection rate is approximately equal. In this case, the
closeness of the boundary to the diffusion region is limiting the reconnection.
The out-of-plane magnetic field for different system sizes at peak reconnection rates is
plotted in Fig. 3.3. The width of the out-of-plane magnetic structure does not change
with the size of the domain. For system sizes of 8c/ωpi, and greater, it can be seen that
the horizontal extent of the out-of-plane field is approximately contained within −4c/ωpi
to +4c/ωpi. Since the particle density and mass ratios are fixed for the different runs,
the width of ion diffusion region, ∼ c/ωpi, is also fixed. Since ions and electrons only
move independently within the ion diffusion region, which allows for in-plane currents
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and thus out-of-plane magnetic fields to be generated, it is evident that the emergence
of octupolar structure is an aspect of ion diffusion region physics.
The vertical extent of the out-of-plane magnetic field however does increase for greater
system sizes. This shows that the generation of in-plane currents occurs at a vertical
distance determined by the strength of the in-plane magnetic field, which has equal
strengths on relative positions on the domain. The in-plane field lines in Fig. 3.3 show
that the value of Bx in the outflow region is fixed at approximately halfway between the
X-point and the system boundary, for all simulation runs. Since flux cannot escape from
the boundary, this shows that the movement of field lines is halted at the same relative
position on the domain for all system sizes. Thus, the motion of electrons must also be
halted at this point since they recouple to the field shortly after reconnection. However,
ions are still decoupled at this point and over-shoot, thus creating in-plane currents and
charge separation. In response, electrons move along the field-lines to restore charge
neutrality, resulting in the current loops and out-of-plane magnetic field as illustrated
in Fig. 3.1 (right). In panel (a) of Fig. 3.3 we see that for a case of a simulation size of
2L = 4c/ωpi, the octupolar components are not contained within the domain. It is thus
clear that a simulation size of at least 8c/ωpi is required to comprehensively model the
dynamics within the ion diffusion region, without spurious influence from the boundary
condition.
3.3 The octupolar field structure for different ion masses
In order to determine that the results relating to octupolar structure hold true for real-
istic electron-to-ion mass ratios, the relationship between the strength of the octupolar
and quadrupolar components and the mass ratio was investigated. In these simulation
runs, the mass of electrons was fixed as their physical mass, me, and ion masses were
varied from mi = 50me to mi = 400me. In order to simulate comparable effects, runs
with different ion masses were adjusted in scale, such that the domain size remained
the same in number of ion inertial lengths, c/ωpi = c
√
miǫ0/nie2. Thus, for greater ion
masses, the domain size was increased accordingly (see other findings relating to these
setups in Ref. [62]). Further, as before, the Alfvén speed at the boundary was fixed
(va = Bb/
√
µ0mini = 0.1c), which means that Bb was adjusted accordingly, while B0
remained fixed. For meaningful comparison between the runs, time normalisations as in
Eq. (3.1) are applied.
By running the simulations described above, for a system size of 4c/ωpi, plots in Fig. 3.4
were obtained. Here, the strength of the qudarupolar components was determined as the
maximum field strength of the quadrupolar field at each time step, and similarly for the
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Figure 3.4: (Top) The strength of the quadrupolar field components for runs of
different ion masses, and corresponding setups as described in the text. Different line
styles correspond to different mass ratios as indicated. (Bottom) as above, showing the
strength of octupolar field components.
octupolar components, i.e. max(|Bz,quad(x, y)|) and max(|Bz,oct(x, y)|) respectively. We
gather from Fig. 3.4 that increasing the ion mass results in a minor increase in the peak
strength of the quadrupolar and octupolar field components. In all cases, the octupolar
components constitute a significant fraction (i.e. 10−15%) of the in-plane magnetic field
at the boundary and should therefore be of significance for observations in laboratory
plasma experiments and spacecraft observations.
3.4 Octupolar structure for tearing-mode and X-point col-
lapse
The primary factor in the emergence of octupolar structure in X-point collapse is the role
of ion dynamics. Due to the large mass of ions compared to electrons, their contribution
to the out-of-plane field has generally been considered negligible. However, by revisiting
tearing-mode reconnection studies, exhibiting quadrupolar structure, it was possible for
us to show that a similar octupolar structure is also present in these scenarios. Using
the reconnection setup from a kinetic simulation by Pritchett [61] using tearing-mode
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reconnection and carefully investigating the out-of-plane magnetic field structure, it was
shown that octupolar components also emerge here (see Fig. 3.5).
Figure 3.5: (Left) The out-of-plane magnetic field structure at peak reconnection for
X-point collapse (t/ta = 1.1) and tearing mode (tω
′
ci = 20), after Ref. [61]. In both
cases, elements of opposite polarity can be seen next to the inner quadrupolar structure,
making an overall octupolar field. (Right) The line-profile of the out-of-plane magnetic
field at the dotted tracks shown in both contour plots. These profiles effectively repre-
sent possible observations by a spacecraft mission, passing though reconnection regions
of X-point collapse or tearing-mode type.









2(y/ω) + nb, (3.3)
where B′0 is determined by the Alfvén speed, which is set as va = c/20. The initial half-
thickness of the current sheet, ω, is set to 0.5c/ωpi, n0 is determined by the equilibrium
condition for the neutral sheet and nb is a constant background density of 0.2n
′
0. The
mass of ions in the simulation is set as mi = 25me. By introducing an initial flux
perturbation, a magnetic island with a transverse size comparable to ω is generated,
leading to a reconnection region comparable to the size of the domain.
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Figure 3.6: (Left) The electron and ion current contributions to the out-of-plane
magnetic field for an X-point collapse scenario with a domain size of 8c/ωpi at peak
reconnection rate (t/ta = 1.1), calculated from electron and ion currents respectively,
based on Ampère’s law. Superimposed arrows indicate the strength and direction of
currents in the domain. Arrows next to plots show current strengths corresponding
to charged particles of the characteristic density, moving at the Alfvén speed. (Right)
The same for the tearing-mode setup (tω′ci = 20) according to Ref. [61]. Since ion and
electron contributions strongly cancel, i.e. were much greater than the resulting field,
different scales are used as indicated.
As shown in Fig. 3.5, there are distinct differences in the out-of-plane magnetic field
structure for the two reconnection setups, which could lead to different observational
signatures. In X-point collapse, the quadrupolar field emerges in the centre of the
domain and two sets of octupolar field components emerge in each of the outflow and
inflow regions. However, in the tearing-mode case, a quadrupolar field forms at the
centre, but octupolar components emerge in the outflow region only. Using line plots, the
out-of-plane magnetic field along tracks through the octupolar magnetic field structure
of the X-point collapse and tearing-mode scenarios is shown. The selected tracks, in
all cases, show two consecutive troughs and peaks in the out-of-plane field. In X-
point collapse, for both the horizontal and vertical track, the initial through and the
final peak have a smaller field strength than the intermediate ones. This is the result
of the track starting and ending in the outer region of the domain, where octupolar
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components, which are lower in field strength, dominate. In the inner region, the out-
of-plane magnetic field is dominated by the quadrupolar components and greater field
strengths are observed. For the tearing-mode case, for the horizontal track, this trend is
also observed, but for the vertical track it is reversed, i.e. the initial trough and the final
peak have a greater field strength than the intermediate ones. This can also be shown
to be the result of the order in which the track passes quadrupolar and octupolar field
components. In the latter case, the track passes through the quadrupolar components
before and after the octupolar components, thus leading to lower field strength in the
middle of the track. If a spacecraft mission, such as that discussed in Ref. [32], were
to pass through a reconnection region and observe one of these line profiles, it would be
possible to distinguish between the possible reconnection setups accordingly.
As in section 2.3.4, to determine the causes of the observed magnetic poles in terms of
the currents in the simulation, Ampère’s law was taken in component form, such that













By integrating over the domain for these terms, contributions to Bz from individual
currents, i.e. electron, ion and displacement current, can be calculated. The individual
currents for electrons and ions are provided by the simulation at each grid cell and the
displacement current was obtained by taking a five-point stencil using electric field values
at the same cell, separated over four time steps. As a starting point for the integration
a neutral point in Bz had to be chosen. For X-point collapse, the most logical point
was the centre of the domain, since here Bz(0, 0) = 0.0. For the tearing-mode case, any
point far out in the inflow region was suitable, as these regions are shown to be far and
disconnected from the diffusion region (i.e. field lines from outside the diffusion region
here do not enter the diffusion region) and thus lacking out-of-plane magnetic structure.
Thus, it was possible to individually integrate over the simulation grid, using the three





jx,ion(0, y) dy (3.6)
followed by (3.5) to get





where (Lx, Ly) represents an arbitrary point on the Bz grid.
Carrying out this integration for all Lx and Ly on the grid for all current contribu-
tions for both X-point collapse and tearing mode, plots shown in Fig. 3.6 are obtained.
For considerations of symmetry, only the lower left quarter of the simulation domain is
shown (also note that, since X-point collapse, by convention, has inflow regions along
the horizontal axis and tearing-mode along the vertical axis, the sign of the quadrupolar
and octupolar field structure is reversed). Top and middle panels show ion and electron
current contributions to the out-of-plane magnetic field and the bottom panel the com-
bined contributions, which lead to an out-of plane field as shown in Fig. 3.5. As expected,
based on Hall dynamics, the contribution to the quadrupolar components is provided
entirely by the electron currents in both reconnection scenarios. Also, as established in
Section 2.3.4, the octupolar components are the result of ion currents. However, unlike
in X-point collapse, in the tearing mode scenario, octupolar components only emerge in
the out-flow region. Furthermore, in the tearing mode case, due to a lack of asymmetry
in the inflow region, there are two large contributions from both the ion and electron
currents, which cancel to give a neutral field at the edge of the domain.
Figure 3.7: The setup and observed resulting current and out-of-plane magnetic
field generation for a tearing-mode reconnection scenario. As in Fig. 3.1 labelled tracks
illustrate the motion of electrons and ions, generating the out-of-plane magnetic field,
and black arrows on field lines indicate the inflow and outflow directions.
Ref. [42], chapter 5, gives a detailed analysis of the differences in reconnection setups
with almost uniform, i.e. straight inflowing field lines, and non-uniform, i.e. curved
field lines, reconnection scenarios. From the results shown in this study, we find that
differences in these scenarios can be extended to out-of-plane magnetic field structure.
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From Fig. 3.6 it can be seen that, for the tearing-mode scenario, there is a uniform current
inflow of both ions and electrons in the inflow region, which means is the reason no out-
of-plane magnetic structure is generated in this region. This uniformity in particle inflow
is a direct consequence of the lack of curvature of the inflowing field lines. In contrast to
this, in X-point collapse, the curvature in the field-lines means that paths of ions and
electrons greatly diverge when ions decouple and thus currents and out-of-plane fields,
as shown Fig. 3.1, are generated. Further, from Fig. 3.6, we can see that electrons in
the tearing-mode scenario exhibit the same Hall-dynamics and flow along the field-lines
towards and away from the X-point when entering the diffusion region. However, the
field-lines in the outflow region are no longer straight and electrons move in a curved
path, away from the X-line, while decoupled ions move in a straight horizontal path
away from the X-point. It is this divergence in ion and electron flows which leads to
the current loops that generate the octupolar components in the out-of-plane magnetic
field structure in the tearing-mode case. The difference of this generation mechanism to
that shown for X-point collapse (see Fig. 3.1) can be seen in Fig. 3.7.
3.5 Conclusions
Results relating to the generation of out-of-plane octupolar structure in collisionless
reconnection in an X-point collapse were extended by the investigation of the effect of
changing domain size and ion masses. It was established that, when fixing the Alfvén
speed at the boundary and increasing the size of the domain, the horizontal extent of
the octupolar region remains approximately the same (see Fig. 3.3). This was found
to be consistent with previous findings since octupolar structure was shown to be the
result of in-plane ion currents. As ion currents can only contribute to the out-of-plane
magnetic field within the ion diffusion region and, since c/ωpi remained fixed for different
system sizes, the width of the octupolar region remained fixed as well. The length of the
octupolar structure however increased for greater system sizes. From the in-plane field
in Fig. 3.3 it was possible to see that the outward motion of field lines in the outflow
region diminishes at the same relative position on the domain for all system sizes. As
ions remain decoupled at this point, they over-shoot, causing in-plane currents. Further,
electrons compensate for this by moving along the field lines, thus resulting in the current
loops and out-of plane magnetic field as shown in Fig. 3.1.
By varying the electron to ion mass ratio and adjusting the simulation domain size to
keep the same number of ion inertial lengths, it was shown that octupolar field strength
was not significantly affected by the electron to ion mass ratio variation and consistently
remained a significant fraction of the in-plane field, i.e. between 10% and 15% (see
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Fig. 3.4). Hence, octupolar structure in an X-point collapse would also be generated in
plasmas with realistic mass-ratios.
Further, the discovery of octupolar structure in a tearing-mode scenario is presented
and the differences in the generation process are analysed. It is found that, due to the
uniform nature (i. e. straightness of field lines) of tearing-mode collapse, significant
octupolar structure is only generated in the outflow region (see Fig. 3.6). Here, ions
flow out along the centre of the diffusion region, while electrons follow a curved path
along the field lines (as shown in Fig. 3.7) and thus in-plane currents and out-of-plane
fields are formed. Further, by analysing the line profiles of the out-of-plane magnetic
field along potential tracks through the reconnection region, distinctly different profiles
were obtained which could have relevance to the identification of magnetic structures
found by spacecraft missions (see Fig. 3.5).
It is shown in Ref. [142], Fig. 7, that plasma flow along the current sheet can induce
streaming sausage and kink modes that generate out-of-plane magnetic fields resembling
the one discussed here. Further, in Ref. [143] it is shown that collisionless reconnection
in a tearing-mode scenario can be interpreted as dissipation generated by Alfvén eigen-
modes, confined by the current sheet in the same way that quantum mechanical waves
are confined by a potential. It was shown that for the n = 1 mode that this frame work
provides analytical predictions for the Hall fields, which are in good agreement with
observed magnetic fields. In higher wave modes this framework returns a higher order
structure in the Hall fields which could potentially be the cause of octupolar structure
in the out-of-plane magnetic field observed in this study. The application of this frame-




The role of electron inertia and
reconnection dynamics in a
stressed X-point collapse with a
guide-field
In previous simulations of collisionless 2D magnetic reconnection it was consistently
found that the term in the generalised Ohm’s law that breaks the frozen-in condition is
the divergence of the non-gyrotropic components of the electron pressure tensor. In this
chapter it is shown that, in an X-point collapse with a guide-field close to the strength
of the in-plane field, the increased induced shear flows along the diffusion region lead
to a new reconnection regime in which electron inertial terms play a dominant role at
the X-point. This transition is coupled with the emergence of a magnetic island, and
hence a second reconnection site, as well as electron flow vortices, moving along the
current sheet. The reconnection rate at the X-point is shown to exceed all lower guide-
field cases for a brief period, indicating a strong burst in reconnection. By extending
the simulation to three dimensions it is shown that the locations of vortices along the
current sheet (visualised by their Q-value) vary in the out-of-plane direction, making up
slanted vortex tubes. Vortex tubes on opposite sides of the current sheet are slanted in
opposite directions, leading to an overall criss-cross pattern
4.1 Introduction
Dungey’s original analysis of magnetic energy conversion in the Earth’s magnetosphere
describes a reconnection model now known as X-point collapse. Following reconnection
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models proposed by Sweet and Parker [40], and later Petschek [43], reconnection setups
of sheared magnetic fields, relying on the tearing-mode, became the dominant setup
in computational studies of magnetic reconnection. As established in Ref. [62, 64]
particle in cell simulations of X-point collapse in the collisionless regime exhibit many of
the established features of tearing-mode magnetic reconnection, e.g. the formation of a
current sheet, magnetic Hall field generation and independence on system size. However,
simulations of X-point collapse have also uncovered several new features, such as initial
oscillatory reconnection and vortex formation in the high guide-field regime [144] and a
distinct octupolar out-of-plane magnetic field [145, 146], which makes this setup a useful
device for the ongoing study of magnetic reconnection. In this chapter we extend the
results of Ref. [144], where collisionless X-point collapse with a magnetic guide-field
was investigated in a 2.5 PIC (Particle in Cell) simulation. In particular, this chapter
analyses the reconnection mechanism (i.e. the term breaking the frozen-in condition)
and relevant plasma dynamics for increasing guide-fields.
Figure 4.1: A visual representation of reconnection at an X-point in a 3D domain,
showing the motion of two sets of magnetic field-lines. The perspectives on the simu-
lation domain are indicated for each row. In panel b) the direction of the reconnection
electric field induced as the field-lines pass the X-point is indicated. Thin arrows on
panels c) and f) indicate the direction of the electron current generated by the reconnec-
tion electric field. As shown, the shape of the field-lines guides the accelerated particles
such that there is a shear-flow in the xy plane.
The reconnection rate in a 2D reconnection setup can be defined as the out-of-plane
electric field where magnetic separatrices meet, i.e. at the X-point. The movement
of magnetic field-lines (representative of flux-tubes in 3D) in the xy-plane corresponds
to changes in the z-component of the magnetic vector potential, Az, for a set gauge.
Integrating out the in-plane magnetic field components Bx and By over a given area
allows values of Az to be determined. The equipotential lines on a contour plot of Az
represent the in-plane magnetic field-lines, as for example in panels a) to c) of Fig. 4.1.
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When the magnetic field is frozen into the plasma then
∂Az
∂t
= |V × B|z , (4.1)
where V represents the plasma velocity and B is the magnetic field. Thus, changes
in the magnetic field are facilitated entirely by advection rather than diffusion. In the
case of magnetic reconnection, the frozen-in-condition is broken and changes in Az by





Since the topology of field-lines in 2D must change for reconnection to occur, field-lines
must pass through a null-point, thus making the out-of-plane electric field at the X-
point a reliable measure of the reconnection rate. This process is shown in panels a) to
c) in Figure 4.1, where panel b) shows the electric field generated as field-lines break
and change topology.
In the collisionless regime, the diffusion region is dominated by electron dynamics.
Therefore, a means of identifying the reconnection mechanism in collisionless 2.5D sim-
ulations is to identify the terms in the generalised electron Ohm’s law that sustain the
out-of-plane electric field at the X-point, i.e.









(〈ve〉 · ∇)〈ve〉, (4.3)
where the terms on the right hand side are, from left to right, the advection term, the
divergence of the electron pressure tensor, the time derivative of the electron bulk inertia
and the convective inertia (i.e. spatial derivative) term, and where 〈ve〉 represents the
mean electron particle velocity at the X-point. As shown in Ref. [82] a relativistic
version of this equation can be derived from the relativistic Vlasov equation and is given
by









(〈ve〉 · ∇)〈ue〉, (4.4)
where P′e =
∫
due((ueue/γ)f − ne〈ue/γ〉〈ue〉) and ue = γve, where γ is the Lorentz
factor and f the electron velocity distribution function at the X-point. The reconnection
mechanism in tearing-mode reconnection setups has been investigated in many compu-
tational studies [61, 75, 77, 147, 148] and was consistently found to be the divergence of
the electron pressure tensor. A recent exception to this trend is found in Ref. [83], where
it was shown that for tearing-mode reconnection in relativistic conditions (i.e. where
inflow magnetic energy exceeds plasma rest mass energy), convective inertia can make
an approximately equal contribution to the reconnection electric field as the pressure
tensor divergence. A further exception is found in Ref. [82], where a sheared magnetic
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field setup was modelled with a relativistic electron-positron plasma, and contributions
from the time derivative of the electron bulk inertia were observed. In Ref. [77, 78] it is
shown that for increasing values of guide-field in a tearing-mode setup, the convective
inertial (spatial derivative) terms start to make an increasingly large contribution to the
out-of-plane electric field adjacent to the current sheet. However, the contribution to the
reconnection electric field at the X-point remained the divergence of the electron pres-
sure tensor. In this chapter it is shown that similar results emerge in an open-boundary
X-point collapse setup, with the notable difference that, for high enough guide fields,
the convective inertial terms can become asymmetric across the current sheet and shift
to the X-point, becoming the dominant contribution to the reconnection electric field.
A 3D representation of reconnection at an X-point with an out-of-plane magnetic guide-
field is shown in panels d), e) and f) in Figure 4.1. As shown, reconnecting magnetic
field-lines now carry a vertical magnetic field component. As explained in Ref. [96, 149],
flux-tubes in 3D do not necessarily have to pass through an X-point/X-line in order
to undergo reconnection. In 2.5D simulations however, all reconnecting field-lines must
meet at the X-point, making this a representative model of the relevant dynamics. As
the vertical components of the magnetic field are carried into the X-point, shown in
panels d), e) and f) in Figure 4.1, the out-of-plane electric field at the X-point is now
partially parallel to the magnetic field (see panel b)) and thus accelerated electrons are
”guided” along the field-lines. Panels c) and f) of Figure 4.1 show the resulting electron
current. As shown in panel c) this electron current represents a shear flow in the xy-
plane. Ref. [150] discusses this effect and the resulting density asymmetry along the
across the current sheet.
An alternative possible modification to a 2D tearing-mode reconnection setup is the
addition of a shear flow parallel or anti-parallel to the in-plane magnetic field. This
reconnection setup has been studied by several authors [38, 80, 81, 151] and is considered
to be representative of reconnection and vortex formation in the magneto-sheath [152].
For shear flows where the shear velocity is below the Alfvén speed, the reconnection
rate is shown to be to be inhibited by greater shear flows [80, 151]. However, for shear
speeds greater than the Alfvén speed it has been shown that the reconnection dynamics
can be altered and reconnection rate increased. 2D simulation results in Ref. [38] show
that for large enough shear flows, tearing-mode reconnection can be coupled with vortex
reconnection, and in Ref. [81] the parameters necessary for the mixing of these two
reconnection modes are mathematically established.
In this chapter it is shown that for an open-boundary X-point collapse setup with a
guide-field close to the strength of the in-plane field, electron shear flows are generated
that are strong enough to change the reconnection dynamics and alter the term that
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breaks the frozen-in condition. It was previously demonstrated that a large enough
guide-field can lead to vortical electron flows and island formation in both tearing-mode
reconnection [79] and in X-point collapse [144]. Here it is demonstrated how these results
can be enabled by the shear flow and the resulting convectional inertia contribution to the
reconnection electric field, generated through guide-field reconnection. Further, by ex-
ploring the same reconnection setup extended into the third dimension, it is investigated
how electron and vortex dynamics proceed in 3D. While there is no generally accepted
method of identifying vortices in a fluid [153], for this particular type of investigation we
promote the use of the Q-value. The Q-value represents a Galilean-transformation in-
variant measure of vortical flow [154–156], defined as the second invariant of the velocity
gradient tensor, ∇v, given by






























When positive at a given point in a domain it indicates the presence of a vortical flow at
that location or, as originally stated in Ref. [156], in ”eddy zones” more than about 3/4
of the area has Q-values greater than 1. In this chapter the Q-value is used to show that
vortical flows in 2.5D simulations correspond to three-dimensional vortex tubes with
structures that are not apparent from the 2.5D simulations.
An additional possible feature, unique to 3D reconnection with a guide-field, is the gen-
eration of oblique modes as demonstrated in Ref. [103, 157, 158]. In 2.5D simulations
of magnetic reconnection, reconnection must occur at a magnetic X-point, where it is
possible for field-lines to change in topology. In a symmetric setup, this means reconnec-
tion occurs at the centre of the diffusion region (here along the x=0 line). However, in
3D reconnection with a guide-field, a more generic requirement for reconnection applies:
reconnection occurs on surfaces where k ·B = 0, where k represents the wave vector of
a perturbation associated with reconnection and B the magnetic field. In the case of a
sheared magnetic field with a guide-field, extended over a 3D domain, this implies that
reconnection sites may exist adjacent to the midplane of the diffusion region, generating
current sheets at oblique angles, relative to the z-direction, of
θ = ± arctan(kz/ky) = ± arctan(By/Bz). (4.6)
The angle θ does thus correspond to the inclination of the out-of-plane magnetic field.
In a sheared magnetic field reconnection setup the strength of By increases with distance
from the midplane of the diffusion region, meaning that reconnection sites further from
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the centre should lead to greater obliqueness. While the generation of oblique current
sheets and flux-tubes has been demonstrated in 3D Particle in Cell simulations with
tearing-mode setups Ref. [103, 158], this chapter similarly demonstrates the oblique
nature of vortex dynamics in 3D reconnection in an alternative reconnection setup, i.e.
X-point collapse.
4.2 Simulation model
alues of current, density and magnetic field do not vary with z.
As described in section 2.2 the set-up of the in-plane magnetic field used here in known as
X-point collapse. Following Chapters 2 and 3, this chapter continues the investigation of
X-point collapse using a relativistic and fully electromagnetic Particle In Cell (PIC) code.
However, while in previous chapters simulation runs were limited to 2.5D, here results
were extended into 3D. The PIC code used was EPOCH, as described in Section 2.2.2.
Being a kinetic and relativistic code, all the relevant physical quantities are represented,
allowing for the calculation of all the terms in the generalised Ohm’s law (see Eqn. 4.4).
As in previous simulations (see section 2.2), in the 2.5D case, lengths of grid cells were
set as the Debye length, i.e. ∆x = ∆y = λD, over a grid of 400 × 400 cells, amounting
to a system length of approximately four ion inertial lengths, i.e. L = 4c/ωpi. While the
system size does not extend to characteristic coronal lengths scales, it is large enough to
capture both particle species dynamics. 500 pseudo particles per cell were used which
was shown to be a suitable number in convergence tests. When extended into 3D, the
height of the simulation box was set to half the simulation width, i.e. Lz = 0.5L. The
size of grid cells was set to 2 Debye lengths, i.e. ∆x = ∆y = ∆z = 2λD, making up a
grid of 200 × 200 × 100 cells, using 200 particles per species per cell. While this is less
computationally reliable than the 2.5D simulation runs, it will be shown that a strong
correspondence exist between both setups.
The choice of boundary conditions in a pure X-point collapse configuration is not trivial.
Unlike in tearing-mode type reconnection, it is not possible to apply periodic boundary
conditions, since field-lines at opposite boundaries are not equidirectional. In Chapter
2, two types of boundary conditions, open and closed, were used and compared. In
the open case it was demonstrated that the system allowed for greater reconnection
rates and for a smoother system evolution when guide-fields were applied. Further,
in the open case, for guide-field strengths close to the in-plane field, the reconnection
dynamics significantly changed. Magnetic islands and electron flow vortices start to
emerge. For these reasons the open boundary case was chosen for this investigation.
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When extending the 2D simulation into 3D, the previously ignorable direction (z) now
requires well defined boundaries. These were set as periodic.
4.3 Reconnection mechanism and dynamics for varying
strengths of guide-field in 2.5D
Figure 4.2: The reconnection electric field at the X-point for 2.5D simulation runs,
with guide-field strengths as indicated.
Reconnection setups for guide-field strengths of up 0.6BP were run until 500ωpe. In Ref.
[144] it was shown that peak reconnection was reached for all guide-field cases within
this time. Figure 4.2 shows the out-of-plane electric field (Ez) at the X-point for 2.5D
runs with different values of guide-field, representing the reconnection rate according to
Eqn. (4.2). As discussed in the previous work, a greater guide-field leads to increasingly
delayed onsets of reconnection. Ref. [144] also addresses the initial periods of intense
high-frequency oscillations, linked to oscillatory reconnection. In the 0.6BP guide-field
case, a magnetic island, and thus a secondary X-point, emerges. Rather than plotting
both reconnection rates, Ez from the X-point with the greater reconnection rate is used.
As shown, the reconnection rate in the 0.6BP briefly exceeds the reconnection rate in all
other cases. This occurred shortly after the emergence of the second X-point. It is to be
noted that the locations of the X-point here were tracked and Ez was sampled at those
locations, whereas in Fig. 2.4 Ez was simply sampled at the centre of the simulation
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domain. Since the X-point starts to move for Bz0 = 0.6BP , tracking of the X-point
location becomes necessary to accurately measure the reconnection rate.
Figure 4.3: Plots of the contributions of different terms in the generalised Ohm’s
law to the out-of-plane electric field along cuts through the current sheet along the
x-axis through X-point. The vertical line in each plot marks the horizontal position of
the X-point, as determined by tracking the magnetic null. Solid black lines show the
out-of-plane electric field (not including the advective electric field component), green
dashed lines show the contribution of the divergence of the pressure tensor, red dashed-
dotted lines show the contribution of the convective inertia, and blue dotted lines show
the contribution from the rate of change of bulk inertia. Solid grey lines represents a
summation of the contributing terms.
Changes in the shape of the current sheet and reconnection region with increasing guide-
field in X-point collapse are discussed in Ref. [144]. However, it was not investigated
how these changes affected the reconnection mechanism, which is one of the goals of this
investigation. Similarly to Ref. [77], cuts were made through the widths of the current
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Figure 4.4: The three consecutive rows of plots show the time progression the current
density, the dominant component of the convective inertia, vex
duez
dx
, and the Q-value
respectively. Superimposed on all plots is the in-plane magnetic field, and panel g),
h) and i) also show electron velocities as well as coloured areas where the Q-value is
greater than zero, indicating the existence of a vortex. The lengths of the arrows next
to the plots represent the greatest speeds reached, in each panel approximately 0.22c,
i.e. 2.2vae0. The simulation times, indicated on top of individual panels, were chosen
around the occurrence of island and vortex formation.
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sheet, at the X-point, to show Ez at locations along the reconnection region. The terms
in the generalised Ohm’s law contributing to Ez were calculated. Since for greater guide
field cases, electron speeds in the simulation reached increasingly relativistic speeds
(see section 4.5), the modified Ohm’s law (see Eqn. (4.4) was used. For each guide-
field case, cuts were taken when peak reconnection was reached, as shown in Fig. 4.3.
This progression of plots shows that, for greater guide-fields, the convective inertial
contributions become increasingly asymmetrically distributed relative to the X-point.
This can be interpreted as shear-flows tilting the flow across the diffusion region but not
quite forming a vortex. The pressure tensor terms remain the dominant contribution
at the X-point up to guide-field strengths of 0.4BP , but their area of influence gets
increasingly narrow. This can be understood in terms of the increased shear flow: As
the electron flow speed along the current sheet increases, electrons that normally would
have been undergoing meandering motion in the diffusion region (i.e. adding to the
pressure-tensor tensor contribution) are now accelerated outwards and thus contribute
to the convective inertial term instead. This is in line with the theoretical prediction
stated in Eqn. 4 in Ref. [48].
In the case of a guide-field of 0.6BP , a shift in the previously observed dynamics occurs.
After the formation of a magnetic island, and thus a secondary X-point, a significant
contribution to the reconnection electric field is made up by the convective inertia term.
As shown in the final panel of Fig. 4.3, both the pressure tensor and convective inertia
contributions to the electric field are now highly asymmetric across the current sheet
along the lower X-point (interestingly this asymmetry is reversed at the upper X-point).
This change in dynamics is coupled with the emergence of an electron flow vortex in
the proximity of the X-point. Fig. 4.4 shows the time evolution of the relevant quan-
tities during this shift of dynamics. Closer analysis shows that the convective inertial
contribution to the reconnection electric field at the X-point is mainly provided by the
component vex
duez
dx . Panels d), e) and f) of Fig. 4.4 show the evolution of this term
superimposed on the in-plane magnetic field. As shown in panel d), which corresponds
to a time shortly before the reconnection peak, this contribution initially plays a role
only adjacent to the current sheet, similar to the contributions of the convective inertia
in panels a), b) and c) in Fig. 4.3. However, as shown in panel e) of Fig. 4.4, this con-
tribution shifts to the location of the X-point and also the location where the secondary
X-point is formed, thus playing a role at both reconnection sites.
Fig. 4.4 panels a), b) and c) shows the evolution of the out-of-plane electron current
density (jz) and the in-plane magnetic field. As shown, after the formation of the mag-
netic island, a strong current starts to develop at its centre. This can be attributed to
the compression of the magnetic field, and thus increased curl of the magnetic field, due
to the continued reconnection at the two X-points, as explained in Ref. [159]. Further,
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in panels g), h) and i) of Fig. 4.4 the electron motion at the same time steps is shown, as
contour plot of the Q-value. This value represents a Galilean-transformation invariant
measure of vortical flow [154–156], defined as the second invariant of the velocity gradi-
ent tensor, ∇v, given by equation 4.5. When greater than zero, the Q-value indicates
the existence of a vortex. While in panel g) there exist only a shear flow, as predicted
by the nature of guide-field reconnection, in panel e) it can clearly be seen that a vorti-
cal flow emerges in the vicinity of the X-point. The vortex visible in the velocity field
and the Q-value show good correspondence. Thus, panels b), e) and h) demonstrate
that in this reconnection simulation, an increased reconnection rate, and the emergence
of a secondary X-point, is brought on by a convective inertial contribution to the re-
connection electric field, which is coupled to the emergence of an electron flow vortex.
This strongly suggests that the vortex reconnection mode, as described in Ref. [38, 81],
rather than only X-point collapse, facilitates the reconnection process. As shown by the
arrows on the panels, electron flow speeds exceed the electron Alfvén speed ( 0.1c), as is
required for an increase in reconnection rate due to vortex interaction to occur [80, 151].
Panel f) and i) show the state of the convective inertia contribution and electron motion
shortly after peak reconnection. As shown, multiple vortices have formed spreading in
a somewhat chaotic fashion along the current sheet. The 3D equivalent of this outcome
is investigated in section 4.4.
4.4 Reconnection Dynamics in 3D
As described in the previous section, the reconnection dynamics of a standard X-point
collapse simulation are significantly altered by the inclusion of an out-of-plane guide-field
of a strength close to the in-plane field, i.e. Bz = 0.6BP . While the formation of a vortex
and magnetic island occurred in a straight-forward fashion when the system reached peak
reconnection rate, shortly after the system developed into a chaotic state. To see what
these dynamics may correspond to in a real reconnection event, the ignorable direction
z was extended out-of-plane to make a 3D reconnection setup. While an analysis of
the term breaking the frozen-in condition was not possible here, because no universally
agreed definition of 3D reconnection rate exists, finding similar dynamics to the 2.5D
case would represent strong evidence that a similar shift from X-point collapse to vortex
induced reconnection occurred.
Fig. 4.5 shows the time progression of electron current density and the Q-value, rep-
resenting electron flow vortices. The snapshots for the panels in Fig. 4.5 were taken
to show the progression of island and vortex formation, which occurred slightly earlier
than in the 2.5D case. The electron current density is represented by an isosurface (i.e.
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Figure 4.5: In the ver-
tical direction, panels a),
c) and e) show the time
evolution the 3D out-
of-plane current density
(jez) at t = 337ωpe, t =
362ωpe and t = 387ωpe.
Current density is repre-
sented as an isosurface of
2/3 the maximum cur-
rent density at the re-
spective time. Again,
in the vertical direction,
panels b), d) and f)
show isosurfaces of the
Q-value (see Eqn. (4.5))
at the same times in the
simulation. For clar-
ity, isosurfaces left of
the current sheet are
coloured in blue and iso-
surfaces right of the cur-
rent sheet are coloured








times shown were cho-
sen around the time of
island/vortex formation,
which occurred slightly
earlier in the 3D case.
a surface of a where the current density is of a constant value) of values approximately
two-thirds of the maximum current density at each snapshot. As shown in panel a), at
first the current density has the shape of standard current sheet, as would be the case
for zero guide-field. However, in panel c) the current sheet starts to fragment, eventu-
ally leading to a tubular structure as shown in panel e). Similarly to the 2D case, the
locations of elevated current density correspond to the centre of a flux-tube, which have
been shown to be the 3D equivalent of magnetic islands [160], where magnetic fields are
compressed and currents are increased [159]. Interestingly, while the initial fragmen-
tation in panel c) appears to be random, the final isosurface shows a distinct tubular
structure. Further, rather than connecting back on itself, as would be the 3D equivalent
of panel c) in Fig. 4.5, the current density is tilted along the y-axis, similarly to studies
of 3D reconnection with a guide-field in a tearing-mode setup [103].
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A further difference in the 3D results can be seen in the evolution of the Q-value, as shown
in Fig. 4.5, panels b), d) and f). Each snap-shot shows two isosurfaces where the Q-value
exceeds zero. Yellow shows the isosurfaces for positive Q-value on the right hand side
of the diffusion region (i.e. right of the x=0 line), while the blue isosurfaces correspond
to positive Q-values on the left hand side of the diffusion region. This distinct colour
scheme was chosen to clearly represent the arrangement of vortical flows throughout
the simulation domain. Panel b) represents the initial instance of vorticity, and, as for
the current density, there initially appears to be no distinct structure. However, as
seen in panel f), eventually two sets of distinct vortex tubes emerge on each side of the
diffusion region, tilted in opposite directions. Again, this represents a structure that
could not be adequately represented in a 2.5D simulation, and only the 3D simulation
reveals the orderly, realistic dynamics. This gives new insight into panel i) of Fig. 4.4,
as this apparently disordered arrangement of vortical flows actually corresponds to well-
defined structure in 3D. The motion of the vortex tubes in the plane appears to be in
the opposite direction of the in-plane shear flow along the current sheet, which seems to
contradict basic theoretical considerations of the motions of vortex tubes in shear flows
[161]. However, this is in fact a misconception as the vortex tubes move downwards,
along with the bulk electron current flow. Due to their inclination relative to the z-axis
the illusion of motion in the xy-plane is created.
Figure 4.6: As in Fig. 4.5 panel f), showing vortical flows in 3D simulation runs with
a guide field of 0.6BP according to the Q-value at t = 387ωpe. Panels use perspectives
as indicated by axes. In panel a), the dashed lines signify the distance of vortex tubes
from the centre of the domain and thus from the centre of the diffusion region. Dashed
lines in panel b) are inclined at the calculated value of θ, based on Eqn. 4.6, and show
a strong correspondence with the inclination of vortex tubes.
Following the analysis of tilted (oblique) current sheets in Ref. [157], panel a) of Fig.
4.6 shows vortex tubes as they appear in the xz-plane. Dashed lines on plots signify
the locations of vortex tubes, which are shown to be left and right of the centre of the
domain. By taking the mean value of the strengths of the sheared magnetic field, By,
and the magnetic guide-field, Bz, at these locations, a prediction for the angle of the
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oblique modes, according to Eqn. 4.6, is found to be θ = ±16◦. Panel b) of Fig. 4.6
shows vortex tubes, as they appear in the yz-plane. Here, dashed lines in the plot are
inclined at the calculated value of θ, effectively representing the inclination of the out-
of-plane magnetic field. As shown, there exists a clear correspondence between the tilt
of the vortex tubes and θ. Unlike in Ref. [103, 157, 158], where a tearing-mode setup is
used, it is not possible in X-point collapse to relate the locations of oblique structures
to initial simulation parameters since X-point collpase is inherently time dependent and
the width and shape of the diffusion region is not fixed by the setup. Further, as there
is no asymptotic magnetic field, there is no limit on the angle of obliqueness. However,
by taking the By profile across the diffusion region during vortex formation to be of the
form B′0x/λ, where λ is the half-width of the diffusion region, and noting that Bz across
the diffusion region is approximately constant, while By ≈ Bz at the diffusion region
edge, we arrive at a distance relation similar to Ref. [157], given by xs = λ tan(θ).
This gives the distance of the oblique vortex tubes from the centre of the domain as
xs = ±0.3λ. In physical distance, this equates to approximately xs = ±0.03m, based on
the measured width of the diffusion region, and is a good match as shown in panel a) of
Fig. 4.6.
4.5 Particle distribution function dynamics
Fig. 4.7 shows the distribution functions for electron particle velocities in the 2.5D
simulation runs for different guide-field cases. Electrons and ions initially have opposite
velocities in the z direction and are oppositely accelerated by the reconnection electric
field. In each case, the three lines on the plot show velocity distributions at the start
of the simulation, velocity distributions at peak reconnection and at the end of the
simulation.
It can be seen that for greater guide-field cases, increased out-of-plane electron accel-
eration is observed. In the 0.6BP guide-field case a bump-on-tail distribution in vez
emerged at peak reconnection, stretching into the relativistic regime, and subsequently
flattened out again. A similar effect was observed in simulations in Ref. [62], Fig. 6,
when an increased stress parameter of α = 2.24, was used in a 2.5D simulation of closed
boundary X-point collapse. This indicates that there is an equivalence to using greater
initial guide-fields and greater initial stress in the in-plane magnetic field.
While electrons in the zero guide-field case experience lesser acceleration in the z-
direction, the acceleration of ions is in fact greater, leading to a slight bump in viz.
However, the acceleration of ions in the y-direction in the 0.6BP guide-field case greatly
exceeds that in the zero guide-field case. This implies that ions are moved out of the
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Figure 4.7: Panels show as indicated the electron and ion particle velocity distribution
functions for guide-field cases of 0BP and 0.6BP in the 2.5D simulation runs. Black
lines show the distribution functions at the beginning of the respective simulation. Dark
grey lines show the distribution functions at peak reconnection, i.e. t = 250/ωpe for zero
guide-field and 425/ωpe for the 0.6BP guide-field case. Light grey lines show distribution
functions at the end of the simulation, i.e. t = 500/ωpe. Particles included in the plots
were chosen from an area around the diffusion region, i.e. (−2c/ωpe) < x < (2c/ωpe)
and (−8c/ωpe) < y < (8c/ωpe).
diffusion region faster in the 0.6BP guide-field case and thus experience less out-of-plane
acceleration by the reconnection electric field, which explains the reduced acceleration
in the z-direction.
Equivalent results for 3D simulation runs are shown in Fig. 4.8. While it was not possible
to determine the time of peak reconnection in this case, intermediate time steps for the
distribution function were chosen to be the points when the reconnection current reached
a peak value, which was shown to approximately correspond to peak reconnection rates
in 2.5D simulations of X-point collapse [144]. For high guide-fields, peak current was
reached sooner in the 3D case than in the 2.5D case, as is consistent with the earlier
onset of vortex formation. Although time-scales of processes were affected, the resulting
distribution functions are notably similar, including features such as the bump-on-tail
distribution in the out-of-plane electron velocity in the high guide-field case. This result
shows that, while different dynamical features can emerge in the 3D case, a high degree
of correspondence exists in the bulk particle acceleration.
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While there are some differences in the plots, these appear to be the result of a mismatch
in the simulation times of snapshots considered. For example, viz in the low guide-field
case and vez in the high guide-field case seem to vary only in the intermediate distribution
function, while the initial and final distributions take on mostly the same shape. They
thus show the same progression shifted in time. For vex in the high guide-field case two
distinct bumps appear in the final snapshot of the 2.5D simulation, while in the 3D case
they have already thermalised by the time of the final snapshot, again showing that
reconnection proceeds slightly faster in 3D.
Figure 4.8: Panels show as indicated the electron and ion particle velocity distribution
functions for guide-field cases of 0BP and 0.6BP in the 3D simulation runs. Black lines
show the distribution functions at the beginning of the respective simulation. Dark grey
lines show the distribution functions when peak reconnection currents were reached,
which occurred in both guide-field cases at around t = 375/ωpe. Light grey lines show
distribution functions at the end of the simulation, i.e. t = 500/ωpe. Particles included
in the plots were chosen from an area around the diffusion region, i.e. (−2c/ωpe) < x <
(2c/ωpe) and (−8c/ωpe) < y < (8c/ωpe).
4.6 Conclusions
By studying X-point collapse with open boundary conditions and an out-of-plane guide-
field close to the strength of the in-plane field, new insights have been gained into the
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specifics of reconnection dynamics. Using 2.5D simulations it was shown that recon-
nection dynamics were significantly altered due to the increased induced shear flow. It
was shown that, while the increased guide-field initially suppressed the reconnection
rate, later in the simulation a brief period of peak reconnection was attained where the
reconnection electric field exceeded that of lower guide-field cases. The reconnection
electric field at this point was substantially supported by the convective inertia term in
the generalised Ohm’s law, rather than the divergence of the pressure tensor (see Fig.
4.3). This stands in stark contrast to previous studies of tearing-mode reconnection with
a guide-field, where no change in the reconnection mechanism was observed. The shift
in reconnection mechanism during peak reconnection coincided with the formation of
a secondary X-point, as well as an electron flow vortex (see Fig. 4.4). It is concluded
that, due to the induced shear-flow along the current sheet, vortex-induced reconnection
takes effect, allowing for the change in reconnection dynamics.
While particle velocity distribution functions show that bulk particle acceleration pro-
ceeds in a similar fashion in 2.5D and 3D simulations (see Section 4.5), in the high
guide-field case 3D structures emerged that are not present in the 2.5 simulation. At
later simulation times in the 2.5D simulation the vortical flows took on an apparently
chaotic shape. However, when the simulation setup was extended into 3D geometry,
vortical flows where shown to self-assemble into oblique 3D tubes, taking on a distinct
structure that cannot be represented in a 2.5D simulation (see panel (f) of Fig. 4.5).
Similarly, magnetic flux-tubes (i.e. magnetic islands in 2D ) and tubular regions of ele-
vated current density appeared to be sheared along the z-direction. It was shown that
the tilt angles of the vortex tubes correspond well with predictions for tilts due to oblique
modes, as discussed in Ref. [103] (see Fig. 4.6). As oblique modes are suppressed in
2.5D simulations, this further shows that the emergent structure observed is unique to
the 3D case.
Since purely 2D reconnection setups are an unlikely occurrence in nature, guide-field
reconnection setups, and their induced shear flows, are important aspects of the study
of magnetic reconnection and are likely to be needed to accurately model reconnection
scenarios in the solar corona and the Earth’s magnetosphere. As discussed in Ref.
[152], vortex formation due to shear flow have already been observed in the Earth’s
magnetosheath. We hope the results of this study may further the progress in this field
and other studies of reconnection where guide-fields could lead to large shear flows. We
hope to inspire the further investigation of vortical flows in in-situ observations to see if




5.1 The observational features of X-point collapse and tearing-
mode reconnection in 2.5D
Since Sonnerup’s initial formulation of the quadrupolar field of magnetic reconnection
there has been no attempt to extend upon this out-of-plane magnetic signature of mag-
netic reconnection. In the works presented in this thesis it was shown that a great
wealth of additional magnetic field structure can be exhibited in certain simulation
setups. Particularly in closed-boundary X-point collapse it was demonstrated that, in-
stead of a quadrupole, an octupolar out-of-plane magnetic field emerges in the diffusion
region, where the outermost components correspond to the ion currents. Despite two
orders of magnitude in difference of electron and ion masses, the out-of-plane magnetic
field components generated by ion flows are of the same order as those by electrons,
regardless of simulation size, and scale with the ion diffusion region size. This indicates
that this effect is likely to occur in real plasma under a comparable setup.
Further, by applying the same analysis to a tearing-mode reconnection setup, it was
shown that the effect was not limited to X-point collapse, but to regions on recon-
nection sites where the trajectories of ions are strongly curved. For a purely sheared
magnetic field, it was shown that, due to geometric considerations, additional out-of
plane magnetic structure was only generated in the out-flow region, where ion motion
was more strongly diverted. However, in both field configurations it was shown that
the detection of additional magnetic out-of-plane structure is detectable by a satellite
mission and should accordingly be accounted for in data analysis.
A further observational signature that appears to be unique to X-point collapse is the
generation of high frequency out-of-plane electric field oscillation at the X-point and
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EM wave generation, prior to reconnection onset. This appears to be caused by a brief
period of oscillatory reconnection before the formation of the current sheet. Oscillations
shift from the plasma frequency to the upper-hybrid frequency and correspond to the
ordinary and the extraordinary mode on the plasma wave dispersion relation diagram.
A similar type of emission has been observed in radio waves in solar radio burst fine
structure spikes. The exact nature of the generation of this emission and its relevance
to natural sources is to be a matter of further investigation.
5.2 Effects of boundary conditions and guide-field on X-
point collapse reconnection dynamics in 2.5D
Two methods of maintaining a X-point collapse configuration in collisionless PIC sim-
ulation were explored by means of the two different sets of boundary conditions: firstly
a closed system was used, where super-particles and electromagnetic radiation are pre-
vented from escaping. This was accomplished by reflecting super-particles reaching the
boundary, and by imposing zero-gradient boundary conditions on both the electric and
magnetic fields in the x- and y-directions and forcing the tangential component of electric
field to zero, while the normal component of the magnetic field was kept constant. This
setup further determined that the points where magnetic field-lines meet the boundary
(i.e. foot points of flux-tubes in 3D) are fixed and thus restrain the geometry of the
reconnection region. In the second setup open boundary conditions were used, allow-
ing electromagnetic radiation and super-particles reaching the boundary to escape for
the system. In order to accomplish this super-particles reaching the boundary were
removed form the system and an algorithm was applied to cancel out electromagnetic
field oscillations at the boundary. A further effect of these boundary conditions is that
the initial magnetic field strength parallel to the edges of the simulation domain was
maintained, such that the saddle configuration of the magnetic vector potential was
maintained throughout the simulation, imposing an X-point like field configuration.
In the absence of a guide-field, both cases behave relatively similarly, although the
closed case is shown to exhibit a faster onset of reconnection, as well as a more dynamic
reconnection rate. That is to say, after reaching a peak value, the reconnection rate
in the open case went on steadily, whereas the one in the closed case it dropped and
rose again. This evolution underlines the fundamental difference between the boundary
cases: one allowing free magnetic field evolution while the other limits the amount of
reconnected flux. Both boundary type simulations exhibited many of the established
features of 2.5D reconnection observed in tearing-mode setups, including the formation
of current sheets, a quadrupolar out-of-plane magnetic field, and it was shown that the
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term in the generalised Ohm’s law, providing the reconnection electric field was the
divergence of the electron pressure tensor.
When employing out-of-plane guide fields it was shown that for the closed boundary
case, reconnection was greatly inhibited and sporadic, even for small guide-fields. In
the open case, changes in reconnection rate remained smooth and increasing values of
guide-field lead to increasingly delayed onsets of reconnection and shear flows along
the current sheet developed, as has been demonstrated in tearing-mode reconnection.
For a guide-field close to the strength of the in-plane field however, a transition in the
reconnection dynamics occurred. A second X-point emerged, creating a magnetic island
between it and the original X-point, as well in-plane vortical electron flows, which were
studied using their Q-value. Further, the component supporting the reconnection electric
field shifted to the spatially dependant inertial term, marking distinct transition in the
reconnection physics. It is concluded that the increased shear flow due to the guide-field,
which was now significantly in the relativistic regime, resulted in the onset of vorticity
induced reconnection, causing the observed changes in dynamics.
5.3 The 3D structure of the X-point diffusion region
By extending the open boundary case into the third spatial dimension, for both zero and
the high guide-field case, a clearer understanding of the true reconnection dynamics was
gained and non-trivial changes were demonstrated in the high guide-field case. While
the zero guide-field case exhibited no significant structural changes, the vortices that
emerged in the high guide-field case in 2.5D now took the form of vortex tubes at oblique
angles, parallel to the magnetic field. The vortex dynamics, which appeared chaotic in
the 2.5D case now took and orderly shape in the form of two tubes at opposite sites of
the current sheet, tilted in opposite directions. It is concluded that this 3D structure is
of a similar nature to oblique current-sheets, generated by oblique tearing-modes in 3D
Harris-current sheet type setups. Nevertheless, velocity distribution functions compare




The works in this thesis are based on a vast body of theoretical and numerical modelling
of efforts of magnetic reconnection, as well as observation of relevant physical effects
in nature and laboratory experiment. The goal was to both extend and complete the
existing framework by studying a regime that had previously been overlooked, i.e. X-
point collapse. During this process, a number remarkable new physical features were
discovered, as well as many similarities to previous simulations using different setups.
While the work presented in this thesis is both original and unique, it effectively rep-
resents a piece in the puzzle of complete understanding of the reconnection process in
nature and its role in the dynamics of the solar atmosphere. However, several conclusions
can be drawn about that have general implication to the field of solar coronal physics:
• X-point collapse was shown to be a viable mode of fast reconnection with unique
features. As such interpretation of physical reconnection events should not be
limited to comparisons with tearing-mode reconnection simulations, which has
been a common practice up to date.
• New observational signatures of reconnection have been discovered, adding to the
means by which reconnection can be identified in nature, such as in the Earth’s
magnetotail, and it is important that those working in observation and data anal-
ysis are aware of them.
• It was concluded in previous studies that the effect of guide-field on magnetic
reconnection does not have an effect on which term in the generalise Ohm’s law
is sustaining the reconnection electric field. This conclusion has been challenged
here, as it was shown that a sufficiently large guide field can drastically alter the
reconnection process. This effect should be accounted for by the solar physics
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community when planning further simulations, and more importantly when inter-
preting observational or experimental data. Further, the relevance of this effect in
solar-flare triggers is to be considered.
• Several numerical and analytical tools have been used in this study, which are
uncommon in the field of solar physics. With the works presented here, it is hoped
that the the use of flux-conserving boundary conditions, as well as the use of the
Q-value for vortex detection, borrowed from fluid dynamics, will become more
common within numerical works in the solar community.
There are a number of ways in which this investigation could be extended. Future works
on this subject may include:
• X-point collapse in this study was modelled in a purely symmetric setup. Several
studies of tearing-mode reconnection have demonstrated the importance of initial
asymmetric particle densities across the current-sheet (e.g. [162, 163]). Simula-
tions could be extended to investigate these effects.
• The discovery of electromagnetic wave generation preceding the onset of quasi-
steady reconnection in X-point collapse, as discovered in the simulations presented,
could be of importance to observable reconnection signatures, and should be stud-
ied in greater detail, establishing clearly their connection to the initial compression
of the X-point and the period of oscillatory reconnection.
• The octupolar out-of-plane magnetic field structure discovered in the simulations
has not been officially observed, but could be present in the existing data taken in
fly-by Cluster missions, similarly to the quadruplolar field (see Ref. [32]). A thor-
ough analysis of the Cluster data should be conducted to determine if equivalent
evidence for the octupolar field also exists.
• While the generating currents of the octupolar out-of-plane magnetic field have
been determined and a parametric study was conducted on system size and mass-
ratios of electrons and ions, the effect still lacks a purely theoretical framework.
Dai’s model of the quadrupolar magnetic field as an Alfvén resonance eigenmode
(see Ref. [136]) lends it self to a multipolar extension when higher modes are
included. Work has been done in comparing the results of this model to simulation
results but no conclusions have been derived yet.
• Allowing for the system to evolve in the out-of-plane dimension lead to new results
relating to X-point collapse (as discussed in Chapter 3), but due to computational
limitations these results are still in their infancy and should undergo more exten-
sive, parametric studies and analysis.
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Appendix A
Explicit and Implicit PIC solvers
As discussed in Ref. [52] there are two types of field/particle solvers. In explicit solvers,
such as the leap-frog scheme, the electric and magnetic fields defined on grid points
from the previous time step are used to determine the acceleration of particles and
accordingly to update particle positions on the simulation grid. This can be illustrated
by the following one-dimensional formulation for a single super-particle:
ai = F (xi)/m,
vi+1/2 = vi−1/2 + ai ∆t,
xi = xi−1 + vi−1/2 ∆t,
(A.1)
where the index i denotes the number of the time-step and F (xi) the force experienced by
the particle at location xi. Solvers of this type however contain an inherent inaccuracy
since the forces used correspond to a previous point in time and thus the size of the
time-step used is of crucial importance. In order to compute all the relevant physics,
the simulation time-step, ∆t, is set to be sufficiently small to resolve electromagnetic
and plasma waves, i. e. c∆t < ∆l and ωpe∆t < 2, where ∆l represents the length of
a simulation grid cell. It is to be noted that the accuracy also depends on the solver
itself, which in the case of a leap-frog algorithm is to second order. However, for certain
plasma modelling approaches, such as the Vlasov-Darwin model, the use of explicit time
integration unconditionally results in the instability of the code (see Ref. [164]), thus
creating a need for more accurate solvers.
In an implicit solver the forces used in the particle pusher correspond to the same time-
step, leading to a more accurate representation of the particle motion and stability in
a greater range of plasma calculation methods. Thus, generally a smaller time-step is
required for particle dynamics and energy to be conserved. However, implicit solvers
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are generally also more computationally demanding, often relying on root-finding al-
gorithms rather than mere equation solving. Therefore there can be a computational
trade-off in using an explicit solver, despite the greater number of time steps. How-
ever, improvements to implicit solvers is an active field of research, including improved
analytical solutions and efficiency (for examples see Refs. [164, 165]).
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