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1 Introduction
A new branch that spans fields of physics, chemistry and materials science is nanoscience. Vast applications exist e.g.
in electronics, catalysis, sensors and coatings but also reach into environmental sciences, biotechnology and medicine.
“Nano” designates the size dimension of 10−9 meters (nm). Atomic bonds are on the scale of 10−10 meters (Å). The
special properties of nanomaterials arise from their size which is between 1 and 100 nm per definition. Objects in this
mesoscopic region consist of several hundred to a few thousand arranged atoms. This is too large for molecular behavior
but small enough that bonds and the atomic arrangement diverge from regular ones in infinitely expanded materials
(bulk). All material properties (e.g. mechanical, electrical, optical, thermal, etc.) ultimately result from the constituing
atoms as well as their bonds and their arrangement. Hence the properties change by altering the size and shape of nano-
objects. This means that well established constant material properties as tabulated in text books and material databases
actually change at the nanoscale. The aim of nanoscience is therefore to control and take advantage of novel material
properties. To achieve this three serial steps can be identified:
1. Produce nano-objects of defined size and shape in a controllable and reproducible way
2. Measure and understand the properties
3. Tune these properties in a desired way for application
An example for phenomena at the nanoscale is the size-dependent change of the melting point: The melting temperature
is usually regarded as one of the fundamental material properties. At the nanoscale, however, it changes with decreasing
dimensions of the melting object. Several metals in the form of nanoparticles have been proven become liquid at lower
temperatures than known for the bulk. As many size-dependent effects at the nanoscale the melting temperature depends
reciprocally on the size; thus it drops smoothly with decreasing size. The melting point of a 5 nm gold particle is, for
example, decreased by 20 % [1, 2] and other materials and phase transitions exhibit even stronger changes. Another
phenomenon is nano phases which have a different structure and properties than the bulk phase. Zirconium dioxide, for
example, adopts a tetragonal structure in the nano phase [3]. Direct applications of size-dependent phase transformations
can be conceived e.g. for stabilization of special structures with desirable properties or for liquid phase sintering with a
lower melting, nano-sized additive.
Historically metals and semiconductors have been a major scope of nanoscience largely because production and in-
vestigation are easier to accomplish for such materials. On the other hand size-effects depend on the bond-strength and
bond-nature which are stronger in inorganic compounds with their covalent-ionic bonds. A systematic investigation of
phase transitions in separated particles of such a material is not known in literature, except for a structural transition in
PbS2 last year [4]. Therefore such a study would be desirable and the findings could shed new light on the topic. Above
all, this will be an experimental challenge because the currently known investigation methods are not well suited for
compounds such as oxides.
In this thesis the focus is on the experimental investigation of size-selected, spherical nanoparticles of bismuth(III)
oxide (Bi2O3). The changes of phase transformations with size will be shown and compared to the existing models for
metals. The results will be used to outline a size-dependent phase diagram for Bi2O3. Furthermore a thorough com-
parison of existing melting models as well as a developed high-temperature chip calorimeter capable of characterizing
nanoparticles under various atmospheres, will be presented. The structure of this thesis is as follows: It begins with an
explanation of ambiguous yet important terms. Then the state of knowledge about phase transitions and reactions in
nanoparticles in general is described, followed by inorganic compounds and bismuth oxide in particular (chap. 2). Then,
the various models describing size-dependent melting will be tested on the experimentally well investigated material
gold. Several findings concerning meaning, use and application of the models will be given (chap. 3). It follows the
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experimental part which deals with the phase transformations of bismuth oxide nanoparticles. The three different trans-
formations solid-state, evaporation and melting are treated in separate chapters (chap. 4 to 7). In the subsequent chapter
8 the size-dependent transformations are combined to draw a schematic stability diagram of Bi2O3 at the nanoscale. A
separate chapter presents high-temperature chip calorimetry as a promising method for investigating inorganic nanopar-
ticles. The setup and mode of operation of the developped device are described and the experiments show its potential
for future works (chap. 9). The conclusion summarizes the findings of chapters 3 to 9 to obtain a conclusive picture of
the size-dependent phase transformations in bismuth oxide. Finally, future developments of experimental techniques as
well as sensible material scientific investigations will be outlined.
4 1 Introduction
2 Background
Thermodynamic effects like melting, evaporation, structural phase transitions and redox-reactions as well as related
properties like morphology, density and surface energy of bismuth oxide nanoparticles are in the scope of this thesis. No
magnetic, spin electronic or other types of transitions will be treated.
2.1 Surface energy and surface stress
As it will be seen in the following chapters, surfaces play a key role in the unusual behavior of nanosized materials. There
are different methods and vocabulary used throughout the literature to describe them. For this reason this chapter shall
introduce and clarify this field as it is indispensable for the following description of phase transitions in nanoparticles. In
the next section 6 the problems and limits of the approach are outlined.
Two terms are frequently used to describe borders of particles: Interface and surface. Interface is the more general
expression which also incorporates surfaces. It refers to the boundary between two phases regardless of their aggregate
state. The most common case when describing particles is the interface between a condensed phase with the surround-
ing gas atmosphere. This special kind of interface is called a surface. Any other case, where two condensed phases meet is
termed ’interface’ .
The structure, bond strength and bond length at and close to an interface is different compared to the bulk constellation
which affects quantities like the local density and entropy. For metals these differences occur approx. 1-3 atomic layers
below the surface, but could be higher for materials with covalent bonds [5, 6]. Ergo, an interface has a small, but non-
zero depth and the quantities change continuously (or in steps of atomic layers) across the interface region. Additionally,
differences near the interface can have a considerable influence on the (small) volume of nanoparticles. The traditional
framework of thermodynamics deliberately ignores these details. They are summarized in excess quantities which are
completely ascribed to the border between the phases, without any volume. The thermodynamic behavior of interfaces is
described by two quantities: Surface/interface energy γ and surface/interface stress σ. Much confusion and inaccurate
use of terminology can be found concerning the use of these two terms (see discussions in references [7, 8, 9]). Espe-
cially because a third term, surface tension, is in use for both meanings. Surface tension was first used by J. W. Gibbs to
describe the surface of liquids. Confusion began when Gibb’s derivations were transferred to solids.
The meaning and relationship will be explained now for the isotropic case of a surface. γ is the specific surface excess
free energy and has units of energy per area. γ times the area is the total excess energy of a particle which is wholly
attributed to the surface; it is the energy required to create a new surface. It can be thought of as the energy of the
unsatisfied (dangling) bonds on the surface, but it also includes disorder, reorganization and strain-induced excess. σ is
the scalar of stress in plane of the surface and also has units of energy per area. This is the work required to alter a given
surface by elastically deforming it. Surface stress imposes a pressure onto the interior of the particle [10]. These two
surface quantities are related via the Shuttleworth equation [11]: σ describes the change of the total surface energy γA
for an infinitesimal change in its area, e.g. when the surface tangentially strains:
σ =
d(γA)
dA
= γ+ A
dγ
dA
(1)
The molecules of a liquid are free to move and therefore cannot sustain a bond stress. Thus, the second term in equation
1 is zero and the surface stress is equal to the surface energy (e.g. > 0). Solids can sustain stresses. Thus, the second
term is significant. Depending on its sign, σ can be either positive or negative, whereas the surface excess energy remains
always positive.
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The tangential stress on the surface causes a pressure change 4p in the volume of particles, which is reflected in the
capillary equation for a spherical particle of diameter D:
4p = 4
D
γ (2)
For a liquid particle this is the capillary pressure (Young-Laplace) equation and 4p is always positive. Analogously the
equation also helps to imagine that for a solid particle the internal pressure can be either positive (compressive) or
negative (tensile), depending on the sign of σ. The volume of the solid reacts on such a pressure like any solid material
by (lattice) contraction or expansion. The amplitude of the strain depends on the particle size with an 1/D dependence
[10]. But the use of equation 2 for solids is wrong (section 2.1), because it is a stress and not a pressure that causes this
strain in the lattice. In nanoparticles of noble metals the lattice is long known to contract. The atomistic explanation is as
follows: On the surface the bond order and consequently the electron density is reduced. The surface atoms attempt to
level this by reducing their interatomic distance. The contraction causes the surface atoms to be in positive surface-stress.
In many oxides and compounds the lattice has been reported to expand, which is caused by a negative surface-stress.
The reasons for such negative values are related to a more complex (and anisotropic) surface structure and can not be
generally answered. For more information see reference [12, 13].
Following the outlined derivation into the other direction makes it possible to calculate the mean surface stress and
the surface energy from the measured lattice contraction in nanoparticles [14, 12, 15].
4V
V
=−4 σ
E D
(3)
E is the bulk modulus and V is determined by the lattice constants a, b, c. This method is sometimes called the size-
dependent lattice parameter (SDLP) method. The surface excess free energy can be calculated from enthalpies of drop-
solution calorimetry measurements and thermodynamic cycles [16]. Which quantity is to be used depends on whether
a new surface is being created (γ) or an existing surface is being modified (σ). For high temperature phase transitions
of nanoparticles we assume an equilibrated state without external stresses. The relevant quantity for describing the
size-dependent change of the state variables is thus the surface energy γ.
Limitations
Except for bulk single-crystal studies the common experimental data provides only scalar averages of strain and stress
and averages of energy. That’s why mean surface energy and mean, isotropic surface stress will be used throughout this
work. Though scalar values are used one should not mistake this (like it has happened in the past) with the correctness
of the capillary equation for liquids in solid particles (compare eq. 2). As explained by Weissmüller [6], the pressure
jump inside a liquid is caused by the local curvature r which is absolutely constant in a droplet, just as γ. This is not the
case for a crystalline, faceted particle. It consists of many different planes as well as edges and corners. So 4P would
be locally different. In fact a surface plane i has a specific γi and no curvature, so 4P would be zero. Furthermore the
stress in a solid can not be explained by the scalar γ. In contrast to γ the surface stress is a second rank tensor (for a
plane surface[10]) and it is different for every surface plane. So it is more sensible to work with a balance of surface
stress σ and volume stress to describe lattice changes in nanoparticles. Another point made by Weissmüller [6] is that
γ determined via the SLDP method from the lattice change in nanoparticles (as done in [15]) gives the energy which is
only related to the surface. This is different to the usual surface excess energy determined with calorimetry data which
incorporates any excess energy of a nanoparticle, not only the one from the surface.
Another problem is that equation 2 would describe the crystal size by a single value r. The equilibrium shape of a
small crystallite is faceted, i.e. it deviates from the ideal sphericity. Each facet has a different surface and thus different
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γi . Only the Curie-Wulff theorem can justify the use of an equivalent radius to describe the size of a solid crystal. It
establishes the relation of the surface energy of separate facets γi to the mean value of the entire particle γ [17]:
γi
hi
=
γ
r
(4)
where hi is the distance from the center of an equilibrium shaped crystal to its i-th facet. The radius r is the one of a
sphere with the same volume as the crystal. Equation 4 makes it possible to describe a crystal with only the dimension r
and an average surface energy but it requires the particle to have the equilibrium shape. All the thermodynamic models
which were and will be presented make use of this theorem.
The limit of this approach to describe surfaces is actually reached within the nanoscale for several reasons: Closer con-
sideration shows that many nanoparticles (especially those synthesized by wet-chemical routes near room temperature)
do not posses the required equilibrium shape. So the total surface energy will be higher and Wulff theorem can not be
applied. What is more, the surface regions of nanosized particles are only nanometers apart, so the influence from the
surface (e.g. surface-induced volume stress) affects the entire interior. Consequently, the free energy state of the interior
is higher than the known bulk reference value. When the surface excess energy over the bulk reference of such particles
is measured (usually by calorimetry), it will be (a) higher and (b) incorporate contributions from the surface and from
the interior. This is one reason for frequent discrepancies between different studies and sizes.
Another reason are surface adsorbates or surface defects. Under ambient conditions this can change the surface
properties completely. For oxides dissociatively adsorbed water reduces γ [18] and causes more compressive σ. CO2 has
a similar effect. Oxides which can form carbonates tend to build a surface carbonate layer [13]. Superficial reduction
and oxygen vacancy formation is another effect which alters the surface regions of oxides [19]. Less is known for metals,
but as they are prone to oxidation most experiments with metal nanoparticles take place under high vacuum where such
problems are minor.
Another inferiority of the thermodynamic approach originates from ascribing the surface excess energy to a surface
without any depth. The position of the artificial surface should be chosen correctly within the real surface region in a way
that it correctly reproduces the particle’s behavior. In other words: The size and all depending parameters can have an
error which is as big as thickness of the surface region - typically around ±1 nm. This error becomes the more important
the smaller the particles are. Below a certain size the continuous regime ends and any thermodynamic description fails.
This is the size region of clusters which display a molecular-like behavior. Such clusters are not addressed in this work.
While the uncertainty of γ in liquid droplets is less than ±0.5%, Lee et al. estimated the range for solid γ to be ±10%
around the determined value for gold [20] and Zhang et al. [15] used error bars of approx. ±15%.
2.2 Phenomenology of size effects
Two kinds of size-dependent effects exist in small systems: Firstly, smoothly scaling effects related to the fraction of
low-coordinated atoms at the surface and secondly, quantum effects due to the completion of shells which show discon-
tinuous behavior (steps). The latter case can occur in particles < 10 nm. An illustrative example is the size dependent
fluorescence effect due to quantum confinement in silicon or CdSe nanocrystals [21, 22]. In the scope of this work is the
former kind which occurs in phase transformations of nanomaterials. The surface energy adds a total excess energy to
a nano-object that is proportional to the surface area. With that in mind, the principle of smoothly scaling size effects
can be understood by a simple geometric consideration. Figure 1(a) shows cubes which consists of atoms symbolized by
spheres. The edge length a is measured in number of atoms and the total number of atoms in the cube is a3 = N . The
surface area is 6a2 and the surface/volume ratio, e.g. the fraction of atoms at the surface is
A
V
=
6
a
=
6
N1/3
(5)
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(a) (b)
Figure 1: (a) The surface fraction in cubic particles made up of atoms. The atoms are symbolized by spheres. The fraction
of atoms at the surface is plotted over the edge length of the cube, which is the ’total number of atoms1/3’. The
three smallest cubes are depicted and the corresponding points in the plot are marked with solid circles. One
can easily count the number of atoms exposed to the surface. The fact that atoms on edges and corners are
even more exposed is not considered. (b) Melting point depression of gold nanoparticles, measured by Buffat
and Borel [1]. The points are measured melting temperatures and the solid line comes from a model describing
the melting point reduction. The identical shape of the curves in (a) and (b) testifies the dependency of the
melting point on the surface/volume ratio (surface fraction).
The respective curve can be seen in figure 1(a). It shows how the fraction of atoms at the surface increases proportionally
to 1/a. This proportionality holds for every shape; merely the proportionality factor changes (e.g. 3 for a sphere).
A
V
∝ 1
r
∝ N−1/3 (6)
A material property which is influenced by the surface excess energy must follow this dependency. As can be seen in
figure 1(b) this is exactly the case for the depression of the melting point of gold nanoparticles. The excess contribution
adds to the total free energy of the nanosized object. Therefore, less additional, thermal energy is needed to reach the
melting point. The relative change of the melting temperature follows a 1−1/r dependency. In the following chapter the
models for describing size-dependent phase transformations will show that the same relationship holds for other types of
transformations as well.
2.3 Phase transformations in nanoparticles
Knowing about the properties of surfaces and understanding the size-effect the peculiarities of phase transitions in
surface-dominated materials - e.g. nanoparticles can be described. As the heading of this work implies small parti-
cles are the objects under investigation, not thin films, rods or tubes. Even if such structures often behave in similar ways
with rather quantitative than qualitative differences.
A phase transition is a change from one stable state to another when changing the state variable like pressure and
temperature. The most common phase transitions are changes in the aggregate state: Melting and freezing as well as
evaporation and condensation. But also structural solid-solid, magnetic, electronic state or superconducting transitions
are possible. When the temperature is increased, the entropy rises. In ordered solids this change is much stronger than
in a disordered gas and liquids are between these extremes. Therefore, at a certain point (T ,P) the total free energy of
the solid (liquid) state exceeds the one of the liquid (gaseous) state. Hence a phase transition takes place. The regions
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of stability of the different phases, spanned by T and P, are graphically displayed in phase diagrams. The basis for
describing the properties and stability of phases in a thermodynamic way is Gibbs free energy G or the molar Gibbs free
energy, the chemical potential µ .
µ=

∂ G
∂ n

T,p
(7)
Here n is the number of moles of the pure substance.The boundary line of two adjacent, stable phases in a phase diagram
marks the phase transition. Along this line the two phases are in equilibrium with each other, which means that their
chemical potentials equal:  
µ(s∨˙l)T0,P0 =  µ(l∨˙g)T0,P0 (8)
Here s, l and g denote the solid, liquid and gaseous aggregate state, respectively and ∨˙ is the mathematical sign for
’exclusive or’. When describing phase transitions of nanoparticles the principles remain the same, but for a condensed
phase an additional term for the surface excess free energy γ on the surface A is added to G. At constant temperature
and pressure one finds
(G)P,T =
V
vm
µ+ Aγ (9)
The first summand is the usual volume (bulk) term, the second summand describes the surface free energy. For a bulk
material the second term is negligibly small. But as the surface-volume ratio increases for small particles (see chapter
2.2) the surface term contributes more and more to G. As G(s) and G(l) change (G(g) = const.) relative to each
other, the regions of phase stability and thus the phase transition temperatures change. So in addition to the usual
variables P, T and N the surface area A enters the equations and the free energy and chemical potential become area-
dependent (size-dependent). Note that the surface energy as it is described here is only correct if the surface excess
only depends on the amount of surface A while γ is constant. If γ was variable itself because it depended on the
global or local curvature (e.g. at an edge or corner), equation 9 would not be correct anymore. What is more, this
thermodynamic description breaks down at a certain size: Phase transitions are collective phenomena. One makes use of
thermodynamics to phenomenologically describe the behavior of a system comprised of a large number of identical parts
(atoms or molecules). With a lower number of atoms in a cluster a phase transition is less well defined. It is therefore
no longer sharp. Small clusters behave more like molecules than like bulk matter. Thus, the definition of a phase and
hence a transition temperature is not correct anymore. This is similar to the limit of the formalism to describe the surface
energy from chapter 2.1 on page 5. At the limit of the continuous regime the thermodynamic models, the desciption of
surfaces as well as the theory of phase transformations break down. Below that size a thermodynamic description fails
because the contribution of every atom is important to describe the cluster behavior. Such clusters are not addressed in
this work.
In practice working with nanoparticles evokes a lot of problems. Peculiarities of different syntheses often cause the size-
dependent properties to be superimposed by other factors like residual stresses, interface segregations, size-distribution,
non-equilibrium phases, impurities and surface adsorbates. Characterization in the nanoscale is also challenging and
many details remain hidden. The view on size-dependent behavior is therefore often blurred by several parasitic effects.
In the following sections the relevant phase transformations for this work: Evaporation, melting and solid state transfor-
mations in oxides will be elucidated. We will start with the liquid-vapor phase transition, since the isotropic properties
of melts make the models simpler and more accurate than in the melting case. Emphasis is put on melting as the most
common, most investigated and most discussed phase transformation. Finally, we will introduce the transformations of
different modifications in solid nanoparticles.
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2.3.1 Evaporation
In evaporation and also in melting the surface plays a decisive role because it is the surface from where condensed species
enter the gas phase. So it is always a process that depends on the surface properties, even if it is treated as a bulk property
in thermodynamics. This fact is independent of the particles size.
For a single component, two-phase system such as a liquid and a vapor of the same substance the phase boundary curve
is equivalent to the vapor pressure of the condensed phase (function of temperature). To calculate the phase boundary
one makes use of the Clapeyron equation which gives the slope of the vapor pressure ps.
dps
dT
=
4t rH
T4t rvm (10)
Here 4t rH and 4t rvm are the phase transition enthalpy and molar volume change during the transition, respectively.
With4t rH =4vH the heat of vaporization and the assumption4t rvm ≈ vm(v ) = RT/p the Clausius-Clapeyron equation
follows. It describes the temperature dependence of the vapor pressure:
d ln(ps)
dT
=
4vH
R T 2
(11)
R = 8.31447J/mol K is the gas constant. Evaporation is a first order phase transformation, so 4vm and ∆vH (∆vS)
show a gap at the transition temperature. If done by calorimetry, where the enthalpy of vaporization (DSC) or the heat
capacity Cp (AC- or modulated calorimetry) can be directly measured, Tv can be accurately determined. Because the heat
of vaporization is approximately constant over a wide range of temperatures one receives by integration from pressure
p1 at T1 to pressure p2 at T2
p2 = p1 exp

−4vH
R

1
T2
− 1
T1

(12)
If a p1, T1 point is known, e.g. at a phase transition in ambient pressure, one can calculate the vapor pressure/phase
boundary curve for the system.
The same considerations also apply to solid-vapor equilibria. A solid phase also has a vapor pressure which is not al-
ways negligible. However, many oxides decompose prior to reaching the melting point, even under atmospheric pressure.
This rather has to be described by redox-reactions than physical phase transformations (see chapter 2.4 on page 18).
After deriving the vapor pressure of bulk materials size-dependent changes for nanoparticles will be elucidated. If a
spherical nanoparticle with radius r, liquid or solid, is in equilibrium with its vapor, the vapor pressure is greater than
the same pressure of a planar surface. This was theoretically stated by Lord Kelvin in 1871 [23] and found repeated
experimental validation starting in the middle of the 20th century [e.g. 24]. It was initially derived for a liquid droplet
for which the condition of constant curvature and γ are always fulfilled. The so called Kelvin equation describes the
increase in vapor pressure of small droplets compared to the planar surface of the bulk.
ln
pp
ps
=
2γvm
r R T
(13)
So the logarithm of the vapor pressure of the droplet pp shows a reciprocal size dependence. Again, as described in section
2.1 for the Young Laplace equation (2) the thickness of the surface is non-zero, but expands over a few atomic distances.
When the droplet becomes sufficiently small compared with the actual thickness of the surface, the use of classical
thermodynamics and bulk γ become inaccurate. Hence the Kelvin and the Young-Laplace equation no longer apply.
For reasons also explained in the same chapter, the Kelvin equation can be equally applied to solids if one can assume
equilibrium shape. Sambles et al. [24] performed a TEM study of evaporating gold nanoparticles. They confirmed the
validity of the Kelvin equation for liquid and with less accuracy also for solid nanoparticles down to 10 nm. The history
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of other confirmations of the Kelvin equation can also be found in this article. Nanda et al. [25, 26, 27] presented a
method for measuring the size-dependent evaporation of free nanoparticles in a gas stream. Similar like determining the
onset of an event in a DSC they determined an onset temperature for evaporation which changed with initial size. With
help of the Kelvin equation (13) and a bulk reference they determined a mean value for γ of PbS, Ag and Au.
In aerosol science nucleation theory is an approved tool [28]. The inverse case of heterogeneous condensation can be
used to calculate the rate of evaporation of a substance from its vapor pressure. Free, levitating particles are considered.
When the concentration of particles is low, so that the size of the particles is much smaller than the mean free path, the
evaporation rate can be calculated from kinetic theory. In this case the Hertz-Knudsen equation gives the condensation /
evaporation rate F (number of molecules per unit time) for a component [29].
F =
dn
d t
=
α(p− pp)p
2pimmRT
A (14)
α, the accommodation coefficient, is often set equal to unity, but can be different, especially for a solid. A different
rate between solid and a liquid particles comes either from a different vapor pressure or α < 1 in the solid. mm is the
molar mass and A the surface from where evaporation can take place. The p− pp term is the driving force for nucleation
or evaporation. In the condensation case p− pp > 0 and gas molecules deposit on the surface (thus slowly increasing the
size and surface). In the case of evaporation p− pp < 0. Therefore F < 0 and molecules leave from the surface and the
particle shrinks. To describe the shrinkage one can change equation 14 to the following form [30].
dv
d t
=
vmα(p− pp)p
2pimmRT
A (15)
For very small particles pp 6= ps and pp has to be corrected by the Kelvin equation (13).
2.3.2 Melting
In melting, the surface plays a decisive role because it is the surface where the melting process is initiated. In a similar
way, defects and impurities in solids can also facilitate melting by serving as disturbances of the crystalline order - just
like a surface. This fact is independent of the particle size.
In analogy to evaporation, the first-order phase transformation from solid to liquid state in bulk happens at µ(s) = µ(l)
and can be described by the Clapeyron equation for the slope of the phase boundary.
dp
dT
=
4mH
T4vm (16)
As the heat of fusion (enthalpy of melting) 4mH is always positive and the molar volume change 4vm is also usually
positive and very small, the slope is steep. This means on the other hand that the differential quotient dT
dp
is small, thus
the pressure dependence of the melting transition is weak.
The intrinsic mechanism of melting is in many respects still unsolved and various melting theories exist [31]. For quite
successful quantitative description, Christian [32] defined melting as a nucleation and growth phenomenon: Formation
of liquid is followed by a movement and growth of the solid-liquid interface through the sample. For this endothermic
process it is known that it is normally initiated at solid surfaces, interfaces or defects. Once the heterogeneous nucleation
of the melt has started at a disturbance site, the liquid phase expands throughout the sample. Because the surface
always serves as seed for melting, it is hardly possible to overheat a substance. On the other hand, supercooling during
crystallization is common for the reason of lacking seeds in the homogeneous liquid. In some cases the surface can be
melted long before melting of the bulk takes place. Thermodynamically complete surface melting will occur whenever
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the solid surface is able to lower its free energy by turning into a sequence of two separate solid-liquid plus liquid-vapor
interfaces [33]. Thus when the following condition is fulfilled:
γsv > γsl + γlv (17)
Typical materials exhibiting surface melting are lead and tin. Since the γ values depend on the crystal plane, the condition
17 actually has to be met separately for every surface. Hence it varies not only from material to material but also from
surface to surface [34]. For many materials and surfaces the inequality in equation 17 is not true and either a very thin
quasi-liquid layer retaining a certain amount of order from the solid underneath or only a certain amount of disorder
appears close to the surface [35, 36, 37].
As expected, changes occur at the nanoscale. The phenomenon called melting point depression was theoretically
predicted by Pawlow in 1909 [38, 39] and experimentally shown in 1956 by Takagi and Mieko [40]. Since then numerous
experimental and theoretical studies have dealt with this topic. By now, it has become a well known phenomenon - at
least for metals. Figure 1(b) shows the values of the famous study on gold nanoparticles by Buffat and Borel [1]. The
reason for the decreasing melting temperature is the increasing relative amount of surfaces with low-bound atoms in its
vicinity. As illustrated in chapter 2.2 all such effects roughly follow a 1/D behavior. The confirmation of such behavior
is the representation as a straight line in a plot of Tm over the reciprocal size. Deviations from this straight line can
have several reasons which will be treated in the discussion of this work. There are a number of different models, most
of them based on an assumption of the melting process and then derived by the laws of thermodynamics. They all,
thermodynamic or not, share a basic form of the equation for the size-dependent melting temperature Tm
Tm = T0

1− X
D

(18)
T 0 is the melting temperature of the bulk, and X has to be substituted depending on the model. The 1/D dependence is
visible. All the current models haven been developed for metallic nanoparticles.
In the following sections several outstanding models will be described. They were all developed for metallic systems
with an assumed proportionality between the surface to volume ratio and the cohesive energy of a particle. A thorough
comparison on a test-system with several conclusions for their validity and use is performed in chapter 3.
Homogeneous growth model (HOG)
The simplest way of describing melting of nanoparticles is by taking the convention µs = µL , using chemical poten-
tials accounting for bulk and surface and introducing a size-dependence: The Gibbs free energy of fully solid or liquid
nanoparticles which are modeled as perfect spheres can be described by a usual bulk term and an additional term for the
surface energy (see eq. 9):
G(s) =
4
3
pir3
µ(s)
vm
+ 4pir2γsv (19)
G(l) =
4
3
pir3
µ(l)
vm
+ 4pir2γlv
where µ is the chemical potential, vm the molar volume, r the radius of the sphere and the letters s, l and v denote the
solid, liquid and vapor phase. For the case of a nanoparticle
µ(r) =

∂ G(r)
∂ n

T,p
= µ∞ +
2γvm
r
(20)
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This equation was derived using the Young-Laplace equation for the pressure increase in a droplet. In thermodynamics,
melting is defined as the temperature where the chemical potential of the solid and the liquid phase equal (µs −µl = 0).
A 1st-order Taylor expansion around the bulk melting temperature T0 with P = const. is
µ(T )P = µ0 +
∂ µ
∂ T
(T − T0) = µ0 − sm(T − T0) (21)
sm is the molar entropy. With 4sm T0 =−4mH we get
µ(s)−µ(l) =−4mH(T0 − T )/T0 (22)
With equation 20 for size-dependent µs and µl this yields
Tm = T0

1− 24γslvm4mH r

(23)
The term4γsl = γsv −γlv was used. This is the well known Gibbs Thomson equation applied for a solid-liquid transition.
It describes the 1/r dependence of the melting temperature that all thermodynamic models have in common. Of course
the assumption that vm is the same in the solid and the liquid phase is a crude approximation. Introducing different
volumes (or densities) and using separate γsv and γlv results in the slightly more complicated formula. It is the first
model for describing the melting temperature of a small, solid particle which was derived by Pawlow in 1909 [38].
Tm = T0
 
1− 2vm(s)4mH r
 
γsv − γlv

vm(l)
vm(s)
2/3!!
(24)
The radius is the one from the solid phase. It shows that the larger ratio of vm(or ρ) between the liquid and the solid
phase the lower the degree of melting point depression. Furthermore the condition γs > γl
 
vm(l)/vm(s)
2/3 must be
fulfilled for a reduction of the melting point.
Alternatively one could assume equality of the size-dependent Gibbs free energies (eq. 19) at a certain temperature.
Using the relation in equation 22 results in the formula
Gs(r)− Gl(r) = 43pir
34mH(T0 − T )
vmT0
+ 4pir24γsl (25)
Assuming Gs(r)− Gl(r) = 0 instead of µs −µl = 0 and rearranging to T gives the result
Tm = T0

1− 34γslvm4mH r

(26)
Using the Gibbs free energy instead of the chemical potential has the consequence that the size-dependent transition
temperature according to equation 26 is lower than according to equation 23 because of the factor 3 instead of 2. So
two different size-dependent melting temperatures exist. All advanced models are based on the Gibbs-Thomson equation
and therefore involve factor 2. The two equations are used as upper and lower limit in the liquid nucleation and growth
(LNG) model (chap. 2.3.2).
These thermodynamic considerations only give the size-dependent limit of stability. They do not consider changes at
an atomic level and do not give any hint on how the process of melting actually takes place. One could also say that
in these thermodynamic models the entire particle transforms instantly at a given temperature. It has to be emphasized
that the derivations above come from a 1st-order approximation in equation 21. Buffat and Borel [1] performed the
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same derivation for a 2nd-order expansion, thus introducing linearly temperature-dependent and pressure-dependent
terms (thermal expansion, etc.). Furthermore the temperature-dependence of 4mH is usually small. Thus, most models
refer to the bulk value at T0. Possible changes of any parameter with decreasing particle size are neglected. Nevertheless,
formulas 23, 24 and 26 are a reasonable basis for discussing the size dependence of the melting behavior of nanoparticles.
Heterogeneous growth model (HEG)
This model, developed by Lee et al. in 2007 [41] is a very recent model. Like the HOG, it does not presume a process
of melting but uses only the thermodynamic requirement µs − µl = 0 for melting. A main difference is that it considers
that in most experiments the particles lie on a carrier film made of different materials. Hence, not only a surface but also
a particle-substrate interface exists and in terms of nucleation theory this would be a heterogeneous melting process.
Depending on the surface energies of substrate and particle and the contact angle, the shape of the particle changes. This
in turn changes the surface area and the interface area. The describing function is
µ(r) = µ∞ +
C1γsv vm
r
+
C2γscvm
r
(27)
C1 and C2 are geometric factors for describing the particle shape and interface area. They depend on the contact angle
Θ which is considered to be constant in this model. γsc is the interfacial energy between the particle and the carrier film.
The lower the contact angle the higher the influence of the interface region. At Θ= 0 the material would wet completely
and interface and surface would have the same area, thus the same influence. For Θ < pi/2 the sphere-fraction starts to
shrink. Hence, the equation only works for contact angles greater than 0 [41].
Another feature of this model is, that it does not simplify the µ(s)−µ(l) = 0 relation by assuming a constant 4mH =
(s(l)− s(s))T0 but the correct, tabulated, temperature-dependent functions (from SGTE) of µ∞(s) and µ∞(l) are used.
This gives higher accuracy and can be especially useful if multi-component materials are treated.
Liquid shell model (LSM)
The so called liquid shell model was proposed by Reiss and Wilson in 1948 [42] and further modified by Curzon [43],
(cf. also Hanzen [44]). From the understanding that melting is initiated on the surface (by pre-melting) the assumption
was made that a thin liquid shell of thickness t surrounds the solid particle close to the melting temperature. The
size-dependent melting temperature is then
Tm = T0

1− 2vm(s)4mH
4γsl
r − t −
γlv
r

1− vm(l)
vm(s)

(28)
where γsl is the solid-liquid interfacial energy. For this equation the radii of a solid and the liquid particle are assumed to
be equal at the transition temperature. This is the same rough approximation like in the Gibbs-Thomson equation (23).
Calculating the size difference by using mass conservation and the difference in the molar volumes the equation changes
slightly.
Tm = T0
 
1− 2vm(s)4mH r
 4γsl
r − t −
γlv
r
 
1−

vm(l)
vm(s)
2/3!!!
(29)
When the liquid shell thickness approaches zero, e.g no surface melting occurs then the inequality 17 should become an
equality. In that case equation 29 is equal to Pawlows HOG model (24).
Liquid nucleation and growth (LNG)
The temperatures in the models above are purely derived from thermodynamics. They do not imply anything about
the process of transformation but only state the temperature for switching from one (equilibrium) state to the other. For
nucleation problems the nucleation theory has shown to be very efficient, even for smallest particles [28]. Hence, the
inverse process, melting of nanoparticles, was described based on nucleation theory as well: The nucleation of a solid-
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liquid interface is followed by propagation into the core of the particle over time (not instantly). The theory requires the
liquid to wet the solid, e.g. γl < γs and also γsv ≥ γsl + γlv (eq. 17) so that it is energetically favorable to form a molten
surface layer. If that is not the case a melting surface would not cover the solid core and no predictions about the growth
process could be made [45].
According to the theory, a critical radius r∗ for the inner, solid core rc exists which depends on the temperature
r∗ =
2γslvmT0
4mH (T0 − T ) (30)
A temperature of unstable equilibrium is reached at r = r∗ (eq. 30) where µs = µl with zero driving force in either
direction. This marks the upper limit where every particle, at latest, must transform. The difference of the molar volumes
is generally neglected and so the limit is the Gibbs-Thomson equation (eq. 23). The lower boundary was proposed by
Couchman and Jesser [46]
Tm = T0

1− 34mH r

γsv vm(s)
r(s)
− γlv vm(l)
r(l)

(31)
It was derived from equating the Helmholtz free energies of the solid and the liquid phase to find the lowest temperature
where a transition would be possible. Under the assumption that the radii of the solid and liquid particles are close to
each other, r(s) ≈ r(l), and when the vm-difference is neglected again, this analogously corresponds to equation 26.
Important consequences of the LNG were that a free energy (nucleation) barrier exists between a local minimum (liquid
state) and a global minimum (solid state with liquid surface layer) as soon as the temperature is higher than the lower
limit. The barrier is at the critical radius r ∗ (T ). Process-wise this means that around the lower limit a liquid surface
layer nucleates. It steadily grows into the solid core with rising temperature. When the core gets smaller than the critical
radius (rc ≤ r∗), the remaining solid core will melt almost instantaneously. This can happen by fluctuations at every
temperature between the lower and the upper limit and the event becomes the more likely the higher the temperature
is. Hence, the melting rate rises when the temperature approaches Tm of the upper limit and the majority of an ensemble
of particles melts below the upper limit. That is why the LNG model predicts a transition range. This transition range is
in accordance with latest experimental observations and simulation results which do not report a clear size-dependent
melting temperature but rather a coexistence range (see chapter 3.2). The melting range of separate particles should
be underneath the thermodynamic equilibrium of equations 23 and 24. A nucleation rate which predicts the speed of
the transformation process can also be calculated. For melting to take place at a reasonable, laboratory time-scale it was
defined that the nucleation rate ought to be larger than one nucleation per second . This can be used as melting-criterion
and the melting temperature can be iteratively approached by varying T until the nucleation rate equals 1 nucleus/s.
This rate is more easily reached by larger particles [28, 45].
The equations for the limits of the LNG were not new. But the concept of explaining the melting as a nucleation and
growth process by means of the kinetic nucleation theory rationalized the liquid surface and gave meaning to how the
melting of a particle actually takes place. Compared to the LSM, the model does not simply postulate a liquid surface
layer of constant thickness.
Bond-order-length-strength model (BOLS)
This model differs considerably from the previous ones because it is based on atomistic rather than thermodynamic
considerations. It was established and descried by Sun et al. [47, 48, 5] for metals. It links classical thermodynamics
with an atomistic approach to describe the effect of size-dependent melting and evaporation. The underlying bond-order-
length-strength correlation is derived from the correlation of atomic-coordination number and atomic-radius noted by
Pauling [49]: A reduction of the coordination number happening to atoms at the surface or at sites surrounding defects
causes a contraction of the remaining bonds of the atom. The spontaneous bond contraction is associated with an increase
of the bond energy near the disturbance site. Since Goldschmidt [50] it is known that the radii in ionic crystals regularly
decrease with decreasing coordination number, so a similar behavior can be anticipated for such materials. The physical
ground of the model is that if one wishes to loosen (melting) or remove (evaporation) atoms or ions in a solid material
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one needs to overcome the energy of all their bonds (cohesive energy, Ecoh). For melting Em and for evaporation Ev = 0
(work function) has to be reached. It is assumed on empirical basis that this energy, supplied in form of thermal energy
(Etherm), is proportional to the melting temperature of the material. This is necessary for comparison with experiments
since Tm is the traceable quantity.
Ecoh− Em = Etherm ∝ Tm (32)
Other atomic models with a similar line of arguments are from Nanda et al. [51] and Qi et al. [52]. Based on observations
BOLS presumes that the under-coordinated atoms with changed bond-strength in the surface region of 2-3 atomic layers
dictate the Tm change of nanostructures, yet atoms of the interior remain as they are in the bulk.
The derivation of the model is as follows [5]: Starting with the coordination deficiency z and zi are the coordination
number in a bulk (usually 12 in dense packing) and in the i-th atomic layer counted from the surface. Experience showed
that zi approximately takes the values in equation 33 for a curved surface [53] where layers bigger than 3 are considered
to be bulk-like. This is the point where the reciprocal size enters the model, just like in the thermodynamic models.
z1 = 1− (0.75/K j) (33)
z2 = 6
z3 = 8∨˙12
z>3 = 12
The dimensionless form of the size is K j (being the number of atoms lined along the radius of a sphere) of particle j.
K j = r j/d0 (34)
Now d0 is the mean bond length of an atom in the bulk. Depending on zi in the i-th layer the bond length of an atom
changes to di which will be shorter according to the BOLS theory. It is given by
di = cid0 (35)
where ci describes the imperfection by including the coordination number zi of the specific atom. ci is the heart of the
BOLS model. It can also be called the normalized cohesion energy of a surface atom in i-th layer[47].
ci(zi) =
2
1+ exp
h
12−zi
8zi
i (36)
The consequence of the bond contraction is an increase in bond energy from the usual bulk value EB (counted from the
the work function = 0) to Eb in the respective layer.
Eb(di) = c
−m
i EB (37)
m is the only adjustable parameter in the model. It is used to represent the bond nature. For most metals it is 1 which
means that Eb and ci are linearly correlated. For alloys and compounds m is around 4, for C and Si, the m value has been
optimized to be 2.56 [54] and 4.88 [53], respectively. Though m is a constant in the model, it was shown that it may
vary if the bond nature evolves with atomic coordination number [55].
The single bond energies (Eb∨˙EB) of an atom are summed up to the cohesive energy of an atom (∑
zi
Eb(di)∨˙12 EB).
The sum of all atoms’ cohesive energy gives the total cohesive energy of an entire particle. This total cohesive energy
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indicates how strongly the atoms hold together, e.g. how much thermal energy is required to loosen the bonds and reach
Em or Ev . While the surface bonds become slightly stronger the total number of bonds is decreased at the surface. The
net total cohesive energy of a particle Ecoh decreases for particles with many surface-atoms. This total cohesive energy is
divided into the bulk contribution, E∞coh(N), and the surface excess contribution as the sum of the first three layers:
Ecoh(K j) = E
∞
coh(N) +
3∑
i=1
Ni(
∑
zi
Eb(di)− 12 EB) (38)
N is the total number of atoms in the particle and Ni the number of atoms in the i-th layer. To achieve melting of
a particle, the constant energy level Em has to be reached by additional thermal energy. The difference between the
cohesive energy of the particle and the constant melting level gives the required thermal energy.
Etherm = Ecoh(K j)− Em (39)
For a given solid material only the surface layers with their changed BOLS influence the thermal energy required for
evaporation/melting. Thus, it suffices to look at the relative change of energy.
4Etherm
E∞therm(N)
=
Etherm − E∞therm(N)
E∞therm(N)
=
3∑
i=1
ςi

zi
zbulk
c−mi − 1

(40)
ςi is the surface layer to volume ratio (or the atomic portion of the i-th atomic shell) calculated by the formula
γi =
Ni
N
' τci
K j
(41)
and τ is the dimensionality of the solid. It is used to describe different structures like rods or plates. For a particle
τ= 3. Up to here only the cohesive energy on an atomic level was considered. With equation 32 the chain of arguments
is linked to temperature as the traceable quantity. It follows the size dependent melting temperature calculated by the
BOLS model:
4Tm(Dp)
Tm(∞) =
3
−∑
i=1
ςi

zi
zbulk
c−mi − 1

(42)
This equation links classical thermodynamics with an atomistic approach to describe the effect of size-dependent melting
and evaporation. But the assumption of equation 32 requires the heat capacity of the nanoparticles to be the same as the
one of the bulk. This surely introduces an error which was estimated to be ≤5% [5]. This error is said to be acceptable,
especially because it causes quantitative but no qualitative errors. BOLS is basically also able to model the existing case
of negative surface stress, where the surface bonds expand instead of contract. Then c i has to be > 1 and m has to be
negative instead of positive. Moreover the c i(zi) value is a mean for all atoms in the i-th layer, but actually it would be
anisotropic and dependent on the effective coordination number of every atom. Especially the surface plane, as well as
edge- and corner sites, would have a strong influence.
The two main effects in the BOLS model are (a) the interatomic interactions near the surface from which the name is
derived and (b) the geometric result of increasing surface area with decreasing particle size, which it shares with all the
thermodynamic models. The latter effect causes a usual 1/D dependence. The differences of this model, which will be
demonstrated in chapter 3.2, result from the former effect which changes the way the surface region is described: The
surface has a constant thickness of three atomic layers (similar to t in the LSM). While the thickness is constant, equation
33 incorporates a variable coordination number which decreases in small particles due to higher curvature. This has
the same effect like a decreasing γ would have in the thermodynamic models. The bond energy which the BOLS model
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is based on is a very basic physical quantity. Deriving size-dependent changes like this seems sensible as it avoids any
material parameters except T0 for scaling reasons and only relies on the average atomic bond distance. Appealingly this
leads to a model with few assumptions and only one adjustable parameter, m, which is not used for fitting or deriving
physicochemical quantities. As the thermodynamic models, BOLS has been developed mainly with regard to metallic
systems. According to Sun [5] it can be applied to other material systems as well.
2.3.3 Structural solid state transitions
Temperature induced size-dependent solid state transitions have been reported rarely because inadvertent particle re-
organization, sublimation or sintering change the dispersion and obstruct the experimental observation. Rivest et al.
recently reported the size-dependent solid-solid transition of low chalcocite to high calcocite copper(I) sulfide nanorods
scattered on a substrate [4]. They found a similar 1/D dependence of the transition temperature like in melting of
nanoparticles. Suresh et al. studied nanoparticles and sintered briquettes with nanocrystallites of yttria stabilized zir-
conia [56]. They found a size dependency of the solid-solid phase transformation from the tetragonal to monoclinic
form and brought forward a model. The principles of size dependent chemical potentials were taken from the melting
of nanoparticles. Yet, heating alters the size-distribution. So it is difficult to measure the transition temperature and it is
more convenient to calculate the critical size (Dc) for a phase transformation at a given temperature.
1
Dc
=
4t rH
64γ
 
1− T/T0 (43)
In analogy to the size-dependent melting 4t rH and T0 are the bulk enthalpy and temperature of transformation. 4γ
is the difference between the interfacial energies of the two phases. In the case of free particles this corresponds to γsv
but for sintered crystallites in a nanostructured material it changes to the grain boundary energy. In the latter case an
additional term to account for the deformation energy involved in the transformation has to be added. Apparently a
mayor difference between free particles, a more or less compacted powder and a dense, polycrystalline material are their
surface states: Single particles have free surfaces, agglomerated ones have a mixture of surfaces and interfaces to their
neighbors and a dense body solely consists of grain boundaries. As interfaces rule the properties at the nanoscale such
differences have decisive consequences.
Navrotsky et al. [18, 57, 58, 59] quantitatively showed the size-dependent polymorphism and drew phase diagrams
of several oxides like alumina, titania and zirconia. They also measured the impact of hydrated surfaces and of shape
on the surface energy and stability. A summary of unusual phase compositions caused by nanometer-size was given by
Andrievskii and Khachoyan [60].
2.4 Size-dependent chemical reactions
The size-dependent change of the free energy in nanoparticles, as noted in equation 9 on page 9 has another consequence:
the shift of reaction-equilibria. In the context of this work about oxide nanoparticles especially redox equilibria are
important. Navrotsky et al. [61] showed for nanoparticles of several transition metal oxides how the changes of chemical
potentials can affect the stability fields. The ranges of stability of the metal and the oxide forms shift and some phases
may even become completely unfavorable. Other hints in literature are that easier reduction of oxides to metal in vacuum
has been observed for several nanosized oxides [62]. A higher reactivity of many materials in the nanoscale is exploited
for catalysts. The reasons are not a sheer increase of surface area but also shifted bond length and strength [63].
In the course of this work a differentiation between size-dependent melting and size-dependent chemical reactions
will be important. For this reason the described principles of size-dependent chemical potentials will be applied to model
a size-dependent redox-reaction equilibrium now. Similar calculations with constant, measured enthalpies can be found
in Navrotsky et al. [61].
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Model of size-dependent reaction equilibria
In the following a size-dependent chemical reaction equilibrium will be derived. Similar calculations can be found in
Navrotsky et al. [61]. Assuming that the chemical potential of a nanoparticle can be described by a constant volume
term with bulk properties, µ∞, and a size-dependent surface term then the chemical potential is written as in equation
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µ= µ∞ +
2γvm
r
(44)
Generally for a simple redox reaction of a metal oxide, where M is the metal component
MnMOnO −*)− nM M +
nO
2
O2(g) (45)
the Gibbs energy balance is
4rGm = nMµ(M) + nO2 µ(O2) − µ(MnMOnO ) (46)
and with −RT ln(k) =4rG and
k =
a(M)nM · p(O2)nO/2
a(MnMOnO )
≈ p(O2)nO/2 (47)
the phase diagram for p(O2) - T can be calculated:
ln(p(O2)
nO/2) =−4rG
RT
(48)
The same is true for a reducing oxide nanoparticle but a size-dependent term enters. For the oxide and the metal the
chemical potentials are as follows
µ(MO) = µ∞(MO) +
2γ(MO)vm(MO)
r
(49)
µ(M) = µ∞(M) +
2γ(M)vm(M)
r
(50)
As approximation the equations neglect the difference in r for respective particles with the same amount of nM , just as
the Gibbs-Thomson equation (23) in the HOG model and equation 28 in the LSM model did. These chemical potentials
substituted in equation 46 render
4rGm = nM

µ∞(M) +
2γ(M)vm(M)
r

+
nO
2
µ∞(O2) −

µ∞(MO) +
2γ(MO)vm(MO)
r

= 4rG∞m +
2
r
 
nM γ(M)vm(M)− γ(MO)vm(MO) (51)
4rG∞m includes all bulk terms and the difference in the brackets determines the extent of size-dependence. As all values
are approximately constant, it can be substituted by X for ease of reading. The new expression for the Gibbs energy of
the reaction is inserted in equation 48.
ln(p(O2)
nO/2) = − 1
RT

4rG∞m +
2
r
(X )

(52)
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From equations 51 on the previous page and 52 on the preceding page it is clear that the Gibbs energy of such a reaction
follows a 1/r dependence, just like the melting temperature. Also the logarithm of p(O2) depends on the inverse of r as
well as the inverse of T . Hence the size-dependence enters as a further variable to describe the redox reaction equilibrium
with the same qualitative dependence as the melting temperature of nanoparticles.
Under common experimental conditions with a small sample in a huge reservoir, pO2 can be considered as being
constant. That enables to calculate the size-dependent reaction-equilibrium temperature
T =− 1
R ln(p(O2)nO/2)

4rG∞m (T ) +
2
r
(X )

(53)
Not to forget that 4rG∞m (T ) is actually a function of temperature which can be calculated from the Gibbs free energies
of substances in the SGTE tables [64] or obtained from experimental data about the respective redox reaction.
2.5 Non-metallic materials
The majority of studies have been performed on different metals, especially gold and lead. The only non-metallic ma-
terials in the continuous regime were PbS [25] for evaporation, CdS [65] for melting and Cu2S [4] for a solid-state
transition. The present study deals with oxide particles which possess a covalent-ionic bonding character. The few
insights into materials with such bonds are summarized here.
Studies about sintering of ceramic materials are quite common. Here an enhanced sinterability at lower temperature
was observed repeatedly [66]. This could be a sign for size effects in ceramics. However, these effects have multiple
factors. Two very important ones are that (a) the driving-force for sintering is greatly enhanced due to the small curvature
and (b) very short diffusion distances facilitate early sintering. These observations are therefore no unambiguous sign
for the change of phase transition temperatures.
On a thermodynamic basis there is no reason why materials with covalent or ionic bonds should behave in a qualita-
tively different manner than described in the above models. But this is because thermodynamics has no means to differ
between atomic bond types. On an atomic level more sophisticated considerations come into play. Farell and Siclen
[67] made density functional theory calculations on group IV elements. Their covalent bonds posses the possibility of
re-hybridization to compensate for the loss of nearest neighbors at the surface. Therefore, the degree of bonding of
surface atoms is higher than the sheer number of nearest neighbors would predict. The consequence is a change of the
size-dependence for e.g. melting and evaporation which is better described by a square of the reciprocal radius (1/r2)
dependence. For other materials with covalent bonds such a dependence was prognosticated as well. However, Farell and
Siclen only simulated particles consisting of 1 to 100 atoms (< 1.5 nm diameter) which is clearly below the continuous
regime and falls into the category of clusters. The experimental study of Goldstein et al. [65] found no deviation from
the typical 1/r behavior for CdS between 2.4 and 7.6 nm which weakens the theory. A likely explanation for the incon-
sistency is that the number of nearest neighbors of surface atoms only changes notably beyond the continuous regime.
Down to that point the surface energy of particles with covalent bonds would be as constant as the one of metallic par-
ticles. That would mean, that the thermodynamic models would hold for covalently bound materials in the continuous
regime. Diehm et al. reviewed the surface stress of oxides and other inorganic compounds [13]. They noted that ionic
bonds, like metals, do not have an angular dependency and no possibility for re-hybridization. Ergo, despite the different
nature of the bonds a principally similar behavior concerning surface stress and surface energy is expected. Considering
all information at hand, one can expect a qualitatively similar, yet quantitatively different size-dependent behavior of
inorganic compounds like bismuth oxide.
2.6 The Bismuth Oxygen system
The material under investigation in this work is mainly bismuth(III) oxide (Bi2O3). It was chosen because of its low
melting temperature combined with good crystallinity and a stable melt - at least under atmospheric conditions. Fur-
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thermore, a low 4mH promised a pronounced melting point depression at the nanoscale. The important structural and
thermodynamic properties, as reported in literature, are summarized here.
2.6.1 Polymorphism
In the pure binary oxide the common oxidation state of Bi is +III, but in mixed valent Bi(III,V) oxides (e.g. Bi2O5 [68])
and in ternary oxides (e.g. KBiO3 [69]) the +V state has also been reported. Also subvalent bismuth oxides (e.g. BiO
[70]) are known. However, most of the work on bismuth oxides concentrates on Bi2O3. The proportion of covalency in
the bonds is approx. 60%. A number of different polymorphs is known and only the most important ones are mentioned
here. They are summarized in figure 2 together with the approximate transition temperatures. The stable structures
occurring in every study are monoclinic α-Bi2O3 (P21/c (14)) which transforms at 1002 - 1008 K to cubic δ-Bi2O3 (Fm-
3m(225)). Melting takes place from the δ-structure at 1077 - 1098 K (most often 1097 K) and boiling the point is 2163
K (in air). Two alternatively occurring, metastable phases are reported during cooling, the tetragonal β-Bi2O3 (P-421c
(114)) or the b.c.c. γ-Bi2O3 (I23 (197)). The process is difficult to control and is strongly influenced by the presence
of trace amounts of metal impurities and the texture of the sample. The conditions under which the phases form also
seem to differ depending on the history of treatment: heating rate, cooling rate, maximum temperature and atmosphere.
Furthermore β-Bi2O3 can be directly produced at RT by quenching from the melt, by decomposition of (BiO)2CO3 in
air or bismuth oxalate in vacuum or by additions of e.g. CeO2 or CeO2 [71, 72]. Similarly γ-Bi2O3 can persist down to
RT and can be directly prepared from α-Bi2O3 by tempering with an addition of small amounts of CoO [73]. All this
is proof for a complex, multifactorial behavior. It could be influenced by compositional changes. Several articles report
the loss of oxygen during heating of δ-Bi2O3, Zav’yalova and Imamov [74] state the stoichiometry of the δ-phase to be
Bi2O<2.7 and Klinkova et al. [75] proposed that the deciding difference between different polymorphs in pure bismuth
oxide is the oxygen content. As proof of their hypothesis they showed that a transition from δ-Bi2O3 to γ-Bi2O3 or a
distorted tetragonal structure (fig. 2) could be achieved without cooling, simply by annealing at a constant temperature
in vacuum (vacuum acts as a reducing atmosphere). The claim is further supported by the fact that all high temperature
forms possess a considerable anionic conductivity, thus a high oxygen mobility in the lattice. Strictly speaking it would
mean that the different bismuth oxide structures are not true polymorphs, but the structures depending inter alia on the
Bi:O ratio.
The common bismuth oxide structures were summarized by Medernach and Snyder [76]. The α-Bi2O3 as the stable
room temperature phase has a monoclinic structure of P21/c space group with 8 Bi+3 and 12 O−2 atoms in the unit
cell. The lattice parameters are a=5.8444(2) Å, b=8.1574(3) Å, c=7.5032(3) Å, α,γ=90° and β =112.97(1)°. The
cubic δ-bismuth oxide has a calcium fluoride (CaF2) type structure in which 25% of the sites in the oxygen sublattice are
vacant. This is the reason for its ionic conductivity [77]. It is an ongoing discussion whether the vacancies are statistically
distributed [78]. The unit cell has the dimension a=5.6549(9) Å and contains 4 Bi+3 and 6 O−2 atoms. In certain cases
the bismuth oxide can adopt to the metastable β-phase which has the same structure as the δ-phase, but with ordered
oxygen positions [72, 79]. It is described by a tetragonal unit cell with a=b=7.7400(6) Å and c=5.6446(6) Å. β-Bi2O3
has poor ionic conductivity (< 10−2 W−1cm−1) [78, 80]. γ-Bi2O3 has a more complicated structure. As the structure is
not relevant for this study it will not be further elaborated.
2.6.2 Evaporation behavior
The evaporation behavior of binary compounds is more complicated than the one of elements, because a number of
different gas components with different enthalpies of formation form. The total vapor pressure of the material has
to be calculated from an equilibrium containing the condensed matter as well as all the gas components. Specially
developed softwares are used for such purposes [81]. There is a dearth of information on the bismuth oxide vapor
species. Researchers have reported numerous gas species: Bi, O, BiO, Bi2O,Bi2O2, Bi2O3, Bi3O3, Bi3O4, Bi4O4, Bi4O6
and Bi5O7 [82]. The Bi-O system is complicated by the large number of gas species as well as the inconsistencies among
the few studies conducted [83, 84, 85, 86]. All available data is based on mass spectrometric studies. Most of them
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Figure 2: Scheme of bismuth oxide structures. Red arrows indicate heating, blue arrows indicate cooling. The information
is a composition from literature values cited in the text, mainly from Mehring [73] and Klinkova et al.[75]. The
transitions are reported to depend on multiple factors like maximum heating temperature and cooling rates.
The absolute values of the temperatures and rates vary and no guarantee for the quantitative correctness can
be given. Elevated temperatures in vacuum atmosphere can also provoke transitions (dashed arrows). Oxygen
contents are from Klinkova et al..
where performed with a Knudsen cell. Starting in an initial vacuum the sample can establish the equilibrium vapor
pressures. For mass spectrometric analysis a small stream with representative composition leaks through an opening into
the vacuum on the other side without significantly affecting the equilibrium inside the cell. Agreement of these studies
is only that the most frequent species are Bi and O by an order of magnitude. Besides, Bi2O3 and Bi4O6 were measured
with considerable intensity in every study. Sidorov et al. discuss that many of the above-named species might form from
(Bi2O3)x - for example by dissociative ionization in the mass spectrometer. This could be a reason for inconsistencies
between different studies.
Simple thermogravimetric measurements in air at ambient pressure showed that appreciable evaporation begins at
1396 K; i.e. 300 K above the melting point. At 1623 K a constant rate of 0.05 mg/min occurs [87]. Measurable vapor
pressures occur at 1223 K. While stable under these conditions bismuth oxide seems relatively unstable under reduced
oxygen partial pressures. The p(O2) for decomposition is 250 Pa at 1835 K and 19.7 Pa at 1623 K [87]. A more recent
study of ionic clusters produced by laser vaporization [88] provides insight into the stability of the species under different
oxygen partial pressures in the vaporization chamber. Above p(O2)= 300 Pa only bismuth oxides form (mainly (Bi2O3)x)
where as below p(O2)= 200 Pa Bix form almost exclusively. Not only the condensed bulk but also the Bi-O species are
only stable under a sufficiently high oxygen partial pressure.
The stoichiometry and the evaporation rate in oxides often change under vacuum. Stoichiometry changes are due to
decomposition by reduction reactions which involve p(O2) on the product side. In this respect Shornikov et al. [89]
showed how the vapor pressure of oxides increases when deviating from chemically neutral conditions. The increase
of the evaporation rate is said to have a kinetic argument: Fewer collisions with other molecules and instantaneous
evacuation of the escaping molecules [90]. Onyama et al. [86] found that composition change also applies to bismuth
oxide at 1023 K (δ-phase) in vacuum, while the composition remains unchanged in air. Initially large amounts of oxygen
evaporate until the composition Bi2O2.648 for congruent evaporation is reached. A composition of Bi2O2.92 for congruent
evaporation was claimed by Mashkin et al. [91]. The statistically distributed oxygen vacancies are the reason for the
high oxygen mobility and ionic conductivity in the δ-phase. At the same time it rationalizes why the oxygen content can
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be changed so easily [75]. Moreover, notable evaporation takes place in the δ-phase and the evaporation rate further
increases in the liquid state [85]. This, too is not the case in air [92, 93]. In summary the multiphase evaporation of
bismuth oxide is drastically increased in vacuum, accompanied by stoichiometric changes of the still condensed matter.
2.6.3 Bismuth oxide at the nanoscale
Thin films of bismuth oxide were investigated by Zav’yalova et al. [70, 74]. Due to the confinement other structures
were observed and analyzed by XRD at RT. Among them was the metastable β-phase and a distorted form with the
stoichiometry Bi2O2.5. More recently Fan et al. [94] showed that β-Bi2O3 as well as δ-Bi2O3 thin films could be deposited
by reactive sputtering of Bi onto NaCl, Si, ZrO2, quartz and glass substrates with controlled temperature. The films were
polycrystalline with an average grain size of ≤ 20 nm. While the δ-phase only formed in a narrow temperature window
around 473 K, the β- and α-phase were readily achieved at higher temperatures. There are a few letters and reports
about synthesized bismuth oxide nanoparticles and needles from different groups [95, 96, 97, 98, 99, 100]. If reported
the typical structure was β-Bi2O3. Only Han-Xiang et al. also prepared the δ-phase by a vacuum vapor-phase oxidation
[101]. Except for XRD no further characterization of the particles took place. Hence no surface energies or other
thermodynamic properties of bismuth oxide nanoparticles are known.
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3 Size-dependent melting models tested on gold
3.1 Results
Experimentally gold is by far the most investigated material in the field of size-effects and it is popular in other fields
of research, too. That is why all necessary material properties are known and numerous size-dependent melting and
evaporation temperatures are available thus making gold the ideal test-piece for comparing the models. In the present
comparison the latest models by Lee et al. [41] and Sun et al. [5] are included, as well as an extensive compilation of
size-dependent melting values from literature. Figure 3 shows the experimental and simulation values for melting gold
nanoparticles / clusters in a reciprocal plot which visualizes dependencies from the surface to volume ratio by a straight
line. The black, solid line gives the best linear fit to the experimental data indicating unaffected 1/D behavior as guide
for the eye.
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Figure 3: Size-dependent melting of gold nanoparticles down to 1.5 nm. Comparison of experimental values of prominent
studies with different techniques, substrate materials or matrix materials as well as simulation values. The best
linear fit for Sambles, Buffat, Huis and Lee down to 4 nm indicates “ideal” 1/D behavior.
The HOG, HEG, LSM, LNG and BOLS models from chapter 2.3.2 were tested on the basis of the described literature
values. To compare the validity of the models they were not fitted using the unknown material properties as fit param-
eters. In order to compare relative differences, peculiarities and agreement with literature values, the same parameters
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Table 1: The values of gold and graphite used for the Tm calculations
property constant value at T0 equation for T-dependence unit reference
T0 1337.33 K [64]4mH 12552.0 const. J/mol [64]
γsv 1.4 1.947− 4.3 · 10−4 · T J/m2 [1], [103]
γlv 1.135 1.33− 1.4 · 10−4 · T J/m2 [24], [104]
vm(s) 10.7109 · 10−6 10.7 · 10−6(1+ 8.61 · 10−5(T − 1336.15) m3 [105]
vm(l) 11.3 · 10−6 11.3 · 10−6(1+ 6.9 · 10−5(T − 1336.15) m3 [106]
γcar bon 1.000242 1.174− 1.3 · 10−4 · T J/m2 [107]
Θ(Au(l)-C) 129 const. deg. [108]
Θ(Au(s)-C) 127 const. deg. [109]
d0 0.2883 const. nm [110, 111]
were applied to each model. The best known values of all necessary parameters, including their linear temperature-
dependence, were collected and summarized in table 1. The utilized basic equations of the models are equation no. 23,
24, 26, 27, 28 and 42. The relevant material parameters are the bulk melting temperature T0, surface energy of the
liquid phase in gas γlv , surface energy of the solid phase in gas γsv , interfacial energy between the solid and the liquid
phase γsl , interfacial energy between liquid or solid and the carrier substrate γlC or γsC , layer thickness t and the molar
volume of the liquid and the solid phase vm(l) and vm(s). The molar volumes can also be expressed by the molar masses
mm(l), mm(s) and the respective densities ρ(l), ρ(s), respectively. 4mH is the standard enthalpy of melting and 4vH
the standard enthalpy of evaporation. The Gibbs free energy function of solid and liquid gold were taken from the SGTE
database reference [102]. Representatively only the experimental values of Buffat and Borel and of Sambles are shown
in figures 4 and 5, together with the models of interest. The melting region of the LNG model is shown by a blue, opaque
field between the lower and the upper limit. Two calculations from the BOLS model are implemented: The calculation
of a particle with the first three atomic layers affected by the surface (z3 = 8), indicated by the solid green line, and only
two atomic layers affected (z3 = zbulk = 12). The latter case shows a better fit to experimental data. Figure 4 shows
the models with constant parameters. In figure 5 (a) and (b) the linear temperature dependencies of γsv , γlv , γC , vm(l),
vm(s), also called 2nd-order effects, are included to show their impact on the curves. 4mH was kept constant and the
materials were considered incompressible, so that pressure changes do not have any effect. Following prior treatments,
the molar volumes and the surface energies are taken to be linear functions of the temperature.
vm(s, l) = v
	
m(s, l)
 
1+ 3α4T (54)
γ= γ	 +
dγ
dT
4T (55)
v	m(s, l) is the molar volume of the solid (s) or the liquid (l) phase at standard conditions, α is the linear expansion
coefficient.
3.2 Discussion
The discussion is introduced by a comparison of the size-dependent melting models for metals (eq. 23, 24, 26, 27,
28) which are tested on gold. As many findings are of general nature they also apply to the subsequent discussions of
transforming Bi2O3 nanoparticles and help to enlighten the issues of size-dependent melting. Studies by Borel [112],
Yaroslav [113], Goswami et al. [114] and Leitner [115] have compared different, mainly thermodynamic models. The
influence of changing surface energy was investigated in detail by Lee et al. [104, 108, 109, 116].
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Comparison of experiments
Figure 3 shows the values of the famous experiments by Buffat and Borel [1] obtained by electron diffraction over a
large number of particles and Sambles et al. [24] obtained in TEM evaporation experiments. The values show a certain
scattering especially at the smallest sizes (border of experimental feasibility), but correspond well and the trend indicates
a linear 1/Dp behavior for the entire size range. Looking only at the data of Sambles et al., as Lee et al. [41] did,
one could interpret a deviation from this linearity below 12 nm (see fig. 5 on page 32(b)). But all the other data show
that this is misleading and the linearity roughly holds down to approx. 2nm. The values from Dick et al. [117] were
obtained from gold nanoparticles encapsulated by silica. Their different values and behavior demonstrate the effect of
a varying interface (free energy). Such changes can be especially strong at an interface between a faceted nanoparticle
and a crystalline matrix because of misfits between two lattices. In other materials, like lead, this effect can even lead
to superheating instead of melting point reduction [118, 119]. The reasons are on the one hand, that γsv changes to a
different interfacial energy and on the other hand that the heterogeneous nucleation of melt can be suppressed at the
solid interface. Noteworthy is also that Castro et al. [120] performed their experiments on tungsten and Huis et al.
[121] on amorphous silicon nitride membranes instead of carbon substrates. Both substrates seem to promote Tm more
strongly than carbon. This is due to the different interfacial energies and contact angles. Lee et al. [41] showed and
discussed in 2007 that if the contact angle is large and the interaction energy is low (C-Au: 129°, 0.45 eV), Tm is hardly
affected by the substrate. If, on the other hand the contact angle becomes smaller than 90° and the interaction is stronger
(W-Au: 63° [122], 3 eV [120]), the influence can be considerable. The main reason for this is a geometric one: The
particle shape changes from a quasi spherical particle at 180° to a thin film at 0°, thus increasing the surface/volume
ratio. As this ratio, in turn, is the driving force for melting point depression, Tm decreases with decreasing contact angle.
While most experiments measured an average Tm of many particles, Lee et al. [2] and Huis et al. [121] tracked
melting of a single, separate gold nanoparticle in-situ in a TEM (figure 3, alphabetic data points). This provided valuable
insights into the process of a melting particle: The particles melted abruptly (5 nm at 1100 K on C and 1000 K on SiN)
without any visible amorphous, liquid surface. Lee et al. observed the disappearance of one atomic layer of C after the
particle had evaporated. They inferred that carbon was solved in molten gold, as solubility is commonly much higher in
the liquid state. In that respect a contaminating influence by the metallic tungsten film or the glassy SiN film cannot be
ruled out, especially since bulk gold generally alloys very well with other metals. But the phase diagrams of W-Au and
Si-Au do not show any intermetallic phases and solid solutions. Moreover cycling between melting and solidification was
possible without any change of Tm which also supports the presumption that no compositional changes took place. Huis
et al. recorded rapid structural switching of a single 5 nm gold nano crystal 5 K below Tm. This interesting observation
is an example for the different thermodynamics of nanoparticles which are well explained by molecular dynamics (MD)
simulations [123, 124]: Instead of singular transition temperatures, regions of coexistence occur around Tm where both
states can be adapted and switching between these states will happen in a fluctuational way.
The smallest sizes in figure 3 were measured by Castro et al. and Dick et al. - both not on carbon. Castro et al. have
another data point at D = 1.2 nm, Tm = 582 K which is outside the plot range of figure 3. These points indicate that below
approximately 2 nm the continuous size-dependence of Tm seems to stop and a Tm varying around a mean value seems
to establish. The same observation was made by Bachels et al. [125] on free tin particles and clusters. Buffat and Borel
explained their scattering and leveling off below 2.5 nm (not shown in fig. 3) with variations of the integrated intensities
of the diffraction patterns and corrected these values. But in the light of the new insights it could be possible that they
have the same origin as the other three results. While an influence by the substrate or matrix cannot be ruled out in the
first two studies, the more compelling reason is that the regime of smoothly changing properties ends here and clusters
with structures obeying different laws of stability than the thermodynamic ones occur. Hence for gold the continuous
regime ends at approx. 2 nm. Also recent simulation studies indicated that with a decreasing cluster size, transformation
of the melting modes may occur at a critical size [31]. An earlier simulation study by Ercolessi et al. [126] predicted that
the enthalpy of melting would decrease and vanish at a critical cluster size D = 2.1 nm. Such a disappearance of 4mH
definitely marks a boundary below which melting can not be described as a process of an ensemble of atoms, anymore.
This means that thermodynamics is not applicable below this size.
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Current understanding of Au clusters
While properties of clusters are not in the scope of this work, Koga et al. [127] revealed astonishing facts about the
structures of gold up to 18 nm which make the discussion of cluster structures worthwhile. The favored structure of
gold clusters containing from hundreds up to a few thousand atoms is a truncated decahedral structure. An icosahedral
structure is highly favored kinetically and therefore observed frequently. There is a variety of other possible cluster
structures and twinned particles also appear. Which ones are found probably depends sensitively on the conditions
of formation and the environment [124]. In Kogas’s study they showed that the structure of particles grown from
vapor-condensation was not the usual fcc gold structure, but a mixture of icosahedral and decahedral morphologies.
Morphology populations showed that these structures were exclusively present up to at least 18 nm. Only annealing
above the bulk melting temperature (1373 K) could change the majority of the 18 nm clusters to fcc while the proportion
of decahedral clusters (and icosahedral clusters below 5 nm) still linearly increased to 100% at 6 nm. Below 6 nm
still none were crystalline. If the constellation after the melt-freeze process is seen as equilibrium state, Koga’s results
show that below approx. 20 nm other gold structures than fcc can be stable. As this size range clearly intersects
with the linear melting regime of Au particles, the finding smears out the distinction of nanoparticles and clusters by
structural differences. Moreover, it evokes the question how justified the assumption of constant bulk-like properties
in thermodynamic models is. On the other hand the variety of possible structures can be interpreted in the way that
energy differences between them are small [126] which in turn would justify the use of average values for the properties
approximated by the bulk values. The property in question is above all the solid surface energy γsv . It intrinsically
depends only on the state of the surface atoms. As their average can - to a certain extent - be expected to be similar on
the surface of a bulk, a fcc nanoparticle and an icosahedral cluster, it is plausible that an average γsv can approximately
describe all three structures. The simulation values plotted in figure 3 on page 25 [128, 113, 129, 126] scatter from study
to study which can be attributed to a limited quantitative accuracy of simulations in general as well as differences in the
applied methods, geometric constructions and electronic states. On the whole, simulation values are in accordance with
experimental measurements. Supported by the measured values of decahedral clusters by Koga et al., one can assume
the higher values of Chusahk and Bartell [113] and of Cleveland et al. [129] could be, because other cluster structures
were simulated.
MD simulations on gold clusters (1-3 nm) give information about the process of melting on an atomic level. Findings
are that no surface melting occurs on the {111} facets of the icosahedral structure which are favored by the fcc crystal,
too. An observed rounding of edges and corners is attributed to a pre-melting of the low-coordinated atoms which
spreads out into the ordered facets as the temperature comes close to the melting. Other facets do show surface melting
down to a critical size where the melting temperature is lower than the surface diffusion temperature [126, 128, 130].
Simulations on clusters of other materials like lead and nickel definitely did show continuous surface melting [131] and
so simulations confirm that surface melting in nanoparticles follows similar rules. Thus it depends on the material and
on the surface plane.
All this shows that even for a elementary model system like gold the situation gets very complex at the nanoscale and
many factors are responsible for the final size-dependent melting point.
Comparison of models
On the basis of the discussed literature, values different models from chapter 2.3.2 will now be compared. The compari-
son starts with using constant parameters (fig. 4). This helps to overview the causes of differences between the models.
In a second step the effect of 2nd-order effects, e.g. linear temperature dependencies will be taken into account for
explaining their impact on the curves (fig. 5).
Most models assume a melting mechanism and derive a melting point depression based on this conception and classical
thermodynamics. In figure 4 all thermodynamic models except the LSM describe a straight line. This is because the only
size-dependent influence is the surface to volume ratio entering the equations by A/V ∝ 1/D. In general the models
are all derived in the same way (see chap. 2.3.2) with the basic form being the Gibbs-Thomson equation (Yellow line,
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Figure 4: Size-dependent melting of gold nanoparticles. comparison of outstanding thermodynamic and atomistic mod-
els. BOLS with m=1. The LNG model defines a melting region within which particles melt in a fluctuational way.
It’s upper and lower limits are simply equality of the chemical potentials and Gibbs free energies, respectively.
HOG takes the difference of the molar volumes into account. HEG further differs between surface area and con-
tact area to the substrate. LSM with t = 0.5 nm which is usually a sheer fit parameter to vary the down-bending
of the curve. At t = 0 LSM is equal to HOG.
eq. 23). The result from equaling the Gibbs free energies (orange line, eq. 26) differs only because of the factor 3
instead of 2. The main difference for the HOG (red line) is that the difference in molar volumes vm(s) and vm(l) is
considered leading to equation 24. As (vm(l)/vm(s))2/3 < 1 this leads to a reduced melting point depression. The bigger
the difference vm(l)− vm(s) the smaller the melting point depression. The main difference for the HEG (dark red line) is
that it additionally considers the shape and interface changes of the particle lying on a substrate. For the melting point
the differences γsv − γlv and γsc − γlc are relevant. As the second term is always smaller than the first one when the
Young equation is used it follows that an interface area reduces the melting point depression. Additionally the shape
changes the ratio of surface and interface area. The consequence is that HEG predicts even higher melting temperatures
than HOG.
Turning to the LSM model the effect of a layer with constant thickness has to be discussed. The change from a solid-
vapor to a solid-liquid + liquid-vapor interface introduces an additional, constant term in equation 28 and 29 which
results in a decrease of the slope in the reciprocal diagram. But the deciding difference is the layer thickness t in the
denominator of the main fraction 4γsl/r − t. For large particles r  t and the influence is marginal. For ever smaller
sizes the influence of t grows causing the net size in the denominator to be smaller and thus accelerating the melting
point depression with decreasing size. Evidently the model brakes down at r = t. The LSM has been criticized for
its aphysical description of an intermediate state of melting by equations for equilibria and especially for the ad hoc
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definition of the surface layer to achieve a better fit to observed data [36, 113]. Another model involving the occurrence
of a liquid surface layer is the LNG model. Using dynamic nucleation theory it describes the mechanism of melting and
rationalizes the occurrence of a liquid surface layer, as well as a range of temperatures over which melting takes place
in a fluctuational way. But even if the model makes qualitatively correct predictions and is correct in implying a lower
melting point than the HOG model, it is quantitatively not better in reproducing experimental results than other models.
This is because the equations for the upper and lower limit are the most basic thermodynamic equations which were
discussed above (orange and yellow lines). These equations do not bear any other meaning than the HOG model. So in
contrast to LSM, LNG is not able to predict any significantly non-linear 1/D behavior. Additionally, the calculation of the
actual nucleation and growth transition is a laborious, iterative process which has to be performed for every particle size
separately. This is rarely done (also not in this work), especially, because it only refines Tm between the upper and lower
limit. Vanfleet et al. [45] calculated the melting temperature of Pb particles but without comparison to experimental
values. Similar to the Young-Laplace equation in thermodynamics, the nucleation theory was developed for nucleation
from the liquid or the vapor. Switching the process direction the melt has to nucleate from a solid which is much less
accurately described by mean, isotropic properties (see also chapter 2.1). Moreover the nucleation and growth has to
follow a direction radially from the surface to the core now.
The bond-order-length-strength (BOLS) model is discussed in the end since both, the concept and the trace of the
curve are fundamentally different. The change of Tm is described by coordination imperfection and relaxation in the
surface region. Other surface effects like reconstruction or re-ordering are not part of the model. The only material
parameters necessary for the BOLS are the average bond distance in gold (0.2883 nm) and the bulk melting temperature
for proportional scaling between the thermal energy and temperature. The parameter m = 1 signifies a proportional
change of bond energy with the coordination imperfection ci . This is indirectly the same as the assumption of a linear
relationship between A/V ratio and Tm as found in the thermodynamic models. m = 2,3, ... signifies a quadratic, cubic,
etc. relation which would cause the curve to bend upwards (weaker melting point depression for smaller sizes). Such
an effect was discussed by Farell and Van Siclen [67] for directional, covalent bonds in C, Ge and Si. The imperfection
ci depends on the coordination number (eq. 36) and is constant in the second and third layer. In the first layer the
coordination number is size-dependent with z1 = 4(1− (0.75/(r d−10 ))). So it changes reciprocally with the size. This
would be indirectly the same as the assumption of a size-dependent decrease of the surface energy
γsv ∝ 1/r (56)
which also causes upwards-bending (see fig. 4, dashed line). This topic is discussed in the section “Influence of size-
dependent parameters” on page 34 for the thermodynamic models. In summary, there is the surface layer with a ci that
changes with size and two intermediate layers between the surface and the bulk which possesses a constant ci (fig. 4,
solid line). The dashed line symbolizes the case where the third layer is already bulk-like. Simulation results show, that
at least for gold, the latter case is the more suitable one[132]. The contribution of the first 3 atomic layers are additively
combined. This is why the size-dependent influence of the first layer can be seen more clearly in the dashed, than in the
solid line. In BOLS the core is assumed to be entirely unaffected by the particles size and possesses ideal bulk properties.
But as elaborated in the section “Influence of size-dependent parameters” on page 34 the surface pressure or surface
stress can cause lattice changes. Such changes are significant below 3 nm in gold. In that case the bond distance and
strength (d0 and EB) will change in the core and the assumption that size-changes are exclusively contributed by the
surface would not apply anymore. This is the same argument as in chapter 2.1 for γ. So deviations from real melting
values can be expected below 3 nm.
Agreement with experimental data
The Gibbs-Thomson equation (yellow line, upper limit in LNG) derived from equality of the chemical potentials, and
equation 26 (orange line, lower limit of the LNG) derived from equality of the Gibbs free energies, are closest to the best
fit (black line). Interestingly, these are the most basic equations without any corrections for volume differences between
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the phases (HOG) and shape and interface changes when lying on a carrier substrate (HEG). How can this be explained?
The curves sensitively depend on the chosen parameter values. The plots in figures 4, 5 are based on the best known
values (table 1). But to give an example to show the difficulty γsv is elaborated. All thermodynamic models require
(directly or indirectly) this parameter. The used value is 1.4 J/m2 [1]. A study by Lee et al. [104] showed that the actual,
anisotropic value can be in a range of ±10 % due to reasons explained in chapter 2.1. With γsv = 1.4 [J/m2] ± 10%
every model can be matched easily to the data - of course with different γsv values as the relative differences remain.
Normally the models are matched to experimental results by adapting one or more unknown material parameters like
γsv . The accuracy of other parameters is better. γlv for example is reported to have an error of only ±0.5 % SE (since it
can be well accessed by evaporation and contact angle measurements). With regard to this the conclusion is not that the
Gibbs Thomson equation actually is the best model. The result rather shows that within the possible accuracy of material
parameters at the nanoscale all models are valid. Even though they are based on different premises. A distinction as to
which model is the most accurate one is not possible.
For gold, as the present example, the path of the data points is close to linear. If at all, one could interpret slightly
lower Tm values around 2.5 nm and a leveling off below 2 nm where the continuous regime seems to end. For other
materials like e.g. lead and tin clear deviations from linearity towards lower melting temperatures have been observed
[133, 134]. Such a deviation can not be explained with most curves in figure 4, except the LSM. As this non-linear 1/D
behavior correlates with the observation of surface melting in the bulk, as well as in nanoparticles, it seems reasonable
that the deviation is in fact due to a liquid surface layer. Vice versa the previous paragraph showed that no typical surface
melting takes place on gold nanoparticles and {111} surfaces. Consistently the size-dependent melting of gold is better
described by a model not presuming any pre-molten surface like Gibbs-Thomson, G(s) = G(l), HOG and HEG. So one
can distinguish between (at least) two different melting mechanisms. Depending on which one applies to the sample in
question one can use either the LSM or one of the other models.
The fit of the BOLS model with z3 = 12 is as good as the thermodynamic models. Initially the BOLS model proposed
to use three surface layers with z2 = 6 and z3 = 8− 12. But z3 = 8 gives the severe overestimation of the solid green
line. According to a MD simulation by Weihong et al. [132] the bond changes are restricted to 1.5 bond distances on
the surface. Thus, it is justified to use only two instead of three surface layers. Nevertheless, the coordination number
values are only based on achieving a best fit for several materials [53]. So even if this model was claimed to dispense
with adjustable bulk parameters and only rely on the bulk bond energy of a material, a general adaption enters via these
zi values. Sometimes they actually were used for fitting [135]. An excellent fit would result for z2 = 8 and z3 = 12 which
would correspond quite well with the 1.5 · d0 from the MD simulation.
Influence of temperature-dependent parameters
The 1st-order approximation in equation 21 can be extended to a second order one, as done by Buffat and Borel [1].
What follows are linearly temperature- and pressure dependent parameters as listed in equations 54 and 55 and table 1.
One should not mistake temperature-dependent and size-dependent changes of parameters. As both have an influence
on the melting behavior they are sometimes confused. Temperature-dependent changes describe the variation of the bulk
property, like γsv , at different temperatures. For example γsv (T ) is described by the function 1.947−4.3 ·10−4 ·T [J/m2].
So it linearly decreases at rising temperatures. Tm is affected by this function of temperature, as the value of γsv (T ) in
e.g. equation 24 on page 13 is variable, now. But γsv (T ) remains a bulk property, which can be determined by measuring
bulk samples. On the other hand, size-dependent properties are defined as changes which happen on the nanoscale due
to finite-size effects. So if γsv measured in a nanoparticle at RT would differ from γsv measured on a bulk sample at RT
it would be a real size-dependent change. Ergo, by definition, γsv (D) is no bulk property anymore. For the explained
reasons using temperature- and / or size-dependent properties is an alternative to the LSM in order to achieve non-linear
1/D curves.
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Figure 5: Size-dependent melting of gold nanoparticles. Comparison of outstanding thermodynamic models with
temperature-dependence of vm and γ taken into account (table 1 on page 26). Different temperature de-
pendencies of the solid and liquid phase cause a bending of the curves alike the effect of a liquid layer in LSM.
The close-up in (b) shows more details of the continuous regime’s important region between 80 and 5 nm.
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Molar volume
Concerning the molar volumes the difference
∂ vm(s)/∂ T − ∂ vm(l)/∂ T (57)
is relevant for a change in Tm. As ∂ vm(s)/∂ T is larger than ∂ vm(l)/∂ T it follows vm(s) − vm(l) is smaller at lower
temperatures which corresponds to a decrease of melting point depression. Thus, this effect causes the Tm curve to bend
upwards. Between 3.5 and 12.5 nm the volume changes amount -4.5 to -0.8 %.
Surface energy
For the surface energies the same relation as for molar volumes,
∂ γsv/∂ T − ∂ γlv/∂ T (58)
applies. Here ∂ γsv/∂ T is smaller than ∂ γlv/∂ T . So γsv − γlv is larger at lower temperatures which corresponds to an
increase in melting point depression. Thus, this effect causes the Tm curve to bend downwards. The magnitude of energy
change is 15 to 50 % in the size range from 12.5 to 3.5 nm which is much larger than for the volume. Therefore, the curve
ultimately bends downwards and the depression is increased for lower melting temperatures, e.g. smaller sizes. This can
be seen in figure 5. Now the curves of all models are bent - the one of the LSM even stronger than before. When the whole
range of sizes (fig. 5 (a), 5(b) and fig. 4) is considered one can conclude that the data points are described better by linear
models with constant parameters than by the same models incorporating temperature-dependent parameters which cause
a bending of the curves. With the bending the values are over-estimated in the beginning and underestimated in the end
with an intersection between 3 and 10 nm. Such an intersection in the middle of the data points clearly indicates a wrong
curve shape to match the data. Lee et al. [41] who also incorporated temperature-dependent parameters in their HEG
model came to another conclusion. They compared the model only to the experiments by Sambles [24] down to 10nm
and found a good agreement between model and experiment. Yet, if a wider size range and more data is considered this
statement can not be confirmed.
Enthalpy of melting
Following previous works the enthalpy of melting was considered to be constant in the models as changes are supposed
to be small.
4mH = (s0(l)− s0(s)) · T0 =4s0 · T0 (59)
4mH signifies the entropy jump between the solid and the liquid phase for a melting bulk at T0. The melting entropy
is related to the vibrational component only [136]. At lower melting temperatures of nanoparticles the lattice vibrations
are smaller. But as again the difference between the change in the solid and in the liquid
∂ s0(l)
∂ T
− ∂ s0(s)
∂ T
= (Cp(l)− Cp(s))/T (60)
is decsive and as the vibrations are independent of the aggregate state,4mH is indeed temperature invariant. Taking the
example of the tabulated Gibbs free energies of gold [102] one ends up with
∂ G0(s)
∂ T
− ∂ G0(l)
∂ T
= const.
So the slope difference is not a function of temperature. A visual hint is, that a non-constant value would produce a bend
curve for the HEG model in figure 4. This is obviously not the case, so 4mH is temperature-independent.
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Influence of size-dependent parameters
Additionally to changes of parameter values when the melting temperature is depressed, real size-dependent shifts are
possible, too. It is experimentally very difficult to detect such changes as on the nanoscale most traditional methods fail
and bulk samples can not be used. Therefore, more theoretical considerations than experimental values exist. As in the
previous chapter the size-dependencies of the parameters vm, γsv and 4mH as well as Θ will be treated.
Molar volume
As described in chapter 2.1 a capillary pressure is exerted onto the interior of a small droplet (eq. 2) but as a liquid
is, in a good approximation, incompressible this does not change vm(l). On the other hand vm(s) depends on the surface
stress σsv . Mays et al. [12] used the SDLP method to determine lattice parameters as well as a mean σsv of gold particles
between 3.5 and 12.5 nm from electron diffraction. σsv was 1.175±0.2N/m which is lower than the value used in table
1. The calculated volume change in this size range is -0.8 to -0.2 % which is around one quarter of the temperature-
dependent changes of vm(s). In cluster structures below 3 nm the changes become stronger. Volume reduction of 4
to 17 % are possible between 3 and 0.8 nm size [63, 110]. As the effect of temperature induced and surface stress
induced volume changes on Tm is the same, the stress effect was neglected in the curves of figure 5. Incorporating the
dependence would further gradually decrease the slope (e.g. curve upwards). Still the effect would be small compared
to the influence by γsv acting counter wise.
Surface energy and surface stress
While vm can be calculated from the accurately determined lattice parameters, γsv is not directly accessible by any
method. If the size-dependent melting curve levels off instead of declining more rapidly, this could be explained by a
size-dependent decrease of γsv . Tolman derived an equation for liquids in 1949 that shows a decrease of surface free
energy with decreasing size [137]. In solids different models also predict a decrease of γsv with decreasing size which is
more or less proportional to 1/D. At 5 nm particle size the predicted difference to the bulk value is 10 to 15 %.
Very few experimental studies exist. Lu et al. [138] observed a decrease of the total excess grain enthalpy relative
to the grain size with decreasing size in selenium. They concluded that γsv decreases with size. By measuring the size-
dependent change of lattice parameters, as done in numerous cases (see review [13, table 1 and 2]) σsv and γsv can be
calculated via the SDLP method for every measured size. Zhang et al. [15] were the first to employ this consequently to
measure the size-dependent change of γ for solid nanoparticles (TiO2) down to 4.1 nm. σ and γ increased down to 12
nm and then decreased again in a band of ±20% around approx. 0.9 J/m2. This is not in accordance with the theoretical
models. No definite explanation for this complex behavior is known, yet. Diehm et al [139, 13] simulated σ of GaN at
different sizes and observed a deviation from the 1/D proportionality below approx. 3 nm. The reported reason was the
contribution of edge and corner sites for example by means of line stresses of the edges.
As size-dependent changes and the error for measuring γ are in the same magnitude it is difficult to judge the validity
but it is likely that the surface energy changes somewhere below approx. 10 nm. Such an effect is also incorporated in
the atomistic BOLS model. For further reading see refs. [20, 60, 140]. The difference between γsv and σsv was explained
in chapter 2.1.
Enthalpy of melting
Lai et al. measured the size-dependent melting point and enthalpy of melting for tin nanoparticles between 5 and 50
nm by nanocalorimetry [134] and observed a reduction of 4mH. Several MD simulation studies of various metals have
shown a continuously decreasing 4mH as well [128, 126, 141]. Reason for this decrease is that the thickness of the
disordered or pre-molten atoms near the surface maintain a quite constant thickness of 1-3 atomic layers. No entropic
energy has to be provided to remove them from the lattice order. The entropy increase at Tm only happens for atoms in
the ordered, crystalline core. For large particles the surface portion is negligibly small and
4mH =4S/N · Tm (61)
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appears constant. Yet, when the size of the particles reaches similar dimensions as the disordered surface the fraction of
surface atoms is not small anymore. So for an appreciable amount of atoms no entropic energy is needed. If still the full
number of atoms in the particle, N , e.g. the full outer dimensions without subtraction of the surface region are used in
equation 61 then 4S divides over too many atoms and appears smaller than it actually is. The problem is a geometric
effect similar to the one in the LMS model. Only the crystalline core-atoms should be considered; not the ones in the
vicinity of the surface. If that is done 4mH is in fact not size-dependent. Lai et al. gave an approximate function for the
core size-dependence 4mH within the terminology of the LSM model:
4mH(r) =4mH0

1− t
r
3
(62)
where 4mH0 is the molar enthalpy of melting of the bulk. If 4mH deviates considerably or abruptly from such a trend,
real size-dependent changes could be expected. Turnier predicted 4mH0 to be independent of size in small nuclei
[142, 143]. A true change of 4mH can only happen when the bonding order in the lattice changes, hence when more
or less entropic change takes place from the solid to the liquid aggregate state. This would be equivalent to a change
in the Gibbs free energy of the solid, crystalline volume (V/vmµ0 = G0 in equation 9). This could be the case when the
interior of nanoparticles and clusters gets affected by the surface (for example by surface stress). As discussed for the
molar volume such an effect seems to be significant below 3 nm for gold particles.
The cause of the internal changes arises from the surface. This is important when considering the different definitions
of surface energy: When surface energy only incorporates energies located at the surface, then the lattice changes have to
be attributed to the volume. Hence it would be correct to talk about a change of G0 and4mH in the particle volume. The
definition of surface energy in the way it is measured by calorimetry is the one of an excess surface free energy, though
(see chap. 2.1). Now the volume stress (work) has to be counted as part of the surface excess because it is intrinsically
related to the presence of the surface. For this scenario the only noted change would be for γsv , not for µ0. So it appears
that changes of the particle core by surface stress might be an issue. Therefore, it would be interesting to know how
strong the change of the surface excess free energy, caused by σsv , actually is. Weissmüller made a continuum mechanic
estimation for free nanoparticles and nanostructured materials [144]. Using material data for gold from Mays et al. [12]
renders a change of the excess surface free energy between 3.5 and 12.5 nm of 0.004 to 0.001 J/m2; a negligible change.
So no matter to which quantity these changes are attributed to, the influence is minimal and can be neglected for the
continuous regime.
Contact angle
In the HEG model which takes the particle-substrate interface into account the contact angle plays a role. In the
model Θ is considered to be constant. But in fact Murai et al. [145] showed that the contact angle of liquid Sn and
Bi particles, supported by a substrate, is not only material-, but also size-dependent for D < 20nm. This indicates a
more complicated substrate to particle interface behavior and thus a more complicated surface/interface area to volume
ratio. Hendy et al. [146] discussed in their model that only when the contact angle of the solid and the liquid phase are
almost equal the size-dependent melting on a carrier film is comparable to the melting of free, unsupported particles.
Lee et al. [41] discussed that the apparent contact angle could also be decreased for nanoparticles on a substrate due
to heterogeneous evaporation (rates). But they concluded that size-dependent changes of the contact angle by a few
degrees have a negligible influence on Tm.
Conclusion about models
Literature about experiments and simulation has shown that the present model system, gold, does not exhibit continuous
surface melting. It is therefore sensible to describe such a behavior with a direct solid to liquid transition as in the Gibbs-
Thomson, HOG ore HEG model which predict a linear 1/D dependence of Tm. Consistently the path of the gold melting
points is almost linear in the reciprocal plot. Other materials are proven to exhibit surface melting. For such materials
the slope decreases in the 1/D plot due to simple geometric consequences and it makes sense to use the LSM or another
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model with a liquid surface layer for their description [147, 148]. In gold nanoparticles, where the surface melting
as additional complication can be excluded it seems like bulk-values do can be extrapolated down to very small sizes
(~3-4 nm). Temperature and size-dependent changes, tough often used in literature to obtain better fits, do not play a
major role. This is in accordance with experiences from nucleation theory where the behavior can be calculated with the
assumption of bulk parameters as well [28]. The uncertainty of several parameters in the thermodynamic models, above
all γsvwith ±10 %, generates an uncertainty in the slopes of the straight lines (or curve in case of LSM). Within the given
accuracy all models suitable for the non-surface-melting case of gold are valid. In such cases the simplest solution should
be preferred. So we recommend to use the simplest model equation (like eq. 23 or 26) if the measured data show linear
1/D behavior.
Tm = T0

1− C(γsv − γlv )vm4mH r

(63)
A correction factor C is used for minimizing the difference between model and experiment. It would include all unknown
deviations of vm, γ, 4mH , effects from shape, substrate, orientation, non-uniformity and experimental uncertainty. If
there is a clear deviation from linearity at small sizes the use of a model with a non-zero, but constant surface thickness
can be attempted.
Tm = T0

1− C4mH
4γsl vm(s)
r − t −
γlv(vm(s)−vm(l))
r

(64)
If the fitted value of the thickness t is reasonable, which means between one bond length and ~ 2nm, this can be seen
as the valid melting model. If the thickness is zero or almost zero, this approaches the equation 63 again.
The degree of scattering and deviation shows that a deduction of interfacial properties like γsv or the liquid-layer
thickness by applying one of the model equations to the experimental data can only be accepted with a high uncertainty.
While there are several theories about the size-dependence of γsv the accuracy of the data makes it impossible to derive
any conclusions solely from the melting curves. From the current state of science they have to be rather seen as one
source of the uncertainty.
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4 Experimental and theoretical framework
This chapter contains not only the description of the experimental procedures. It also incorporates special experimental
techniques and devices. Derivations of new formulas, necessary for evaluation and discussion of results in the following
chapters, are presented as well.
4.1 Synthesis of Bismuth Oxide nanoparticles
The particles were chosen to be synthesized by an aerosol-based evaporation-condensation process with a size-fractioning
method.
The setup
The schematic representation of the synthesis setup can be seen in figure 6. Gas streams of 1.3 l/min N2 and 0.13 l/min
O2, both with a purity of 99.99999 %, were mixed and lead through the setup. In a first tube furnace (1253 - 1373 K)
high purity (99.999%) Bi2O3 powder was evaporated from a zirconia crucible. Flowing with the carrier gas the vapor
cooled down rapidly and nanoparticles nucleated from the over saturated gas. In a second tube furnace the aerosol
were annealed at lower temperatures (803 K) to receive spherical, monocrystalline particles. Passing through an ionizing
radioactive source the particles were charged - usually with a single electron charge. Within the analysis chamber of a
differential mobility analyzer (DMA[149]) charged particles were attracted to a negatively biased center electrode, while
being dragged along by the carrier gas. Particles for which the electrical force balances the drag force pass through a
collection slit. In this way a narrow size-fraction was separated from the initial distribution. The mobility equivalent
diameter (EMD) based hereon is equal to the geometric diameter when the particles are singly charged and spherical.
Yet, losses caused a reduction of the particle concentration in the specific fraction by one to two orders of magnitude.
The conditioned aerosol could then be either deposited by electrostatic precipitation (ESP) of charged particles [150]
or characterized by a scanning mobility particle sizer (SMPS). Particles were always characterized before and after a
deposition process. For deposition times of many hours additional samples were taken in-between. A SMPS consists of
an ionization source, a DMA, a condensation particle counter (CPC) and a controlling unit (PC). While stepping through
the voltage range of the DMA the CPC enumerates the number of particles passing through the detector per unit volume
in each size-fraction. So a fractioned size - concentration distribution is measured. From the data the size-distribution
function, mean, mode and geometric standard deviation, σGSD, were calculated. The experimental system used in this
study consisted of a electrostatic classifier (Model 3080, TSI Inc.), a differential mobility analyzer (Model 3080n, TSI
Inc.) and a condensation particle counter (Model 3025, TSI Inc.). When the SMPS showed the desired size-distribution,
the deposition was started. In ESP the inertia and Coulomb forces between particles and negatively biased substrate
lead to a defined deposition spot. Typically TEM grids with amorphous silicon nitride (SiNx) or carbon membranes, but
also single crystal wafers and calorimeter chips with a shadow mask were used as deposition targets in this work. For
polydisperse samples the deposition time varied between 3 to 50 minutes and for monodisperse samples between 1 and
40 hours depending on the particle size, ESP voltage and deposition target.
The evaporation-condensation process
Friedlander [30] and Stephan et al. [151] describe two processes which can be responsible for the formation of primary
particles: coagulation and condensation.
Coagulation is assumed to proceed as follows:
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Figure 6: Scheme of the synthesis, deposition and characterization setup.
1. Physical evaporation or chemical reaction provides condensable gas molecules.
2. The molecules form a cloud of stable nuclei.
3. Stable nuclei (liquid or solid) grow by coagulation (collision and coalescence).
4. Coalescence slows down as particle size increases and/or the gases cool.
5. Agglomerate structures start to form because collisions take place without complete coalescence.
The formation of particles by condensation can be described by the following steps:
1. Physical evaporation or chemical reaction provides condensable gas molecules.
2. When a sufficiently over-saturated vapor is reached (by increasing the number of molecules or decreasing
T) homogeneous nucleation occurs.
3. Growth of the nuclei to reduce the over-saturation takes place by condensation of molecules at the surface.
4. Condensation slows down as particle size increases and/or the vapor pressure drops.
5. Agglomerate structures start to form because of collisions.
In both mechanisms several of these process steps may go on simultaneously. For example condensable molecules keep
on being released from the evaporation crucible and will deposit at the surface of existing particles after the initial surge
of particle formation. Which of the two mechanisms controls the gas-to-particle conversion is not absolutely clear. For
similar syntheses Polarz et al. reported a combination of initial, homogeneous nucleation of primary particles, followed by
collision and imperfect coalescence [152]. Generally speaking formation by collision and coalescence becomes the more
likely the higher the concentration of particles is. However, the question of the underlying mechanism is not primarily
important for the outcome of the synthesis. Especially because a second furnace was used in which agglomerates sinter
to dense, spherical particles [152]. The major drawback of the synthesis methods is its low yield. Not more than a few
monolayers of monodisperse particles can be synthesized.
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4.2 Characterization of solid Bi2O3 nanoparticles
Size calibration
As significant discrepancies between the particle size determined with scanning electron microscopy (SEM), transmission
electron microscopy (TEM) and SMPS were identified, a size calibration procedure was launched. Refecence materials
RM 8011, RM 8012 and RM 8013 (NIST) on TEM grids with SiNx membrane were bought. These gold nanoparticles
had the nominal sizes of 10, 30 and 60 nm with spherical shape and a very narrow size distribution. They were used for
calibration of the SEM and TEM microscope in use. The images were taken under the same conditions and magnifications
as (a) in the NIST reports about the reference materials and (b) used for the Bi2O3 nanoparticles.
SEM calibration A working distance of 8 mm and different acceleration voltages were used. The images were analyzed
with ImageJ software using the implemented threshold automatism to detect the correct particle borders. The
projected area data for each numbered particle was converted to an effective spherical diameter in length units
(nm) based on the scale. A total of approx. 400 particles were analyzed for each set of parameters at each of the
three sizes.
TEM calibration Single particles of the 30 and the 60 nm sample were captured at magnifications from 10k x up to 690k
x. The calibration took place in two steps. For high magnifications between 290 kX and 690k x lattice fringes
could be seen. As the lattice constant and the corresponding lattice distances of gold are very reliable measures
this structural information was used for calibration in the high resolution (HR) regime. A fast Fourier transform
(FFT) of the image was used to measure the lattice distance in reciprocal space. The distances of the reflexes were
measured, averaged and converted to real space (inverse). These images were analyzed with the FEI software
Digital Micrograph. The known distance was used to calibrate the high resolution images and calculate the correct
projected area of the particle with 30 and 60 nm nominal size. As second step in the calibration procedure the
projected area of the respective particle was determined at all magnifications down to 10k x. As the correct area
was known from the HR images a correction function could be determined for lower magnifications. The ECD was
caluclated from the area.
DMA calibration As the DMA required airborne particles (aerosols) the reference materials from NIST could not be used.
Instead the calibrated microscopes were used to calculate the correct sizes of synthesized Bi2O3 nanoparticles
which always had been measured by SMPS, too. Hence relating the calibrated sizes from TEM with the sizes
obtained in the SMPS gave a correction function. Due to the different size-weighting methods in microscopy and
mobility analysis the procedure is only appropriate for spherical particles but could cause errors if the shapes
deviate notably from this ideal.
Characterization at room temperature
After synthesis the particles were ex-situ characterized by several methods in order to determine their morphology, crystal
structure and purity. Because of the low yield, some experiments requiring larger amounts of sample had to be carried
out with a commercially available Bi2O3 powder: Bismuth(III) oxide, NanoArc ® , 99.5% from Alfa Aesar Industries
(from here on called ’commercial powder’) with a stated size of 38 nm. The powder was characterized as well. At
room temperature (RT) SEM, TEM, thin film x-ray powder diffraction (XRD), Synchrotron XRD and x-ray photoelectron
spectroscopy (XPS) were used.
SEM micrographs were taken as standard for every deposited sample in an JEOL JSM-7500F microscope directly after
each synthesis to check the correct size, morphology and deposition density. Additionally, the samples used for
heating experiments were characterized in a FEI Tecnai F20 TEM using bright field and high resolution imaging
as well as electron diffraction for structure determination. The commercial powder was dispersed in pure ethanol
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and treated with an ultrasonic finger for one minute. A drop of the dispersion was let dry on a carrier glass. After
sputtering a 15 nm Au-Pd film the samples were investigated with a FEI XL30 FEG SEM.
XRD was carried out on different devices. The small sample amount of the synthesized particles did not allow usual
laboratory powder diffraction methods for characterization. Monodisperse particles of 14 nm on a MgO single
crystal were characterized with a thin film XRD (Rigaku SmartLab with 9 kW rotating anode) together with E.
Hildebrandt and also with a 2D-detector at beamline P02.1 (λ= 0.207309 Å), PETRA III, HASYLAB, Hamburg
with M. Hinterstein. From the line profile the isotropic crystallite size was determined [153]. The MgO was
chosen because initially heating experiments were anticipated.
XPS was measured on a layer (approx 100 nm thick) of polydisperse bismuth oxide nanoparticles with a mean size
of 16.4 nm (σGSD = 1.45) which were deposited at an ESP voltage of -7 kV for 120 hours ont a silicon <111>
wafer. The measurement was performed under high vacuum in the integrated system DAISY-MAT by Corinna Hein,
Oberflächenforschung, FB11, TU-Darmstadt. The surface was not cleaned by any sputtering process since this
reduced the particles to metallic bismuth under the experimental conditions. As common to electron spectroscopies
where the escape depth is only 1-2 nm, the atoms an their chemical binding in the surface region are probed.
Characterization at elevated temperatures
The commercial nanopowder was available in milligram amounts and could be used for high temperature x-ray diffraction
(HT-XRD), as well as differential thermal analysis with combined thermogravimetry (DTA-TG) and differential scanning
calorimetry (DSC) measurements. For comparison all these experiments were also performed with a high purity Bi2O3
micron powder (bismuth(III) oxide, 99.9998%-Bi PURATREM, STREM chemicals).
HT-XRD measurements were carried out with a Bruker D8 diffractometer in Bragg-Brentano geometry with an Anton-
Paar HTK 1200N high temperature chamber. The powder was shed onto a platinum foil, slightly compacted and
aligned on the sample stage. Two cycles of a temperature ramp of 10 K/min from RT up to 1153 K and back
was performed for every sample. A 11° 2Θ window from 25 to 36° was recorded every 15 K with a Super Speed
VÅNTEC-1 detector. The measurements were performed in air without gas flow, inert gas (He) at 0.03 std l/min
and and technical vacuum (approx. 1 Pa). A test experiment with a hot air blower was performed at the PETRA III
beamline P02.1 (λ= 0.207309 Å). Measurements were made stepwise every 10 K, each preceding a holding time
of 5 min for equilibration. The average heating rate was ~1 K/min. Rietveld refinement of all patterns was done
with the program FullProf [153].
DTA-TG-MS and DSC was measured with different calorimeters. DTA-TG at 300 ml/min gas flow of inert gas (Ar), air
and in Ar with a reductive graphite crucible was measured in a Netzsch STA 449 C Jupiter machine from the group
dispersive solids, FB11, TU-Darmstadt, operated by Claudia Fasel. The device had an attached mass spectrometer
(MS) for analysis of volatile species. DSC was measured under inert gas (Ar) with a gas flow of 20 ml/min in a
Netzsch Pegasus 404F. It was operated by Katharina Klinski-Wetzel. The samples were weighted before and after
the measurements. All measurements were performed with 10 K/min heating and cooling rates up to 1183 K and
usually alumina crucibles were used.
4.3 Evaporation experiments
To analyze the evaporation behavior of the synthesized Bi2O3 nanoparticles, a special setup, similar to the one described
by Nanda et al. [25, 26, 27] was built up. Behind the synthesis setup in figure 6 an additional tube furnace was
positioned which served as evaporation chamber. The monodisperse aerosol of the synthesis flew with 1.43 std l/min
through this chamber. For the synthesis the parameters in chapter 4.1 were used to produce initial monodisperse sizes
of 47, 29, 17, 8 and 6 nm and for each of these sizes an evaporation experiment was conducted. As depicted in figure
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Figure 7: Scheme of the measurement method for analyzing the evaporation behavior. Monodisperse particles were
synthesized and transported through a heating chamber as a low concentrated aerosol. The size distribution was
sequentially measured before and after the evaporation event. The temperature of the chamber was changed in
steps and material properties were derived from the temperature-dependent size change caused by evaporation.
7 the size distribution was measured before and after the chamber. The dwell time in the chamber was calculated
to be 2 sec. Stepping through the temperatures between 373 and 1200 K, distributions were recorded and analyzed.
Because evaporation causes shrinkage, the changing particle diameter could be used as measure of evaporation rate.
An evaluation method was proposed by Nanda et al. [25, 26, 27], but the results were not satisfying. A new method
derived from kinetic theory, which simulates the dynamic shrinkage of the nanoparticles in the evaporation chamber was
developed. Its mathematical base will now be described..
Evaluation of dynamic evaporation
For analyzing the measured size-changes a model is necessary which relates the size change to the evaporation rate and
hence to the physical properties of the particles. Equation 15 was used. The driving force is the pressure difference p−pp
which has to be negative for evaporation because a material can only evaporate if the vapor pressure is higher than the
partial pressure in the surrounding atmosphere. For the case of a spherical particle with v = 1/6piD3 one can express the
change of diameter per unit time as follows:
dD =
2vm(p− pp)p
2pimmRT
d t (65)
α has been set equal to unity. As diameter is the measured quantity in the DMA this was the equation to work with when
simulating the evaporation in the heating chamber with constant temperature. In the case of the experimental setup an
initial particle size D was known and the size Dx after a dwell time t in the heating chamber had to be calculated. If
the partial pressure driving force p − pp is constant over time, which is true for large particles, this is simply done by
integration.
dDx = D+
ˆ t
0
2vm(p− pp)p
2pimmRT
d t (66)
But for nanoparticles the Kelvin correction has to be applied and equation 65 gets more complicated.
D′ =
2vmp
2pimmRT
(p− pp exp

4vmγlv
RT D(t)

) (67)
As both, D′(t) and D(t) occur, the equation had to be solved as a differential equation. Because of the exponential
expression this had to be done numerically in steps for t. In the present case pp(T ) is made up of various gas species of
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Bi2O3 and was not exactly known in our material system. So the expression was approximated by the Clausius-Clapeyron
equation (11, 12) as a mean over all species. Inserted above, this finally gives the equation that had to be solved:
D′ =
2vmp
2pimmRT

p− p1 exp

−4vH
R
(
1
T
− 1
T1
) +
4vmγlv
RT D(t)

(68)
As the concentration of the nanoparticles was low (< 106 particles/cm3) and the particles were distributed in fresh,
unsaturated gas, the partial pressure in the gas phase, p, was taken to be zero. T1 and p1are just a pair of values on the
P-T curve of the bulk. The unknown material parameters were 4vH and γlv . These two parameters were determined by
fitting the model to the measurement values. The former parameters is a bulk property while the latter is the only one
which affects the size-dependence caused by the Kelvin effect. Consequently, the rates of size change were plotted for
the 5 initial particle sizes and equation 68 was fitted by adjusting γlv to match the size-dependent differences between
the curves. On the other hand, 4vH was fitted from the slope of a vapor pressure (P-T) curve. The vapor pressure p was
received by rearranging equation 68 and stripping off the influence of size by applying the now known γlv .
4.4 In-situ Transmission Electron Microscopy
The in-situ transmission electron microscope/microscopy (TEM) experiments were carried out at the University of
Duisburg-Essen together with R. Theissmann at a FEI Tecnai F20 with a Gatan 652 heatable transfer sample holder
for heating up to approx. 1200 K. For preparation of the commercial Bi2O3 nanopowder 0.05 g of the powder was mixed
with 15 g pure ethanol and dispersed for 1 min with an ultrasonic finger. Directly afterwards a small drop of the dis-
persion was put onto the TEM grid and let dry. The synthesis and deposition of the monodisperse Bi2O3 nanoparticles is
described in detail in chapter 4.1 and 5. Most samples were deposited on 15 nm thick, amorphous silicon nitride support
films on Si wafers with 0.1 x 0.1 mm windows arranged in a 3x3 array (Ted Pella, Inc.). For testing the influence of
substrate materials few samples were deposited on Nickel TEM Grids with a holey 10 nm thick carbon support film. No
surfactants were used for any of these preparations to avoid surface contamination. All experiments were performed at
a vacuum of approx. 10−5 Pa and an acceleration voltage of 200 kV. Before and after every experiment the sample was
characterized at room temperature by taking bright field (BF) and selected area electron diffraction (SAED ) as well as
sometimes high resolution (HR) images. Mainly two types of heating experiments were performed:
Constant heating ramps of 50 K/min and recording of BF movies of single particles (> 50 nm): Only two of these experi-
ments were performed because of the lower information content compared to the other type. Separate, commercial
bismuth oxide nanoparticles were chosen: One with 50 nm and one with 100 nm. The latter was connected to a
second 50 nm particle by a small neck. Sample position, height and focus were manually controlled to observe
the particle during a continuous heating process. The samples were heated until entirely evaporated at 870 and
920 K. For the duration of the whole experiment a video was captured. A tracking algorithm in the video software
Adobe Premiere was used during post-processing to compensate the permanent sample drift.
Stepwise heating and recording of SAED and BF images at each step: These were the usual experiments. SAED gave
information about the evolving structure and loss of crystallinity at Tt r averaged over some thousand particles.
The bright field images showed the morphological evolution. Furthermore they were taken without objective
aperture in slight under focus so that the superimposed dark field image served as indicator of crystallinity of
single particles. The step size was decreased when approaching Tm and heating was stopped 30 - 50 K above
that temperature. Subsequent cooling was performed in the same step-wise manner to observe freezing as well.
For some samples a second, similar heating cycle was added to melt and freeze the particles a second time. Five
samples of different particle sizes were investigated (see chapter 4.1). They are shown in figure 14.
1. 6.4 nm: σGSD = 1.05, area fraction = 13.5 %, magnification= 43k x
2. 8.7 nm: σGSD = 1.05, area fraction = 4.5 %, magnification= 43k x
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Figure 8: Focal series of BF images taken without objective aperture. The white halos near some particles are caused by
diffracted electrons of suitably oriented, crystalline particles. The further one diverges from the focal plane, the
more they edge away.
3. 16.0 nm:σGSD = 1.07, area fraction = 22.6 %, magnification= 29k x
4. 29.7 nm:σGSD = 1.09, area fraction = 3.9 %, magnification= 9.9k x
5. 48.8 nm:σGSD = 1.18, area fraction = 2.5 %, magnification= 9.9k x
The population densities (expressed as occupied area fraction) were a result of the synthesis conditions and the
deposition time. The density had to be low enough that no significant particle interaction could take place during
heating. For further analysis the integrated intensity of the rotational average of each SAED images was calculated
which gave diffraction patterns similar to common powder diffractograms. These patterns were analyzed with the
software FullProf [154] for phase identification.
A special feature were the BF images taken without objective aperture. Normally the aperture is inserted to intercept
diffracted beams and allow the transmitted beam to form the image. This is commonly done as it reduces the effect
of aberrations and thus improves contrast and resolution. On the other hand, no structural information is present in
such images. Leaving away the objective aperture and slightly defocussing the image leads to micrographs like in figure
8. Particles with a proper orientation to the beam can cause diffraction. Thus, the bright halos, caused by diffracted
electrons are a clear indication for crystallinity of a particle; sudden disappearance means loss of crystallinity. A defocus
is necessary for the halo to shift and stand out more clearly against the particle’s BF image. The effect of diffraction
contrast is also nicely visible: Diffracting particles appear darker due to a reduction of intensity of the direct beam.
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5 Synthesis and solid state transitions of Bi2O3
nanoparticles
In this chapter all topics concerning the solid state of the bismuth oxide nanoparticles are subsumed: from the synthesized
particles, to the characterization at RT, and up to the solid state transformations.
5.1 Results
5.1.1 Particle size and shape
The exterior appearance of the solid Bi2O3 nanoparticles is in the center of this section. First the correct sizes are
determined by calibration of the microscopes and SMPS with help of reference materials. Afterwards the size distributions
and morphologies of the as-synthesized, monodisperse Bi2O3 nanoparticles are shown.
Size calibration
While the results of the calibration procedure will not be further discussed throughout this work, it is important because
all mentioned particle sizes were determined as described in this section.
SEM
The JEOL JSM-7500F was correctly calibrated for micrometer sizes. The procedure was meant to determine errors
when investigating particles at the nanoscale. The micrographs taken at 10 kV acceleration voltage were found to give the
best particle to background contrast and thus were mainly used for the calibration with the gold reference nanoparticles
from NIST. The limited resolution of a SEM only allows to determine the particle border to a certain degree of accuracy
[155]. Furthermore, the contrast between carrier film and gold particles was bad which turned out to be a problem for
determining the correct particle border during image analysis. So an uncertainty of the final value of up to ±1 nm has
to be assumed. From the observations at different sizes, magnifications and acceleration voltages it can be concluded
that the evaluated CED depends on several imperfections of the images caused by beam-particle interaction: Darkening
of the image by carbon contamination [156], charging and particle-background-contrast. These effects come into play
during image analysis. The present device seemed to be calibrated well and the calibration error of the imaging unit
itself seemed to be minor compared to the problems during postprocessing. The determined average particle sizes are
listed in table 2 together with the reference values and the calculated correction factor. The correction values are also
shown in figure 9. The error of ± 1 nm is of course much more problematic for 10 nm particles than for 30 or 60 nm
ones. Combined with the bad contrast and the decreasing particle-beam interaction the deviation from the reference
value increases for smaller particles (e.g the correction factor increases).
The particle-carrier contrast was much better for the Bi2O3 nanoparticles and so the analyzed size should be more
accurate. Optimal pictures are achieved at different settings for the different materials: gold at 10 to 15 kV and Bi2O3 at
20 to 30 kV. Although it is generally recommendable to maintain identical conditions, in this case the priority to achieve
the best image contrast, because the errors caused by changes of microscope settings are smaller than the ones caused by
evaluating bad micrographs. When only one material is under investigation it should always be done at the same settings
(especially the same acceleration voltage). Because of the general uncertainty and the obvious differences in imaging of
Au and Bi2O3 nanoparticles, the correction function was not used for Bi2O3. Generally a particle has to be represented
by ≥ 1000 pixels, otherwise the digital resolution becomes the limiting factor. This approximate threshold value also
applied for the TEM micrographs.
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Table 2: Comparison of the stated and measured CED of the three gold reference samples RM 8011, RM 8012 and RM
8013 given in nanometers [nm].
nominal size reference value for SEM measured size deviation correction factor
10 9.9±0.1 7.6 2.3 1.34
30 26.9±0.1 24.8 2.1 1.08
60 54.9±0.4 53.5 1.4 1.03
TEM
First, the results about the HR calibration are presented. The calibration at lower magnifications is based on this. The
lattice-constant of the gold (fcc) unit cell is 0.4072 nm, resulting in {111} lattice-plane distance of 0.2351 nm. While the
exact direction of view on the particles could not be determined in the HR images (fig. 10), the plane distance of most
dominant reflexes was close to the {111} value, while any other possible planes like {200} or {220} had considerably
lower values which would result in unrealistic calibrations. All {111} reflexes in the 30 and 60 nm particles were
averaged to give a value of 0.236 nm. The standard deviation from this value is ±0.008 nm and the standard uncertainty
of the mean is 0.002 nm. Hence the correction factor for magnifications between 490 and 590k x is 0.996 ± 0.034. For
example a particle measured with 10 nm at 590k x would have an actual CED of 9.96 ± 0.34 nm from this part of the
analysis.
Second the deviation at lower magnifications was determined. The relative deviation from the initial value at 590k x
can be seen in figure 11, together with the relative values of the {111} lattice plane distance which were determined in
the first step at HR. Down to 145k x the values fluctuated by± 3.5 % which was within the error and only the correction
factor, 0.996, was applied. Between 145k x and 100k x the deviation suddenly dropped to -28 %. This is because of a
clearly erroneous calibration which caused disagreements in comparing sizes of Bi2O3 and was the motivation for the
calibration of the microscopes. Thus, an offset value of +28.19 % at ≤ 100k x was necessary. At very low magnifications
the particles were only small spots in the micrographs and were imaged by less than ~1000 pixels. In this range an error
occurs due to the digital resolution of a particle. A function to describe the relative deviation f (in %) for magnifications
≤ 100k x was fitted
f = 23.8129 e−
x
16.64261 − 34.257+ 0.0654x (69)
Where x is the magnification [k x]. It followed a correction function for magnifications ≤ 100k x,
D = 0.996DT EM

1+
f + o f f set
100

(70)
DT EM is the measured size and o f f set is the offset value at x ≤ 100k x. Above 100k x the values fluctuated by ± 3.5
% which is within the error and no correction function but only the correction factor, 0.996, was applied. The threshold
error in ImageJ software for determining the particle border was tested to be ±0.3 nm. It is quite independent of the
magnification until the digital resolution limit was reached. Additionally, the propagated error from the lattice plane
distance gave ± 3.8 %. It finally followed an error of
0.3+ 0.038Dm (71)
When comparing SEM and TEM, it became clear that in the size region of interest the uncertainty of SEM is much larger
than the one of TEM. This can be attributed to the generally higher resolution of TEM. Furthermore, TEM seemed to be
less affected by different material properties (e.g. Au vs. Bi2O3). So TEM was better suited, especially if the particle-
substrate contrast in SEM was not ideal. Higher accuracy can be achieved in SEM by applying special calibrations
and performing simulation calculations [155] for every investigated material, but this is accompanied with a very high
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Figure 9: Correction factor for the JEOL JSM-7500F SEM plotted over particle size. The deviation from the reference value
increases strongly for smaller particles. Among other things this is because an uncertainty of the particle border
of 1 nm is a greater relative error for smaller particles. The value at 200 nm was made up to get a convergence
to 1 above the nanoscale.
expenditure. Consequently, unless otherwise mentioned, all sizes given from now on will be calibrated sizes from TEM.
As example five sizes of selected Bi2O3 nanoparticles, which will be used throughout this work, were calculated and
listed in table 3. The higher correction value in this table compared to the SEM correction factor in table 2 is because the
systematic offset of 28.19 % was added. The sizes of the 30 nm and 50 nm particles were measured at non-ideal, low
magnifications (see fig. 11) where the digital resolution worsens the accuracy. This general problem applies for SEM as
well.
DMA
Since the DMA needed an aerosol as measurement medium, the Bi2O3 nanoparticles at the sizes given in table 3 were
used as calibrant. The corrected mean CED from TEM were compared with the mean values from the corresponding
DMA measurement which is shown in figure 12. The deviation of the DMA is a systematic, linear one. The linear fit gave
the correction function
D = 0.70054DDMA− 1.03465 [nm] (72)
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(a) (b)
Figure 10: Size calibration at HR: Regions with clear lattice fringes which have approximately the lattice plane distance of
{111} (marked red in figure (a)) were Fourier transformed. The distances in the FFT (fig. (b)) were measured
and averaged to give the measured lattice plane distance.
Table 3: Selected sizes of Bi2O3 nanoparticles which will be important throughout this work.
nominal size measured mean size in TEM magnification correction corrected mean size
6 6.5 43k x -29.65 % 6.4±0.5
9 8.8 43k x -29.65 % 8.7±0.6
15 16.1 29k x -28.19 % 16.0±0.8
30 27.5 9.9k x -20.47 % 30±1.5
50 45.5 9.9k x -20.47 % 49±2.2
Morphology of Bi2O3 nanoparticles
The synthesis setup in figure 6 produced polydisperse size distributions. Their mode could be shifted by increasing the
furnace temperature. Examples of such initial distributions can be seen in figure 13 (black columns). With the attached
DMA set to a certain voltage and applying a sheath gas flow 10 times as high as the actual gas flow through the system,
size distributions as depicted by the red columns were achieved. These narrow distribution had a σGSD of 1.05 to 1.1
which is close to a monodisperse size. For example the distributions of a 6.4, 16.0 and 48.8 nm sample had a full width
half maximum (FWHM) of 0.75, 2.0 and 10 nm. So at larger mean sizes, the distributions widened a bit. Typical samples
at different sizes and their size distributions from SMPS can be seen in figure 14. The particles up to 30 nm were almost
spherical in shape with a circularity of > 0.8. Only the largest size distribution showed partially sintered, aspherical
shapes. Larger particles obviously required higher sintering temperatures, so that 803 K was too low at the given dwell
time of 2 seconds in the furnace to fully densify these particles. In the micrograph of the 29.7 nm sample one can see
some non-spherical particles composed of small primary particles. Apparently such agglomerates have the same mobility
as the spherical particles with 30 nm diameter. The agglomerates were not considered in the TEM size analysis and
calibration.
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Figure 11: The relative deviation from the sizes at HR (490 - 590k x) at different magnifications is shown. Down to 145k
x only slight fluctuations within ± 3.5 % can be found. A clearly erroneous calibration below 100k x is evident
from the sudden drop between 145 and 100k x. The increase at the lowest magnifications, 20 and 10k x, is
caused by insufficient digital resolution of the particles.
The commercial powder was dispersed, sputtered and investigated in the SEM (fig. 15b on page 53). It shows to be
composed of hard and soft agglomerated primary particles with a mean size of approx. 50 ± 7 nm and also a broader
distribution of the primary particles. This average size was also confirmed by XRD (see next section). Due to the strong
agglomeration and overlapping in the SEM micrographs a more accurate determination was not possible.
5.1.2 Particle characterization at room temperature
Most importantly the crystalline structure and purity of the particles was determined. The structure was analyzed by
diffraction with x-ray radiation from the Synchrotron source PETRA III. Figure 15a shows a diffractogram together
with the results from the Rietveld refinement. The structure of the analyzed 30 and 14 nm particles was clearly the
metastable β-Bi2O3 structure with a=b=0.775 nm and c=0.567 nm. From line broadening the isotropic crystallite size
was determined to be 13.9 nm for the sample with nominal size of 15 nm. As this accords well, the particles had to
be monocrystalline. The particle volume an thus the diffracting volume decreases with r3. As consequence the signal
decreases drastically and the coherently diffracting regions become too small for conventional Rietveld analysis. This
is why smaller particle sizes could not be measured with XRD. But such particles had the same appearance in the HR
micrographs in figure 16 and SAED patterns in TEM. The HR images also showed a faceted shape and lattice fringes
whose d-spacing could usually be attributed to the 201 and 220 planes of β-Bi2O3. No amorphous surface region could
be observed.
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Figure 12: Calibrated mean size from TEM over measured mean size from SMPS for 5 different Bi2O3 samples. The straight
line is a linear fit giving the correction function for SMPS sizes (eq. 72).
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Figure 13: Size-distribution directly after synthesis chamber measured with SMPS. The gray columns in the background
are typical polydisperse distributions from the evaporation-condensation process at 1253, 1293 and 1373 K
evaporation temperature. From this initial distribution a narrow size fraction could be separated by a DMA
(red columns). The size-separation process reduces the concentration by up to 2 orders of magnitude.
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Figure 14: Representative micrographs and corresponding histograms from SMPS of 5 sizes which were also used in the
in-situ TEM experiments. The samples up to 16.0 nm consist of primary particles only. In the two biggest sizes
coagulation and agglomeration leads to less spherical, polycrystalline shapes.
The XPS spectrum of the same 14 nm particles on a Si wafer showed no impurities. Only emission lines of Bi, O and
C were found (fig. 18(a)). The Bi4f doublet was not split, so bismuth only existed in one oxidation state. Sputtering
in the vacuum chamber of the XPS caused the Bi4f doublet to split because of formation of metallic Bi. The C-line is
inevitable in samples which were exposed to ambient conditions and can not be cleaned by sputtering. A shoulder at
higher binding energies can be observed in the detail view of the O1s peak (fig. 18(b)). It is attributable to OH– and CO2–3
groups adsorbed on the surface in addition to the O2– state in bismuth oxide [80]. The integrated intensities, weighted
with the respective atomic sensitivity factor gave the average Bi:O ratio of the probed volume: 0.635. This corresponds
to a molecular formula of Bi2O3.15. This over-stoichiometric amount of oxygen is caused by the incorporation of oxygen
from the adsorbed surface species which do not belong to the bismuth oxide.
For some experiments in this chapter a commercial Bi2O3 nanopowder was used. The diffraction pattern in figure 15b
also shows b-Bi2O3 with a=b=0.7737 nm and c=0.5635 nm. The average grain size determined from line broadening
was 50 nm. This was in accordance with the mean size from SEM: 50 ± 7 nm. A few weak reflexes indicated small
amounts of another phase which is not a-, b-, g-, d- or any other reported Bi2O3 polymorph but bismuth hydroxide
(Bi(OH)3).
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Figure 15: X-ray diffractograms and Rietveld refinements measured at PETRA III, beamline P02.1 (λ= 0.207309 Å) in air.
(a) 14 nm bismuth oxide nanoparticles on a MgO single crystal. The structure is β -Bi2O3 and no additional
phases could be detected. (b) The structure of the commercial nanopowder is β -Bi2O3. The stars indicate
reflexes of bismuth hydroxide which is a result of aging under ambient conditions.
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Figure 16: HR TEM images of different bismuth oxide nanoparticles. Lattice fringes and faceting are proof of their
(mono)crystalline character. The identifiable d-spacings were from the 201 or 220 planes of β -Bi2O3.
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(a) (b)
Figure 17: SEM micrographs of the commercial Bi2O3 nanopowder. (a) In the overview the agglomerates are visible. (b)
The HR image shows the primary particles. The rough surface is caused by the sputtered AuPd film.
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Figure 18: XPS spectrum of 14 nm bismuth oxide nanoparticles on a Si single crystal, measured at DAISY-MAT in vacuum.
Only bismuth, oxygen and carbon were found (a). In the O1s peak a shoulder at higher binding energies was
measured (b).
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5.1.3 High temperature behavior
For analyzing the high temperature behavior of agglomerated bismuth oxide nanoparticles in the solid state as well as
evaporation characteristics, HT XRD and traditional calorimetric measurements were performed in different atmospheres.
The commercial nanopowder comparable to the monodisperse particles in the other chapters was used. Serving as bulk
reference, a commercial micron-powder (α-Bi2O3) was analyzed in the same manner.
DSC and DTA-TG
The endo- and exothermic processes in the samples were measured and compared with DSC. Figure 19(a) shows the
first heating cycle of both, the nano- and the micron-powder. The latter shows the two expected peaks of the α → δ
transition at 1007 K and melting at 1089 K, whereas the nanopowder undergoes two further exothermic peaks and
an endothermic rise in between. Furthermore the melting peak is broadened and the maximum is lower. The 4mH
(integrated area) of the nanopowder (15.2 kJ/mol) is larger than the one of the micron-powder (12.9 kJ/mol) and both
values lie within the known, broad scattering range [157]. In the second heating cycle (not shown) the nanopowder
lacks any additional peaks and shows the common bulk behavior. All transformation temperatures are listed in table 4.
Additionally DTA-TG measurements were performed with the same experimental parameters. But two different at-
mospheres were used: air and inert gas. Yet, no significant differences could be observed between the atmospheres.
Additional information comes from the gravimetric curve and the mass spectroscopy (fig. 19(b)). They show that up to
the transition around 733-739 K the sample lost 1.6 % of its mass. The detectable main gas species have masses of m =
12, 16, 30, 32, and 44 which can be attributed to C, O, C2H6/CH2O, O2 and CO2, respectively. The small transition at
584 K is accompanied by a peak in m = 12, 30 and 44 and the larger transition at 733 K correlates with peaks in m =
16, 30, and 32. Beyond 750 K no mass loss occurs anymore. Possible heavy species like Bi(g) (m = 209) could not be
measured by the spectrometer.
HT XRD
As complementary method high temperature XRD was performed which gave structural information, as well as insight
into the evolution of the mean grain size. Additionally the XRD could also be performed in actively pumping vacuum
(~ 1Pa), not only in air and inert gas. The same previously characterized commercial nanopowder and also the same
heating rate was used so that the transition temperatures could be compared, even if kinetic processes played a role.
The 12° window recorded every 15 K (e.g. fig. 20) was evaluated to observe structural changes. In this way it was
confirmed that the transitions around 1000 K and around 1075 K are indeed the α → δ and the δ → l (melting)
transitions. As the nanopowder resided in the metastable β-phase at RT, an additional transformation from the β- to the
α-phase was measured at 725 ± 15 K. This coincides with the exothermic transition in DSC and DTA. The evolution of the
average, volume weighted, crystallite size was traced by analyzing the line profile broadening which gave insights into the
sintering of the particles. Figure 21 shows the particle growth in the different atmospheres at increasing temperatures.
Starting at an initial size of 50 nm growth set in around 630 K. From there on the size rapidly increased up to the β → α
transformation. In vacuum the transformation temperature was higher and the crystallites grew larger. The experiment
with the hot air blower at the PETRA III beamline provided few results because the temperature was badly calibrated
and non-uniform over the sample even though slow heating ramps and long holding times were chosen. Still it showed
unambiguously that at the transition temperature the particles had reached a size of 100 nm which is much more than
the sizes in figure 21.
A summary of all transition temperatures is given in table 4. Several facts are remarkable: The β → α transition
was approx. 35±5 K higher in vacuum compared to the transitions at ambient pressure. On the other hand, the α→ δ
transition was roughly 30 K lower in vacuum. The shape of the melting peak in the calorimetric curves was much broader
and lower for the nanopowder and the onset temperatures tended to be lower. Generally the scattering of the melting
temperature and enthalpy of melting are large for Bi2O3. Still the melting point seemed to be shifted by approx. -30 K in
vacuum- independent of the initial size.
56 5 Synthesis and solid state transitions of Bi2O3 nanoparticles
4 0 0 6 0 0 8 0 0 1 0 0 0 1 2 0 0
0
2 0 0 0
4 0 0 0
6 0 0 0
8 0 0 0 ( a )
 n a n o  B i 2 O 3 m i c r o  B i 2 O 3
 
 
  5 8 8  K
   δ → l1 0 7 6  K
    α → δ1 0 0 2 . 3  K
Cp 
[J/(
kg*
K)]
T  [ K ]
  7 3 8 . 6  K
3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 09 8 . 0
9 8 . 5
9 9 . 0
9 9 . 5
1 0 0 . 0
 m :  3 0
 m :  4 4
 m :  3 2
 
 5 8 4  K
TG
, m
ass
 cha
nge
 [%
]
T  [ K ]
  7 3 3  Kd i f f e r e n t i a l  h e a t  s i g n a l
( b )
0
1 x 1 0 - 1 1
2 x 1 0 - 1 1
3 x 1 0 - 1 1
4 x 1 0 - 1 1
5 x 1 0 - 1 1
 MS
, int
ens
ity [
a.u
.]
Figure 19: (a) DSC measurement of Bi2O3 nano- and micron-powder in argon at ambient pressure. Nanopowder: Mini-
mum at 588 K and exothermic event at 738.6 K, endothermic α→ δ phase transition at 1002.3 K and melting
at approximately 1076 K. Micron-powder: The powder resides in the α-phase at RT and no exothermic events
occur below 1002 K. (b) DTA-TG and MS measurement of the nanopowder between 300 and 820 K. The gravi-
metric curve (black) is plotted on the left and the MS signal on the right ordinate. The same transitions could
be observed up to 750 K. The sample looses -1.6 % of weight until 750 K and mass spectroscopy measures
increased amounts of gas species. For example m = 30, 32 and 44 are shown. After the transition around 733
K mass loss and evaporation stop abruptly. The heat signal and dashed lines are just for orientation.
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Figure 20: A 12° window with the mayor Bi2O3 reflexes during heating at 10 K/min captured in temperature steps of 15
K in (a) inert gas and (b) pumped to ~ 1 Pa from ambient air . The β → α transition of the commercial Bi2O3
nanopowder took place between 717-733 K in air and inert gas and between 749-767 K in vacuum. First the
(-111) and (112) reflexes of α-Bi2O3 around 29° formed and in the next step also the other reflexes had changed
from the β - to the α-structure.
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Figure 21: Average, isotropic crystallite sizes calculated from reflex broadening of commercial β -Bi2O3 for the patterns
shown in figure 20 on the facing page. It indicates grain growth started around 630 K. The crystallites grew
until the temperature for the β → α transition was reached (dashed lines). In vacuum the particles were bigger
and the transition occurred later. For illustration: A change from 50 to 70 nm would correspond to a doubling
in volume (e.g. coalescence of two 50 nm particles).
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Table 4: Temperatures for β → α, α → δ and δ → l transitions measured with different methods and in varying atmo-
spheres. The commercial Bi2O3 nanopowder (nano) and an ultra pure micron powder (micro) were measured.
transition atmosphere powder method temperature [K]
air nano DTA 736±2
β air nano XRD 725±15
← vacuum nano XRD 760±15
α inert gas nano DSC 738±2
inert gas nano DTA 733±2
inert gas nano XRD 726±15
air nano DTA 1000±2
air nano XRD 991±15
air micro DTA 1003±2
air micro XRD 991±15
α vacuum nano XRD 959±15
← vacuum micro XRD 959±15
δ inert gas nano DTA 1001±2
inert gas nano DSC 1002±2
inert gas nano XRD 997±15
inert gas micro DSC 1007±2
inert gas micro DTA 1005±2
air nano DTA 1074±9
air nano XRD 1084±15
air micro DTA 1083±2
air micro XRD 1084±15
δ vacuum nano XRD 1052±15
← vacuum micro XRD 1052±15
l inert gas nano DSC 1076±2
inert gas nano DTA 1075±2
inert gas nano XRD 1090±15
inert gas micro DSC 1089±2
inert gas micro DTA 1104±2
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5.2 Discussion
The discussion of this chapter intends to combine the results from size and shape determination, RT characterization and
high temperature investigation to explain the size-, temperature- and atmosphere-dependent behavior of bismuth oxide
nanoparticles in the solid-state regime.
5.2.1 Room temperature
The results show that the synthesized particles are mainly mono-crystalline, mono-disperse and spherical, which is im-
portant for the size-dependent studies in the following chapters. High resolution images show that the spherical shape
is actually slightly faceted due to the surface planes of the crystallite. At constant temperature in the sintering furnace
the largest size, 48.8 nm (fig. 14), was not perfectly densified to spherical particles. A higher sintering temperature or
longer sintering time would have been necessary to achieve the same shape like the smaller particles. This demonstrates
the influence of size on the coalescence process [30] and is a first hint to the size-dependent behavior of these oxide
particles. Otherwise the results of size and size-calibration are unambiguous.
The stable structure of bismuth oxide nanoparticles at RT under oxidizing, inert and slightly reducing (vacuum)
conditions is the tetragonal β-structure, which is metastable in the bulk. Interestingly, Jovalekic´ et al. [72] while mainly
describing the stabilization of β-Bi2O3 at RT by additions of ZrO2 mention that the Bi-O had to be in a very fine-grained,
nanocrystalline state. Moreover quenching, which has been reported as process to stabilize the β-phase [158] tends
to produce very fine-grained microstructures. These are possible hints that also in polycrystalline bulk the size of the
crystallites plays a role in stabilizing this phase. Generally, size-stabilization is a common process in oxide materials and
has been reported for e.g. alumina, zirconia and titania by Navrotsky et al. [18]. Due to the surface contribution the
total free energy of the material is altered at the nanoscale; if the contribution gets strong enough high temperature or
metastable phases with lower γsv can become favorable at RT (chap. 2.3). So it can be assumed that the surface energy
of β-Bi2O3 is considerably lower than the one of the α-phase. But the hypothesis can not be verified since no γsv values
for any bismuth oxide structure are known. Only values for the melt were reported [93].
Moreover, surfaces with their oxygen vacancies or unsatisfied bonds tend to adsorb water and bind hydroxyls, carbon-
ates and/or oxygen to reduce their surface energy (see chap. 2.1) and further stabilize the system. This also seems to
be true for bismuth oxide: Under heating in DTA-TG-MS O, O2, C, CO2 and some other species are released into the gas
phase. Different oxidation states in the O1s peak, an over-stoichiometric amount of oxygen and a C1s line in XPS also
indicate the presence of carbon and oxygen containing groups. The spectroscopic study by Barreca et al. [80] discovered
a carbonated surface at RT. This is typical for oxides which can form carbonates (e.g. bismutite, Bi2O2CO3). The other
way round β-Bi2O3 is the phase that forms from decomposition of Bi2O2CO3. Even on α-Bi2O3 surfaces layers of the β
form were found after surface-carbonate decomposition. In this context the ordered oxygen vacancies in β-Bi2O3 play
an important role [80, 71]. So carbonized bismuth oxide and the β-structure seem to be linked; on the surface as well as
in the bulk. This makes the β-phase even more favorable for nanomaterials with their large surface area. On the other
hand, hydroxylation by aging at RT in humid air is also possible. This can be seen in the diffractogram of the commercial
nanopowder (fig. 15b). The same powder could also easily be hydroxylized by ultrasonic treatment in water within
minutes. Already in 1964 Levin et al. [158] reported the formation of a bismuth carbonate (bismutite) and an unknown,
not described phase as aging effect for micron-powder. But bismutite could not be observed for the nanopowder. While
the exact processes are not clear one can conclude that bismuth oxide has a carbonated surface and is reactive under
atmospheric conditions. So it should be sealed for storage to avoid compositional changes.
5.2.2 Solid state transitions
When discussing the heating experiments, it is important to recall that compacted, agglomerated powders and no inde-
pendent particles were used. Hence, the particles have two kinds of interfaces: Surfaces in contact with the surrounding
gas and grain boundaries between neighboring particles. This alters the total surface/interface energy compared to free
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particles. By heating such samples, sintering will begin prior to melting and when reaching the melting point a densi-
fied, coarse-grained bulk will have formed. Such experiments are not helpful for investigating melting and evaporation
behavior of nanoparticles but only to learn about solid-state properties of agglomerated nanopowders. By combining the
findings from the calorimetric and the diffraction measurements one gets a consistent picture of the phase transitions of
agglomerated bismuth oxide nanopowder. The only transition related to nanomaterials is the β → α transition. So this
is the only one important in the context of this work. The usual solid state bulk transitions are listed in table 4 but will
not be discussed here and the atmospheric influences on melting and evaporation of nanoparticles are discussed in the
respective chapters of this work.
Two unexplained peaks exist in the caloric curve of figure 19(a). Both of them are considerably lower than any
observed melting temperature in this work (more details about melting will follow in chapter 7.1). Therefore, a melting
and solidification process as described by Schierning et al. [159] can not be the explanation for the alternating exo- and
endothermic events. The first minimum is at 588 K. No structural changes were observed but the mass decreased strongly
in this region, accompanied by a rise of the C, CO2 and C2H6/CH2O concentrations. A lowered sample mass corresponds
to a smaller signal in DSC. So a sudden mass loss leads to a falling signal, which could erroneously be interpreted as
exothermic process. The following region of a steadily rising DSC signal includes the region of particle growth (fig. 21)
which is usually preceded by neck formation and densification. These first sintering stages could not be detected by XRD.
Hence, the observed rise is due to sintering of the sample. It is accompanied by further evaporation of more strongly
bound oxygen and carbon containing species. This can lead to an elevated signal, too.
At Tt r = 738 K the phase transformation from the β-phase of the nanoparticles to the bulk α-phase takes place. This
transition can only occur in the nanopowder and its summarized features are:
1. The peak has the typical shape of an exothermic phase transformation (fig. 19(a)).
2. The crystallite growth increases rapidly up to the point of phase transition, yet different sizes and temperatures
were measured in different atmospheres (fig. 21).
3. A slower heating rate produces larger particles at Tt r (section 5.1.3 on page 56).
4. β-Bi2O3 remains stable up to the melting point in free nanoparticles between 7 and 50 nm (chap. 7).
5. Along with mass loss O, O2 and C2H6/CH2O reach their maximum concentration and drop abruptly after the
sample has fully transformed (fig. 19(b)).
6. Between 663 and 763 K bulk bismutite switches from decomposition to β-Bi2O3 to decomposition to α-Bi2O3
[158, 160] and in the same temperature region surface carbonate conversion to pure Bi2O3 surfaces takes place
[80].
This set of information together with the preceding findings is interpreted in the following paragraph and a graphical
explanation is given in figure 22.
β-Bi2O3 nanoparticles are stabilized in this form because of a presumably low surface energy making the total free
energy lower than the one of α-phase nanoparticles of the same size. The size-dependent chemical potentials change
with 1/D (eq. 20 in chapter 2.3). At a certain, critical size (Dc(T )) where G(β) = G(α) the β → α transition can
occur (blue square). Below this size β-Bi2O3 is always stable. The ability of β-Bi2O3 to bind carbonate groups further
lowers the surface energy and acts stabilizing. Therefore the critical size (Dc,c(T )) for G(βcar bonated) = G(α) should
be larger (orange square). According to the results, particles  100 nm can be stable with a carbonated surface. But
ultimately also a carbonated β-Bi2O3 particle should transform to α. Above that size α-Bi2O3 is always stable. When
the nanopowder is heated the particles grow by sintering and enter region (b) of figure 22, where they are only stable
because of their carbonated surface. At the temperature of bullet point 6 which corresponds to the measured transition
temperature, 735 K, they loose their carbonate layer which increases γsv . Thus at the given set of T and D they move
from the orange to the blue intersection and suddenly D > Dc . Consequently, the transformation to the α-phase occurs
together with the vaporization of the carbon and oxygen containing species. It also makes plausible how different sizes
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Figure 22: Scheme of the postulated stability diagram at constant T in attempt to explain the β → α transformation.
No units and values are given as it is a qualitative illustration. A phase transformation occurs at G(α) = G(β)
which depends on the slope of the curves. This in turn depends on the surface energy of the phase. As
carbonization decreases γsv , the critical size is larger for carbonated than for de-carbonated β -Bi2O3. In region
(a) α-Bi2O3 is always the stable form. In the intermediate region (b) β -Bi2O3 is stable below and α-Bi2O3 above
the temperature for de-carbonization (~ 735 K). Region (c) is the absolute stability region of β -Bi2O3.
can transform around 735 K. Separate particles in the TEM which are not able to grow remain below Dc and rest in
the β-phase until they melt. Apparently, this model is able to explain all observed phenomena but ought to be put on a
more sound basis by a systematic, size-dependent/ heating rate-dependent study. The transition temperature in vacuum
is higher than in the other two atmospheres. As only HT XRD measurements could be performed in that atmosphere
(chap. 4.2), the information is limited. An explanation could be that the lack of heat conduction through the gas causes
the actual temperature in the sample to be lower than the measured temperature of the heating stage. In that case the
powder would also experience a slower heating rate which could explain the larger size in figure 21 as well. The critical
size at RT is an interesting value. According to eq. 43 the correct critical size at RT is smaller than the measured critical
size at 738 K, just like the Tm(r) becomes lower for smaller sizes. For a qualitative statement the parameters in eq. 43
would have to be known. After this size-dependent nano-phase to bulk-phase transformation the initial nanopowder
behaves like Bi2O3 micron-powder with the regular transition temperatures.
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6 Evaporation of Bi2O3 nanoparticles
Three important issues are treated in this chapter: Firstly, assessment of the improved method to analyze the evaporation
behavior of nanoparticles. Secondly, an attempt to understand the vapor system of bismuth oxide. Thirdly, the surface
energy and size-dependent evaporation of the nanoparticles.
6.1 Results
The thermodynamic properties γlv and 4vH were determined by fitting a dynamic evaporation model to the measured
size-changes in the evaporation chamber with a dwell time of 2 sec. This took place in an atmosphere of 90 % N2 and
10 % O2 at 10
5 Pa. Different initial particle sizes were used and the temperature was raised in steps. As an example
figure 23 shows the measured mode of the particle size distribution in an experiment with 47 nm particles. Important for
the evaporation is the region behind the dashed line where particle size starts to decrease due to evaporation from the
surface. The method described by Nanda et al. [27] gave 1080 K as onset temperature for evaporation. For the analysis
method used in this work (chap. 4.3) the experimental shrinkage rate was calculated by
4D
4t =
D− D0
4t (73)
where 4t is the dwell time, D0 is the initial particle size and D the respective value in figure 23. Both analyses were
done for all 5 initial sizes.
In addition to the experiments, calculations of the dynamic evaporation of particles over time were performed at
constant temperature. This was done by numerically solving the differential equation 68. Examples of a 6 and a 47
nm particle are shown in figure 24. Owing to the smaller volume the smaller particle has fully evaporated at lower
temperatures. Furthermore, the Kelvin effect (eq. 13 on page 10) leads to higher vapor pressures and self-reinforcing
evaporation at small sizes, hence bending the curve downwards.
This model was applied to calculate the final sizes depending on γlv and4vH. The average shrinkage rates according
to equation 73 were calculated and compared to the experimental values. The surface energy is responsible for the
differences in curving upwards between the 5 sizes in figure 25(a). Therefore, it could be determined by fitting the
model to the measurement values (black lines). The average value of γlv = 0.13 ± 0.04 J/m2 did not fit perfectly to
every size. Inaccuracies in the measurement method as well as changes in the material properties could be responsible
for that. On the other hand, the onset method by Nanda et al. yielded γlv = 2.08 J/m
2 which is unrealistically high. With
γlv = 0.13 J/m
2, 4vH was determined by a fit to the slope of the vapor pressure curve in figure 25(b), resulting in 185
± 15 kJ/mol. Apparently, the little changes in the 6 and 8 nm samples lead to high uncertainties. The dashed line from
Sidorov et al. [85] comes from a mass spectrometry (MS) study in 1980 and will be subject of the discussion (chap. 6.2
on page 67).
Evaporation of separate nanoparticles was observed in the TEM. However, rapid cooling directly after melting showed,
that the particles were metallic bismuth and had been deprived of all oxygen in the molten state (chap. 7). Some further
hints about evaporation of agglomerated and sintered nano- and micron-powder in different atmospheres were revealed
by calorimetric and HT XRD experiments. One DTA-TG experiment with nanopowder in a carbon crucible was performed
in inert gas. It did not show any changes in the transition temperatures, but mass loss started after the α→ δ transition
and increased drastically after melting (fig. 26). A droplet of bulk Bi was left after the experiment, so the entire oxygen
had evaporated from the sample. HT XRD in vacuum showed similar results: From a rapidly diminishing reflex intensity
after the α → δ transition and bismuth reflexes after re-crystallization, one can assume that the same reduction and
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Figure 23: Example of evaporating Bi2O3 nanoparticles with an initial size of 56 nm in 10 % O2, 90 % N2 at 10
5 Pa. This
curve is special because there are two regions of size-change (divided by the dashed line). Usually the size
remains constant up to the onset of evaporation. Here the first drop at 700 K comes from sintering of the
agglomerated particles to dense shapes. The second region is caused by evaporation. The cross-over of the
two tangential lines marks the defined onset-temperature for evaporation according to the method described
by Nanda et al. [27].
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Figure 24: Calculated shrinkage caused by evaporation of a particle with 6 nm (a) and 47 nm (b) initial size. During the
dwell time in the evaporation chamber the particles shrink. From top to bottom the temperature is raised and
shrinkage increases non-linearly with T . The bending of the curves is caused by the Kelvin effect at small sizes
which self-reinforces the evaporation. The measurement setup can only measure the initial and final size at 0
and 2 seconds, not the process in-between.
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evaporation process took place in vacuum. No such mass loss and material changes happened in air and inert gas at
ambient pressure up to 1180 K.
6.2 Discussion
Important points to treat in this discussion are (1) if the measurement method and the analysis method are suitable
to probe the evaporation behavior of inorganic nanoparticles, (2) how the bulk vapor pressure and 4vH of bismuth
oxide behaves with changing temperature and atmosphere and (3) if the Kelvin equation with γlv can be applied to the
evaporation of (bismuth) oxide nanoparticles.
Size-dependent evaporation method
Two processes lead to size changes in figure 23. Between 700 and 900 K the large agglomerates (fig. 14, 48.8 nm)
change their shape to dense, spherical particles. While this does not change the volume it goes along with a reduction
of the mobility equivalent diameter measured in the DMA. The shape change could happen by diffusion or even a
melt-crystallization event, but a sheer size measurement can not differ those mechanisms. Merely, melting could be
expected to cause a more abrupt size change at the melting temperature instead of a stretched transition. In the second
region above 900 K evaporation sets in. As temperature has a e−1/T influence on the evaporation rate, the size changes
ever faster at increasing temperature until the particles fully evaporate within the dwell time in the heated region.
This dynamic process is reduced to an onset-temperature by the evaluation method of Nanda et al. which resembles
the analysis of thermodynamic phase transformations in calorimetric measurements. The determined value of γlv was
unrealistically high and as recognized by others [9] this generally seems to be the case for this onset method. In this
work the evaluation of the data via a fit of the dynamic evaporation process gave more realistic values. Though, the
theory requires the particles to be much smaller than the mean free path in the aerosol for the kinetic theory to apply.
A further advantage of this evaluation is that the surface energy can be determined for each size separately, if the vapor
pressure function of a material is known exactly. Thus, size-dependent changes of γlv could be measured. This was not
possible in this work, because the bismuth oxide vapor in air is not known. It had to be approximated by the Clausius-
Clapeyron equation with 4vH as additional fit parameter. Independent of the evaluation method, the measurement has
some advantages. Firstly, free particles without influence of a substrate or a matrix are measured. Secondly, different
atmospheres can be used - most important for oxides: also ambient-like conditions. The measurement sensitively depends
on an accurate determination of the initial and final particle size. In this work the sizes were calibrated with TEM (chap.
5.1.1). The fact that the temperature distribution in the heating chamber is only approximated by the maximum value in
the middle also induces some error. Both problems could be reduced by a specifically adapted setup.
Vapor pressure of bismuth oxide
The evaporation behavior of oxides in general is complicated and not sufficiently understood in many cases, including
bismuth oxide. The focus of this work was not to investigate the temperature- and atmosphere-dependent gas species
of the bismuth oxide vapor - other methods such as a special Knudsen-Cell MS would be necessary for that. However, a
certain understanding is necessary since the peculiarities of nanoparticles are always based on the bulk properties. No
sufficient or even quantitative answer to the multi-component vapor of bismuth oxide can be given here, but an attempt
is made to interpret the observations consistently. Experimental-wise this section is important to receive a proper baseline
for analyzing the size-dependent behavior in a second step.
A number of facts about evaporation of bismuth oxide seem important:
1. Under atmospheric pressure Bi2O3 is stable at least up to 1350 K [87].
2. If the oxygen partial pressure is high enough, almost exclusively oxidic gas components are present - mainly
(Bi2O3)x. Below approx. 200 Pa mainly metallic Bix components form (at least from laser vaporization) [88].
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Figure 25: (a) Evaporation rate given as rate of diameter change with a dwell time, 4t, of 2 sec. Different colors are
different initial particle sizes. The black lines indicate the simultaneous fit to extract γlv as the only unknown
parameter that causes size-dependent changes. The fit gave an average γlv = 0.13 ± 0.04 J/m2. (b) Vapor
pressure curve of bulk Bi2O3 determined from dynamic evaporation calculation of Bi2O3 nanoparticles. The
slope renders a 4vH of 185 ± 15 kJ/mol averaged over all species. The dashed line is a function for the total
vapor pressure from a Knudsen-Cell MS study [85].
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Figure 26: DTA-TG measurement of bismuth oxide nanopowder in a carbon crucible under inert gas. The α → δ and
melting transition temperatures are unchanged, but a mass loss sets in after the transformation into the δ-
phase and drastically increased in the molten state.
3. In the MS studies [83, 84, 85, 91] the only or dominant species were always Bi and O2 and the most recent study
reported massive oxygen loss in the beginning of the each Knudsen-Cell experiment - even in the solid state [86].
4. Under vacuum, e.g. at low total and oxygen partial-pressure, liquid and solid δ-Bi2O3 are not stable. Mainly
oxygen evaporates. Probably the high oxygen mobility enables its easy escape. The composition for congruent
evaporation in the solid state is oxygen deficient [87, 86, 75, 91].
The results of this work (chap. 6.1) support this summary of literature. Moreover, they show that liquid bismuth oxide
reacts to metallic bismuth under moderately reducing conditions. Therefore, it seems clear that the Knudsen-Cell MS
studies investigated a non-stoichiometric bismuth oxide. The following basic evaporation / decomposition reactions can
be conceived.
Bi2O3 (s, l) → (Bi2O3)x (g) (74)
Bi2O3−x (s, l) → 2Bi (g) + (3− x)/2 O2 (75)
The reduction reaction 75 depends on the oxygen partial pressure and is therefore increased in vacuum. On the other
hand, the congruent evaporation 74 does not have any p(O2) dependence. This explains, why mainly Bi and O2 were
measured with MS and (Bi2O3)x was dominant at higher oxygen partial pressures. Conclusively, one can assume that the
total vapor pressure and composition reported in MS studies will differ from the state in the ambient conditions of the
experiment in this work.
6.2 Discussion 69
The dashed vapor pressure curve in figure 25(b) comes from a MS study by Sidorov et al. [85] and the solid line
is the average, total vapor pressure of this work - approximated by the Clausius-Clapeyron equation. The enthalpy of
evaporation of Sidorov et al. is higher (approx. 245 kJ/mol) which can be explained by the compositional difference
discussed above. The enthalpies of sublimation/evaporation of Bi2O3 (reaction 74) and Bi4O6 are 277/237 kJ/mol
and 234/156 kJ/mol, respectively. The enthalpy of reaction 75 with stoichiometric Bi2O3 is 976/946 kJ/mol. The
values for the formation of oxidic species are in the same region as the measured 185 ± 15 k/mol, which indicates
molecular evaporation of bismuth oxide under ambient-like conditions. MS measures the thermodynamically stable
forms of the gases effusing from the Knudsen-Cell (chap. 2.6.2 on page 21). Therefore, it is possible that molecular
(Bi2O3)x evaporates in the cell, on the surface and decomposes to Bi and O later on. This was already adumbrated by
Sidorov et al.. The vapor pressures from this work are higher than Sidorov’s values. Apart from the mentioned sources
of error and compositional differences it is possible that this is caused by the assumption p = 0 in equation 68. If p > 0
this would decrease ps proportionally.
Another observation is that the rate of evaporation is significantly higher in vacuum. A low oxygen partial pressure
at constant total pressure in pure inert gas does not have this effect. Consequently, the absolute pressure and / or
the actively pumping vacuum are responsible for the increased rate. Reference [90] proposes an argument of kinetic
hindrance: Because of fewer collisions under low pressure the molecules can escape more easily. An actively pumping
vacuum keeps the partial pressure above the surface constantly low. The evaporation rate is higher, the lower p, because
the driving force for evaporation is p − ps. Hence, the active vacuum prevents equilibration (p = ps) and thus keeps
the rate of evaporation at a maximum value. These two explanations do not exclude each other and probably both
contribute.
Kelvin equation and surface energy
After the general evaporation behavior of bismuth oxide its size-dependence on the nanoscale will be discussed now.
Under constant molar volume it results solely from the surface energy γlv in the Kelvin equation (13). The measured
average value of 0.13 ± 0.04 J/m2 is lower than the only reported literature value of 0.217 J/m2 at 1123 K. This was
measured by Fujino et al. with the ring method [93]. They also reported a linear temperature dependence of ∂ γ/∂ T =
-2.1·10−5 J m−2K−1. At 1023 K, the average temperature for evaporation of the nanoparticles, γlv would be 0.219 J/m2.
For such a large difference measurement errors discussed in the previous sections are one possible explanation. Assuming
a correct measurement the other reason is that different properties are probed by the two methods. The ring method
measures the maximum force when a platinum ring detaches from the surface of liquid bismuth oxide. It probes the
surface stress which is a purely mechanical property. On the other hand, surface energy is defined as the excess energy
occurring due to the existence of a surface. Generally, surface stress and surface energy are said to be the same in a liquid
(chap. 2.1) because they can not withstand shear stress. This statement however, is based on theoretical considerations
only. γlv , as it is determined with the presented method, comes directly from evaporation of gas components on the
nanoparticles’ surface. Thus, it is a measure of how hard it is to remove these molecules or atoms from the surface. This
is a different process than the above definition of an excess state. Ouyang et al. treat this topic with an own model for
γsv and γlv [9]. In this light it is possible that the different values occur, because different surface-related properties are
probed with the different methods. Due to lack of better knowledge or ambiguous nomenclature they are described by
the same term.
Closer inspection of figure 25(a) shows that γlv = 0.13 J/m
2 underestimates the curvature for large particles and
overestimates the curvature of small particles. Within the evaporation model this is explained by a variable γlv . A
temperature-dependence, as well as a size-dependence would be possible. According to Eötvös rule for the temperature-
dependence of γlv , it increases with decreasing temperature. This would cause a trend opposite to the observed direction.
A size-dependence of γlv with the correct trend was predicted by Toleman [137]. So a size-dependence of γlv would
be possible. But the uncertainty of the present measurement with the unknown vapor-pressure function does not allow
definite statements. Instead, the differences of the values are included in the error of±0.04 J/m2. Within this uncertainty
the Kelvin effect is valid for the evaporation of bismuth oxide nanoparticles.
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Figure 27: 2D T-D phase diagram showing isobar lines of the normal pressure. γsv = 0.13 J/m2 was used with two different
vapor pressure functions, one from this work and one from Sidorov et al. [85]. The boiling temperatures are
normalized to the bulk value and only plotted for the size region of the investigated particles.
The determined values of γlv and 4vH were used to calculate the size-dependent normal vapor pressure function.
From equations 12 and 13 Tv was calculated as follows:
Tv =
4vH − 4γlv vm/D
4vH/T1 − R ln pv/p1 (76)
Tv and pv belong to the boiling point and T1 and p1 come from a known P-T point in figure 25(b). The Tv -D plot can be
seen in figure 27. The lines are isobares for normal pressure. Because of the different vapor pressure functions of Sidorov
et al. and this work, leading to different bulk boiling temperatures the isobars were normalized to the bulk value. In
both cases γlv = 0.13 J/m
2 was used. As Tv changes proportionally to 1/D and γlv , a line with the slope proportional
to γlv results in a reciprocal plot. Because of the low value of γlv the size-effect of boiling point reduction is small. This
statement holds, independent of the vapor pressure function.
In summary, the method of measuring and simulating the shrinkage rate to analyze the surface energy of bismuth
oxide works, but a specifically developed setup could enhance the results considerably. Problematic was the unknown
and complicated equilibrium of numerous bismuth oxide gas species, which becomes even more complicated under
reductive vacuum conditions. Still, the Kelvin equation itself is valid and an average value of 0.13 ± 0.04 J/m2 was
determined for the surface energy of liquid particles between 6 and 47 nm. Due to the low value the boiling point
depression is weak.
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7 Melting of Bi2O3 nanoparticles
The results concerning melting of Bi2O3 nanoparticles were mainly obtained by in-situ TEM heating experiments. There
is a possibility that these results are not described by a size-dependent melting point reduction but by a size-dependent
chemical reaction. For that reason the model for a size-dependent reactions from chapter 2.4 on page 19 will be relevant.
Additionally results and findings from the previous chapters will enter the discussion.
7.1 Results
7.1.1 Bismuth oxide nanoparticles
Typical images of particle distributions as they were used for the heating experiments are shown in figure 14. Figure 28
shows SAED images together with the corresponding bright field images as they were captured for each sample at each
temperature. These images were selected from a group of images of the 29.7 nm sample to present the most significant
changes. The bright field images gave insight into morphology changes during heating and cooling while the diffraction
images were used for phase identification and to observe the loss of crystallinity at the melting transition. For that purpose
diffractograms were calculated from the rotational intensity as shown in figure 29 as a waterfall graph for some relevant
temperatures between room temperature and several degrees above the transformation temperature. The structure was
β-Bi2O3. The signal intensity was too weak and the adjustments were not optimized for more detailed analyses like
evolution of lattice constants or even profile matching. During heating the signal intensity gradually decreased until it
vanished eventually. Approaching the transformation temperature the diffraction halos in BF started to disappear. For
each particle the change was an abrupt switching from crystalline to non-crystalline. These switchings took place over a
temperature range of approx. 30 to 40 K and correlated with the vanishing diffraction intensity in SAED. As combined
transformation criterion any diffraction reflex had to be vanished in the diffraction pattern as well as any diffraction halo
had to be disappeared in the bright field images. For the illustrated example the melting temperature was analyzed to be
783 K. The other samples transformed at:
1. 6.4 nm: 483 K
2. 8.7 nm: 525 K
3. 16.0 nm: 673 K
4. 29.7 nm: 783 K
5. 48.8 nm: 810 K
For testing the influence of other substrate materials one experiment was performed with 16.0 nm particles on a 10 nm
carbon substrate instead of SiNx. Carbon is known to act as a reducing agent. But the analyzed melting temperature of
678 K agreed well with the value on SiNx substrate. A striking observation was that approx. 20 K (29 nm sample) or
approx. 50 K (8 nm sample) below the transformation temperature the SAED pattern degraded by e-beam illumination.
This started after a period of several seconds and after several minutes the sampled region appeared less crystalline or
even amorphous. Adjacent regions which were not illuminated still showed crystallinity, though. Hence images close
to the transformation temperature were always taken at “fresh” spots of the sample. Waiting for a long time (up to 15
min.) close to Tt r did not change the SAED and BF images, so time did not seem to be relevant as long as the region
was not illuminated. During the whole heating procedure the particles were not observed to migrate or rotate on the
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Figure 28: Series of SAED images and corresponding BF images taken without objective aperture. The diffraction rings
are well visible at 573 K and numerous particles show diffraction halos. 768 K is very near to the transformation
temperature. At 778 K the diffraction rings have completely vanished and no particle shows any diffraction
halos anymore.
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Figure 29: Diffractograms of 29.7 nm Bi2O3 nanoparticles from temperature up to Tm. The transition occurred at 783 ±
15 K, when the (222) reflex disappeared and no crystalline particles were visible the imaging mode of the TEM
anymore. A standard background pattern was subtracted in this waterfall graph.
Figure 30: Left: Initial sample before heating (Bi2O3). Right: Same sample and spot after the experiment (Bi). Images
were taken without objective aperture to have an indicator for crystallinity. No drastic, morphologic changes
happened during melting and re-crystallization.
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substrate. As can be seen in figure 30, the exterior shape hardly changed during the course of experiment - not even in
the second heating cycles. Only the edges had become softer and agglomerates had grown together at the necks. Yet,
after a heating cycle the coarser diffraction images and the uniform diffraction halos of former agglomerates showed that
inside the exterior shape the matter had coalesced. Some particles appeared darker than others. Those were different
ones before and after heating. As this darkening mostly correlated with strong diffraction halos this effect was due to
diffraction contrast, but not due to mass contrast. The effect of the e-beam together with temperature steps of 10-20 K
near Tt r and the error in temperature measurement of approx. 10 K are summarized in an estimated error of 20 - 30 K
as indicated by the different error bars in figure 31.
One sample was heated beyond the transformation temperature to observe evaporation. Considerable shrinkage was
observed above 770 K for 16 nm particles. This value is only a rough indicator since the magnification was low (29k
x), the position on the sample was changed frequently and only the projected area is seen in TEM. The observation of a
single 50 nm and a pair of connected 100 + 50 nm bismuth oxide particles during heating ramps (see page 42) lacked the
structural information of the above experiments but revealed two important facts: Visible shrinkage due to evaporation
was observed roughly at 850 K for both sizes. The movement of matter from one particle to another during tilting of the
sample holder was a proof for the liquid state of the matter at 793 K.
An important result from the DTA and HT XRD experiments with the commercial β-Bi2O3 nanopowder and α-Bi2O3
micron-powder (chapter 5.1.3 on page 56) was that vacuum atmosphere changed the transition temperatures by approx.
- 30 ± 15 K independent of the powder size. Under inert gas atmosphere and in air T0 corresponded to the literature
values. Mass loss in a reducing crucible, indicating evaporation, only started above the regular T0. Up to the melting
point Bi2O3 was stable.
Cooling back to room temperature revealed two things. First, the crystallization of the separate particles did not occur
until below 398K. Second, analysis of the diffraction patterns of the re-solidified particles revealed that they had become
metallic bismuth. As a chemical change occurred along with the transitions the vanishing crystallinity will not be termed
“melting” but “transformation” for the time being.
Evaluation of the transformation temperatures as phase transformation
At first, the data was evaluated under the assumption that the particles underwent a regular 1st-order phase transfor-
mation from solid to liquid. This hypotheses and the one of a redox - reaction will be treated in the discussion. The
size-dependent transformation temperatures are shown in figure 31 plotted reciprocally together with the measured
melting temperatures of bismuth nanoparticles and literature values. A least-squares fit of a linear function was per-
formed which is indicated by the black, solid line. The intersection at 1/D = 0 gave a T∞of 867 K for the β-Bi2O3 phase
under the given conditions in the TEM. While the first data points can be fitted by a straight line very well, the smaller
sizes, especially the smallest particles with 6.4 nm, accord with the line within the borders of the error range. This might
be a hint for a deviation from linearity.
The basic HOG model (eq. 24 on page 13 and 63 on page 36) was applied to test the validity of the melting curve. T0
was replaced by T∞. The particles resided in the β-phase but no enthalpy or free energy of this usually metastable phase
is known. Thus the value of the bulk transition from δ-Bi2O3, 14.7 kJ/mol [64] was used for 4mH. The solid molar
volume was calculated from two quantities: (a) The average stoichiometry in bismuth oxide under vacuum conditions
[86, 157], Bi2O2.29, and (b) the unit cell volume known from x-ray diffraction characterization (see chapter 5.1.2) of
0.338315 nm3. The thermal expansion coefficient deduced from HT XRD experiments in vacuum in chapter 5.1.3 is
1.24656 · 10−9 K−1. The final value for vm(s) = 4.72777 · 10−5 m3/mol at 673 K which was taken to be the fix point. For
the same temperature the liquid molar volume was extrapolated from Hwang et al. [92] to be 5.307 ·10−5 m3/mol in air
and ambient pressure. The γlv was analyzed in chapter 6.1 to be γlv= 0.13 J/m
2 for the particles under investigation.
No literature values for γsv are known, so it was used as a fit parameter to match the black line in figure 31. The resulting
value of 0.3 J/m2 can be judged by comparing with other oxide materials. The value is of course subject to a high
uncertainty caused by the propagation of uncertainties of the other estimated parameters. It is a very rough estimate
that should not be mistaken as real material property but rather considered as quantity for further discussion. The used
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Figure 31: Size-dependent transition temperatures of Bismuth oxide and metallic Bismuth nanoparticles in the in-situ TEM
heating experiments. The cyan triangles show literature values of metallic bismuth particles and the blue, filled
triangles are values from the second heating cycles of this study (with a broad size distribution). X-error bars
are dominated by the size distribution and y-error bars by the transformation region of the particles. The
respective best linear fit is shown by solid lines. According to the HOG model the slope of the Bi2O3 curve
corresponds to a γsv of approx. 0.3 J/m2 and the hypothetical T∞ of β -Bi2O3 would be 867 K.
parameters are summarized in table 5 and the validity and accuracy of the chosen values will be discussed in chapter
7.2.1.
Evaluation of the transformation temperatures as reduction reaction
It is important to mention that the transformation took place at temperatures where metallic bismuth is already liquid
(T0 = 544.55 K). Hence melting and reduction would be indistinguishable by the applied electron-diffraction method.
Therefore the data was also evaluated under the assumption that the particles underwent a full reduction
β − Bi2O3(s) → 2Bi(l) + 32 O2(g) (77)
This hyopthesis and the one of a pure phase transformation will be compared in the discussion. The size dependent
temperature for redox equilibrium was calculated according to equation 53:
T =− 3
2R ln(p(O2))

4rG∞m (T ) +
4
D

2γlv (Bi)vm(Bi)− γsv (Bi2O3)vm(Bi2O3)

(78)
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Figure 32: Measured transformation temperatures and calculated size-dependent redox reaction equilibrium of
Bi2O3 −*)− 2 Bi + 32 O2 (calculated at p(O2) = 10−5, 3.5 · 10−15 Pa). The temperature for equilibrium stabil-
ity change is much higher than any observed transformation temperature unless the oxygen partial pressure
would become as low as 10−15 Pa. The size dependence is much weaker than the experimental one.
The required values for the calculation can be found in tables 5 and 6. As bulk Bi2O3 does not reside in the β-phase
no values for 4rG(T )∞ are known. But several functions for the bulk phases can be found in literature [157] and
the function of Kameda et al. [161, 162] for the δ-Bi2O3 was used. The oxygen partial pressure was approx. 10
−5
Pa. Figure 32 shows that the experimental data could not be matched with reasonable values of p(O2) and γsv . The
former parameter shifts the intercept with the ordinate and γsv influences the slope of the line. The 4rG∞m (T ) term in
equation 78 is large at any temperature and always far above the melting range of bulk and nanosized Bi2O3. As the
vapor pressure in the denominator is in the logarithm it does not compensate for 4rG∞m (T ) - not even for low values in
a vacuum chamber. The difference in the round brackets, responsible for the size-dependence, is also small, resulting in
a very shallow slope of the line. Ergo, despite a large uncertainty in some parameters the slope of the experimental data
could not be rationalized with a size-dependent redox reaction.
7.1.2 Metallic bismuth nanoparticles
When it was clear that metallic bismuth nanoparticles resulted from the first heating cycle, a second heating cycle was
used to investigate their melting an re-crystallization behavior as well. As bismuth oxide particles which had been in
contact with each other coalesced to bigger units at re-crystallization, the size distribution of the bismuth experiments
was much broader and less well characterized. This is reflected by the broad error bars in figure 31. The experiments and
analyses were performed in the same way as in the previous section. Figure 33 shows a waterfall graph of diffractograms
from ~35 nm particles. The derived melting temperature was 536 K. For the other investigated size, ~ 10.5 nm, the Tm
was 523 K. These two values are compared to literature values [163, 164, 165, 133, 166] in figure 31. A least squares fit
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Table 5: Properties of bismuth oxide nanoparticles for the calculations.
property constant value equation for T-dependence unit obtained from/by
T∞ 867 - K this work4mH 14700 const. J/mol [64]
γsv ~0.3 const. J/m
2 fitted
γlv 0.13±0.04 const. J/m2 this work
vm(s) 47.28 · 10−6 1.24656 · 10−9 m3/mol [86, 157] + this work
vm(l) 53.07 · 10−6 6.7756 · 10−9 m3/mol [106], extrapolated4rG∞m - 549700− 261.1 · T J/mol [161, 162]
Table 6: Properties of bismuth nanoparticles for the calculations.
property constant value equation for T-dependence unit reference
T0 544.55 - K [64]4mH 11296.8 const. J/mol [64]
γsv 0.55 const. J/m
2 [133]
γlv 0.375 const. J/m
2 [133]
vm(s) 21.32 · 10−6 const. m3/mol [133]
vm(l) 20.75 · 10−6 const. m3/mol [133]
of a linear function was applied to the literature data. The present values show to be in accordance with other literature
values. The material properties used for the calculations here and in the discussion are summarized in table 6.
An interesting phenomenon was observed for the crystallization of the Bi nanoparticles. The particles did not start to
crystallize until below 380 K. Down to 310 K particles were observed to crystallize abruptly and while fluctuating a trend
to lower crystallization temperatures for smaller particles could be observed. The crystallization criterion was mainly the
occurrence of diffraction halos in BF. Figure 34 shows a series of BF images with increasing number of crystalline particles
during cooling from 397 to 299 K.
7.2 Discussion
7.2.1 Bismuth oxide nanoparticles
The in-situ TEM heating experiments are in the center of this discussion. From their observations it is a fact that a change
from solid oxide to a liquid state took place at the respective transformation temperature and that metallic bismuth
re-crystallized at cooling. But it is difficult to distinguish between a pure melting transition and a reduction reaction
yielding liquid Bi and volatile O2. In spite of this distinction a solid-liquid transformation occurred and as such it was
analyzed by the existing size-dependent melting models.
Size-dependent melting
In figure 31 the melting points coincide reasonably well with the linear fit of the HOG model. As no deviation from
linearity is observable for smaller sizes, there is no indication for a liquid surface layer. A peculiarity is the intercept
which usually denotes the bulk melting temperature: With 867 K it is 230 K below the usual bulk value. But in contrast
to the known metal studies these oxide nanoparticles reside in a different phase than the common bulk structure (β-
Bi2O3). Therefore, the intercept at T∞ marks a hypothetical value. Particles larger than the critical size Dc adopt the
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Figure 33: Diffractograms of 35 nm Bi nanoparticles which formed after the first heating cycle with Bi2O3. The bulk T0(Bi)
= 545 K. The transition occurred at Tm(Bi) = 536 ± 13 K. The background was not subtracted in this waterfall
graph.
usual α-structure (chap. 5.1.3). It can be expected that after this size-dependent change from β to α, the particles will
perform the usual bulk transformations to the δ-phase at 1003 K and melt at 1097 K. Hence T∞ would be equal to T0
for particles larger than the critical size and a jump in the size-dependent melting curve would occur. As there is not any
bulk counterpart no reference values for the β → l transformation exist. This is also true for most other thermodynamic
parameters required for the models. Therefore maximal and minimal values for the parameters 4mH, vm(l), vm(s) and
γlv will be estimated to show the widest possible range of the common fit parameter γsv . The chosen value for 4mH is
the one of the bulk δ → l transformation. It served as a lower limit because the β-structure with its lower symmetry
will have a higher enthalpy of melting. The literature values for 4mH scatter strongly [167]. Still, an upper limit would
be the combined change 4t rH(α → δ) +4mH(δ → l) = 29.8 + 14.7 = 44.5 kJ/mol [64]. The solid molar volume
could be as high as 52.9 · 10−6 m3/mol due to changes in Bi:O ratio up to stoichiometric Bi2O3 and a higher thermal
expansion coefficient reported by Levin et al. [158] (3.57707 · 10−09 K−1). As liquid bismuth oxide tends to reduce to
bismuth under vacuum conditions γlv of liquid bismuth, 0.375 J/m
2, can be estimated as an upper limit. The lowest
value of 0.217 J/m2 was found for bulk Bi2O3 in air at 1123 K [93]. A sensible value of γsv was 0.3 J/m
2, but minimum
and maximum values could be between 0.25 and 0.75 J/m2. The main cause of uncertainty is the enthalpy of melting.
Nevertheless, 0.3 J/m2 as well as the relative difference between γlv and γsv are plausible values when compared to the
surface energies of e.g. solid titania nanoparticles (0.6 to 1.0 J/m2[15]) and liquid titania (0.38 J/m2[168]). According
to these values it is plausible that a physical phase transformation occurred.
A number of other arguments point to a melting transformation, rather than a chemical reaction:
1. The reflexes of the bismuth oxide structure remained up to the melting point and the transformation was observed
to be abrupt for the individual particles. This shows that no gradual decay or reduction took place.
80 7 Melting of Bi2O3 nanoparticles
Figure 34: Series of BF images without objective aperture during cooling a polydisperse Bi sample. At 397 K the first two
crystalline particles were observed. Then the biggest structure no. 1 was found crystalline (358 K). Shortly
after no. 2 crystallized (337 K). Afterwards ever smaller particles became crystalline. Each freezing processes
occured instantly within the observable time resolution. For orientation the two big particles no. 1 and 2 are
always numbered, and particles which freshly crystallized at the respective temperature are circled.
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2. The high temperature XRD experiments (chapter 5.1.3) show basically the same behavior, whether they were
performed in air or vacuum. Differences were a general shift of the melting temperature and a notable evaporation
rate in vacuum - both independent of initial particle size and both caused by stoichiometric changes due to oxygen
loss (chap. 2.6).
3. A preliminary investigation of bismuth oxide nanoparticles on a NiO-film was performed for the chip calorimeter,
which will be described in chapter 9.3. It indicates that melting occurs in a similar temperature range (window of
100 K) under ambient conditions.
Supporting information can also be found in literature:
1. Takahashi et al. [169, 170] performed electromotive force (emf) measurements in electrochemical cells with
varying p(O2) up to 973 K (solid, α-Bi2O3). They found that bulk bismuth oxide can be reduced to Bi if the partial
pressure drops below the equilibrium partial pressure at a certain temperature (eq. 48 and 52 on page 19) but
is stable as long as p(O2) is above that value. These equilibrium partial pressures are very low as calculated and
shown in the next section.
2. It is known that in contrast to its solid form bismuth oxide melts are highly reactive and possess a low thermody-
namic stability under non-oxidizing conditions [171, 172, 173].
In the light of this additional information one can conclude that the process is primarily a melting process which is
followed by oxygen loss in the liquid phase, just like in the bulk. But also in analogy to the bulk a shift of Tm by
the reducing conditions is quite possible. This shift is probably due to stoichiometry changes, caused by incongruent
evaporation (chap. 2.6.2 and 6.2).
The particles in the biggest samples show clear agglomerate nature and asphericity. This raises the question whether
such shape changes alter the transition temperature. The topic has often been discussed and used as one point of criticism
about the thermodynamic melting models which all assume a spherical crystallite shape. Chang et al. [174] conceived
experiments where aluminum needles with different apex angles were melted and thus curvature and molten volume
could be changed independently. Their results showed that the over-all melting temperature only depends on the surface
to volume ratio and not on the curvature. The present results confirm this finding as the melting of the 29.7 and 48.8
nm particles would be drastically reduced if the local curvature had been of importance. The 29.7 nm sample seems to
be exactly in line with the two smaller sizes. Because of the smaller size and volume of the agglomerates in this sample
they diffract much less and thus do not influence the analyzed Tm. They were not considered for the determination of the
average size, neither (chap. 5.1.1). On the other hand Tm of the 48.8 nm sample seems a bit lower than expected, though
still within the error range. This also accords with the predictions: All particles consist of agglomerated and coalesced
primary ones. They deviate strongly from a perfect spherical shape. So the surface to volume ratio is increased and thus
Tm should be lower.
Although still within the error range, the smallest particle size seems to deviate slightly from linearity. So definite
conclusions can not be drawn and more measurements at even smaller sizes would be necessary. Still this potential
deviation can not be ascribed to geometric reasons- especially because the value is higher instead of lower. In analogy to
the findings about gold nanoparticles in the previous chapter the end of the continuous regime could be reached at 6.4
nm. Another explanation could be that the reduced and bismuth-rich surface region causes a convergence to the melting
curve of bismuth as the influence of a more oxidic core diminishes.
The phenomenon that the molten particles do not form larger droplets but on the contrary, the exterior shape hardly
changes has been observed in metallic nanoparticles, too [175]. No explanation has been found in literature. A possible
reason could be strong adhesion forces or even a superficial chemical bonding with the substrate. Lee et al. [2] observed
the dissolution of one atomic layer of carbon in molten Au on the particle-substrate interface. The influence of dissolved
carbon is discussed in the respective article. Additionally, the produced deepening could have a mechanical effect: It
could keep the particle in position and hinder free movement which is necessary for coalescence of droplets.
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Influence of experimental conditions
The high vacuum and the focused electron beam are conditions under which the experiments were carried out. Their
influences on Tm will be discussed now. The results were also treated assuming a size-dependent reduction reaction.
This most extreme case would have rendered the treatment of the data as a phase transformation obsolete. But figure 32
shows that neither the temperature range nor the size-dependence qualify to explain the experimental data. Nevertheless
there are observations which provide evidence for shifts in the free energies of redox reactions of Bi2O3 (chap. 2.4): First,
ultrasonic dispersion of nanoscale Bi2O3 (commercial powder) was easily hydroxylated to bismuth hydroxide (checked
by XRD) and even storing in water at RT could change the powder within a few days, while both was not possible with
usual micron Bi2O3 powder. Second, the in-situ TEM experiments with separated nanoparticles produced pure, metallic
bismuth, while similar HT XRD experiments with milligram amounts of bismuth oxide resulted in unidentified, but not
fully reduced phases even though the maximum temperatures were much higher (bulk Bi2O3 can be reduced to Bi under
low oxygen pressures , though [176]). Also Irmawati et al. [177] showed that Bi2O3 needles with a thickness in the
nanoscale could be reduced more easily than broader ones. So it is probable that the calculated size-dependent change of
the redox equilibrium in figure 32 exists, like the ones calculated by Navrotsky et al. [61] for other oxide nanoparticles.
Turning back to the melting transition, it already became clear in chapter 5 about the solid-state transformations that
an actively pumping vacuum atmosphere has a considerable influence on the incongruent-evaporation rate which in turn
affects the stoichiometry of the oxide. Nanoparticles were observed to be more affected because of the high surface area
from which evaporation can take place. If the stoichiometry is altered several scenarios can explain deviations from the
reference melting temperature. The calculated phase diagram by Risold et al. [157] predicts a monotectic point of 1061
K for Bi-O melts with an oxygen content < 0.6 (stoichiometric Bi2O3). Within the error of the HT XRD measurements
this value agrees with the experimental T0 = 1052 ± 15 K in vacuum (this work). In this case the value would be
independent of size and a general offset of approx. -25 K would occur as soon as oxygen-deficiency occurs in the oxide.
From a thermodynamic point of view, loss of oxygen by evaporation will inevitably change the chemical potential of bulk,
as well as of nanoparticles. Thus the phase equilibrium (transition) temperature (where µ(s) = µ(l)) would shift. Due
to the defects in the structure, the chemical potential must be higher and the transition temperature would be decreased
which accords with the observations.
Another observed influence is the electron beam. Sample heating has often been discussed as an influence in TEM
studies, especially for organic samples [178]. Electrons passing through the sample loose a certain amount of energy
along the path. A heat transfer model can be established, if one assumes that the entire energy is dissipated by heat. The
heating effect in the irradiated region, which is in thermal contact with the surrounding, can thus be calculated. Yet, the
conclusion normally is that the sample is only heated by a few degrees. Calculating the temperature rise under typical
experimental conditions of the present work according to [179, 180] results in a maximum of +6 K in the center of the
irradiated region. A problem are particles with a small and bad thermal contact to the substrate: It is possible that the
amount of heat generated inside the particle, Q, can not flow off properly due to the high thermal interface resistance.
This leads to superheating of the particle. The temperature of a particle can be calculated by
4T = Qhc
kpir2c
(79)
4T is the temperature increase of the particle compared to the supporting substrate, hc = 2 nm and rc = 0.5 nm are the
presumed thickness and radius of the contact through which the heat flows in one dimension. The thermal conductivity
of the interface region is k = 1. The temperature increase depends strongly on the size of the contact region. The
presented worst-case calculation for particles in the range between 5 and 30 nm gave 4T ≈ 10−3 K which is negligibly
small. This is because in the small particle volume only little heat is generated. Only if the particles became larger than
100 nm and the contact size remained, the temperature would rise more than 1 K and above 500 nm the rise would
exceed 10 K. The reports by Howe, Yokota et al. [181, 182] which reported temperature increments of 50 up to 200
K referred to big particles (around 1µm), with small contact area and current densities 2-3 orders of magnitude higher
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than the ones which were used in the present experiments. 4T was reported to be proportional to the current density .
Egerton and Malac [156] reviewed several other damage processes of electron beams on organic and inorganic samples.
Mechanisms eligible for affecting the bismuth oxide sample are:
Electron beam sputtering: High angle elastic scattering of incident electrons by the Coulomb field of the nuclei can
displace atoms/ions. The low-bound atoms at the surface can be detached by this mechanism. In analogy to ion
beam bombardment this process is called sputtering. The required threshold energy for displacement is much
lower for low-Z elements. So surface oxygen would be preferentially sputtered by this mechanism.
Radiolysis: Energy input by inelastic scattering (energy exchange of incident electrons with valence and core electrons)
indirectly causes displacement of lattice ions. The processes is increased at higher temperatures. In the case
of metal oxides, radiolysis is believed to occur via the Knotek-Feibelman mechanism [183] creating neutral or
positive oxygen nuclei which are repelled by the surrounding metal ions and ejected into the vacuum. The process
continues until the material becomes sufficiently conducting to screen the positive oxygen ions. Since the mass
loss occurs mainly close to the surface of the specimen, it is also known as electron-stimulated desorption.
Both mechanisms would deplete the surface region from oxygen. Furthermore, the large number of electrons provided
by the electron beam can facilitate any reduction process. One can conclude that the electron beam further supports the
oxygen depletion of bismuth oxide and therefore also plays a role in shifting the melting point.
Whether the vacuum atmosphere or the damage by the electron beam is the dominant influence or, what is more
probable, if it is a combination of both effects can not be concluded here. But there are several causes for shifting
T0 and Tm at hand and it is very likely that the size-dependent melting curve is offset compared to one under oxidizing
conditions. The phase transformations of Bi2O3 nanoparticles which were measured under different atmospheres showed
a decrease of approx. -30 K in vacuum. So this might be a hint to the approximate range within which T0 and Tm shift due
to atmosphere induced stoichiometric changes. But the measurements were not preformed on separated nanoparticles,
so the value could also be higher. As this offset changes T∞ the difference between T0 and T∞ could have two causes now:
The described size-stabilized β-phase as well as the influence by the experimental conditions in the TEM. Moreover, the
surface region is depleted of oxygen, hence the γsv will be altered since surface reduction and oxygen vacancy formation
are known to change the surface regions of oxides [19]. It is even conceivable that a metallic surface layer forms.
Conclusion
To conclude this part of the discussion it was shown that most likely a melting transformation of bismuth oxide was
observed without indications for a pre-molten liquid surface layer. But as the harsh conditions in the TEM change the
stoichiometry of the sample and probably deplete the surface of oxygen, the quantitative values of the size-dependent
melting curve are altered compared to oxidizing conditions without an electron probe. Measurements with a sensitive
chip calorimeter in different atmospheric conditions, as described in chapter 9.2 and 9, would be ideal to test this
supposition and also exclude the influence of a highly energetic probe beam.
The obtained values for melting point depression of bismuth oxide nanoparticles are stronger than the effect for any
known metal (fig. 35). The reason is twofold. For one thing, T∞ is drastically reduced compared to T0 which is caused
by the elevated ground state of the nanoparticles in the metastable β-phase and probably by the conditions in the TEM
which tend to deplete bismuth oxide of oxygen. For another, the size-dependence is stronger because of a bigger 4γ.
7.2.2 Melting and crystallization of metallic bismuth nanoparticles
The results about melting bismuth nanoparticles in the second heating cycles are unambiguous. The accordance with
other literature values in figure 31 is good and it was shown that bismuth, which does not exhibit surface melting in the
bulk, can be fit by phase-equilibrium models like the Gibbs-Thomson equation, HOG and HEG. The effect of melting point
depression is weak in bismuth because it is one of the few materials where the density of the liquid state is higher than
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Figure 35: Comparison of the relative size-dependent melting point reduction between gold and bismuth oxide. The
curves were calculated with the HOG model on the basis of experimental values form this work and literature
values. The Bi2O3 curve was only plotted for the ascertained size range. Causes for the stronger depression in
Bi2O3 are (a) an offset of the T∞value and (b) a steeper slope.
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in the solid state. Furthermore 4γ is small. The experiments also show that the experimental method is functional and
that the particles are pure, so only small amounts of residual oxygen could have remained after the reduction process in
the melt.
The crystallization of molten Bi nanoparticles can be explained by nucleation theory as done e.g. by Sheng et al.
[184]. The theory is very similar to the size-dependent liquid-nucleation-growth (LNG). In contrast to superheating for
melting, undercooling is common for crystallization. A liquid is a very homogeneous state with small, local fluctuations.
Therefore only few nucleation sites exist - preferentially at solid-liquid interfaces (heterogeneous nucleation). These
sites are counted in sites per volume or sites per surface area [184]. Especially in free particles or particles with a small
contact area to the substrate the probability for nucleation is further reduced. As nanoparticles are small, ≤1 nucleation
sites per particle exists according to classical theories. To form a critical nucleus for crystallization the free energy
(nucleation) barrier has to be overcome. The higher the degree of undercooling, 4T , the lower this barrier and thus the
higher the likelihood of nucleation. The size dependent free energy which ultimately changes the melting temperature
of nanoparticles changes the free energy barrier in the same way. Hence melting point and freezing temperature of
nanoparticles are related via the following formula:
4T =4T0 +α4Tm (80)
4T0 is the degree of undercooling in the bulk, α is a proportionality factor between 0 and 1 and 4Tm = Tm − T0 is
the melting point depression. This means smaller particles, with lower melting point also have a proportionally lower
freezing temperature. This was validated by the DSC experiments of Sheng et al. [184]. The present results also confirm
this phenomenon as bigger shapes had the tendency to crystallize at a higher temperature than smaller ones. Still freezing
is a statistical process and only around 100 particles were examined in the TEM. The freezing temperature range tends to
be lower which could be ascribed to the relatively free particles in this study compared to the embedded ones of Sheng
et al.
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Figure 36: Size-dependent melting and boiling temperatures of bismuth oxide nanoparticles. The blue points are mea-
sured melting temperatures in the TEM and the blue line comes from the HOG melting model. The red crosses
with arrow are the particle sizes used to measure and calculate evaporation at lower temperatures. From that
data their theoretical boiling point was extrapolated (red line).
All findings from the experimental chapters about size-dependent phase transformations of Bi2O3 nanoparticles (chap.
4 to 7) are brought together in this chapter to form a schematic, size-dependent stability diagram for bismuth oxide.
The in-situ heating experiments in the TEM performed on 5 particle sizes (6, 9, 14, 30 and 49 nm) showed a very
strong melting point depression which is in accordance with a 1/D melting behavior. However the high vacuum and
the electron beam are no chemically neutral conditions for oxides. Hence, a shift of the absolute values of the melting
temperatures was discussed in chapter 7. The HOG model was fitted to the data points in the reciprocal plot of figure 31
and 35 on page 85. The same curve was plotted in figure 36 over D together with the data points. They are represented
as a blue line and blue squares, respectively. These curves were calculated with the criterion µ(s) = µ(l). They represent
the boundary line between the region of stability of the solid β-phase and the melt.
The combined measurement and calculation of the dynamic evaporation was performed on 5 initial sizes as well (6,
8, 17, 29 and 47 nm). The resulting size-dependent boiling temperature was discussed in chapter 6 and plotted in figure
27 on page 71. Since the evaporation rate at the actual boiling point would be much too high, the vapor pressure curve
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was determined between 850 and 1175 K. With Clausius-Clapeyron equation (12) this curve was extrapolated to the
boiling point. A 4vH of 250 kJ/mol [85] was used for this purpose. The main problem of the evaporation experiments
was the unknown, complicated evaporation behavior of bismuth oxide. Its vapor consists of many different gas species
whose vapor pressures depend on temperature and atmosphere. The curve of figure 27 on page 71 has been reproduced
in figure 36. The red line is the calculated line according to equation 76 on page 71 and the arrows mark the initial
particle sizes which were used to determine the vapor pressure at lower temperatures. The line is the boundary between
the liquid and the gaseous state.
In chapter 5 a phase transformation from the β-phase (nano-phase) to the α-phase (bulk-phase) was measured in
compacted nanopowder. Since the β-phase is only stable as nano-phase, this is a size-dependent solid-state phase trans-
formation which takes place at a set size and temperature. Possibly it follows the size-dependence of equation 43 on
page 18 [56]. However, the critical size is influenced by surface-adsorbates: β-Bi2O3 tends to form a carbonized surface
layer which stabilizes the phase. Not much is known about the transformation, except that it ultimately takes place
around 735 K where the bismuth carbonates decompose. On the other hand, if particles are separated and are not given
the possibility to grow (like in the TEM experiments) they retain their β-structure until they melt.
The schematic stability diagram is shown in figure 37. The melting and boiling information from figure 36 is repro-
duced. Additionally, the solid-state transformation from the nano-phase to the bulk-phase is shown, and the transfor-
mations of bulk Bi2O3 are plotted as horizontal (size-independent) lines in the macro-scale region. Squares and arrows
indicate measured sizes. Regions where the stability boundary is unknown are marked with dashed lines. The region
between the nanoscale and the macro-scale is not explained. The boiling temperature of the bulk, Tv ,0, is known with
a high inaccuracy. Consequently Tv (r), which is based on this value, is uncertain as well. The path of the solid-state
transition, marked with Tt r , is unknown. The curve was drawn assuming a 1/D dependence as proposed in equation 43
on page 18. The axes are not scaled since the absolute values of the phase transitions are subject to the mentioned
uncertainties (see also respective chapters). All size-dependent phase transformations of this work are summarized in
this scheme. Because of the pronounced polymorphism of bismuth oxide further phase transformations depending on
the oxygen-content and the atmosphere are possible.
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Figure 37: Schematic T-D stability diagram of Bi2O3. The dashed lines indicate unknown lines and regions. The squares and
arrows are measured values in this work and the break in the abscissa marks the change from the makro-scale
to the nano-scale.
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9 High temperature chip calorimetry
The growing interest in nanomaterials and their properties calls for new methods to characterize them. One such tool is
chip calorimetry, also called membrane-based calorimetry, thin-film calorimetry or nanocalorimetry [185, 186, 187, 188].
It is the equivalent to traditional calorimetric devices for milligram amounts of sample and enables the study of thermo-
dynamic properties of nanoscale structures and materials. Such very small devices are produced with photo-lithographic
methods as used in microsystem technology. A heated area in the micrometer region is created by Joule heaters on a
very thin membrane (usually of amorphous silicon nitride) of 10 to 200 nm thickness. Temperature sensors are either
thermocouples or resistance thermometers. Compared to classical calorimeters the small thermal mass increases the
sensitivity and also the applicable heating and cooling rates by orders of magnitude [189, 190, 191]. But the currently
available production processes were not developed for operation at elevated temperatures (in the temperature range
above approx. 773 K). Oxidation and diffusion processes and reactivity become sufficiently fast to cause damage dur-
ing the course of measurements. Merely the use of a high vacuum could prevent this for some applications [192, 193]
which is counterproductive when investigating atmosphere sensitive materials like oxides. As in the case of traditional
calorimeters, a chip calorimeter that operates at high temperatures in various atmospheres and pressures would be highly
desirable.
Such a device was developed in this project. The next chapter is a short introduction to the most important parts
and the operation mode of the device. The details about the setup and the AC mode can be found in the published
work [194]. The recently added fast scanning, power-compensated, differential scanning (Fast DSC) mode is described
in detail by Zhuravlev and Schick [195, 196]. Afterwards the preliminary results about the chip calorimeter on the way
to a device for measuring melting of Bi2O3 and other inorganic compounds under various atmospheres are presented.
The results and discussion sections are threefold: First the general functioning of the device up to 1073 K is shown.
Afterwards the problematic of particle-substrate interaction is discussed on one, illustrative example. Finally the worked
out, but not yet applied solution of a passivating top-layer is presented.
9.1 The device
Chip
The central component of the instrument is the high temperature calorimeter chip, which was specially designed and
manufactured by Xensor Integration, NL (Fig. 1 and 2). The version of the chip used in this work was the XI 377. The
chips are produced by photo-lithography processes on silicon wafers. Figure 38a shows the few hundred nanometer thick
SiNx cantilever with two highly-doped and meander-shaped polysilicon leads. They serve as Joule heaters in the active
area at the tip of the beam. Two heaters are necessary in the AC measuring mode where one heater sets a certain base
temperature and the second one is used for temperature modulation (see mode of operation). The heated area measures
90x90 mm2 and is capped with a SiNx top layer to prevent oxidation. The design allows free thermal expansion in almost
every direction of space, which avoids thermal stress and cracking of the membrane. The temperature is measured by a
thermopile consisting of 5 polysilicon thermocouples next to the heaters. In figure 38b two identical cantilevers facing
each other are shown. One acts as the reference sensor, the other as the sample sensor in the differential measurements.
But if necessary the cantilevers can also be operated independently. The electrical leads, bond pads and bond wires
are made of gold. Thus all materials are stable at high temperature. The chip is bonded on an alumina carrier plate
with platinum-palladium-gold alloy leads and contact pads. The pads are used to connect the chip in the measurement
chamber.
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Mobile measurement chamber
To work with atmosphere-sensitive samples a vacuum tight, mobile measurement chamber with electrical feed
feedthroughs was developed (fig. 39). It allows loading and mounting of the chips inside a glove box and the sub-
sequent transfer to the calorimeter setup without exposure to air. A compact high-temperature contact unit establishes
the electrical contacts to two calorimeter chips easily and reversibly without any tools [197]. To withstand high tem-
peratures the entire chamber as well as the contact unit and the electrical connections are built exclusively of alumina,
platinum and quartz. The chamber can be placed inside a split tube furnace and the setup incorporates a vacuum pump
as well as devices for gas flow- and pressure control. In summary the chamber features the following:
• Oxygen or moisture sensitive samples can be kept under controlled atmosphere at all times even if they have to be
prepared externally.
• Gas atmosphere (any non-corrosive gas), pressure (from 0.1 mbar to 1 bar), gas flow (from 1E-5 to 1000 mbar
l/s) and ambient temperature (from RT to 1373 K) can be controlled during the experiments.
Mode of Operation
The main mode of operation was modulated or AC calorimetry [198, 199]. A fast, modulated temperature or heating cur-
rent is superimposed onto the constant or slowly changing bath temperature. The alternating signal at known frequency
makes the use of Lock-In amplifiers possible which can extract small signals from noisy background, thus providing a
very high sensitivity. AC calorimetry is especially useful for determining the heat capacity as function of temperature,
to monitor time dependent processes and to detect reversible phase transitions with very high sensitivity [200]. The
technique of AC calorimetry has been applied to chip calorimetry by Huth et al. who presented the first differential
AC chip calorimeter in 2005 [201]. Additionally the software and electronics for power compensated DSC, called fast
DSC [195, 196], were added to the setup later. While the sensitivity is worse by approximately one order of magnitude
it is an extremely fast technique. Heating rates of 105 K/sec are well possible. Thanks to that, exchange of heat and
matter with the environment can be minimized and experiments at quasi-adiabatic conditions can be performed. Also
rate dependent phenomena and chemical reactions can be resolved and investigated [189, 190, 191, 193]. Moreover
enthalpies of transition or reaction, e.g 4mH, are directly deducible from the area under the curve.
9.2 Experiments
9.2.1 Temperature calibration procedure
The aim was to calibrate the thermopile signal and to determine the maximum operating temperature of the chips in
AC mode. The measurements were performed at 80 Hz with a continuously changing base temperature of 10 K/min
(temperature scans). The RMS heating power increased from 50 mW at room temperature (RT) to 65 mW at 1053 K.
This resulted in a temperature oscillation amplitude and offset below one Kelvin. Furthermore, the operation was tested
in air, argon, nitrogen, helium and a forming gas mixture of Ar - H2 with 10 vol% H2. All gases were of high purity
(≤ 10 ppm impurities) at a pressure of 1 bar. Preceding each measurement, an annealing treatment of the chip at 723
K in the split tube furnace and an on-chip heating ramp (10 K/min) above the planned maximum temperature of the
experiment was performed. The following high purity substances (according to ITS 90 [202, 203, 204]) were used for
temperature calibration: Indium, zinc, aluminum and a silver (71.9 wt%) – copper (28.1 wt%) eutectic alloy with the
respective melting points Tm of 429.75 K, 692.68 K, 933.47 K and 1052.78 K. Micrometer sized particles were scratched
off the freshly ground bulk substances. They were pressed flat between two alumina plates and one particle was placed
on a heated area of the chip. The other area was left empty and differential measurements were performed. The particles
adhered strongly to the surface of the chips after the heat treatment. Hence, the chips could not be cleaned and used for
multiple runs of different substances.
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Figure 38: (a) Light microscope image of a used XI-377 cantilever. The membrane material is a low-stress SiNx that was
etched away around the cantilever. The two meander shaped leads (1) and (2) on the front area are the
polysilicon AC heater and DC heater, respectively . The golden dots in the middle, next to the heaters (3) are
the 5 hot junctions of the thermocouples. The cold junctions (4) are positioned in the area with thick silicon
wafer substrate. The chip was cycled 96 times to 973 K with 10 K/min. (b) SEM micrograph of two facing
cantilevers. One serves as reference sensor, the other as sample sensor. The close spacial proximity increases
the probability of similar characteristics and same affection by fluctuations. This is important for the differential
measurement. Through the holes in the membrane the ceramic ground plate can be seen.
Figure 39: Mobile measurement chamber with HT pressure contact. It is 46 cm long and can be sealed and carried to the
setup. There it is attached to a vacuum system for atmosphere control. The electrical feed troughs are at the
left end. The chips are positioned in the middle of a split tube furnace to set certain ambient temperatures.
9.2 Experiments 93
9.2.2 Heating of Bi2O3 nanoparticles
Preliminary investigations with the own AC chip calorimeter and a fast DSC in the laboratories of C. Schick at the
University of Rostock by E. Zhuravlev showed that bismuth oxide penetrates the SiNx top layer of the chips and destroys
them. Therefore, an experiment with a sputtered gold film between the chip and the nanoparticles was performed.
A laser cut shadow mask of stainless steel with a 100x100 mm2 window was positioned over the active area at the tip
of the cantilever (fig. 38a). An approx. 35 nm thick gold film was sputtered with a Balzers SCD 050 sputter coater. In
the calorimeter three identical annealing cycles with 10 K/min up to 1073 K in argon gas at 1 bar were performed until
no changes of the measurement curve occurred anymore. Afterwards polydisperse bismuth oxide nanoparticles with a
mean size of 16.4 nm (σGSD = 1.45) were deposited via ESP with -7 kV for 20 minutes using the same shadow mask.
This resulted in a < 10 % fraction of a monolayer. In the calorimeter the chamber was purged and evaporated with argon
before the actual experiment. 6 identical cycles with 10 K/min up to 1053 K were run. Between the first and the second
cycle the sample was transferred to the SEM to investigate changes.
9.2.3 Development of a passivation layer
As a consequence of the findings of the two previous sections the need for a passivation layer to avoid sample-substrate
interaction at high temperatures arose. Consequently the reactivity of bismuth oxide nanopowder with numerous high
temperature-stable inorganic compounds was tested in solid state reactions and subsequent XRD analyses. Zirconia
(ZrO2), magnesia (MgO) and nickel oxide (NiO) did not form any mixed or unknown phases up to 1173 K. Phase
diagrams confirmed this. For the reason of technical availability NiO was chosen. A process was developed to deposit a
thin NiO layer in the active area of the chips. Sputtering techniques were used and the produced layers were examined
with high resolution SEM (JEOL 7600 with hot emitter) and a thin film x-ray diffractometer (Rigaku SmartLab with 9 kW
rotating anode). The XRD measurements and improvements were made together with E. Hildebrandt (Dünne Schichten,
FB11, TU-Darmstadt). The process is far from beeing optimized. Attempting to achieve crack-free and as thin layers as
possible would be desirable for the sensitivity of the chip.
The starting structure were 1x1 cm2 pellets of Si wafer (no chip) with the same SiNx thin film (approx. 1 µm thick)
as used for the Xensor chips. They were cleaned in an ultrasonic bath in acetone, double-distilled water and ultra-pure
ethanol; each for ten minutes. Afterwards and directly before starting the sputtering process they were blown off with
dry air. An intermediate platinum layer for good adhesion between SiNx and NiO was found to be necessary. So a Pt layer
of 100 nm was sputtered (could probably be thinner) in a Balzers SCD 050 sputter coater with argon gas. Afterwards
the sputter chamber was opened and the target was changed to Ni. Then a 30 nm thick NiO layer (checked with XRD)
was reactively sputtered by inserting a small amount of air at the beginning of the process. The Pt+NiO structure was
annealed in argon gas up to 773 K and afterwards in air up to 1073 K with heating ramps of 3 K/min. Finally, polydisperse
bismuth oxide nanoparticles with a mean size of 16.4 nm (σsd = 1.45) were deposited via ESP with -0.5 kV for 1.5 hours
resulting in a < 10 % fraction of a monolayer.
After the production one sample was in turn investigated in the SEM and heated to 623 K, 723 K, 823 K and 873 K. It
was tried to observe morphologic changes of the Bi2O3 nanoparticles which could hint to melting of the particles on the
substrate or a reaction with the substrate.
9.3 Results
High temperature calibration
The different melting points were used as calibration temperatures. To do so the peak onset of the amplitude was
constructed by intersecting an extrapolated background curve and a tangent to the flank of the melting peak. Such a
construction can be seen in figure 40(a) for a single-beam measurement. This thermopile voltage marks the melting point
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Figure 40: (a) Amplitude of the complex thermopile signal is shown for the melting events of an aluminum particle in
argon gas at 1 bar. It was measured with a single cell (not differentially) 6 times in a row. The dashed lines
were used for determination of the melting point: The intersection between the extrapolated ground curve
and the tangent to the flank of the melting peak gives the onset point of the event.The shape of the melting
peaks changes but the onset of the transition is quite constant after the first heating cycle where good thermal
contact between membrane and sample is established. The variation of 10 mV equals approximately 2 K. (b)
Calibration Curve in forming gas. ∆ symbolizes the calibration points at 297 K and the melting points of
indium, aluminum and silver-copper eutectic which were taken from several differential measurements.
is the calibration function which resulted from the fit of a 3rd order polynomial equation to these points. It
gives the conversion between temperature and thermopile voltage. The function and its fit parameters are
also shown.
of the respective substance and assigning this to the known reference temperature one receives a plot as shown by the
scattered points in figure 40(b). Finally the calibration function was received by fitting a 3rd order polynomial function
to the measured points which is shown as a dashed line in the same figure together with the function and the values of
the fitting parameters a0 to a3. There is no further physical meaning to these parameters. As every scanning experiment
was performed at the same rate of 10 K/min, no rate-dependent calibration was necessary. According to this curve, the
chips can be operated at least up to 1093 K.
While this general calibration procedure is routinely applicable, difficulties during the actual measurements occurred
at high temperatures. Independent of the atmosphere the melting of indium was unproblematic and reproducible in any
atmosphere. For the other tested metals deterioration due to oxidation was an important issue. Especially the small
size of the samples gives rise to a substantial error by the formation of a surface-oxide layer. If oxidation occurs the
melting peaks shift and shrink with every cycle. Aluminum could only be melted reproducibly in inert and forming gas
atmosphere. A typical measurement is shown in figure 40(a). The calibration substance with the highest melting point
of 1052.78 K is silver-copper eutectic alloy. It could only be melted in forming gas. A gradual change of T0 with every
cycle was observed. A more detailed discussion in a publication by the author [194] explained that this drift was due
to compositional changes in the silver-copper alloy and not due to the device itself. The lack of good calibration points
above 933 K (melting of aluminum) required the use of this alloy.
Reaction with SiNx membrane
Other recommended phase transformations between 933 and 1273 K are the solid-solid transformations of barium car-
bonate (BaCO3) at 1079 K, strontium carbonate (SrCO3) at 1197 K, the freezing of sodium chloride (NaCl) at 1075.168
K [202, 205] and the melting point of bismuth oxide (Bi2O3) at 1098 K. All substances have been tested. In all cases the
material reacted with the underlying SiNx membrane and the silicon heaters and/or the thermocouples. The exact com-
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Figure 41: (a) First heating cycle of the calorimetric curve of Bi2O3 nanoparticles on a gold thin film. The unit of the
ordinate is the amplitude of the oscillating temperature signal, which is directly related to the heat capacity of
the sample. (b) Au-Bi-O balls formed during reaction of bismuth oxide nanoparticles with the gold thin film at
885 K in the first heating cycle.
position of the amorphous SiNx in the Xensor devices is unknown, but a high Si and a low N content are expected. The
use of other top layer materials instead of SiNx promises to extend the applicability range considerably. At the moment
the theoretical, physical limitation of an empty device is the melting point of gold at 1337 K.
As a first test a gold layer was sputtered and annealed on top of pre-annealed chip and polydisperse Bi2O3 nanoparticles
(mode = 16 nm) were deposited in the active region of the chip. The occupied area fraction was < 10 % and no particle
interaction was possible. The amplitude of the complex thermopile signal in the first heating cycle is shown in figure 41a.
The curve levels off at 824 K and the onset of the subsequent peak is at 885 K. Ex-situ investigation in the SEM showed
that the homogeneous gold film had reacted with the bismuth oxide nanoparticles to form balls between several hundred
nm and 1 mm (fig. 41b). The composition was not further investigated. The signal of further cycles were identical and
did not show any other events. No Cp calibration was performed and so the Cp of the sample was not evaluated.
Protective NiO top-layer
From the previous results the need for a passivating, protective top-layer is evident. The process described in the ex-
perimental part yielded the NiO layers in figure 42 which were stable at least up to 1073 K and probably higher. Small
cracks and inhomogeneities were observed which probably could be reduced by optimizing the production process. In
spite of that the cracks were only ≤ 20 nm thick. So an investigation of separated Bi2O3 nanoparticles was possible.
The deposited particles on the described Pt + NiO on top of the Si-SiNx pellets can be seen in figure 43 (a). Ex-situ
SEM investigation after heating to 623, 723, 823 and 873 K showed that between 723 and 823 K (fig. 43 (b) and (c))
pronounced changes in the particle shape and distribution occurred. No repetitions of this experiment were made yet,
and the results have to be considered as preliminary.
9.4 Discussion
The functioning of the high temperature chip calorimeter with the current XI-377 chips was shown up to 1093 K. From
several calibration substances above 930 K it became clear that a suitable inert top layer on the chip has to be chosen
and the atmosphere must be adjusted according to the material under investigation. For metals residual oxygen in the
chamber has to be minimized by using a high vacuum. For oxides a high total pressure and oxygen partial pressure re-
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Figure 42: Thin film XRD pattern and SEM micrograph of annealed NiO protection layer with Pt adhesion layer under-
neath. They were sputtered on top of the approx. 1 mm thick SiNx layer as also used for the Xensor calorimeter
chips. No other phases than pure Pt and pure NiO were observed. The micrograph shows some inhomo-
geneities as well as thin cracks after annealing.
 (a) RT  (b) 723 K  (c) 823 K
Figure 43: Preliminary experiment with 16 nm monodisperse Bi2O3 on sputtered NiO thin film in the initial state at RT (a),
after heating to 723 K (b) and 823 K (c). The small particles disappeared and the big particles changed their
shape between 723 and 823 K.
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duces evaporation [29]. Furthermore this work has demonstrated that an actively pumping vacuum drastically increases
the evaporation rate of bismuth oxide. For bismuth oxide neither the SiNx of the chips nor gold has proven to be suitable
as top layer material.
As the bismuth melt is known to be very reactive it is possible that the two distinct features of the measured reaction
in figure 41 can be split into melting of the particles at the leveling-off temperature (824 K) and beginning reaction
at the onset of the large peak (885 K). But this interpretation is speculative because it is not based on any proof. The
temperature would be 150 K higher than the measured transition temperature in the TEM for similar mode of the size
distribution. Furthermore, the preliminary calorimeter tests were carried out with a polydisperse, broad size distribution
as depicted in figure 13 (gray columns). So the melting of the smaller particles which contribute less to the over-all
measurement signal might as well have taken place at temperatures below 824 K.
The proof of concept for a passivation layer between the SiNx and the Bi2O3 nanoparticles has been successful. The
layer of Pt + NiO is stable at high temperatures and the nanoparticles seems to melt and evaporate without interacting
or even destroying it. Unfortunately the concept could not be applied to actual chip calorimetry measurements, yet. Still,
the changes in figure 43 between 723 and 823 K might indicate that melting of large bismuth oxide particles (approx.
40 - 60 nm) and evaporation of smaller (approx. 10 - 20 nm) took place in that temperature region. This is a hint
that despite ambient pressure and inert gas atmosphere, size-dependent melting of Bi2O3 occurs at similar temperatures
like in the in-situ TEM experiments. But these results and thus the conclusions have not been validated. From TEM
experiments it is known that comparing the morphology before and after heating is not a good criterion to judge whether
nanoparticles have melted or not.
In summary no definite statements can be given at the current state of research with the chip calorimeter. But once
working, the possibilities are manifold and would contribute to complete the picture of size-, and atmosphere-dependent
phase transitions in (bismuth) oxide nanoparticles. It would also add valuable thermodynamic information about the
phase transitions.
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10 Conclusion
The aim of nanoscience is the change and utilization of material properties by adapting the size and shape of nano-
objects. To achieve this one has to be able to produce a material in various sizes and understand its size-dependent
behavior to be finally able to tune its properties in the desired way for application. While size-dependent changes of the
melting and boiling point as well as other phase transformations are known for metals no systematic study on inorganic
compounds, like oxides, has been conducted yet. The aim of this work was to demonstrate a size-dependence of melting
and other phase transformations in size-selected, spherical bismuth oxide particles. The size-dependence was compared
with known models developed for metallic nanoparticles. Several experimental methods were tested and used.
Preceding the experiments a review of the existing size-dependent melting models tested on the well investigated
material gold yielded information on their applicability: (1) There are pronounced differences in the proportionality
factors of the 1/D dependence. Determining material properties like γsv by fitting models to the data is thus not accurate.
(2) Temperature- and size-dependent material properties cause a deviation from 1/D dependence. They are often used to
improve the fit to data even though the values’ absolute uncertainty is larger than the magnitude of change. For gold no
measurable dependence on temperature or size could be observed. (3) A maximum melting point reduction is achieved
by a material which has a large 4γ= γsv − γlv , a large vm(l)/vm(s) and a small 4mH.
As the first experimental step pure, spherical, monodisperse and monocrystalline particles were synthesized in different
sizes. They showed the phenomenon of a size-stabilized phase transformation: At RT they were all stable in the tetragonal
β-form which is known as a metastable high temperature phase in the bulk. The surface of the particles was carbonated
which reduces the surface energy and thus further stabilizes the β-phase.
To avoid coarsening during heating, separated particles in a low-concentrated aerosol or deposited on a substrate were
used. The sample volume was therefore very small which posed high requirements on the experimental methods. Such
works with metals rely almost exclusively on electron probe methods - especially BF and SAED in a TEM. With regard
to spacial resolution they are superior to any other method and strong beam-sample interaction provides the necessary
sensitivity to measure scattered particles. On the other hand the strong electron beam requires a high vacuum. While
this is no problem for metals, oxides and other compounds can be unstable under such conditions. Especially at high
temperatures the vacuum can lead to destabilization, reduction and evaporation. Bismuth oxide showed to be a ’good’
example for this: The evaporation rate was increased and liquid nanoparticles could be reduced to metallic bismuth.
Presumably the high oxygen mobility and the shift of the redox-equilibrium are responsible for that.
In this work several complementary methods were used to investigate the different phase transitions of bismuth oxide
nanoparticles. In the solid state regime the use of traditional DSC, DTA-TG-MS and HT XRD with milligram amounts of a
commercial nanopowder was possible. A nano-phase (β)→ bulk-phase (α) transition was observed which was preceded
by crystal growth and evaporation of O and C containing species. An interpretation was proposed that successfully
explains all observations: A sudden destabilization takes place due to the loss of the stabilizing, carbonized surface,
but only above a critical size. Scattered nanoparticles without the possibility of growth stayed below that size and thus
remained in the β-structure up to their melting point.
For the size-dependent melting and evaporation experiments 5 monodisperse sizes between 7 and 50 nm were syn-
thesized. In-situ heating experiments were conducted in the TEM. They revealed a size-dependent melting behavior with
a strong melting point reduction (-55 % at 7 nm) which has two causes: For one thing, the material is in the β-phase
which causes an offset in the theoretical bulk melting temperature of -230 K. For another, a strong size-dependency was
observed from which an approximate solid-surface energy of 0.3 J/m2 was determined. Yet, the conditions in the TEM
could cause a lowering of the transition temperatures compared to chemically neutral conditions. Everything indicates
that no stable, liquid surface layer forms prior to melting. In spite of the covalent-ionic bonds in this oxide material the
qualitatively same size-dependence shows like in metals without surface-melting. But the magnitude of depression is
much larger.
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For evaporation an aerosol of the monodisperse particles was heated in a chamber with defined dwell time. A method
was established which used a combined measurement and modeling of the dynamic evaporation process. An advantage
of this method is that it measures free particles under atmosphere-like conditions without the use of a highly energetic
probe beam. It could be shown that the Kelvin equation is valid for liquid Bi2O3. Thus, the vapor pressure also changes
with a 1/D dependence. Caused by the low liquid-surface energy of 0.13 J/m2 it is much weaker than for melting.
Based on all findings in this work a schematic size-stability diagram was drawn in figure 37 on page 89. This is
comparable to a pressure-temperature phase diagram in the bulk. The axes are not scaled since the absolute values
of the phase transitions are subject to uncertainties caused by the mentioned changes depending on atmosphere and
experimental conditions. All size-dependent phase transformations of this work are summarized in this scheme. Because
of the pronounced polymorphism of bismuth oxide further phase transitions depending on the oxygen-content and the
atmosphere are possible.
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11 Outlook
This work has shown several size-dependent phase transitions in bismuth oxide. On the other hand it also became
clear that stoichiometric changes and even reduction can occur depending on the oxygen partial pressure and absolute
pressure of the atmosphere. An important next step for validation of the transition temperatures (especially for melting)
would be a systematic investigation in different atmospheres. The chip calorimeter would be well suited for this purpose.
This device has already been developed and built. It combines several advantages for the investigation of atmosphere-
sensitive nanomaterials: It is operable under various atmospheres including air, inert gas and vacuum. It also dispenses
with a highly energetic probe beam. It also features a mobile measurement chamber to keep samples under controlled
atmospheres at all times. Sensitivities in the pico-Joule/Kelvin range and heating rates of 105 K/sec allow measuring
small nanoparticles under quasi-adiabatic conditions. The operability of the device up to 1093 K and the functioning of
a passivating NiO layer were already shown. Another progress in experimental methods would be to build a specially
designed setup for size-dependent evaporation. This method has been proven to be successful and can be even more
powerful when the vapor pressure function of a material is exactly known. Such a setup would improve measurement
accuracy considerably. Also, a size dependent analysis of γlv as well as measurements of the size-dependent melting
temperature like it was shown for clusters by [206, 207] and indirectly seen in figure 23 could be possible.
Bismuth oxide itself has a non-trivial behavior in vacuum and during evaporation. This is not well understood which is
also true for many other oxides. A better understanding and calculation of the multiphase equilibrium would be helpful
for any high temperature application and vacuum processes. Furthermore surfaces play a decisive role for evaporation
and for properties of nanomaterials. Since they are responsible for most changes at the nanoscale a better understanding
of surface structures, or at least knowledge of the average surface energy from independent methods are important.
Adsorbates, atmosphere and temperature have a decisive impact on these properties and should be considered, too. Such
knowledge would allow a better assessment of models and the size-dependent properties could be determined much
more accurately.
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List of symbols
α Thermal expansion coefficient
∆S Entropy differnce between two states
∨˙ Exclusive OR
γ Specific surface or interface excess free energy
γlC Interfacial energy between liquid phase and carrier substrate
γlv Surface energy of the liquid phase in gas
γsC Interfacial energy between solid phase and carrier substrate
γsl Interfacial energy between the solid and the liquid phase
γsv Surface energy of the solid phase in gas
µ Chemical potential
µ∞ Size-independent part of the chemical potential of a nanoparticle
ρ Density
ρ(l) Density of the liquid phase
ρ(s) Density of the solid phase
σ Surface or interface stress
σGSD Geometric standard deviation
τ Dimensionality of the sample (BOLS model)
Θ Contact angle at interfaces or diffraction angle for electron- and x-ray diffraction
4mH Standard enthalpy of melting
4rG Gibbs free energy of a reaction
4vH Standard enthalpy of evaporation
ςi i-th layer to total volume ratio (BOLS); or the atomic portion of the i-th atomic shell
a, b, c Lattice constants
C Correction factor for fitting the slope of size-dependent melting curves
ci Normalized cohesion energy of a surface atom in the i-th layer (BOLS)
d Bond length of an atom in its usual lattice site (BOLS)
Dcri t Critical particle size for phase transition
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di Bond length of an atom in the i-th atmoc layer counted from the surface (BOLS)
E Bulk modulus
EB Atomic bond energy in the bulk (BOLS)
Eb Cohesive energy per bond
Ecoh Cohesive energy of a particle
Em Energy level required for melting at Tm
Etherm Thermal energy of a particle
G Gibbs free energy
K j The number of atoms lined along the radius of a sphere (BOLS model)
m Bond nature (BOLS model)
mm(l) Molar mass of the liquid phase
mm(s) Molar mass of the solid phase
n Number of moles in a pure substance or mole fraction in a mixture
P Pressure
pp Corrected vapor pressureat the surface of a small droplet or particle
ps Vapor pressure
R Gas constant, 8.31447 J mol−1 K−1
r Radius
r∗ Critical radius in nucleation theory
s Entropy
T Temperature
t Thickness of the molten surface layer
T0 Transition temperature of a material in its bulk state (macroscopic dimensions, usual phase)
T∞ Transition temperature of a phase with macroscopic dimensions
Tm Melting temperature
Tt r General transition temperature
vm(l) Molar volume of the liquid phase
vm(s) Molar volume of the solid phase
v	m(s, l) Molar volume of the solid or liquid phase at standard conditions
z Atomic coordination number in a bulk
106 List of symbols
zi Atomic coordination number in the i-th atomic layer counted from the surface
SiNx Amorphous silicon nitride, used for thin films and membranes in microsystem technology
BF Bright field mode in TEM. Transmitted beams form the image.
CPC Condensation particle counter
DMA Differential mobility analyzer
DSC Differential scanning calorimetry
DTA-TG Differential thermal analysis with combined thermogravimetry
EMD Equivalent mobility diameter determined by DMA
emf Eelectromotive force
ESP Electrostatic precipitation
FFT Fast Fourier transform
FWHM Full width half maximum of a peak or a distribution function
HR High resolution electron microscopy.
HT-XRD High temperature x-ray diffraction
MS Mass spectrometer or mass spectrometry
RT Abbr. for room temperature
SAED Selected area electron diffraction mode in TEM to observe diffraction patterns.
SDLP Size-dependent lattice parameter. Method to determine the surface stress in nanoparticles
SEM Scanning electron microscopy
SMPS Scanning mobility particle sizer
XPS X-ray photoelectron spectroscopy
XRD X-ray diffraction
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