Hidden Markov models (HMMs) are that state-of-the-art in speech recognition [2]. HMMs are used to estimate the probability of acoustic sequences given words, and thereby find the most likely word given the acoustics. While HMMs have been useful, it has been noted that "[the HMM] is a very inaccurate model of the speech production process" [3]. The problems with HMMs have prompted many researchers to propose alternatives. A good review is given in [4].
recognition in the 1995 evaluation'. These recognition results should prompt us to look for alternatives to the current approach.
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As in other research, e.g. [5-71, we are interested in making the acoustic models more accurately characterize speech production. The techniques discussed herein are stochastic in nature, like HMMs, but change the underlying model to more accurately represent speech production. As such, these techniques may eventually outperform standard techniques.
MALCOM I. INTRODUCTION
Results from the National Institute of Standards and Technology 1998 HUB-5 Speech Recognition Evaluation show that automatic speech recognition performance is not currently adequate for many tasks. State-of-the-art systems had about a 60%-65% word recognition rate on recorded telephone conversations (casual speech) from the Switchboard database [l] . Since speaking rates of 200 words per minute are not uncommon in casual speech, a 60% word recognition accuracy implies approximately 80 word errors per minute -a rate that is not satisfactory for many applications.
The HUB-5 results also show that recognition performance is not improving rapidly. Recognition rates of the best systems on the Switchboard data were between 61.2% and 64.9% for 1996, 1997, and 1998 , but have improved from only 52% Maximum Likelihood Continuity Mapping (MALCOM) [8, 91 learns a stochastic model of sequences of categorical data values, e.g., vector quantization (VQ) codes [ 101 representing speech acoustics. MALCOM assumes 1) that data sequences are produced by objects moving smoothly through an abstract space called a continuity map (CM) and 2) the probability of observing a particular data value at time t is a stochastic function of the position, x(t), of the object at time t. These assumptions model the facts that 1) speech sounds are produced by smooth motions of the speech articulators and 2) the sound output at time t can be determined from the positions of the articulators at time t.
The parameters of the MALCOM model of sequence generation are intended to give a stochastic mapping between There was no 1999 evaluation and we have not yet been able to obtain full results of the 2000 evaluation.
articulator positions and acoustics. To understand what this means, suppose we take a window of speech sufficiently short that the articulators are approximately motionless over the duration of the window. Further suppose that we categorize the acoustics associated with each window into one of V classes. Although it is not known how to uniquely determine the articulator position used to produce each category of acoustics, it is clear that there must be some probability density function (PDF) that gives the probability of each articulator configuration conditioned on the resulting acoustic category. Let us call this PDF over articulator positions p(x I c), where c represents the acoustic category. MALCOM estimates p(x I C ) using a parameterized distribution, b(x I c, q), where q is the set of parameters of the PDFs for all c (e.g. means and covariance matrices).
Note that the density functions used by MALCOM may be multimodal in general, but that all the work described here makes the simplifying assumption that the b(x I c , q ) is Gaussian. Also note that when b(x I c,q) is Gaussian, the mapping between speech sounds and articulator configurations is many-to-many : there is some non-zero probability that any speech sound can be produced by any articulator configuration.
Clearly, if we had enough measurements of articulator positions and the resulting acoustics, the parameters of the stochastic map could be estimated directly from the data. However, articulator measurements are difficult to collect, so as a matter of practicality, the articulatory paths must be treated as unobservable. Nonetheless, as with HMMs, the MALCOM parameters can be learned from the observable data (VQ code sequences) using maximum likelihood techniques. However, maximum likelihood techniques do not guarantee that the estimated parameters are related to articulator positions, thus we will refer to x as a position in a continuity map, instead of an articulator configuration, and will return to the question of whether x is related to articulator positions in section V.
Bayes' law allows us to invert MALCOM's probabilistic mapping to get the probability of a VQ code conditioned on a continuity map position, Equation (1) embodies the assumption that the sound produced at time t (where t is now a discrete value indexing an acoustic window) is a stochastic function of the articulator position at t. Note that this assumption is a conditional independence assumption that can be used to get the probability of a sequence of VQ codes, c = [c(l), c(2), ...
c(r)]
, from a path through the CM, X = [x(l), x(2), ...
x(T)I: t=O
The second main assumption of MALCOM, that the articulator trajectories are smooth, is incorporated by requiring X to be a signal composed of low frequency components, i.e., the Fourier transform of X shows no energy above some cut-off frequency. Letting 5 be the set of all smooth paths, the smoothness constraint can be seen as a prior on our paths:
To better understand the role of the smoothness constraint, consider the relationship between a smoothness constraint and a Markov constraint. If we had simply limited the time derivative of the articulatory trajectory, such that the probability of the next position can be determined solely from the previous position, then we would have imposed a firstorder Markov constraint. Similarly, a constraint on the second derivatives is a second-order Markov constraint. Since the derivatives of a smooth path must also be smooth, the smoothness requirement constrains all derivatives. Thus, imposing a smoothness constraint is similar to using a highorder, ergodic Markov model.
Note that the cut-off frequency is the single parameter essential for determining the order of the equivalent Markov model -as the cut-off frequency increases, the amount of context used to determine the x position decreases. In contrast, the number of transition probabilities goes up exponentially for higher-order ergodic Markov models. So perhaps the smoothness constraint should be thought of as a high-order Markov constraint in which many of the transitions probabilities are functionally related. In any case, since real articulator trajectories are bandwidth limited, using a smoothness constraint instead of a Markov constraint provides a realistic and parsimonious way to limit articulatory trajectories.
SIGNAL PROCESSING
The MALCOM assumption that the articulator positions move smoothly has implications for the signal processing to be applied to the speech signal. Ideally, short time-windows of speech data should be processed into vectors that contain information about vocal-tract shape and as little information as possible about the vocal-tract excitation, e.g., cepstra, LPC coefficients, etc. This is important because the vocal folds move much more quickly than the speech articulators. The resulting sequences of vectors are then converted to sequences of categorical data values using VQ. stochastic map is on the order of V(D2 + D), and we can expect the algorithm to scale well with increasing V or D. of course, the number of parameters can be reduced by, e.g., restricting the covariance matrices to be diagonal. IV. LEARNING THE STOCHASTIC MAP V. CONSISTENCY?
Training data for MALCOM consists of one or more sequences of VQ codes. Two learning steps are iteratively repeated to find the maximum likelihood estimate of the PDF parameters. The two learning steps are analogous to using the Viterbi algorithm to calculate the path through a HMM state space and then using the HMM parameter re-estimation given the best path through the HMM state space. The learning steps are:
1) Given an initial set of PDF parameters, and many VQ ccde sequences, find the smooth paths through the CM that maximize the probability of the code sequences. That is, for each code sequence find:
2) Find the values of the PDF parameters that maximize the probability of the data sequences given the path estimates found in step 1. That is,
An implicit assumption made by MALCOM is that i ( c ) max i ( c I X, cp) .
(6) x 4
This assumption is made simply to avoid the computational cost of evaluating an integral over all smooth paths. While this assumption undoubtedly introduces some inaccuracy, with our simple prior over X, this assumption is effectively:
which is the same approximation often used to save computation with HMMs [ 113.
Given assumption (7), each of the learning steps increases the probability of the observable data. So iterating the steps leads us to a (possibly local) .maximum.
If we use Gaussians to approximate fi(x I c , q ) , the MALCOM parameters are D-dimensional means and the accompanying covariance matrices, each composed of d values. Thus the number of parameters used to estimate the One advantage of using maximum likelihood estimation is that the parameters estimated using maximum likelihood are typically consistent, i.e., if our model is correct and we ate given enough data, then the parameters estimated using maximum likelihood will approach the parameters of the system generating the data [ 121.
Suppose we take a sample, S, containing N sequences that ate all of length T . We denote the ifh sequence in the sample as cs(i). We know that the set of all possible sequences of V codes taken Tat a time contains VT elements, and we will call the j r h sequence in the set of all possible sequences cj. Furthermore, each sequence has some probability of being observed, P(cj). So the expected value of the function maximized by MALCOM is:
A well-known bound on relative entropy can be written as:
In ~( i ) 2
with equality if and only if P(i) = ?(i) Vi [13] . So (8) is maximized when the MALCOM estimates of the sequence probabilities are equal to the actual sequence probabilities. Thus, we have reason to believe that, if the MALCOM assumptions are correct and we have sufficient data, the MALCOM sequence probability estimates will approach the true sequence probabilities.
For many applications, such as speech recognition or speech coding, getting good estimates of the sequence probabilities is sufficient. Interestingly though, the motor theory of speech perception maintains that people infer information about articulator positions from acoustics [14, 151. Thus, for theoretical reasons, and because acoustic measurements are much easier to acquire than articulator measurements, it is worth asking whether MALCOM provides a way to measure articulator positions from acoustics. That is, are the PDF Parameters learned by MALCOM accurate estimates of PDFs over articulator positions?
If the MALCOM assumptions are correct, then setting cp to match the values of the underlying sequence generation process will give the correct sequence probability estimates, and so optimize (8). However, in order to show that the PDF parameters inferred by MALCOM are estimates of the PDFs over the articulator space, it is necessary to show that only one set of PDFs will give the correct sequence probabilities. So far, no such proof has been found. In fact, it has already been shown that linear transformations of positions in the continuity map will produce the same sequence probability estimates, i.e., changing the axes used to specify positions in the CM will not affect the sequence probabilities [9].
Coordinate transformations are not particularly disturbing because they could potentially be eliminated with relatively little additional information, but if more complex transformations of the PDFs also give the same sequence probability estimates, then it may not be possible to argue that MALCOM recovers information about the mapping between acoustics and articulation.
Despite the lack of a proof that the PDF parameters estimated by MALCOM are consistent, there is some reason to expect that they are. Two empirical studies found evidence that MALCOM accurately finds a mapping between acoustics and articulator positions [16, 171. Both of these studies used simultaneously collected acoustic and articulator data to estimate a mapping between acoustics and articulation. The mapping between acoustics and articulation -was also estimated using a simplified version of MALCOM (which, of course, does not use articulator measurements).
In [17]
correlations between the PDF means found by MALCOM and those found using measured positions of critical articulators were in the 0.9 to 0.97 range -higher correlations were found for the articulators most critical for producing the speech sounds studied. In [16] , it was found that MALCOM estimated articulator positions nearly as well as a supervised learning algorithm. Thus, we have some hope for eventually proving that PDF parameters estimated by MALCOM are consistent.
VI. CO-MALCOM
Part of the speech recognition task is to determine the probability of one sequence of categorical data values (e.g. CO-MALCOM adds the assumption that the articulator positions do not just tell us about the acoustics being output, but also tell us which phonemes are being produced. The relationship between phonemes and articulator positions is taken to be similar to the relationship between VQ codes a r~I articulator positions: for each phoneme,f, there is some PDF giving ) ( x I f , y ) where y represents the parameters of the PDFs for all phonemes. As with the VQ codes, G(f I x,y)
is found using Bayes' law.
Training data for CO-MALCOM consists of time-aligned sequences of phonemes and VQ codes. The training algorithm for CO-MALCOM finds the parameters of the PDFs relating VQ codes to continuity map positions, and also finds the parameters of PDFs relating phonemes to continuity map positions, such that the probability of an observed sequence of phonemes, f=lf(l), f(2), ... AT)], is maximized conditioned on paths determined from VQ codes. That is, the CO-MALCOM training algorithm finds:
where Note that the continuity map trajectory is defined differently for CO-MALCOM than for MALCOM -the positions of x ( t ) and c(t) are reversed.
The justifications for this is pragmatic: for Gaussian PDFs there is an analytic solution to
(1 1) so we can quickly calculate the path; 2) it is relatively easy to get the gradient of (1 1) with respect to cp, and, by the chain rule, the gradient of (lo), with respect to cp. These are important considerations, because they considerably reduce the complexity of the training process.
During recognition, when only the VQ code sequence is available, the probability of a phoneme sequence conctioned on a VQ code sequence is estimated by 1) finding X ( c , q ) using (11); 2) using Bayes' law to get the probability of a phoneme conditioned on X ( c , q ) at each time; and 3) combining the phoneme probabilities at each time using a conditional independence assumption.
In standard speech recognition algorithms, the probability of a phoneme sequence given a word, G[flw], is estimated using a lattice model [2] , and is then used to get the probability of a word given the observable data. Since a variety of standad techniques can be used to create a lattice model, we will not discuss the problem of estimating lattice .model structures or parameters here. However, in this section, we discuss one way to combine a lattice structure with CO-MALCOM processing to achieve speech recognition.
Let fl be the kth phoneme sequence from the set of all possible phoneme sequences of length t .
Given the assumption:
it is possible to show that the word that should be output by the recognizer is: t;, = argmax I;(w I X) w Doing the summation over all possible sequences would be a huge computational burden. However, we can use a modification of the HMM forward algorithm to get this summation efficiently. 
VII. PREVIOUS EXPERIMENTAL RESULTS
CO-MALCOM is an attempt to improve an earlier phoneme discrimination algorithm called Multiple Observable MALCOM (MO-MALCOM) or Two-Observable MALCOM (TO-MALCOM). In particular, CO-MALCOM maximizes the probability of a phoneme sequence given a VQ code sequence whereas its predecessors do not. Thus, CO-MALCOM is more suitable for phoneme discrimination.
While CO-MALCOM phoneme discrimination has not yet been evaluated on test data, we expect performance to be on par with MO-MALCOM performance, or slightly better. For this reason, we discuss the results of a suggestive study of MO-MALCOM [16] .
These results show that MO-MALCOM outperforms articulatory measurements for phoneme discrimination.
Reference [16] used MO-MALCOM to create a CM from training data and evaluate it on testing data. To evaluate the ability of MO-MALCOM continuity map positions to discriminate phonemes, smooth paths through the CM were found using VQ codes from the testing data. Since the testing data was phonetically labeled, it was possible to find the set of CM points associated with each phoneme. Fisher's discriminant analysis was used to find the axis of the map that best discriminated the CM positions between phoneme pairs. Along this best dimension, the percentage of area in common between p(xlfJ and p(x5) was computed. To the extent that this is a low value, the CM positions discriminate phonemes. The overlap measure was also used to determine how well measured articulator positions discriminated phonemes.
In [16] , the main reason MO-MALCOM outperformed articulator positions is because the articulator data used in the study did not include measurements of the velum (which discriminates nasal and oral sounds) or of the vocal folds (which can distinguish voiced and unvoiced sounds smoothness constraint that underlie MALCOM bear a much stronger relationship to speech production than the discrete states and first-order Markov constraints used in the now standard HMM approach. This is an important observation, since even a consistent estimator will not give good estimates if the model does not match the underlying data generation process. The empirical data suggesting that parameters estimated by MALCOM reflect articulation gives evidence that MALCOM's estimators are not only consistent, but that the underlying model is fairly accurate.
One of the biggest obstacles to overcome before using MALCOM extensively is the model selection problem. MALCOM needs to be given the dimensionality of the continuity map and the cut-off frequency before training. Clearly, there are many combinations of cut-off frequencies and dimensionalities that can be used, so finding the right combination through cross-validation procedures is difficult. This problem is compounded by the fact that the model could easily be extended to have different cut-off frequencies for different dimensions (to model the fact that some articulators move faster than others) or even by having band-pass filters that differ for different dimensions.
The same comments made about MALCOM also apply to CO-MALCOM -the theory needs to be developed but the empirical results are encouraging. Since MALCOM and CO-MALCOM represent a significant departure from the standad speech processing techniques, they also provide a chance to get significant improvements in performance. However, one can expect that performance improvements will take the kind of intense engineering and theoretical efforts that have been expended on standard speech processing techniques.
