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lineation. Above analyses reveal a fact that, different up-
sampling operators have different characteristics, and we
expect a specific behavior of the upsampling operator when
dealing with specific image content in a certain visual task.
It would be interesting to pose the question: Can we de-
sign a generic operator to upsample feature maps that bet-
ter predict boundaries and regions simultaneously? A key
observation of this work is that max unpooling, bilinear in-
terpolation or other upsampling operators are some forms
of index functions. For example, the nearest neighbor in-
terpolation of a point is equivalent to allocating indices of
one to its neighbor and then map the value of the point. In
this sense, indices are models [24], therefore indices can be
modeled and learned. In this work, we model indices as a
function of the local feature map and learn an index function
to perform upsampling within deep CNNs. In particular, we
present a novel index-guided encoder-decoder framework,
which naturally generalizes SegNet. Instead of using max-
pooling and unpooling, we introduce indexed pooling and
indexed upsampling operators where downsampling and
upsampling are guided by learned indices. The indices are
generated dynamically conditioned on the feature map and
are learned using a fully convolutional network, termed In-
dexNet, without supervision. IndexNet is a highly flexible
module, which can be used as a plug-in applying to any off-
the-shelf convolutional networks that have coupled down-
sampling and upsampling stages. Compared to the fixed
max function, learned index functions show potentials for
simultaneous boundary and region delineation.
We demonstrate the effectiveness of IndexNet on natural
image matting as well as other visual tasks. In image mat-
ting, the quality of learned indices can be visually observed
from predicted alpha mattes. By visualizing learned indices,
we show that the indices automatically learn to capture the
boundaries and textural patterns. We further investigate al-
ternative ways to design IndexNet, and show through ex-
tensive experiments that IndexNet can effectively improve
deep image matting both qualitatively and quantitatively. In
particular, we observe that our best MobileNetv2-based [39]
model exhibits at least 16.1% improvement against the pre-
vious best deep model, i.e., the VGG-16-based model in
[49], on the Composition-1k matting dataset. We achieve
this with using less training data, and a much more compact
model, therefore significantly faster inference speed.
2. Related Work
We review existing widely-used upsampling operators
and the main application of IndexNet—deep image matting.
Upsampling in Deep Networks Upsampling is an es-
sential stage for almost all dense prediction tasks. It has
been intensively studied about what is the principal way
to recover the resolution of the downsampled feature map
(decoding). The deconvolution operator, also known as
transposed convolution, was initially used in [50] to vi-
sualize convolutional activations and latter introduced to
semantic segmentation [32]. To avoid checkerboard arti-
facts, a follow-up suggestion is the “resize+convolution”
paradigm, which has currently become the standard con-
figuration in state-of-the-art semantic segmentation mod-
els [4, 30]. Aside from these, perforate [35] and unpool-
ing [2] are also two operators that generate sparse indices to
guide upsampling. The indices are able to capture and keep
boundary information, but the problem is that two opera-
tors induce sparsity after upsampling. Convolutional layers
with large filter sizes must follow for densification. In ad-
dition, periodic shuffling (PS) was introduced in [41] as a
fast and memory-efficient upsampling operator for image
super-resolution. PS recovers resolution by rearranging the
feature map of size H ×W × Cr2 to rH × rW × C.
Our work is primarily inspired by the unpooling oper-
ator [2]. We remark that, it is important to keep the spa-
tial information before loss of such information occurred in
feature map downsampling, and more importantly, to use
stored information during upsampling. Unpooling shows a
simple and effective case of doing this, but we argue there
is much room to improve. In this paper, we illustrate that
the unpooling operator is a special form of index function,
and we can learn an index function beyond unpooling.
Deep Image Matting In the past decades, image matting
methods have been extensively studied from a low-level
view [1, 6, 7, 9, 14, 15, 28, 29, 45]; and particularly, they
have been designed to solve the matting equation. Despite
being theoretically elegant, these methods heavily rely on
the color cues, rendering failures of matting in general nat-
ural scenes where colors cannot be used as reliable cues.
With the tremendous success of deep CNNs in high-
level vision tasks [13, 26, 32], deep matting methods are
emerging. Some initial attempts appeared in [8] and [40],
where classic matting approaches, such as closed-form mat-
ting [29] and KNN matting [6], are still used as the back-
ends in deep networks. Although the networks are trained
end-to-end and can extract powerful features, the final per-
formance is limited by the conventional backends. These
attempts may be thought as semi-deep matting. Recently
fully-deep image matting was proposed [49]. In [49] the au-
thors presented the first deep image matting approach based
on SegNet [2] and significantly outperformed other com-
petitors. Interestingly, this SegNet-based architecture be-
comes the standard configuration in many recent deep mat-
ting methods [3, 5, 47].
SegNet is effective in matting but also computation-
expensive and memory-inefficient. For instance, the in-
ference can only be executed on CPU when testing high-




dard max pooling and are not designed for upsampling pur-
poses. By contrast, index-guided IP and IU are fundamen-
tal operators and may be integrated into RoI pooling.
Attention Networks [34]. Attention networks are a broad
family of networks that adopt attention mechanisms. The
mechanisms introduce multiplicative interactions between
inferred attention maps and feature maps. In Computer Vi-
sion, these mechanisms often refer to spatial attention [46],
channel attention [20] or both [48]. As aforementioned, IP
and IU in HINs can be viewed as attentional operators to
some extent, which means indices are attention. In a re-
verse sense, attention is also indices. For example, max-
pooling indices are a form of hard attention. Indices offer a
new perspective to understand attention. It is worth noting
that, despite IndexNet in its current implementation closely
relates to attention, it has a distinct physical definition and
specializes in upsampling rather than refining feature maps.
5. Results and Discussions
We evaluate our framework and IndexNet on the task of
image matting. This task is particularly suitable for visu-
alizing the quality of learned indices. We mainly conduct
experiments on the Adobe Image Matting dataset [49]. This
is so far the largest publicly available matting dataset. The
training set has 431 foreground objects and ground-truth al-
pha mattes.1 Each foreground is composited with 100 back-
ground images randomly chosen from MS COCO [31]. The
test set termed Composition-1k includes 100 unique ob-
jects. Each of them is composited with 10 background im-
ages chosen from Pascal VOC [12]. Overall, we have 43100
training images and 1000 testing images. We evaluate
the results using widely-used Sum of Absolute Differences
(SAD), Mean Squared Error (MSE), and perceptually-
motivated Gradient (Grad) and Connectivity (Conn) er-
rors [37]. The evaluation code implemented by [49] is
used. In what follows, we first describe our modified
MobileNetv2-based architecture and training details. We
then perform extensive ablation studies to justify choices
of model design, make comparisons of different index net-
works, and visualize learned indices. We also report perfor-
mance on the alphamatting.com online benchmark [37]
and extend IndexNet to other visual tasks.
5.1. Implementation Details
Our implementation is based on PyTorch [36]. Here we
describe the network architecture used and some essential
training details.
Network Architecture. We build our model based on
MobileNetv2 [39] with only slight modifications to the
1The original paper reported that there were 491 images, but the re-
leased dataset only includes 431 images. As a result, we use fewer training




















































































Figure 6: Customized MobileNetv2-based encoder-decoder net-
work architecture. Our modifications are boldfaced.
backbone. An important reason why we choose Mo-
bileNetv2 is that this lightweight model allows us to in-
fer high-resolution images on a GPU, while other high-
capacity backbones cannot. The basic network configura-
tion is shown in Fig. 6. It also follows the encoder-decoder
paradigm same as SegNet. We simply change all 2-stride
convolution to be 1-stride and attach 2-stride 2 × 2 max
pooling after each encoding stage for downsampling, which
allows us to extract indices. If applying the IndexNet idea,
max pooling and unpooling layers can be replaced with IP
and IU, respectively. We also investigate alternative ways
for low-level feature fusion and whether encoding context
(Section 5.2). Notice that, the matting refinement stage [49]
is not considered in this paper.
Training Details. To enable a direct comparison with deep
matting [49], we follow the same training configurations
used in [49]. The 4-channel input concatenates the RGB
image and its trimap. We follow exactly the same data aug-
mentation strategies, including 320×320 random cropping,
random flipping, random scaling, and random trimap dila-
tion. All training samples are created on-the-fly. We use a
combination of the alpha prediction loss and the composi-
tion loss during training as in [49]. Only losses from the
unknown region of the trimap are calculated. Encoder pa-
rameters are pretrained on ImageNet [11]. Note that, the
parameters of the 4-th input channel are initialized with ze-
ros. All other parameters are initialized with the improved
Xavier [16]. The Adam optimizer [23] is used. We update
parameters with 30 epochs (around 90, 000 iterations). The
learning rate is initially set to 0.01 and reduced by 10× at
No. Architecture Backbone Fusion Indices Context OS SAD MSE Grad Conn
B1 DeepLabv3+ [4] MobileNetv2 Concat No ASPP 16 60.0 0.020 39.9 61.3
B2 RefineNet [30] MobileNetv2 Skip No CRP 32 60.2 0.020 41.6 61.4
B3 SegNet [49] VGG16 No Yes No 32 54.6 0.017 36.7 55.3
B4 SegNet VGG16 No No No 32 122.4 0.100 161.2 130.1
B5 SegNet MobileNetv2 No Yes No 32 60.7 0.021 40.0 61.9
B6 SegNet MobileNetv2 No No No 32 78.6 0.031 101.6 82.5
B7 SegNet MobileNetv2 No Yes ASPP 32 58.0 0.021 39.0 59.5
B8 SegNet MobileNetv2 Skip Yes No 32 57.1 0.019 36.7 57.0
B9 SegNet MobileNetv2 Skip Yes ASPP 32 56.0 0.017 38.9 55.9
B10 UNet MobileNetv2 Concat Yes No 32 54.7 0.017 34.3 54.7
B11 UNet MobileNetv2 Concat Yes ASPP 32 54.9 0.017 33.8 55.2
Table 1: Ablation study of design choices. Fusion: fuse encoder features; Indices: max-pooling indices (when Indices is ‘No’, bilinear
interpolation is used for upsampling); CRP: chained residual pooling [30]; ASPP: atrous spatial pyramid pooling [4]; OS: output stride.
The lowest errors are boldfaced.
the 20-th and 26-th epoch respectively. We use a batch size
of 16 and fix the BN layers of the backbone.
5.2. Adobe Image Matting Dataset
Ablation Study on Model Design. Here we investigate
strategies for fusing low-level features (no fusion, skip fu-
sion as in ResNet [17] or concatenation as in UNet [38]) and
whether encoding context for image matting. 11 baselines
are consequently built to justify model design. Results on
the Composition-1k testing set are reported in Table 1. B3
is cited from [49]. We can make the following observations:
i) Indices are of great importance. Matting can significantly
benefit from only indices (B3 vs. B4, B5 vs. B6); ii) State-
of-the-art semantic segmentation models cannot be directly
applied to image matting (B1/B2 vs. B3); iii) Fusing low-
level features help, and concatenation works better than the
skip connection but at a cost of increased computation (B5
vs. B8 vs. B10 or B7 vs. B9 vs. B11); iv) Our intuition
tells that the context may not help a low-level task like mat-
ting, while results show that encoding context is generally
encouraged (B5 vs. B7 or B8 vs. B9 or B10 vs. B11). In-
deed, we observe that the context sometimes can help to
improve the quality of the background; v) A MobileNetv2-
based model can work as well as a VGG-16-based one with
appropriate design choices (B3 vs. B11).
For the following experiments, we now mainly use B11.
Ablation Study on Index Networks. Here we compare
different index networks and justify their effectiveness. The
configurations of index networks used in the experiments
follow Figs. 4 and 5. We primarily investigate the 2 × 2
kernel with a stride of 2. Whenever the weak context is
considered, we use a 4 × 4 kernel in the first convolutional
layer of index networks. To highlight the effectiveness of
HINs, we further build a baseline called holistic max in-
dex (HMI) where max-pooling indices are extracted from
a squeezed feature map X′ ∈ RH×W×1. X′ is generated
by applying the max function along the channel dimension
of X ∈ RH×W×C . We also report the performance when
setting the width multiplier of MobileNetV2 used in B11
to be 1.4 (B11-1.4). This allows us to justify whether the
improved performance is due to increased model capacity.
Results on the Composition-1k testing dataset are listed in
Table 2. We observe that, except the most naive linear HIN,
all index networks consistently reduce the errors. In partic-
ular, nonlinearity and the context generally have a positive
effect on deep image matting. Compared to HMI, the direct
baseline of HINs, the best HIN (“Nonlinear+Context”) has
at least 12.3% relative improvement. Compared to B11, the
baseline of DINs, M2O DIN with “Nonlinear+Context” ex-
hibits at least 16.5% relative improvement. Notice that, our
best model even outperforms the state-of-the-art DeepMat-
ting [49] that has the refinement stage, and is also computa-
tionally efficient with less memory consumption—the infer-
ence can be performed on the GTX 1070 over 1920× 1080
high-resolution images. Some qualitative results are shown
in Fig. 7. Our predicted mattes show improved delineation
for edges and textures like hair and water drops.
Index Map Visualization. It is interesting to see what in-
dices are learned by IndexNet. For the holistic index, the
index map itself is a 2D matrix and is easily to be visual-
ized. Regarding the depthwise index, we squeeze the index
map along the channel dimension and calculate the average
responses. Two examples of learned index maps are visual-
ized in Fig. 8. We observe that, initial random indices have
poor delineation for edges, while learned indices automat-
ically capture the complex structural and textual patterns,
e.g., the fur of the dog, and even air bubbles in the water.
5.3. alphamatting.com Online Benchmark
We also report results on the alphamatting.com online
benchmark [37]. We directly test our best model trained
on the Adobe Image Dataset, without fine-tuning. Our ap-
proach (IndexNet Matting) ranks the first in terms of the
gradient error among published methods, as shown in Ta-

Gradient Error Average Rank Troll Doll Donkey Elephant Plant Pineapple Plastic Bag NetOverall S L U S L U S L U S L U S L U S L U S L U S L U S L U
IndexNet Matting 9 7.3 7.6 12.3 0.2 0.2 0.2 0.1 0.1 0.3 0.2 0.2 0.2 0.2 0.2 0.4 1.7 1.9 2.5 1 1.1 1.3 1.1 1.2 1.2 0.4 0.5 0.5
AlphaGAN [33] 13.2 12 10.8 16.8 0.2 0.2 0.2 0.2 0.2 0.3 0.2 0.3 0.3 0.2 0.2 0.4 1.8 2.4 2.7 1.1 1.4 1.5 0.9 1.1 1 0.5 0.5 0.6
Deep Matting [49] 14.3 10.8 11 21 0.4 0.4 0.5 0.2 0.2 0.2 0.1 0.1 0.2 0.2 0.2 0.6 1.3 1.5 2.4 0.8 0.9 1.3 0.7 0.8 1.1 0.4 0.5 0.5
Table 3: Gradient errors (top 3) on the alphamatting.com online benchmark. The lowest errors are boldfaced.
Figure 9: Qualitative results on the alphamatting.com dataset. From left to right, the original image, deep image matting, ours.
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