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ABSTRACT
With growing data from ongoing and future supernova surveys it is possible to empirically quantify
the shapes of SNIa light curves in more detail, and to quantitatively relate the shape parameters
with the intrinsic properties of SNIa. Building such relationship is critical in controlling systematic
errors associated with supernova cosmology. Based on a collection of well-observed SNIa samples
accumulated in the past years, we construct an empirical SNIa light curve model using a statistical
method called the functional principal component analysis (FPCA) for sparse and irregularly sampled
functional data. Using this method, the entire light curve of an SNIa is represented by a linear
combination of principal component functions, and the SNIa is represented by a few numbers called
principal component scores. These scores are used to establish relations between light curve shapes
and physical quantities such as intrinsic color, interstellar dust reddening, spectral line strength, and
spectral classes. These relations allow for descriptions of some critical physical quantities based purely
on light curve shape parameters. Our study shows that some important spectral feature information
is being encoded in the broad band light curves, for instance, we find that the light curve shapes
are correlated with the velocity and velocity gradient of the Si II λ6355 line. This is important
for supernova surveys, e.g., LSST and WFIRST. Moreover, the FPCA light curve model is used to
construct the entire light curve shape, which in turn is used in a functional linear form to adjust
intrinsic luminosity when fitting distance models.
Keywords: Cosmology: Distance Scale, Cosmology: Cosmological Parameters, Supernovae: General
1. INTRODUCTION
Type Ia supernovae (SNIa) are “standardizable” can-
dles for cosmology study. They have relatively uniform
intrinsic peak luminosity after explosion, and thereby
provide us a very important tool for cosmological dis-
tance measurement. Observations of SNIa provided the
first direct evidence of the accelerating expansion of the
universe (Riess et al. 1998; Perlmutter et al. 1999).
SNIa have small inhomogeneity in their peak magni-
tude, which can be further reduced by correlating their
intrinsic luminosity with their color at peak brightness
and optical light curve width (Pskovskii 1977; Phillips
1993). Generally, brighter supernovae have broader light
curves and bluer colors, and dimmer supernovae have
narrower light curves and redder colors. Adjusting these
effects usually reduces the dispersion of distance mod-
ulus prediction to ∼ 0.15 mag (Tripp & Branch 1999).
The remaining residual scatter is due to a combination
of observational error and intrinsic supernova magnitude
dispersion, and is difficult to disentangle. Several meth-
ods have been published to further reduce this magni-
tude dispersion. Blondin et al. (2011) included an ad-
ditional spectral feature in the classical distance pre-
diction model. Wang et al. (2009) sub-classified SNIa
into two groups using the expansion velocity inferred
from Si II λ6355 line, and found significant reduction
of peak magnitude dispersion. These improvements of
distance prediction models still depend largely on the
∆M15 (Phillips 1993) or an equivalent shape parameter
that measures the width of the light curves. From the
color magnitude evolution, Wang et al. (2003) developed
the CMAGIC magnitude to substitute the peak magni-
tude. Compared with other published distance models,
the CMAGIC method is strikingly successful (Conley
et al. 2006; Wang et al. 2006a). Some studies reveal also
that the peak-to-tail ratio is correlated with the intrinsic
luminosity of SNIa and that the success of CMAGIC is
expected from theoretical models of SNIa explosion and
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2radiative transfer (Ho¨flich et al. 2010, 2017).
Ho¨flich et al. (2017) discussed the recent improved
understanding of the physical processes in SNIa explo-
sion. Theoretical models suggested that different chem-
ical layers and radiative processes are active at differ-
ent light curve phases (Ho¨flich et al. 1996; Kasen et al.
2016). In particular, the CMAGIC linear region (Wang
et al. 2003; Wang et al. 2006b) corresponds to ∼ 5-30
days past optical maximum for a normal SNIa. During
these epochs, SNIa spectroscopic data are more uni-
form than that of pre-maximum or around maximum.
For light curves in the R and redder bands, their sec-
ondary bump is caused by a very different physical pro-
cess than the first peak (Kasen et al. 2016). It is desir-
able that the corresponding strengths of these features
can be extracted robustly from empirical modeling of
the light curves as well.
An essential step in cosmology studies with SNIa is
the construction of an empirical multicolor light curve
model. This light curve model can be used to fit ob-
served SNIa light curves, calculate their peak bright-
nesses, and characterize their light curve shapes. Exist-
ing methods include light curve stretch method (Gold-
haber et al. 2001), MLCS (Riess et al. 1996; Jha et al.
2007), SiFTO (Conley et al. 2008), SALT (Guy et al.
2005), and SALT II (Guy et al. 2007). Among these
methods, the MLCS directly models light curve data
with vectorized templates on a hypothesized grid. The
SiFTO, SALT and SALT II are based on spectral mod-
eling.
In this paper we develop a purely data-driven light
curve model using observations of only light curves
but not of spectra, and without using any pre-specified
structure. Since the light curves are not observed at a
common grid, we can not directly apply the standard
principal component analysis to build an empirical light
curve model. On the other hand, interpolation of the
original light curve observations to a grid will create er-
rors, which can be very large when the light curve is
very sparsely observed. To overcome these challenges,
we treat SNIa light curves as sparse and irregularly ob-
served functional data and apply the functional princi-
pal component analysis (FPCA, James et al. 2000; Zhou
et al. 2008) developed in the statistics literature. Us-
ing FPCA, an SNIa light curve is represented as a lin-
ear combination of a mean function and a few principal
component functions. The coefficients appeared in this
linear combination are called principal component scores
or scores for short. We train the mean function and the
principal component functions using a training dataset
from a collection of observed SNIa light curves. After
the mean and principal component functions are learned
using the training data, we can characterize a new light
curve using its corresponding scores.
The principal component scores thus obtained
parametrize the shape of the light curve and provide
abundant information of SNIa. The primary goal of this
paper is to explore the potential of the extracted scores
in explaining important physical quantities, such as in-
trinsic color, interstellar dust reddening, spectral line
strength, and spectral classes. We show that our FPCA
light curve model provides a flexible and effective light
curve shape characterization. One direct application is
a method for robust color excess determination. More-
over, by exploring the relations between the principal
component scores and spectral features, we open the
possibility of inferring SNIa spectral information from
purely light curve data and therefore provide the oppor-
tunity of more precise K-correction and distance predic-
tion within subgroups of SNIa. Finally, our light curve
model is used to produce a new light curve shape pa-
rameterization as a better constrained alternative to the
classical ∆M15 parameter in distance prediction.
This paper consists of eight sections. §2 describes the
dataset used in this study. The mathematical frame-
work of FPCA is given in §3. Then, §4 reports the re-
sult of applying FPCA to the dataset in §2, where data
from each of BV RI bands are used to train a FPCA
model separately. After that, §5 presents the result of
estimating color excess. In §6, we study the relations
between FPCA light curve scores and spectral proper-
ties of SNIa. At last, in §7, we examine the precision of
distance determination based on our FPCA light curve
model, using both magnitudes at B maximum and mag-
nitudes deduced with the CMAGIC method as distance
indicators. §8 presents the results of training the FPCA
model using data from BV RI bands together. Major
results and conclusions of this paper are summarized in
§9.
2. THE DATASET
Our data sample derives from SNIa light curves
published by the Lick Observatory Supernova Search
(LOSS) (Ganeshalingam et al. 2010), the Carnegie
Supernova Project (CSP) (Contreras et al. 2010;
Stritzinger et al. 2011), and the Harvard-Smithsonian
Center for Astrophysics (CfA) (Hicken et al. 2009, 2012).
We restrict our studies to light curves from these publi-
cations, and in BV RI bands only.
The selection criterion is based on the light curve time
and color coverage. Each SN in our sample must have
at least one observation within 5 days before the light
curve maximum, and at least one observation within 5
days after the maximum. This is required for all four fil-
ter bands. These selected supernovae are nearby super-
novae, with CMB redshift z < 0.1. Both K-correction
and S-correction are applied to the data so that all the
light curve magnitudes are transformed to the standard
3rest-frame Kron-Cousins BV RI bands from their clos-
est natural system filters. These corrections are per-
formed using the SNooPy package of Burns et al. (2010),
and the employed SED model is from the work of Hsiao
et al. (2007) All data are corrected for the Galactic ex-
tinction using the dust map of Schlafly & Finkbeiner
(2011), while the extinction of the hosting galaxy is not
corrected.
When constructing the proposed FPCA model, we re-
moved SN 2008bf from the LOSS observation, due to
an inconsistency of V band magnitude with the CfA
observation (Ganeshalingam et al. 2010). SN 1999ej is
removed as it is too faint for the observed redshift for
unknown reasons (Reindl et al. 2005; Wang et al. 2006;
Jha et al. 2007). Two peculiar supernovae are also re-
moved: SN2005hk (Stanishev et al. 2006) and SN2008ae
(Foley et al. 2009). Nonetheless, these “peculiar” SNIa
can still be analyzed by FPCA model although they do
not contribute to the construction of the model. Af-
ter the preprocessing, a total number of 111 supernovae
remain for analysis.
3. THE FPCA MODEL
This section presents the construction, model training,
and new light curve fitting of the functional principal
component model (FPCA) for SNIa.
3.1. Model construction
Fix a supernova indexed by s, let lsλ(t) be its light
curve as a function of Julian date t for filter (or band)
λ ∈ {B, V,R, I}. Let bsλ be the epoch of its peak mag-
nitude, i.e.,
msλ = min
t
lsλ(t) = lsλ(bsλ), (1)
with the peak magnitude msλ. Since the light curve
around the peak epoch is of central interest for cos-
mology, we transform lsλ(t) to a function of phase q.
Specifically, let zs be the redshift of the corresponding
supernova, and define the transformation of time into
phase by q = (t− bsλ)/(1 + zs). Then the light curve as
a function of phase q is
gsλ(q) = lsλ(t) = lsλ (q(1 + zs) + bsλ) . (2)
We usually concentrate on the phase range from qmin(<
0) to qmax(> 0) around the peak epoch (q = 0), and so
q ∈ [qmin, qmax] in the above expression.
Using a truncated version of the functional principal
component expansion (Ramsay & Silverman 2010), we
represent each light curve as a basis expansion
gsλ(q) = msλ + φ0λ(q) +
K∑
k=1
β
(k)
sλ φkλ(q), (3)
where φ0λ(q) is the mean function, φ1λ(q), · · · , φKλ(q)
are K fixed principal component functions for filter λ.
Since these functions are are unique to each filter and
trained separately, we refer (3) as a filter-specific FPCA
model, and fs-FPCA for short. The β
(1)
sλ , · · · , β(K)sλ are
the coefficients in the basis expansion called principal
component scores or scores for short. To ensure that
msλ is the peak magnitude defined in equation (1), we
require that φkλ(0) = 0 for k = 0, · · · ,K. For identifia-
bility, we also require that φkλ(s)’s are orthonormal to
each other for k ≥ 1. This means ∫ φkλ(q)φk′λ(q) dq =
δkk′ , with δkk′ = 1 if k = k
′ and δkk′ = 0 other-
wise. It is a common practice in applying FPCA that
the φ1λ(q), φ2λ(q), · · · , φKλ(q) are ordered by decreas-
ing importance, where the “importance” is measured by
the ability to explain total variability of the data.
Since we have aligned all light curves at their peaks
when applying Equation (3), the mean curve φ0λ(q)
specifies the average light curve shape for filter λ,
while the principal component functions φkλ(q) (k =
1, · · · ,K) provide additional adjustments for filter λ,
with the amount of adjustment controlled by the pa-
rameters β
(k)
sλ .
With the proposed model (3), when the mean and
principal component functions are given, each supernova
light curve is characterized by a group of parameters:
(1) the peak magnitude msλ; (2) the date bsλ at peak
magnitude (implicitly coded in phase q); and (3) the
K-vector of shape parameters (or principal component
scores) βsλ = (β
(1)
sλ , β
(2)
sλ , · · · , β(K)sλ )T . The parameters
msλ, bsλ and βsλ’s are unique to each light curve.
In the FPCA model (3), the mean and principal com-
ponent functions are specific to each filter. We can force
these functions to be the same for all filters, leading to
the filter-vague FPCA model (abbreviated as fv-FPCA),
gsλ(q) = msλ + φ0(q) +
K∑
k=1
β
(k)
sλ φk(q), (4)
and the methodology developed below still applies with
a straightforward modification. Notice the functions
φ0(q), · · · , φK(q) are common to all filters. We will focus
on the fs-FPCA model from now on, but see Section 8
for some results and discussion of the merit of the fv-
FPCA model.
Next we show how to estimate the mean and princi-
pal component functions in Equation (3) using the ob-
served data from a collection of SNIa. This procedure
is referred to as model training.
3.2. Model training
The observed light curves are usually recorded at
sparsely sampled time points and affected by noise. This
can be described as a signal-plus-noise model as follows.
Suppose, for the light curve indexed by s and in the filter
λ, there are totally nsλ observations: at time points tsλj
4with magnitude ysλj and magnitude uncertainty σsλj
for j = 1, 2, · · · , nsλ. This time series of magnitude ob-
servations can be decomposed as the summation of the
underlying light curve function lsλ(t) plus noise, i.e.,
ysλj = lsλ(tsλj) + σsλj sλj , (5)
where lsλ(t) = gsλ((t− bsλ)/(1+zs)) with gsλ(q) follow-
ing the basis expansion (3), σsλ is the standard devia-
tion of measurement uncertainty, and sλj is a random
variable with zero mean and unit variance.
Let b(q) = (b1(q), b2(q), · · · , bP (q))T be a known
orthonormal basis system for functions defined on
[qmin, qmax], with the dimension P much larger than
K. We represent the K + 1 unknown functions in
(3) by this rich basis so that φ0λ(q) = b(q)
Tθ0λ, and
φλ(q)
T = (φ1λ(q), · · · , φKλ(q)) = b(q)TΘφλ, where θ0λ
is a P dimensional vector, and Θφλ is a P ×K matrix.
As a consequence, model (3) becomes
gsλ(q) = msλ + φ0λ(q) +
K∑
k=1
β
(k)
sλ φkλ(q)
= msλ + b(q)
Tθ0λ + b(q)
TΘφλβsλ
(6)
We require that ΘTφλΘφλ = IK to guarantee the or-
thonormality of the principal component functions. Us-
ing the representation in equation (6), we reduce the
problem of estimating K + 1 unknown functions to the
estimation of the vector θ0λ and the matrix Θφλ.
Considering equations (5) and (6) together, the fixed
and unknown parameters θ0λ and Θφλ are estimated
from a training dataset by minimizing the least squares
criterion (or χ2 distance).
In our implementation of the methodology, the rich
basis b(q) is chosen such that it spans the space of cu-
bic spline functions with P − 4 equally spaced interior
knots on [qmin, qmax]. To ensure good statistical prop-
erties of the estimated functions, we add two regular-
ization penalty functions to the least squares criterion,
i.e., a roughness penalty (Ramsay & Silverman 2010) to
encourage the smoothness of the estimated φ0λ(q) and
φkλ(q) and a nuclear-norm penalty (Cai et al. 2010) to
encourage a small value of K. More details are presented
in the Appendix A.
3.3. Fitting a new light curve
After the unknown functions φ0λ(q), · · · , φKλ(q) are
estimated for each filter using the training data, they are
considered as fixed functions. The determination of the
shape of a new light curve reduces to the determination
of a few parameters as pointed out at the end of Sec-
tion 3.1. For a new sparsely observed light curve, we can
estimate the parameters bsλ, msλ and give an estimated
value of the score vector βsλ = (β
(1)
sλ , · · · , β(K)sλ )T . The
following procedure can be applied to individual light
curve across different filters and different supernovae.
We make the assumption that the noise term sλj in
Equation (5) follows the standard normal distribution.
We also assume that βsλ has a zero-mean multivari-
ate normal distribution whose covariance matrix is es-
timated from the training data. This is approximately
correct for data with high signal to noise ratios. Under
these assumptions, we can compute the joint multivari-
ate normal distribution of ysλ = (ysλ1, · · · , ysλnsλ)T and
βsλ. The new light curve fitting is done in two steps.
Firstly, bsλ,msλ are determined by the method of gen-
eralized least squares, considering equations (5) and (6)
together and treating the term involving βsλ as part of
the error term. Secondly, given the estimated bsλ,msλ
and the vector of observations ysλ, we can estimate βsλ
using the conditional expectation E(βsλ|ysλ). However,
this calculation may produce a light curve with an incor-
rect shape at a region with sparse data. We fix the prob-
lem by imposing several shape constraints on the recon-
structed light curves—gsλ(q) is monotonically decreas-
ing (in terms of numerical magnitude values, i.e., mono-
tonically brightening) and concave before the peak, and
monotonically increasing in the phase interval [35, qmax].
We do not impose a shape restriction between the peak
epoch and phase 35, because the second peak of the I
band light curve may exist in this range. We then max-
imize the conditional density of βsλ given ysλ subject
to these constraints.
From the above procedure, we get the estimated pa-
rameters m̂sλ, b̂sλ and β̂sλ from the actual observations.
The parameter uncertainty is determined by the para-
metric bootstrap method (Efron & Tibshirani 1994).
The parametric bootstrap procedure with G bootstrap
samples is as follows. For g = 1, 2, · · · , G, using equa-
tions (5) and (6) where the parameters are fixed at the
estimated values, we generate a sequence of magnitude
y
(g)
sλ1, · · · , y(g)sλn at the original observation time, accord-
ing to the model
y
(b)
sλj = m̂sλ + φ0λ(qj) +
K∑
k=1
β̂
(k)
sλ φkλ(qsλj) + 
(g)
sλj ,
where 
(g)
sλj ’s are sampled from N (0, σ2sλj) for j =
1, · · · , nsλ, and the σsλj ’s are the observation un-
certainties. For the g-th bootstrap sample, the es-
timation procedure as described above is applied
to the generated light curve mangitude y
(g)
sλ1, · · · , y(g)sλn
with observation time tsλ1, · · · , tsλ and uncertainty
σsλ1, · · · , σsλn. Denote the resulting parameter esti-
mates as m̂
(g)
sλ , b̂
(g)
sλ , β̂
(g)
sλ . The standard deviation of the
G bootstrapped values m̂
(1)
sλ , m̂
(2)
sλ , · · · , m̂(G)sλ is an esti-
mate of the uncertainty of our actual estimate m̂sλ. The
uncertainty of b̂sλ and β̂sλ is evaluated in a similar way.
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Figure 1. The first seven eigenvalues and cumulatively ex-
plained proportion of variability. The first four principal
components together accounts for 99.24% variability in the
dataset. The vertical axis is on the logarithmic scale.
3.4. Algorithm Iteration
After one round of model training and fitting, we
obtain better estimated maximal epoch by finding the
maximum of the fitted light curve. Given this better es-
timation, the model training and fitting is repeated one
more time, for more accurate FPCA model and light
curve fitting.
4. MODEL TRAINING RESULTS
This section presents the model training results using
the selected dataset as described in Section 2. In par-
ticular, we will discuss interpretation of the estimated
principal component functions and examine the corre-
lation among scores, color and ∆M15. In the follow-
ing, the k-th score for B, V,R, I band is denoted by
β
(k)
B , β
(k)
V , β
(k)
R , β
(k)
I , respectively, for k = 1, 2, · · · ,K.
The subscript s is dropped to simplify notation. Some-
times to further simplify the notation, we drop the band
(or filter) specification in the subscript and denote the
k-th score as β(k).
The FPCA model is constructed in the phase range
(−10, 50) around the peak epoch, trained for each filter
separately. Figure 1 plots the cumulative proportion of
variability explained by principal component functions.
Red, blue, green and black points stand for B, V,R, I
band, respectively. For example, consider the red points
for B band in Figure 1. The first principal compo-
nent φ1B(q) accounts for 81.33% of the total variability
of B band data. The first two principal components,
φ1B(q) and φ2B(q), together account for 94.16%; the
first three explain 97.23%; and the first four together
explain 99.07%. We decided to use K = 4 principal
components.
Figure 2 shows the estimated mean functions and the
effects of the principal component functions. Each row
corresponds to one band λ ∈ {B, V,R, I}, and each col-
umn corresponds to one component k = 1, 2, 3, 4. In
each panel, the solid line is the mean function φ0λ(q).
The “+” points stand for φ0λ(q) + 2σkλφkλ(q), and
the “−” points stand for φ0λ(q) − 2σkλφkλ(q) for k =
1, 2, 3, 4. The σkλ is the standard deviation of the score
β
(k)
λ in the training data. Under the Gaussian assump-
tion, the value ±2σkλ reflect 95% of the score variability.
Most of the principal component functions have a clear
interpretation. We take the B-band result (the first
row in Figure 2) as an example, and the other bands
can be interpreted similarly. The first principal compo-
nent function φ1B(q) adjusts the width of the whole light
curve, as the “+” points are all below the mean function
while the “−” points are all above the mean function.
The second principal component function φ2B(q) adjusts
the decline rate after the peak. Notice the “+” points
are relatively flat around the peak, and then decline fast
after 10 days from the peak. The third principal com-
ponent function adjusts the brightening rate before the
peak. Meanwhile, the fourth principal component func-
tion contributes minor and more complex adjustment.
Several light curve fitting examples are presented in
Figure 3 and Figure 4. Each row is the fitting result
of one SNIa with varying fitting component number,
K = 1, 2, 3. Most of light curves have accurate fit-
ting up to 2 components. In few cases, the I-band light
curve may require up to 4 components due to the varying
phase of the secondary peak. Note that our analysis does
not extend beyond 10 days before maximum. Important
constraints from very early observations may become
available when more SNIa are discovered at very early
phases. Moreover, since our light curve model construc-
tion is fully data-driven, it can incorporate supernovae
that do not agree with the light curve stretch model
(Goldhaber et al. 2001).
The effect of higher order principal component func-
tions on the shape of the light curve is usually much
less prominent since they explain much smaller propor-
tion of the total variability. We now focus on the first
two principal components. The first and second princi-
pal component functions describe the width of different
parts of the light curve. The scatterplot of the first two
scores is in Figure 5. Most of SNIa forms one cluster
around the origin in each panel. For a subgroup of SNIa
with B-band ∆M15 > 1.6 (purple points), their scores
appear off the central cluster and exhibits unique corre-
lation pattern. Notice this group contains SN 1991bg-
like fast decliners. In this regard, our light curve model
has the potential of sub-grouping SNIa into finer types.
For comparison purpose, we also derive the light curve
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Figure 2. Plots of the principal component functions for all bands λ ∈ {B, V,R, I}. The solid line in each panel is the mean
function φ0λ(q). The “+” points represent φ0λ(q) + 2σkλφkλ(q), and the “−” points represent φ0λ(q)− 2σkλφkλ(q).
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Figure 3. Light curve fitting examples with different component numbers K. Each row is for one SNIa with K = 1, 2, 3. The
red, blue, green and black points are B + 3, V + 2, R + 1, I, respectively. Constants are added to the magnitude to separate
different bands.
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Figure 4. Light curve fitting examples with different component numbers K. Each row is for one SNIa with K = 1, 2, 3. The
red, blue, green and black points are B + 3, V + 2, R + 1, I, respectively. Constants are added to the magnitude to separate
different bands.
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Figure 5. Relation of the first two scores β(1) and β(2). The
B, V , R, I band points are red, blue, green, and black,
respectively. The purple points have B-band ∆M15 > 1.6.
decline rate ∆M15 (Phillips 1993) based on our esti-
mated light curves. The ∆M15 parameter is calculated
for the light curve of each band. It is not a surprise that
the scores β(1) and β(2) are highly correlated with the
∆M15 parameter, as shown in Figure 6. The lack of a
tight correlations of light curve decline rates in different
colors among themselves and with the PCA scores indi-
cates that no single parameter model such as ∆M15 is
able to completely capture the family of SNIa light curve
shapes, at least in linear PCA construction, although
that single parameter may be found to be strongly cor-
related with the peak absolute magnitudes of SNeIa (see
§7 for more details).
Phillips et al. (1999), Nugent et al. (2002) and Wang
(2005) have noticed that severe reddening can shift the
mean wavelength of the filter bands and affect the shape
of the light curves. This effect is likely to be very small
and would not significantly affect the light curve shape
parameters we have deduced. The effect of reddening
is more easily deduced by comparing the observed color
with the light curve scores. Figure 7 shows the first score
are nonlinearly correlated with the observed color at B
band maximal. For V , R and I band light curves, in-
trinsically redder supernovae tend to have larger values
of β(1). In Figure 7, the correlations between color and
β
(1)
V , β
(1)
R , β
(1)
I . are clean, and show promise for robust
separation of intrinsic color and interstellar reddening
(see §5). Note that all of the quantities used in Figure 7
are measured from the shape of the light curves and do
not require information of supernova distance and red-
dening.
5. ESTIMATION OF COLOR EXCESS
Figure 7 reveals a relation between the observed color
(B − V )max at B maximum and the first score β(1), es-
pecially for V , R, I band light curves. This relation can
be exploited to obtain an estimate of the color excess of
the supernova. For example, here we use the relation-
ship between the R band score β
(1)
R and the observed
color at B maximum. In Figure 8, we show a lower en-
velope (the black solid line), and treat it as an extinction
free curve for SNIa. This lower envelope is estimated by
lower 10% quantile regression with B-spline basis. The
quantile regression is iterated by removing points with
large positive residuals. This lower envelop eR(β
(1)
R ) as
a function of β
(1)
R serves to estimate the intrinsic color
(B−V )0 of the supernova. The color excess is obtained
by
E(B − V ) = (B − V )max − eR(β(1)R ) . (7)
In other words, the color excess is the vertical distance
from the observation points to the lower envelope, as
illustrated in Figure 8.
The same method can be used to estimate extinction
using similar relations appeared in other filter bands.
The values and precisions from these different measure-
ments however, can be quite different. The lower bound
to the B band β
(1)
B shows very little correlation with
color, and one would get an estimate of E(B − V ) by
approximately assuming the intrinsic B − V is nearly
zero. In the V , R, I bands, β(1) appears to produce
very good intrinsic color estimators.
The popular method to estimate the color excess is
from the work of Phillips et al. (1999). They used the
empirical linear relation of the intrinsic color (B − V )0,
(B − V )0 = 0.725− 0.0118 (qV − 60) ,
for phase qV with respect to the V band maximum. This
linear relation holds for 30 ≤ qV ≤ 90. The color ex-
cess can be estimated via the observed color minus the
(B − V )0 as above. The observed color should be cor-
rected by K-correction and Galactic reddening. Figure 9
compares the color excess computed via this classical
method at a reference phase qV = 35 , and the color
excess estimated from the R band score β
(1)
R . The fig-
ure shows that the color excess given by the method of
Lira (1996) and Phillips et al. (1999) has negative val-
ues for a considerable portion of the supernovae. Riess
et al. (1998) and Jha et al. (2007) (Equation 3) applied a
Bayesian approach to produce non-negative color excess
estimation. The figure also shows that the uncertainty
deduced from β
(1)
R is much smaller than that based on
Phillips et al. (1999). This is not surprising, because
the method of Phillips et al. (1999) uses only light curve
observations beyond 30 days after V band maximum,
which are usually very sparse, while our estimation of
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Figure 6. The first two scores β(1) (left four panels), β(2) (right four panels) against ∆M15. Note in each panel, both the score
and ∆M15 are with respect to the corresponding band. The B, V , R, I band points are red, blue, green, and black, respectively.
The purple points have B-band ∆M15 > 1.6.
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Figure 7. The first two scores β(1) (left four panels), β(2) (right four panels) against color at B-band maximum, (B − V )max.
The B, V , R, I band points are red, blue, green, and black, respectively. The purple points have B-band ∆M15 > 1.6.
β
(1)
R uses observations from the whole light curve. The
S/N ratios are vastly improved in our approach. Part of
the reason that the Lira relation predicts more negative
extinction is due to the low S/N ratio of color estimation.
Other methods of deducing extinction estimates
such as shown in Wang et al. (2005) may also be
interesting for further investigation.
6. SPECTRAL INFORMATION
This section examines the relationship between the
scores in model (3) and spectral features, and discuss
the possibility of using the scores for identifying spec-
tral classes. There exists some analysis regarding light
curve width and spectral features such as Si II λ4000 in
the literature. With the aid of model (3), we are able to
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Figure 9. The y-axis is the color excess computed from
Phillips et al. (1999), and the horizontal axis is the color
excess computed from the R band score β
(1)
R . The dashed
line is where two measurement values agree.
present more details on how light curve shape (not just
its width) changes with spectral features. We will also
demonstrate the light curve scores can be linked to spec-
troscopically different SNIa. This linkage is impor-
tant. With refined spectral subclasses, the K-correction
can be applied with higher precision. Identifying sub-
classes of SNIa is of ultimate importance in assessing
systematic evolutionary effect when applying SNIa as
standard candles.
6.1. The Scores and Spectral Features
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R(CaII)
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Figure 10. The heatmap showing correlation between the
scores by our FPCA model and the spectral features. The
horizontal axis corresponds to the first four scores across all
of the B, V , R, I bands. The vertical axis corresponds to
various spectral features.
The dataset of SNIa with comprehensive spectral data
is sparse, and the measurement of the strength of spec-
tral features usually suffers from severe systematic errors
due to difficulties in defining the level of continuum and
observational noise; the latter is usually not even avail-
able for most published SNIa spectra. Wagers et al.
(2010) developed a mathematical framework based on
wavelet decomposition of the spectra to reconstruct the
signal from published data. It was shown in Wagers
et al. (2010) that large noise can easily bias estimate
of spectral line strength, and Monte-Carlo simulation
can be used to simulate the effect and correct the bias.
However, there is no overlap of the SNIa sample in Wa-
gers et al. (2010) and the current sample. A more recent
derivation of spectral line strength is given in Zhao et al.
(2016), but its data sample size is small.
High quality spectral feature measurements are scarce.
They provide detailed information on the spectral fea-
tures, which can significantly affect the measured colors
and lead to abnormal extinction behavior. The spec-
tral features provide further constraints on the intrin-
sic properties of supernovae and associated extinction.
Measurement of spectral features may prove to be criti-
cal for the WFIRST program (Spergel et al. 2013) which
aims at unprecedented precision.
We show in this paper the correlations of the most
significant spectral features with the light curve features
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Figure 11. The scores β
(k)
λ against the pseudo-equivalent width (pEW) of Si II λ5972. The points are fitted by a robust linear
regression (the solid line).
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Figure 12. The “average” light curve shape at four different
levels of the pseudo-equivalent width (pEW) of Si II λ5972.
produced from our method. Here we will only use the
spectral features extracted by Silverman et al. (2012b),
including pseudo-equivalent width (pEW), spectral fea-
ture depths, and fluxes at the center and end points of
nine spectral feature complexes. The nine spectral fea-
ture complexes are Ca II H&K, Si II λ4000, Mg II, Fe II,
Si II ‘W’, Si II λ5972, Si II λ6355, O I triplet, Ca II near-
IR triplet. We will correlate the first four original
scores β(1), β(2), β(3), β(4) with the pseudo-equivalent
width (pEW) of these spectral feature.
The pEW of the spectral features within 5 days of the
B maximum are obtained, and their Spearman corre-
lation coefficients with the scores are computed. The
correlation is visualized as heatmap in Figure 10. These
nine spectral features corresponds to the first nine rows
in the figure. Its columns from left to right correspond
to the scores β
(1)
B , β
(1)
V , β
(1)
R , β
(1)
I , β
(2)
B , · · · , β(4)I respec-
tively. Saturated red (blue resp.) implies a strong posi-
tive (negative resp.) correlation; and white color implies
a very weak correlation.
The spectral feature Si II λ4000 and Si II λ5972 are
important spectral luminosity indicator (Nugent et al.
1995). With the light curve width parameter from the
SALT II model, Silverman et al. (2012a) noticed that
these two features are correlated with light curve width.
This is also confirmed in our dataset. Both of them have
strong (positive) correlation with the first two scores
across four optical bands. The exception is that β
(2)
R has
weak (negative) anti-correlation with these two spectral
features. We have also shown in Figure 6 the correla-
tion of ∆M15 with the first two scores. The correlations
among the spectral feature, our model scores, and the
∆M15 imply that with sufficient amount of well cali-
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brated data it would be possible to construct light curve
templates for different spectral sub-classes of SNIa.
Our work provides more details on how the spectral
features correlate with light curve shapes. Figure 11
is the scatter plot of the scores against the pEW of
Si II λ5972. Let’s consider the correlation for the first
two dominant scores. The first row of Figure 11 in-
dicates that the first scores of all bands are positively
correlated with the pEW of Si II λ5972. The second
row in Figure 11 suggests that the correlation between
the second score β(2) and pEW(Si II λ5972) changes
from positive correlation to negative correlation as the
central wavelength of the filter increases. In particu-
lar, the B band score β
(2)
B is positive correlated with
pEW(Si II λ5972); and the I band score β
(2)
I is nega-
tively correlated with pEW(Si II λ5972).
Combining Figure 11 with Figure 2, the effect the
first two scores can be better understood. For both the
B band and V band, larger value of β(1) and β(2) will
both shrink the light curve width. For the I band, its
first score β
(1)
I increases with pEW(Si II λ5972), which
makes the light curve narrower. At the same time, its
second score β
(2)
I decreases with pEW(Si II λ5972). This
has the counter effect of making the light curve wider,
especially around the peak. Smaller β
(2)
I also makes the
secondary peak earlier in phase.
This effect on light curve shape is illustrated in Fig-
ure 12, which shows the “average” light curve shapes
for each band at different levels of pEW(Si II λ5972).
These average light curve shapes are computed as fol-
lows. The scores as a function of pEW(Si II λ5972) is
fitted by a robust linear regression, shown as the solid
line in Figure 11. Then we compute the value of β
(k)
λ
at pEW≈ 13.44, 27.95, 42.45, 56.96 for k = 1, 2, 3, 4 and
λ ∈ {B, V,R, I}. After that, the average light curve
shapes are computed as φ0λ(q) +
∑4
k=1 β
(k)
λ φkλ(q) for
each filter λ. Of special interest is the lower right panel
of Figure 12. As expected from the previous analysis,
when the strength of Si II λ5972 increases, the I band
light curve becomes wider around the peak, but nar-
rower after +15 days in phase. The secondary peak
gradually becomes weaker and appears earlier in phase.
Similarly, the shrinkage for R band is only evident 10
days after the peak. On the other hand, the B band and
V band light curves become uniformly narrower across
the entire phase range.
A parallel result could be drawn for the spectral fea-
ture Si II λ4000. Its graphical result is in the appendix.
The correlation between the scores and Si II λ4000 is
in Figure D1. This correlation pattern resembles that
in Figure 11. The “average” light curve shapes corre-
sponding to different levels of Si II λ4000 are plotted in
Figure D2.
Next, we consider five spectral ratios as defined by
Silverman et al. (2012a). The first is the Si II ratio,
which is the pEW of Si II λ5972 divided by the pEW of
Si II λ6355,
R(Si II) = pEW(Si II λ5972)
pEW(Si II λ6355)
.
The second is the ratio R(Ca II) of the flux at the red
and blue end of Ca II H&K,
R(Ca II) = Fr(Ca II H&K)
Fb(Ca II H&K)
.
These two spectral feature ratios are among the first
spectral luminosity indicators (Nugent et al. 1995).
Three additional spectral ratios are defined as
R(SiS) = Fr(S II W)
Fr(Si II λ6355)
,
R(SSi) = pEW(S II W)
pEW(Si II λ5972)
,
R(SiFe) = pEW(Si II λ5972)
pEW(Fe II)
.
These five ratios correspond to the last five rows
in Figure 10. They also have strong correlation
(or anti-correlation) with the scores across all four
bands. Notice the correlation of β
(2)
R and β
(2)
I
tend to have opposite sign with the correlations involv-
ing β
(1)
B , β
(1)
V , β
(1)
R , β
(1)
I , β
(2)
B , β
(2)
V . The Figure D3, Fig-
ure D4, Figure D5 and Figure D6 in the appendix pro-
vide more illustrations about the relation of the scores
with R(Si II) and R(Ca II).
6.2. The Scores and Spectral Classes
Section 6.1 explained that the scores from our FPCA
model provide abundant information about spectral fea-
tures. This section tries to determine supernova spectral
classes based on the scores. The task is a standard classi-
fication problem well-studied in statistics. We can possi-
bly treat spectral classes as the response, and our scores
as predictors. We try to separate spectral classes with
the aid of linear discriminant analysis (LDA, Murphy
2012). When there are C spectral classes, LDA produces
C − 1 linear discriminants as linear combination of our
scores β
(k)
λ , k = 1, 2, 3, 4 and λ ∈ {B, V,R, I}. The lin-
ear discriminants are denoted as LDc for c = 1, · · · , C−1
in our presentation. The linear discriminants separate
SNIa of different spectral classes in an optimal way. In
the following, we take the spectral classes from Benetti
et al. (2005), Branch et al. (2009), and Wang et al.
(2009). We will use all the SNIa in our sample with
spectral classes assigned by these papers.
Firstly, we consider the three spectral classes in
Benetti et al. (2005). The three classes are FAINT,
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Figure 13. Spectral classes separation of Benetti et al.
(2005) using linear discriminant analysis of light curve prin-
cipal component scores. The SNIa of FAINT, high temporal
velocity gradient (HVG) and low temporal velocity gradi-
ent group (LVG) are plotted as red circle, blue triangle, and
green square, respectively.
high temporal velocity gradient (HVG) and low tempo-
ral velocity gradient group (LVG). The average velocity
gradients in the three groups are 87, 97, and 37, respec-
tively. As there are C = 3 spectral classes, the LDA
produces C − 1 = 2 linear discriminants for each SNIa.
The resulting LD1 and LD2 are shown in Figure 13.
The SNIa of distinct spectral classes are well separated.
However, one LVG SNIa, SN2006et, gets mixed in the
HVG group.
Branch et al. (2009) provided spectral classification
on the basis of the absorption features near 5750A˚ and
6100A˚. The absorption features are measured by pseudo
equivalent width. Their four groups are core normal
(CN), broad line (BL), cool (CL), and shallow silicon
(SS). The CN is a homogeneous class, and its absolute
magnitude has a small correlation with light curve width
∆M15. The BL class tends to have strong absorption
near 6100A˚. For the CL class, the absorption features
near 5750A˚ and 6100A˚ are both strong; and the SS class
is another extreme with both features being weak. On
average, the CL class tends to have higher ∆M15 values
and fainter absolute magnitude; on the contrary, the SS
class tend to have lower ∆M15 values and brighter ab-
solute magnitude. Figure 14 presents the four classes
separation based on three linear discriminants. The
CL (blue triangle) and SS (black cross) classes are sep-
arated by the LD1 and LD2. The CN (green square)
and BL (red circle) classes are separated by the third
linear discriminant LD3. The three linear discriminants
together demonstrate their ability of clean separation.
In Wang et al. (2009), the supernova samples are clas-
sified into two groups Normal (N) and high velocity
(HV) according to the observed velocity of Si II λ6355.
They found that the HV group has narrower distribution
in peak luminosity and decline rate, and this group also
prefers a lower extinction ratio. The distance prediction
model was applied to these two groups separately to re-
duce the dispersion in their work. Figure 15 shows the
spectral class separation by one linear discriminant for
the two spectral classes. These two classes have a con-
siderable overlap in the histogram. These two spectral
classes are not clearly distinguishable when applying our
method on light curves.
When only light curve observation is available, Fig-
ure 13 and Figure 14 show that we are able to classify
the observation into their corresponding spectral classes.
However, even if a quantitative scheme proves to be dif-
ficult, as illustrated by the class separation result in Fig-
ure 15, we could still try to extract a subgroup of SNIa
which could be more homogeneous than the entire sam-
ple. This is useful in controlling systematic errors in
distance determination.
7. DISTANCE PREDICTION
Our FPCA light curve model can produce the entire
shape of a light curve, which in turn can be used for in-
trinsic luminosity adjustment in distance prediction. In
this section, we consider an adjustment using a func-
tional linear form and compare it with the standard
adjustment using ∆M15. We consider both the peak
magnitude and the CMAGIC magnitude as distance in-
dicators in separate subsections. Note that in this com-
parative study, the purpose is to show the potential ad-
vantage of using the entire light curve shape, and we still
use our FPCA model to determine the value of ∆M15.
For a more comprehensive comparison, the ∆M15 fitted
by SALT II and the SALT II shape parameter are also
included as two alternative models.
7.1. Distance Models
Distance models fit a linear model for the distance
modulus. The distance modulus µ is a function of red-
shift. In particular,
µ(z) = 25 + 5 log10(DL(z)Mpc
−1) ,
where DL(z) is the luminosity distance under a fixed
cosmology with Ωm = 0.3, ΩΛ = 0.7 and Hubble con-
stant h = 0.7. With type Ia supernova, the standard
model for predicting distance is
(M1) µ = mB −M − α(C − 〈C〉)
− δ(∆M15 − 〈∆M15〉). (8)
In the above, mB is the apparent B band peak magni-
tude, M is the absolute B band peak magnitude. All
these are magnitudes in the rest-frame filter. C is the
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Figure 14. Spectral classes separation of Branch et al. (2009). The spectral class core normal (CN), broad line (BL), cool (CL),
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Figure 15. Spectral classes separation of Wang et al. (2009).
The histogram of the high velocity (HV) and normal (N)
group are plotted in the upper and lower panel, respectively.
observed color at B maximum, (B − V )max. ∆M15 is
the magnitude change 15 days after B maximum for the
B band light curve.
Although simple by concept, ∆M15 is not a quantity
that can be directly measured accurately. Its calculated
value is highly influenced by light curve fitting errors.
In practice, because of the rapid luminosity decay at 15
days past optical maximum, a small error in determining
the peak epoch can lead to large inaccuracy of ∆M15.
With our proposed FPCA light curve model, we con-
sider an alternative adjustment of intrinsic luminosity
using the entire shape of the light curve. The shape pa-
rameter ∆M15 is replaced by a functional linear term
Q =
∫
δ(q){gB(q)−mB − φ0B(q)}dq , (9)
where δ(q) is a fixed function to be determined by the
data. Note that in Equation (9), the peak magnitude
mB and the mean function φ0B(q) are subtracted, so
that only the light curve shape may influence the value
of Q. With this functional linear form, the distance
model becomes
(M2) µ = mB −M − α(C − 〈C〉)
− (Q− 〈Q〉). (10)
Since the light curve shape enters the model as a func-
tional linear term, we refer to (9) as a functional linear
distance model. This model has some similarity to the
functional linear regression model studied in statistics
(Mu¨ller & Stadtmu¨ller 2005).
For each supernova, the associated distance predic-
tion uncertainty includes the parts due to peculiar ve-
locity, measurement error in the apparent magnitude,
and intrinsic Type Ia supernova property variation. In
the following we assume a peculiar velocity of vpec =
300 km s−1. It introduces magnitude uncertainty of
σpec = (5/ ln 10)(vpec/cz) = 0.002173/z, where c is the
speed of light. The uncertainty of the apparent peak
magnitude σm is computed from the bootstrap method.
The associated distance prediction uncertainty is com-
puted as σ2s = σ
2
pec + σ
2
m.
The standard distance model (8) is trained by mini-
mizing the χ2,
S∑
s=1
1
σ2s
[µ−mB +M + α(C − 〈C〉)
+ δ(∆M15 − 〈∆M15〉)]2 ,
(11)
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where ∆M15 is determined using our FPCA model. The
minimization is taken with respect to M,α, δ. A similar
χ2 minimization applies to model (10). The functional
linear distance model (10) is trained by minimizing
S∑
s=1
1
σ2s
[µ−mB +M + α(C − 〈C〉)
+ (Q− 〈Q〉) + η
∫
[δ′′(q)]2dq.
(12)
The minimization is taken with respect to M , α and δ(q)
in Q. The last term is the integration of the squared sec-
ond order derivative of δ(q). This is a roughness penalty
to encourage the smoothness of the solution of δ(q). The
η parameter controls the amount of penalty imposed and
is chosen by the cross-validation. In the minimization
of Equation (12), the solution of δ(q) is searched among
the span of the principal component functions φk(q), i.e.,
δ(q) =
∑K
k=1 δ
(k)φk(q). Using the principal component
functions, we only need to solve for the scalar δ(k)’s to
get an estimate of the function δ(q). The details of the
algorithm and computation of the degree of freedom of
the resulting model can be found in Appendix B.
For a complete comparison, we also consider two alter-
native distance models to Equation 8. The ∆M15 value
is replaced by the ∆M15 fitted by SALT II, and this is
denoted as model S1. Besides, the ∆M15 is replaced by
the SALT II shape parameter x1 (Guy et al. 2007), and
the resulting model is denoted as S2.
7.2. Comparing the Distance Prediction Models
The leave-one-out cross-validation is used to compare
the distance prediction models: M1 (Equation 8), M2
(Equation 10), the SALT II ∆M15 model S1, and the
SALT II shape parameter model S2. Cross-validation
(Section 6.5.3 of Murphy 2012) is a commonly used
method in statistics to evaluate the out-of-sample per-
formance of a prediction model. It works as follows.
Each time one sample (i.e. one SNIa) is removed from
the dataset, and the remaining dataset is used to train
the distance prediction model. The resulted model is
then applied to the removed sample to get a predicted
distance modulus µˆ. The cross-validated error of this
prediction is denoted as ∆µ = µ − µˆ. We repeat this
procedure for all SNIa samples in the dataset and sum-
marize the cross-validated errors by the weighted mean
squared errors (WMS),
WMScv = (
∑
s
∆µ2s/σ
2
s)/(
∑
s
1/σ2s) ,
whose square-root is WRMScv = WMS
1/2
cv .
Before applying the model to our dataset, we make
a further selection of the dataset. We select the SNIa
observations with CMB redshift z > 0.01 and the ob-
served color (B−V )max < CC for several values of CC.
The cut 0.01 on redshift restricts the uncertainty due
to peculiar velocity. In addiction, the cut CC on the
observed color helps us to select a homogenous group of
supernovae.
The result is shown in Table 1. In the table, the
WRMScv is computed using cross-validated errors. The
χ2 is computed using in-sample errors. The degree of
freedom (DOF) for this χ2 is computed using the for-
mulas at the end of Appendix B. For example, the result
for CC = 0.05 is given on the first row. With the cut
of z > 0.01 and (B − V )max < (0.05), there are 37 SNIa
in the remaining sample. The ∆M15 model (8) results
in a WRMScv of 0.089, and the functional linear dis-
tance model (10) has a close WRMScv of 0.091. The
WRMScv for two SALT II related models S1 and S2
are 0.101 and 0.108, respectively. The difference of
the four models is not significant. With only shape and
color information, all models appear to have approached
the statistical limits of the data in constructing a Hub-
ble diagram with minimal dispersion. The dispersion is
dominated by the peculiar velocity. However, the func-
tional linear distance model (10) consistently produces
smaller WRMScv across different sample groups. As the
value of CC increases, the WRMScv for model (10) is
stable at the level of ∼ 0.120. The WRMScv for the
other models increases to more than 0.14.
At last, we present more detailed results for
model (10) at the color cut CC = 0.4, where the sam-
ple size is the largest in our consideration. The upper
panel of Figure 16 shows the predicted distance mod-
ulus versus redshift velocity. The lower panel of Fig-
ure 16 plots the cross-validated residuals and associated
error bars. The dashed curves represent the uncertainty
due to the assumed peculiar velocity. Note the scat-
ter of the residuals is dominated by peculiar velocity
at redshifts around 300 km · s−1. In addition, the es-
timated functional coefficient δ(q) is presented in Fig-
ure 17. This functional coefficient δ(q) is positive over
the phase range (−10, 20). This suggests that the func-
tional linear form still tries to measure the width of the
light curve in its own way, and the measurement is ad-
justed by the phase range (20, 50). Figure 18 compares
the quantity ∆M15 with the calculated value of the the
functional linear form
∫
δ(q)(gB(q)−mB − φ0B(q))dq.
7.3. The CMAGIC for Distance Prediction
We now evaluate the effectiveness of using the entire
light curve shape to adjust intrinsic luminosity for dis-
tance predication when the CMAGIC magnitude is used
as the distance indicator. The CMAGIC magnitude,
proposed by Wang et al. (2003), exploits the linear rela-
tion of the color evolution for about 30 days after the B
maximum. During this phase the B and B − V magni-
tude follow a linear trend, as illustrated by the red line
17
Table 1. Comparison of the distance models
S1 S2 M1 M2
CC N WRMScv χ
2 WRMScv χ
2 WRMScv χ
2 DOF WRMScv χ
2 DOF
0.05 37 0.101 127.15 0.108 141.45 0.091 114.34 34.00 0.089 93.37 31.97
0.1 48 0.120 255.83 0.127 277.66 0.133 300.04 45.00 0.117 198.32 42.81
0.2 62 0.153 487.01 0.162 528.86 0.137 415.53 59.00 0.119 276.56 56.65
0.3 65 0.152 509.85 0.162 559.14 0.137 433.16 62.00 0.118 288.45 59.61
0.4 67 0.151 514.45 0.161 563.45 0.138 447.91 64.00 0.119 300.58 61.59
Note—Comparison of the WRMScv, χ
2 and degree of freedom (DOF) for four models: S1, S2, M1 (Equation 8) and M2
(Equation 10). S1 is Equation 8 with SALT II ∆M15, and S2 is Equation 8 with SALT II shape parameter. The comparison is
based on different observed color cutoffs (B − V )max < CC, and a common redshift cut z > 0.01. The column N is the sample
size after the cutoff. The DOF of S1 and S2 is the same as the DOF of M1.
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Figure 18. Comparing the ∆M15 on the horizontal axis with
the value of the functional linear form
∫
δ(q)(gB(q)−mB −
φ0B(q))dq on the vertical axis.
in Figure 19.
B = BBV + γ(B − V − 0.6) (13)
where γ is the slope of the linear relation. The exact
starting and ending epochs of this linear evolution vary
among supernovae with their intrinsic brightness. Some
supernovae with a small ∆M15 show a “bump” feature
in the color magnitude evolution immediately after B
maximum. For our supernova samples, the observation
points in the B band phase range [+3,+25] are used to
fit the linear relation. Wang et al. (2003) noticed that
the slope γ has a small scattering 0.18 around the mean
of 2.07.
The CMAGIC magnitude, denoted by BBV , is defined
as the B band magnitude when B−V = 0.6. Wang et al.
(2003) replaced the peak magnitude mB in (8) by BBV
18
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relation. The B band magnitude at B−V = 0.6 is extracted
to get the CMAGIC magnitude BBV .
and considered the following model
(M3) µ =BBV −M − δ(∆M15 − 〈∆M15〉)− (b2 − γ)×
[
mB −BBV
γ
+ 0.6 + 1.2(
1
γ
− 〈 1
γ
〉)] , (14)
where M , δ and b2 are parameters to be estimated. In
this paper, we will use ∆M15 determined by our FPCA
model. Besides, as an alternative model, the ∆M15 is re-
placed by the functional linear form Q defined in Equa-
tion (9),
(M4) µ =BBV −M − (Q− 〈Q〉)− (b2 − γ)×
[
mB −BBV
γ
+ 0.6 + 1.2(
1
γ
− 〈 1
γ
〉)] .
(15)
We add two more models for completeness of compar-
ison. The ∆M15 estimated by SALT II is employed in
Equation 14, and this model is denoted as S3. Besides,
the ∆M15 in Equation 14 is also replaced by the SALT II
shape parameter x1, and this model is denoted as S4.
In order to fit the linear color evolution, with the
dataset described in Section 2, at least five observation
points is required in the B band phase range [+3,+25].
We select those samples with z > 0.01 and make var-
ious levels of cut on the observed color (B − V )max at
B maximum. The color cut is necessary, due to the
fact that the linear color evolution and CMAGIC can
be best constrained among low (B − V )max samples. A
five sigma cut is also applied to γ. For the 66 samples
with color cut of 0.3, their slopes γ have a mean of 2.15
and standard deviation 0.20.
Over the selected SNIa samples, four models S3, S4,
M3 (Equation 14), and M4 in (Equation 15) are tested
using the leave-one-out cross-validation procedure as de-
scribed in Section 7.2. Table 2 presents their WRMScv,
χ2 and degree of freedom (DOF) at different levels of
cutoff at the observed color at B maximum. The per-
formances of the four models are almost comparable.
However, the shape parameters produced by our model
still give smaller residuals. At the cut 0.05 of the color
at B maximum, the model S3, S4 M3 and M4 has a
WRMScv of 0.145, 0.149, 0.119 and 0.122, respectively.
At the cut 0.4 of the color at B maximum, the mod-
els have WRMScv of 0.155, 0.160, 0.137 and 0.135, re-
spectively. The histogram of the residuals for M4 is
ploted in Figure 20. While there are a few samples with
large residuals, most samples have residuals with abso-
lute value less than 0.2. SN 2007ca show significantly
larger residual for unknown reasons. It is however the
most highly extinguished supernova included in our sam-
ple. Notice the sample size N in Table 2 is smaller than
in Table 1, because we require at least 5 observational
points in the B band phase range [+3,+25] to constrain
the color evolution.
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Figure 20. The histogram of cross-validation residuals for
M4 at color cut CC = 0.4.
8. RESULTS FROM THE FV-FPCA MODEL
In the previous sections, fs-FPCA models (Equa-
tion 3) are trained separately using observations from
different well-defined optical filters. This approach has
a limitation that one has to correct observations to a
rest-frame filter before light curve fitting. However, our
FPCA method can be employed in another way to over-
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Table 2. Comparison of the distance models
S3 S4 M3 M4
CC N WRMScv χ
2 WRMScv χ
2 WRMScv χ
2 DOF WRMScv χ
2 DOF
0.05 32 0.145 184.13 0.149 195.27 0.119 151.12 29.00 0.122 111.34 26.32
0.1 40 0.156 270.95 0.160 281.62 0.137 233.32 37.00 0.130 165.53 34.45
0.2 52 0.149 351.53 0.154 371.20 0.130 292.66 49.00 0.130 243.81 46.41
0.3 55 0.149 371.92 0.155 397.16 0.129 306.25 52.00 0.128 255.46 49.28
0.4 56 0.155 413.60 0.160 435.51 0.137 347.93 53.00 0.135 289.69 50.28
Note—Comparison of the WRMScv, χ
2 and degree of freedom (DOF) for four models: S3, S4, M3 (Equation 14) and M4
(Equation 15). S3 is Equation 14 with SALT II ∆M15, and S4 is Equation 14 with SALT II shape parameter. The comparison
is based on different observed color cutoffs (B − V )max < CC, and a common redshift cut z > 0.01. The column N is the
sample size after the cutoff. The DOF of S3 and S4 is the same as the DOF of M3.
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Figure 21. Results from the fv-FPCA model. Plots of
φ0(q) ± 2φj(q) for the first four principal components func-
tions. This shows how these functions change the shape of
light curve. The solid line in each panel is the mean func-
tion. The “+” points represent φ0(q) + 2φj(q), and the “−”
points represent φ0(q) − 2φj(q). The vertical scale is given
in magnitudes.
come this limitation. Specifically, we can pool data from
several bands together to train a filter-vague FPCA (fv-
FPCA) model (Equation 4), where a single set of mean
function and principal component functions are used to
describe the light curves of all bands. When fitting a
new light curve, the fv-FPCA model can be directly ap-
plied to data in their observed filter, and no correction
to rest-frame is necessary initially. We illustrate this
approach to the same dataset used in previous sections,
where the K-corrections have already been applied to
the data. Not surprisingly, most of the results remain
the same as presented in previous sections. This demon-
strates that both approaches are effective in capturing
light curve information. We only present below results
that are different from previous sections.
The four panels of Figure 21 show the estimated mean
function and the effects of a single principal component
function. The solid line represents the mean function
φ0(q). The “+” points represent φ0(q)+2φj(q), and the
“−” points represent φ0(s)−2φj(s) for j = 1, 2, 3, 4. The
first principal component function φ1(q) (shown in the
supper left panel) reflects decline rate about 15 days af-
ter the peak. The second principal component function
φ2(q) (shown in the upper right panel) is sensitive to the
light curve width around the peak. Meanwhile, it also
reflects a contrast of decline rate before and after ∼ 20
days in phase. The third principal component function
(shown in the lower left panel) adjusts the bump around
20 days after the peak. The fourth principal component
function (shown in the lower right panel) exhibits more
complex fluctuations. For the proportion of variability,
the first principal component function explains 91.69%
of the total variability, the first two principal component
function explains 96.31%, and the first four together ex-
plain 99.24%.
As the scores are measured by the same set of prin-
cipal functions, their values are comparable and can be
plotted in one panel. The first two scores are corre-
lated in a nonlinear pattern, as shown in the left panel
of Figure 22. What may be especially interesting is the
seemingly monotonic shift of the locus of data with filter
bands. The left panel of Figure 22 shows β(1) increases
as the wavelength increases, whereas the range of β(2)
remains nearly the same. The locus of data points in
each filter shows consistent correlation patterns and can
be globally shifted to approximately match each other.
These characteristics suggest that in principle we are
able to derive photometric redshifts based on the scores.
These score correlations can also facilitate robust pho-
tometric identification of SNIa.
The relation between β(1), β(2) and ∆M15 are pre-
sented in the middle and right panel of Figure 22. Be-
sides, Figure 23 and Figure 24 show that the first and
second scores are nonlinearly correlated with the ob-
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Figure 22. Results from the fv-FPCA model. Relation of the first two scores β(1), β(2), and ∆M15 for each color band. The
left panel is the plot of β(1) and β(2); the middle panel is the plot of β(1) and ∆M15; and the right panel is the plot of β
(2) and
∆M15. The B, V , R, I band points are red, blue, green, and black, respectively.
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Figure 23. Results from the fv-FPCA model. Plot of the
first score β(1) against color at B-band maximum, (B −
V )max.
served color at B band maximal. From here, the color
excess can be deduced in a similar way as in Section 5.
In addition, all other analysis conducted previously can
be carried out, including the spectral information cor-
relation, spectral classification and distance prediction.
The messages remain the same as in the previous sec-
tions.
A final point to notice is the potential of more effec-
tive dimension reduction with nonlinear dimension re-
duction techniques. This is due to the nonlinear rela-
tion between the first two dominant scores β(1), β(2) in
Figure 22. For simplicity, consider the two dimensional
space of β(1) and β(2). These first two dimensions alone
already account for 96.31% cumulative variance of the
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Figure 24. Results from the fv-FPCA model. Plot of the
second score β(2) against color at B-band maximum, (B −
V )max.
dataset. We adapt the concept of principal ridge (Oz-
ertem & Erdogmus 2011). A curve is fitted for β
(1)
B and
β
(2)
B of B band, as the left black solid line in Figure 25.
This nonlinear curve is treated as the first nonlinear di-
mension for B band scores. The second nonlinear di-
mension is the one locally perpendicular to the curve.
Given the original scores β(1), β(2) from our model, the
new nonlinear scores β˜(1), β˜(2) are calculated as follows.
Consider the left red point in Figure 25, it is projected
onto the B band curve. The projection is identified by
the nearest point on the curve. The nonlinear score β˜(1)
is the geodesic distance from the leftmost point of the
curve to the projection point. The geodesic distance
along the curve is indicated by the red dashed curve.
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Figure 25. Results from the fv-FPCA model. The nonlin-
ear scores β˜(1), β˜(2) are calculated via fitting curves to the
original scores β(1), β(2).
The new score β˜(2) is the usual Euclidean distance of
the original point to the projection point, as indicated
by the red vertical dashed line. In a similar manner, a
curve is fitted for V , R, I band together (the right solid
curve in Figure 25), and the linear scores for V , R, I
band are projected onto this curve to obtain the new
nonlinear score.
In the original linear system, the first dimension ex-
plains 91.69% of the total variability. The first two di-
mension together explains 96.31% of the total variabil-
ity. Now in the nonlinear system, the explained propor-
tion of the first nonlinear score should be larger than
91.69%, but smaller than 96.31%. More light curve in-
formation is absorbed into the first dimension. The first
score alone can provide adequate fit to SNIa light curves.
The more thorough dimension reduction can be made
by describing the correlation among β˜
(1)
B , β˜
(1)
V , β˜
(1)
R , β˜
(1)
I .
The shape of light curves across these optical bands
should be well correlated due to their common spectral
evolution. The relation of β˜
(1)
V with β˜
(1)
B , β˜
(1)
R , β˜
(1)
I is
plotted in Figure 26. For most of the cases, the V band
nonlinear score β˜
(1)
V is a reliable predictor of β˜
(1)
B , β˜
(1)
R
and β˜
(1)
I . Therefore we can use a single parameter, β˜
(1)
V ,
to describe all the SNIa light curve shapes. For each
β˜
(1)
V , the predicted values of β˜
(1)
B , β˜
(1)
R and β˜
(1)
I are ob-
tained by the fitted curves in Figure 26. This single
parameterization of light curve shape is especially use-
ful for fitting high redshift supernovae with sparse and
noisy observations, because only one parameter is re-
quired to be constrained by the data. Using this scheme
with a single parameter β˜
(1)
V , Figure 27 depicts all four
band light curve shapes for β˜
(1)
V = 0.05, 0.2, 0.35, 0.5.
These light curves are the expected shapes accounting
for first order correction of the mean curve with β˜
(1)
V .
9. DISCUSSIONS AND CONCLUSIONS
We have presented in this paper an empirical model
for SNIa light curves. Using this model, the entire light
curve of a SNIa can be represented by a few scores.
These scores characterize light curve shape, intrinsic
color, and color excess for SNIa. Some light curve scores
are even correlated with spectral features measured in-
dependently of SNIa light curves. In previous studies,
the absorption features of SNIa spectra have been em-
pirically compared with the color and the light curve
width parameter. For example, Silverman et al. (2012a)
showed the strength of Si II λ4000 is anti-correlated with
SALT II width parameter and uncorrelated with color.
This anti-correlation only implies stronger Si II λ4000
correlated with narrower light curve shape. However
it is interesting to explore further how the light curve
shape in multi-bands changes with the strength of this
line. The score parameters from our model reveal more
such information. Regarding this, we have presented a
more detailed morphology analysis of light curve with
respect to the feature strength.
Beyond these empirical investigations, the proposed
model embraces more potential in cosmology model fit-
ting. Although the primary light curve shape parameter
such as ∆M15, the stretch parameter, or the parameter
in SALT II is effective, it is still worthwhile to explore
other constructions using the shape of the entire light
curve. Estimation of ∆M15 is sensitive to local obser-
vations around the peak and around the +15 days in
phase. If we lack enough observations to constraint light
curve shapes around these days in phase, the estimated
∆M15 would have large uncertainty. Besides, the ∆M15
parameter only captures the declining part of the light
curves, and fails to capture the light curve shape at the
rising side. The stretch parameter may not be applicable
for SN wavelength bands longer than I band, and may
not always fit well for both the rising and falling part
of a SNIa light curve. A product of our FPCA model is
to replace the ∆M15 term in the existing distance pre-
diction models by a functional linear term, which pro-
vides a more flexible and data-driven way to adjust the
light curve shape for distance prediction. Comparison
with the previous distance models using ∆M15 adjust-
ment and SALT II shape parameter suggests that the
functional linear form of the entire light curve has the
potential to give smaller residual scattering and robust
distance prediction.
Among the effort to reduce distance prediction scat-
ter, one common conjecture is that SNIa is not a ho-
mogeneous group. There exist subclasses of their own
characteristics. Each subclass has its own dust correc-
tion and K-correction. Picking out a more homogeneous
22
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Figure 26. Results from the fv-FPCA model. The relation between the first nonlinear V band score β˜
(1)
V (on horizontal axes)
with β˜
(1)
B , β˜
(1)
R , β˜
(1)
I (on vertical axes).
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Figure 27. Results from the fv-FPCA model. Average light
curve shapes parametrized by the nonlinear score β˜
(1)
V .
subclass help to further reduce the dispersion. Some
works endeavor to identify subclasses based on spectral
data (Benetti et al. 2005; Branch et al. 2009; Wang et al.
2009). The dispersion reduction is more significant by
pairing supernovae with identical spectral features and
applying pairwise dust correction (Fakhouri et al. 2015).
Our study finds that, when only light curve data is avail-
able, the scores extracted from the light curve can still
help to determine spectral classes, although with limited
precision. Therefore, it is possible to reduce the disper-
sion by fitting the distance and dust correction model
within a subclass of SNIa observations. Another poten-
tial application of this result is to improve the precision
of K-correction, as the spectral template from the corre-
sponding spectral class can be applied for this subclass
of observations.
The filter-vague FPCA model can be applied to light
curve data with unknown redshift. If needed, K-
correction can be applied to the fitted light curve pa-
rameters (i.e., scores), instead of to each point of the
light curve data. This approach can be useful for large
surveys where redshift can only be approximately esti-
mated through photometric redshift determined by col-
ors of the host galaxy. The filter-vague FPCA is use-
ful for deriving photometric redshift through supernova
light curve data. This approach is more useful when the
redshift is entirely unknown, e.g., at the initial stage of
a survey, for which correction to rest-frame is impossi-
ble. It also provides a solution for photometric classifi-
cations of transients from wide field supernova surveys
using light curve shapes, which can be particularly inter-
esting for LSST and WFIRST. Precise redshift will
be needed if the filter-vague FPCA is used for
cosmological distance determination. In future ex-
periments with LSST or WFIRST, the sample size will
be significantly larger than today, more parameters can
be deduced for controls of systematic effects of SNIa,
the PCA approach allows for accurate quantification of
information loss in the light curve fitting procedures.
Part of this work has received funding from
the Key Research Program of Frontier Sciences
(QYZDY-SSW-SLH010). The work of He and
Huang is partially supported by Texas A&M-NSFC Col-
laborative Research Grant Program.
SUPPLEMENTARY MATERIALS
The supplementary materials are available to down-
load at https://github.com/shiyuanhe/supern. The
supplementary materials contain the following:
1. The SNIa FPCA templates in text format. The
template files include both the filter-vague model
and filter-specific model.
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2. The SNIa data table. The data table contains all
SNIa samples in this paper with their scores, spec-
tral line strength and spectral class. The table is
illustrated in Table C1.
3. The FPCA software. The software provides a web-
based user interface for light curve fitting, intrinsic
color estimation, spectral line strength estimation
and spectral classes determination. It also provide
the probability that the submitted sample belongs
to SNIa.
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APPENDIX
A. ALGORITHM
This section presents the details of the model training algorithm used for model training in Section 3.2. The
presentation focuses on the fs-FPCA. If data from several bands are pooled together to train the fv-FPCA model (4),
the algorithm needs to be modified slightly in an obvious fashion. All light curves are registered with the transformation,
qsλj = (tsλj − bsλ)/(1 + zsλ). This transformation aligns all the light curves such that their peaks are at phase zero.
However, the peak epoch bsλ is unknown. An initial estimate of the peak magnitude msλ and peak epoch bsλ are
obtained by a local quadratic regression. With this initial estimate, a two-step procedure is carried out for model
training, i.e., learning the mean function φ0λ(q) and learning the principal component functions φkλ(q)’s (k ≥ 1).
A.1. Learning the Mean Function
If we define Bsλ =
(
b(qi1), · · · ,b(qini)
)T
, the model (6) in matrix form is
ysλ = msλ1nsλ + Bsλθ0 + BsλΘφβsλ + Wsλsλ , (A1)
where 1nsλ is a vector of ones with length nsλ, i is a random vector of length nsλ following a standard normal
distribution, and Wsλ = diag{σsλ1, · · · , σsλnsλ}. This representation includes all the light curve observations of the
s-th supernova with filter λ.
The last two terms in (A1) has an expectation of zero. Although their covariance matrix is unknown, the general
least square estimate is still consistent with least square estimation. With the estimated peak magnitude m̂sλ and
peak epoch b̂sλ, we estimate θ0λ by solving
min
θ0λ
∑
s
1
nsλ
‖(Wsλ)−1(ysλ − m̂sλ1nsλ −Bsλθ0λ)‖22 + η tr
(
θT0λΩθ0λ
)
(A2)
for each filter λ, where Ω =
∫
b′′(t)Tb′′(t)dt. The last term is the roughness penalty to encourage a smooth solution,
and η is the tuning parameter. Essentially, the smoothness is achieved by controlling the integral of the squared second
order derivative of the solution, i.e.,
∫
(φ′′0λ(q))
2dq = tr
(
θT0λΩθ0λ
)
. Suppose θ̂0λ is the solution of the optimization
problem (A2), then the resulting mean function is φˆ0λ(q) = b(q)
T θ̂0λ.
A.2. Learning the Principal Component Functions
Now align the peak and subtract the mean function from the observed light curves, y˜sλ = ysλ− m̂sλ1nsλ −Bsλθ̂0λ .
This is the remaining difference to be fitted by the principal component functions φkλ(q)’s.
Let ssλ = Θφβsλ and put them in a P ×S matrix Sλ = (s1λ, s2λ, · · · , sSλ). We estimate Sλ by solving the following
optimization problem for each filter λ
min
Sλ
∑
s
1
nsλ
‖(Wsλ)−1(y˜sλ −Bsλssλ)‖22 + η1‖Sλ‖S1 + η2tr
(
STλΩSλ
)
. (A3)
In the above, ‖·‖S1 is the nuclear norm penalty, which is the summation of all singular values of a matrix. This penalty
encourages a low-rank solution of Sλ, and thereby encourages a small number K of principal component functions.
A roughness penalty tr
(
STλΩSλ
)
is also imposed to ensure each column of the solution Sλ is smooth. The tuning
parameters, η1 and η2, are selected by cross-validation. The rank of Sλ is automatically determined by the algorithm.
The optimization problem (A3) is solved by the ADMM algorithm (Boyd et al. 2011) combined with the singular value
soft-thresholding operator (Cai et al. 2010). The ADMM algorithm breaks the optimization into two easy-to-solve
parts: one part involves the quadratic loss and the other involves the nuclear norm. The algorithm then iteratively
updates the two parts and the Lagrangian multiplier until convergence.
Now, let Ŝλ be the solution of the optimization problem (A3) for filter λ, and Ŝλ = ÛλD̂λV̂
T
λ be its SVD decom-
position. Suppose ûiλ is the i-th column of Ûλ. Let Θ̂φλ = (û1λ, û2λ, · · · , ûKλ) be estimated by the first K columns
of Ûλ, then the estimated principal component functions are φ̂(s)
T
λ = b(s)
T Θ̂φλ.
B. FITTING FUNCTIONAL LINEAR DISTANCE MODEL
In this section, we discuss the mathematical details for fitting the functional linear distance model (10). First of all,
the functional linear term (9) is expanded by the principal component functions
Q =
∫
δ(q)(gB(q)−mB − φ0B(q))dq =
∫ [ K∑
k=1
δ(k)φkB(q)
][
K∑
k=1
β
(k)
B φkB(q)
]
dq =
K∑
k=1
δ(k)β
(k)
B .
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The last equation use the orthonormality of the principal component functions. From here, the functional linear term
eqauls the inner product between the score vector β and the vector δ = (δ(1) · · · , δ(K))T . The roughness penalty in
Equation (12) can also be expanded as∫
[δ′′(q)]2dq =
∑
k,k′
δ(k)δ(k
′)
∫
φkB(q)φk′B(q)dq = δ
TΓδ ,
where Γ =
(∫
φkB(q)φk′B(q)dq
)
is a K-by-K matrix. After obtaining the functional principal components, this matrix
is known and fixed.
In order to solve Equation (10), for the s supernova sample, define γ = (M,α, δT )T , ys = µ(zs)−ms,B , and
xs = (1, Cs − 〈C〉, β(1)sB − 〈β(1)B 〉, · · · , β(K)sB − 〈β(K)B 〉)T .
Furthermore, define a (K + 2)-by-(K + 2) matrix
Ω =
 0 0
0 Γ
 .
This is an enlargement of the matrix Γ by adding two columns and two rows of zeros. With these notations, Equa-
tion (10) becomes ∑
s
1
σ2s
[
ys − xTs γ
]2
+ ηγTΩγ .
Stacking the ys’s into a vector y = (y1, · · · , yS), and the xs’s into a matrix X = (x1, · · · ,xS)T . With a diagonal
matrix W = diag(1/σ21 , · · · , 1/σ2S), the γ has an explicit solution, γˆ = (XTWX + ηΩ)−1XTWy. From here, we find
H = X(XTWX + ηΩ)−1XTW is the hat matrix satisfying yˆ = Hy. The degree of freedom for this fitted model is
simply the trace of the hat matrix, i.e., tr(H). This result can be found in Hastie et al. (2009, Section 7.2). The degree
of freedom of the residual χ2 equals the sample size minus this quantity. The vector δ can be extracted from the
corresponding entries of the estimated γˆ. Thereby, we have also obtained the estimated function δ(q) in the functional
linear term (9), i.e., δˆ(q) =
∑K
k=1 δˆ
(k)φkB(q).
C. SUPPLEMENTARY TABLE
Table C1. Example Supplementary Table
SNe Survey redshift Type1 Type2 Type3 Bmax Vmax B scores1 V scores1 R scores1 I scores1
1 SN1998de LOSS 0.0157 17.3320 16.6420 4.2330 5.0700 4.5330 3.4840
2 SN1998dh LOSS 0.0077 13.8900 13.8220 1.5960 0.9880 0.3940 -0.6010
3 SN1998ef LOSS 0.0171 14.8560 14.8900 2.3430 0.7600 0.9070 -0.7250
4 SN1999ac LOSS 0.0098 HVG CN N 14.1040 14.0570 1.0680 0.7680 -0.2390 -0.2690
5 SN1999by LOSS 0.0027 13.5360 13.0720 3.0430 4.7290 4.6650 4.1910
6 SN1999cl LOSS 0.0081 N 14.8640 13.7560 0.8980 0.5540 0.2940 -0.3570
7 SN1999cp LOSS 0.0103 LVG BL N 13.9470 13.9630 1.2130 0.3600 1.1060 -0.2900
8 SN1999da LOSS 0.0121 FAINT CL 16.5980 16.0310 3.8350 4.5650 4.5800 5.0750
9 SN1999dk LOSS 0.0141 14.8280 14.7550 1.3930 0.7620 0.1030 -0.5770
10 SN1999dq LOSS 0.0137 HVG SS 14.4790 14.3650 -0.1200 -0.3700 -0.8570 -1.9100
Note— Ten SNe Ia and twelve representative columns for the supplementary table. The columns Type1, Type2 and Type3
are the SNe Ia Type from Benetti et al. (2005), Branch et al. (2009), and Wang et al. (2009), respectively. The columns Bmax
and Vmax are the maximal magnitude for B and V band. The last four columns corresponds to the first FPCA score for the
B, V,R, I band, respectively.
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Figure D1. The scores β
(k)
λ against the pseudo-equivalent width (pEW) of Si II λ4000.
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Figure D2. The “average” light curve shape at four different levels of the pseudo-equivalent width (pEW) of Si II λ4000.
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Figure D3. The scores β
(k)
λ against the pseudo-equivalent width (pEW) of R(Si II).
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Figure D4. The “average” light curve shape at four different levels of the pseudo-equivalent width (pEW) of R(Si II).
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Figure D5. The scores β
(k)
λ against the pseudo-equivalent width (pEW) of R(Ca II).
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Figure D6. The “average” light curve shape at four different levels of the pseudo-equivalent width (pEW) of R(Ca II).
