Prenatal diagnosis of tetralogy of Fallot (TOF) and hypoplastic left heart syndrome (HLHS), two serious congenital heart defects, improves outcomes and can in some cases facilitate in utero interventions 1, 2 . In practice, however, the fetal diagnosis rate for these lesions is only 30-50 percent in community settings [3] [4] [5] [6] . Improving fetal diagnosis of congenital heart disease is therefore critical. Deep learning is a cutting-edge machine learning technique for finding patterns in images but has not yet been applied to prenatal diagnosis of congenital heart disease. Using 685 retrospectively collected echocardiograms from fetuses 18-24 weeks of gestational age from 2000-2018, we trained convolutional and fully-convolutional deep learning models in a supervised manner to (i) identify the five canonical screening views of the fetal heart and (ii) segment cardiac structures to calculate fetal cardiac biometrics. We then trained models to distinguish by view between normal hearts, TOF, and HLHS. In a holdout test set of images, F-score for identification of the five most important fetal cardiac views was 0.95. Binary classification of unannotated cardiac views of normal heart vs. TOF reached an overall sensitivity of 75% and a specificity of 76%, while normal vs. HLHS reached a sensitivity of 100% and specificity of 90%, both well above average diagnostic rates for these lesions 3, 6 . Furthermore, segmentation-based measurements for cardiothoracic ratio (CTR), cardiac axis (CA), and ventricular fractional area change (FAC) were compatible with clinically measured metrics for normal, TOF, and HLHS hearts. Thus, using guideline-recommended imaging, deep learning models can significantly improve detection of fetal congenital heart disease compared to the common standard of care.
Introduction
Congenital heart disease (CHD), is both the most common birth defect and yet rare overall, affecting one percent of live births 3 . CHD can be asymptomatic in fetal life but cause significant morbidity and mortality after birth 3, 7, 8 . The earlier CHD is diagnosed, the better the outcomes and therapeutic options at birth [9] [10] [11] . There are also increasingly available and effective in utero therapies for specific CHD lesions (e.g. in utero aortic valvuloplasty for HLHS) which can significantly improve the natural history of disease 1, 2 . These potential benefits all rely on accurate fetal diagnosis of CHD.
Fetal screening ultrasound is recommended for every pregnant woman worldwide 12, 13 between 18-24 weeks of gestation and provides five clinically recommended screening views of the heart ( Figure 1 ) that in theory can diagnose over 90 percent of complex congenital heart disease 14 . In practice, however, the fetal diagnosis rate for congenital heart disease in the community is 30-50 percent [3] [4] [5] , even where fetal ultrasound is universal 5, 12, 13 .
We hypothesized that the main reason for this startling diagnosis gap is inadequate/uneven expertise in interpreting fetal cardiac images, due to the diagnostic challenge presented by a small and fast-beating fetal heart and due to relatively low exposure to congenital heart disease among caregivers (owing to its low prevalence). Small, single-center clinical quality control programs can increase detection of CHD up to 100 percent 15, 16 , but such programs are difficult to sustain and scale. We therefore decided to test whether deep-learning image analysis could improve upon diagnosis rates commonly encountered in community practice, even when trained only on a relatively small number of clinically relevant imaging studies.
Deep learning is good at pattern recognition in images 17, 18 and has been applied to adult cardiac ultrasound, besting clinicians task-for-task on view classification using small, downsampled datasets 19 . However, deep learning has not yet been widely applied to CHD or fetal ultrasound, nor in general to clinical conditions that are by definition rare, no matter how widely the net is cast for training data. We hypothesized that using input data curated according to clinical guidelines (i.e., selecting only the five screening cardiac views) would allow our models to detect diagnostic signals on small datasets.
Here, we demonstrate a pipeline for image processing and deep-learning assisted view identification, quantification, and view-based diagnosis in order to improve fetal CHD diagnosis for the most common CHD lesion (TOF) and the lesion currently most amenable to in utero intervention (HLHS).
Methods
Dataset. All data were obtained and de-identified, with waived consent in compliance with the Normal fetal echocardiograms were negative for structural heart disease, fetal arrhythmia, maternal diabetes, presence or history of abnormal nuchal translucency measurement, noncardiac congenital malformations, and postnatal CHD diagnosis.
Data Processing. DICOM-formatted image were deidentified as previously described 19 . Axial sweeps of the thorax from fetal echocardiogram were split into constituent frames at 300 by 400 Quantification of cardiothoracic ratio, chamber fractional area change, and cardiac axis. A4C
images with labeled cardiothoracic structures as above were used as training inputs to a UNet 20 neural network architecture. These structures were predicted by U-Net, and predictions were used to calculate structural/functional metrics as follows: cardiothoracic ratio was measured as the ratio of the heart perimeter to the thorax perimeter. Fractional area change for each cardiac chamber was calculated as [maximum area -minimum area]/[maximum area].
Cardiac axis was calculated as the angle between a line centered on the spine and a line centered on the interventricular septum. Images with grossly mis-labeled structures (e.g. heart outside the thorax) were excluded from measurement analysis.
Diagnosis of CHD lesions. For each of the five cardiac views of interest, binary or multi-
classifiers were trained and tested between normal hearts and TOF; normal and HLHS; and normal vs TOF and HLHS together. For a given ultrasound study, this resulted in five different predictions for a CHD lesion, one for each view (if multiple images were available per view in a given study, confidence probabilities among those images were averaged). For a given study, these predictions can be represented as a five-dimensional bitstring. Clinically, the ideal normal study is represented by 00000 (all views normal), while TOF and HLHS are either 11100 or 11110 (abnormality in each of the first three or four views). To arrive at a composite diagnostic score, we selected views with C-statistics > 60 to create a 4-dimensional vector. We embedded vectors from test ultrasound images in Euclidean space and took the Manhattan distance from the origin (all views normal) as the composite score, defining the score threshold at ≥2 based on the clinically ideal vectors above.
Model Evaluation. Overall accuracy, per-class accuracy, average accuracy, confusion matrices, F-scores, receiver operator characteristics, C-statistics, were calculated as previously described 19 . For performance analysis of segmentation models, Jaccard indices were calculated according to the standard definition (the intersection of predicted and labeled structures divided by their union). Sensitivity, specificity, accuracy, positive predictive value, and negative predictive value of binary diagnostic tasks were calculated from composite scores. Concordance of predicted quantitative measurements were compared to clinical and/or ground truth measures using the Mann-Whitney U test.
Data Availability. UCSF policy precludes sharing of this patient data, due to its sensitive nature.
Results
To test whether deep-learning models can help improve fetal CHD detection from its current rate of 30-50 percent 3, 4 , we created a deep-learning pipeline to (i) identify the five recommended views of the heart, (ii) use these views to calculate cardiothoracic ratio, cardiac axis, and fractional area change for each cardiac chamber, and (iii) provide classification of normal heart vs. TOF and/or HLHS CHD lesions.
Identification of the five views of the heart used in fetal CHD screening is a prerequisite for disease classification. We trained a model to pick the five screening views from fetal surveys with and F-score of 0.95 ( Figure 2) . In contrast to a previous view classifier trained for adult echocardiograms 19 , the performance on this view classifier was achieved on individual image frames. Using a U-Net 20 neural network architecture, we trained a model to detect cardiothoracic structures from A4C images of the heart (Figure 3 ). These structures were used to calculate cardiothoracic ratio (CTR), cardiac axis (CA), and fractional area change (FAC) for each cardiac chamber. Examples of segmented structures are in Figure 3 . Predictably, Jaccard similarities were higher for more highly represented pixel classes. 
Cardiothoracic ratio (CTR) in normal hearts

Chamber fractional area change (FAC) in normal hearts. In addition to the five still-image views,
it is best practice to also obtain a video of the A4C view in order to assess cardiac function Classification of normal, TOF, and HLHS hearts. We used composite score across binary classifications of views to distinguish (i) between normal and TOF hearts, with a sensitivity and specificity of 75% and 76%; (ii) between normal and HLHS hearts, with a sensitivity and specificity of 100% and 90%; and (iii) between normal and either TOF or HLHS hearts, with a sensitivity and specificity of 89% and 83%.
We sought to evaluate whether our models' decision making correlated with clinical insights.
Plotting ROC curves for diagnosis by view, we observed that for TOF, C-statistics were highest for the three views from which TOF is always clinically appreciable: those of 3VT (0.80), 3VV
(0.89), and A5C (0.84) (Figure 4a ). A4C can either be normal or abnormal (increased CA) and had a corresponding C-statistic of 0.69. while abdomen, which is never abnormal in TOF, had a C-statistic of 0.51. Similarly, C-statistics for HLHS imitated clinical diagnosis, ranging from 0.88 to 0.94 for the four views from which this lesion can be diagnosed, while for abdomen it was 0.4 ( Figure 4b) . Therefore, the model relied on the same views for specific CHD lesion diagnosis as human experts would. For estimation of normal vs either TOF or HLHS, C-statistics across the views were 0.91, 0.94, 0.85, 0.85, and 0.55 for 3VT, 3VV, A5C, A4C, and abdomen, respectively ( Figure 4c ).
Using our segmentation models, we predicted measurements from TOF and HLHS A4C views.
Mean CA for TOF was 58±10 degrees (range 42-76) (Figure 4e ), while mean CTR was 0.52±0.07 (range 0.3-0.67). Consistent with the literature 23 , CTR for TOF was similar to CTR for normal hearts (MWU p-value 0.46), while CA was different from normal (MWU p-value 7.4e-6).
Discussion
In an era of unprecedented ability to treat CHD earlier and earlier and clear benefit to early diagnosis and treatment, the need for accurate, scalable fetal screening for CHD has never been stronger 24 .
To address the need for improved CHD diagnosis, we used guidelines-based fetal imaging to train an ensemble of deep learning models to identify and quantify the fetal heart. On three diagnostic tasks, our model beat accuracies for common CHD detection reported in the literature and approached the performance of national experts in fetal cardiology.
This increase in performance compared to commonly reported detection rates 3, 6 using only recommended screening images supports the hypothesis that current recommendations for imaging are sufficient, but that expert interpretation of these images is difficult to achieve and maintain at worldwide scale.
While it is the most common birth defect, complex CHD is still relatively rare, affecting only about one percent of neonates. Deep learning is a data-hungry machine learning method, but we showed that deep learning on images can be used on rare diseases to significantly boost diagnosis from what is commonly found in practice, using a surprisingly small number of ultrasound studies. We did this by choosing our input data according to clinical recommendations for only five cardiac views of interest rather than the entire ultrasound. This strategy allowed us to reduce the size of the input data to our diagnostic model and thereby achieve computational efficiency in training and in subsequent predictions on new data. This efficiency in prediction is key to translating this work toward real-world and resource-poor settings. Second, our use of clinical guidelines to define our image inputs can help ease adoption of deep-learning assisted diagnosis among providers. While quantitative measures of fetal structure and function approximated clinical metrics and followed patterns found in normal and diseased hearts, further validation of these measures and their underlying segmentation measures is needed. Undoubtedly, performance of our model could be improved by training on more studies, and with further improvements in neural network architecture.
Conclusions
We showed that an ensemble of machine learning models trained on guideline-recommended imaging can significantly improve detection of fetal congenital heart disease-a rare diseasecompared to the common standard of care. We demonstrated that the current diagnosis gap for fetal CHD is largely fueled by problems applying accurate and reproducible interpretation to images. We look forward to testing and refining these models in larger populations in an effort to democratize the expertise of fetal cardiology experts to providers and patients worldwide.
3VT 3VV A5C A4C ABDO Figure 1 . The five canonical screening views of the fetal heart. 3VT, 3-vessel trachea view; 3VV, 3-vessel view; A5C apical 5-chamber view; A4C apical 4-chamber view; ABDO abdomen view.
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