Optimal selections are parameter-dependent optimal solutions of parametric optimization problems whose properties can be used in sensitivity analysis. Here we present a qualitative theory of sensitivity analysis for linearly-constrained convex separable (i.e., monotropic) parametric optimization problems. Three qualitative sensitivity analysis results previously derived for network flows are extended to monotropic problems: The Ripple and Smoothing Theorems give upper bounds on the magnitude of optimal-variable variations as a function of variations in the problem parameter(s), the theory of substitutes and complements provides necessary and sufficient conditions for optimal-variable changes to consistently have the same (or the opposite) sign(s) in two given variables, and the Monotonicity Theorem links changes in the value of the parameters to changes in optimal decision variables. We introduce a class of optimal selections for which these results hold, thereby answering a long-standing question due to Granot and Veinott ( Another attractive feature of QSA is that it can be performed prior to solving the optimization problem; in that sense it deserves to be called pre-optimal analysis.
1. Introduction. In this paper we propose an approach to sensitivity analysis for monotropic problems, a term coined by R. T. Rockafellar (1984) for the optimization of a convex and separable function over a polyhedron. As an alternative to parametric programming (Rockafellar 1984 , p. 568), we discuss qualitative sensitivity analysis (QSA) where, instead of exact values, bounds for comparative rates of change of model output versus parameters are obtained.
QSA has a number of distinctive features. First, the problem parameters can be real numbers (cost parameters, upper/lower bounds on variables, right-hand-sides, etc.) as well as vectors, intervals and more. Whenever possible, predictions are made regarding the direction and magnitude of change of individual decision variables. The statements made are valid for small as well as arbitrarily large variations of the problem parameters. Another attractive feature of QSA is that it can be performed prior to solving the optimization problem; in that sense it deserves to be called pre-optimal analysis.
Many practical applications of pre-optimal analysis using the qualitative approach presented in this paper are available. These include asset allocation management (Gautier and Granot 1992) , currency management for multinational firms (Gautier, Granot, and Levi 1995), long term forest management and planning (Gautier and Granot 1995) , inventory management (Gautier and Granot 1994a) and production-inventory systems (Ciurria 1989) .
The aim of the paper is threefold. First, we extend previous results in QSA to the larger class of monotropic problems. We show in ?3 the existence of parameter-dependent optimal solutions (called optimal selections) that are well-behaved in the sense that they possess a number of desirable properties. The extension presents no new theoretical challenge (for most proofs the reader is referred to earlier papers) but shows how broadly (1) where c(x, t) = EJ cj(xj, tj) is a parametric, separable cost. We assume that (1) is both feasible and bounded (-co < Cmin(t) < +oo). Note that bounds on a variable xj can easily be incorporated by setting cj(xj, tj) = oo for all forbidden values of the decision variable. X(t) denotes the set of optimal solutions to (1), and a function x(-) such that x(t) c X(t) for all t is called an optimal selection. Let N(A) be the null space {x E 9" : Ax = 0}. THEOREM 1 (Ripple Effect). Suppose t and t' differ only in one componentj, ck(, tk) is convex for each k -j and each t c T, x(t) is an element of X(t) and X(t') is nonempty. Then there exists an element x(t') of X(t') such that x(t') -x(t) is a conformal sum of elementary vectors each of whose support contains j, and * x(t') has the Ripple Property with respect to the dependence order: 
THEOREM 2 (Monotone Optimal Selections). Suppose that cj(., tj) is convex and l.s. c. for each tj E Tj, Cj is subadditive forj E J and X(t) is both nonempty and bounded for all t E T. Then there exists an optimal selection x(t) = (Xk(t)) with the Ripple Property such that xi (t)
is nondecreasing (resp., nonincreasing) in tj whenever i and j are complements (resp., substitutes).
THEOREM 3 (Smooth Optimal Selections). Suppose that T c gn, c(', t) is convex and l.s. c .for each t E T, Cj is doubly subadditive and X (t) is both nonempty and bounded for all t E T. Then there exists an optimal selection x(.) with the Ripple Property such
that xi (t) and Mjitj -xi (t) (resp., -Mjitj -xi (t)) are nondecreasing (resp., nonincreasing) in tj whenever i andj are complements (resp., substitutes). Moreover, Ilx(t') -x(t)ll.
-max Millt' -till, JXJ for all monotonically step-connected t and t' in T.
REMARK 3 (Need for convexity). Without the convexity assumption, one may construct examples in which the conclusions of Theorems 1, 2, and 3 do not hold; see Gautier, Granot, and Zheng (1995) .
We end this section with a definition. Given an instance of (1), an optimal selection x(t) is well-behaved if it possesses the ripple, monotonicity and smoothing properties, provided the respective hypotheses of Theorems 1, 2, and 3 hold. 4. Minimal optimal selections. Theorems 1, 2, and 3 are existence theorems which by themselves provide no means of obtaining a well-behaved optimal selection. If the optimal selection is unique, as for example when c(., t) is strictly convex for all t, then it clearly is well behaved. One could hope that only "exceptional" values of the parameter lead to multiple optimal solutions and forsake QSA for these values. On top of the theoretical vacuum left by such an approach, serious problems would arise with monotropic problems with a bias toward multiple solutions, see Chiang and Chu (1996 PROOF. We start by showing that the set A(t) = {x(t, e) : e > 0} is bounded. To that end we will show that >A(t) c {x : v(x) -= v(x(t))}, one of the level sets of v, and thus a bounded set. By (4), the definition of c(x, t, e), and the fact that x(t) E X(t) we have c(x(e, t), t) + ev(x(C, t)) -c(x(t), t) + ev(x(t)) (5) and c(x(t), t) c c(x(e, t), t), implying v(x(e, t)) <s v(x(t)), establishing our first claim. Now, by the Bolzano-Weierstrass Theorem, the bounded set 4A(t) has at least one cluster point. We complete the proof of the theorem by showing that only one cluster point exists, and that it is equal to x(t). To that end, let y be such a cluster point, that is, limk-x(ek, t) = y for some sequence of positive reals { k} that goes to 0. First notice that by (4) and ( 
_ lim inf c(x(t), t, Ek) for x(t) is feasible for (3) = lim inf[c(x(t), t) + ekv(x(t))] k-= c(x(t), t) = Cmin(t) for v(x(t)) < o0.

Thus y E X(t), and since v(y) _ v(x(t)) our claim follows from (4). o 4.2. Proof of Theorem 4.
Since the objective in (3) is separable and strictly convex, its unique optimal selection x (t, e) is well behaved. The proof then follows from Theorem 2 and the limiting process described in Lemma 5. o 4.3. Direct computation of the minimal optimal solution. From Lemma 5 the minimal optimal solution could be obtained by taking the limit of the solutions to P((t), a method which is seldom attractive from a practical standpoint. Another avenue is the definition of the minimal optimal solution in (2) which suggests to solve (1) to obtain its optimal value Cmin(t), and then to minimize v(x) under the constraints Ax = b and c(x, t) = Cmin(t). Since the latter constraint may be nonlinear, this second avenue does not lead to a Monotropic Problem in general, unless for example c(., t) is linear and v is convex and separable (this is linear programming). In order to overcome these problems, Lemma 6 to follow establishes a property of X(t) that is useful to develop an efficient method for obtaining the minimal optimal solution. (l1(tj), tj) + (1 -)cj(uj(tj), tj) . The convexity of cj(, tj) ensures that cj(Xlj(tj) + (1 -X)uj(tj), tj) Xcj(li(tj), tj) + (1 A. GAUTIER, 
LEMMA 6. The set of optimal solutions of a Monotropic Problem is polyhedral and the restriction thereto of the cost function is linear. Namely, if Xj(t) = [Ij(t), uj(t)] denotes the jth projection of X (t), where lj(t) and uj(t) may be finite or not, and B(t) is the polyhedron {x : lj(t) xj -< uj(t) Vj }, then the restriction of c(, t) to B(t) coincides with a linear function and
PROOF. Obviously X(t) c B(t). We claim that if, for some j, the interval Xj(t) is not a singleton, then the restriction of cj(, tj) to Xj(t) is linear. That is, for any given j E J and X E (0, 1), cj(Xlj(tj) + (1 -X)u(tj), tj) = Xcj
F. GRANOT, AND H. ZHENG -K) j(uj(tj), tj), and suppose that for some k this inequality is strict. From the definition of Xj(tj) we may find three points xl(t), xU(t), and xX(t) in X(t) whosejth components are, respectively, Ij(tj), uj(tj) and Xlj(tj) + (1 -X)uj(tj). Since c(x, t) = 1E cj(xi, tj) then by the convexity of all cost functions, we have c(xX(t)) < Xc(x'(t)) + ( 1 -X)c(xu(t))
* whether or not j( , tj) is linear to the left of x* (t), and if so let [j(t), x* (t)] be the largest interval to the left of xJ (t) on which linearity holds and sl(t) the corresponding slope (lj(t) may be -oc), and * whether or not cj(., tj) is linear to the right of x* (t), and if so let [x*(t), uj(t)] be the largest interval to the right of x* (t) on which linearity holds and s (t) the corresponding slope (uj(t) may be +oo).
Note that it is reasonable to assume that such a test for linearity is possible, since the cost function is often given analytically on intervals. If, however, there is no analytical description of the costs, then line search ought to be used in order to determine the above intervals. Numerical errors become legitimate concerns, but not greater ones than in the solution of the original problem.
Given these intervals, partition the index set J into J, = {j j(t) = x*(t) = (t), J= {jE J: j(t) < x*(t) = j(t)}, J3 = {j E J: Ij(t) = xj*(t) < uj(t)}, J4 {j E J: j Tj < x *(t) < u(t)}.
It follows from Lemma 6 that *j J1 (L1): Xj(t) = {x*(t)} and cJ(tj) = 0; j C J2 j (Ll) or (L2): Xj(t) = [j(t), xj*(t)] and cj(tj) =s(t); * j E J3 = (LI) or (L3): Xj(t) = [x*(t), u(t)] and c(tj) = (t); * jE J4 = either (LI), (L2) or (L3) holds.
By definition, cj(, tj) coincides on [Ij(t), ij(t)] with a piecewise linear function with at most two pieces. Moreover, X(t) c {x : Ij(t) -x < uj(t) Vj} by (6), thus (2) is
equivalent to (1, -1,  .... 1, -1) . Thus, all ripple multipliers are 1, and two variables i andj are complements if (i -j) is even and substitutes otherwise. When r = 3, then det(A,n) = 0 only if n is a multiple of 3 (this by (10) and the fact that det(A3,6) = 0 and det(A3,4) = det(A3,5) = 3). In this case one finds three elementary vectors (1, -1, 0, .... 1, -1, 0), (1, 0, -1 
