DBSCAN is a classical density-based clustering procedure which has had tremendous practical relevance. However, it implicitly needs to compute the empirical density for each sample point, leading to a quadratic worst-case time complexity, which may be too slow on large datasets.
INTRODUCTION
Density-based clustering algorithms such as Mean Shift (Cheng, 1995) and DBSCAN (Ester et al., 1996) have made a large impact on a wide range of areas in data analysis, including outlier detection, computer vision, and medical imaging. As data volumes rise, non-parametric unsupervised procedures are becoming ever more important in understanding large datasets. Thus, there is an increasing need to establish more efficient versions of these algorithms. In this paper, we focus on improving the classical DBSCAN procedure.
It was long believed that DBSCAN had a runtime of O(n log n) until it was proven to be O(n 2 ) in the worst case by Gan and Tao (2015) . They showed that while DBSCAN can run in O(n log n) when the dimension is at most 2, it quickly starts to exhibit quadratic behavior in high dimensions and when n becomes large. In fact, we show in Figure 1 that even with a simple mixture of 3-dimentional Gaussians, DBSCAN already starts to show quadratic behavior.
The quadratic runtime for these density-based procedures can be seen from the fact that they implicitly must compute density estimates for each data point, which is linear time in the worst case for each query. In the case of DBSCAN, such queries are proximitybased. There has been much work done in using spacepartitioning data structures as KD-Tree (Bentley, 1975) and Cover Trees (Beygelzimer et al., 2006) to improve query times, but these structures are all still linear in the worst-case. Another line of work that has had practical success is in approximate nearest neighbor methods (e.g. Indyk and Motwani (1998) ; Datar et al. (2004) ) which have sub-linear queries, but such methods come with few approximation guarantees. DBSCAN proceeds by computing the empirical densities for each sample point and then designating points whose densities are above a threshold as core-points. Then, a neighborhood graph of the core-points is constructed, and the clusters are assigned based on the connected components.
In this paper, we present DBSCAN++, a step towards a fast and scalable DBSCAN. DBSCAN++ is based on the observation that we only need to compute the density estimates for a subset m of the n data points, where m can be much smaller than n, in order to cluster properly. To choose these m points, we provide two simple strategies: uniform-and greedy K-centersbased sampling. The resulting procedure has O(mn) worst-case runtime.
We show that with this modification, we still maintain statistical consistency guarantees. We show the trade-arXiv:1810.13105v1 [cs. LG] 31 Oct 2018 Figure 1 : Runtime (seconds) vs dataset size to cluster a mixture of four 3-dimensional Gaussians. Using Gaussian mixtures, we see that DBSCAN starts to show quadratic behavior as the dataset gets large. After 10 6 points, DBSCAN ran too slowly and was terminated after 3 hours. This is with only 3 dimensions.
off between computational cost and estimation rates. Interestingly, up to a certain point, we can enjoy the same minimax-optimal estimation rates attained by DBSCAN while making m (instead of the larger n) empirical density queries, thus leading to a sub-quadratic procedure.
We show on both simulated datasets and 8 real datasets that DBSCAN++ runs in a fraction of the time compared to DBSCAN, while giving competitive performance and consistently producing more robust clustering scores across hyperparameter settings.
RELATED WORKS
The runtime of DBSCAN was an open problem until it was proven to be worst-case O(n 2 ) by Gan and Tao (2015) . Much work has been done to speed it up (Borah and Bhattacharyya, 2004; Zhou et al., 2000; Patwary et al., 2012; Kryszkiewicz and Lasek, 2010) . In practice, DBSCAN may converge faster than its quadratic worst-case runtime as long as the dataset is small and dimensionality is low, but even in these favorable conditions, tighter time complexities have not been proven. This paper shows that DBSCAN++ is able to attain a sub-quadratic runtime without costly trade-offs, both empirically and theoretically. Viswanath and Babu (2009) proposed to speed up DB-SCAN by running the leaders clustering method to find a set of "leader" points that still preserve the structure of the original data set. We propose a similar method of finding core points within a data set, but we do so on an even smaller sub-sample of the data. Liu (2006) modified DBSCAN by selecting clustering seeds among the unlabeled core points in an orderly manner in order to reduce computation time in regions that have already been clustered. Furthermore, Andrade et al. (2013) presented a GPU implementation of DBSCAN that can be over 100x faster than sequential DBSCAN, a speedup our algorithm has also been seen to achieve but using only a single processor.
We now discuss the theoretical work done for DBSCAN. Despite the practical significance of DBSCAN, its statistical properties has only been explored recently (e.g. Sriperumbudur and Steinwart (2012) ; Jiang (2017a); Wang et al. (2017) ; Steinwart et al. (2017) ). Such analyses make use of recent developments in topological data analysis to show that DBSCAN estimates the connected components of a level-set of the underlying density.
It turns out there has been a long history in estimating the level-sets of the density function (e.g. Hartigan 2017)). However, most of these methods have little practical value (e.g. some are unimplementable), and DBSCAN is one of the only practical methods that is able to attain the strongest guarantees (e.g. finite-sample Hausdorff minimax optimal rates). In fact the only previous method that was shown to attain such guarantees was the impractical histogrambased method of Singh et al. (2009 ), until Jiang (2017a showed that DBSCAN attained almost identical guarantees. This paper shows both DBSCAN++ can attain similar guarantees while being sub-quadratic in computational complexity, as well as the precise trade-off in estimation rates for further computational speedup.
ALGORITHM
We have n i.i.d. samples X = {x 1 , ..., x n } drawn from a distribution F over R D . We now define core-points, which are essentially points with high empirical density defined with respect to the two hyperparameters of DBSCAN, minPts and ε. The latter is known as the bandwidth. In other words, a core-point is a sample point that has at least minPts sample points within its ε-radius neighborhood.
DBSCAN (Ester et al. (1996) ) is shown as Algorithm 1, which is in a more concise but equivalent form to the original version (see e.g. Jiang (2017a) ). It creates a graph G with core-points as vertices and edges connecting core points which are distance at most ε apart. The final clusters are represented by the connected components in this graph along with non-core-points that are close to such a connected component. The remaining points are designated as noise points and are left unclustered.
Algorithm 1 DBSCAN
Inputs: X, ε, minPts C ← core-points in X given ε and minPts G ← initialize empty graph for c ∈ C do Add an edge (and possibly a vertex or vertices) in G from c to all points in X ∩ B(c, ε) return connected components of G.
Uniform Initialization
DBSCAN++, shown in Algorithm 2, proceeds as follows: First, it chooses a subset S of m uniformly sampled points from the dataset X. Then, it computes the empirical density of points in S w.r.t. the entire dataset. That is, a point x ∈ S is a core point if |B(x, ε) ∩ X| ≥ minPts. From here, DBSCAN++ builds a similar neighborhood graph G of core-points in S and finds the connected components in G. Finally, it clusters the rest of the unlabeled points to their closest core-points. Thus, since it only recovers a fraction of the core-points, it requires expensive density estimation queries on only m of the n samples. However, the intuition, as shown in Figure 2 , is that a smaller sample of core-points can still provide adequate coverage of the dataset and lead to a reasonable clustering.
Algorithm 2 DBSCAN++
Inputs: X, m, ε, minPts S ← sample m points from X. C ← all core-points in S w.r.t X, ε, and minPts G ← empty graph.
for c ∈ C do Add an edge (and possibly a vertex or vertices) in G from c to all points in X ∩ B(c, ε) Let the clusters be the connected components of G. Assign remaining points in X not in G to the closest cluster by Euclidean distance and let the resulting clustering be C. return C Figure 2 : Illustration of mixture of three 2D Gaussians. Each point marked with a triangle represents a core-point and the shaded areas their respective εneighborhoods. The total ε-radii area of DBSCAN++ core-points provides adequate coverage of the dataset. The K-centers initialization produces an even more efficient covering of the dataset. The points that are not covered will be clustered to the nearest core-point. This illustrates that we don't need to know all of the core-points and their respective ε-neighborhoods to give a reasonable clustering.
K-Center Initialization
Instead of uniformly choosing the subset of m points at random, we can use K-centers (Gonzalez, 1985; Har-Peled, 2011) , which aims at finding the subset of size m that minimizes the maximum distance of any point in X to its closest point in that subset. In other words, it tries to find the most efficient covering of the sample points. We use the greedy initialization method for approximating K-centers (Algorithm 3), which repeatedly picks the farthest point from any point currently in the set. This process continues until we have a total of m points. This method gives a 2-approximation to the K-centers problem.
Add argmax x∈X min s∈S |x − s| to S. 5: return S.
Time Complexity
DBSCAN++ has a time complexity of O(nm). Choosing the set S takes linear time for the uniform initialization method and O(mn) for the greedy k-centers approach (Gonzalez (1985)). The next step is to find the core-points. We use a KDTree to query for the points within the ε-radii ball for each point in S. Each such query takes O(n) in the worst case, and doing so for m sampled points leads to a cost of O(nm). 
THEORETICAL ANALYSIS
In this section, we show that DBSCAN++ is a consistent estimator of the density level-sets. It was recently shown by Jiang (2017a) that DBSCAN does this with finite-sample guarantees. We extend this analysis to show that our modified DBSCAN++ also has statistical consistency guarantees, and we show the trade-off between speed and convergence rate.
Our results are under the setting that the density level is λ known and gives insight into how to tune the parameters based on the desired density level.
Regularity Assumptions
We have n i.i.d. samples X = {x 1 , ..., x n } drawn from a distribution F over R D . We take f to be the density of F over the uniform measure on R D .
Assumption 1. f is continuous and has compact support X ⊆ R D .
Much of the results will depend on the behavior of level-set boundaries. Thus, we require sufficient dropoff at the boundaries as well as separation between the CCs at a particular level-set.
Define the following shorthands for distance from a point to a set and the neighborhood around a set.
Remark 1. We can choose any 0 < β < ∞. The βregularity condition is a standard assumption in levelset analyses. See e.g. Singh et al. (2009) . The higher the β, the more smooth the density is around the boundary of the level-set and thus the less salient it is. This makes it more difficult to recover the level-set.
Hyperparameter Settings
In this section, we state the hyperparameter settings in terms of n, the sample size, and the desired density level λ in order for statistical consistency guarantees to hold. Define C δ,n = 16 log(2/δ) √ log n, where δ, 0 < δ < 1, is a confidence parameter which will be used later (i.e. guarantees will hold with probability at least 1 − δ).
where v D is the volume of the unit ball in R D and minPts satisfies
and C l and C u are positive constants depending on δ, f .
Level-set estimation result
We give the estimation rate under the Hausdorff metric.
Definition 4 (Hausdorff Distance).
Theorem 1. Suppose Assumption 1 and 2 hold, and assume the parameter settings in the previous section. There exists C l , C sufficiently large and C u sufficiently small such that the following holds with probability at least 1 − δ. Let L f (λ) be the core-points returned by Algorithm 2 under uniform initialization or greedy Kcenters initialization. Then,
Proof. There are two quantities to bound: (i) max x∈ L f (λ) d(x, L f (λ)), which ensures that the estimated core-points are not far from the true core-points (i.e. L f (λ)), and (ii) sup x∈L f (λ) d(x, L f (λ)), which ensures that the estimates core-points provides a good covering of the level-set.
The bound for (i) follows by the main result of Jiang (2017a) . This is because DBSCAN++'s estimated core-points are a subset of that of the original DB-SCAN procedure. Thus,
, where L f (λ) are the corepoints returned by original DBSCAN; this quantity is bounded by O(C 2/β δ,n · minPts −1/2β ) by Jiang (2017a) . We now turn to the other direction and bound sup x∈L f (λ) d(x, L f (λ)). Let x ∈ L f (λ).
Suppose we use the uniform initialization. Define r
where the first inequality holds from Assumption 2, the second inequality holds for n sufficiently large, and the last holds from the conditions on minPts.
By the uniform ball convergence rates of Lemma 7 of Chaudhuri and Dasgupta (2010) , we have that with high probability, there exists sample point x ∈ S such that |x − x | ≤ r 0 . This is because the ball B(x, r 0 ) contains sufficiently high true mass to be guaranteed a sample point in S. Moreover, this guarantee holds with high probability uniformly over x ∈ X . Next, we show that x is a core-point. This follows by Lemma 8 of Jiang (2017a) , which shows that any sample point in x ∈ L f (λ) satisfies |B(x, ε) ∩ X| ≥ minPts. Thus,
x ∈ L f (λ). Hence, sup x∈L f (λ) d(x, L f (λ)) ≤ r 0 , as desired.
Now suppose we use the greedy K-centers initialization. Define the following attained K-centers objective:
and the optimal K-centers objective:
It is known that the greedy K-centers initialization is a 2-approximation (see e.g. Gonzalez (1985) ; Har-Peled (2011)), thus
where the last inequality follows with high probability since the K-centers objective will be sub-optimal if we sampled the m centers uniformly. Then, we have
The argument then proceeds in the same way as with uniform initialization but with an extra constant factor, as desired.
Remark 2. When taking minPts to the maximum allowed rate minPts ≈ n 2β/(2β+D) , we obtain the error rate (ignoring log factors) of
The first term matches the known lower bound for levelset estimation established in Theorem 4 of Tsybakov et al. (1997) . The second term is the trade-off for computing the empirical densities for only m of the points. In particular, if we take m n D/(2β+D) , then the first term dominates, and we thus have d Haus ( L f (λ), L f (λ)) n −1/(2β+D) , the minimax optimal rate for level-set estimation. This leads to the following result. Corollary 1. Suppose the conditions of Theorem 1 and set m ≈ n D/(2β+D) . Then, Algorithm 2 is a minimax optimal estimator (up to logarithmic factors) of the density level-set with sub-quadratic runtime of O(n 2−2β/(2β+D) ). 
Estimating the connected components
The previous section shows that the core-points returned by DBSCAN++ recovers the density level-set. The more interesting question is about the actual clustering: that is, whether DBSCAN++ can recover the connected components of the density level-set individually and whether there is a 1:1 correspondence between the clusters returned by DBSCAN++ and the connected components.
It turns out that to obtain such a result, we need a minor modification of the procedure. That is, after determining the core points, instead of using the ε cutoff to connect points into the same cluster, we must use a higher cutoff. In fact, any constant value would do as long as it is sufficiently smaller than the pairwise distances between the connected components. For example, for the original DBSCAN algorithm, many analyses must make this same modification. This is known as pruning false clusters in the literature (see e.g. Kpotufe and von Luxburg (2011) ; Jiang (2017a)). The same analysis carries over to our modification, and we omit it here. We note that pruning does not change the final estimation rates but may change the initial sample size required.
EXPERIMENTS

Dataset and setup
We ran DBSCAN++ with uniform and K-center initializations and compared both to DBSCAN on 8 real datasets as described in Figure 3 . We used Phonemes (Friedman et al., 2001) , a dataset of log periodograms of spoken phonemes, and MNIST, a sub-sample of the MNIST handwriting recognition dataset after running a PCA down to 20 dimensions. The rest of the datasets we used are standard UCI datasets used for clustering. We evaluate the performance via two widely-used clus- Figure 4 : m/n versus clustering accuracy and runtime.
We plot the clustering accuracy and runtimes for eight real datasets as a function of the ratio m/n. As expected, the runtime increases approximately linearly in this ratio, but the clustering scores consistently attain high values as long as m/n is sufficiently large.
tering scores: the adjusted RAND index (Hubert and Arabie, 1985) and adjusted mutual information score (Vinh et al., 2010) , which are computed against the ground truth. We fixed minPts = 10 for all procedures throughout all experiments.
Finally, to make DBSCAN more comparable to DB-SCAN++, we added a step to improve DBSCAN by clustering the noise points to their closest clusters by Euclidean distance, since otherwise such points would be left unclustered and artificially deflate clustering scores.
Trade-off between accuracy and speed
The theoretical results suggest that up to a certain point, only computing empirical densities for a subset of the sample points should not noticeably impact the clustering performance. Past that point, we begin to see a trade-off. We confirm this empirically in Figure 4 , which shows that indeed past a certain threshold of m/n, the clustering scores remain high. Only when the sub-sample is too small do we begin seeing a significant trade-off in clustering scores. This shows that DBSCAN++ can save considerable computational cost while maintaining similar clustering performance as DBSCAN.
We further demonstrate this point by applying these procedures to image segmentation, where segmentation is done by clustering the image's pixels (with each pixel represented as a 5-dimensional vector consisting of (x, y) position and RGB color). Figure 5 shows that DBSCAN++ provides a very similar segmentation as DBSCAN in a fraction of the time. While this is just a simple qualitative example, it serves to show the applicability of DBSCAN++ to a potentially wide range of problems.
Robustness to Hyperparameters
In Figure 6 , we plot each algorithm's performance across a wide range of its hyperparameters. The table in Figure 7 shows the best scores and runtimes for each dataset and algorithm. For these experiments, we chose m = p · n D/(D+4) , where 0 < p < 1 was chosen based on validation over just 3 values, as explained in Figure 7 . We found that the K-centers initialization required smaller p due to its ability to find a good covering of the space and more efficiently choose the sample points to query for the empirical density.
The results in Figure 6 show that DBSCAN++ with uniform initialization gave competitive performance compared to DBSCAN but with robustness across a much wider range of . In fact, in a number of cases, Figure 6 : Experimental results on eight real datasets. DBSCAN++ with uniform and K-center sampling vs DBSCAN across a wide range of ε. Figure 7 : Highest scores and runtimes (µs) in parentheses for each dataset and algorithm. The first row is the adjusted RAND index and the second row is the adjusted mutual information. Bolded are the highest scores between DBSCAN, DBSCAN++ with uniform initialization, and DBSCAN++ with K-center initialization. Runtimes in microseconds are given in parentheses for the iteration that achieved the score. Each algorithm was tuned across a range of with minPts = 10. For DBSCAN++, a small set of values of p are used: 0.1, 0.3, 1.0 for uniform initialization and 0.05, 0.1, 0.3 for K-center initialization. DBSCAN++ using both uniform and k-center initialization perform reasonably well while taking a fraction of the time of DBSCAN. The larger the dataset, the less time DBSCAN++ requires compared to DBSCAN, showing that DBSCAN++ scales much better in practice.
DBSCAN++ was even better than DBSCAN under optimal tuning. DBSCAN++ with K-center initialization further improves on the clustering results of DBSCAN++ for most of the 8 datasets.
An explanation of why DBSCAN++ added robustness across ε follows. When tuning DBSCAN with respect to ε, we found that DBSCAN often performed optimally on only a narrow range of ε. Because ε controls both the designation of points as core-points as well as the connectivity of the core-points, small changes could produce significantly different clusterings.
In contrast, DBSCAN++ suffers less from the hyperconnectivity of the core-points until ε is very large. It turns out that only processing a subset of the corepoints not only reduces the runtime of the algorithm, but it provides the practical benefit of reducing the tenuous connections between connected components that are actually far away. This way, DBSCAN++ is much less sensitive to changes in ε and reaches the saturation point in ε (where there is only one cluster) only at very large ε.
Performance under optimal tuning is often not available in practice, and this is especially the case in unsupervised problems like clustering where the ground truth not assumed to be known. Thus, not only should procedures have good performance in the best setting, but it may even be more important for procedures to be easy to tune and provide reasonable results across a wide range of its hyperparameter settings. Even though DB-SCAN++ may not always match the performance of DBSCAN under optimal settings, the added robustness (not to mention speedup) may make DBSCAN++ a more practical method. This is especially true on large datasets where it may be costly to iterate over many hyperparameter settings.
CONCLUSION
In this paper, we presented DBSCAN++, a modified version of DBSCAN that only computes the density estimates for a subset m of the n points in the original dataset. We established statistical consistency guarantees which show the trade-off between computational cost and estimation rates, and we prove that interestingly, up to a certain point, we can enjoy the same estimation rates while reducing computation cost. We also demonstrated this finding empirically. We then showed empirically that not only can DBSCAN++ scale considerably better than DBSCAN, oftentimes the performance is competitive in accuracy and consistently more robustness across their bandwidth hyperparameter. Such robustness can be highly desirable in practice where optimal tuning is costly or unavailable.
