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Nonequilibrium vibrational population and donor-acceptor vibrations affecting
rates of radiationless transitions
Dmitry V. Matyushov1, a)
Department of Physics and School of Molecular Sciences, Arizona State University, PO Box 871504, Tempe,
Arizona 85287
An analytical theory is developed for radiationless transitions in molecules characterized by nonequilibrium
populations of their vibrational modes. Several changes to the standard transition-state framework follow
from nonequilibrium conditions: (i) non-Arrhenius kinetics, (ii) the violation of the fluctuation-dissipation
theorem (FDT), and (iii) the breakdown of the detailed balance. The violation of the FDT is reflected in the
breakdown of relations between the first (Stokes shift) and second (inhomogeneous band-width) spectral mo-
ments, and of similar relations between reorganization parameters for radiationless transitions. The detailed
balance between the forward and backward rates is not maintained, requiring a lower effective free energy
of the reaction relative to the thermodynamic limit. The model suggests that strong control of radiation-
less transitions can be achieved if a nonequilibrium population of vibrations modulating the donor-acceptor
distance is produced.
I. INTRODUCTION
The theory of optical transitions in molecules and crys-
talline impurities was established in early 1950’s1–5 based
on the idea that electronic energies of the light absorber
couple to deformations (phonons) of the medium affect-
ing the observed band-shape. Absorption of light by a
localized impurity in the crystal creates or annihilates
lattice vibrations.1 An optical transition in a molecule
couples to molecular normal-mode vibrations and defor-
mation/polarization of the surrounding medium.4,5 Ther-
mal nuclear motions then drive the molecular energy lev-
els into resonance with the radiation photon ~ω. The
coupling of the light absorbing center to the medium can
be, in the leading approximation, considered as a linear
function of medium displacements. This approximation
has resulted in a number of closed-form solutions for op-
tical band-shapes.6–8
The theory for optical transitions was later extended
to radiationless transitions,8–10 which mostly follow from
the original formulation in the limit of ω = 0. Here,
one anticipates that tunneling between distinct electronic
states occurs at the point of crossing of the corresponding
Born-Oppenheimer (BO) surfaces. The crossing point
both satisfies the energy conservation condition ω = 0
and the Franck-Condon principle for the tunneling of a
light particle (electron or proton).11 This general frame-
work covers a broad range of phenomena, including elec-
tron, proton, and atom transfer reactions. The idea of
crossing BO surfaces leads to an analytical theory when
supplemented with linear coupling of the quantum states
with thermally fluctuating nuclear modes. This formal-
ism has enjoyed broad support by experiment and is
routinely used to both calculate rates of electron/atom
transfer12 and to fit band-shapes of charge-transfer opti-
cal transitions.13
a)Electronic mail: dmitrym@asu.edu
The importance of dynamical effects of molecular vi-
brations in radiationless transitions have been long rec-
ognized within the classical description of Kramers-
type diffusional kinetics14 and its extensions to quan-
tized vibrational states.15,16 A recent revival of inter-
est to the problem of vibronic transitions and vibra-
tional dynamics has been driven by experiments modu-
lating rates of electronic transitions by populating vibra-
tional modes through infrared (IR) laser pumping.17–21
Experimentally, this approach opens the door to site-
selective chemistry with IR pulses.22,23 From the theo-
retical perspective, a number of molecular-scale mech-
anisms to affect the reaction rate can be anticipated
in terms of coupling of vibrational dynamics with the
electronic structure.24,25 More fundamentally, nonequi-
librium population of molecular vibrations is a special
case of a general problem addressing activated kinetics at
nonequilibrium conditions,23,26–28 when a net energy flux
through the reacting system is allowed. We show below
that these conditions produce phenomenology relevant to
driven systems, including the violation of the fluctuation-
dissipation theorem (FDT)29 and the breakdown of the
detailed balance.30 The temperature dependence of the
reaction rate, following the Arrhenius law at equilibrium
conditions, becomes generally non-Arrhenius.
The goal of this paper is to provide mathemati-
cally exact solutions for the rates of rdiationless tran-
sitions expressed through nuclear reorganization ener-
gies and effective frequencies of vibrations, which can be
parametrized through more detailed calculations and in-
terpretation of experiment. The approach adopted in this
study is less geared toward specific microscopic mecha-
nism and, instead, follows the philosophy of early stud-
ies of radiationless transitions in molecules.1–5 The fo-
cus here is on deriving closed-form solutions for Franck-
Condon factors in two-state systems affected by nonequi-
librium population of molecular vibrations. The present
study is therefore limited to transitions described by the
Fermi’s golden rule (often designated as non-adiabatic
reactions) and does not include solvent dynamics which
2can modify the rate for each vibronic channel.15,16
A closed-form expression for the rate of radiationless
transitions is obtained. It generalizes the widely used
Bixon-Jortner equation8 through the use of nonequilib-
rium stationary population of vibrational states and,
more significantly, by incorporating the non-Condon vari-
ation of the donor-acceptor coupling31 induced by quan-
tum donor-acceptor vibrations. The main result of
the analytical model is to recognize that establishing a
nonequilibrium population of the vibrational mode alter-
ing the donor-acceptor distance (such as bridge vibra-
tions in donor-bridge-acceptor complexes) is the most ef-
ficient route to affect the rate of radiationless transitions
through IR pumping.
II. THEORY
We start with considering the generic case of a vibronic
transition between two parabolas shifted along a vibra-
tional coordinate q. This problem was extensively stud-
ied in the past.1–5,8–10 The standard derivation of the
transition probability assumes equilibrium population of
vibrational modes in each electronic state. The goal of
re-tracing the standard steps presented in this section is
to generalize the known results to situations when popu-
lations of vibrational states are stationary, but nonequi-
librium. Such a situation might occur when the molecule
is exposed to sufficiently intense continuous IR radiation
or to IR pulses with duration exceeding the rate of vi-
brational relaxation. Another window for applying this
theory is for reactions faster than the rate of intermolu-
cular vibrational relaxation to the surrounding solvent.18
We additionally establish in this section the framework
for extending the theory to the case of a vibrational nor-
mal mode modulating the donor-acceptor distance and
the coupling between the initial and final states of the
tunneling particle (e.g., an electron or a proton). In that
latter case, the non-Condon effect of donor-acceptor vi-
brations modulating the donor-acceptor coupling leads to
a significant modification of the standard results, which
can be expressed in terms of closed-form mathematics.
Consider an electronic transition between two BO sur-
faces with minima at q01 = 0 and q02 = ∆q along an ar-
bitrary chosen nuclear (normal mode) coordinate q (Fig.
1). For radiationless transitions, states 1 and 2 will be
identified below with, respectively, the donor and accep-
tor states for transfer of either the electron or the proton.
Expanding the BO surfaces around the minima, one ob-
tains in the harmonic approximation
H1(q) = H01 +
k
2
q2,
H2(q) = H02 +
k
2
(q −∆q)2.
(1)
This is the standard picture of two shifted parabolas with
equal force constants k = mω2v, m is the mass. By quan-
tizing q, one can write the energy gap between two sur-
faces as
∆H = ∆H0 + λv −
√
S~ωv(a
† + a), (2)
where a† and a are the raising and lowering harmonic
operators and
λv =
1
2k∆q
2 (3)
is the vibrational reorganization energy for the coordi-
nate q. Further, S = λv/~ωv is the Huang-Rhys factor
1
and ∆H0 = H02 −H01.
The Golden-Rule probability w(ω) for the radiative
transition at the photon energy ~ω is calculated as the
first-order perturbation in the electronic/proton coupling
V as2,9,32,33
w(ω) =
2V 2
~2
Re
∫ ∞
0
dteiωt−
it
~
(∆H0+λv)+F (t) (4)
with
eF (t) =
〈
exp
[
iωv
√
S
∫ t
0
(a†(τ) + a(τ))dτ
]〉
. (5)
The angular brackets in this equation specify an ensem-
ble average. Equilibrium Gibbs ensemble enters stan-
dard formulations,2,9,32 but a stationary nonequilibrium
ensemble can be assumed as well. The latter choice is
the meaning of the ensemble average 〈. . . 〉 adopted here.
One can further apply Bloch’s identity6 postulating
that for any linear combination c of raising a lowering
operators 〈ec〉 = e〈c2〉/2. Applying this relation to the
term in angular brackets in Eq. (5) leads to the following
result2,6
F (t) = −ω2vS
∫ t
0
dτ ′
∫ τ ′
0
dτ ′′φ(τ ′ − τ ′′) (6)
with
φ(τ ′ − τ ′′) = n¯eiωv(τ ′−τ ′′) + (n¯+ 1)e−iωv(τ ′−τ ′′). (7)
Integration in Eq. (6) results in
F (t) = iωvSt− S(2n¯+ 1) + S
[
n¯eiωvt + (n¯+ 1)e−iωvt
]
.
(8)
In Eqs. (7) and (8) n¯ is the ensemble-average popula-
tion of the excited states of quantum vibrations of the
mode q. Equilibrium ensemble does not have to be as-
sumed, but, when this assumption is made,2,9 one arrives
at the textbook result34
n¯eq = Q
−1
v
∞∑
n=0
ne−β~ωv(n+1/2) =
[
eβ~ωv − 1]−1 . (9)
In this equation, Qv = [2 sinhχv]
−1, χv = β~ωv/2 is
the partition function and β = (kBT )
−1 is the inverse
temperature.
3Hi(q)
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1
2
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∆H0
Figure 1. Schematics of parabolas crossing along the effective
intramolecular vibrational coordinate q. Parabolas represent
the vibrational Hamiltonians in Eq. (1).
Since n = 0 does not contribute to the sum in Eq.
(9), nonequilibrium population created by an IR pulse
will predominantly alter the n = 1 term such that
n¯ = n¯eq + δn1. We therefore assume that n¯ > n¯eq is cre-
ated by an external source of IR radiation and will leave
the population of the first excited vibrational state n1
as a non-specified parameter depending on experimental
conditions.
We can next transform exp[F (t)] by using the mathe-
matical identity35
e
x
2
(t+t−1) =
∞∑
k=−∞
Ik(x)t
k, (10)
where Ik(x) is the modified Bessel function. This leads
to the expression1,2
eF (t) = eiωvSt−S(2n¯+1)
∞∑
k=−∞
Ik[2S
√
n¯(n¯+ 1)]
(
n¯
n¯+ 1
)k/2
.
(11)
When substituted to Eq. (4), one obtains for the transi-
tion rate
w(ω) =
2piV 2
~
e−S(2n¯+1)
∞∑
k=−∞
Ik[2S
√
n¯(n¯+ 1)]
(
n¯
n¯+ 1
)k/2
δ (~ω + k~ωv −∆H0) .
(12)
If n¯ = n¯eq, one gets [n¯eq/(n¯eq + 1)]
(k/2) = exp[−kχv]
and 2S
√
n¯(n¯+ 1) = S/(sinhχv). At χv ≫ 1, which
applies to nuclear vibrations in the quantum domain, one
can use the series expansion of the Bessel function35
Ik(2S
√
n¯(n¯+ 1)) ≈ S
|k|
|k|! e
−|k|χv . (13)
Substituting this expansion to Eq. (12), one realizes that
only terms with k = −m, m > 0 substantially con-
tribute to the sum. This observation leads to the well-
established result for the probability of a radiative vi-
bronic transition8,12
w(ω) =
2piV 2
~
e−S
∞∑
m=0
Sm
m!
δ (~ω −m~ωv −∆H0) . (14)
One can adopt a less restrictive expansion while keep-
ing an unspecified n¯≪ 1, with the result
w(ω) =
2piV 2
~
e−S(2n¯+1)
∞∑
m=0
[S(1 + n¯)]m
m!
δ (~ω −m~ωv −∆H0) .
(15)
Equation (15) does not require the equilibrium popula-
tion n¯ = n¯eq and is valid if 2S
√
n¯(n¯+ 1) ≪ 1. This
condition can, however, be violated for S > 1 and a suffi-
ciently large n¯. We will therefore keep a more general and
exact result in Eq. (12) as the basis for our calculations.
Equations (14) and (15) apply to quantum vibrations
with β~ωv ≫ 1. The limit of classical vibrations follows
from the Taylor expansion of F (t) in Eq. (8) about t =
0, with the result F (t) ≈ − 12σ2v(t/~)2, σ2v = 2n¯λv~ωv.
Equation (4) is then converted to a Gaussian function
w(ω) =
V 2
~
(
2pi
σ2v
)1/2
exp
[
− (~ω −∆H0 − λv)
2
2σ2v
]
. (16)
When the classical equilibrium population is adopted,
n¯ = n¯eq = (β~ωv)
−1, one arrives at the standard re-
sult of the Marcus theory describing radiative and non-
radiative transitions affected by classical intramolecular
vibrations.36
Equations derived so far apply to electronic transitions
in a molecule in vacuum. Polar solvents add thermal
noise, which is usually viewed as arising from polariza-
tion fluctuations of the thermal bath. The effect of these
fluctuations on electronic states is typically described36
by taking the corresponding energies as linear functions
of a classical Gaussian stochastic variable X representing
polarization fluctuations of the thermal bath.37,38 The
transition probabilities are then obtained by adding X
to ∆H0: ∆H0 → ∆H0 +X .
When X describes thermal noise produced by collec-
tive fluctuations involving many particles of the medium,
the distribution of X is Gaussian (central limit theorem),
with the mean 〈X〉 and the variance σ2p = 2λskBT , λs
is the solvent reorganization energy.12,39 By taking the
average over X in Eq. (12) and adopting ω = 0 for the
radiationless transition, one obtains the nonadiabatic re-
action rate (such as for electron transfer)12
ktr =
V 2
~
(
piβ
λs
)1/2
FC, (17)
where
FC = e−S(2n¯+1)
∞∑
k=−∞
Ik[2S
√
n¯(n¯+ 1)]
(
n¯
n¯+ 1
)k/2
exp
[
−β (∆G0 + λs + k~ωv)
2
4λs
]
.
(18)
Here, ∆G0 is the standard free energy of the reaction.
4When the low-temperature expansion [Eq. (13)] is ap-
plied to Eq. (18), one arrives at the well-established
Bixon-Jortner equation8
FC = e−S
∞∑
m=0
Sm
m!
exp
[
−β (∆G0 + λs +m~ωv)
2
4λs
]
.
(19)
As in Eq. (15), this result can be corrected for an arbi-
trary n¯≪ 1.
In the opposite limit of classical vibrations, one starts
with Eq. (16) and applies the shift ∆H0 → ∆H0 + X .
Integration with the Gaussian variable X then leads to
the classical Marcus equation for the rate of radiationless
transition
ktr =
V 2
~
(
piβ
λeff
)1/2
exp
[
−β (∆G0 + λ)
2
4λeff
]
. (20)
Two reorganization energies characterizing the com-
bined effect of classical intramolecular vibrations and
classical solvent fluctuations appear in Eq. (20). The first
one enters the nominator of the activation free energy
λ = λs + λv. (21)
This is the classical reorganization energy of the Marcus
theory12,36 combining the breadth of classical intramolec-
ular vibrations with that of solvent polarization fluctu-
ations into one reorganization parameter. The second
reorganization energy
λeff = λs + β~ωvn¯λv (22)
includes a generally nonequilibrium population n¯.
At equilibrium classical population neq = (β~ωv)
−1,
Eq. (22) yields the standard result, λ = λeff. On the
contrary, a nonequilibrium population n¯ > n¯eq leads to
λeff > λ. This result constitutes the violation of the
FDT29 and is a special case of the general rule that FDT
is violated for electron-transfer reactions occurring un-
der stationary but nonequilibrium conditions.40 Gibbs
ensemble does not apply in such circumstances, either
because the system under study is fundamentally out of
equilibrium (redox proteins41) or because of the exper-
imental design. It is also clear that the combination of
Eqs. (20) and (22) leads to a non-Arrhenius dependence
of the reaction rate on temperature if the dependence
of n¯ on temperature is distinct from n¯ ∝ T−1. Finally,
the rate constants for the forward transition, kftr = ktr,
and for the backward transition, kbtr, do not satisfy the
detailed balance when n¯ 6= n¯eq. The system is out of
equilibrium and there is a net flux of energy dissipating
the IR pulse into the surroundings.
By repeating the derivation leading to Eq. (20) for the
backward reaction, one obtains the rate with ∆G0+λ→
∆G0 − λ in the numerator of Eq. (20), in accordance
with the standard prescriptions of the Marcus theory of
electron transfer.8 The values ∆G0±λ define the average
vertical transition energies. Their difference is the Stokes
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Figure 2. Detailed balance condition (Eq. (23)) at varying n¯.
Shown is ln[kftr/k
b
tr] vs −β∆G0 at different values of n¯ indi-
cated in the plot. The anticipated unitary slope is obtained
at n¯ = n¯eq (dashed line). Nonequilibrium n¯ values produce
lower slopes in accord with Eqs. (23) and (24). In contrast to
those equations, obtained in the limit of classical vibrations,
the calculations shown here are done for quantum intramolec-
ular vibrations: λs = 1 eV, λi = 0.3 eV, and ωv = 2000 cm
−1.
shift, which can be written as twice the Stokes-shift re-
organization energy,41 2λSt. The ratio of the forward
and backward rates is then given in terms of the ratio
λSt/λeff < 1
kftr/k
b
tr = exp
[−β∆G0(λSt/λeff)] . (23)
The ratio of the rates converts to the detailed balance
condition at λSt = λeff = λ, when equilibrium is restored.
While Eq. (23) is derived from the classical limit for the
Franck-Condon factor (Eq. (20)), the same qualitative re-
sult is obtained when intramolecular vibrations are in the
quantum domain and the more general Eq. (18) is used
instead (Fig. 2). Equation (23), and its quantum version
following from Eq. (18), provide an experimental route
for parametrizing the stationary nonequilibrium condi-
tions achieved in the experimental design. The nonequi-
librium population n¯ is hard to measure directly and Eq.
(23) gives access to n¯ when the violation of detailed bal-
ance can be quantifies in terms of the ratio of the forward
and backward reaction rates. A simple, experimentally-
testable prediction of the theory is that the ratio of the
forward and backward rates is below its equilibrium value
for negative ∆G0 and is above it for positive ∆G0 (Fig.
2).
The effective reaction free energy, determined through
the ratio of forward and backward rates, is reduced rel-
ative to the thermodynamic reaction free energy ∆G0
by the ratio of the Stokes and effective reorganization
energies (Eq. (23)). This outcome appears to be a gen-
eral result, also encountered for protein electron trans-
fer operating at conditions of nonequilibrium sampling of
configurational space by the protein.41 For system with
glassy dynamics,
λSt/λeff = T/Teff < 1 (24)
specifies the effective temperature Teff of configura-
5tional space insufficiently sampled at the conditions
of broken ergodicity.41,42 Below, we extend this gen-
eral phenomenology to the case of radiationless transi-
tions driven by intramolecular vibrations modulating the
donor-acceptor distance. The violation of the rules of
transition-state theory found here are re-enforced with
stronger effects of nonequilibrium conditions on the tran-
sition rates.
III. DONOR-ACCEPTOR VIBRATIONS AND
NON-CONDON EFFECTS
We now take the next step in our analysis and ex-
tend it to the donor-acceptor vibrational mode as the
principal (promoting) nuclear coordinate coupled to the
radiationless transition (also known as Franck-Condon
active mode). In this section, we assume that q = δR de-
scribes the fluctuation of the donor-acceptor distance R.
The new physics that this choice brings to the problem is
the effect of vibrations on the donor-acceptor coupling,24
which decays exponentially with the distance
V (q) = V0e
−γq. (25)
This change of the problem requires accounting for
the non-Condon effects in the calculation of the reaction
rate.31,43 The rate of the radiative transition w(ω) is now
written in the form
w(ω) =
2V 20
~2
Re
∫ ∞
0
dteiωt−
it
~
(∆H0+λv)+F (t), (26)
where F (t) changes from Eq. (6) to the following
relation44
F (t) =
∫ t
0
dτ ′
∫ τ ′
0
dτ ′′f(τ ′)f(τ ′′)φ(τ ′ − τ ′′). (27)
Here, φ(τ ′ − τ ′′) is from Eq. (7) and the new function
f(τ) accounts for the modulation of the donor-acceptor
distance by vibrations of q
f(τ) = i
√
Sωv − γ¯δ(t− τ)− γ¯δ(τ). (28)
In this equation, we have introduced the dimensionless
parameter of the distance decay for the donor-acceptor
coupling
γ¯ = γ|∆q|/
√
4S. (29)
This parameter, in the form of an energy variable γ¯2~ωv,
first appeared in an analytical theory for proton and hy-
drogen transfer by Borgis et al.44 However, steepest de-
scent ansatz was applied to arrive at a closed-form solu-
tion in that work. Such approximations are avoided here,
and the solution presented below is formally exact.
Substitution of Eq. (28) to Eq. (27) leads to the fol-
lowing expression
F (t) = iωvSt− S(2n¯+ 1)− 2
√
Sγ¯ + n¯
(√
S − γ¯
)2
eiωvt
+ (n¯+ 1)
(√
S + γ¯
)2
e−iωvt.
(30)
Repeating the same steps as above for converting F (t)
into the series of modified Bessel functions, one can arrive
at Eq. (17) for ktr with the following expression for the
Franck-Condon factor
FC = e−S(2n¯+1)−2
√
Sγ¯
∞∑
k=−∞
Ik[2
√
n¯(n¯+ 1)|S − γ¯2|]
(√
n¯
n¯+ 1
|√S − γ¯|√
S + γ¯
)k
exp
[
−β (∆G0 + λs + k~ωv)
2
4λs
]
.
(31)
In the limit 2
√
n¯(n¯+ 1)|S − γ¯2| ≪ 1, one can again ap-
ply the series expansion for the Bessel function from Eq.
(13). If one additionally assumes n¯ ≪ 1, the result is a
non-Condon modification of the standard Bixon-Jortner
formula
FC = e−S−2
√
Sγ¯
∞∑
m=0
(
√
S + γ¯)2m
m!
exp
[
−β (∆G0 + λs +m~ωv)
2
4λs
]
.
(32)
The non-Condon effects, caused by modulation of the
donor-acceptor distance by vibrations, disappear in the
limit S ≫ γ¯2, when one returns to the Bixon-Jortner
result in Eq. (19).
The limit of classical vibrations modulating the donor-
acceptor distance is again obtained by the series expan-
sion of F (t) in Eq. (30) about t = 0. The resulting ex-
pression
ktr =
V 2
~
e(2n¯+1)γ¯
2
(
piβ
λeff
)1/2
exp
[
−β (∆G
′
0 + λ)
2
4λeff
]
(33)
is similar Eq. (20) with several important changes. First,
one has to replace ∆G0 with
∆G′0 = ∆G0 + 4n¯
√
~ωvλv γ¯ (34)
and the effective reorganization energy λeff in Eq. (22)
with the following relation
λeff = λs + β(~ωv)
2n¯(S + γ¯2). (35)
Note that the high-temperature condition n¯≫ 1 was ap-
plied in deriving both equations and λ in the nominator
in Eq. (33) is the total reorganization energy given by
Eq. (21). All statements following Eq. (20) regarding the
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Figure 3. Franck-Condon factor in Eq. (18) vs the reaction
driving force −∆G0 for reactions with varying n¯: equilibrium
n¯ = n¯eq (dashed, eq.), n¯ = 0.2 (solid), and n¯ = 0.5 (dash-
dotted); λs = 1 eV, λi = 0.3 eV, and ωv = 1500 cm
−1.
violation of the FDT and deviations from the detailed
balance apply here as well, with the new definition of
λeff given by Eq. (35).
The pre-exponential factor in Eq. (33) gains an en-
tropic multiplier exp[(2n¯+ 1)γ¯2]. It arises from modula-
tion of V (q) by classical vibrations44–46 and produces an
increase in the transition rate. Due to a large value of γ
from the overlap of proton’s vibrational wave functions,44
this term in the rate preexponential factor is particularly
important for proton and hydrogen atom transfer.46 For
those reactions, it accounts for the temperature depen-
dence of the kinetic isotope effect.47
IV. RESULTS
Equation (18) is the starting point of our analysis. It
provides the rate of radiationless transition at a station-
ary and non-equilibrium population n¯ of the effective vi-
brational coordinate q representing the manifold of vibra-
tional normal modes of the molecule. Given its effective
character, the frequency ωv is an average frequency
48–50
over the normal mode vibrations ωi characterized by their
corresponding reorganization energies λi. The equation
for ωv becomes
48
ωv = (λv)
−1∑
i
ωiλi. (36)
Similarly, n¯ is an effective average population of all vibra-
tions populated by IR radiation and redistributed among
the normal modes. The model considered here therefore
assumes two time-scale separations: (i) intramolecular
vibrational energy relaxation among the normal modes
(with a time-scale τ0 from a few tens to hundreds of
femtoseconds51) is much faster than the rate of the ra-
diationless transition ktr and (ii) the decay of n¯ to n¯eq,
that is intermolecular vibrational relaxation to the sur-
rounding solvent (τ0s ≈ 10−100 ps23), is slower than ktr.
Reported instances of reactions affected by IR pumping
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Figure 4. Franck-Condon factor in Eq. (32) vs −∆G0 with
γ¯ values indicated in the plot (solid lines). The calculations
are done at n¯ = n¯eq. The dashed line indicates γ¯ = 0 corre-
sponding to the Bixon-Jortner equation [Eq. (19)]; λs = 0.5
eV, λv = 0.3 eV, ωv = 1500 cm
−1.
generally fall in this time window: k−1r ≈ 0.2 − 14 ps18
and k−1r ≈ 30 ps.17 Lifting the second approximation
requires a dynamical model52,53 for n¯(t).
Figure 3 illustrates the effect of n¯ > n¯eq on the en-
ergy gap law for radiationless transitions, which is the
dependence of ktr on the driving force −∆G0. The cal-
culation is performed at the effective frequency of vibra-
tions ωv = 1500 cm
−1 typical for organic molecules8,12
and the vibrational reorganization energy λv = 0.3 eV.
In addition, the solvent reorganization energy36 of λs = 1
eV is adopted. With these parameters, n¯eq = 7 × 10−4.
We show in Fig. 3 how the rate is altered when n¯ ex-
ceeds n¯eq. Speeding of the reaction is seen away from
the top rate of activationless transition, while the reac-
tion becomes slower at nonequilibrium conditions near
the top of the inverted parabola. Therefore, both the ac-
celeration and slowing down of the reaction are possible
depending on the driving force. This result is consistent
with published experimental evidence and its theoreti-
cal interpretation.24 Creating a nonequilibrium popula-
tion depletes the ground-state vibrational state. This, in
turn, reduces the rate in the activationless region where
the crossing of vibronic BO states involving the vibra-
tionally ground state provides the lowest barrier. On the
contrary, barrier crossing away from the activationless
transition involves excited vibrational states. Increasing
their population accelerates the reaction.
Turning now to vibrational modes modulating the
donor-acceptor separation, the dimensionless parameter
γ¯ given by Eq. (29) is likely to be small for electron
transfer. Assuming ∆q = 0.1 A˚, γ = 1.5 A˚−1, and
λv = 0.1 eV, one gets γ¯ = 0.1 at ωv = 1500 cm
−1. This
parameter is much higher44,47,54 for proton and hydro-
gen atom transfer because of the faster distance decay of
the vibrational wave functions of more massive protons
yielding γ = 25 − 35 A˚−1. With γ = 30, our estimate
yields γ¯ ≈ 2 such that γ¯2 can exceed the Huang-Rhys
factor S in the power series over the vibronic transi-
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Figure 5. Franck-Condon factor in Eq. (31) vs −∆G0. The
equilibrium population is n¯eq = 6.8×10
−5 (“eq”, dashed line),
other lines refer to nonequilibrium populations n¯ listed in the
plot; γ¯ = 0.2, λs = 0.5 eV, λv = 0.3 eV, ωv = 1500 cm
−1.
tions in Eq. (32). Our analysis obviously applies to the
regime of quantum nonadiabatic limit of proton and hy-
drogen atom transfer,46 when the rate constant is calcu-
lated from Fermi’s golden rule. Given a potentially broad
range of γ¯ values for different types of radiationless tran-
sitions (proton/hydrogen vs electron transfer), we show
in Fig. 4 a set of curves of ln[FC] vs −∆G0 (energy-gap
law, Eq. (32)) for γ¯ = 0.1 − 1.5 and equilibrium vibra-
tional population, n¯ = n¯eq.
A significant alteration of the energy-gap law is ob-
served with increasing γ¯: the maximum of the distorted
inverted parabola shifts to much higher driving force val-
ues and a substantial acceleration of the rate follows.
These calculations suggest that γ¯ > 1 makes reaching the
inverted region impractical for systems typically studied
experimentally. The value of γ¯ is expected to be small for
electron transfer, but, in this case, increasing n¯ above the
equilibrium value n¯eq significantly accelerates the rate in
the normal region −∆G0 < λ (Fig. 5).
V. CONCLUSIONS
This paper presents closed-form expressions for the
rates of radiationless transitions in molecules character-
ized by stationary, nonequilibrium populations of Franck-
Condon active vibrational modes. The extension of
the standard Bixon-Jortner framework to nonequilib-
rium conditions shows a moderate change in the reaction
rate. The theory’s outcomes change significantly when
the effective nuclear mode starts to modulate the donor-
acceptor coupling. For reactions of proton/hydrogen
transfer characterized by fast distance falloff of the cou-
pling, the non-Condon effect, even at equilibrium condi-
tions, leads to a substantial increase in the rate in the
inverted region and to a shift of the maximum of the in-
verted distorted parabola to higher driving force values
(Fig. 4). The non-Condon effect is much weaker for elec-
tron transfer, but here non-equilibrium conditions lead
to a strong speed-up of the reaction in the normal region
(Fig. 5). The model suggests that strong control of radi-
ationless transitions can be achieved if a nonequilibrium
population of vibrations modulating the donor-acceptor
distance is produced by IR pumping.
Nonequilibrium population of molecular vibrations
leads to a number of deviations from the standard
transition-state theory: (i) non-Arrhenius kinetics, (ii)
the violation of the FDT, and (iii) the breakdown of the
detailed balance. The effective free energy of the reac-
tion, obtained from the ratio of the forward and backward
reaction rates, is reduced at nonequlibrium conditions
compared to the thermodynamic limit (Eq. (23)). For
photoinduced electron transfer, part of the input energy
from the radiation photon needs to be sacrificed in the
form of a negative reaction free energy to achieve suffi-
cient speedup of the forward rate and thus mostly unidi-
rectional electron transport in natural55 and artificial56
photosynthesis. The model presented here suggests that
“hot” vibrations should both accelerate photoinduced
charge separation in the normal region (Fig. 5) and re-
duce the effective reaction free energy dissipated by the
reaction. It still remains to be seen whether this result,
established from an exactly solvable model considered
here, can be extended to other activated transitions at
nonequilibrium conditions.
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