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ABSTRACT: We present a scanning magnetic force sensor based on
an individual magnet-tipped GaAs nanowire (NW) grown by molecular
beam epitaxy. Its magnetic tip consists of a ﬁnal segment of single-
crystal MnAs formed by sequential crystallization of the liquid Ga
catalyst droplet. We characterize the mechanical and magnetic
properties of such NWs by measuring their ﬂexural mechanical
response in an applied magnetic ﬁeld. Comparison with numerical
simulations allows the identiﬁcation of their equilibrium magnetization
conﬁgurations, which in some cases include magnetic vortices. To
determine a NW’s performance as a magnetic scanning probe, we
measure its response to the ﬁeld proﬁle of a lithographically patterned
current-carrying wire. The NWs’ tiny tips and their high force
sensitivity make them promising for imaging weak magnetic ﬁeld patterns on the nanometer-scale, as required for mapping
mesoscopic transport and spin textures or in nanometer-scale magnetic resonance.
KEYWORDS: Nanowire, magnetic force microscopy, nanomagnetism, torque magnetometry, MnAs nanocrystal,
sequential crystallization
A key component in any force microscopy is the forcesensor. This device consists of a mechanical transducer,
used to convert force into displacement, and an optical or
electrical displacement detector. In magnetic force microscopy
(MFM), mass-produced “top-down” Si cantilevers with sharp
tips coated by a magnetic material have been the standard for
years. Under ideal conditions, state-of-the-art MFM can reach
spatial resolutions down to 10 nm,1 though more typically
around 100 nm. These conventional cantilevers are well-suited
for the measurement of the large forces and force gradients
produced by strongly magnetized samples.
The advent of nanostructures such as nanowires (NWs) and
carbon nanotubes (CNTs) grown by “bottom-up” techniques
has given researchers access to much smaller mechanical force
transducers than ever before. This reduction in size implies
both a better force sensitivity2 (see Supporting Information)
and potentially a ﬁner spatial resolution.3 Sensitivity to small
forces provides the ability to detect weak magnetic ﬁelds and
therefore to image subtle magnetic patterns; tiny concentrated
magnetic tips have the potential to achieve nanometer-scale
spatial resolution, while also reducing the invasiveness of the
tip on the sample under investigation. Such improvements are
crucial for imaging nanometer-scale magnetization textures
such as domain walls, vortices and skyrmions,4−7 super-
conducting vortices,8,9 mesoscopic transport in two-dimen-
sional systems,10 and small ensembles of nuclear spins.11−14
Recent experiments have demonstrated the use of single
NWs and CNTs as sensitive scanning force sensors.15−18
When clamped on one end and arranged in the pendulum
geometry, that is, with their long axes perpendicular to the
sample surface to prevent snapping into contact, they probe
both the size and direction of weak tip−sample forces. NWs
have been demonstrated to maintain excellent force
sensitivities around 1 aN/ Hz near sample surfaces (<100
nm), due to extremely low noncontact friction.19 As a result,
NW sensors have been used as transducers in force-detected
nanometer-scale magnetic resonance imaging20 and in the
measurement of optical and electrical forces.15−17 Never-
theless, the integration of a magnetic tip onto a NW
transducer, and therefore the demonstration of NW MFM,
has presented a signiﬁcant practical challenge.
Here, we demonstrate such MFM transducers using
individual GaAs NWs with integrated single-crystal MnAs
tips, grown by molecular beam epitaxy (MBE). By monitoring
each NW’s ﬂexural motion in an applied magnetic ﬁeld, we
measure its mechanical and magnetic properties. We determine
the equilibrium magnetization conﬁgurations of each tip by
comparing its magnetic response with micromagnetic simu-
lations. In order to establish the sensitivity and resolution of
the NWs as MFM transducers, we use them as scanning probes
in the pendulum geometry. By analyzing their response to the
magnetic ﬁeld produced by a lithographically patterned
current-carrying wire, we ﬁnd that the MnAs tips can be
approximated as nearly perfect magnetic dipoles. The
thermally limited sensitivity of a typical NW to magnetic
Received: October 17, 2018
Revised: December 2, 2018
Published: January 2, 2019
Letter
pubs.acs.org/NanoLettCite This: Nano Lett. 2019, 19, 930−936
© 2019 American Chemical Society 930 DOI: 10.1021/acs.nanolett.8b04174
Nano Lett. 2019, 19, 930−936
D
ow
nl
oa
de
d 
vi
a 
U
N
IV
 R
EG
EN
SB
U
RG
 o
n 
M
ar
ch
 2
1,
 2
01
9 
at
 1
1:
46
:1
0 
(U
TC
). 
Se
e 
ht
tp
s:/
/p
ub
s.a
cs
.o
rg
/sh
ar
in
gg
ui
de
lin
es
 fo
r o
pt
io
ns
 o
n 
ho
w
 to
 le
gi
tim
at
el
y 
sh
ar
e 
pu
bl
ish
ed
 a
rti
cl
es
. 
ﬁeld gradients is found to be 11 mT/(m Hz) , which
corresponds to the gradient produced by 63 nA/ Hz through
the wire at a tip−sample spacing of 250 nm.
The GaAs NWs are grown on a Si(111) substrate by MBE
using a self-catalyzed Ga-assisted growth method.21 A substrate
temperature of 600 °C allows the growth of high quality
crystalline NWs, which are typically 17 ± 1 μm long with a
hexagonal cross-section of 225 ± 15 nm in maximal diameter.
In order to terminate the growth with a magnetic tip, the liquid
Ga catalyst droplet at the top of the NW is heavily alloyed by a
Mn ﬂux. Then, to initiate its crystallization, it is exposed to an
As background pressure for 30 min. Under such conditions,
the droplet undergoes a sequential precipitation: ﬁrst, the Ga is
preferentially consumed to build pure GaAs; next, the
remaining Mn crystallizes in the form of MnAs. It has been
shown by high-resolution transmission electron microscopy
that this growth process leads to the formation of a well-
deﬁned hexagonal α-MnAs wurzite crystal at the tip of a
predominantly wurzite GaAs NW with an epitaxial relationship
[0001]MnAs∥[0001]GaAs along the NW-axis.22 As reported
for bulk MnAs, the tip is in a hexagonal ferromagnetic α-phase
up to the Curie temperature of about 313 K, above which it
undergoes a structural phase transition into an orthorhombic
paramagnetic β-phase.23 MnAs crystals are characterized by a
strong magnetocrystalline anisotropy with K = −1 × 106 J m−3
along the c-axis (hard axis).24 As a result, the magnetization of
the tip will tend to lie in the plane (easy plane) orthogonal to
the c-axis, which, in general, is coincident with the NW growth
direction n̂.
The sample chip is cleaved directly from the Si wafer used
for the NWs’ growth. Using a micromanipulator under an
optical microscope, we remove excess NWs to leave a single
row of isolated and vertically standing NWs in proximity of the
cleaved edge (Figure 1b). The chip is then loaded into a
custom-built scanning probe microscope, which includes
piezoelectric positioners to align a single NW within the
focus of a ﬁber-coupled optical interferometer used to detect
its mechanical motion.25 A second set of piezoelectric
positioners enables the approach and scanning of the NW
transducer over a sample of interest, as shown schematically in
Figure 1a. The microscope is enclosed in a high-vacuum
chamber at a pressure of 10−7 mbar and inserted in the bore of
a superconducting magnet at the bottom of a liquid 4He bath
cryostat. All the data presented here have been measured at a
temperature T = 4.2 K. In order to characterize the magnetic
properties of the NWs, we apply a magnetic ﬁeld B up to ±8 T
approximately parallel to n̂.
For the purposes of this work, we restrict our attention to
the two fundamental ﬂexural eigenmodes of the NWs, which
oscillate along orthogonal directions, r1̂ and r2̂, and are shown
schematically in Figure 1a. The coupling between the NW and
the thermal bath results in a Langevin force equally driving
both mechanical modes. Figure 1c shows a calibrated power
spectral density (PSD) of the NW displacement noise, where
the two resonance peaks correspond to the two orthogonally
polarized modes. Such a measurement shows the projection of
the modes’ 2D thermal motion along the measurement axis y ̂
(see Methods). Typical resonance frequencies range from 500
to 700 kHz with quality factors between 2 × 104 and 5 × 104.
For each NW, the doublet modes are completely separated by
a frequency splitting δ of several hundred times the peak line
width. In fact, it has been shown that even very small (<1%)
cross-sectional or clamping asymmetries can split the modes by
several line widths.26 Nevertheless, the quality factors of the
doublet modes diﬀer by less than 1%. The spring constants
extracted from ﬁts to the PSD for each ﬂexural mode are on
the order of 10 mN/m, yielding a mechanical dissipation
Figure 1. (a) Schematic drawing of the measurement setup. The NW is positioned in the waist of the focused laser beam by means of piezoelectric
positioners. A second stack of positioners is used to approach and scan the sample of interest with respect to the NW. (b) Scanning electron
micrograph (SEM) of the measured chip cleaved from the growth wafer with a 10 μm scale-bar. (c) Displacement noise PSD of the ﬁrst order
ﬂexural modes of a NW at B = 0 T. Measured data (gray) and ﬁt (colored line) representing the sum of two Lorentzians and white noise
background SN = 2 × 10
−25 m2/Hz. Such ﬁts yield the orientation of each mode with respect to ŷ: ϕ1 = +70°, ϕ2 = −20° and the modes’ eﬀective
mass as 780 fg, which is close to 790 fg expected for a GaAs cylinder of density 5.32 g/cm3 with hexagonal cross-section of maximal diameter 234
nm and length 16.8 μm. The extracted resonance frequency, spring constant, and intrinsic quality factor of the ﬁrst (second) mode are f 01 = 581
kHz, k1 = 10.5 mN/m, and Q1 = 44650 ( f 02 = 615 kHz, k2 = 11.6 mN/m, and Q2 = 48456).
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(friction coeﬃcient) and a thermally limited force sensitivity
down to 50 pg/s and few aN/ Hz , respectively.
We exploit this high mechanical sensitivity to probe the
magnetization of each individual magnetic tip. As in dynamic
cantilever magnetometry (DCM),27−29 we can extract
magnetic properties of each MnAs tip from the mechanical
response of the NW to a uniform external magnetic ﬁeld B. In
such a ﬁeld, the resonance frequency of each orthogonal
ﬂexural mode f i (i = 1,2) is modiﬁed by the curvature of the
system’s magnetic energy Em with respect to rotations θi,
corresponding to each mode’s oscillation. For θi ≪ 1, ri = leθi,
where le is an eﬀective length, which takes into account the
shape of the ﬂexural mode.29 The resulting frequency shift Δf i
= f i − f 0i, where f 0i is the resonance frequency at B = 0, is given
by30,31
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where ki is each mode’s spring constant.
We perform measurements of Δf i(B) on several NWs by
recording the thermal displacement PSD of their doublet
modes as a function of B. For nearly all investigated NWs (11
out of 12), Δf i(B) is negative for all applied ﬁelds (e.g., Figure
2a and Figure 3a). In general, negative values of Δf i
correspond to a local maximum in Em(θi) with respect to θi.
This behavior is consistent with B being aligned along the
magnetic hard axis of the MnAs tip, which should be along the
NW growth-axis. In Figure 2a, NW1 shows a particularly ideal
magnetic response, in which the high-ﬁeld frequency shift of
both modes asymptotically approaches the same negative
value. This behavior indicates a MnAs particle with a hard axis
along n̂ and no preferred easy axis in the r1r2-plane.
In order to gain a deeper understanding of the DCM signal,
we carry out simulations of the MnAs tips using Mumax3,32
which employs the Landau−Lifshitz−Gilbert micromagnetic
formalism using ﬁnite-diﬀerence discretization. For each value
of B, the simulations determine the equilibrium magnetization
conﬁguration of the MnAs particle and the corresponding
values of Δf i (see Methods and Supporting Information). The
geometry of the MnAs tip is estimated by SEM and set within
the simulation with respect to r1̂, r2̂, and n̂.
The DCM response of the MnAs tip measured in Figure 2a
and shown in the inset is simulated by approximating its shape
as a half ellipsoid with dimensions given in the inset of Figure
2b and its caption. The excellent agreement between the
measured and simulated Δf i(B), plotted in Figure 2a,b,
respectively, allows us to precisely determine the direction of
the magnetic hard axis. As expected, this axis is found to be
nearly along n̂: just θK = 2.5° away from n̂ and ϕK = 19.5° from
r1̂. Furthermore, as shown in Figure 2c, the simulations relate a
speciﬁc magnetization conﬁguration to each value of B. In this
particular case, a stable vortex conﬁguration in the easy plane is
seen to enter (exit) from the edge in correspondence with the
Figure 2. DCM measurement of NW1 revealing the existence of a
magnetic vortex in the MnAs tip. (a) Plot of the Δf i(B) for i = 1 (i =
2) in blue (red), extracted at each B from the thermal displacement
PSD. f 01 = 613 kHz, f 02 = 636 kHz, and k1 = 7.7 mN/m, k2 = 8.3 mN/
m. B is stepped from positive to negative ﬁeld values. Inset: false-color
SEM of NW1’s MnAs tip with a 200 nm scale-bar. (b) Plot of the
corresponding Δf i(B) simulated for a half-ellipsoid. Inset: schematic
diagram of the half-ellipsoid geometry used to approximate the MnAs
tip, where a = 85 nm, b = 90 nm, c = 95 nm. The simulation uses
parameters for MnAs from the literature and a hard axis (purple
arrow) given by θK = 4.2° and ϕK = 45.5°. Black dots and crosses
indicate the position and direction of the sites of pinned magnet-
ization. (c) Simulated magnetization conﬁgurations for B indicated by
the dashed lines. Each cone, associated with a discretized volume, is
color-coded with the magnitude of the magnetization component
along r1̂. Large black arrows indicate the net magnetization for B = ±8
T.
Figure 3. DCM measurements of (a) NW2 and (b) NW3. The upper
plots show the measurements of Δf i(B) and the lower plots show the
corresponding simulations for i = 1 (i = 2) in blue (red). B is stepped
from positive to negative ﬁeld values. At the bottom, SEMs of the
MnAs tips in false color (scale-bar 200 nm) along with a sketch of the
tip geometry used in the simulation. (a) For NW2, the frequency
shifts are calculated by using the mechanical characteristics reported
in Figure 1c. The hard axis (purple arrow) is set to θK = 8° and ϕK =
−9.5°. The asymmetric geometry is a truncated ellipsoid of length l =
230 nm, width w = 115 nm, and depth h = 110 nm. (b) For NW3,
resonance frequencies and spring constants are f 01 = 435 kHz, f 02 =
447 kHz, and k1 = 14.3 mN/m, k2 = 15 mN/m, respectively. The hard
axis (purple arrow) is nearly perpendicular to n̂ with θK = 68.3° and
ϕK = 142.2°. The tip is approximated as an elongated ellipsoid with a
= b = 85 nm and c = 90 nm and it is tilted with respect to the modes’
reference system, so that its semiaxis c is tilted by θt = 20° and ϕt =
210° with respect to n̂.
Nano Letters Letter
DOI: 10.1021/acs.nanolett.8b04174
Nano Lett. 2019, 19, 930−936
932
abrupt discontinuities in the eigenmodes’ frequencies around
+2 T (−2 T). Between these two ﬁelds, the vortex core moves
from one side to the other, inducing several discontinuities in
Δf i(B). The smoothness of the measured frequency shifts
around B = 0 T indicates pinning of the vortex and is well-
reproduced in the simulation by the introduction of two sites
of pinned magnetization (see Supporting Information).
Most measured NWs (10 out of 12) present DCM curves as
shown by NW2 in Figure 3a. Despite the similarity of these
curves to those shown in Figure 2a, no sharp discontinuity is
observed upon sweeping B down from saturation (forward
applied ﬁeld). Furthermore, the high-ﬁeld frequency shift of
both modes does not asymptotically approach the same
negative value as in Figure 2a. Both of these eﬀects can be
explained by taking into account magnetic shape anisotropy in
the MnAs tips. Despite the nearly perfect symmetry of NW1’s
tip, most of the crystallized MnAs droplets are asymmetric in
the r1r2-plane. This asymmetry introduces an eﬀective
magnetic easy axis in the r1r2-plane. In fact, the measured
Δf i(B) shown in Figure 3a are well-reproduced by a simulation
that takes into a account the geometry of NW2’s MnAs tip as
observed by SEM. While small reﬁnements in the microscopic
geometry, which often cannot be conﬁrmed by the SEM, aﬀect
how well the simulation matches every detail of the measured
Δf i(b) (see Supporting Information), the precise orientation of
the hard axis and the direction of the eﬀective shape anisotropy
in the r1r2-plane sensitively determine the curves’ overall
features (e.g., their high ﬁeld asymptotes and shape).
In general, simulations show that shape anisotropy restricts
the ﬁeld range for a stable magnetic vortex to reverse applied
ﬁeld. In small forward applied ﬁeld and in remanence, the
magnetization evolves through a conﬁguration with a net
magnetic dipole in the r1r2-plane. Only upon application of a
reverse ﬁeld, does this conﬁguration smoothly transform into a
vortex, resulting, for NW2, in a subtle dip in Δf i(B) around B =
−0.3 T. At a reverse ﬁeld close to B = −2 T, an abrupt jump
indicates the vortex’s exit and the appearance of a single-
domain state, which eventually turns toward B. This analysis
indicates that NW2’s tip, as well as the majority of the MnAs
tips, present a dipole-like remanent conﬁguration pointing in
the r1r2-plane, rather than vortex-like conﬁguration with a core
pointing along n̂, as in NW1. Such remanent magnetic dipoles
have been already observed by MFM in similar tips.22,33
In rare cases (1 of 12), such as the one reported for NW3 in
Figure 3b, we measure mostly positive Δf i(B) with diﬀerent
high-ﬁeld asymptotes for each eigenmode. This behavior
indicates a MnAs particle, whose hard axis points approx-
imately in the r1r2-plane. In fact, the features of the measured
Δf i(B) in Figure 2b are reproduced by a simulation
considering a nearly symmetric half-ellipsoid with a hard-axis
lying θK = 68.3° from n̂ and ϕK = 142.2° from r1̂. These data
are clear evidence that crystallization of the liquid droplet can
occasionally occur along a direction far oﬀ from the NW
growth axis.
In order to test the behavior of these NWs as scanning
magnetic sensors, we approach a typical one (NW2) to a
current-carrying Au wire patterned on a SiO2 substrate, as
described in Figure 4a. Once in the vicinity of the wire
constriction, the NW’s two modes are excited by the
Biot−Savart ﬁeld BAC resulting from an oscillating drive
current I = I1 sin(2πf1t) + I2 sin(2πf 2t), where I1 = I2 = 50 μA.
Single 10 μm long line scans are acquired by moving the NW
across the wire at the ﬁxed tip−sample spacing dz = 250 nm.
This spacing is chosen to match the scanning probe’s tip size,
because smaller spacings would not improve its spatial
resolution. Both the resonant frequencies f i and displacement
amplitudes ri are tracked using two phase-locked loops and the
corresponding values of the force driving each mode at
resonance are then calculated as Fi = riki/Qi (see Supporting
Information).
Using an approach similar to that used to calibrate MFM
tips,34−36 we model the force exerted by a well-known
magnetic ﬁeld proﬁle on the magnetic tip by using the so-
called point-probe approximation. This approximation models
the complex magnetization distribution of the tip as an
eﬀective monopole moment q0 and a dipole moment m located
at a distance d from the tip apex (the monopole contribution
compensates for the non-negligible spatial extent of the tip).
The magnetic force acting on each mode is then given by Di =
q0BAC·rî + ∇(m·BAC)·rî. Moreover, we also consider the
magnetic torque τ = m × BAC generated at the tip, which
results in a torsion and/or bending of the NW depending on
its orientation. Although this contribution is negligible in
Figure 4. Characterization of NW as magnetic scanning probe. (a) Schematic drawing of the bottom sample consisting of a 3 μm wide, 6 μm long,
and 240 nm thick Au wire on an insulating SiO2 substrate. NW2 is approached at a tip−sample spacing dz = 250 nm and scanned across the
constriction. (b,c) Plots of the measured (dotted line) and calculated (solid line) forces Fi driving the ﬁrst (blue) and the second (red) mode over a
10 μm long line scan. For each plot, three distinct drive contributions are shown as dashed lines: the monopole (black), dipole (gray), and torque
(brown) terms. The simulated response is ﬁt by setting q0 = −1 × 10−10 A·m, |m| = 8 × 10−16 A·m2 with θm = 2°, ϕm = 20° for the high magnetic
ﬁeld case (b) and q0 = 4 × 10
−11 A·m, |m| = 5.3 × 10−16 A·m2 with θm = 87°, ϕm = 42° for the zero ﬁeld case (c).
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conventional MFM, the NW modes’ short eﬀective length (le =
12.2 μm) and soft spring constant (k1 ≈ k2 ≈ 11 mN/m),
make the bending component of the torque responsible for an
observable displacement along rî. We then model the total
force driving each mode as Fi = Di + Ti, where Ti = (le
−1n̂ × τ)·
rî. d is set to 100 nm from the tip (i.e., approximately at the
base of the MnAs crystallite) for the best ﬁts, while q0 and m
are used as free parameters. The precise spatial dependence of
the ﬁeld BAC produced by the current I is calculated using the
ﬁnite-element package COMSOL (see Supporting Informa-
tion).
We characterize the NW’s magnetic response at B = −5 T
and B = 0. In the high ﬁeld case shown in Figure 4b, a ﬁt of the
two driving forces is obtained with an eﬀective dipole m nearly
along B with a magnitude |m| = 0.45MsV, where Ms = 1.005 T
is the saturation magnetization of MnAs37 and V = 2.24 ×
10−21 m3 is the volume of the tip deﬁned in the magnetometry
simulation. In general, the estimation of V from SEM is
approximate due to the diﬃculty in determining the precise
three-dimensional geometry and in distinguishing regions of
nonmagnetic material inside the tip or at its surface. The ﬁt
returns a small, but nonzero q0 and shows a very good
agreement with the measured forces sensed by the two modes.
In Figure 4c, the same line scan is performed in absence of
external ﬁeld and, as expected, the observed response changes
radically, because the magnetization lies mostly in the easy
plane and is not completely saturated. In the ﬁt, the eﬀective
dipole contribution is dominant and mostly orthogonal to the
NW axis n̂ with |m| = 0.3MsV. The direction of m is closely
related to the torque contribution making the ﬁt particularly
sensitive to the value of ϕm. On the basis of both numerical
simulations and control experiments, using the applied
magnetic ﬁeld to initialize the MnAs tip magnetization along
opposing directions we ﬁnd spurious electrostatic driving of
the NW modes to be negligible.
The NWs’ high force sensitivity combined with highly
concentrated and strongly magnetized dipole-like tips give
them an exquisite sensitivity to magnetic ﬁeld gradients. In
order to quantify this sensitivity, we restrict our attention to
the second mode (red) of NW2, positioning it at the point of
maximal response over the wire at dz = 250 nm and B = 0 T
(i.e., y = 4.5 μm on Figure 4c and roughly at the position of the
NW in Figure 4a). The displacement signal r2 is measured with
a lock-in ampliﬁer while decreasing the driving current I = I2
sin(2πf 2t). The sweeps plotted in Figure 5a,b show the
expected linear response as well as a wide dynamic range. In
Figure 5b, we focus on the low-current regime, showing both
the in-phase X (signal + noise) and quadrature Y (noise)
response. By simple linear regression, we extract the signal as
β̅ =X I / 22 with a transduction factor β = 0.26 nm/μA. The
noise in both X and Y is found to be Gaussian and fully
ascribable to the NW’s thermal motion with variances σX
2 ≈ σY2
≈ Sr2(ω2) × BWneq, where Sr2(ω) is a ﬁt to the second mode’s
thermal PSD shown in Figure 5c, ω2 is the resonant angular
frequency of the second mode, and BWneq is the lock-in’s
equivalent noise bandwidth. As shown in Figure 5c for Y, the
mode’s thermal PSD is assumed constant around its value at
resonance ω = ωS k T( ) 4r
Q
k2 B2
2
2 2
, due to the narrow measure-
ment bandwidth. Therefore, the NW’s second mode has a
th e rma l l y l im i t ed d i s p l a c emen t s en s i t i v i t y o f
ω =S ( ) 16pm/ Hzr 22 , equivalent to a force sensitvity of
ω =S k Q( ) / 4aN/ Hzr 2 2 22 . Given the measured current
transduction factor β at the tip−sample spacing dz = 250 nm,
we obtain a sensitivity to current ﬂowing through the wire of
63nA/ Hz .
Such sensitivity to electrical current compares favorably to
that of other microscopies capable of imaging current through
Biot−Savart ﬁelds, including scanning Hall microscopy,
magneto-optic microscopy, scanning SQUID microscopy,
microwave impedance microscopy, and scanning nitrogen−va-
cancy magnetometry.38,39 Because of the dipole-like character
of the MnAs tip, this transduction of current into displacement
is dominated by the eﬀect of the time-varying magnetic ﬁeld
gradient generated by the current: Fi ≈ ∇(m·BAC)·rî =
m·∇(BAC·rî). Although the torque resulting from the time-
varying magnetic ﬁeld produces an eﬀective force, Ti, as seen in
Figure 4b,c, this term is typically secondary. Therefore, from
COMSOL simulations of the ﬁeld produced by current ﬂowing
through the wire, we ﬁnd this current sensitivity to correspond
to a sensitivity to magnetic ﬁeld gradient of 11mT/(m Hz ) at
the position of the tip’s eﬀective point probe, i.e., dz + d = 350
nm above the surface. The direction of this gradient sensitivity
depends on the direction of the mode used. Having quantiﬁed
the NW’s response to magnetic ﬁeld gradients, we can
calculate its sensitivity to other magnetic ﬁeld sources,
including a magnetic moment (dipole ﬁeld), a superconducting
vortex (monopole ﬁeld), or an inﬁnitely long and thin line of
current.38 In particular, we expect a moment sensitivity of
μ54 / HzB , a ﬂux sensitivity of μΦ1.3 / Hz0 , and line-
Figure 5. NW sensitivity to a resonant current drive at a distance of
250 nm. (a) Plot of the oscillation amplitude r2 for each value of the
current amplitude I2, both quantities are root mean squared. (b) Plot
of in-phase response to the drive (X) and quadrature signal (Y) for a
ﬁner current sweep from I2 = 1 μA to I2 = 1 nA. The lock-in
demodulator low-pass ﬁlter noise equivalent bandwidth was set to
BWneq = 0.156 Hz and each point was averaged for 2.5 s. Both signals
are linearly ﬁt (dark dashed lines). The intersection (light blue cross)
between the linearly ﬁt signal X̅ and the displacement sensitivity
(dashed purple line), shows a current sensitivity of 63 nA/ Hz
(dashed blue line). (c) Noise analysis on the quadrature channel Y.
On top, a close-up of the second mode’s PSD ﬁt and the noise power
σ2 = 4.2 × 10−23 m2 within the measurement bandwidth BWneq.
Below, the histogram of the noise measured on quadrature channel
(Y) in (b), ﬁtted by a Gaussian σN(0, )Y with σ σ= ∼6.5pmY 2 ,
conﬁrming the thermally limited nature of the sensitivity measure-
ment.
Nano Letters Letter
DOI: 10.1021/acs.nanolett.8b04174
Nano Lett. 2019, 19, 930−936
934
current sensitivity of 9nA/ Hz . These values show the
capability of magnet-tipped NWs as probes of weak magnetic
ﬁeld patterns and the huge potential for improvement if tips
sizes and tip−sample spacings can be reduced (see Supporting
Information). Smaller magnetic tips may be produced using
optimized growth processes or focused ion beam milling.
Alternatively, the production of diﬀerent types of magnet-
tipped NWs could be attempted through the evaporation of
magnetic caps on sharp nonmagnetic NWs40 or by direct
focused ion beam-induced deposition.
In addition to improved sensitivity, NW MFM provides
other potential advantages compared to conventional MFM.
First, scanning in the pendulum geometry with the NW
oscillating in the plane of the sample has the characteristics of
lateral MFM. This technique, which is realized with the
torsional mode of a conventional cantilever, distinguishes itself
from the more commonly used tapping-mode MFM in its
ability to produce magnetic images devoid of spurious
topography-related contrast and in a demonstrated improve-
ment in lateral spatial resolution of up to 15%.41 Second, the
nanometer-scale magnetic particle at the apex of the NW force
sensor minimizes the size of the MFM tip, allowing for optimal
spatial resolution and minimal perturbation of the investigated
sample.
The prospect of increased sensitivity and resolution,
combined with few restrictions on operating temperature,
make NW MFM ideally suited to investigate nanometer-scale
spin textures, skyrmions, superconducting and magnetic
vortices, as well as ensembles of electronic or nuclear spins.
High force sensitivity coupled with small tip size could allow
magnetic NW sensors to work both close to a sample,
maximizing spatial resolution, and in a regime of weak
interaction, remaining noninvasive. Such magnetic tips may
also open opportunities to study current ﬂow in 2D materials
and topological insulators. The ability of a NW sensor to map
all in-plane spatial force derivatives16,17 should provide ﬁne
detail of stray ﬁeld proﬁles above magnetic and current
carrying samples, in turn providing detailed information on the
underlying phenomena. Directional measurements of dissipa-
tion may also prove useful for visualizing domain walls and
other regions of inhomogeneous magnetization. As shown by
Grutter et al., dissipation contrast, which maps the energy
transfer between the tip and the sample, strongly depends on
the sample’s nanometer-scale magnetic structure.42
Methods. Interferometric Detection. The linearly polar-
ized light emitted by a laser diode with wavelength λ = 1553
nm is directly coupled to a polarization maintaining optical
ﬁber, sent through the 5% transmission arm of a 95:5 ﬁber-
optic coupler, collimated and focused on the NW by a pair of
lenses. This confocal reﬂection microscopy setup, analogous to
the one described in ref 43, focuses light to a minimum beam
waist of w0 = 1.65 μm (see Supporting Information). The light
incident on the NW has a power of 25 μW and is polarized
along its long axis. Light scattered back by the NW interferes
with light reﬂected by the ﬁber’s cleaved end, resulting in a
low-ﬁnesse Fabry−Perot interferometer. A fast photoreceiver
monitors variations in the intensity of reﬂected light, allowing
for the sensitive detection of NW motion. The interferometric
signal is proportional to the projection of the NW’s motion
along the direction of the interference pattern’s gradient in the
xy-plane. The magnitude of this gradient at the position of the
NW determines the interferometer’s transduction factor. By
positioning the NW within the optical waist or changing the
wavelength of the laser, it is possible to measure the motion
projected along arbitrary directions (see Supporting Informa-
tion). In this work, mechanical displacements are measured
exclusively along ŷ by centering the NW on the optical axis.
When the focal spot is aligned at the end of the NW, we
observe heating up to 15 K in the displacement PSD of the two
NW modes, due to absorption of light by the MnAs particle.
By measuring the NW displacement several μm from the tip,
negligible heating is observed.
Numerical Simulations. Micromagnetic simulations are
carried out with Mumax3. We set the saturation magnetization
μ0Ms = 1.005 T, the exchange stiﬀness constant A = 10 pJ/m,
and the magnetocrystalline anisotropy K = −1.2 × 106 J/m3 in
correspondence with the values reported for MnAs in the
literature.24,37 We model the geometry of each MnAs magnetic
tip based on observations made by SEM. Space is discretized
into cubic mesh elements, which are 5 nm on a side,
corresponding to the dipolar exchange length of the material
μ=l A M2 /( )ex 0 s
2 . The validity of this discretization is
conﬁrmed by comparing the results of a few representative
simulations with simulations using much smaller mesh sizes.
Mumax3 determines the equilibrium magnetization conﬁg-
uration for each external ﬁeld value by numerically solving the
Landau−Lifshitz−Gilbert equation. Because the microscopic
processes in a MnAs tip are expected to be much faster than
the NW resonance frequencies, the magnetization of the tip is
assumed to be in its equilibrium orientation throughout the
cantilever oscillation. The simulation also yields the total
magnetic energy Em corresponding to each conﬁguration. We
calculate Δf i in (1) by numerically evaluating the second
derivatives of Em with respect to θi. At each ﬁeld, we calculate
Em at the equilibrium angles θi = 0 and at small deviations from
equilibrium θi = ± δθi. For small δθi, the second derivative can
b e a p p r o x i m a t e d b y a ﬁ n i t e d i ﬀ e r e n c e :
≈θ θ
δθ δθ
δθ
∂
∂ =
− + −E E E E
0
( ) 2 (0) ( )
( )i
i
i i
i
2
m
2
m m m
2 . By setting f 0i, ki, and le to
their measured values, we then arrive at the Δf i corresponding
to each magnetization conﬁguration in the numerically
calculated ﬁeld dependence.
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