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Self-adjoint elliptic problems in domains with
cylindrical ends under weak assumptions on
the stabilization of coefficients
Kalvine V.O.
Abstract
The general self-adjoint elliptic boundary value problems are con-
sidered in a domain G ⊂ Rn+1 with finitely many cylindrical ends.
The coefficients are stabilizing (as x → ∞, x ∈ G) so slowly that we
can only describe some “structure” of solutions far from the origin.
This problem may be understood as a model of “generalized branch-
ing waveguide.” We introduce a notion of the energy flow through the
cross-sections of the cylindrical ends and define outgoing and incoming
“waves.” An augmented scattering matrix is introduced. Analyzing
the spectrum of this matrix one can find the number of linearly inde-
pendent solutions to the homogeneous problem decreasing at infinity
with a given rate. We discuss the statement of problem with so-called
radiation conditions and enumerate self-adjoint extensions of the op-
erator of the problem.
1 Introduction
In domain G ⊂ Rn+1 with finitely many cylindrical ends we consider the
general formally self-adjoint boundary value problem. The coefficients tend
to limits (as x → ∞, x ∈ G) too slow to allow obtaining an asymptotic of
solution at infinity. Using the results of the paper [1] (see also [2, Section
8.5]), one can get some “structure” of solution to the problem: far from the
origin a solution is represented as a linear combination of some functional
series plus a remainder. The coefficients in the linear combination remain
unknown. In this paper we develop an approach, which, in particular, allows
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to derive expressions for the coefficients in the structure of solution to the
problem under consideration.
Let Πr+ = {(y, t) : y ∈ Ω
r, t > 0}, r = 1, . . . , N , stand for the cylindrical
ends, where Ωr is the cross-section. (The domain G coincides with the union
Π1+∪· · ·∪Π
N
+ outside a large ball.) With every cylindrical end Π
r
+ we associate
limit and model problems in the cylinder Πr = {(y, t) : y ∈ Ωr, t ∈ R}.
As the coefficients of limit problem we take the limits of coefficients of
the original problem as t → +∞, (y, t) ∈ Πr+. It is assumed that the limit
problems are elliptic. Since the operator of the original problem is formally
self-adjoint, the operators of the limit problems are formally self-adjoint as
well. As is known (see e.g. [3, Chapter 5]), one can consider every limit
problem as a model of “generalized waveguide.” This means that a gen-
eralized notion of the energy flow through the cross-section of the cylinder
is introduced, the solution to the homogeneous problem is called incoming
(outgoing) wave if the energy flow associated with the solution is positive
(negative). The amplitudes of such waves may grow with power or even with
exponential rate at infinity.
The operator of the model problem is formally self-adjoint and depends
on the parameter T ∈ R. The coefficients of the model problem coincide with
the coefficients of the original problem on the set {(y, t) ∈ P r+, t > T +3} and
with their limits (as t → +∞, (y, t) ∈ Πr+) on the set {(y, t) ∈ Π
r, t < T}.
The coefficients of the model problem tend to the coefficients of the limit one
as T → +∞. Thus a solution to the homogeneous model problem can be ob-
tained in the form of functional series by the method of successive approxima-
tions, as the first approximation it is natural to take a wave of the limit prob-
lem. On the analogy of the limit problem, for the model problem we introduce
a notion of the energy flow through the cross-section of the cylinder. The
formula for the energy flow through the cross-section {(y, t) ∈ Πr, t = R},
R < T , is the same for both (limit and model) problems because the coef-
ficients of the problems coincide on the set {(y, t) ∈ Πr, t < T}. Moreover,
it turns out that a wave and the correspondent solution to the homogeneous
model problem have equal energy flows through the left infinitely distant
cross-section of Πr. This allows to calculate the energy flows of obtained so-
lutions to the homogeneous model problem and also allows to separate these
solutions into incoming and outgoing waves (of the model problem). Due to
the formally self-adjointness of the model problem operator, the energy flows
of such waves remain constant along the cylinder. Recall that the coefficients
of the model problem coincide with the coefficients of original problem on
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the set {(y, t) ∈ Πr+, t > T + 3}. Owing to this fact, one can consider the
domain G as a branching waveguide, where the waves obtained for the model
problem in Πr propagate along the cylindrical end Πr+ of G, r = 1, . . . , N .
Using a modification of the scheme suggested in [1, Theorem 6.2], we get the
structure of solutions to the problem in G: far from the origin a solution
is represented as a linear combination of the waves plus a remainder. Some
waves properties obtained on the previous step allow us to derive the formulas
for the coefficients in the structure of solution. The results are represented
in Theorem 3.10 and Theorem 3.11.
The remaining part of the paper basically contains corollaries of the the-
orems 3.10 and 3.11. We omit the proofs because they almost repeat the
proofs of the similar assertions in [3, Chapther 5] or in [11], where it is as-
sumed that the coefficients are stabilizing with exponential rate. The changes
in the proofs mainly consist in usage of Theorem 3.10 or Theorem 3.11 in-
stead of asymptotic representations. In the main text we insert the exact
references to the needed proofs.
The operator of the problem acts in weighted spaces. We obtain some
information about the kernel of the problem (Propositions 4.2 and 4.3) and
introduce “scattering matrices.” These unitary matrices take into account
waves growing at infinity. Analyzing the spectrum of this matrix one can find
the number of linearly independent solutions to the homogeneous problem
decreasing at infinity with a given rate (cf. Proposition 4.5). We discuss
the statement of problem with “radiation conditions:” the domain of oper-
ator contains only functions with prescribed structure at infinity. This is a
way to choose a solution (with a certain arbitrariness) (cf. Propositions 4.6
and 4.7). The intrinsic radiation conditions (the solution mainly consists of
outgoing waves) can be utilized in every case. To verify whether given radia-
tion conditions can be used, it is required to know the scattering matrix (cf.
Proposition 4.8). In Section 4.3 the self-adjoint extensions of operator of the
problem are found.
Some of the results proved in our paper were announced earlier in the
work [4].
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2 Statement of the problem and preliminar-
ies
2.1 Domain and self-adjoint boundary value problem
Let G ⊂ Rn+1 be a domain with smooth boundary ∂G coinciding, outside a
large ball, with the union Π1+ ∪ · · · ∪ Π
N
+ of non-overlapping semicylinders;
here Πr = {(yr, tr) : yr ∈ Ωr, tr > 0}, (yr, tr) are local coordinates, and the
cross-section Ωr is bounded domain in Rn. In the domain G we introduce
a formally self-adjoint k × k-matrix L of differential operators Lij(x,Dx)
with smooth coefficients, where ordLij = τi + τj , the numbers τ1, . . . , τk are
non-negative integers, and τ1 + · · · + τk = m. Consider the boundary value
problem
L(x,Dx)u(x) = f(x), x ∈ G,
B(x,Dx)u(x) = g(x), x ∈ ∂G,
(2.1)
where B is an m × k-matrix of differential operators. For a given L we find
a class of boundary conditions such that for an element B of the class the
self-adjoint Green formula
(Lu, v)G + (Bu,Qv)∂G = (u,Lv)G + (Qu,Bv)∂G (2.2)
holds with somem×k-matrixQ of differential operators for all u, v ∈ C∞c (G).
It is supposed that B in (2.1) is from the mentioned class and the problem
is elliptic.
2.2 Boundary conditions and self-adjoint Green for-
mula
If necessary changing the enumeration of the rows and columns in Lij(x,Dx),
we may always arrange that τ = τ1 ≥ τ2 ≥ · · · ≥ τk. In what follows we
suppose that this has been done. Denote by Ks, s = 1, . . . , τ , the number of
values j such that τj ≥ τ−s+1. Then K1+ · · ·+Kτ = τ1+ · · ·+τk = m and
K1 ≤ · · · ≤ Kτ ≤ k. On the boundary ∂G we introduce the m× k-matrix
D =


D1
...
Dτ

 , (2.3)
4
where the block Ds consists of the rows
(δ1,h, . . . , δk,h)D
τh−τ+s−1
ν , h = 1, . . . , Ks;
here ν is the unit outward normal to ∂G and Dν = −i∂/∂ν. With L(x,Dx)
we associate the sesquilinear form
a(u, v) =
k∑
i,j=1
∑
|η|≤τh
∑
|µ|≤τj
∫
G
aηµij (x)D
µ
xuj(x)D
η
xvi(x) dx. (2.4)
The Green formula
a(u, v) = (Lu, v)G + (Nu,Dv)∂G (2.5)
holds for u, v ∈ C∞c (G) with some m×k-matrix N (x,Dx) = ‖Nqj(x,Dx)‖ of
differential operators, ordNqj + ordDqh ≤ τh + τj − 1; by (·, ·)G and (·, ·)∂G
we denote the inner products on L2(G) and L2(∂G).
Remark 2.1. The proof of the Green formula (2.5) is standard. Using “local
maps,” we can consider G as the half-space Rn− = {x ∈ R
n, xn < 0} (cf. [5],
[6]). Then Dν = Dxn and Lij(x,Dx) =
∑
|α|+β≤τi
∑
|µ|≤τj
DατD
β
νa
(αβ)µ
ij (x)D
µ
x ,
where Dτ = Dx1Dx2 . . . Dxn−1. Integrating by parts and changing the order
of summation, we obtain
(Lu, v)G =
k∑
i,j=1
∑
|α|+β≤τi
∑
|µ|≤τj
(
DατD
β
νa
(αβ)µ
ij (x)D
µ
xuj, vi
)
G
= a(u, v)
+
τ∑
s=1
Ks∑
i=1
k∑
j=1
∑
|µ|≤τj
∑
|α|+β≤τj ,β≥s
(
DατD
β−s+τ−τi
ν a
(αβ)µ
ij (x)D
µ
xuj, D
τi−τ+s−1
ν vi
)
∂G
,
where u, v ∈ C∞c (G). This implies (2.5).
Definition 2.2. A matrix P = P(x,Dx) is called a Dirichlet system on the
boundary ∂G if there exists an m × m-matrix R = R(x,Dx) satisfying the
following conditions.
(i) P(x,Dx) = R(x,Dx)D(x,Dx), where D is given in (2.3).
(ii) The matrix R consists of Kp×Ks-blocks R[p,s] (p, s = 1, . . . , τ). The
elements of R[p,s], s ≤ p, are tangential differential operators with smooth
coefficients on ∂G of order not higher than p−s, while the elements of R[p,s],
s > p, are zeros. The R[p,p](x) are nondegenerate matrices, | detR[p,p](x)| >
ε > 0 for x ∈ ∂G.
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If in particular k = 1, then P(x,Dx) is the usual Dirichlet system of order
τ (see [7],[8],[9]).
Remark 2.3. The operator R from Definition 2.2 has an inverse R−1, which
is a matrix of differential operators of the same structure as R. The block
R−1[p,p](x) of R
−1(x,Dx) is the inverse matrix (R[p,p](x))−1, p = 1, . . . , τ . The
blocks R−1[p,s], s < p, of sizes Kp × Ks can be successively found from the
relations
R−1[p,s](x,Dx) = R
−1
[p,p](x)
p−1∑
ℓ=s
(−R[p,ℓ](x,Dx))R
−1
[ℓ,s](x,Dx).
The blocks R−1[p,s], s > p, consist of zeros.
Let
P(x,Dx) = R(x,Dx)D(x,Dx) (2.6)
be a Dirichlet system on ∂G. We set
T (x,Dx) = R
−1
∗ (x,Dx)N (x,Dx), (2.7)
where R−1∗ (x,Dx) is the formally adjoint differential operator to R
−1(x,Dx)
and N (x,Dx) is from the Green formula (2.5). Introduce m× k-matrices B
and Q such that
(Bq1, . . . ,Bqk) = (Tq1, . . . , Tqk), (Qq1, . . . ,Qqk) = (Pq1, . . . ,Pqk) (2.8)
for some numbers q, 1 ≤ q ≤ m, while
(Bq1, . . . ,Bqk) = (Pq1, . . . ,Pqk), (Qq1, . . . ,Qqk) = −(Tq1, . . . , Tqk) (2.9)
for the remaining rows of B and Q. Therefore,
(Nu,Dv)∂G − (Du,N v)∂G = (Nu,R
−1Pv)∂G − (R
−1Pu,N v)∂G
= (T u,Pv)∂G − (Pu, T v)G = (Bu,Qv)∂G − (Qu,Bv)∂G.
(2.10)
Since L is formally self-adjoint, the form (2.4) is symmetric (i.e. a(u, v) =
a(v, u)). From (2.5) we obtain
(Lu, v)G + (Nu,Dv)∂G = (u,Lv)G + (Du,N v)∂G. (2.11)
Together with (2.10) this leads to the Green formula (2.2).
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2.3 Limit operators
Let r, r = 1, . . . , N , be a fixed number. We write the superscript r at L,
R, and other operators if they are written in the coordinates (y, t) inside the
semicylinder Π
r
+. Let L
r = ‖Lrij‖ and let
Lrij(y, t, Dy, Dt) =
∑
|η|+µ≤τj+τh
ℓηµij (y, t)D
η
yD
µ
t . (2.12)
We set ψT (y, t) ≡ ψ(t − T ) for (y, t) ∈ Π
r
+, where ψ ∈ C
∞(R) is a cutoff
function such that ψ(t) = 0 for t < 1 and ψ(t) = 1 for t > 2.
Definition 2.4. We say that L is stabilizing in the semicylinder Πr+ if there
exist functions lηµhj of y ∈ Ω
r
(limit coefficients) such that
lim
T→+∞
‖ψT (ℓ
ηµ
ij − l
ηµ
ij );C
∞(Π
r
+)‖ = 0, |η|+ µ ≤ τi + τj , i, j = 1, . . . , k.
(2.13)
Definition 2.5. Let F(x,Dx) = ‖Fqj(x,Dx)‖ be an operator given on the
boundary ∂G. Write down Fqh in the local coordinates (y,t):
F rqj(y, t, Dy, Dt) =
∑
|α|+β≤ordFqj
fαβqj (y, t)D
α
yD
β
t .
We say that F is stabilizing in Πr+ if there exist functions f
αβ
qj of y ∈ ∂Ω
r
such that
lim
T→+∞
‖ψT (f
αβ
qj − f
αβ
qj );C
∞(∂Ωr × R+)‖ = 0
for |α|+β ≤ ordFqj and for all values of q and j; here R+ = {t ∈ R : t > 0}.
Since the coefficients of Drqj do not depend on t, the operator D(x,Dx)
from (2.3) is stabilizing in Π1+, . . . ,Π
N
+ . Assume that L is stabilizing in Π
r
+.
The stabilization ofN (x,Dx) in Πr+ is guaranteed by (2.13) (the coefficients of
N r(y, t, Dy, Dt) are expressed in terms of ℓ
ηµ
ij ; see Remark 2.1). Therefore an
operator B(x,Dx) constructed of the rows of N (x,Dx) and D(x,Dx) is stabi-
lizing in Πr as well; this caseR(x,Dx) ≡ I, see (2.6), (2.7) and (2.8), (2.9). In
the general case we assume the stabilization ofR(x,Dx) = ‖Rhq(x,Dx)‖mh,q=1.
Then the operator R−1 is stabilizing (see Remark 2.3), we get the stabiliza-
tion of the operators P, T , B, and Q.
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Let the elements Lrij(y,Dy, Dt) of the limit operator L
r = ‖Lrij‖ be given
by the right-hand side of (2.12) with ℓηµij replaced by l
ηµ
ij . Likewise, changing
the coefficients to the limit ones, we define the limit operators N r, Rr, Br
and etc. The relations P r = RrDr and T r = (Rr)−1∗ N
r are fulfilled, where
(Rr)−1∗ is formally adjoint to (R
r)−1. From (2.8) and (2.9) it follows that the
matrix Br and Qr consist of the rows of P r and T r. The Green formula
(Lru, v)Πr + (B
ru,Qrv)∂Πr = (u, L
rv)Πr + (Q
ru,Brv)∂Πr (2.14)
is valid in the cylinder Πr = Ωr × R, where u, v ∈ C∞c (Π
r
). We assume that
the limit problem
Lr(y,Dy, Dt)u(y, t) = F (y, t), (y, t) ∈ Π
r,
Br(y,Dy, Dt)u(y, t) = G(y, t), (y, t) ∈ ∂Π
r,
(2.15)
is elliptic.
Denote by W lγ(Π
r) the space with norm ‖eγ·;H l(Πr)‖, where H l(Πr) is
the Sobolev space, eγ : (y, t) 7→ exp(γt), and γ ∈ R. For l ≥ τ we set
Dlγ(Π
r) =
k∏
j=1
H l+τjγ (Π
r),
Rlγ(Π
r) =
k∏
i=1
H l−τiγ (Π
r)×
m∏
q=1
H l−τ−σq−1/2γ (∂Π
r)
(2.16)
with σq = ordB
r
qj − τ − τj , σq < 0. The map
Arγ = {L
r, Br} : Dℓγ(Π
r)→Rℓβ(Π
r) (2.17)
is continuous. We introduce the operator pencil
C ∋ λ 7→ Ar(λ) = {Lr(y,Dy, λ), B
r(y,Dy, λ)} (2.18)
in the domain Ωr. The spectrum of Ar is symmetric about the real line and
consists of normal eigenvalues. Any strip {λ ∈ C : | Imλ| ≤ h <∞} contains
at most finitely many points of the spectrum. Denote by λ−ν0, . . . , λν0 with
ν0 ≥ 0 all the real eigenvalues of Ar (if the number of real eigenvalues is
even, then λ0 is absent). We enumerate the nonreal eigenvalues so that
0 < Imλν0+1 ≤ Im λν0+2 ≤ . . . and λν = λ−ν , where ν = ν
0 + 1, ν0 + 2, . . . .
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Let {ϕ(0,j)ν , . . . , ϕ
(κjν−1,j)
ν ; j = 1, . . . , Jν := dim kerA
r(λν)} be a canonical
system of Jordan chains of the pencil Ar corresponding to λν , i.e. ϕ
(0,j)
ν is
an eigenvector and ϕ
(1,j)
ν , . . . , ϕ
(κjν−1,j)
ν are associated vectors (e.g., see [10]).
The functions
u(σ,j)ν (y, t) = exp(iλνt)
σ∑
ℓ=0
1
ℓ!
(it)ℓϕ(σ−ℓ,j)ν (y) (2.19)
with σ = 0, . . . ,κjν − 1 satisfy the homogeneous problem (2.15). We intro-
duce the form
qr(u, v) := (Lru, v)Πr + (B
ru,Qrv)∂Πr − (u, L
rv)Πr − (Q
ru,Brv)∂Πr . (2.20)
It is obvious that qr(u, v) = −qr(v, u) and qr(u, u) ∈ iR. The Green formula
(2.14) extends by continuity to the functions U ∈ Dlγ(Π
r) and V ∈ Dl−γ(Π
r),
therefore qr(U, V ) = 0.
Proposition 2.6 (see [3]). (i) Let χ ∈ C∞(R), χ(t) = 1 for t ≥ 2 and
χ(t) = 0 for t ≤ 1. One can choose Jordan chains {ϕ(σ,j)ν } to satisfy the
following conditions:
qr(χu(σ,j)ν , χu
(τ,p)
µ ) = iδ−ν,µδj,pδκjν−1−σ,τ , |ν| > ν0, |µ| > ν0, (2.21)
qr(χu(σ,j)ν , χu
(τ,p)
µ ) = ±iδν,µδj,pδκjν−1−σ,τ , |ν| ≤ ν0, |µ| ≤ ν0, (2.22)
qr(χu(σ,j)ν , χu
(τ,p)
µ ) = 0, |ν| ≤ ν0, |µ| > ν0, (2.23)
where the functions u
(σ,j)
ν are given in (2.19). In (2.22) the sign depends
on ν and j (and cannot be taken arbitrarily). The equality (2.23) remains
true for arbitrary choice of Jordan chains and for any superscripts. The
conditions (2.21) – (2.23) do not depend on the choice of χ.
(ii) The map (2.17) is an isomorphism if and only if the line R+ iγ = {λ ∈
C : Imλ = γ} is free of the spectrum of the pencil Ar.
Let γ ≥ 0. Denote by Wγ(Πr) the linear span of the functions {u
(σ,j)
ν :
| Imλ| ≤ γ}. It is known (see [3]) that the total algebraic multiplicity of all
the eigenvalues of the pencil Ar in the strip {λ ∈ C : | Imλ| ≤ γ } is even for
any γ ≥ 0; we denote the multiplicity by 2M r(≡ 2M rγ ). There is a basis
u+1 , . . . , u
+
Mr , u
−
1 , . . . , u
−
Mr (2.24)
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in the space Wγ(Πr) obeying
qr(χu±j , χu
±
h ) = ∓iδj,h, q
r(χu±j , χu
∓
h ) = 0, j, h = 1, . . . ,M
r, (2.25)
(see [3],[11]); here χ is the cut-off function from Proposition 2.6. One can
consider the cylinder Πr as a generalized waveguide. The space Wγ(Πr) is
called the space of waves. The quantity iqr(χu, χu) represents the energy
flow transferred by the wave u ∈ Wγ(Πr) through the cross-section Ωr of
the cylinder Πr. Thus u+1 , . . . , u
+
Mr are incoming waves and u
−
1 , . . . , u
−
Mr are
outgoing waves for the problem (2.15).
The following proposition is a variant of Proposition 3.1.4 and Theorem
3.2.1 from [3].
Proposition 2.7. Assume that γ > 0, the line R+iγ is free of the spectrum of
the pencil Ar, and {F,G} ∈ Rlγ(Π
r)∩Rl−γ(Π
r). Then a solution u ∈ Dℓ−γ(Π
r)
to the problem (2.15) admits the representation
u =
Mr∑
j=1
{aj(F,G)u
+
j + bj(F,G)u
−
j }+ v, (2.26)
where the functions u±j form a basis in Wγ(Π
r) and satisfy (2.25), v is a
solution to the problem (2.15) in Dlγ(Π
r). The functionals a1, . . . , aMr and
b1, . . . , bMr are continuous on Rlγ(Π
r) ∩Rl−γ(Π
r) and
aj(F,G) = i(F, u
+
j )Πr + i(G,Q
ru+j )∂Πr ,
bj(F,G) = −i(F, u
−
j )Πr − i(G,Q
ru−j )∂Πr ,
(2.27)
where Qr is the same as in the Green formula (2.5).
3 The structure of solutions to the problem
(2.1)
3.1 Construction of a model problem in Πr
In this subsection we construct a differential operator {LrT ,B
r
T} in Π
r such
that the following conditions are satisfied: (i) {LrT ,B
r
T} coincides with {L,B}
on the set {(y, t) ∈ Π
r
: t > T + 3}; (ii) {LrT ,B
r
T} coincides with {L
r, Br}
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on the set {(y, t) ∈ Π
r
: t < T}; (iii) the norm ‖∆rT ;D
l
γ(Π
r) → Rlγ(Π
r)‖ of
the operator
∆rT = {L
r, Br} − {LrT ,B
r
T} (3.1)
tends to zero as T → +∞; (iv) for u, v ∈ C∞c (Π
r
) and sufficiently large T
the self-adjoint Green Formula
(LrTu, v)Πr + (B
r
Tu,Q
r
Tv)∂Πr = (u,L
r
Tv)Πr + (Q
r
Tu,B
r
Tv)∂Πr (3.2)
holds with some m× k-matrix QrT of differential operators.
Recall that ψT (y, t) is a cutoff function, ψT (y, t) ≡ ψ(t − T ) for (y, t) ∈
Π
r
+, where ψ ∈ C
∞(R), ψ(t) = 0 for t < 1 and ψ(t) = 1 for t > 2. Let
LrT = L
r − ψT (L
r − L)ψT , where the operator ψTLψT is extended from Π
r
+
to the whole cylinder Π
r
by zero. First we find a Dirichlet system PrT and an
operator TrT such that
(LrTu, v)Πr + (P
r
Tu,T
r
Tv)∂Πr = (u,L
r
Tv)Πr + (T
r
Tu,P
r
Tv)∂Πr (3.3)
for u, v ∈ C∞c (Π
r
). Then we compose BrT and Q
r
T from the rows of P
r
T and
TrT (by analogy with (2.8), (2.9 )) and derive (3.2) from (3.3).
Denote NrT = N
r − ψT (N
r − N )ψT and D
r
T = D
r − ψT (D
r − D)ΨT
(the operators ψTNψT and ψTDψT are extended to Π
r
by zero). It is clear
that DrT ≡ D
r and DrT is the Dirichlet system on ∂Π
r. Since Dr consists of
normal derivatives, we have [Dr, ψT ] = 0 on ∂Πr; here [a, b] = ab− ba. Thus,
substituting ψTu and ψTv for u and v in (2.11), we obtain
(ψTLψTu, v)Πr+(ψTNψTu,D
rv)∂Πr
= (u, ψTLψTv)Πr + (D
ru, ψTNψTv)∂Πr .
(3.4)
By the same arguments from
(Lru, v)Πr + (N
ru,Drv)∂Πr = (u, L
rv)Πr + (D
ru,N rv)∂Πr (3.5)
we get
(ψTL
rψTu, v)Πr+(ψTN
rψTu,D
rv)∂Πr
= (u, ψTL
rψTv)Πr + (D
ru, ψTN
rψT v)∂Πr .
(3.6)
Adding (3.4) and (3.5) and subtracting (3.6), we arrive at the formula
(LrTu, v)Πr + (N
r
Tu,D
r
Tv)∂Πr = (u,L
rv)Πr + (D
r
Tu,N
r
Tv)∂Πr . (3.7)
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Recall that P = RD and P r = RrDr. For sufficiently large T we put
RrT = R
r + ψT (R− Rr)ψT . Due to the stabilization of R in Πr+, the matrix
PrT ≡ R
r
TD
r is a Dirichlet system on ∂Πr, and there exists a differential
operator (RrT )
−1 such that (RrT )
−1RrT = R
r
T (R
r
T )
−1 = I; see Remark 2.3. Let
TrT = (R
r
T )
−1
∗ N
r
T . We have
(NrTu,D
r
Tv)∂Πr − (D
r
Tu,N
r
Tv)∂Πr
= ((RrT )
−1
∗ N
r
Tu,R
r
TD
r
Tv)∂Πr − (R
r
TD
r
Tu, (R
r
T )
−1
∗ N
r
Tv)∂Πr
= (TrTu,P
r
Tv)∂Πr − (P
r
Tu,T
r
Tv)∂Πr .
Together with (3.7) this implies (3.3). Composing the matrices BrT and Q
r
T
from the rows of PrT and T
r
T by the same rule as in (2.8) and (2.9), we obtain
the Green formula (3.2).
By the construction of {LrT ,B
r
T} the conditions (i), (ii), and (iv) given
in the beginning of this subsection are satisfied. Due to the stabilization of
L(x,Dx) and R(x,Dx) in Πr+ we have
lim
T→+∞
‖∆rT ;D
l
γ(Π
r)→Rlγ(Π
r)‖ = 0 (3.8)
for all γ ∈ R, condition (iii) is fulfilled.
In the cylinder Πr we consider the model problem
LrT (y, t, Dy, Dt)u(y, t) = F(y, t), (y, t) ∈ Π
r,
BrT (y, t, Dy, Dt)u(y, t) = G(y, t), (y, t) ∈ ∂Π
r.
(3.9)
3.2 The structure of solutions to the model problem (3.9)
Taking into account (3.8) and the invertibility of the limit operator (2.17)
(see Proposition 2.6), we get the following assertion.
Proposition 3.1. Let the operators L(x,Dx) and R(x,Dx) stabilize in Πr+
and let the line R+ iγ contain no eigenvalues of the pencil Ar. Assume that
T is sufficiently large. Then the operator
{LrT ,B
r
T} : D
ℓ
γ(Π
r)→ Rℓγ(Π
r)
of the problem (3.9) implements an isomorphism.
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We now introduce functions z±j , which play the same role for the prob-
lem (3.9) as the waves u±j play for the limit problem (2.15). Suppose that
the assumptions of Proposition 3.1 are fulfilled. We set
z±j = u
±
j +
∞∑
q=1
((Ar−γ)
−1∆rT )
qu±j , j = 1, . . . ,M
r, (3.10)
where the waves {u±j : j = 1, . . . ,M
r} form a basis in Wγ(Πr) obeying
(2.25). (Recall that 2M r(≡ 2M r(γ)) is the total algebraic multiplicity of all
the eigenvalues of the pencil Ar in the strip {λ ∈ C : | Imλ| ≤ γ}.)
Let us discuss the equality (3.10). Note that ψT−2u
±
j ∈ D
l
−γ(Π
r) and
∆rTu
±
j = ∆
r
TψT−2u
±
j with the same cutoff function ψT as in the previous
section. By virtue of (3.8) the norm of operator (Ar−γ)
−1∆rT : D
l
−γ(Π
r) →
Dl−γ(Π
r) is small; (Ar−γ)
−1 is bounded because the spectrum of Ar is symmet-
ric about the real axis, see Proposition 2.6, (ii). The series
∑∞
q=1((A
r
−γ)
−1∆rT )
qu±j
converges in the norm of Dl−γ(Π
r). Consequently,
z±j = u
±
j mod D
l
−γ(Π
r). (3.11)
Proposition 3.2. Let the assumptions of Proposition 3.1 be fulfilled. Then
the functions
z+1 , . . . , z
+
Mr , z
−
1 , . . . , z
−
Mr (3.12)
defined by (3.10) are linearly independent modulo Dl−γ(Π
r) solutions to the
homogeneous problem (3.9).
Proof. It is easy to see that the functions u
(σ,j)
ν forming the linear span
Wγ(Πr) are linearly independent modulo Dl−γ(Π
r); see (2.19). Thus the
elements of the basis u+1 , . . . , u
+
Mr , u
−
1 , . . . , u
−
Mr in Wγ(Π
r) are linearly inde-
pendent modulo Dl−γ(Π
r). Together with the relations (3.11) this implies the
linear independence of z±j , j = 1, . . . ,M
r, modulo Dl−γ(Π
r).
Let us show that z±j satisfy the homogeneous problem (3.9). Consider
the equation
{LrT ,B
r
T}w = ∆
r
Tu
±
j . (3.13)
The inclusion ∆rTu
±
j ∈ R
l
−γ(Π
r) holds for j = 1, . . . ,M r. The line R− iγ is
free of the spectrum of Ar (because the spectrum of Ar is symmetric about the
real line). By Proposition 3.1 there exists a unique solution w ∈ Dl−γ(Π
r) to
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the problem (3.13). Multiplying (3.13) from left by (Ar−γ)
−1 and using (3.1),
we get
(I − (Ar−γ)
−1∆rT )w = (A
r
−γ)
−1∆rTu
±
j .
Thanks to (3.8) the operator I − (Ar−γ)
−1∆rT is invertible. We write (I −
(Ar−γ)
−1∆rT )
−1 as the Neumann series and obtain
w =
(
I − (Ar−γ)
−1∆rT
)−1
(Ar−γ)
−1∆rTu
±
j =
∞∑
q=1
((Ar−γ)
−1∆rT )
qu±j .
Keeping in mind that {Lr, Br}u±j = 0 and (3.1), we deduce from (3.13) that
{LrT ,B
r
T}(w + u
±
j ) = 0. It remains to note that z
±
j ≡ w + u
±
j .
Introduce the form
prT (u, v) = (L
r
Tu,v)Πr + (B
r
Tu,Q
r
Tv)∂Πr
− (u,LrTv)Πr − (Q
r
Tu,B
r
Tv)∂Πr .
(3.14)
It is easy to see that prT (u, v) = 0 for u ∈ D
l
−γ(Π
r) and v ∈ Dlγ(Π
r) (indeed,
for such functions the Green formula (3.2) is fulfilled).
Proposition 3.3. Let the assumptions of Proposition 3.1 be fulfilled. Then
the functions (3.12) satisfy the conditions
prT (χz
±
h , χz
±
j ) = ∓iδh,j , p
r
T (χz
±
h , χz
∓
j ) = 0, h, j = 1, . . . ,M
r, (3.15)
where χ ∈ C∞(R), χ(t) = 1 for t ≥ 2 and χ(t) = 0 for t ≤ 1.The equali-
ties (3.15) do not depend on the choice of χ.
Proof. Since the waves u±j satisfy the homogeneous problem (2.15), we have
qr(u±h , u
±
j ) = 0 and
−qr(χu±h , u
±
j ) = q
r((1− χ)u±h , u
±
j ), (3.16)
where qr is from (2.20). Note that operator {Lr, Br} coincide with {LrT ,B
r
T}
on the support of (1− χ)u±h . This allows us to write (3.16) in the form
−qr(χu±h , u
±
j ) = p
r
T ((1− χ)u
±
h , u
±
j ). (3.17)
Due to (3.11) and χu±h ∈ D
l
γ(Π
r) the Green formula (3.2) is valid on the pairs
{u, v} = {(1− χ)(z±h − u
±
h ), z
±
j },
{u, v} = {(1− χ)(z±h − u
±
h ), z
±
j − u
±
j },
{u, v} = {(1− χ)z±h , z
±
j − u
±
j }.
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Thus prT (u, v) = 0 on the same pairs, and
prT ((1− χ)u
±
h , u
±
j ) = p
r
T ((1− χ)z
±
h , z
±
j ). (3.18)
Thanks to Proposition 3.2 we have prT (z
±
h , z
±
j ) = 0. Therefore, from (3.17)
and (3.18) we get
−qr(χu±h , u
±
j ) = −p
r
T (χz
±
h , z
±
j ).
Finally we obtain
qr(χu±h , χu
±
j ) = q
r(χu±h , u
±
j ) = p
r
T (χz
±
h , z
±
j ) = p
r
T (χz
±
h , χz
±
j ).
To establish the first equality in (3.15) it remains to use (2.25). In a similar
way one can prove the second equality in (3.15).
The first assertion of the following theorem is a variant of Theorem 6.2
from [1]; see also [2, Theorem 8.5.7].
Theorem 3.4. Assume that the operators L and R stabilize in Πr. Let γ > 0
and let the line R + iγ be free of the spectrum of the pencil Ar. Then for
sufficiently large T the following assertions hold.
(i) A solution u ∈ Dl−γ(Π
r) to the problem (3.9) with right-hand side {F,G} ∈
Rlγ(Π
r) ∩Rl−γ(Π
r) admits the representation
u =
Mr∑
j=1
{aj(F,G) z
+
j + bj(F,G) z
−
j }+ v, (3.19)
where v is a solution to the same problem in Dlγ(Π
r), the waves z±j are defined
by (3.10), and 2M r is the total algebraic multiplicity of the eigenvalues of the
pencil Ar in the strip {λ ∈ C : | Im | < γ}.
(ii) The functionals a1, . . . , aMr and b1, . . . , bMr are continuous on Rlγ(Π
r)∩
Rl−γ(Π
r) and
aj(F,G) = i(F, z
+
j )Πr + i(G,Q
r
T z
+
j )∂Πr ,
bj(F,G) = −i(F, z
−
j )Πr − i(G,Q
r
T z
−
j )∂Πr ,
(3.20)
where QrT is the same as in the Green formula (3.2).
Proof. (i) Since the spectrum of Ar is symmetric about the real line, the
conditions of theorem guaranty that the line R− iγ is free of the spectrum.
From the second assertion of Proposition 2.6 and (3.8) it follows that
‖(Arγ)
−1∆rT ;D
ℓ
γ(Π
r)→ Dℓγ(Π
r)‖ < 1,
‖(Ar−γ)
−1∆rT ;D
ℓ
−γ(Π
r)→ Dℓ−γ(Π
r)‖ < 1.
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Solutions u ∈ Dℓ−γ(Π
r) and v ∈ Dℓγ(Π
r) to the problem (3.9) satisfy the
equations
u = (Ar−γ)
−1∆rTu+ (A
r
−γ)
−1{F,G}, v = (Arγ)
−1∆rTv + (A
r
γ)
−1{F,G},
where ∆rT is from (3.1). Let us solve this equations by the method of succes-
sive approximations. We set
un+1 = (A
r
−γ)
−1∆rTun + u0, u0 = (A
r
−γ)
−1{F,G},
vn+1 = (A
r
γ)
−1∆rT vn + v0, v0 = (A
r
γ)
−1{F,G}.
By Proposition 2.7 we have
u0 = i
Mr∑
j=1
{aj(F,G)u
+
j + bj(F,G)u
−
j }+ v0. (3.21)
Let us write the formulas (2.27) for aj(F,G) and bj(F,G) in the form
aj(F,G) = iq
r(v0, u
+
j ), bj(F,G) = −iq
r(v0, u
−
j ),
where qr is from (2.20). We prove by induction that
un = vn + i
Mr∑
j=1
n∑
m=0
((Ar−γ)
−1∆rT )
m{qr(vn−m,u
+
j )u
+
j
− qr(vn−m, u
−
j )u
−
j }.
(3.22)
If n = 0 then (3.22) coincides with (3.21). We suppose that (3.22) holds for
n and show that it remains valid for n + 1. From (3.22) we get
(Ar−γ)
−1∆rTun = (A
r
−γ)
−1∆rTvn
+ i
Mr∑
j=1
n∑
m=0
((Ar−γ)
−1∆rT )
m+1{qr(vn−m, u
+
j )u
+
j − q
r(vn−m, u
−
j )u
−
j }.
(3.23)
Using Proposition 2.7, we represent (Ar−γ)
−1∆rTvn in the form
(Ar−γ)
−1∆rTvn = (A
r
γ)
−1∆rTvn
+ i
Mr∑
j=1
{
qr
(
(Ar−γ)
−1∆rTvn, u
+
j
)
u+j − q
r
(
(Arγ)
−1∆rTvn, u
−
j
)
u−j
}
.
(3.24)
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Taking into account (3.21), (3.24) and the formulas for un+1 and vn+1, we pass
from (3.23) to the equality (3.22) with n replaced by n+1. The formula (3.22)
is proved.
Substituting vn−m =
∑n−m
h=0 ((A
r
γ)
−1∆rT )
hv0 into (3.22) we obtain
un = vn + i
Mr∑
j=1
n∑
m=0
((Ar−γ)
−1∆rT )
m
{
qr
(n−m∑
h=0
((Arγ)
−1∆rT )
hv0, u
+
j
)
u+j
− qr
(n−m∑
h=0
((Arγ)
−1∆rT )
hv0, u
−
j
)
u−j
}
.
(3.25)
The series
∑∞
h=0((A
r
γ)
−1∆rT )
hv0 converges in the norm of Dℓγ(Π
r), moreover,
{Lr, Br}
∑∞
h=0((A
r
γ)
−1∆rT )
hv0 ∈ R
ℓ
γ(Π
r) ∩ Rℓ−γ(Π
r). Using the argument
given after (3.10), we justify the passage to the limit in (3.25) as n→∞. As
a result we get the representation (3.19), where the functions u ∈ Dℓ−γ(Π
r)
and v ∈ Dℓγ(Π
r) satisfy the problem (3.9), and
aj(F,G) = iq
r
( ∞∑
h=0
((Arγ)
−1∆rT )
hv0, u
+
j ),
bj(F,G) = −iq
r
( ∞∑
h=0
((Arγ)
−1∆rT )
hv0, u
−
j ).
The assertion (i) is proved.
Let us establish the formulas (3.20). Due to Proposition 3.2 we have
(F, z±j )Πr + (G,Q
r
T z
±
j )∂Πr = p
r
T (u, z
±
j ), (3.26)
where u is the same as in (3.19). Let χ ∈ C∞(R), χ(t) = 1 for t ≥ 2 and
χ(t) = 0 for t ≤ 1. From (3.11) and (1 − χ)u±j ∈ D
l
γ(Π
r) we obtain (1 −
χ)z±j ∈ D
l
γ(Π
r). Then the inclusion u ∈ Dlγ(Π
r) implies prT (u, (1−χ)z
±
j ) = 0.
Together with (3.19) this allows us to write (3.26) in the form
(F,z±j )Πr + (G,Q
r
T z
±
j )∂Πr
= prT (
Mr∑
h=1
{ah(F,G) z
+
h + bh(F,G) z
−
h }+ v, χz
±
j ).
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Note that prT (v, χz
±
j ) = 0 as far as v ∈ D
l
γ(Π
r) and χz±j ∈ D
l
−γ(Π
r);
see (3.11). Finally we have
(F,z±j )Πr + (G,Q
r
T z
±
j )∂Πr
= −prT (
Mr∑
h=1
{ah(F,G) z
+
h + bh(F,G) z
−
h }, χz
±
j )
= −prT (
Mr∑
h=1
{ah(F,G)χz
+
h + bh(F,G)χz
−
h }, χz
±
j ).
By applying Proposition 3.3, we complete the proof.
Theorem 3.4 does not allow us to write a structure of u ∈ Dlβ(Π
r) with a
remainder v ∈ Dlγ(Π
r) if β 6= −γ. Further we correct this trouble.
Let αν , ν ∈ Z, be numbers such that every strip αν ≤ Imλ < Imλν is
free of the spectrum of Ar. For sufficiently large T we set
w(σ,j)ν = u
(σ,j)
ν +
∞∑
q=1
((Arαν )
−1∆rT )
qu(σ,j)ν , (3.27)
where the functions u
(σ,j)
ν are given in (2.19) and satisfy the conditions (2.21)–
(2.23). Repeating the arguments form the proof of Proposition 3.2 one can
show that w
(σ,j)
ν solves the homogenous model problem (3.9). The func-
tions w
(σ,j)
ν do not depend on the choice of αν ; indeed, (A
r
α)
−1{F,G} =
(Arβ)
−1{F,G} provided that the strip α ≤ Imλ ≤ β is free of the spectrum
of the pencil Ar and {F,G} ∈ Rlα(Π
r) ∩ Rlβ(Π
r) (see e.g. [3, Proposition
3.1.4]). From the relations w
(σ,j)
ν = u
(σ,j)
ν mod Dlαν (Π
r) and the formulas
(2.19) it follows the linear independence of functions w
(σ,j)
ν .
Lemma 3.5. Let the assumptions of Theorem 3.4 be fulfilled and let λ−M , . . . , λM
be all eigenvalues of Ar from the strip −γ < Im λ < γ. Then for sufficiently
large T the relations
w(τ,p)µ =
M∑
ν=1
{a(τ,p)µ,ν z
+
ν + b
(τ,p)
µ,ν z
−
ν }, (3.28)
hold with the coefficients
a(τ,p)µ,ν = ip
r
T (χw
(τ,p)
µ , χz
+
ν ), b
(τ,p)
µ,ν = −ip
r
T (χw
(τ,p)
µ , χz
−
ν ), (3.29)
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where µ = −M, . . . ,M , p = 1, . . . , Jµ, and τ = 0, . . . ,κpµ − 1; χ ∈ C∞(R),
χ(t) = 1 for t > 2 and χ(t) = 0 for t < 1.
Proof. Since w
(τ,p)
µ ∈ Dlαµ(Π
r), where γ > αµ ≥ −γ, we have χw
(τ,p)
µ ∈
Dl−γ(Π
r) and (χ−1)w(τ,p)µ ∈ Dlγ(Π
r). We put {F,G} = −{LrT ,B
r
T}χw
(τ,p)
µ . It
is clear that {F,G} ∈ Rlγ(Π
r)∩Rl−γ(Π
r) and {LrT ,B
r
T}(1−χ)w
(τ,p)
µ = {F,G}.
By Proposition 3.1 and Theorem 3.4 we have
(1− χ)w(τ,p)µ =
M∑
ν=1
{a(τ,p)µ,ν z
+
ν + b
(τ,p)
µ,ν z
−
ν } − χw
(τ,p)
µ .
This leads to (3.28). The equalities (3.29) are readily apparent from (3.28)
and Proposition 3.3.
Proposition 3.6. Let χ ∈ C∞(R), χ(t) = 1 for t ≥ 2 and χ(t) = 0 for
t ≤ 1. The functions w(σ,ν)ν given in (3.27) satisfy the following conditions:
prT (χw
(σ,j)
ν , χw
(τ,p)
µ ) = iδ−ν,µδj,pδκjν−1−σ,τ , |ν| > ν0, |µ| > ν0, (3.30)
prT (χw
(σ,j)
ν , χw
(τ,p)
µ ) = ±iδν,µδj,pδκjν−1−σ,τ , |ν| ≤ ν0, |µ| ≤ ν0, (3.31)
prT (χw
(σ,j)
ν , χw
(τ,p)
µ ) = 0, |ν| ≤ ν0, |µ| > ν0. (3.32)
In (3.31) the sign depends on ν and j and coincides with the sign in (2.22).
The conditions (3.30) – (3.32) do not depend on the choice of χ.
Proof. First we prove that prT (χw
(σ,j)
ν , χw
(τ,p)
µ ) = 0 if Im(λν + λµ) 6= 0.
Let Im(λν + λµ) > 0. In this case one can choose αν and αµ (see (3.27))
such that αν + αµ > 0. Then for the functions u := χw
(σ,j)
ν ∈ Dlαν (Π
r)
and v := χw
(τ,p)
µ ∈ Dlαµ(Π
r) the Green formula (3.2) holds. This implies
prT (χw
(σ,j)
ν , χw
(τ,p)
µ ) = 0.
Let us consider the case Im(λν+λµ) < 0. One can choose βν and βµ such
that βν > Imλν , βµ > Im λµ, and βν+βµ < 0. Then (1−χ)w
(σ,j)
ν ∈ Dlβν (Π
r),
(1− χ)w(τ,p)µ ∈ Dlβµ(Π
r) and for u := (1− χ)w(σ,j)ν and v := (1− χ)w
(τ,p)
µ the
Green formula (3.2) holds. This implies prT ((1 − χ)w
(σ,j)
ν , (1 − χ)w
(τ,p)
µ ) = 0.
Since the Green formula (3.2) holds for u, v ∈ C∞c (G) and p
r
T (w
(σ,j)
ν , w
(τ,p)
µ ) =
0, we get
prT ((1−χ)w
(σ,j)
ν , (1−χ)w
(τ,p)
µ ) = p
r
T ((1−χ)w
(σ,j)
ν , w
(τ,p)
µ ) = −p
r
T (χw
(σ,j)
ν , χw
(τ,p)
µ ).
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Thus prT (χw
(σ,j)
ν , χw
(τ,p)
µ ) = 0 if Im(λν + λµ) 6= 0.
Let Im(λν + λµ) = 0. Without loss of generality we can assume that
Imλν ≥ 0. Then αµ < − Im λν ≤ 0. We set {F,G} = {Lr, Br}(1− χ)w
(σ,j)
ν .
It is clear that {Lr, Br}(1− χ)w(σ,j)ν = {LrT ,B
r
T}(1− χ)w
(σ,j)
ν ∈ Rl−αµ(Π
r) ∩
Rlαµ(Π
r). Write down the asymptotic of the solution (1−χ)w(σ,j)ν ∈ Dl−αµ(Π
r)
to the problem {Lr, Br}u = {F,G}. We have
(1− χ)w(σ,j)ν =
M∑
h=−M
Jh∑
s=1
κsh−1∑
δ=0
c
(δ,s)
h u
(δ,s)
h mod D
l
αµ(Π
r),
where 2M stands for the total algebraic multiplicity of all eigenvalues of Ar
in the strip −αµ > Imλ > αµ; see e.g. [3, Proposition 3.1.4]. Note that
c
(σ,j)
ν = 1 because of the inclusion (w
(σ,j)
ν − u
(σ,j)
ν ) ∈ Dlαν (Π
r). Therefore,
−prT (χw
(σ,j)
ν , χw
(τ,p)
µ ) = p
r
T ((1− χ)w
(σ,j)
ν , (1− χ)w
(τ,p)
µ )
= qr((1− χ)w(σ,j)ν , (1− χ)w
(τ,p)
µ ) = q
r(
M∑
h=−M
Jh∑
s=1
κsh−1∑
δ=0
c
(δ,s)
h u
(δ,s)
h , (1− χ)u
(τ,p)
µ )
= −qr(
M∑
h=−M
Jh∑
s=1
κsh−1∑
δ=0
c
(δ,s)
h χu
(δ,s)
h , χu
(τ,p)
µ )
(in the next-to-last equality we used that qr(u, v) = 0 for u ∈ Dl−αµ(Π
r) and
v ∈ Dlαµ(Π
r)). Taking into account the equality c
(σ,j)
ν = 1 and the relations
(2.21)–(2.23), we complete the proof.
Theorem 3.7. Assume that L and R stabilize in Πr+. We also suppose that
β > α and the lines R + iα and R+ iβ contain no eigenvalues of the pencil
Ar. Let λK , . . . , λM be all eigenvalues of A
r from the strip α < Imλ < β
and {F,G} ∈ Rlα(Π
r) ∩ Rlβ(Π
r). Then for sufficiently large T the following
assertions hold.
(i) A solution u ∈ Dlα(Π
r) to the model problem (3.9) admits the representa-
tion
u =
M∑
ν=K
Jν∑
j=1
κjν−1∑
σ=0
d(σ,j)ν (F,G)w
(σ,j)
ν + v, (3.33)
where v is a solution to the same problem in Dlβ(Π
r).
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(ii) The coefficients d
(σ,j)
ν (F,G) in (3.33) can be found by the formulas
d(σ,j)ν (F,G) = i{(F,w
(κjν−σ−1,j)
−ν )Πr
+ (G,QrTw
(κjν−σ−1,j)
−ν )∂Πr}, |ν| > ν0,
(3.34)
and
d(σ,j)ν (F,G) = ±i{(F,w
(κjν−σ−1,j)
ν )Πr
+ (G,QrTw
(κjν−σ−1,j)
ν )∂Πr}, |ν| ≤ ν0.
(3.35)
The sign in (3.35) is the same as in (2.22).
Proof. Let γ = max{−α, β}. We again use the cut-off function χ ∈ Cc∞(G),
χ(t) = 1 for t ≥ 2 and χ(t) = 0 for t ≤ 1.
Let us first consider the case γ = −α. Let v ∈ Dlβ(Π
r) satisfy the model
problem (3.9). We set {F,G} := {LrT ,B
r
T}(1−χ)v ∈ R
l
−γ(Π
r)∩Rlγ(Π
r). By
Theorem 3.4 we have
y =
−K∑
j=1
{ajz
+
j + bjz
−
j }+ (1− χ)v, (3.36)
where y ∈ Dl−γ(Π
r). Due to the linear independence of w
(σ,j)
ν and (3.28) the
waves z±ν can be expressed in terms of w
(σ,j)
ν . From (3.36) we get
u = y + χv =
−K∑
j=1
{ajz
+
j + bjz
−
j }+ v =
−K∑
ν=K
Jν∑
j=1
κjν−1∑
σ=0
d(σ,j)ν (F,G)w
(σ,j)
ν + v,
(3.37)
where u = (χv + y) ∈ Dlα(Π
r). Since (1 − χ)(u − v) ∈ Dlβ(Π
r) and the
function (1−χ)w(σ,j)ν is in Dlβ(Π
r) only if ν ≥ K, we have d(σ,j)ν (F,G) = 0 for
ν =M +1, . . . ,−K. In the case −α ≥ β the representation (3.33) is proved.
Consider the case −α < β. Then γ = β. Applying Theorem 3.4, we get
the representation
χu =
M∑
j=1
{ajz
+
j + bjz
−
j }+ y, y ∈ D
l
γ(Π
r),
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for the solution χu ∈ Dl−γ(Π
r) to the model problem (3.9) with right-hand
side {F,G} := {LrT ,B
r
T}χu ∈ R
l
−γ(Π
r) ∩Rlγ(Π
r). Therefore,
u =
M∑
ν=−M
Jν∑
j=1
κjν−1∑
σ=0
d(σ,j)ν (F,G)w
(σ,j)
ν + v,
where v = (y+(1−χ)u) ∈ Dlβ(Π
r). Owing to the inclusion χ(u−v) ∈ Dlα(Π
r),
we have d
(σ,j)
ν (F,G) = 0 for ν = −M, . . . , K − 1. The assertion (i) of the
theorem is proved.
Using Proposition 3.6 and the representation (3.33) one can prove the
formulas (3.34) and (3.35) for the coefficients; see the proof of (3.20) in
Theorem 3.4.
3.3 The structure of solutions to the problem (2.1)
Let us define the spaces Dℓγ(G) and R
ℓ
γ(G) by the equalities (2.16) with Π
r
replaced by G; the space Wγ(G) is endowed with the norm ‖eγ·;Hℓ(G)‖,
where eγ is smooth positive function in G such that eγ(y
r, tr) = exp γtr for
(yr, tr) ∈ Π¯r.
Assume that the operators L(x,Dx) andR(x,Dx) stabilize in Π1+, . . . ,Π
N
+ .
As was shown the stabilization in Πr+ implies (3.8). Thus the operator
A(γ) = {L,B} : Dℓγ(G)→R
ℓ
γ(G) (3.38)
of the problem (2.1) is continuous.
Proposition 3.1 and the well known results of the local theory of elliptic
boundary value problems enable one to prove the following proposition in
the standard way. The proof is omitted.
Proposition 3.8. Let the operators L(x,Dx) andR(x,Dx) stabilize in Π1+, . . . ,Π
N
+
and let the line R+ iγ be free of the spectrum of the pencils A1, . . . ,AN . As-
sume that T is sufficiently large. Then the operator (3.38) of the problem
(2.1) is Fredholm.
Let us introduce the space of wavesWγ(G). Suppose that the assumptions
of Proposition (3.8) are fulfilled. We extend the functions χz±j , j = 1, . . . ,M
r,
from the semicylinder Πr+ to the domain G by zero and set
v±h := χz
±
j , h = j +
r−1∑
p=1
Mp, j = 1, . . . ,M r, r = 1, . . . , N ; (3.39)
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here z±j are defined by (3.10), the cut-off function χ is the same as in Propo-
sition 3.3. Let Wγ(G) be the space spanned by functions of the form v
±
h + v,
where v is a function in Dℓγ(G), and h = 1, . . . ,M , M =
∑N
r=1M
r. It is clear
that Wγ(G) ⊂ Dℓ−γ(Π
r). Note that the elements of Wγ(G) do not necessary
satisfy the homogeneous problem (2.1).
Denote
q(u, v) = (Lu, v)G + (Bu,Qv)∂G − (u,Lv)G − (Qu,Bv)∂G. (3.40)
The quantity iq(u, u) represents the total energy flow transferred by the
wave u ∈ Wγ(G) through the infinitely distant cross-sections Ω1, . . . ,ΩN of
the cylindrical ends of the domain G. It is easy to see that iq(u, u) = 0 for
an exponentially decreasing function u ∈ Dlε(G), ε > 0.
Lemma 3.9. Under the circumstances of Proposition 3.8 the waves v±j , j =
1, . . . ,M , given by (3.39) satisfy the conditions
q(v±h , v
±
j ) = ∓iδh,j , q(v
±
h , v
∓
j ) = 0, j, h = 1, . . . ,M. (3.41)
Thus v+1 , . . . , v
+
M are incoming waves and v
−
1 , . . . , v
−
M are outgoing waves for
the problem (2.1).
Proof. By Proposition 3.3 the conditions (3.15) are valid. Due to the
Green formula (3.2) we can replace in (3.15) the cut-off function χ by a
cut-off function ζT ∈ C∞(R), ζT (t) = 1 for t > 3T and ζT (t) = 0 for
t < 2T . Recall that the operator {L,B} coincides with {LrT ,B
r
T} on the set
{(yr, tr) ∈ Π
r
: tr > T + 3}; see section 3.1. If v±j and v
±
h are related to
different semicylinders Πr+ and Π
s
+ then those supports do not overlap. We
have
q(ζTv
±
h , ζTv
±
j ) = ∓iδh,j , q(ζTv
±
h , ζTv
∓
j ) = 0, j, h = 1, . . . ,M.
Owing to the Green formula (2.5) the cut-off function ζT can be omitted.
Theorem 3.10. Let L(x,Dx) and R(x,Dx) stabilize in Π1+, . . . ,Π
N
+ and let
the line R + iγ be free of the spectrum of the pencils A1, . . . ,AN . Then for
a solution u ∈ Dℓ−γ(G) to the problem (2.1) with right-hand side {F ,G} ∈
Rℓγ(G) the inclusion
u−
M∑
j=1
{ajv
+
j + bjv
−
j } ∈ D
ℓ
γ(G) (3.42)
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holds. Here
aj = iq(u, v
+
j ), bj = −iq(u, v
−
j ), j = 1, . . . ,M, (3.43)
the waves v±j are defined by (3.39) and (3.10), where T is sufficiently large.
Proof. Let ζT ∈ C∞(G), ζT (t) = 1 for t > 3T and ζT (t) = 0 for t < 2T .
Denote by ζrT the cut-off function such that ζ
r
T coincides with ζT inside Π
r
+ and
vanishes on the remaining part of G. Theorem 3.4 implies the representations
of the form (3.19) for the solutions ζrTu ∈ D
l
−γ(Π
r) to the problems (3.9) with
the right-hand sides {Fr,Gr} := {LrT ,B
r
T}ζ
r
Tu, r = 1, . . . , N . To prove (3.42)
it remains to note that ζTχ = ζT and (1−
∑N
r=1 ζ
r
T )u ∈ D
ℓ
γ(G).
The equalities (3.43) directly follow from (3.42) and Lemma 3.9.
Theorem 3.11. Assume that L and R stabilize in Πr+. We also suppose that
β > α and the lines R + iα and R+ iβ contain no eigenvalues of the pencil
Ar. Let λK , . . . , λM be all eigenvalues of A
r from the strip α < Imλ < β
and let η{F,G} ∈ Rlβ(G), where η ∈ C
∞(G), supp η ∈ Π
r
+ and η = 1 on
the set {(y, t) ∈ Π
r
+, t > 3}. If u is a solution to the problem (2.1) such that
ηu ∈ Dlα(G) then inside Π
r
+ the representation
u =
M∑
ν=K
Jν∑
j=1
κjν−1∑
σ=0
c(σ,j)ν (F,G)w
(σ,j)
ν + v (3.44)
holds, where ηv ∈ Dlβ(G) and
c(σ,j)ν (F,G) = iq(u, ηw
(κjν−σ−1,j)
−ν ), |ν| > ν0,
c(σ,j)ν (F,G) = ±iq(u, ηw
(κjν−σ−1,j)
ν ), |ν| ≤ ν0.
The sign in the last formula is the same as in (2.22).
Proof. The assertion follows from the item (i) of Theorem 3.7 and Proposi-
tion 3.6.
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4 Corollaries of Theorems 3.10 and 3.11
4.1 Index properties, Scattering matrices, An existence
criterion of exponentially decaying solutions
Proposition 4.1. Let the assumptions of Theorem 3.11 be fulfilled. Then
the indexes of operators A(α) and A(β) are connected by the relation
IndA(α)− IndA(β) = κ,
where κ is the total algebraic multiplicity of all eigenvalues of the pencils
A1, . . . ,AN in the strip {λ ∈ C : α < Imλ < β}.
The assertion of this proposition follows from the structure (3.44) of so-
lution to the problem (2.1); see [3, Section 4.3]. Using Proposition 4.1 and
the formal self-adjointness of {L,B} one can prove the following proposition;
see [3, Section 5.1.3].
Proposition 4.2. Let the assumptions of Theorem 3.10 be fulfilled. Then
dimkerA(−γ)− dimkerA(γ) = dim cokerA(γ)− dim cokerA(−γ) = M,
where 2M is the total algebraic multiplicity of all eigenvalues of the pencils
A1, . . . ,AN in the strip {λ ∈ C : | Imλ| < γ}.
The next proposition is a corollary of the formulas (3.43) for the coeffi-
cients in the structure (3.42) of solution; see [3, Propositions 5.3.3, 5.3.4].
Proposition 4.3. Let the assumptions of Theorem 3.10 be fulfilled. Then
there exist bases Z1, . . . , ZM and X1, . . . , XM in the space kerA(−γ) modulo
DℓγW (G) such that
Zk −
(
v+k +
M∑
j=1
Tkjv
−
j
)
∈ DℓγW (G), k = 1, . . . ,M, (4.1)
Xk −
(
v−k +
M∑
j=1
Skjv
+
j
)
∈ DℓγW (G), k = 1, . . . ,M, (4.2)
where the scattering matrices T ≡ ‖Tkj‖ and S ≡ ‖Skj‖ of sizes M ×M are
unitary, i.e. T∗ = T−1 and S∗ = S−1; moreover, S = T−1.
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Before formulating an existence criterion of exponentially decaying solu-
tions to the homogeneous problem (2.1) we need to construct a special basis
{v±j }
M ′
j=1 modulo D
l
β(G) in the space of waves Wβ(G), β > γ.
Lemma 4.4. Let 0 < γ < β, and let {v±j }
M
j=1 be a basis in the space of
waves Wγ(G) modulo Dlγ(G) subjected to (3.41). The set {v
±
j }
M
j=1 can be
supplemented to a basis {v±j }
M ′
j=1 in Wβ(G) modulo D
l
β(G) so that v
+
s + v
−
s ∈
DlγW (G) for s = M + 1, . . . ,M
′ and the relations (3.41) hold for h, j =
1, . . . ,M ′.
Proof. In fact the waves v±s , s = M + 1, . . . ,M
′ can be constructed in the
same way as the waves u±s (see e.g. [11]), one has to use the functions (3.27)
instead of functions (2.19).
For simplicity of description we suppose that domain G has only one
cylindrical end Π1+. Assume that the Jordan chains of the pencil A
1 are
chosen such that the conditions (2.21)–(2.23) for the functions (2.19) are
valid. To the every Jordan chain {ϕ(0,j)ν , . . . , ϕ
(κjν−1,j)
ν } there correspond
the functions w
(0,j)
ν , . . . , w
(κjν−1,j)
ν given by (3.27). By Proposition 3.6 the
conditions (3.30)–(3.32) are valid. With every eigenvalue λν of A
1 such that
γ < Imλν < β we associate the functions
w
(σ,j)
ν,± = 2
−1/2χ(w(σ,j)ν ∓ w
(κjν−σ−1,j)
−ν ), j = 1, . . . , Jν , τ = 0, 1, . . . ,κjν − 1,
(4.3)
where Jν = dimkerA
1(λν), χ is the same as in (3.39). Then owing to (3.30)
and (3.32) we have p1T (w
(σ,j)
ν,± , w
(τ,p)
µ,± ) = ∓iδν,µδσ,τδj,p; the wave w
(σ,j)
ν,+ is in-
coming and the wave w
(σ,j)
ν,− is outgoing. Due to the linear independence
of the functions w
(σ,j)
ν and Lemma 3.5, the elements of the basis {v±j }
M
j=1
can be expressed in terms of functions χw
(σ,j)
ν corresponding to the eigen-
values of A1 in the strip {λ ∈ C : | Imλ| < γ}. Together with (3.32)
this implies p1T (w
(σ,j)
ν,± , v
±
s ) = 0 for s = 1, . . . ,M . It remains to note that
w
(σ,j)
ν,+ + w
(σ,j)
ν,− = 2χw
(σ,j)
ν ∈ Dlγ(G). As v
±
j , j = M + 1, . . . ,M
′, we can take
the waves w
(σ,j)
ν,± .
Proposition 4.5. Let 0 < γ < β, and let the lines R + iγ and R + iβ be
free of the spectrum of the pencils A1, . . . ,AN . Denote by S = S(β) the
scattering matrix corresponding to the basis {v±j }
M ′
j=1 from Lemma 4.4. Then
dimkerA(γ)− dimkerA(β) = dimker(S2,2 − I),
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where S2,2 is (M ′ − M) × (M ′ − M)-block of the M ′ × M ′-matrix S =
‖Sk,ℓ(γ′)‖k,ℓ=1,2.
The proof is similar to the proof of Theorem 3.3 from [11].
4.2 Problem with radiation conditions
As before we suppose that L(x,Dx) andR(x,Dx) are stabilizing in Π
1
+, . . . ,Π
N
+
and the line R+ iγ is free of the spectrum of the pencils A1, . . . ,AN . Denote
by Wout(G) the linear span of the outgoing waves v
−
1 , . . . , v
−
M and consider
the restriction A of A(−γ) to the space Dout(G) =Wout(G)[+˙]Dlγ(G), where
by [+˙] we denote the orthogonal with respect to the form (3.40) direct sum.
The mapping A : Dout(G)→R
l
γ(G) is continuous.
Proposition 4.6. Let z1, . . . , zd be a basis of kerA(γ), and let {f, g} ∈
Rlγ(G), (f, zj)G + (g,Qzj)∂G = 0, j = 1, . . . , d.
(i) There exists a unique up to an arbitrary element of kerA(γ) solution
u ∈ Dout(G) to the problem (2.1).
(ii) The inclusion
v ≡ u− b1v
−
1 − b2v
−
2 − . . .− bMv
−
M ∈ D
ℓ
γW (G)
holds with the coefficients
bj = −i(f,Xj)G − i(g,QXj)∂G, j = 1, . . . ,M,
where X1, . . . , XM are elements of kerA(−γ) subjected to (4.2).
(iii) The solution u satisfies the inequality
‖v;DℓγW (G)‖+ |b1|+ |b2|+ . . .+ |bM |
6 C(‖{f, g};RℓγW (G)‖+ ‖eγv;L2(G)‖).
(4.4)
4. The solution u subjected to the additional conditions (u, zj)G = 0,
j = 1, . . . , d, is unique and satisfies the estimate (4.4) with the right-hand
side replaced by ‖{f, g};RℓγW (G)‖.
This proposition justifies the statement of the problem (2.1) with intrin-
sic radiation conditions (only outgoing “waves” occur in asymptotic formulas
for solutions). Up to obvious changes the proof repeats the proof of Theorem
5.3.5 from [3]. The next two propositions describe the statement of the prob-
lem with other radiation conditions. For the proofs we refer to [3, Theorems
5.5.5, 5.5.6].
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Proposition 4.7. Let η1, . . . , ηd be a basis of kerA(γ), and let the right-
hand side {f, g} ∈ RℓγW (G) satisfy the orthogonality conditions (f, ηj)G +
(g,Qηj)∂G = 0, j = 1, . . . , d. We assume that for the space kerA(−γ) one
can choose a basis V1, . . . , VM modulo DlγW (G) that compatible with the basis
u1, . . . , u2M for the quotient space Wγ(G)/DℓγW (G) in the following sense:
q(uj, Vk) = −iδkj , k, j = 1, . . . ,M. (4.5)
Then the following assertions hold.
1. There exists a unique up to an arbitrary element of kerA(γ) solution
u ∈ h[+˙]DℓγW (G) to the problem (2.1), where h is the linear span of the
functions u1, . . . , uM .
2. The following inclusion holds:
v ≡ u− b1u1 − b2u2 − . . .− bMuM ∈ D
ℓ
γW (G),
where bj = i(f, Vj)G + i(g,QVj)∂G, j = 1, . . . ,M .
3. The solution u satisfies the inequality (4.4).
4. The solution u subjectd to the additional conditions (u, ηj)G = 0,
j = 1, . . . , d, is unique and satisfies the estimate (4.4) with the right-hand
side replaced by ‖{f, g};RℓγW (G)‖.
By Proposition 4.7, to enumerate all possible radiation conditions is the
same that to enumerate all the bases u1, . . . , u2M for the quotient space
Wγ(G)/DℓγW (G) and bases V1, . . . , VM modulo D
ℓ
γW (G) for the subspace
kerA∗(−γ) compatible in the sense of (4.5).
Proposition 4.8. Let Wγ(G) be the space of waves and let the waves v
±
j ,
j = 1, . . . ,M , form a basis of the quotient space Wγ(G)/D
ℓ
γW (G) subjected
to (3.41). Denote by {X1, . . . , XM} a set of solutions to the homogeneous
problem {L,B}u = 0 satisfying the inclusions (4.2). Then the following
assertions hold.
1. If R is arbitrary and S is an invertible operator in CM , then
Vk =
M∑
m=1
(S−1)mkXm,
uj =
M∑
m=1
(
Sjmu
−
m +
M∑
p=1
Rjp
{
u+p +
M∑
i=1
S∗piu
−
i
})
,
(4.6)
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where j, k = 1, . . . ,M , satisfy the condition (4.5).
2. If a basis V1, . . . , VM modulo DℓγW (G) for the space kerA(−γ) and a
basis u1, . . . , u2M for the quotient space Wγ(G)/DℓγW (G) satisfy (4.5), then
there exist operators R and S such that the equalities (4.6) hold.
4.3 The extensions of the symmetric operator
The schemes for the proofs of propositions listed in this section can be found
in [3, Section 5.5], the changes in the proofs consist in usage of Theorem 3.10
instead of asymptotic representations.
Here we assume that the elliptic system {L,B} is homogeneous. In other
words, τ1 = τ2 = . . . = τk ≡ τ and D
ℓ
γW (G) :=
∏k
i=1W
2τ
γ (G). With the
problem (2.1) we associate an operatorM with the domain
D(M) = {u ∈ DℓγW (G) : B(x,Dx)u(x) = 0, x ∈ ∂G}
that acts in the Hilbert space
L2(G; e−γ) ≡
k∏
i=1
W 0−γ(G)
by the formula
(Mu)(x) = eγ(x)
2L(x,Dx)u(x).
We denote by (·, ·)−γ the inner product
(u, v)−γ =
∫
G
e−γ(x)
2u(x)v(x) dx
in the space L2(G; e−γ).
Proposition 4.9. Suppose that L(x,Dx) and R(x,Dx) are stabilizing and
the line R + iγ is free of the spectrum of the pencils A1, . . . ,AN . Then the
operatorM is closed and symmetric. For the cokerM one can choose a basis
X1, . . . , XM modulo D
l
γW (G) such that the inclusions (4.2) hold.
Proposition 4.10. Let L(x,Dx) andR(x,Dx) stabilize and let the line R+iγ
be free of the spectrum of the pencils A1, . . . ,AN . The operator M∗, adjoint
to M in the space L2(G; e−γ), is defined on the set
D(M∗) = {v ∈ Wγ(G) : B(x,Dx)v(x) = 0, x ∈ ∂G}
and acts by the formula (M∗u)(x) = eγ(x)2L(x,Dx)u(x).
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We extend the operator M by adjoining representatives of waves to the
domain. Let u ∈ D(M∗). Then u is a solution of the problem (2.1) with the
right-hand side {f, g} = {Lu, 0} ∈ L2(G; eγ). In accordance with proposi-
tions 4.7 and 4.3 the function u has the form
u = u0 +
d∑
k=1
ckηk +
M∑
j=1
djXj ,
where u0 is such that u0− b1v
−
1 − · · ·− bMv
−
M ∈ D
l
γ(G). With every function
u ∈ D(M∗) we associate vectors d = (d1, . . . , dM) and b = (b1, . . . , bM) of the
coefficients.
Proposition 4.11. Suppose that L(x,Dx) and R(x,Dx) are stabilizing and
the line R + iγ is free of the spectrum of the pencils A1, . . . ,AN . Let CM =
N+(+)N0(+)N− be an orthogonal sum of subspaces and let K be a self-adjoint
operator in N0. The operator M is a self-adjoint extension of M if and only
if M is defined on the set
D(M) = {u ∈ D(M∗) : c = ζ+ + ζ0,
a = ζ− − (iK + I)ζ0/2− ζ+/2, ζ± ∈ N±, ζ0 ∈ N0}
and acts by the formula (Mu)(x) = eγ(x)
2L(x,Dx)u(x).
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