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Abstract
We give an analytical description of the locus of the two-gap ellip-
tic potentials associated with the corresponding flow of the Calogero–
Moser system. We start with the description of Treibich–Verdier two–
gap elliptic potentials. The explicit formulae for the covers, wave
functions and Lame´ polynomials are derived, together with a new Lax
representation for the particle dynamics on the locus. Then we con-
sider more general potentials within the Weierstrass reduction theory
of theta functions to lower genera. The reduction conditions in the
moduli space of the genus two algebraic curves are given. This is some
subvariety of the Humbert surface, which can be singled out by the
condition of the vanishing of some theta constants.
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1 Introduction
The Calogero-Moser model, whose complete integrability was shown a num-
ber of years ago (c.f.[21]), continues to attract more and more attention. This
model has a rich algebraic-geometrical structure: its flows are connected with
the pole dynamics of elliptic solutions of completely integrable partial differ-
ential equations [1], the Lax representation for the model depends through
elliptic functions on the spectral parameter [19] and only the integration in
terms of zeros of theta functions for the model is known [19]. The system
permits a relativistic generalisation, which also is completely integrable [22].
The classical Poisson r-matrix structure for the elliptic Calogero-Moser
model was described very recently [6, 23]. The r-matrix found appears to be
linear of dynamical type, i.e. dependent om the dynamical variables. The
classical Poisson structure for the relativistic generalisation of the Calogero-
Moser model is described only in the soliton case with a quadratic r-matrix
of dynamical type [3]. The separated variables for these systems remain an
unsolved problem besides the case of a small number of particles particles
(see, e.g. [7]).
The quantum Calogero-Moser problem has also a rich algebraic structure
[12]. It is remarkable that the solutions of the quantum problem are isomor-
phic to the solutions of the Knizhnik-Zamolodchikov equations which are now
understood to play an important role in the theory of quantum integrable
models [25].
Because the Calogero-Moser model describes the pole dynamics for the
elliptic solutions of the Kadomtsev-Petviashvili type equations [1], its ellip-
tic case becomes the classically known Lame´ potentials of the Schro¨dinger
equation. Although this paper is devoted to the investigations of elliptic
potentials of the one-dimensional Schro¨dinger equation, we emphasise the
importance of such potentials for different problems: the finite gap multi-
dimensional spectral problem [29], Wess-Zumino-Witten model on the torus
[11] and others.
All the results given below can be generalised to higher genera, but we
shall restrict ourselves to the investigation of the first nontrivial case of genus
two to give the more complete formulae. Through all the paper we use
computer algebra systems (Mathematica [30] and Maple [8]) to derive and
simplify the formulae.
The paper is organized as follows. In Section 2 we discuss the linear r-
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matrix algebra for the Calogero-Moser system and define its restriction to
the locus associated with the KdV dynamics. In Section 3 we describe the
two-gap Lame´ and Treibich-Verdier potentials [26, 27] for which we find ex-
plicitly the covers over the tori, derive the wave functions of the associated
Schro¨dinger equations and Lame´ polynomials. We also give a new Lax repre-
sentations for the dynamics of particles on the locus in terms of 2×2 matrices.
We show in Section 4 that Treibich-Verdier potentials are some special cases
of elliptic potentials. Using the classical reduction theory of Riemann theta
functions to lower genera (see e.g. [4, 5, 17]), we give necessary and sufficient
conditions under which the two-gap potential is elliptic. We formulate these
conditions in terms of vanishing of some theta constants which in turn are
some subvarieties of Humbert surfaces (see e.g. [17, 28]). We derive one of
the two-gap Treibich-Verdier potentials from this theta functional approach
and give a new example of an elliptic potential. The paper is supported by
two appendices which contains the description of spectral characteristics of
the Treibich-Verdier potentials and all the necessary formulae to complete
the theta functional computations mentioned in the paper.
2 The Calogero-Moser System on the Locus
The elliptic Calogero-Moser model is the system of N one-dimensional par-
ticles interacting via a two-particle potential described by the Hamiltonian
H =
∑
i
y2i +
∑
i,j
℘(xi − xj), (2.1)
with ℘ being the Weierstrass elliptic function [2] with the periods 2ω1, 2ω2
and yi, xi (u = 1, . . . , N) being canonical variables, {yi, yj} = {xi, xj} = 0,
{yi, xj} = δij .
Let {Xµ} = {Hi, Eα}, be basis matrices, Hi = (δijδik), i = 1, . . . , N ,
Eα = Enm = (δnjδnk), n 6= m,m, n = 1, . . . , N .
The Lax operator of the system L was found by Krichever and has the
form [19]
L(u) =
∑
j
yjHj + i
∑
α
ΦαEα, (2.2)
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where
Φα = Φ(x · α; u), Φ(x; u) = σ(x− u)
σ(x)σ(u)
eζ(u)x, (2.3)
where σ and ζ are Weierstrass functions. The Hamiltonian flows of the system
are generated by TrLn, in particular, TrL2 gives the Hamiltonian (2.1).
The Poisson structure of the system, as recently shown by Sklyanin [23]
and Braden and Suzuki [6], is described by a linear dynamical r-matrix al-
gebra,
{L1(u), L2(v)} = [r12(u, v), L1(u)]− [r21(u, v), L2(v)], (2.4)
where L1 = L ⊗ I, L2 = I ⊗ L, r12(u, v) = ∑µ,ν rµν(u, v)Xµ ⊗ Xν is an
N2 × N2 matrix depending on the dynamical variables, and r21(u, v) =
Pr12(v, u)P, P is the permutation: Px ⊗ y = y ⊗ x. The nonzero elements
of the r-matrix are [6]
r−αα(u, v) = Φα(v − u)eψ(u,v), riα(u, v) = 1
2
Φα(v),
rij(u, v) = ψ(u, v)δij, (2.5)
ψ(u, v) = ζ(v − u) + ζ(u)− ζ(v),
satisfying the dynamical Yang-Baxter equation,
[d12(x, y), d13(x, z)] + [d12(x, y), d23(y, z)] + [d32(z, y), d13(x, z)]
+{L2(y) ⊗, d13(x, z)} − {L3(z) ⊗, d12(x, y)}
+[S13(x, z), L2(y)]− [S12(x, y), L3(z)] = 0, (2.6)
where the two other equations are obtained by cyclic permutations and in
this context d12(x, y) = r12(x, y) ⊗ I, d23(y, z) = I ⊗ r23(y, z), d13(x, y) =∑
µ,ν r
µν(x, y)Xµ ⊗ I ⊗Xν , and the S-matrix has the form
S13(x, z) = −Φα(x− z)expψ(x, z)E−α ⊗Hi ⊗ Eα,
S12(x, y) = −Φα(x− y)expψ(x, y)E−α ⊗Eα ⊗Hi. (2.7)
We point out that the S-matrix (2.7) differs from that given by Sklyanin
[23], where a different representation for the operator L was considered. Al-
though the S-term appeared already in [9], its significance became more
evident after [23].
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The equation
det(L− λI) = 0 (2.8)
defines the Krichever curve i.e. the algebraic curve CN = (k, u) which is an
N -sheeted cover of a torus in π : CN → C1
λN +
N−1∑
i=0
ri(u)λ
N−i−1 = 0, (2.9)
where ri(u) are elliptic functions. In particular, for the first two of them we
have r1(u) = −
(
N
2
)
℘(u) +
∑
℘ij , r2(u) =
(
N
3
)
℘′(u).
We consider the restriction of the third flow, TrL3 of the Calogero-Moser
system to the variety of stable points of the second flow, gradH - the locus
LN
LN =
(x,y)|yi = 0, ∑
i 6=j
℘′(xi − xj) = 0, xi 6= xj , i, j = 1, . . . , N
 .
(2.10)
It is shown in [1] that if the particles xi move over the locus according to
the equation
dxi
dt
= −12
N∑
j=1,j 6=i
℘(xi − xj), i = 1, . . . , N, (2.11)
then
u(x) = 2
N∑
j=1
℘(x− xj(t)) + C, (2.12)
is an elliptic solution of the KdV equation ut = 6uux − uxxx where C is a
constant.
The geometry of the locus LN was studied by Airault, McKean and Moser
[1] and others. They showed that the locus is nonempty for positive triangle
integers N , i.e. for numbers of the form N = g(g + 1)/2, where g is the
number of gaps in the spectrum (or the genus of the corresponding algebraic
curve). The corresponding elliptic potential is the g-gap Lame´ potential.
Recently Treibich and Verdier [27] found a new set of elliptic potentials of
the form (2.12) corresponding to nontriangle numbers of points on the locus
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LN . In particular for the points of the locus xi being the half-periods they
found a family of elliptic potentials of the form [26]
u(x) =
3∑
i=0
gi(gi + 1)℘(x− ωi), gi ∈ N, (2.13)
which are associated with the cover of degree N = 1
2
∑3
i=0 gi(gi + 1) over a
torus. We shall refer to these potentials as Treibich-Verdier potentials.
The curve (2.8) becomes hyperelliptic when restricted to the LN [4].
Therefore one expects to be able to write down a 2 × 2 Lax representa-
tion for the particle dynamics on a locus. This is done below for the two-gap
Lame´ and Treibich-Verdier potentials. Nevertheless the r-matrix formula-
tion of the Calegero-Moser flows restricted to the locus remains an unsolved
problem.
3 Two-gap Treibich-Verdier Potentials
3.1 The spectral characteristics of elliptic solitons
We shall start on the potential of the form (2.13). There exist exactly 6 two-
gap Treibich-Verdier potentials uN(x) associated with N -sheeted covering of
the torus.
Table 1: 6 Two-gap Treibich-Verdier potentials
N uN(x)
3 6℘(x) or 2℘(x+ ω1) + 2℘(x+ ω2) + 2℘(x+ ω3)
4 6℘(x) + 2℘(x+ ωi), i = 1, 2, 3
5 6℘(x) + 2℘(x+ ωi) + 2℘(x+ ωj) i, j = 1, 2, 3
6 6℘(x) + 6℘(x+ ωi) i = 1, 2, 3
8 6℘(x) + 6℘(x+ ωi) + 2℘(x+ ωj) + 2℘(x+ ωk) i, j, k = 1, 2, 3
12 6℘(x) + 6℘(x+ ω1) + 6℘(x+ ω2) + 6℘(x+ ω3)
We note that the three last potentials are simply the two order transfor-
mation (Gauss transformation) of the first two potentials
℘
(
z|ω, 1
2
ω′
)
= ℘(z) + ℘(z + ω′) (3.14)
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Therefore we shall refer to the first three potentials as primitive.
To describe the two gap Lame´ potential 6℘(x) and primitive Treibich-
Verdier potentials we have to
• exhibit the associated algebraic curve of genus two
C2 = (w, z), w
2 =
5∏
i=1
(z − zi) (3.15)
• give its covers π : C2 → C1 and π˜ : C2 → C˜1 over the tori C1 =
(℘′, ℘), (℘′)2 = 4℘3−g2℘−g3 and C˜1 = (℘˜′, ℘˜), (℘˜′)2 = 4℘˜3− g˜2℘˜− g˜3,
where the moduli g˜2, g˜3 are expressed in some way through the moduli
g2, g3.
• describe the two-gap locus LN
• write the solution Ψ of the Schro¨dinger equation.
We can do all this by classical means (which modern computer algebra makes
more effective) following the work of Hermite [14] and Halphen [13].
Let us consider the Lame´ equation[
∂2
∂x2
−
n∑
i=1
ai(ai + 1)℘(x− xi)
]
Ψ(x; u) = zΨ(x; u), (3.16)
where
∑n
i=1
1
2
ai(a1 + 1) = N is the degree of the cover.
We shall use the following generalisation of the Hermite [14] and Halphen
[13] ansatz for the function Ψ,
Ψ(x; u) = ekx
n∑
i=1
aj−1∑
j=0
Aj(z, k, u)
∂j
∂xj
Φ(x− xi, u), (3.17)
where the function Φ(x; u) is the solution of (3.16) for n = 1, a1 = 1 is
given by (2.3) and Aj(z, k, u) are some functions of the spectral parameters
z, k, u. Although the ansatz is valid for any point of the locus LN we shall
consider below only special points of the form xi = ωi or 0 found in [26] and
listed above in Table 1. We shall refer to the Lame´ polynominals Λk(x) as
the values of Ψ(x; u) at values of u corresponding to the edges of the gaps
u = uk, k = 1, . . . , 5.
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After substituting the expansions of Φ(x, u) near the pole at x = 0,
Φ(x, u) =
1
x
− ℘(u)
2
x+
℘′(u)
6
x2 +
g2 − 5℘2(u)
40
x3 + . . . (3.18)
and near x = ωi
Φ(x+ ωi) = Φ(ωi)
(
1 +
℘′(u)
2(ei − ℘(u))x+
1
2
(2ei + ℘(u))x
2 + . . .
)
(3.19)
to (3.16) and equating the principal parts of the poles we come to an overde-
termined linear system for the Ai. The compatibility conditions give exactly
two conditions
P1(k, z, ℘(u)) = 0, P2(k, z, ℘(u)) = 0 (3.20)
with polynomials Pi of their arguments. By eliminating the variables z or ℘
from the conditions (3.20) we obtain two equivalent realizations of the curve
(3.15); eliminating the variable z we obtain the first cover.
To find the second cover we use the fact that there exists the reduction
formula
dz
w
= −d℘˜
℘˜′
(3.21)
with (℘˜′, ℘˜) lying on the torus C˜1 and the coordinate ℘˜ being a rational
function of z,
℘ =
QN(z)
PN−3(z)
, (3.22)
where QN and PN−3 are polynomials of orders N and N − 3 respectively.
The description of the spectral characteristics of the primitive Treibich-
Verdier potentials is given in the Appendix A.
3.2 The Dynamics on the Locus
The complete description of the dynamics on the locus under the action of the
KdV flow was given in [1] for the case of the two-gap Lame´ potential by some
tricky manipulations with equations (2.10) and (2.11). It was shown that
the dynamics are described by a foliation where the basis and the bundle are
respectively the elliptic curves C1 and C˜1 whose moduli are inter-dependent.
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The paper also conjectured that the same foliation would occur for all two-
gap elliptic potentials.
We show below how to compute the second curve C˜1 for primitive Trei-
bich-Verdier potentials. The statement of [1] about the foliation can be
proved by means of the Weierstrass reduction theory [4, 17] in the next
section.
To describe the dynamics over the locus we write the Jacobi inversion
problem, for the curve associated with elliptic potential∫ µ1
∞
zdz
w
+
∫ µ2
∞
zdz
w
= 2ix+ C1,
∫ µ1
∞
dz
w
+
∫ µ2
∞
dz
w
= −8it + C2 (3.23)
From the trace formulae [31] written for the elliptic potential in the form
µ1 + µ2 = −
N∑
j=1
℘(x− xj) + 1
2
5∑
j=1
zj ,
µ1µ2 = 3
∑
i<j
℘(x− xi)℘(x− xj)− Ng2
8
+
1
2
∑
i<j
zizj − 3
8
 5∑
j=1
zj
2
we find in the vicinity of the point xj the decompositions
µ1(xj + ǫ, t) =
1
ǫ2
+ o(1), µ2(xj + ǫ, t) = −3
∑
i 6=j
℘(xj − xi)
+ o(ǫ) (3.24)
Therefore the equations (3.23) in which x = xj and integrals are hyper-
elliptic are expressed in terms of elliptic functions in the following way
Q1(µ1(xj)) = ℘(axj + bt + c), Q2(µ1(xj)) = ℘˜(dt+ e), (3.25)
where P1,2 are rational functions of the N–th degree, ℘ and ℘˜ are Weierstrass
elliptic functions defined on the first and second tori respectively; a, b, c, d, e
are constants that appear under reduction. By eliminating the variable µ1
from (3.24), we have an algebraic equation of the N–th degree with respect
to ℘ and coefficients depending on ℘˜.
In particular, we have the following isospectral deformation of the poten-
tials u3, u4 and u5. Let
Xj = −3
N∑
k 6=j
℘(xj − xk), j = 1, . . . , N.
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Then we have for N = 3, 4, 5 respectively
u3 : 4X
3 − 9g2X + 9g3 + 16
9
℘˜(8it) = 0, (3.26)
u4 : 9(X − z2)(X − z3)(X + 4ei − ek)2
+4(X + 6ei)(℘˜(8it)− e˜j) = 0, (3.27)
u5 : 9P5(X) + 4(X − 3ei − 9ej)(X − 3ei − 9ek)℘˜(8it) = 0, (3.28)
where the polynomial P5(z) in (3.28) is given in Table 4 in the Appendix A.
We note that the rational limit of the dynamics is the same for all the po-
tentials. The equations (3.26-3.28) give the integration of the corresponding
Calogero-Moser flows restricted to the locus.
We also note that equation (3.26) can be extracted from [1], p.144.
Let us construct the Lax representation for Calogero-Moser system, being
restricted to the locus. We choose the ansatz for such a representation in the
form of 2× 2 matrices
L˙(z) = [M(z), L(z)],
L(z) =
(
V (z) U(z)
W (z) −V (z)
)
, M(z) =
(
0 1
Q(z) 0
)
. (3.29)
It follows from the equation (3.29) that
V (z) = −1
2
U˙(z), W (z) = −1
2
U¨(z) + U(u)Q(z),
W˙ (z) = 2V (z)Q(z). (3.30)
To construct the Lax representation we have to define U(z) and Q(z).
Let us introduce the following ansatz
U(z) =
N∏
i=1
(z −Xi), Q(z) = ζ + 2℘˜(8it), (3.31)
where the polynomials U(z) and the function ζ is the expression for the
second cover taken from Table 4 and the quantity ℘˜(8it) is expressed in terms
of Xi from the equations (3.26-3.28) with the help of the Viett theorem.
The spectral curve has the form
Y 2 = w2(z)
(
∂℘˜
∂z
)2
, (3.32)
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where the polynomial w2 is taken from Table 2 and ℘˜ is the rational function
taken from Table 4.
To find these Lax representations we use the Lax representation for the
dynamics associated with the curve C˜1, with
U(ζ) = ζ − ℘˜(8it), Q(ζ) = ζ + 2℘˜(8it) (3.33)
and raise this representation to the curve C2 using the formulae for the cover.
For example, let us consider the particle dynamics associated with the
two-gap Lame´ potential u3 which is described by the equations
℘′12 + ℘
′
13 = 0, ℘
′
21 + ℘
′
23 = 0, ℘
′
31 + ℘
′
32 = 0, (3.34)
and
x˙1 = −12℘23, x˙2 = −12℘13, x˙3 = −12℘12, (3.35)
The entries U and Q to the matrices L and M have the form
U(z) = 4(z −X1)(z −X2)(z −X3), (3.36)
Q(z) = 4z3 − 9g2z + 8X1X2X3 + 27g3, (3.37)
where, in this case, Xi = 3℘jk. The curve det(L(z)− yI) = 0 has the form
y2 =
1
16
(4z2 − 3g2)2(z2 − 3g2)(4z3 − 9g2z + 27g3). (3.38)
The Lax representations allow to construct the linear r-matrix algebra of
the form (2.4) which we will discuss elsewhere.
4 Elliptic Potentials from the Theta Func-
tional Point of View
Let us fix the homology basis (A,B) = (A1, . . . , Ag;B1, . . . , Bg) on the curve
(3.15) and a canonically conjugated basis of holomorphic differentials v =
(v1, . . . , vg) in such a way that the Riemann matrix has the form(∮
A1
v, . . . ,
∮
Ag
v;
∮
B1
v, . . . ,
∮
Bg
v
)
= (1g; τ).
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with the matrix τ belonging to Siegel upper half space Sg of degree g. Let
us denote by A(Q) =
∫Q
∞ v the Abel map C2 → J(Cg), where J(Cg) is the
Jacobian of the curve Cg.
Let us determine the Riemann theta function θ[ε](z|τ) on Cg × Sg with
the characteristics
[ε] =
[
ε′
ε′′
]
=
[
ε′1 . . . ε
′
g
ε′′1 . . . ε
′′
g
]
,
by the formula
θ[ε](z|τ) (4.39)
=
∑
m ∈ Zg
exp πi{〈(m+ ε
′
2
)τ, (m+
ε′
2
)〉+ 2〈(m+ ε
′
2
), z+
ε′′
2
〉},
where 〈·, ·〉 means the Euclidean scalar product. For integer characteristics
we have
θ
[
ε′′
ε′
]
(z|τ) = exp 2π
[
1
2
tε′
2
τ
ε′
2
+
ε′z
2
+
1
2
tε′
2
ε′′
2
]
θ
(
z+ I
ε′′
2
+ τ
ε′
2
|τ
)
.(4.40)
If ε′i, ε
′′
j are equal to 0 or 1, the characteristics [ε] are the characteristics
of the half–periods. The theta function (4.39) is odd or even if [ε] is a half-
period characteristic, and we call the corresponding [ε] odd or even.
The function (4.39) satisfies the two sets of functional equations [20], the
transformational property
θ[ε](z+ n′′ + n′τ |τ)
= exp πi
[
−〈n′τ,n′〉 − 2〈n′′, z〉+ 〈ε′,n′〉 − 〈ε′′,n′〉
]
θ[ε](z|τ) (4.41)
where n′,n′′ ∈ Zg and the modular property, which describes the transforma-
tion of the theta function under the action of the group Sp2g(Z).
The almost-periodic function u(x) is called a finite-gap potential if the
spectrum of the Schro¨dinger operator H = −∂2x+u(x) is a union of the finite
set of segments of a Lebesque (double absolutely continuous) spectrum. Let
us formulate the Its-Matveev theorem [15]
Theorem 1 (Its–Matveev theorem). The potential u(x) and the eigenfunc-
tion Ψ(Q, x) of the Schro¨dinger operator H = −∂2x+u(x) associated with the
12
g–gap Lebesque spectrum Σ = [z1z2] ∪ [z3, z4] ∪ . . .∪ [z2g+1,∞], are expressed
by the formula
u(x) = −2 ∂
2
∂x2
lnθ(iUx+A(Q)−A(D)|τ) + C, (4.42)
Ψ(Q, x) =
θ(iUx+A(Q) +A(D)|τ)
θ(iUx+A(D)|τ) exp
(
ix
∫ Q
∞
Ω
)
. (4.43)
Here Q is the point of a hyperelliptic Riemann surface Cg = (w, z) defined
by the equation w2 =
∏2g+1
j=1 (z − z(Qj)), z(Qj) = zj ∈ C, zi 6= zj , a non-
singular hyperelliptic curve of genus g, realized by means of the function
z as a 2–sheeted covering of the Riemann sphere with branching points at
Q1, . . . , Q2g+1, Q2g+2, z(Q2g+2) = ∞. v is the vector of normalized holo-
morphic differentials, τ is the matrix of their periods, A(Q) =
∫Q
∞ v, Ω is a
normalized Abelian differential of the second kind which has a second-order
pole at the infinity with the principal part ζ−2dζ, where ζ is a local variable,
U is the vector of periods of the differential Ω, D is nonspecial divisor, K is
the vector of Riemann constants.
The components Ui, Vi, i = 1, . . . , g of the winding vectors U, V in
(4.42,4.43) are expressed in terms of the normalizing constants cij of the holo-
morphic differentials and projections of the branching points z1, . . . , z2g+1 by
the formulae
Uj = −2ic1j , Vj = −i
2c2j + c1j 2g+1∑
k=1
zk
 , j = 1, . . . , g. (4.44)
Further we shall restrict ourselves the case of genus two curves.
Let us give the theta functional construction of the two-gap elliptic po-
tentials. Following Sect. 2, we describe such points τ ∈ S2, for which the
function (4.42) is elliptic. For this purpose we consider the Humbert surface
H∆,∆ = N
2, i.e. the variety
H∆ =
{
τατ11 + βτ12 + γτ22 + δ(τ
2
12 − τ11τ22) + ε = 0,
α, β, γ, δ, ǫ ∈ Z, ∆ = β2 − 4(αγ + εδ)
}
. (4.45)
The quantity ∆ is an invariant with respect to the action of the group Sp4(Z)
[17]. The following theorem summarizes the Weierstrass reduction theory for
the case of genus two algebraic curves (see e.g. [17],[4]).
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Theorem 2 (Reduction theorem) Let C2 and C1 be the curves of genus
two and one, which are equipped by the homology basis (A1, A2;B1, B2) and
(A,B). The curve C2 is an N-sheeted covering of the torus C1 if and only if
the moduli of C2 belong to the Humbert surface with ∆ = N
2 and the integer
numbers α, β, γ, δ, ǫ, being expressed in terms of of the elements of the integer
matrix M , mapping the basis (A1, A2, B1, B2) into the basis (A,B)
M

A1
A2
B1
B2
 =
(
A
B
)
, M =

m11 m12
m21 m22
m31 m32
m41 m42
 ,
are given by the following formulae
α = m12m41 −m12m42, γ = m21m32−m31m22,
δ = m12m21 −m11m22, ǫ = m31m42−m41m32,
β = m11m32 −m31m12 − (m21m42 −m41m22). (4.46)
Moreover there exists an element σ ∈ Sp4(Z) and a point τ ∈ S2 such that
σ ◦ τ =
(
τ11
1
N
1
N
τ22
)
. (4.47)
Under the conditions of the reduction theorem, the two-dimensional theta
function is reduced with the help of the addition theorem for theta functions
of N -th order (see e.g. [16]) to the finite sum of products of Jacobian theta
functions with the moduli Nτ11 and Nτ22.
Below we apply the Weierstrass reduction theory to describe all elliptic
genus two potentials.
Lemma 1 The function
f(x) = −2∂2x lnθ
(
x
2ω
+ α, β| 1
N
(
ω′
ω
1
1 τ˜
))
(4.48)
with arbitrary (α, β) ∈ J(C2), Imω′/ω = Im τ > 0 is an N-th order elliptic
function with primitive periods 2ω, 2ω′ and can be represented in the form
f(x) = 2
n∑
j=1
℘(x− xj) + 6
m∑
k=1
℘(x− xk), n + 3m = N (4.49)
with xj belonging to the locus LN or its closure.
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Proof It follows from the transformational properties of theta functions
that the function (4.48) is a doubly periodical function on the torus C1 with
the primitive periods 2ω, 2ω′ and τ = ω′/ω. Let us calculate the number of
poles of the (4.48). To do this we consider the function
g(x) =
θ
(
x
2ω
+ α, β| 1
N
(
ω′
ω
1
1 τ ′
))
ϑ3
(
Nx
2ω
+Nα|τ
) , (4.50)
where ϑ3 is a Jacobi theta function. The function f(x) is meromorphic on
the torus C1 as follows from the transformational properties of the theta
function. Further, the denominator (4.50) has exactly N zeros in C1:
x =
2k + 1
N
ω′ + ω − 2αω, k = 0, 1, . . . , N − 1.
Therefore, according to the Abel theorem, the numerator has exactly N zeros,
these are, x1, . . . , xN . To prove that the function (4.48) can be written in
the form (4.49) we note that the function (4.48) is a two–gap potential and
therefore the corresponding wave function can have a pole of no more than
second order. Using the Schro¨dinger equation we find the coefficients 2 and
6 in the decomposition (4.49). The proof that the points x1, . . . , xN belong
to the locus LN is carried out by substituting of the ansatz (4.49) into the
KdV equation and equating the principal parts of poles to zero.
Theorem 3 (Main theorem) The two–gap potential as defined by formula
(4.42) is an elliptic function of the N-th order if and only if
1) C2 covers a torus C1 N-sheetedly,
2) U1U2 = 0.
Proof. Sufficiency. Suppose the conditions of the theorem are fulfilled
and for definiteness U1 = 0. Then the function (4.42) is an elliptic function
of order N according to the Lemma.
Necessity. Let the evolution of an integrable dynamic system with two
degree of freedom be described in terms of elliptic functions. Alternatively
this evolution is expressed in terms of theta functions defined on the Jacobian
J(C2). If ω, ω
′, Imω/ω′ > 0, are the primitive periods of elliptic function,
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then the following identities are valid due to the transformation property of
the theta function (4.41).
2U1ω = r(n+p
′τ11+q
′τ12), 2ω1ω = r(m+p
′τ12+q
′τ22)
2U2ω
′ = s(n′+pτ11+qτ12), 2U2ω
′ = s(m′+pτ12+qτ22) (4.51)
where n,m, n′, m′, p, q, p′, q′ ∈ Z. Eliminating Uiω′, Uiω, i = 1, 2 from (4.51)
we find that τ belongs to the Humbert surface H∆, with
α = m′p′ −mp, δ = pq′ − p′q,
γ = nq − n′q′, ǫ = nm′ −mn′.
β = np−m′q′ −mp− n′p′, (4.52)
Calculating the invariant ∆, defined in (4.45), we find that ∆ = N2, N =
np+mq−m′q′−n′p′. Therefore the assumption of the theorem leads to the
conclusion that C2 covers a torus N -sheetedly. But in this case we can define
a matrix M which maps the homology basis on C2 to the homology basis on
C1. Taking into the account (4.46) we find
M=

p −p′
q −q′
−n′ n
−m′ m
 , mp+mq−m′q′−n′p′ = N (4.53)
According to the reduction theorem there exists a transformation ρ which
maps the matrix τ to the form (4.47). Therefore we have in the new homology
basis
p = N, q = 0, n = 1, m = 0,
p′ = 0, q′ = 0, n′ = 0, m′ = −1. (4.54)
From (4.51,4.53) we conclude, that
2U1ω = r, U1ω
′ = sNτ11, U2 = 0 (4.55)
and the theorem is proved.
It follows from the conditions of the theorem that elliptic potentials are
singled out from finite-gap potentials by some subvariety in the Humbert
variety. We shall call this variety E∆-variety, E∆ ∈ H∆.
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Let us derive the two–gap Lame´ and Treibich–Verdier potentials from the
reduction technique of finite gap potentials to elliptic potential developed
above.
Proposition 1 (Proposition on the Treibich-Verdier potentials) The only
two–gap primitive Lame´ and Treibich–Verdier potentials are the three first
elliptic two–gap elliptic potentials from Table 1.
Proof Let us consider the elliptic potential
u(x) = −2∂2x ln θ[δ]
(
x
2ω
, 0|
(
1
N
ω′
ω
1
N
1
N
1
N
ω˜′
ω˜
))
, U2 = 0, (4.56)
with [δ] running through all the six odd characteristics. Let consider the
function
Θ(x) = θ[δ]
(
x
2ω
|
(
1
N
ω′
ω
1
N
1
N
1
N
ω˜′
ω˜
))
.
At x = 0 this is a theta constant with the characteristic [δ]. One can calculate
using (4.40) that at x = ω the characteristics becomes [δ] + [01
0
0], at x = ω
′
the charteristic [δ] turns into the characteristic [δ] + [N0
N
1 ] and at x = ω +
ω′ it is [δ] + [N1
N
1 ]. Let us denote by (n0, n1, n2, n3) the coefficients in the
decomposition uN = n0℘(x) + n1℘(x+ ω) + n2℘(x+ ω + ω
′) + n3℘(ω
′) with∑3
k=0 nk = N and ni = 2 or 6. Let the characteristic [δ] runs through all the
odd characteristics. Then for odd N we have
x = 0 x = ω x = ω′ x = ω′ + ω′ (n0, n1, n2, n3)
[11
0
0] [
1
0
0
0] [
0
1
1
1] [
0
0
1
1] (n0, 0, n2, n3)
[11
0
1] [
1
0
0
1] [
0
1
1
0] [
0
0
1
0] (n0, 0, 0, 0)
[11
1
0] [
1
0
0
1] [
0
1
0
1] [
0
0
0
1] (n0, 0, 0, 0)
[00
1
1] [
0
1
1
1] [
1
0
0
0] [
1
1
0
0] (n0, n1, 0, n3)
[01
1
1] [
0
0
1
1] [
1
1
0
0] [
1
0
0
0] (n0, n1, n2, 0)
[10
1
1] [
1
1
1
1] [
0
0
0
0] [
0
1
0
0] (n0, 0, 0, 0)
We see that the only possibilities are u(x) = 6℘(x) or 2℘(x + ω1) + 2℘(x +
ω2) + 2℘(x+ ω3) and u(x) = 6u(x) + 2℘(x+ ωi) + 2℘(x+ ωk).
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For even N we have
x = 0 x = ω x = ω′ x = ω′ + ω′ (n0, n1, n2, n3)
[11
0
0] [
1
0
0
0] [
1
1
0
1] [
1
0
0
1] (n0, 0, n2, 0)
[11
0
1] [
1
0
0
1] [
1
1
0
0] [
1
0
0
0] (n0, 0, n2, 0)
[11
1
0] [
1
0
1
0] [
1
1
1
1] [
1
0
1
1] (n0, 0, 0, n3)
[00
1
1] [
0
1
1
1] [
0
0
1
0] [
0
1
1
0] (n0, n1, 0, 0)
[01
1
1] [
0
0
1
1] [
0
1
1
0] [
0
0
1
0] (n0, n1, 0, 0)
[10
1
1] [
1
1
1
1] [
1
0
1
0] [
1
1
1
0] (n0, 0, 0, n3)
We see that the only possibilities in this case are u(x) = 6℘(x) + 2℘(x+ωi).
The proposition is proved.
4.1 Elliptic Subvarieties of Humbert Surfaces
The components of the Humbert surface are described in terms of the van-
ishing of some modular forms [17], more generally, the Humbert surface H∆
is described by some ideal in the ring of modular forms [28]. Therefore it is
natural to describe elliptic subsurfaces E∆ of H∆, ∆ = N
2 in terms of the
vanishing of some theta constants.
Proposition 2 (Proposition on the elliptic points) Let the nonsingular curve
associated with the two-gap potential cover a torus N-sheetedly. Let us fix
such a homology basis that the matrix τ has the form (4.47) and belongs to
the component H∆. Then elliptic points in H∆ are separated by the condition
θi[δ]
(
0|
(
τ 1
N
1
N
τ˜
))
= 0, (4.57)
where [δ] runs through all the six odd characteristics and i = 1 or 2
Proof It follows immediately from the Rosenhain formulae for the nor-
malising constants of the holomorphic differentials1 and the expression (4.44)
for the winding vectors. Assume that the curve C2 has the form w
2 =
1These formulae are a consequence of the important Rosenhain derivative formulae
given in Appendix B
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z(z − 1)(z− λ1)(z− λ2)(z− λ3), then the normalizing constants of the holo-
morphic differentials vi = (ci1z + ci2)dz/w, i = 1, 2 have the form [18]
ci1 = − θ1[εi]
2π2θ[δi1]θ[δi2]θ[δi3]
, (4.58)
where [εi] is an odd theta constant and [δi], i = 1, 2, 3 are such even theta
constants that [εi] = [δi1] + [δi2] + [δi3].
Let us give a few examples for the condition (4.57). The simplest ones
are at N = 2p, p = 1, . . . because to simplify we can apply the the addition
theorem for the theta functions of the second order (see e.g. [20])
θ[ε](x|τ)θ[δ](y|τ) (4.59)
=
∑
ρ
θ
[
1
2
(ε′ + δ′) + ρ
ε′′ + δ′′
]
(x+ y|2τ)θ
[
1
2
(ε′ − δ′) + ρ
ε′′ − δ′′
]
(x− y|2τ),
where the summation runs over ρ = (0, 0), (0, 1), (1, 0), (1, 1). The particular
cases of (4.59) which are necessary for the calculations are given in Appendix
B. We also use below the formula
θ
[
ε′1 ε
′
2
ε′′1 ε
′′
2
](
z|
(
τ 1
1 τ˜
))
= e−
1
2
piiε′
1
ε′
2θ
[
ε′1 ε
′
2
ε′′1 + ε
′
2 ε
′′
2 + ε
′
1
](
z|
(
τ 0
0 τ˜
))
(4.60)
For example, the condition (4.57) for N = 2 is ϑ′1ϑ3ϑ˜
2
4 = 0, where ϑi =
ϑi(0|2τ), ϑ˜i = ϑi(0|2τ˜). This condition is not satisfied for nonsingular tori.
Therefore elliptic potentials of the form 2℘(x−x1)+2℘(x−x2) do not exist.
Example: N=4 For N = 4 the condition (4.57) written for the charac-
teristic [10
1
1] reads
√
2ϑ22ϑ˜3
ϑ3
+
√
ϑ23ϑ˜
2
3 + ϑ
2
2ϑ˜
2
4 − ϑ24ϑ˜22 = 0. (4.61)
To obtain (4.61) we used (4.59) twice.
The condition (4.61) rewritten in terms of the Jacobi moduli k = ϑ22/ϑ
2
3,
k˜ = ϑ˜22/ϑ˜
2
3, where ϑi = ϑi(0|4τ), ϑ˜i = ϑi(0|4τ˜), coincides with those given in
Table 5.
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Let us derive the potential u4 by direct computation. We have according
to Theorems 1 and 2
u4(x) = ∂
2
x lnΘ(x) + C, (4.62)
Θ(x) = θ[δ]
(
x
2ω
, 0|
(
τ 1/4
1/4 τ˜
))
.
Let us consider the definite case [δ] = [10
1
1] Applying (4.59) twice we have
Θ(x) = 8
(̂̂
θ [10
0
0] (z)
̂̂
θ [00
0
0] (z)− ̂̂θ [0010] (z)̂̂θ [1010] (z))
θ̂ [01
1
0] θ̂ [
0
0
1
0]
×
(̂̂
θ
[
0
0
1
1
]
(z)
̂̂
θ
[
0
0
0
1
]
(z) +
̂̂
θ
[
1
0
0
1
]
(z)
̂̂
θ
[
1
0
1
1
]
(z)
)
+ 4
(̂̂
θ [10
0
1] (z)
̂̂
θ [00
1
1] (z) +
̂̂
θ [10
1
1] (z)
̂̂
θ [00
0
1] (z)
)
θ̂ [10
1
0] θ̂ [
0
0
0
1]
×
(̂̂
θ
2 [
0
0
0
0
]
(z)− ̂̂θ2 [1010] (z) + ̂̂θ2 [1000] (z)− ̂̂θ2 [0010] (z)) , (4.63)
where we denote θ̂[ǫ] = θ[ǫ](0|2τ), ̂̂θ(z) = θ[ǫ](z|4τ) and z = (x/2ω, 0).
Using (4.60), we rewrite (4.63) in the form
Θ(x) = 4i
ϑ1(
x
2ω
)ϑ3(
x
2ω
)ϑ˜2ϑ4√
ϑ2ϑ4ϑ˜3ϑ˜4
×

√
2ϑ22(
x
2ω
)ϑ˜3
ϑ3
+
ϑ23(
x
2ω
)ϑ˜23 + ϑ
2
2(
x
2ω
)ϑ˜24 − ϑ24( x2ω )ϑ˜22√
ϑ23ϑ˜
2
3 + ϑ
2
2ϑ˜
2
4 − ϑ24ϑ˜22
 . (4.64)
By the condition (4.61) and addition formulae for Jacobi theta functions
[2], one can prove that Θ(x) is proportional to ϑ31(
x
2ω
)ϑ2(
x
2ω
) and therefore
the potential u4 has the form given in Table 1.
Further examples. Let us consider the function
u(x) = ∂2x ln θ[δ]
(
x
2ω
, 0|
(
τ 1/2p
1/2p τ˜
))
, (4.65)
p > 2 and the moduli τ and τ˜ are connected by the condition
θi[δ]
(
0|
(
τ 1
2p
1
2p
τ˜
))
= 0. (4.66)
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One can show (see the formulae for theta constants of the 2p-sheeted
cover) that the (4.66) is valid and E2p is not empty for p = 2, 3, .. In particular
denoting X = iϑ2(0; 2
pτ)/ϑ3(0; 2
pτ), Y = ϑ2(0; 2
pτ˜ )/ϑ3(0; 2
pτ˜ ) we plot below
two varieties E2p for p = 2 and p = 3 respecively, in the coordinates X, Y .
The curve given on the plot 2 corresponds to a family of elliptic potentials.
We emphasise that the potential u8 is a new elliptic potential connected with
an eight-sheeted cover of the torus. It differs from the u8 Treibich-Verdier
potential which is not primitive and can be obtain from the Treibich-Verdier
potential u4 by the Gauss transform (3.14) of the moduli of one of the tori.
We can summarise all the discussion by the following statement:
Conjecture 1 There exist infinitely many primitive elliptic potentials uN(x)
of genus two at N ∈ N. Therefore the two gap locus of Calogero-Moser system
has infinitely many components.
The hypothesis is valid at least for N = 4, 5, 8, as shown in this paper.
To prove it it is sufficient to find solutions for (4.57) for a countable number
of N .
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A Two-gap Lame´ and Treibich-Verdier Po-
tentials
We give in this Appendix the complete description of two primitive Treibich-
Verdier potential which includes the explicit formulae for the covers, link
between moduli of the tori, wave functions and Lame´ polynomials. We also
give for the complicity the analogous description of the two-gap Lame´ poten-
tial, which is known. We note that some of this results concerning Treibich-
Verdier potentials were first given in [24] and [10].
Table 2: The spectral curves
uN The spectral curve C2 = (w, z) The coordinate λ
in terms of w, z
u3 w
2 = −(z2 − 3g2)∏3i=1(z − 3ei)
λ3 − 3λ℘+ ℘′ = 0 λ = 2w
3z2−3g2
u4 w
2 = (z + 6ei)
∏4
k=1(z − zk(i)), i = 1, 2, 3
z1,2(i) = ej + 2ei ±
√
(ei − ej)(2ej + 7ei)
z3,4(i) = ek + 2ei ±
√
(ei − ek)(2ek + 7ei) λ = 3w2(6ej+z)(15ej−2z)
λ4 − 3(2℘− ei)λ2 + 4λ℘′ − 3(℘− ej)(℘− ek) = 0,
i 6= j 6= k = 1, 2, 3
u5 w
2 =
∏i=5
i=1(z − zi(j)), j = 1, 2, 3
z4(j) = 6ek − 3ei, z5(j) = 6ei − 3ek∏3
i=1(z − zi(j)) λ = −4w5z2+6zej+261e2j−108g2
= z3 − 3z2ej + (51e2j − 20g2)z − 369e3j + 132ejg2
λ5 − 2(ei + 5℘)λ3 + 10℘λ2 + 3(ei + 5℘)(ei − ℘)λ
− 2℘′(ei − ℘) = 0
B Theta Functional Formulae
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Table 3: The first cover
uN The cover π The reduction of
the holomorphic
differential
u3 ℘(u) = − z3−27g39(z2−3g2)
d℘
℘′
= −3z
2
dz
w
u4 ℘(u) = ej +
(z−3ei+9ek)
2(z−z1(i))(z−z2(i))
4(z+6ei)(−2z+15ei)2
d℘
℘′
= −(2z + 3ek)dzw
℘(u) = ek +
(z−3ei+9ej)
2(z−z3(i))(z−z4(i))
4(z+6ei)(−2z+15ei)2
u5 ℘(u) = ej +
(z−z1(j))(z−z2(j))(z−z3(j))(z+15ej)
2
(5z2+6zej+261e2j−108g2)
2
d℘
℘′
= (5z + 3ej)
dz
2w
Table 4: The second cover
uN The cover π˜
u3 ℘˜(u) = − 916(4z3 − 9g2z + 9g3)
u4 ℘˜(u)− e˜j = −9(z−z2)(z−z3)(z+4ei−ek)24(z+6ei)
u5 ℘˜(u) = − 9P5(z)4(z−3ei−9ej)(z+6ei+9ej)
P5(z) = z
5 + 3e4i z
4 − 42e2i z3 + 150ejekz3 + 30e2i ekz2
+9(69e4i + 625e
2
je
2
k − 221eig3/2)z
−27ei(11e4i − 81eigk/2 + 475e2ke2j )
Table 5: The link between moduli of the tori C1 and C˜1
u3 g˜2 =
37(g3
2
+9g2
3
)
26
, g˜3 =
311(g3g32−3g
3
3
)
29
1
k˜
= 1
2
+ (k
2−2)(2k2−1)(k2+1)
4(k4−k2+1)3/2
u4 g˜2 = 3
7 83
4
g2g3ei + 3
6 89
4
g22e
2
i + 3
4g22 + 14 · 37g23,
g˜3 =
37·11·17
4
eig
4
2 +
310·307
8
eig
2
3g2 +
310·457
16
g22g3e
2
i +
38·61
4
g3g
3
2 +
311·5·19
16
g33
k˜ = k′(1− 4k2) or equivalently k˜′ = k(1− 4(k′)2)
u5 g˜2 = 2
2 · 37 · 5 · 23e6i − 37 · 11 · 17e4i g2 − 3
6·53
22
e2i g
2
2 +
34
24
55g32
g˜3 = −3726 ei (57g42 + 28 · 35 · 191e8i + 25 · 33 · 13 · 457e4i g22
−28 · 33 · 23 · 79e6i g2 − 24 · 32 · 54 · 11e2i g32)
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Table 6: The wave function and Lame´ polynomials
uN The wave function Ψ(x, u) and Lame´ polynomials Λ(x)
u3 Ψ(x) =
∂
∂x
(exp(λx)Φ(x; u))
Λij =
√
(℘(x)− ei)(℘(x)− ej), (z = 3ek) i 6= j 6= k = 1, 2, 3
Λ± = ℘(x)± 12
√
g2
3
, (z = ±√3g2)
u4 Ψ(x, u) =
∂
∂x
(exp(λx)Φ(x; u)) + 3λ
2−3℘(u)+z
6
√
℘(u)−ei
Φ(x+ ωi; u)exp(λx)
Λ±ik, k ∈ {1, 2, 3} − {i}
Λik =
√
(℘(x)− ei)(℘(x)− ej) + 13 [(ei − ek)±
√
(ei − ek)(7ei + ek)]
√
℘(x)−ej
℘(x)−ei
Λ0 = ℘(x)− ei
u5 Ψ(x, u) =
∂
∂x
(exp(λx)Φ(x; u)) + [ai,jΦ(x+ ωi, u) + aj,iΦ(x+ ωj , u)]exp(λx)
ai,j =
−9λ℘(u)+λz+6λei+3℘
′(u)
6λ
√
℘(u)−ei+6
√
℘(u)−ej
√
℘(u)−ek
Λi =
√
(℘(x)− ei)(℘(x)− ek) + (ei − ej)
√
(℘(x)−ek)
(℘(x)−ei)
(z = 6ei − 3ej)
Λi =
√
(℘(x)− ej)(℘(x)− ek) + (ej − ei)
√
(℘(x)−ek)
(℘(x)−ej)
(z = 6ej − 3ei)
Λn =
√
(℘(x)− ej)(℘(x)− ej) + a˜ij
√
(℘(x)−ei)
(℘(x)−ej)
+ a˜ji
√
(℘(x)−ej)
(℘(x)−ei)
,
(z = zk), i 6= j 6= k, a˜ij = 15e
2
i+27e
2
j−6eiej−z
2
n+2zn(ej−ei)
24(ej−ei)
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B.1 Relations Between Theta Constants for g = 2
Here we give three groups of formulae which are consequence of the Riemann
theta formula for theta constants when g = 2. These are the relations be-
tween the fourth powers of even theta constants, the relations between the
squares of even theta constants and the Rosenhain derivative formulae.
θ4
[
0
0
0
0
]
− θ4
[
0
1
0
1
]
= θ4
[
1
0
0
1
]
+ θ4
[
0
0
1
0
]
= θ4
[
1
0
0
0
]
+ θ4
[
0
1
1
0
]
,
θ4
[
0
0
0
0
]
− θ4
[
1
0
1
0
]
= θ4
[
0
1
1
0
]
+ θ4
[
0
0
0
1
]
= θ4
[
0
1
0
0
]
+ θ4
[
1
0
0
1
]
,
θ4
[
0
0
0
0
]
− θ4
[
1
1
1
1
]
= θ4
[
1
0
0
0
]
+ θ4
[
0
1
0
0
]
= θ4
[
0
0
1
0
]
+ θ4
[
0
0
0
1
]
,
θ2
[
0
0
0
0
]
θ2
[
1
0
0
0
]
= θ2
[
0
0
1
0
]
θ2
[
1
0
1
0
]
+ θ2
[
0
0
0
1
]
θ2
[
1
0
0
1
]
,
([
1
0
0
0
])
;
θ2
[
0
0
0
0
]
θ2
[
0
0
1
0
]
= θ2
[
1
0
0
0
]
θ2
[
1
0
1
0
]
+ θ2
[
0
1
1
0
]
θ2
[
0
1
0
0
]
,
([
0
0
1
0
])
;
θ2
[
0
0
0
0
]
θ2
[
1
0
1
0
]
= θ2
[
1
0
0
0
]
θ2
[
0
0
1
0
]
+ θ2
[
0
1
0
1
]
θ2
[
1
1
1
1
]
,
([
1
0
1
0
])
;
θ2
[
0
0
0
0
]
θ2
[
0
1
0
0
]
= θ2
[
0
0
1
0
]
θ2
[
0
1
1
0
]
+ θ2
[
0
0
0
1
]
θ2
[
0
1
0
1
]
,
([
0
1
0
0
])
;
θ2
[
1
0
0
0
]
θ2
[
0
1
0
0
]
= θ2
[
0
1
0
1
]
θ2
[
1
0
0
1
]
+ θ2
[
0
1
1
0
]
θ2
[
1
0
1
0
]
,
([
1
1
0
0
])
;
θ2
[
0
0
1
0
]
θ2
[
0
1
0
0
]
= θ2
[
0
0
0
0
]
θ2
[
0
1
1
0
]
+ θ2
[
1
1
1
1
]
θ2
[
1
0
0
1
]
,
([
0
1
1
0
])
;
θ2
[
0
1
0
0
]
θ2
[
1
0
1
0
]
= θ2
[
1
0
0
0
]
θ2
[
0
1
1
0
]
+ θ2
[
1
1
1
1
]
θ2
[
0
0
0
1
]
,
([
1
1
1
0
])
;
θ2
[
0
0
0
0
]
θ2
[
0
0
0
1
]
= θ2
[
1
0
0
0
]
θ2
[
1
0
0
1
]
+ θ2
[
0
1
0
1
]
θ2
[
0
1
0
0
]
,
([
0
0
0
1
])
;
θ2
[
1
0
0
0
]
θ2
[
0
0
0
1
]
= θ2
[
0
0
0
0
]
θ2
[
1
1
0
0
]
+ θ2
[
1
1
1
1
]
θ2
[
0
1
1
0
]
,
([
1
0
0
1
])
;
θ2
[
0
0
1
0
]
θ2
[
0
0
0
1
]
= θ2
[
0
1
0
1
]
θ2
[
0
1
1
0
]
+ θ2
[
1
0
0
1
]
θ2
[
1
0
1
0
]
,
([
0
0
1
1
])
;
θ2
[
1
0
1
0
]
θ2
[
0
0
0
1
]
= θ2
[
1
0
0
1
]
θ2
[
0
0
1
1
]
+ θ2
[
0
1
0
0
]
θ2
[
1
1
1
1
]
,
([
1
0
1
1
])
;
θ2
[
0
0
0
0
]
θ2
[
0
1
0
1
]
= θ2
[
1
0
1
0
]
θ2
[
1
1
1
1
]
+ θ2
[
0
1
0
0
]
θ2
[
0
0
0
1
]
,
([
0
1
0
1
])
;
θ2
[
0
1
0
1
]
θ2
[
1
0
0
0
]
= θ2
[
0
0
1
0
]
θ2
[
1
1
1
1
]
+ θ2
[
1
0
0
1
]
θ2
[
0
1
0
0
]
,
([
1
1
0
1
])
;
θ2
[
0
1
0
1
]
θ2
[
0
0
1
0
]
= θ2
[
1
0
0
0
]
θ2
[
1
1
1
1
]
+ θ2
[
0
1
1
0
]
θ2
[
0
0
0
1
]
,
([
0
1
1
1
])
;
θ2
[
1
0
1
0
]
θ2
[
0
1
0
1
]
= θ2
[
0
0
0
0
]
θ2
[
1
1
1
1
]
+ θ2
[
1
0
0
1
]
θ2
[
0
1
1
0
]
,
([
1
1
1
1
])
.
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We denote D([ε], [δ]) = θ1[ε]θ2[δ]− θ2[ε]θ1[δ]. Then the following Rosen-
hain formulae are valid
D
([
0 1
0 1
]
,
[
1 1
0 1
])
= π2θ
[
0
1
0
0
]
θ
[
0
1
0
1
]
θ
[
1
1
1
1
]
θ
[
0
1
1
0
]
,
([
1
0
0
0
])
;
D
([
1 1
1 0
]
,
[
1 0
1 0
])
= π2θ
[
1
1
1
1
]
θ
[
0
0
0
1
]
θ
[
0
1
0
1
]
θ
[
1
0
0
1
]
,
([
0
0
1
0
])
;
D
([
1 0
1 1
]
,
[
0 1
1 1
])
= π2θ
[
0
1
1
0
]
θ
[
1
0
0
1
]
θ
[
0
1
0
0
]
θ
[
0
0
0
1
]
,
([
1
0
1
0
])
;
D
([
0 1
1 1
]
,
[
0 1
0 1
])
= π2θ
[
1
0
0
0
]
θ
[
1
0
0
1
]
θ
[
1
0
1
0
]
θ
[
1
1
1
1
]
,
([
0
1
0
0
])
;
D
([
0 1
1 1
]
,
[
1 1
0 1
])
= π2θ
[
0
0
0
0
]
θ
[
0
0
0
1
]
θ
[
1
1
1
1
]
θ
[
0
0
1
0
]
,
([
1
1
0
0
])
;
D
([
1 0
1 1
]
,
[
1 1
0 1
])
= π2θ
[
1
0
1
0
]
θ
[
0
1
0
1
]
θ
[
0
0
0
1
]
θ
[
1
0
0
0
]
,
([
0
1
1
0
])
;
D
([
1 0
1 1
]
,
[
0 1
0 1
])
= π2θ
[
0
0
1
0
]
θ
[
1
0
0
1
]
θ
[
0
0
0
0
]
θ
[
0
1
0
1
]
,
([
1
1
1
0
])
;
D
([
1 0
1 0
]
,
[
1 0
1 1
])
= π2θ
[
0
0
1
0
]
θ
[
0
1
1
0
]
θ
[
1
1
1
1
]
θ
[
1
0
1
0
]
,
([
0
0
0
1
])
;
D
([
1 1
1 0
]
,
[
0 1
1 1
])
= π2θ
[
0
1
0
1
]
θ
[
0
1
0
0
]
θ
[
1
0
1
0
]
θ
[
0
0
1
0
]
,
([
1
0
0
1
])
;
D
([
1 1
1 0
]
,
[
1 0
1 1
])
= π2θ
[
1
1
1
1
]
θ
[
0
0
0
0
]
θ
[
0
1
0
0
]
θ
[
1
0
0
0
]
,
([
0
0
1
1
])
;
D
([
1 0
1 0
]
,
[
0 1
1 1
])
= π2θ
[
0
1
1
0
]
θ
[
1
0
0
0
]
θ
[
0
1
0
1
]
θ
[
0
0
0
0
]
,
([
1
0
1
1
])
;
D
([
1 1
1 0
]
,
[
1 1
0 1
])
= π2θ
[
1
0
0
1
]
θ
[
1
0
0
0
]
θ
[
0
1
1
0
]
θ
[
0
0
1
0
]
,
([
0
1
0
1
])
;
D
([
1 1
1 0
]
,
[
0 1
0 1
])
= π2θ
[
0
0
0
1
]
θ
[
0
0
0
0
]
θ
[
1
0
1
0
]
θ
[
0
1
1
0
]
,
([
1
1
0
1
])
;
D
([
1 0
1 0
]
,
[
1 1
0 1
])
= π2θ
[
1
0
1
0
]
θ
[
0
1
0
0
]
θ
[
0
0
0
0
]
θ
[
1
0
0
1
]
,
([
0
1
1
1
])
;
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D([
1 0
1 0
]
,
[
0 1
0 1
])
= π2θ
[
0
0
1
0
]
θ
[
1
0
0
0
]
θ
[
0
0
0
1
]
θ
[
0
1
0
0
]
,
([
1
1
1
1
])
.
B.2 Addition Theorem for Second–Order
Theta Functions at g = 2
Here we give the expanded forms of (4.59). We introduce the notation
θˆ[ε](z) = θ[ε](z|2τ).
θ
[
0
0
0
0
]
θ
[
0
0
0
0
]
(z) = θˆ2
[
0
0
0
0
]
(z) + θˆ2
[
1
0
1
0
]
(z) + θˆ2
[
1
0
0
0
]
(z) + θˆ2
[
0
0
1
0
]
(z),
θ
[
0
1
0
1
]
θ
[
0
1
0
1
]
(z) = θˆ2
[
0
0
0
0
]
(z) + θˆ2
[
1
0
1
0
]
(z)− θˆ2
[
1
0
0
0
]
(z)− θˆ2
[
0
0
1
0
]
(z),
θ
[
0
1
0
0
]
θ
[
0
1
0
0
]
(z) = θˆ2
[
0
0
0
0
]
(z)− θˆ2
[
1
0
1
0
]
(z)− θˆ2
[
1
0
0
0
]
(z) + θˆ2
[
0
0
1
0
]
(z),
θ
[
0
0
0
1
]
θ
[
0
0
0
1
]
(z) = θˆ2
[
0
0
0
0
]
(z)− θˆ2
[
1
0
1
0
]
(z) + θˆ2
[
1
0
0
0
]
(z)− θˆ2
[
0
0
1
0
]
(z).
θ
[
1
0
1
0
]
θ
[
1
0
1
0
]
(z) = 2θˆ
[
1
0
1
0
]
(z)θˆ
[
0
0
0
0
]
(z) + 2θˆ
[
1
0
0
0
]
(z)θˆ
[
0
0
1
0
]
(z),
θ
[
1
1
1
1
]
θ
[
1
1
1
1
]
(z) = 2θˆ
[
1
0
1
0
]
(z)θˆ
[
0
0
0
0
]
(z)− 2θˆ
[
1
0
0
0
]
(z)θˆ
[
0
0
1
0
]
(z),
θ
[
0
0
1
0
]
θ
[
0
0
1
0
]
(z) = 2θˆ
[
0
0
1
0
]
(z)θˆ
[
0
0
0
0
]
(z) + 2θˆ
[
1
0
0
0
]
(z)θˆ
[
1
0
1
0
]
(z),
θ
[
0
1
1
0
]
θ
[
0
1
1
0
]
(z) = 2θˆ
[
0
0
1
0
]
(z)θˆ
[
0
0
0
0
]
(z)− 2θˆ
[
1
0
0
0
]
(z)θˆ
[
1
0
1
0
]
(z),
θ
[
1
0
0
0
]
θ
[
1
0
0
0
]
(z) = 2θˆ
[
1
0
0
0
]
(z)θˆ
[
0
0
0
0
]
(z) + 2θˆ
[
0
0
1
0
]
(z)θˆ
[
1
0
1
0
]
(z),
θ
[
1
0
0
1
]
θ
[
1
0
0
1
]
(z) = 2θˆ
[
1
0
0
0
]
(z)θˆ
[
0
0
0
0
]
(z)− 2θˆ
[
0
0
1
0
]
(z)θˆ
[
1
0
1
0
]
(z)
θ
[
1
0
1
0
]
θ
[
1
0
1
1
]
(z) = 2θˆ
[
1
0
0
1
]
(z)θˆ
[
0
0
1
1
]
(z) + 2θˆ
[
1
0
1
1
]
(z)θˆ
[
0
0
0
1
]
(z),
θ
[
1
1
1
1
]
θ
[
1
1
1
0
]
(z) = 2θˆ
[
1
0
0
1
]
(z)θˆ
[
0
0
1
1
]
(z)− 2θˆ
[
1
0
1
1
]
(z)θˆ
[
0
0
0
1
]
(z),
θ
[
0
0
1
0
]
θ
[
0
0
1
1
]
(z) = 2θˆ
[
0
0
1
1
]
(z)θˆ
[
0
0
0
1
]
(z) + 2θˆ
[
1
0
0
1
]
(z)θˆ
[
1
0
1
1
]
(z),
θ
[
0
1
1
0
]
θ
[
0
1
1
1
]
(z) = 2θˆ
[
0
0
1
1
]
(z)θˆ
[
0
0
0
1
]
(z)− 2θˆ
[
1
0
0
1
]
(z)θˆ
[
1
0
1
1
]
(z),
θ
[
1
0
0
0
]
θ
[
1
1
0
0
]
(z) = 2θˆ
[
0
1
0
0
]
(z)θˆ
[
1
1
0
0
]
(z) + 2θˆ
[
1
1
1
0
]
(z)θˆ
[
0
1
1
0
]
(z),
θ
[
1
0
0
1
]
θ
[
1
1
0
1
]
(z) = 2θˆ
[
0
1
0
0
]
(z)θˆ
[
1
1
0
0
]
(z)− 2θˆ
[
1
1
1
0
]
(z)θˆ
[
0
1
1
0
]
(z)
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θ
[
1
0
1
0
]
θk
[
1
0
1
1
]
= 2θˆ
[
0
0
0
1
]
θˆk
[
1
0
1
1
]
+ 2θˆ
[
1
0
0
1
]
θˆk
[
0
0
1
1
]
,
θ
[
1
1
1
1
]
θk
[
1
1
1
0
]
= 2θˆ
[
1
0
0
1
]
θˆk
[
0
0
1
1
]
− 2θˆ
[
0
0
0
1
]
θˆk
[
1
0
1
1
]
,
θ
[
0
0
1
0
]
θk
[
0
0
1
1
]
= 2θˆ
[
0
0
0
1
]
θˆk
[
0
0
1
1
]
+ 2θˆ
[
1
0
0
1
]
θˆk
[
1
0
1
1
]
,
θ
[
0
1
1
0
]
θk
[
0
1
1
1
]
= 2θˆ
[
0
0
0
1
]
θˆk
[
0
0
1
1
]
− 2θˆ
[
1
0
0
1
]
θˆk
[
1
0
1
1
]
,
θ
[
1
0
0
0
]
θk
[
1
1
0
0
]
= 2θˆ
[
0
1
0
0
]
θˆk
[
1
1
0
0
]
+ 2θˆ
[
0
1
1
0
]
θˆk
[
1
1
1
0
]
,
θ
[
1
0
0
1
]
θk
[
1
1
0
1
]
= 2θˆ
[
0
1
0
0
]
θˆk
[
1
1
0
0
]
− 2θˆ
[
0
1
1
0
]
θˆk
[
1
1
1
0
]
B.3 Theta Constants of 2p-Sheeted Coverings over a
Torus
In this subsection we denote the Jacobi theta constants by ϑj = ϑj (0|2pτ11),
ϑ˜j = ϑj (0|2pτ22), j = 2, 3, 4.
p=1 Let τ =
(
τ11
1
2
1
2
τ22
)
Then
θ
[
1
0
0
0
]
= θ
[
1
0
0
1
]
= (2ϑ2ϑ3ϑ˜3ϑ˜4)
1/2, θ
[
0
1
1
0
]
= θ
[
0
0
1
0
]
= (2ϑ3ϑ4ϑ˜2ϑ˜3)
1/2,
θ
[
1
0
1
0
]
= −iθ
[
1
1
1
1
]
= (2ϑ2ϑ4ϑ˜2ϑ˜4)
1/2,
θ
[
0
0
0
0
]
= (ϑ23ϑ˜
2
3 + ϑ
2
2ϑ˜
2
4 + ϑ
2
4ϑ˜
2
2)
1/2, θ
[
0
1
0
1
]
= (ϑ23ϑ˜
2
3 − ϑ22ϑ˜24 − ϑ24ϑ˜22)1/2,
θ
[
0
1
0
0
]
= (ϑ23ϑ˜
2
3 − ϑ22ϑ˜24 + ϑ24ϑ˜22)1/2, θ
[
0
0
0
1
]
= (ϑ23ϑ˜
2
3 + ϑ
2
2ϑ˜
2
4 − ϑ24ϑ˜22)1/2,
θ1
[
1
1
1
0
]
= −πθ
[
1
0
1
0
]
ϑ23, θ2
[
1
1
1
0
]
= −iπθ
[
1
1
1
1
]
ϑ˜23,
θ1
[
1
0
1
1
]
= −iπθ
[
1
0
1
0
]
ϑ23, θ2
[
1
0
1
1
]
= −πθ
[
1
0
1
0
]
ϑ˜23,
θ1
[
0
0
1
1
]
= −iπθ
[
0
0
1
0
]
ϑ22, θ2
[
0
0
1
1
]
= −πθ
[
0
0
1
1
]
ϑ˜24,
θ1
[
0
1
1
1
]
= iπθ
[
0
1
1
0
]
ϑ22, θ2
[
0
1
1
1
]
= −πθ
[
0
1
1
0
]
ϑ˜24,
θ1
[
1
1
0
1
]
= −πθ
[
1
0
0
1
]
ϑ24, θ2
[
1
1
0
1
]
= iπθ
[
1
0
0
1
]
ϑ˜22,
θ1
[
1
1
0
0
]
= −πθ
[
1
0
0
0
]
ϑ24, θ2
[
1
1
0
0
]
= −iπθ
[
1
0
0
0
]
ϑ˜22.
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p=2 Let τ =
(
τ11
1
4
1
4
τ22
)
and denote X = ϑ3ϑ˜3, Y = ϑ2ϑ˜4, Z = ϑ4ϑ˜2,
A = −X2+Y 2+Z2, B = X2−Y 2+Z2, C = X2+Y 2−Z2, D = A+B+C.
Then the following formulae hold:
θ
[
0
0
0
0
]
= X + Y + Z, θ
[
0
0
0
1
]
= X + Y − Z,
θ
[
0
1
0
0
]
= X − Y + Z, θ
[
0
1
0
1
]
= X − Y − Z,
θ2
[
1
0
0
0
]
= 23/2(XY )1/2(D1/2 + 21/2Z), θ2
[
1
0
0
1
]
= 23/2(XY )1/2(D1/2 − 21/2Z),
θ2
[
0
0
1
0
]
= 23/2(XZ)1/2(D1/2 + 21/2Y ), θ2
[
0
1
1
0
]
= 23/2(XZ)1/2(D1/2 − 21/2Y ),
θ2
[
1
0
1
0
]
= 23/2(Y Z)1/2(D1/2 + 21/2X), θ2
[
1
1
1
1
]
= 23/2(Y Z)1/2(D1/2 − 21/2X).
θ1
[
1
1
0
0
]
= −π(2XY )1/4(ϑ24B1/2 + 21/2ϑ23Z)(D1/2 + 21/2Z)−1/2,
θ2
[
1
1
0
0
]
= −iπ(2XY )1/4(ϑ˜22B1/2 + 21/2ϑ˜23Z)(D1/2 + 21/2Z)−1/2,
θ1
[
0
0
1
1
]
= −iπ(2XZ)1/4(ϑ22C1/2 + 21/2ϑ23Y )(D1/2 + 21/2Y )−1/2,
θ2
[
0
0
1
1
]
= −π(2XZ)1/4(ϑ˜24C1/2 + 21/2ϑ˜23Y )(D1/2 + 21/2Y )−1/2,
θ1
[
1
0
1
1
]
= −iπ(2ZY )1/4(ϑ23C1/2 + 21/2ϑ22X)(D1/2 + 21/2X)−1/2,
θ2
[
1
0
1
1
]
= −π(2ZY )1/4(ϑ˜23C1/2 + 21/2ϑ˜24X)(D1/2 + 21/2X)−1/2,
θ1
[
1
1
1
0
]
= −π(2ZY )1/4(ϑ23B1/2 + 21/2ϑ24X)(D1/2 + 21/2X)−1/2,
θ2
[
1
1
1
0
]
= −π(2ZY )1/4(ϑ˜23B1/2 + 21/2ϑ˜24X)(D1/2 + 21/2X)−1/2,
θ1
[
1
1
0
1
]
= −iπ(2XY )1/4(ϑ24A1/2 − 21/2iϑ22Z)(D1/2 + 21/2Z)−1/2,
θ2
[
1
1
0
1
]
= −iπ(2XY )1/4(ϑ˜22A1/2 − 21/2iϑ˜23Z)(D1/2 + 21/2Z)−1/2,
θ1
[
0
1
1
1
]
= π(2XZ)1/4(ϑ22A
1/2 − 21/2iϑ23Y )(D1/2 + 21/2Y )−1/2,
θ2
[
0
1
1
1
]
= −iπ(2XZ)1/4(ϑ˜24A1/2 − 21/2iϑ˜23Y )(D1/2 + 21/2Y )−1/2.
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