We propose a modular extension of the backpropagation algorithm for computation of the block diagonal of the training objective's Hessian to various levels of refinement. The approach compartmentalizes the otherwise tedious construction of the Hessian into local modules. It is applicable to feedforward neural network architectures, and can be integrated into existing machine learning libraries with relatively little overhead, facilitating the development of novel second-order optimization methods. Our formulation subsumes several recently proposed block-diagonal approximation schemes as special cases. Our PyTorch implementation is included with the paper.
Introduction
Automatic differentiation has proven a key technology for machine learning (for a review, see Baydin et al., 2018) . Gradient backpropagation is the central computational operation of contemporary deep learning. Its modular structure allows easy extension across network architectures, and thus automatic computation of gradients given the computational graph of the forward pass.
However, optimization using only first-order information (i.e. the gradient of the objective function) can lead to unstable behavior or slow convergence, caused by vanishing or exploding magnitude of the gradient. Various approaches have been proposed to overcome these practical limitations of stochastic gradient descent (SGD).
By incorporating curvature, second-order optimization methods can avoid such scaling issues and converge in fewer iterations (which has the additional beneficial effect of higher efficiency for larger batch sizes). For such methods, the objective function E(x) is locally approximated by a 1 Eberhard Karls University Tübingen, Germany 2 Eberhard Karls University and Max Planck Institute for Intelligent Systems, Tübingen, Germany. Correspondence to: Felix Dangel <felix-julius.dangel@uni-tuebingen.de>, Philipp Hennig <ph@tue.mpg.de>.
quadratic model around the current location x,
using the gradient δx = ∂E ∂x and a positive semi-definite (PSD) curvature matrix C that is either given by the Hessian of E(x) or various approximations thereof. The expression is minimized by x * = x + ∆x and ∆x = −C −1 δx .
(1)
Computing the update step requires either inverting the curvature matrix or solving the linear system C∆x = −δx.
In principle, automatic differentiation gives access to second-order information. But the Hessian is generally too large to be stored in memory. Another, more subtle issue of nevertheless high practical relevance is that the backpropagation steps for the Hessian have complicated structure, and are thus often not offered by contemporary libraries.
Contribution & Outline
Addressing both of these issues, this paper discusses a modular formalism for the automated and efficient computation of the block diagonal of Hessian matrices, to various block resolutions, for the special case of feedforward neural networks. The proposed framework unifies previous approaches in a form that, similar to gradient backprop, reduces implementation and analysis to local modules. Following the design pattern of gradient backpropagation also has the advantage that our curvature computations can readily be integrated into existing machine learning libraries, and flexibly modified for different block groupings and approximations. Its computational overhead consists of an additional backward pass, which we refer to as Hessian backpropagation (HBP).
The proposed framework consists of three principal steps:
1. a modular formalism for exact computation of Hessian block diagonals of feedforward nets for a single datum. We achieve this by leveraging the notation of matrix differential calculus .
2. an efficient projection of the computed block Hessian onto the positive semi-definite cone. We achieve this by keeping track of potential sources of indefiniteness.
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3. a choice of several possible approximate ways to efficiently compute batch averages over Hessians.
Our solution to the latter two points are variations or generalizations of previous works by Martens & Grosse (2015) ; Botev et al. (2017) ; to the fully modular case, which become accessible due to the first contributions.
The proposed formalism relies on special notation, laid out in Section 2. We discuss how to impose modular substructure on the Hessian in Section 3, stressing in particular the origin of the framework from matrix differential calculus in Section 3.1. Addressing a practical requirement for the particular use of second-order information in optimization, we discuss how to ensure positive semi-definiteness of the resulting Hessian approximations in Section 3.2. Relationship to previous work and particularities of batch learning are addressed in Section 3.3. The modular formulation makes it possible to modify the size of diagonal blocks, thus to split the update computation into independent sub-problems of variable size. We illustrate this flexibility by extending some experiments of for different parameter splittings in Section 4.
Overview: Approaches to Second-order Optimization
Since Hessians have size quadratic in the number of parameters, they can generally not be stored in memory explicitly. Martens (2010) pointed out that, thankfully, doing so is not necessary for second-order optimization, because Hessian matrix-vector products can be evaluated at the cost of one backward pass by automatic differentiation (Schraudolph, 2002) . This fast implicit multiplication by the Hessian can then be leveraged to solve the linear problem (1) using iterative solvers such as the method of conjugate gradients (CG). However, since this linear solver can still require multiple iterations (of one matrix-vector multiplication each), the increased per-iteration progress of the resulting optimizer might still be compensated by increased computational cost.
Recently, a parallel version of Hessian-free optimization has been proposed by Zhang et al. (2017) , which only considers the content of sub-blocks of the Hessian along the diagonal.
Reducing the Hessian to a block diagonal allows for parallelization, but also tends to lower the required number of CG iterations, and seems to improve the empirical convergence performance of the optimizer.
There have also been attempts to compute parts of the Hessian in an iterative fashion . Storing these constituents efficiently often requires an involved manual analysis of the Hessian's structure, leveraging its outer-product form in many scenarios . Recent works developed different block-diagonal approximations (BDAs) of curvature matrices that can either be cheaply inverted (Martens & Grosse, 2015; Grosse & Martens, 2016; Botev et al., 2017) or provide fast matrix-vector products .
The prior works cited above have repeatedly shown empirically that, were it is possible to compute, approximate second-order information can indeed improve the training of deep learning problems. Perhaps the most important practical hurdle to adoption of second-order optimizers, however, is that they are tedious to implement in existing machine learning frameworks, requiring manual implementations. Given that efficient automated implementations have arguably been more important for the wide-spread use of deep learning than many conceptual advances, the work presented in this paper aims to develop a framework that makes computation of Hessian approximations roughly about as easy and automatable as gradient backpropagation.
Notation
We consider feedforward neural networks consisting of modules f (i) , i = 1, . . . , , which can be represented as a computational graph mapping the network's input x = z (0) to the output z ( ) ( Figure 1 ). Somewhat more general network architectures can be considered, but will not be covered in this text for simplicity of presentation. Module f (i) receives the output z (i−1) of its parent, applies a transformation parameterized by the module parameters θ (i) , and sends the output z (i) to its child. Thus, f (i) is of the form
Typical choices include elementwise nonlinear transformation φ, i.e. z
) without any parameters, and affine transformations z (i) = W (i) z (i−1) + b (i) with parameters given by the weights W (i) and the bias b (i) such that θ (i) = (W (i) , b (i) ). Affine and nonlinear transformation are usually considered as a single conceptual unit, one layer of the net; however, for gradient backpropagation (and HBP) it is simpler to consider them separately as two modules.
Given the network outputŷ = z ( ) (x, θ (1,..., ) ) of a datum x, one would like to optimize the expected risk E q(x,y) [E(ŷ, y)] using the density function q(x, y) of the generative process of the data. However, this distribution is not accessible in practice. Therefore, the generative distribution is assumed to be approximated empirically with a training set Q = (x, y) N i=1 . During training, the parameters θ (1,..., ) will ideally be tuned to minimize the empirical risk of the loss function E(ŷ, y), i.e. In practice, the objective is typically further approximated in a stochastic fashion by repeatedly drawing a mini-batch Figure 1 . Exemplary architecture of a standard feedforward network, i.e. the repeated application of affine transformations parameterized by weights W (i) and bias b (i) such that θ (i) = (W (i) , b (i) ), followed by elementwise activations (no internal parameters). Arrows from left to right and vice versa indicate the data flow during forward pass and gradient backpropagation, respectively. B ⊂ Q from the training set. Without distinguishing between these cases, we use bars to denote empirical averages over the batch dimension of a quantity, for arbitrary batch sizes. For our purposes, the relevant structure of Equation (2) is that the objective is an average of terms depending on individual data points. Thus, quantities required for optimization, be it gradients or second derivatives of the loss with respect to the network parameters, can be processed in parallel, then averaged.
The following section outlines a modular procedure extending well-known gradient backpropagation to compute the diagonal blocks of the Hessian for a single datum. These blocks could also be explicitly obtained using vanilla autodifferentiation twice, but doing so is not practical: Autodifferentiation neglects structural aspects of the block matrices, and the resulting full matrix representations neither allow for cheap matrix-vector multiplication nor efficient inversion. Instead, our modular formulation explicitly encodes a block-diagonal structure, drastically reducing memory and computational complexity. Moreover, the intermediate matrices stored by auto-differentiation during the Hessian computation are quite large even for a single datum in the batch, and usually intractable across the batch. Finally, the raw Hessian blocks need not be PSD, which makes them impractical for computing reasonable Newton updates by (1). Our formulation instead allows for efficient projections to the positive definite cone inside the computational loop.
Main Contribution
First-order auto-differentiation for a custom module requires the definition of only two local operations, forward and backward, whose outputs are propagated along the compute graph. This modularity facilitates the extension of gradient backpropagation by new operations, which can then be used to build large networks by composition. To illustrate the underlying principle, we consider a single module from the network of Figure 1 as depicted in Figure 2 .
The first operation specifies the forward pass f (x, θ), i.e. how the input x is mapped to the output z by means of the module parameters θ. To simplify notation in this section, we drop layer indices and denote the module input and output by x and z. Additionally, all quantities are assumed to be vector-shaped such that their elements can be accessed by a one-dimensional index. The case of tensor-shaped quantities can be reduced to this discussion by vectorizing all quantities in advance.
An optimizer requires access to the gradient of the loss function with respect to all parameters, ∂E(θ) ∂θ = δθ. We will use the shorthand notation
where · acts as a placeholder for a vector or a scalar.
During gradient backpropagation the module receives the loss gradient with respect to its output, δz, from its child. The second necessary operation defines how the gradients with respect to the modules' parameters and input, δθ and δx, are computed from δz. Backpropagation continues by sending the gradient with respect to the module's input to its parent, which proceeds in the same way (see Figure 1 ).
By the chain rule, gradients with respect to an element of the module's input can be computed as
The vectorized version is compactly written in terms of the Jacobian matrix Dz(x) = ∂z(x) ∂x , which contains all partial derivatives of z with respect to x arranged such that
Analogously, the parameter gradients are given by
which reflects the symmetry of both x and θ acting as input to the module. Implementing gradient backpropagation 
We can apply the chain rule a second time to obtain expressions for second-order partial derivatives of the loss function E with respect to elements of x or θ, which yields
where we used ∂ ∂xj = l ∂z l ∂xj ∂ ∂z l . In matrix form, the first term of Equation (3) is known as the generalized Gauss Newton matrix (GGN), while the second term introduces second-order effects of the module itself. Introducing the Hessian matrix Hφ(x) = ∂φ(x) ∂x∂x of a scalar function φ with respect to a vector/scalar-shaped quantity x, the Hessian of the loss function will be abbreviated by
which results in the matrix version of (3),
Note that the second-order effect introduced by the module
Because the layer parameters θ can be regarded as inputs to the layer, they can be treated in exactly the same way,
Equations (4) are the central functional expressions for this paper, and will be referred to as the Hessian backpropagation equations. Our suggested extension of gradient backpropagation involves also sending the Hessian Hz back Table 1 . HBP equations for modules applying matrix multiplication, vector addition and elementwise activation (see Section B of the Supplements for a derivation). The vec operation corresponds to column stacking and has to be treated carefully in implementations that use a row-major storing scheme. I denotes the identity.
FORWARD HBP (EQUATIONS (4))
through the graph. Consequently, existing modules have to be extended by the HBP equations. Given the Hessian Hz of the loss with respect to all module outputs, an extended module has to extract the Hessians Hθ, Hx by means of Equations (4), and forward the Hessian with respect to its input Hx to the parent module which proceeds likewise.
In this way the backpropagation of gradients can be extended to compute curvature information within a module. This corresponds to an exact BDA of the Hessian, in which second-order partial derivatives of two parameters associated to different modules are neglected. Figure 3 shows the data flow for the forward pass, as well as the gradient backpropagation extended by HBP. Since second derivatives are only computed within a module, the computations required in Equations (4) depend only on local quantities that are, to a certain extent, already being computed during backpropagation of the gradient.
Such a HBP procedure can easily be integrated into current machine learning libraries, so that curvature information can be provided automatically for novel or existing secondorder optimization methods. Such methods making use of BDAs of the Hessian have repeatedly been shown to be competitive with first-order methods (Martens & Grosse, 2015; Botev et al., 2017; .
Relationship to Matrix Differential Calculus
To some extent, the main point of this paper is a reformulation of results such as those of Martens & Grosse (2015) ; Botev et al. (2017) ; in the framework of matrix differential calculus , which can then be leveraged to achieve a new level of modularity. Matrix differential calculus is a set of notational rules that allow a concise construction of derivatives without the heavy use of indices. The HBP equations as presented in (4) are a special case of the matrix chain rule of that
δθ (1) Hθ (1) z (1) δz (1) Hz (1) f (2) z (2) δz (2) Hz (2) f (3) θ (3) δθ (3) Hθ (3) z (3) δz (3) Hz (3) f (4) . . . Figure 3 . Extension of gradient backpropagation by HBP for the network shown in Figure 1 . Performing the extended backpropagation procedure yields the diagonal blocks of the Hessian with respect to the parameters θ (1) , . . . , θ ( ) . Arrows indicate data flow during the forward pass and the two backward passes. Note that the extension is aligned with the design concept of gradient backpropagation. framework. A more detailed discussion of this connection can be found in Section A of the Supplements, which also reviews definitions generalizing the concepts of Jacobian and Hessian to matrix-valued functions in a way that preserves the chain rule. The elementary building block of our procedure is a module as shown in Figure 2 . Like for gradient backpropagation, the operations required for HBP can be tabulated. Table 1 lists the HBP equations for the modules of a fully-connected neural network. The necessary derivations, which again leverage the framework of matrix differential calculus , can be found in Section B of the Supplements.
Analytically combining the HBP equations of multiple modules then recovers existing specific recursive schemes, such as KFRA (Botev et al., 2017) and BDA-PCH for computing BDAs of curvature matrices, as special cases of HBP.
Obtaining Different Curvature Matrices
The HBP Equations (4) yield the exact diagonal blocks Hθ (1) , . . . , Hθ ( ) of the Hessian Hθ (1,..., ) . These quantities can be of interest in their own right for analysis of the loss function, but are not generally suitable for secondorder optimization in the sense of Equation (1), as they need neither be semi-definite nor invertible.
For application in optimization, it is thus necessary to manipulate HBP such that it yields semi-definite BDAs of the Hessian. Again, Equations (4) provide the foundation for this task. The adaption of these equations is closely related to the concepts of KFRA, BDA-PCH, and, under conditions specified below, KFAC (Martens & Grosse, 2015) . We briefly review them here.
In optimization, the relevant matrix is the empirical expectation (Equation (2)) of the curvature, i.e. a weighted sum of individual curvature matrices. To avoid confusion, we neglect this aspect for a moment, and consider the case of batch size one; batch averaging is addressed in Section 3.3.
Generalized Gauss-Newton matrix (GGN): The GGN G(θ) emerges as the curvature matrix in the quadratic expansion of the loss function E(z ( ) ) in terms of the network output z ( ) . Alternatively, it can also be obtained by linearizing the network output z ( ) (θ, x) in θ before computing the Hessian of the loss (Martens, 2014) . In our setting, it reads
(Recall that smaller mini-batch sizes are subsumed in this case). For a feedforward architecture, the Jacobian of the network output with respect to the parameters θ (i) in layer i can be unrolled by making use of the chain rule for Jacobians (Theorem A.1 in the Supplements),
to obtain the diagonal blocks G(θ (i) ). Continued expansion yields the Hessian HE(z ( ) ) of the loss function, left-and right-multiplied by the Jacobian of each layer.
This is exactly what happens in HBP if second-order effects introduced by the module are ignored, that is by setting the Hessian of the module function to zero, therefore neglecting the second terms in Equations (4). In fact, if all activations in the network are assumed to be piecewise linear (for instance ReLU functions), the GGN is equivalent to the Hessian. Moreover, the diagonal blocks of the GGN are all PSD if the loss function is convex and thus HE(z ( ) ) is PSD. This is because all blocks are obtained by multiplication with Jacobians from both sides, which does not alter the definiteness. For common risk functions like square or crossentropy loss, it is easy to show that the Hessian with respect to the network output is PSD.
The resulting recursive procedure has been used by Botev et al. (2017) under the acronym KFRA to optimize convex loss functions of fully-connected neural networks with piecewise linear activation functions. In that work, the Hessian of the loss function with respect to the output of a linear layer is called the preactivation Hessian. In HBP, BDAs of the GGN are obtained by setting all module second-order terms to zero.
Positive-curvature Hessian (PCH): The positive semidefinite BDA of the Hessian arising from additionally also considering second-order module effects was studied by and named the positive-curvature Hessian. The PCH is obtained by modifying all terms in the second summand of Equations (4) that can potentially introduce concavity during HBP. This ensures positive semidefiniteness since the first summand is semi-definite by construction, assuming the Hessian of the loss with respect to the network output is positive semi-definite. The authors of PCH suggest to eliminate negative curvature of a matrix by computing the eigenvalue decomposition and either discard negative eigenvalues or cast them to their absolute value. This also allows the construction of PSD BDAs of the Hessian even for non-convex loss functions. show this latter approach to empirically outperform optimization using the GGN. In usual feedforward neural networks, the concavity is introduced by nonlinear elementwise activations, and corresponds to a diagonal matrix (compare Table 1 ). Thus, the PSD property can be maintained during HBP by either clipping negative values to zero, or taking their magnitude in the diagonal concave term.
Fisher information matrix: Whenever the network defines a conditional probability density r(y|z ( ) ) on the labels, maximum likelihood learning for the parameterized density p θ (y|x) corresponds to choosing the loss function equal to the negative log-likelihood, i.e. E(z ( ) , y) = − log r(y|z ( ) ). Many commonly used loss functions such as square and cross-entropy loss can be interpreted in this way. The method of natural gradient descent (Amari, 1998) uses the Fisher information matrix
as a PSD curvature matrix approximating the Hessian. The Fisher can also be expressed as the expected Hessian of the log predictive density r(y|z ( ) ), under r itself: F r (z ( ) ) = − E r(y|z ( ) ) H log r(y|z ( ) ) . Assuming the true i.i.d. samples x, the log-likelihood of multiple data decomposes and results in the approximation
(the necessary nontrivial derivation can be found in Section 9 of Martens (2014) ). In this form, the computational scheme for obtaining BDAs of the Fisher resembles the HBP of the GGN. However, instead of propagating back the Hessian of the loss with respect to the network, the expected Hessian of the negative log-likelihood under the model's predictive distribution is used. Martens & Grosse (2015) use Monte-Carlo sampling to estimate this matrix in their KFAC optimizer. We emphasize that, given F r (z ( ) ), HBP can proceed in the same way as for the GGN to obtain a Fisher BDA. In particular, for square and cross-entropy loss, GGN and Fisher are equivalent (Martens, 2014, Chapter 9) .
Batch Learning Approximations
Up to this point in this section, we only considered Hessian diagonal blocks for a single datum. In practice, of course, a weighted sum of such terms over a batch is required. There are two challenges to this step. First, in contemporary autodiff libraries, it is difficult to implement batch parallelism without incurring an unnecessary quadratic cost in batch size (i.e. one cause by the syntax of the toolbox, not the mathematical fundamentals). But also secondly, there are cases in which beneficial structure of Hessian blocks is broken by addition. For instance, the weight Hessian of a linear layer (cf. 
we consider several approximations that are variants of similar ones previously used by Martens & Grosse (2015) The abstract idea, due to Botev et al. (2017) , is to adapt the scheme for batch learning by passing batch-averaged curvature information Hz (i) between layers, instead of a matrix for each datum. When doing so, the batch average Hθ (i) over the internal, block-diagonal terms of the summands in Equation (5) also has to be modified analogously. Figure 4 shows this batch-approximated HBP scheme for a single module, expanding from Figure 2 .
The existing works (Martens & Grosse, 2015; Botev et al., 2017; differ primarily in the specifics of how this batch average is computed. In our modular approach, these various approximations can be formulated compactly within the HBP Equations (4), the form of which can be found by comparison with Table 1 .
For a single module f with the forward pass z(x) = f (x, θ) (cf. Section 3.2), the approximations of Equations (4) for the batch case depicted in Figure 4 read Tracking all second order partial derivatives for each data point becomes computationally expensive for a fairly small number of samples (this problem is not critical to gradient backprop, which passes the gradient for each data point). Therefore, the batchaverage of the backwarded curvature messages is used instead.
This amounts to the scheme used by Martens (2014) and Botev et al. (2017) . A less computationally intensive approximation emerges from substituting the Jacobians by an average over the batch, and was used by :
In combination with the adaptation of HBP to obtain BDAs of different curvature matrices (see Subsection 3.2), the approximative schemes for batch learning given by Equations (6) and (7) complete the toolbox functionality of our presented framework. The choice among these approximations can either be left to the user according to available computational resources, or Equations (7) can be used as the cheapest standard choice.
As a final remark on the connection to the cited works, we note that the maximally modular structure of our proposed framework (in particular, the separation between linear layers and nonlinearities) changes the nature of these approximations relative to the cited works and allows an arguably more elegant formulation (i.e. our forms offer additional layers of approximation). Section C of the Supplementary Material discusses this minor aspect in detail.
Experiments & Implementation Details
We demonstrate the flexibility of HBP by extending the results for an experiment presented in . The investigations are performed on the CIFAR-10 dataset (Krizhevsky, 2009 ) using a fully-connected network with 3072-1024-512-256-128-64-32-16-10 neurons and sigmoid activations, except for the last layer, where we use cross-entropy as the loss function. Figure 1 provides a sketch of the graph structure of the fully-connected neural net. Its weights and bias terms are initialized using the Xavier method from Glorot & Bengio (2010) . Following the original setting, we use a batch size of |B| = 500.
To obtain consistent results for the baseline runs, we analytically combine the HBP of each sigmoid and its subsequent linear layer using the results from Table 1 (see the Supple- ments, Section C for more details). We use Approximations (7b) and (7a), respectively, for the computation of the Hessian blocks H vec W (i) of the weights W (i) of layer i, and the input Hessian Hz (i−1) . Note that the choice of approximation is irrelevant for the bias blocks Hb (i) .
In comparison to a first-order optimization procedure, the training loop has to be extended by two calls. First, the Hessian Hz ( ) of the cross-entropy loss with respect to the network output (a 10 × 10 matrix) is computed and summed over the individual batch data. The resulting matrix is then backpropagated through the graph in the same way as illustrated in Figure 3 , providing fast curvature matrixvector products to each parameter block of the network by accounting for their structure. For the curvature matrix, we choose the PCH with absolute value casting of second-order modular effects (see Subsection 3.2). Parameter updates ∆θ (i) are obtained by applying CG to solve the linear system
using the weighted average of the identity matrix and the curvature matrix approximation and setting α = 0.02 to improve robustness against noise. The CG iterations are specified to terminate if the ratio of the residual norm and the gradient norm deceeds CG = 0.1 or at most n CG = 50 iterations have been performed. Finally, parameters are updated with a learning rate of γ = 0.1 by
Following the guidelines of (Schneider et al., 2019) , we evaluate the training loss on a random subset of the training set of equal size as the test set. Each experiment is performed for 10 different random seeds and we show the mean values with shaded intervals of one standard deviation.
The solid lines in Figure 5 show the performance of the Newton-style optimizer and momentum SGD (learning rate 0.1 and momentum 0.9) in terms of training loss and test accuracy. Note that the second-order method is capable to escape the initial plateau in fewer iterations and the accuracy on the test set already saturates after roughly 20 epochs.
The modularity of HBP allows for additional parallelism by splitting the linear system (8) into smaller sub-blocks, which then also need fewer iterations of CG. Doing so only requires a minor modification of the parameter Hessian computation (4b). Consequently, we split weights and bias terms row-wise into a specified number of sub-blocks. The . Optimization metrics for a fully-connected neural network for a first-order optimizer and different versions of a Newton-style optimizer using the curvature information computed by HBP on CIFAR-10 (see text for details). The solid baseline results have been reproduced from the setting in . Using our modular approach, we can modify the computation of curvature information by further splitting the weight matrices and bias vectors into sub-blocks that are independently optimized (dashed lines).
resulting performance curves are shown as dashed lines in Figure 5 . In the initial phase of the optimization procedure, the BDA can be split into a larger number of sub-blocks without suffering from a loss in performance. The reduced curvature information is still sufficient to escape the initial plateau. However, larger curvature blocks have to be considered in later stages to further reduce the loss efficiently.
The fact that this switch in modularity is necessary is actually an argument in favor of the flexible form of HBP, which allows to efficiently realize such switches: For these experiments, the proposed splitting for each block was artificially chosen to illustrate the flexibility of our approach. But in principle, the splitting could be decided individually for each parameter block, or by an algorithm, and even changed at run time. Moreover, this property implies interesting applications for distributed settings that can exploit parallelism to further improve the run time of second-order optimizers.
Conclusion & Outlook
We have outlined a procedure to compute block-diagonal approximations of different curvature matrices for feedforward neural networks by a scheme that can be realized on top of gradient backpropagation. In contrast to other recently proposed second-order methods, we suggest an implementation that is aligned with the design of current machine learning frameworks and can flexibly compute sub-blocks of the Hessian to different levels of refinement. Its modular formulation facilitates the closed-form analysis of diagonal Hessian blocks, and unifies the formulation of previous approaches (Botev et al., 2017; .
As for gradient backpropagation, the Hessian backpropagation equations for different operations can be derived independently of the underlying graph. The modules provided by our code base can then be used as a drop-in replacement for existing modules to construct deep neural networks. Consequently, training procedures only have to be extended by an additional Hessian backward pass through the graph to compute curvature information.
We plan to incorporate other modules like convolutions into the Hessian backpropagation framework in future work.
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In this document we provide additional information and derivations to clarify the relations of HBP.
Section A contains a clean definition of the Jacobian and Hessian matrices required for the multi-variate functions that are typically involved in the construction of neural networks. In particular, we show how the Hessian backpropagation (HBP) Equations (4) result naturally from the chain rule for matrix derivatives .
With the notion of matrix derivatives, the HBP equations for a variety of module functions can be determined elegantly.
In Section B, we derive the HBP equations for the modules listed in Table 1 of the main document.
Section C illustrates the analytic composition of multiple modules by combining the backward passes of a nonlinear elementwise activation function and an affine transformation. This yields the recursive scheme of that has been used in the experiment of Section 4.
A. Matrix derivatives
Index notation for higher order derivatives of matrix functions of matrices can become quite involved . We would like to tackle this issue by embedding the presented approach in the notation of matrix differential calculus, which 1. yields notation consistent with established literature on matrix derivatives and clarifies the origin of the symbols D and H that are used extensively in the main text.
2. allows for using a multi-dimensional generalization of the chain rule.
Using the techniques of matrix differential calculus, it is also easy to see how structures like Kronecker products appear in the derivatives.
Preliminaries:
The following definitions and theorems represent a collection of results from the book of . They generalize the concept of first-and second-order derivatives to multivariate matrix functions in terms of the Jacobian and the Hessian matrix. While there exist multiple ways to arrange the partial derivatives, the presented definitions are beneficial in so far as they yield multivariate generalizations of the chain rule in matrix form.
In the presentation we adopt the notation and denote matrix, vector and scalar functions by F , f , and φ, respectively. Similarly, matrix (vector) inputs are written as X (x). The vectorization operation vec denotes column-stacking, such that for matrices A, B, C of appropriate size vec(ABC) = C ⊗ A vec(B) .
(S.1)
A.1. Definitions Definition A.1 (Jacobian matrix). Let F : R n×q → R m×p , X → F (X) be a differentiable function mapping between two matrix-sized quantitites. The Jacobian DF (X) of F with respect to X is an (mp × nq) matrix Magnus & Neudecker, 1999, Chapter 9.4 ).
In the context of neural networks, the most common occurrences of Definition A.1 involve vector-to-vector functions f :
For instance, x can be considered the input or bias vector of a layer applying an affine transformation. Other cases involve matrix-to-vector mappings f :
where X might correspond to the R m×q weight matrix of an affine transformation.
The additional effort of properly arranging all partial derivatives is compensated since the chain rule generalizes in a straightforward manner in this framework.
Theorem A.1 (Chain rule for Jacobians). Let F : R n×q → R m×p and G : R m×p → R r×s be differentiable matrixto-matrix mappings and their composition H be given by Magnus & Neudecker, 1999, Chapter 5.15 ).
We use Theorem A.1 to unroll the Jacobians in the composite structure of the feedforward neural network's loss Like for the Jacobian, arranging the partial second derivatives in the way of Definition A.2 yields a direct generalization of the chain rule for second derivatives. In the context of this work it is sufficient to provide this rule for a composition of vector-to-vector functions. Theorem A.2 (Chain rule for Hessian matrices). Let f : R n → R m and g : R m → R p be twice differentiable and h = g • f : R n → R p . The relation between the Hessian of h and the Jacobians and Hessians of the constituents f and g is given by
Hh ( 
Therefore, we can reduce the analysis to the module shown in Figure 2 receiving an input x ∈ R n that is used to compute the output z ∈ R m . The scalar loss is then expressed as a mapping E(z(x), y) : R n → R p with p = 1. 
(S.7)
We note that the HBP Equation (4a) is obtained by substituting Equation (S.5) into Equation (S.7).
The analysis for the network module parameters can be performed in complete analogy and results in Equation (4b).
B. Examples for HBP Equations
Having outlined the notion of matrix generalizations for first-and second-order partial derivatives in Section A, we now derive HBP equations for different module functions.
Instead of computing the curvature backpropagation equations of some layers from the partial derivatives, we will make use of the method of matrix differential calculus, which allows for the extraction of first-and second-order matrix derivatives from the respective matrix differentials. For a complete introduction, see Magnus & Neudecker (1999, Chapters 9, 10) .
B.1. Linear Layer
Consider the function f of a module applying an affine transformation to a vector-shaped input. Apart from the input x, additional parameters of the module are given by the weight matrix W and the bias term b,
In order to compute the Jacobians with respect to each variable, two of the three quantities are considered constant, which yields the differentials
using Property (S.1) to establish the last line. With the first identification tables provided in Magnus & Neudecker (1999, Chapter 9.6) , the Jacobians (see Definition A.1) can be read off from the differentials,
Note that all second module derivatives Hz(x), Hz(W ), and Hz(b) vanish since f is linear in all inputs.
Inserting the Jacobians into Equations (4) The reader is invited to identify some operations listed in Table 1 as special cases of the discussed function by assigning certain values to either W or b.
B.2. Elementwise Nonlinear Activation
Next, we consider the elementwise application of a nonlinear function,
that is typically used for the activation of the output of a linear layer. The matrix differential with respect to x reads
and consequently the Jacobian is given by
The Hessian (see Definition A.2) is also trivially obtained by making use of the fact that the function value φ k (x) only depends on x k and thus
with the one-hot unit vector e k ∈ R m in coordinate direction k. Inserting all quantities into the Relation (4a) produces
(S.9)
B.3. Square Loss
We conclude this section by demonstrating the computation of the Hessian of a loss function with respect to the network prediction, which is used for the initialization of HBP.
Consider the scalar square loss between the model predictionŷ ∈ R m and the true (constant) label y ∈ R m ,
The Jacobian is identified from the matrix differential,
From the second matrix differential d 2 E(ŷ) = 2(dŷ) dŷ = 2(dŷ) I m dŷ the Hessian can be extracted using the second identification tables from Magnus & Neudecker (1999, Chapter 10.4 ) and reproduces the expected result
In most cases, the input to the loss function is of low dimension, and its Hessian can thus be computed by automatic differentiation in practice.
C. Relation to Previous Schemes
The modular decomposition of how curvature is backpropagated through a feedforward graph also facilitates the analysis of modules composed of multiple operations. We now analytically combine two modules and analyze the HBP relation of their composition. Finally, we draw a connection between our concept and the recursive schemes presented by Botev et al. (2017) and , referred to as KFRA and BDA-PCH, respectively. The backpropagation between the composed modules is analytically incorporated. This gives rise to different curvature approximations in the batch learning scenario that introduces additional approximations.
C.1. Analytic Composition of Multiple Modules
Consider the module g = f • φ, x → y = φ(x), y → z = f (y(x)). We assume φ to act elementwise on the input, followed by a linear layer f : z(y) = W y + b, which is sketched in Figure S.1 (a) . The backward pass of Hy will now be eliminated by explicit integration in the analytical term for Hx, yielding a module composed of two layers as shown in Figure S.1 (b) .
Starting with the first Hessian backward pass through the making use of the invariance of a diagonal matrix under transposition and the fact that the backpropagated gradient is given by δy = W δz.
Note that the Jacobian Dg(x) can be identified as Dg(x) = W diag [φ(x)] = W φ (x) , i.e. each column i of the weigh matrix is rescaled by the i-th entry in the derivative of the activation function.
In summary, the HBP equations for the composite layer z(x) = W φ(x) + b shown in Figure S.1 (b) are given by the expressions (S.11). While HBP yields the same curvature information for both modules of Figure S .1 when only a single data point is fed through the entire network, this need not hold a for multiple data points due to the additional approximations discussed in Subsection 3.3.
C.2. Obtaining KFRA and BDA-PCH
The derivations for the composite module given above are closely related to the recursive computation schemes of Botev et al. (2017) ; . In fact, it is easy to convert the HBP rules given by Equations (S.11) back into the forms provided in the aforementioned references. This is accomplished by regarding a sequence of a linear layer f (1) and multiple composite modules f (2) , . . . , f ( ) as shown in Figure S By Equation (S.11b) both the linear layer as well as the composite f (i) identify the gradient (Hessian) with respect to their outputs, δz (i) (Hz (i) ), as the gradient (Hessian) with respect to their bias term, δb (i) (Hb (i) ). Introducing layer indices for all quantities, one finds the recursive expressions Hb (i) = Hz (i+1) , (S.12a)
H vec W (i) = φ(z (i−1) ) ⊗ φ(z (i−1) ) ⊗ Hb (i) (S.12b)
and
× Hb (i) W (i) φ (z (i−1) ) + diag φ (z (i−1) ) W (i) δb (i) , (S.12c) for i = − 1, . . . , 1. The recursion is initialized with the gradient and Hessian of the loss function, δz ( ) and Hz ( ) ,
δθ (1) Hθ (1) z (1) δz (1) Hz (1) φ f (2) θ (2) δθ (2) Hθ (2) z (2) δz (2) Hz (2) . . . Hence, the existing methods to approximate diagonal blocks of the Hessian are embedded in our proposed framework. Their emergence from combinations of HBP equations of simple operations that the module is composed of presents one satisfying insight of this work.
