Abstract In this paper, we propose two parallel extragradient -viscosity methods for finding a particular element in the common solution set of a system of equilibrium problems and finitely many fixed point problems. This particular point is the unique solution of a variational inequality problem on the common solution set. The main idea of the paper is to combine three methods including the extragradient method, the Mann iteration method, the hybrid steepest-descent method with the parallel splitting-up technique to design the algorithms which improve the performance over some existing methods. The strongly convergent theorems are established under the widely used assumptions for equilibrium bifunctions.
Let S : C → C be a mapping. Let us denote Fix(S) by the fixed point set of S, i.e., Fix(S) = {x ∈ C : x = S(x)}. The problem of finding a common element of the fixed point set of a mapping and the solution set of an equilibrium problem is a task arising in various fields of applicable mathematics, sciences, engineering and economy, for example [9] . In [10] , the authors presented a model which comes from Nash-Cournot model [9] for finding a point in the solution set EP( f ,C)∩Fix(S). As a further extension, in this paper we consider the following common solution problem.
Problem 1
Find an element x * ∈ Ω := (∩ i∈I EP( f i ,C)) (∩ j∈J Fix(S j )), where f i : C ×C → ℜ, i ∈ I = {1, 2, . . . , N} are bifunctions and S j : C → C, j ∈ J = {1, 2, . . . , M} are mappings.
In recent years, the problem of finding a common solution of EPs and/or VIPs and FPPs has been widely and intensively studied by many authors, for example [6, 2, 3, 4, 7, 8, 11, 10, 12, 14] . Problem 1 includes many previously considered problems. When S j = I for all j, Problem 1 becomes the problem of finding a common solution to EPs which was introduced and studied by Combettes and Hirstoaga in [6] . Using the resolvent of a bifunction, the authors proposed a general block-iterative algorithm for finding a common solution of EPs. A special case of this problem is the common solutions to variational inequalities problem (CSVIP) mentioned and analyzed intensively in [8] where the authors proposed an algorithm for CSVIP which combines the extragradient method [18] with the hybrid (outer approximation) method. In a very recent work [10] , Problem 1 has been studied and analyzed in the case M, N > 1, the authors in [10] proposed some parallel hybrid extragradient methods which combine the extended extragradient method [23] , the Mann or Halpern iterations, the parallel splitting-up technique [11] and the outer approximation method (hybrid method). A notable problem in these algorithms is that at each iteration we must construct two closed convex subsets C n , Q n of the feasible set C and compute the next approximation being the projection of the starting point x 0 on the intersection C n ∩ Q n . These can be costly and affect the efficiency of the used method.
On the other hand, for finding a particular solution of Problem 1 when M = N = 1, Maingé and Moudafi [21] introduced the variational inequality problem: Find x * ∈ EP( f ,C)∩ Fix(S) such that
where F : C → H is η -strongly monotone and L -Lipschitz continuous, i.e., there two positive constants η and L such that, for all x, y ∈ C, (3) and proposed the following extragradient -viscosity method for VIP (2) : Choose x 0 ∈ C and      y n = argmin{ρ f (x n , y) + 1 2 ||x n − y|| 2 : y ∈ C}, z n = argmin{ρ f (y n , y) + 1 2 ||x n − y|| 2 : y ∈ C}, x n+1 = (1 − w)t n + wSt n with t n = z n − α n Fz n , (4) where w, ρ, α n are suitable parameters. The advantage of using the viscosity method is that it gives us strongly convergent algorithms which have more simple and elegant structures.
In this paper, motivated and inspired by the results in [10, 25, 21] , we propose two parallel algorithms for Problem 1 which do not require constructing two set C n , Q n and computing the projection onto their intersection per each iteration as in [10] . As the idea of Maingé and Moudafi [21] , Vuong et al. [25] , we also find a particular solution x * of Problem 1 which satisfies the following variational inequality problem:
where F : C → H is η -strongly monotone and L -Lipschitz continuous. Let us denote V IP(F, Ω ) by the solution set of VIP (5) . Note that if F(x) = x − u with u being a suggested point in H then VIP (5) reduces to the problem of finding an element x * ∈ Ω which is the best approximation of u, i.e., x * = P Ω (u). Firstly, using the extragradient method, we find semultaneously intermediate approximations for each equilibrium problems in the family. After that, among obtained approximations, the furthest one from the previous iterate is chosen. Based on this element, we compute in parallel other intermediate iterates for fixed point problems in this family. Similarly, we defined the next iterate and obtain the first algorithm. Next, as an improvement of finding furthest approximations in the first algorithm, we use convex combinations of component intermediate approximations and propose the second parallel algorithm. In our numerical experiments, with the first way, we see that the obtained algorithm seems to be more effective than the second one and hybrid methods proposed in [10] . Some advantages of this performance in comparing with that of cyclic methods, specially when the numbers of subproblems N, M are large, can be found in [3, 4, 10, 13] and several references therein. This paper is organized as follows: In Sec. 2 we recall some definitions and preliminary results for the further use. Sec. 3 deals with proposing the algorithms and proving their convergence. Finally, in Sec. 4 we present a numerical example to illustrate the convergence of our algorithms and compare them with the parallel hybrid method in [10] .
Preliminaries
Let C be a nonempty closed convex subset of a real Hilbert space H. We begin with some definitions and properties of a demicontractive mapping. Definition 2.1 A mapping S : C → C is called:
(iii) β -demicontractive if Fix(S) = / 0, and there exists β ∈ [0, 1) such that
(iv) demiclosed at zero if, for each sequence {x n } ⊂ C, x n ⇀ x, and ||S(
From the definitions above, we see that (i) =⇒ (ii) =⇒ (iii). It is well-known that each nonexpansive mapping is demiclosed at zero. Problem 1 was considered in [10] for nonexpansive mappings. In this paper, for more flexibility, we consider the mappings S j , j ∈ J being demicontractive. We have the following result for a demicontractive mapping. 
(ii) Fix(S) is closed and convex.
Next, we present some concepts of the monotonicity of a bifunction.
Definition 2.2 [5]
A bifunction f : C ×C → ℜ is said to be
(iii) Lipschitz-type continuous on C if there exist two positive constants c 1 , c 2 such that
We have the following result about the operator F mentioned in Section 1. 
Then (i) G µ is strictly contractive over C with the contractive constant 1 − µ(2η − µL 2 ).
(ii) For all ν ∈ (0, µ),
where
Proof (i) From the definition of G µ , the η -strong monotonicity and L -Lipschitz continuity of F, we obtain
This yields the desired conclusion. Next, we prove claim (ii) in this lemma. From the defition of G, we have be an integer such that ε n 0 ≤ ε n 0 +1 and define, for all integer n ≥ n 0 ,
Then 0 ≤ ε n ≤ ε τ(n)+1 for all n ≥ n 0 . Furthermore, the sequence {τ(n)} n≥n 0 is non-decreasing and tends to +∞ as n → ∞.
Main results
In this section, we propose two parallel algorithms for finding a solution of Problem 1 and prove their convergence. The first algorithm is designed as follows. 
Step 2. Find semultaneously approximations z i n , i ∈ I,
Step 3. Compute semultaneously approximations u j n , j ∈ J,
Step 4. Pick x n+1 = argmax{||u j n − t n || : j ∈ J}. Set n = n + 1 and go back Step 1.
Remark 3.1 The intermediate approximationz n in
Step 3 of Algorithm 3.1 is the furthest element from x n among all ones z i n , i ∈ I and the next iterate x n+1 in Step 4 is the furthest element from t n among all approximations u j n , j ∈ J.
Throughout this paper, from the definitions ofz n and x n+1 in Algorithm 3.1, we denote i n ∈ I and j n ∈ J by the indices such thatz n = z i n n and x n+1 = u j n n . For the sake of simplicity, we also writeȳ n := y i n n . In order to establish the convergence of Algorithm 3.1, we install the following conditions for the bifunctions f i , the mappings S j and the control parameters ρ, α n and β n .
Condition 1
A1. f i is pseudomonotone on C and f (x, x) = 0 for all x ∈ C; A2. f i is Lipschitz-type continuous on C with the constants c 1 , c 2 ;
) is convex and subdifferentiable on C for every fixed x ∈ C.
Condition 2
B1. S j is β -demicontractive on C, where β ∈ [0, 1); B2. S j is demiclosed at zero.
Condition 3
(ii) lim
2 . Hypothesis A2 was introduced by Mastroeni in [19] . It is necessary to imply the convergence of the auxiliary principle method for EPs. If A : C → H is a L -Lipschitz continuous operator then the bifunction f (x, y) = A(x), y − x satisfies hypothesis A2. It is easy to show that if f i satisfies conditions A1-A4 then EP( f i ,C) is closed and convex (see, for instance [23] ). Under Condition 2, from Lemma 2.1, Fix(S j ) is closed and convex. Thus, Ω is also convex and closed. In this paper, we assume that Ω is nonempty. Hence, it follows from the assumptions of the operator F that VIP (5) has the unique solution on Ω , denoted by x * . We need the following lemmas.
Lemma 3.4 [1, 23] Suppose that {x n } , y i n , z i n are the sequences defined by Algorithm 3.1. Then
Lemma 3.5 Suppose that {x n } , y i n , z i n are the sequences defined by Algorithm 3.1. Then, for all y ∈ C,
From the Lipschitz-type continuity of f i and the relation (6), we have
Similarly to Lemma 3.4(i), from the definition of z i n , we obtain
Combining the relations (7) and (8), we obtain
for all y ∈ C. Lemma 3.5 is proved.
Lemma 3.6
Suppose that {x n } , {ȳ n } , {z n } are the sequences defined by Algorithm 3.1. Then
Proof Substituting i = i n into the second inequality of Lemma 3.4, we obtain
From the definitions of x n+1 and u j n n ,
which implies that
Set S j,β j n
From the definition of x n+1 , we have x n+1 = S j n ,β j n t n . Since S j n is β -demicontractive, it follows from Lemma 2.1 that S j n ,β jn n is quasi-nonexpensive and
in which the last equality is followed from the relation (10) . From the assumption of β j n n , we see that
Thus, it follows from the last inequality that
From the definition of t n , we have
in which the last inequality is followed from the relation (9). The last inequality and the relation (11) lead to the desired conclusion.
Lemma 3.7
The sequences {x n }, y i n , z i n , u j n , {t n } are bounded for all i ∈ I and j ∈ J.
Proof For a fixed µ ∈ 0, 2η L 2 . Since α n → 0, we can assume that {α n } ⊂ (0, µ). From the definitions of G µ in Lemma 2.2 and of t n in Algorithm 3.1, we have t n = G α n (z n ). Using Lemma 2.2(ii) for y =z n , x = x * and ν = α n , we obtain
where τ is defined as in Lemma 2.2. From the relation (9) and the hypothesises of ρ, we obtain ||z n − x * || ≤ ||x n − x * ||.
(13) From the relation (11) with n := n − 1, we have
Thus, it follows from the relation (13) that
This together with (12) implies that
This implies the boundedness of {t n }. Hence, from (13) and (14), we see that the sequences {x n } and {z n } are bounded. It follows from the definitions ofz n and x n+1 that
Thus, the sequences z i n , u j n are also bounded. Finally, the boundedness of y i n is followed from Lemma 3.4(ii), the hypothesis of ρ and the boundedness of the sequences z i n , {x n }. Proof Since {x n }, {z n } are bounded and F is L -Lipschitz continuous, there exists a constant
Set ε n = ||x n − x * || 2 . Using Lemma 3.6 and the relation (15), we obtain
We consider two cases. Case 1. There exists n 0 such that {ε n } is decreasing for all n ≥ n 0 . Thus, from ε n ≥ 0 for all n ≥ 0, there exists the limit of {ε n }, i.e., ε n → ε ≥ 0 as n → ∞. Hence, it follows from (16), the hypothesis of ρ and α n → 0 that
From the relation (17) and the triangle inequality, we obtain
From the definition ofz n , we obtain ||z i n − x n || ≤ ||z n − x n ||, ∀i ∈ I. This together with (18) implies that ||z
From Lemma 3.4(ii) and the triangle inequality,
Passing to the limit in the last inequality and using the hypothesis of ρ, the boundedness of {x n } , z i n and (19), we obtain
Since {z n } is bounded, without loss of generality, we can assume that there exists a subsequence {z m } of {z n } converging weakly to p such that
Now, we prove that p ∈ Ω . Indeed, it follows from Lemma 3.5 that, for all y ∈ C,
Fromz n ⇀ p and the relations (18) and (20), we obtain x n ⇀ p, y i n ⇀ p, z i n ⇀ p. Thus, letting m → ∞ in the last inequality and using hypothesis A3, ρ > 0 and (20), we obtain 
in which the last inequality is followed from the definition of x m+1 . From the definition of t m , α m → 0 and the boundedness of {z m }, we obtain
This together with (17) implies that ||x m+1 − t m || → 0. Thus, it follows from (22) that ||t m − S j t m || → 0 and t m ⇀ p. Since S j is demiclosed at zero, p ∈ ∩ j∈J Fix(S j ). Hence, p ∈ Ω . In order to finish Case 1, we show that
From the η -strongly monotonicity of F,
This together with ||x n+1 −z n || → 0, ||z n − x * || 2 → ε and (24) implies that
Assume that ε > 0, then there exists a positive integer n 0 such that
It follows from Lemma 3.6 that
Combining (26) and (27), we obtain
Thus,
Since η > 0, ε > 0 and ∑ ∞ n=1 α n = +∞, it follows from (28) that ε n → −∞. This is contradiction. Therefore ε = 0 or x n → x * .
Case 2.
There exists a subsequence {ε n i } of {x n } such that ε n i ≤ ε n i +1 for all i ≥ 0. It follows from Lemma 2.3 that
where τ(n) = max {k ∈ N : n 0 ≤ k ≤ n, ε k ≤ ε k+1 }. Furthermore, the sequence {τ(n)} n≥n 0 is non-decreasing and τ(n) → +∞ as n → ∞. It follows from (16), the hypothesises of ρ, ε τ(n) ≤ ε τ(n)+1 and α τ(n) → 0 that
These together with the triangle inequality imply that ||x τ(n) −z τ(n) || → 0. Thus, from the definition of the index i τ(n) , we have
Passing to the limit in the last inequality and using the hypothesis of ρ, the boundedness of
and (31), we obtain
Since z τ(n) is bounded, there exists a subsequence z τ(n k ) of z τ(n) converging weakly to p such that lim inf
From (30), (32) andz τ(n k ) ⇀ p, we also have
Now, we show that p ∈ Ω . Indeed, it follows from Lemma 3.5 that, for all y ∈ C,
Passing to the limit in the last inequality as k → ∞ and using (31), (32), ρ > 0 and A3, we obtain 0 ≤ lim sup
Step 2. Find semultaneously approximations z i n , i ∈ I
Step 3. Compute
where t n = z n − α n F(z n ). Set n = n + 1 and go back Step 1.
From
Step 3 of Algorithm 3.2, we see that the problems of computing z n and x n+1 are more simpler than those of computingz n and x n+1 in Steps 3, 4 of Algorithm 3.1. This is also illustrated in our numerical experiments in Sec. 4 where time for execution of this algorithm is less consuming than Algorithm 3.1 and the parallel hybrid extragradient method in [10] . In order to obtain the convergence of Algorithm 3.2, we install the following condition on the control parameters in Algorithm 3.2.
Condition 4
Condition 3 holds and
Theorem 3.2 The concusion of Theorem 3.1 remains true for Algorithm 3.2 under Conditions 1, 2 and 4.
Proof We divide the proof of Theorem 3.2 into several steps.
The proof of Claim 1. From the convexity of ||.|| 2 and Lemma 3.4, we obtain 
From the hypothesis of β
By the convexity of ||.|| 2 , Lemma 2.1(i), ∑ j∈J γ j k = 1 and the relations (38), (39), we obtain
The proof of Claim 4. Since {x n }, {z n } are bounded and F is L -Lipschitz continuous, there exists a constant K > 0 such that
Set ε n = ||x n − x * || 2 . Using Lemma 3.6, we obtain
(43) We consider two cases. Case 1. There exists n 0 such that {ε n } is decreasing for all n ≥ n 0 . Since ε n ≥ 0 for all n ≥ 0, there exists the limit of {ε n }, i.e., ε n → ε as n → ∞. Thus, it follows from (43), the facts 1 − 2ρc 1 > 0, 1 − 2ρc 2 > 0, lim inf n w i n > 0 and α n → 0 that
Using (44) and repeating the proof of Case 1 in Theorem 3.1, we obtain x n → x * . Case 2. There exists a subsequence {ε n i } of {x n } such that ε n i ≤ ε n i +1 for all i ≥ 0. It follows from Lemma 2.3 that
Furthermore, the sequence {τ(n)} n≥n 0 is non-decreasing and τ(n) → +∞ as n → ∞. It follows from (43), the hypothesises of ρ, lim inf n w i n > 0, ε τ(n) ≤ ε τ(n)+1 and α τ(n) → 0 that
Using (46) and repeating the proof of Case 2 in Theorem 3.1, we obtain x n → x * . Theorem 3.2 is proved.
A numerical example
In this section, we perform a numerical example to illustrate the convergence of Algorithms 3.1, 3.2 and compare them with the parallel hybrid extragradient method (PHEM), see [10, Algorithm 1] . All programs are written in Matlab 7.0 and computed on a PC Desktop Intel(R) Core(TM) i5-3210M CPU @ 2.50GHz 2.50 GHz, RAM 2.00 GB. We consider the bifunctions f i which are generalized from the Nash-Cournot equilibrium model in [9, 23] defined by
where q i ∈ ℜ m (m = 10) and P i , Q i are matrices of order m such that Q i is symmetric, positive semidefinite and Q i −P i is negative semidefinite. The feasible set C ∈ ℜ m is a polyhedral convex set as
where A ∈ ℜ m×k is a matrix and b is a positive vector in In below experiments, all entries of A, h j are randomly generated in [−m, m] and of b, l j in [1, m] , the vectors q i are the zero vector. All entries of P i , Q i are also generated randomly 1 such that they satisfy the mentioned conditions above. It is easy to see that 0 ∈ ∩ i∈I EP( f i ,C) and ∩ j∈J Fix(S j ) = C ∩ (∩ j∈J H j ). With choosing b and l j above, then 0 ∈ ∩ j∈J Fix(S j ), thus 0 ∈ Ω . To check whether {x n } converges to x * = 0 or not, we use the function D n = ||x n −x * || for n = 0, 1, 2, . . .. The convergence of {D n } to 0 implies that {x n } converges to the solution of Problem 1. We chose the starting point x 0 = (1, 1, . . , resp., for 1000 first iterations. From these figures, we see that the convergence of Algorithm 3.1 is the best in both two cases. In the case α n = 1 n+1 , the convergence rate of Algorithm 3.1 is better than the case α n = 1 (n+1) 0.5 and the obtained tolerance is D n < 10 −5 after 1000 first iterations. The times for execution of Algorithm 3.1 are smaller those of PHEM in two cases. The reason for this is that in Algorithm 3.1, we do not need to construct two sets C n and Q n and find the projection onto their intersection. For Algorithm 3.2, although the convergence rate is the slowest, but the times for execution is the smallest. This is obvious because in Algorithm 3.2 we have not to find the furthest approximations and construct two set C n and Q n per each iteration. This algorithm is the simplest in computing. , respectively. Then, we make a positive semidefinite matrix Q i and a negative semidefinite matrix T i by using random orthogonal matrixes with Q i 2 and Q i 1 , respectively. 
Concluding
In this paper, we have proposed two parallel extragradient -viscosity methods for finding a particular common solution of a finite family of equilibrium problems for pseudomonotone and Lipschitz-type continuous bifunctions and a finite family of fixed point problems for demicontractive mappings. The considered particular element is the unique solution of a variational inequality problem on the common solution set of two families. The proposed algorithms can be considered as improvements of some previously known hybrid methods in computations. A numerical example is performed to illustrate the convergence of the algorithms and compare them with the parallel hybrid extragradient method.
