Abstract-Neuromorphic event-based dynamic vision sensors (DVS) have much faster sampling rates and a higher dynamic range than frame-based imagers. However, they are sensitive to background activity (BA) events which are unwanted. we propose a new criteria with little computation overhead for defining real events and BA events by utilizing the global space and time information rather than the local information by Gaussian convolution, which can be also used as a filter. We denote the filter as GF. We demonstrate GF on three datasets, each recorded by a different DVS with different output size. The experimental results show that our filter produces the clearest frames compared with baseline filters and run fast.
I. INTRODUCTION
Research on neuromorphic event-based sensors ("silicon retinae") started a few decades back [1] . Recently, the technology has matured to a point where there appears some commercially available sensors. Some of the popular dynamic vision sensors (DVS) are DVS128 [2] , the Dynamic and Active pixel Vision Sensor (DAVIS) [3] , Asynchronous Timebased Image Sensor (ATIS) [4] , and the CeleX-IV [5] .
Different from conventional frame-based imagers that work by sampling the scene at a fixed temporal rate (typically 30 frames per second), these sensors detect dynamic changes in illumination. This results in a higher dynamic range, higher sampling rate, and lower power consumption. These sensors have several possible applications.
However, these sensors will produce background activity (BA) events under constant illumination, which are caused by temporal noise and junction leakage currents [2] , [6] , [7] . There are already multiple noise filtering methods for eventbased data available. The Nearest Neighbor (NNb) filter based on spatiotemporal correlation [8] , [9] , [6] , [10] , [11] , [12] is the most commonly employed method. Besides, there are some variations of NNb filters as well as some other filters based on differing polarity, refractory period and inter-spike interval [11] .
However, it is difficult to distinguish whether an event is a real event or noise with only the event itself. When the track of the target is known, the time correlation of events generated by a single pixel can be counted through repeated recording. Higher correlation suggest higher probability of real events, and vice versa. However, in the real world, it is unlikely to obtain every targets motion information in advance, and relying on this method of judging image quality is not feasible. Although [11] and [12] introduce their criterion for real events, the computation is heavy and time-consuming. [11] use Gaussian convolution on the time diemension to obtain the correlation. And [12] strengthen it by using convolution on both space dimension and time dimension. These methods make each event participate in multiple calculations in addition to the key comparison operations for judging. This will put a lot of burden on the calculation and lead to the increase of processing time.
To tackle these challenges, we design a new criteria with little computation overhead for defining real events and BA events by utilizing the global space and time information rather than the local information by Gaussian convolution. And it is naturally that this can be used as a filter since it decides whether an event is the real event or the BA event and thus decides whether to pass the event or filter the event. Therefore, we introduce a criteria for DVS BA events filtering as well as a new spatiotemporal BA filter.
Our contributions are as follows. First, we propose a criteria for defining real events and BA events with little computation overhead, which is also a BA filter and called GF. Second, we demonstrate GF on three datasets, each recorded by a different DVS system with different output size. The experimental results show that our filter produces the clearest frames compared with baseline filters.
II. BACKGROUND

A. DVS128
The DVS128 [2] sensor is an event-based image sensor that generates asynchronous events when it detects the changes in log intensity. If the change of illumination exceeds an upper or lower threshold, the DVS128 will generate an "ON" event or "OFF" event respectively. Each pixel independently and in continuous time quantizes local relative intensity changes to generate spike events. If changes in light intensity detected by a pixel since the last event exceed the upper threshold, pixel will generate an ON event and if these changes pass the lower threshold pixel will generate an OFF event. A pixel will not generate an event otherwise. By this mechanism, DVS128 only generates events if there is a change in light intensity, therefore, sensors output stream only includes the detected changes in sensed signal and does not carry any redundant data.
To encode all the event information for output, the DVS128 sensor uses Address Event Representation (AER) protocol [13] to create a quadruplets e(p, x, y, ts) for each event. Specifically, p is polarity, i.e., ON or OFF, x is the x-position of a pixel's event, y is the y-position of a pixel's event, and ts is a 32-bits timestamp, i.e., the timing information of an event.
B. DAVIS DAVIS [3] combines the DVS with an active pixel sensor (APS) at the pixel level. It allows simultaneous output of asynchronous events and synchronous frames. The DAVIS sensor also uses AER protocol to encode the event output.
C. CeleX-IV
The CeleX-IV is a high resolution Dynamic Vision Sensor from CelePixel Technology Co., Ltd. [5] . The resolution of the sensor is 768 × 640, and the maximum output rate is 200Meps. Unlike DAVIS, the event output by this sensor does not contain polarity information, but contains light intensity information of the event [14] , and the order of event output by this sensor follows a certain pattern. Take Fig. 1 as an example. First, it selects a row randomly from all the rows that has events at a single point, and then output the events on the row sequentially in a certain order. After the row finishing output, it repeats the process again from selecting a row. The key point is that the events on a row share the same timestamp.
D. BA Events
BA events are caused due to thermal noise and junction leakage currents [2] , [6] , [7] . These events degrade the quality of the data and further incurs unnecessary communication bandwidth and computing resources. The BA and the real activity events differ in that the BA event lacks temporal correlation with events in its spatial neighborhood while the real events, arising from moving objects or changes in illumination, have a temporal correlation with events from their spatial neighbors. On the basis of this difference, the BA events can be filtered out by detecting events which do not have spatial correlation with events generated by the neighborhood pixels. Such a filter is a spatiotemporal correlation filter. The filter decides whether an event is real or noise by checking the condition T N N b − T e < dT . If the condition is meet, the event is regarded as a real activity event. The T N N b is the timestamps from the neighborhood pixels, which meet this condition: |x p − x| ≤ 1 and |y p − y| ≤ 1 where p stands for a pixel. And dT is the limitation for timestamp difference.
III. RELATED WORK
In this section, we introduce three event-based spatiotemporal filters and one frame-based filter. There are also some other filtering methods. Researchers [15] proposed a filter with neuromorphic integrate-and-fire neurons which integrate spikes not only from the corresponding pixel but also its neighborhood pixels for firing. And [16] assigns a lifetime to each event and the lifetime of a noise event will be assigned 0. Here we introduce three event-based filters with O(N 2 ), O(N/s) and O(N) space complexity respectively, and they will be denoted as Bs1, Bs2, and Bs3 in the rest content.
In Bs1 filter [8] , each pixel has a memory cell for storing the last events timestamp. The stored timestamps are used for computing the spatiotemporal correlation ( Fig. 2(a) ).
Bs2 filter uses sub-sampling groups to reduce the memory size [6] . Each sub-sampling group of factor s includes s 2 pixels and uses one memory cell for storing the timestamp of the most recent event of the group (Fig. 2(b) ).
Bs3 filter assigns two memory cells to each row and each column to store the most recent event in that row or column (Fig. 2(c) ) [17] . This filter is designed to store all the information of an event, so both the two cells are 32-bits with one for storing the timestamp and one for polarity and the other axis position.
IV. PROPOSED FILTER
We propose a new method for separating real events and BA events by using the time difference between two events in the same pixel. By separating real events and BA events, it can naturally be used as a BA filter. It utilizes both the space information and time information from a global perspective, and we donote the filter as GF for simplicity. Table I gives the denotations and explainations of parameters that appear in the following description.
We introduce the time threshold for the GF filter as follows, which is denoted as T GF .
For each pixel, the AN EP is
Intuitively, the time threshold for separating real events and BA events should be the ratio of the whole time difference and the average number of events per pixel within a frame when each pixel has a memory cell itself (s = 1) like Bs1, which is
However, when s 2 pixels share a memory cell like Bs2, the average number of events per pixel turns to the average number of events per memory cell, AN EM , which is
Thus, the time threshold for GF s is denoted as T GF s , and described by Eq. 4.
This is not the end. Since the AT D of two BA events is supposed to be much larger than that of two real events according to the spatiotemporal correlation, these BA events will increase the AT D between any two events in the frame compared with an ideal condition that have no BA events in the frame. In other words, it will increase the T D of the frame compared with the ideal condition. The T GF s based on Eq. 4 could be larger than expected. So we introduce the scaling factor SF . And the T GF s is updated as
For CeleX, due to its special timestamp assignment as described in Section. II-C, up to X events could have the same timestamp. We suppore that these events are regarded as one event when computing the ANEM, namely,
With consideration of scaling factor SF , the time threshold T GF s can be described as Eq. 7.
And it is worth noticing that the T GF s for CeleX is likely to be smaller than expected. Since it is up to X events could share the same timestamp, usually it is smaller than X. For each frame's events, the time threshold T GF s is calculated based on the last frame. The first frame of one event stream is initialized as a constant number. Although the threshold is calculated based on the frame information, GF should always be seen as an event-oriented filter. The steps for the GF filter are outlined as follows. For each event:
• Fetch the corresponding memory cell and get the last recorded timestamp; • Check if the present timestamp is within T GF s of the last timestamp. If the time difference is less than T GF s , pass the event to the output, otherwise discard it.
• Store the timestamp of the new event in the corresponding memory cell.
V. EXPERIMENT SETUP A. Dataset
We use three datasets, a collected DVS dataset, DvsGesture [18] , a DAVIS-240C dataset Roshambo [19] , and our own dataset recorded from CeleX-IV. DvsGesture comprises 11 hand gesture categories from 29 subjects under 3 illumination conditions. Roshambo is a dataset of rock, paper, scissors and background images. We use three sub-recordings of rock, paper, and scissors. And our own dataset is also a rock-paperscissors dataset.
To make the event stream visible, it is common to generate a picture frame from the events, either of fixed time length or of a constant number of events. We choose to use the fixed number of events. A pixel in the picture will be 255 if it has an event.
The baseline filters are decribed in section III.
B. Software Configuration
The fixed time threshold used for Bs1 is 0.5 ms. For Bs2 with subsampling window s (s>1), the fixed time threshold is 0.5 × (s × s) ms. For Bs3, the time threshold is 0.5 X ms. The choice of SF is related to the number of events in a frame and the BA frequency under different circumstances when recording the data. We find the proper SF for DVS128 and DAVIS is larger than 1 while the proper SF for CeleX is smaller than 1. The SF for Eq. 5 is set to be 10 and the SF for Eq. 7 is set to be 0.2 in this work.
VI. EXPERIMENT RESULT First, we want to show that GF x well separates the real events and BA events. Then we compare the runtime cost.
A. Denoising Effect
For Roshambo dataset, we use 5k events for generating each frame. For our dataset, since the CeleX-IV has very large output, namely 768 × 640 pixels, we choose 50k events as the number of events per frame to make the images easy to distinguish with human eyes. Fig. 3 shows the performance of different filters on the Roshambo dataset. It can be seen that GF 1 is clearer than Bs1 and GF 2 is clearer than Bs2. Bs3 filters the BA as well as many real events with a dim outline.
For our dataset, we show two different cases, that is, object moving fast and moving slowly. Fig. 4 depicts the events when the hand is actively moving and thus there are many real events within the frame. On the contrary, Fig. 5 shows the events when the hand barely moved and thus the BA event account for a much higher percentage within the frame compared with the above cases. It can be seen that, in Fig. 4 , the initial frame don't witness many noise pixel. The effect of GF 1 is less clearer than Bs1 but clearer than Bs2. GF 2 is clearer than Bs1 and still keeps the background area clean. Bs3 is the worst as it still contains many BA noise pixels. In Fig. 5 , although Bs3 shows the object, it shows many noise points as well. For the other filters, Bs1 keeps relatively more information than Bs2 and GF 1 , and GF 1 and Bs2 are still very similar. GF 2 shows clear outline of the object and get rid of the noise effectively. Fig. 3 . The rock-paper-scissors recorded by DAVIS240 [3] . Fig. 6 . Comparison of T P R and F P R. One point in the figure represents a frame. The x-axis is the frame id. The y-axis is the ratio value ranging from 0 to 1. The top line is T P R, and the bottomline is F P R.
(a) Thr=0.5ms (b) Thr=1ms Fig. 7 . Comparison of T P R and F P R for Bs1 with different threshold. One point in the figure represents a frame. The x-axis is the frame id. The y-axis is the ratio value ranging from 0 to 1. The top line is T P R, and the bottomline is F P R.
It can be explained why GF 1 does not keep many real events in this case. Because the object movement slows down, the time difference between real events becomes close to that between BA events. When they are close, it is hard to distinguish them using GF 1 . But the background filters don't show satisfactory result as well in such cases. However, GF 2 solves this problem better because it has more space information support as a group pixels share the same memory cell while GF 2 has the same memory cost as Bs2.
1) Quantitative Analysis based on GF:
This experiment is carried on Gesture dataset recorded from DVS128. Since GF 2 method shows good performance on denoising the frame and the time consumption is also acceptable, we use it as a evaluating method for the other filters. We calculate the T P R and F P R of the event-based filters. T P R is the percentage of correct predictions for real events, and F P R is the percentage of predicting a BA event as a real event. Fig. 6 shows the results. The F P R of all filters are low which is good to see, especially Bs2. These baseline filters rarely mistake the BA events defined by our criteria as real events, which suggests that our definition is approved by the baseline filters. The T P R witness different distributions. Bs2 is the best. Bs3 shows the lowest T P R which explains the reason for light outlines of objects as shown in figures in section VI-A. We fund that Bs1 only pass about half percent of real events. We suppose the reason might be that the threshold for Bs1 is too low. So we adjust the threshold for Bs1 to 1ms. And the Fig. 7 shows the result. After increasing the threshold, it also shows good performance on T P R. Fig. 8 shows the time consumption of different filters. We make several repeat experiments by using different number of events per frame with the fixed number of events (3 million) from a event stream. And with the same tendency, we can see that the Bs1 filter is 2.5x time consuming than GF 1 filter. This time reduction is achieved because the GF 1 only needs to write once and compute once. However, the Bs1 needs to write 9 times for updating the timestamps of 8 neighbors and the pixel itself, and compute once according to the process in [8] .
B. time comparison
We can see that GF 2 is similar to Bs2 in time cost. Also, GF 2 is similar to GF 1 in average time consumption because for GF 2 , it also writes once and computes once for each coming event as well.
C. Discussion
One interesting behavior is demonstrated by the Bs3 filter. For Roshambo dataset, where each event has its own timestamp, Bs3 still works but it filters large amount of events as it shows the relative light outline of the object. However, for CeleX dataset, where up to a row of events share the same timestamp, it still works for the left part of the pixels but when the pixel is at the right side of the output, it has almost no filtering effect. This is especially clear in Fig. 5 .
We also make experiments on different subsampling windows as shown in Fig. 9 . We can see that the Time filter performs better than Bs2 with different windows, especially in slow movement scenarios.
VII. SUMMARY AND CONCLUSIONS Neuromorphic event-based sensors have witnessed rapid development in the past few decades, especially dynamic vision sensors. These sensors allow for much faster sampling rates and a higher dynamic range which outperform framebased imagers. However, they are sensitive to background activity events which cost unnecessary communication and computing resources. Moreover, improved noise filtering will enhance performance in many applications. We propose a new criteria with little computation overhead for defining real events and BA events based on the space and time information of the event stream. We utilize the global information rather than the local information by Gaussian convolution. The experimental results show that the proposed criteria shows good performance on denoising and run very fast. 
