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L’opérateur de Steklov est un opérateur pseudo-di érentiel elliptique d’ordre
1. Il est connu que les valeurs propres de Steklov d’une surface ne dépendent
asymptotiquement que des longueurs des composantes connexes de la frontière.
Dans ce mémoire, on montre qu’asymptotiquement, les fonctions propres de Stek-
lov ne se concentrent que sur une composante connexe de la frontière si aucun
des rapports entre les longueurs des composantes de la frontière n’est finement
approximable par une suite rationnelle.




The Steklov operator on a Riemannian manifold with boundary is an elliptic
pseudodi erential operator of order one. It is known that the asymptotics of the
Steklov spectrum of a surface is determined, up to a very small error, by the
lengths of the connected components of the boundary. In this thesis, we focus on
the asymptotic properties of Steklov eigenfunctions on surfaces. In particular, we
show that if all the ratios between the lengths of the connected components of
the boundary are irrational numbers not admitting fast approximation by ratio-
nals, then each high energy eigenfunction concentrates along a single boundary
component.
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INTRODUCTION
L’une des premières fois où on voit apparaitre les fonctions propres de Steklov
est dans la note Sur l’existence des fonctions fondamentales de Vladmir Steklov
publiée en 1899 dans les Comptes rendus hebdomadaires des séances de l’Acadé-
mie des sciences :
Il existe une infinité de nombres positifs ks et des fonctions harmoniques
Vs (s = 1, 2, · · · ), satisfaisant aux conditions
ˆVs
ˆn
= ks„Vs sur (s),
⁄
„V 2s ds = 1 (s = 1, 2, ...)
pour toute surface (s), pourvu que le théorème fondamental lui soit applicable [...]
où „ est une fonction positive ne s’annulant pas sur (s).
L’existence des fonctions fondamentales de M. Le Roy est donc démontrée. [S]
Ces fonctions Vs appelées solutions fondamentales sont connues aujourd’hui
sous le nom de fonctions propres. Steklov a continué d’étudier de nombreuses
questions physiques concernant ces solutions fondamentales. Beaucoup de ses tra-
vaux et résultats sur le sujet seront ensuite publiés, notamment l’article Sur les
problèmes fondamentaux de la physique mathématique (1902) [S2]. C’est dans cet
article que R. Weinstock aurait trouvé le problème spectral ci-haut qu’il a nommé
le problème de Steklov[K].
Le problème de Steklov est encore étudié de nos jours : il y existe de nom-
breuses applications. Un exemple d’application est la tomographie d’impédance
électrique, une technique d’imagerie médicale qui permet de visualiser la distri-
bution de conductivité électrique d’une partie du corps. On essaie de trouver la
distribution du potentiel à l’intérieur du corps en ne connaissant que la distri-
bution du potentiel sur la peau[U]. C’est un problème inverse de Steklov : en
connaissance du spectre, comment reconstruire la distribution de la densité de
la variété. Une autre application possible est la modélisation des fluides. Sous
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certaines hypothèses, calculer les fréquences d’oscillation d’un liquide en mouve-
ment, revient à déterminer les valeurs propres de Steklov[K]. C’est d’ailleurs ce
que les auteurs Mayer et Krechetnikov expliquent dans leur article Walking with
co ee : Why does it spill, l’article qui leur obtiendra un Ig Nobel en 2012.
Plus formellement, on définit le problème de Steklov comme suit. Soit (M, g)
variété riemannienne compacte de dimension n avec une frontière ˆM lisse. Le
spectre de Steklov d’une variété est l’ensemble des valeurs propres ⁄ tel qu’il





 gu⁄(x) = 0 x œ M
ˆ‹u⁄(x) = ⁄u⁄(x) x œ ˆM
où ˆ‹ désigne la dérivée normale orientée vers l’extérieur par rapport à la frontière.
L’étude des propriétés des fonctions et des valeurs propres de Steklov est
souvent faite via l’opérateur de Steklov 1. Pour une variété riemannienne (M, g),
l’opérateur de Steklov est défini comme suit :
P : CŒ(ˆM) æ CŒ(ˆM)
f ‘æ ˆ‹(Hf )
où Hf est l’extension harmonique sur M de f .
L’extension harmonique existe et est unique pour toute variété M compacte
et toute fonction définie sur sa frontière f œ H1/2(ˆM) [T]. C’est la solution au
problème de Dirichlet  u = 0 et u|ˆM = f .
Remarquons que les valeurs et fonctions propres de l’opérateur de Steklov
sont celles du spectre de Steklov. Les fonctions propres de Steklov peuvent être
vues comme une fonction de la frontière ˆM ou comme une fonction harmonique
de la variété M . Puisqu’il n’existe qu’une unique extension harmonique, ces deux
concepts sont équivalents.
Ce mémoire étudie le comportement des fonctions et des valeurs propres de
Steklov pour une surface riemannienne dont la frontière n’est pas connexe. Il a
1. En anglais, l’opérateur de Steklov est souvent appelé l’opérateur «Dirichlet-to-Neumann»
ou simplement l’opérateur de Neumann
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été montré en 2014 dans [GPPS] le théorème suivant.
Théorème 1. [GPPS] Soit M une surface riemannienne bornée avec une fron-
tière lisse composée de K composantes connexes respectivement de longueur ¸
1
, ..., ¸K.





















, ..., an) = S(a1) fi ... fi S(an)avec l’union où on garde les
multiplicités et avec S(a) = {a |m| : m œ Z}.
Ce théorème montre qu’asymptotiquement, les valeurs propres ne dépendent
que des longueurs des composantes connexes de la frontière. Pour ce qui est des
fonctions propres, il est connu qu’elles se concentrent autour de la frontière, c’est-
à-dire qu’elles ont une décroissance rapide à l’intérieur de la surface [GT]. Pour
de nombreuses surfaces, on remarque que elles se concentrent sur une seule des
composantes connexes de la frontière. C’est le cas pour l’anneau.
Théorème 2. Soit M µ R2 un anneau unité percé d’un disque de rayon a. Soit la
frontière ˆM = ˆMa fi ˆM1, où ˆMa est un cercle de rayon a et ˆM1 est le cercle




(Îu⁄ÎL2(ˆMa) ≠ 1)(Îu⁄ÎL2(ˆM1) ≠ 1) = 0
Figure 0.1. Courbes de niveau des fonctions propres de l’anneau
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Pour un anneau formé par des cercles de rayon 1/2 et 1, la figure 1 présente les
courbes de niveau de deux fonctions propres. On voit qu’e ectivement les fonc-
tions propres sont concentrées autour d’une seule composante de la frontière.
Cependant, il existe des surfaces connexes ayant des fonctions propres qui ne
se concentrent pas seulement sur une composante de la frontière. Par exemple,
les fonctions propres du cylindre sont toutes symétriques ou anti-symétriques.
Les fonctions propres sont donc toutes concentrées également entre les deux com-
posantes de la frontière. La figure 2 représente les courbes de niveau de deux
fonctions propres du cylindre qui est représenté par un anneau avec la métrique
appropriée.
Figure 0.2. Courbes de niveau des fonctions propres du cylindre
Remarque. Il existe des surfaces connexes bornées avec une frontière lisse ayant
des fonctions propres qui se concentrent sur plus d’une seule composante de la
frontière.
De ces deux exemples, une question se pose : quelle condition imposer à une
surface pour que ses fonctions propres se concentrent sur une seule des compo-
santes de la frontière ?
Une condition su sante pour pouvoir décrire asymptotiquement les fonctions
propres de Steklov d’une surface est que les rapports ¸i/¸j entre les longueurs
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¸1, ..., ¸K des composantes connexes de la frontière ne soient pas finement ap-
proximables par une suite rationnelle.
On dit qu’un nombre x est finement approximable par une suite rationnelle







L’ensemble des nombres finement approximables par une suite rationnelle
comprend évidemment les nombres rationnels, mais aussi les nombres de Liouville.
Théorème 3. Soit M une surface riemannienne ayant une frontière lisse ayant
K composantes connexes, ˆM = ˆM1 fi ... fi ˆMK. Si les longueurs des compo-
santes connexes de la frontière ¸j = |ˆMj| sont telles qu’aucun des rapports ¸j/¸i
entre les longueurs des composantes connexes de la frontière n’est finement ap-
proximables par une suite rationnelle, alors les fonctions normalisées de Steklov
un se concentrent autour seule d’une composante de la frontière, c’est-à-dire, pour
chaque n, il existe une composante ˆMkn telle que limnæŒ Îu⁄nÎL2(ˆMkn ) = 1.
Pour montrer ces résultats, nous allons étudier l’opérateur de Steklov, un opé-
rateur pseudo-di érentiel elliptique d’ordre 1. Le premier chapitre est une intro-
duction à la théorie des opérateurs pseudo-di érentiels et un rappel des propriétés
qui seront utiles dans les preuves. Dans le deuxième chapitre, des propriétés spéci-
fiques de l’opérateur de Steklov et de son spectre seront démontrées. Au troisième
chapitre sont présentés des exemples de spectres et fonctions propres de Steklov.





Ce chapitre introduit les opérateurs pseudo-di érentiels et présente plusieurs
de leurs propriétés. L’ultime but du chapitre est de démontrer que le spectre d’un
opérateur pseudo-di érentiel elliptique d’une variété riemannienne compacte est
discret. Ce chapitre suit la présentation du livre Partial Di erential Equations II
de Michael Taylor.
1.1. Transformée de Fourier
Les opérateurs pseudo-di érentiels sont une généralisation des opérateurs dif-
férentiels. Une façon élégante de les aborder est via l’action des opérateurs di é-
rentiels sur la transformée de Fourier. Soit f œ L1(Rn), sa transformée de Fourier
est définie comme suit :




Directement, on a que f̂ œ LŒ(Rn). À partir de la transformée de Fourier
d’une fonction, nous pouvons obtenir la fonction initiale via la formule d’inversion
[T].





En prenant f et f̂ dans l’espace de Schwartz S(Rn) 1, l’espace des fonctions
à décroissance rapide, on s’assure que les intégrales (1.1.1) et (1.1.2) convergent.
En fait, la transformée de Fourier est même un automorphisme de l’espace de
Schwartz [T]. De plus, en munissant l’espace de Schwartz de la norme induite par
1. L’espace de Schwartz : S(Rn) = {f œ CŒ(Rn) : sup
x
|x–D–f(x)| < Œ ’–, — œ Nn}
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l’espace de fonctions L2(Rn), la transformée de Fourier est une isométrie modulo
un facteur de (2fi)n. On appelle ce résultat l’égalité de Parseval [T],
(2fi)nÎfÎ2L2(Rn) = Îf̂Î2L2(Rn).
La transformée de Fourier a de belles propriétés lorsqu’on fait intervenir la





où – est un multi-indice, c’est-à-dire – = (–1, · · · , –n) œ (N0)n, ›– = (›1)–1 ...(›n)–n












où |–| = –1 + ... + –n.
De la même façon que pour l’équation 1.1.3, l’opérateur di érentiel A(D) peut




























Le polynôme de degré m, A(›), est appelé le symbole de l’opérateur A. Si le
symbole n’est pas un polynôme en ›, mais une fonction plus générale pouvant
dépendre de › et de x, l’opérateur en résultant ne sera plus di érentiel : on
l’appellera opérateur pseudo-di érentiel.
1.2. Définition des opérateurs pseudo-différentiels
Tout d’abord, formalisons notre définition du symbole. Pour s’assurer que
l’intégrale qui définit l’opérateur converge, le symbole doit avoir une décroissance
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su sante. On classe les types de décroissance par classe de symbole.
Définition 1.1. Soit m œ R. On dit que le symbole A(x, ›) œ CŒ(Rn ◊ Rn) est
dans la classe Sm1,0 si pour tout multi-indice –, — œ Nn0 , il existe une constante




--- Æ C–,—(1 + |›|2)
m≠|–|
2 = C–,—È›Ím≠|–|.
La notation È›Í = (1 + |›|2) 12 est récurrente lorsqu’on traite des définitions et
des propriétés des opérateurs pseudo-di érentiels. Remarquons que Sm1,0 µ Sm+‘1,0
pour tout ‘ > 0.




où A(x, ›) œ Sm1,0. L’opérateur A est dit pseudo-di érentiel d’ordre m et on le
notera A(x, D) œ  m. On notera  ≠Œ = ‹
mœR
 m.
De la définition, on peut montrer que ces opérateurs sont des endormophismes
de l’espace de Schwartz,
A(x, D) : S(Rn) æ S(Rn) (1.2.1)
de même que des endophismes de l’espace des distributions tempérées 2,
A(x, D) : S Õ(Rn) æ S Õ(Rn). (1.2.2)
1.2.1. Représentation par un noyau
Ainsi, à chaque symbole est associé un opérateur pseudo-di érentiel et vice-
versa. Nous pouvons aussi représenter ces opérateurs par leur noyau. En e et, par
le théorème de Schwartz (Schwartz kernel theorem) [T], il existe KA œ S Õ(Rn◊Rn)
tel que ’u, v œ S(Rn)
ÈA(x, D)u, vÍS(Rn) = ÈKA, u ¢ vÍS(Rn◊Rn) :=
⁄⁄
KA(x, y)u(x)v(y) dx dy.
2. Espace des distributions tempérées, S Õ(Rn), est l’espace des formes linéaires continues sur
S(Rn)
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C’est e ectivement le cas tel qu’on peut le voir dans le détail suivant.
















A(x, ›)ei(x≠y)·› d› le noyau de Schwartz de
l’opérateur pseudo-di érentiel A. Le noyau de Schwartz est continûment di éren-
tiable partout sauf sur la diagonale dans Rn ◊ Rn [T2].
Remarquons que nous pouvons écrire le noyau sous la forme
K(x, y) = L(x, x ≠ y) (1.2.3)
avec L(x, z) = 1(2fi)n
⁄
A(x, ›)eiz·› d›.
Le noyau de Schwartz, tout comme le symbole, permet de classifier notre
opérateur. En e et, si A œ  m, son noyau de Schwartz satisfait à
|D—xyKA(x, y)| Æ C—|x ≠ y|≠n≠m≠|—|,
si m + |—| > ≠n [T2]. La réciproque de ce résultat est vraie sous quelques hypo-
thèses : elles sont présentées dans la proposition qui suit.
Proposition 1.3. [T2] Soit ≠n < m < 0 et L œ S Õ(Rn ◊ Rn) tel que L(·, z) :
une fonction lisse de x avec valeur dans S Õ0(Rn) fl L1(Rn). Alors L(x, z) définit
un noyau de Schwartz selon l’équation (1.2.3) d’un opérateur pseudo-di érentiel
d’ordre m si et seulement si pour z ”= 0,
|D—xD“z L(x, z)| Æ C—“|z|≠n≠m≠|“|.
Le symbole et le noyau de Schwartz sont ainsi deux façons naturelles de ca-
ractériser notre opérateur pseudo-di érentiel. Selon le contexte, il est plus simple
d’utiliser une représentation ou l’autre.
1.3. Propriétés des opérateurs pseudo-différentiels
1.3.1. Composition d’opérateurs pseudo-di érentiels
À cause de l’équation (1.2.1), on sait que la composition de deux opérateurs
pseudo-di érentiels, A1 et A2, est bien définie si on prend comme domaine l’espace
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de Schwartz.
A1A2 : S(Rn) æ S(Rn)
La question naturelle qui s’en suit est de savoir si cet opérateur est lui aussi
pseudo-di érentiel et, le cas échéant, comment le caractériser. Le comportement
de la composition de deux opérateurs sera utile dans la section 1.3.3 lorsque nous
traiterons de la construction des paramétrices, l’équivalent d’un inverse pour les
opérateurs pseudo-di érentiels.
Commençons par introduire une notation. On notera
A(x, ›) ≥ ÿ
jØ0
Am≠j(x, ›)
si ’N œ N0, A(x, ›) ≠
Nÿ
j=0
Am≠j(x, ›) œ Sm≠N≠11,0.
Si A œ  m, et qu’il existe Am(x, ›) tel que
A(x, ›) ≠ Am(x, ›) œ Sm≠11,0 ,
on dit que Am(x, ›) est le symbole principal de A. Certains auteurs demandent
que Am(x, ›) soit une fonction homogène d’ordre m en ›, mais nous n’imposerons
pas cette condition pour ce mémoire. Avec cette notation, nous pouvons caracté-
riser le symbole de la composition de deux opérateurs pseudo-di érentiels.
Proposition 1.4. [T2] Soit A1 œ  m1 et A2 œ  m2. Alors leur composition
Q = A1A2 est un opérateur pseudo-di érentiel d’ordre m1 + m2 et





› A1(x, ›)D–x A2(x, ›)
1.3.2. Action sur les espaces de Sobolev
Il est possible de montrer que si A est un opérateur pseudo-di érentiel d’ordre
0, alors c’est un endomorphisme de L2(Rn) [T2],
A : L2(R)n æ L2(Rn). (1.3.1)
Il serait intéressant d’étendre ce résultat pour des opérateurs pseudo-di érentiels
d’ordre quelconque. Pour ce faire, nous nous intéresserons aux espaces de Sobolev.
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Soit k œ N0, l’espace de Sobolev Hk(Rn) est défini comme suit
Hk(Rn) = {u œ L2(Rn) : D–u œ L2(Rn), ’|–| Æ k}. (1.3.2)
On peut montrer l’équivalence suivante [T],
u œ Hk(Rn) ≈∆ È›Íkû œ L2(Rn)
ce qui nous permet de généraliser la définition (1.3.2) d’un espace de Sobolev
Hs(Rn) pour un s œ R quelconque.
Définition 1.5. Soit s œ R, l’espace de Sobolev Hs(Rn) est défini comme suit
Hs(Rn) = {u œ S Õ(Rn) : È›Ísû œ L2(Rn)}.
Avec la norme ÎfÎHs(Rn) = ÎÈ›Ísf̂ÎL2(R2), les espaces de Sobolev sont des es-
paces de Hilbert. De plus, S(Rn) est dense dans Hs(Rn) pour n’importe quel s [T].
Soit l’opérateur pseudo-di érentiel  s œ  s ayant comme symbole È›Ís. On
peut représenter  sf = F≠1(È›Ísf̂). Il est donc clair que ’r, s œ R, on a
 s rf(x) =  s+rf(x).
La définition 1.5 de l’espace de Sobolev est donc équivalente à Hs(Rn) =  ≠sL2(Rn).//
Prenons un opérateur pseudo-di érentiel quelconque A œ  m. On peut le
représenter comme la composition d’opérateurs A =  m≠s( s≠mA ≠s) s. Par
la proposition (1.4),  s≠mA ≠s est d’ordre 0. En utilisant l’équation (1.3.1), on
obtient que
Hs
 s≠≠æ L2  s≠mA ≠s≠≠≠≠≠≠≠æ L2  m≠s≠≠≠≠æ Hs≠m,
ce qui mène à la proposition finale de cette section.
Proposition 1.6. Soit A œ  m et s œ R, alors
A : Hs(Rn) æ Hs≠m(Rn).
Remarquons que si A œ  ≠Œ, alors pour f œ Hs(Rn), Af œ HŒ(Rn), c’est-
à-dire toutes les dérivées de f existent. À cause de cette propriété, on appelle
les opérateurs de  ≠Œ des opérateurs régularisants (smoothing). Inversement, si
pour un s œ R donné, l’opérateur pseudo-di érentiel A est tel que pour tout
u œ Hs(Rn), on a que Au œ HŒ(Rn), alors A est régularisant[Tr].
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1.3.3. Ellipticité et paramétrices
Définition 1.7. On dit que A œ  m est elliptique s’il existe un r < Œ tel que
|A(x, ›)| Ø CÈ›Ím, pour |›| Ø r
De la définition, on remarque que la composition de deux opérateurs ellip-
tiques est aussi un opérateur elliptique.
Exemple. Soit  , l’opérateur de Laplace dans Rn. Son symbole est |›|2. C’est
donc un opérateur pseudo-di érentiel (en fait, di érentiel) elliptique d’ordre 2. Si









(2fi)≠1 log r n = 2
rn≠2
(2 ≠ n)|Sn≠1| n Ø 3
où |Sn| est le volume de n-sphère unité.
Ainsi, l’opérateur intégral u ‘æ s G(|x ≠ y|)u(y)dy est un opérateur inverse au
Laplacien sur Rn.
L’existence d’un inverse est une propriété importante des opérateurs. Ce n’est
pas tous les opérateurs qui en possèdent un. Nous concentrerons notre étude sur
les opérateurs elliptiques qui possèdent une paramétrice.
Proposition 1.8. Soit A œ  m un opérateur elliptique. Alors, il existe B œ  ≠m
tel que
AB = I + R BA = I + R̃
où R, R̃ œ  ≠Œ. B est appelé la paramétrice de A.
Démonstration. Nous pouvons construire explicitement la paramétrice de A.
Puisque c’est un opérateur elliptique, il existe r tel que |A(x, ›)≠1| Æ CÈ›Í≠m pour
|›| Ø r. Soit f(›) œ CŒ(Rn) une fonction qui vaut 0 si |›| Æ r et 1 si |›| Ø 2r.
Directement, on a que
B0(x, ›) := f(›)A(x, ›)≠1 œ S≠m1,0
Par la proposition 1.4 sur la composition d’opérateurs, on voit que
AB0 = I + R0
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B0A = I + R̃0
où les opérateurs R0 et R̃0 sont des opérateurs pseudo-di érentiels d’ordre -1.
Soit I ≠ R0 + R20 ≠ · · · ≥ I + S œ  0, définissons
B = B0(I + S),
alors B œ  ≠m et
AB = I + R, R œ  ≠Œ
De façon analogue, on peut définir B̃ œ  ≠m qui a la propriété
B̃A = I + R̃, R̃ œ  ≠Œ
Finalement, puisque
B̃(I + R) = B̃AB = (I + R̃)B,
on a que B̃ = B mod  ≠Œ. On a donc que
AB = I mod  ≠Œ
BA = I mod  ≠Œ.
De plus, cette paramétrice est unique, modulo un opérateur lissant [E]. ⇤
L’ellipticité d’un opérateur implique donc l’existence d’une paramétrice. La
réciproque est aussi vraie. Supposons que pour un opérateur A œ  m, il existe
une paramétrice B. Nécessairement, on a que B œ  ≠m à cause de la proposition
1.4 et que AB ≠ I œ  ≠Œ µ  ≠1 par la définition d’une paramétrice. Ainsi, il
existe une constance C > 0 telle que
|A(x, ›)B(x, ›) ≠ 1| Æ CÈ›Í≠1. (1.3.3)
Puisque le côté droit de 1.3.3 æ 0 lorsque |›| æ Œ, il existe r > 0 tel que
A(x, ›)B(x, ›) Ø 12 si |›| > r.
Puisque B œ  ≠m, il existe C Õ > 0 tel que |B(x, ›)| Æ C ÕÈ›Í≠m et donc
|A(x, ›)| Ø 12|B(x, ›)|≠1 Ø C
ÕÈ›Ím si |›| > r
∆ A est elliptique.
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Similairement, on peut montrer que B est aussi elliptique. On a donc que
l’existence d’une paramétrice implique l’ellipticité. Cette dualité entre l’existence
de paramétrice et l’ellipticité est vraiment ce qui distingue cette classe d’opéra-
teurs.
Bien qu’elle ne soient pas un inverse, les paramétrices sont utiles pour déter-
miner la régularité des solutions des opérateurs. En e et, prenons encore une fois
A œ  m un opérateur elliptique. On peut construire sa paramétrice B œ  ≠m.
Pour u, f œ S Õ(Rn) tel que
Au = f
on a que
u = Bf mod CŒ (1.3.4)
Ainsi, avec le résultat de la proposition 1.6 de la section précédente sur les
espaces de Sobolev, on remarque que si f œ Hs(Rn), on a que u œ Hs+m(Rn).
1.4. Opérateurs sur des variétés riemanniennes compactes
Considérerons maintenant des opérateurs pseudo-di érentiels sur une variété
riemannienne compacte au lieu de Rn. Comment les définir dans ce cas ? Une va-
riété de dimension n étant localement homéomorphe à Rn, une façon naturelle de
définir les opérateurs pseudo-di érentiels sur une variété est de demander qu’ils
soient localement transformés en opérateurs pseudo-di érentiels de Rn. Plus for-
mellement, on les définit comme suit.
Définition 1.9. Soit {Uj, Vj, ‰j, } est un atlas composé de cartes ‰j : Vj µ M æ
Uj µ Rn de la variété compacte M et soit „j œ CŒ0 (Vj) tel que la famille {„j} est
une partition de l’unité (qj „j © 1). On dit que A, un opérateur linéaire défini





‰új : CŒ(Uj) æ CŒ(Uk) (1.4.1)
est un opérateur pseudo-di érentiel d’ordre m de Rn, où (‰j)ú(g) = g ¶ ‰j et
(‰j)úg) = g ¶ ‰≠1j .
Remarquons que cette définition dépend de l’atlas choisi, ce qui n’est pas idéal.
Nous aimerions que si un opérateur est pseudo-di érentiel pour un atlas, alors il
est pseudo-di érentiel pour tous les atlas. Nous avons la proposition suivante.
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Proposition 1.10. [E] Soit F : Rn æ Rn un di éomorphisme et B œ  m(Rn).
Alors C l’opérateur définit par la formule
F ú(Bu) = C(F úu), où F úu(x) = u(F (x))
est un opérateur pseudo-di érentiel d’ordre m et son symbole c(x, ›) est tel que
c(x, ›) ≠ b(F (x), (F Õ(x)≠1)t›) œ Sm≠1(Rn)
où (F Õ(x)≠1)t est la transposée de la matrice Jacobienne de la transformation F .
Une reparamétrisation d’une variété est un di éomorphisme de Rn. Ainsi, par
la proposition ci-haute, si un opérateur est pseudo-di érentiel pour une paramé-
trisation, il l’est pour toute paramétrisation.
Le symbole de l’opérateur pseudo-di érentiel pour une variété est localement
le symbole de l’opérateur correspondant sur Rn. Le symbole de A œ  m(M) est
une collection de symboles définis sur les ouverts Uj µ Rn.
a(x, ›) = {aj(x, ›) : aj(x, ›) œ Sm(Uj ◊ Rn)}
On a donc la relation suivante
(‰k)ú„kP„j‰új = MÂk¶‰≠1k Op(aj)M„j¶‰≠1j mod  
≠Œ(Rn)
où Mf dénote simplement la multiplication par f .
Finalement, le symbole est localement bien défini comme une section de T úx M
(le fibré cotangent), c’est-à-dire une fonction lisse M æ T úM . Un changement de
coordonnées de la variété provoque une transformation de l’espace cotangent.
xÕ = F (x) ›Õ = (F Õ(x)≠1)t›.
Par la proposition 1.10, on a que le symbole principal est invariant sur l’espace
T úM .
Tous les résultats montrés précédemment pour des opérateurs pseudo-di érentiels
de Rn se généralisent pour les opérateurs pseudo-di érentiels de variétés com-
pactes puisqu’ils sont localement la même chose.
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1.4.1. Opérateur elliptique sur une variété compacte
Nous terminerons ce chapitre en discutant des valeurs propres des opéra-
teurs pseudo-di érentiels elliptiques autoadjoints d’ordre positif d’une variété
compacte. Nous voulons montrer que ces opérateurs ont un spectre discret avec
aucun point d’accumulation fini.
Proposition 1.11. [Ka] Soit M une variété compacte et soit A œ  m(M) un
opérateur elliptique avec m > 0, alors le spectre de A est composé de valeurs
propres isolées toutes de multiplicité finie.
L’étude de la résolvante est essentielle pour arriver à cette conclusion. En ef-
fet, un résultat bien connu d’analyse fonctionnelle est qu’une résolvante compacte
d’un opérateur linéaire implique un spectre discret avec aucun point d’accumu-
lation fini [Ka]. Rappelons la définition et certaines propriétés de la résolvante
d’un opérateur.
Définition 1.12. Soit un opérateur linéaire A défini sur un ensemble de Banach 3.
On appelle l’ensemble résolvant, noté fl(A), l’ensemble suivant
fl(A) = {⁄ œ C : (⁄I ≠ A)≠1 existe et est continue.}.
Le spectre de A est le complémentaire de l’ensemble résolvant, soit C\fl(A).
Pour tout ⁄ œ fl(A), on définit la résolvante R⁄ : L2(M) æ L2(M) comme suit.
R⁄ = (⁄I ≠ A)≠1
S’il existe un ⁄ œ fl(A) tel que R⁄ est un opérateur compact, alors pour tout
⁄ œ fl(A), R⁄ est un opérateur compact [Ka]. On dit alors que A a une résolvante
compacte. La proposition suivante présente une propriété intéressante de l’image
de la résolvante.
Proposition 1.13. [Ts] Une fonction u œ L2(M) est dans l’image de R⁄ si et
seulement si Au œ L2(M).
Démonstration. (≈) Prenons u tel que Au œ L2(M). Ainsi, (A + ⁄I)u œ
L2(M) et puisque u = R⁄(A + I⁄)u, on a que u est dans l’image de R⁄.
3. Un espace de Banach est un espace vectoriel normé complet par rapport à sa norme. Les
espaces de Hilbert sont des espaces de Banach. Exemples : L2(M), Hs(M).
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(∆) Prenons u dans l’image of R⁄, c’est-à-dire ÷f œ L2(M) tel que u =
R⁄(f) ∆ f = (A + ⁄I)u. Ainsi, on a que Au = f ≠ ⁄u œ L2(M).
⇤
Finalement, rappelons-nous du lemme de Rellich, un outil important en ana-
lyse fonctionnelle.
Lemme 1.14 (Rellich). Si M est un domaine borné, alors la boule unité dans
Hs(M) est relativement compacte dans L2(M).
Nous sommes maintenant prêts à montrer la proposition 1.11.
Démonstration. (Proposition 1.11)
Prenons A œ  m(M), un opérateur pseudo-di érentiel elliptique de la variété
compacte M tel que que m > 0. Par la proposition 1.13, on a que l’image de la
résolvante est
Im(R⁄) = {u œ L2(M) : Au œ L2(M)}
Puisque A est elliptique, nous pouvons construire la paramétrice B œ  ≠m(M)
de A. Si f = Au œ L2(M) = H0(Rn) alors, u = Bf mod CŒ. Par la propriété
(1.6) des espaces de Sobolev, on a donc que u œ Hm(M).
∆ Im(R⁄) = Hm(M)
Le lemme de Rellich nous permet de conclure que la résolvante d’un opérateur
pseudo-di érentiel d’ordre m > 0 elliptique est compacte. ⇤
Corollaire 1.15. Soit M une variété compacte et soit A œ  m(M) un opérateur
elliptique avec m > 0 et autoadjoint, alors le spectre de A est réel, discret et n’a
aucun point d’accumulation fini. De plus, ses fonctions propres forment une base
orthonormale de L2(M) et appartiennent tous à CŒ(M).
Démonstration. Puisque A est autoadjoint, ces valeurs propres sont nécessai-
rement réelles car
⁄Èu, uÍ = È⁄u, uÍ = ÈAu, uÍ = Èu, AuÍ = Èu, ⁄uÍ = ⁄Èu, uÍ
De plus, les fonctions propres sont orthonormales car si ui et uj sont deux
fonctions propres associées à des valeurs propres distinctes
⁄iÈui, ujÍ = ÈAui, ujÍ = Èui, AujÍ = ⁄jÈui, ujÍ
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L’existence de la base orthonormale découle du Théorème de Hilbert-Schmidt
[W]. En e et, puisque la résolvante est bornée, compact et autoadjointe, le théo-
rème s’applique pour montrer l’existence d’une base orthonormée formée de fonc-
tions propres.
Finalement, puisque A est elliptique, on peut construire sa paramétrice B œ
 ≠m(M). Par la proposition 1.6, si u œ L2(M) est telle que Au = ⁄u, alors
u œ H≠Œ(M) = CŒ(M). ⇤

Chapitre 2
PROPRIÉTÉS DE L’OPÉRATEUR DE
STEKLOV
Dans ce chapitre, en utilisant les définitions et propositions de la section pré-
cédente, nous montrerons di érentes propriétés de l’opérateur de Steklov. En
outre, nous verrons que c’est un opérateur pseudo-di érentiel autoadjoint ellip-
tique d’ordre 1 de la frontière de la variété M et que son symbole est exactement
Î›Î dans le cas où M est une surface.
À la fin du chapitre précédent, nous avons remarqué que les fonctions propres
d’un opérateur elliptique d’ordre positif sur une variété compacte M sont CŒ(M).
Nous allons montrer que l’opérateur de Steklov respecte ces conditions et donc,
pour simplifier la notation, nous allons considérer que des fonctions CŒ.
2.1. Opérateur pseudo-différentiel d’ordre 1
Pour montrer que l’opérateur de Steklov est un opérateur pseudo-di érentiel,
on utilise une technique dite par couches de potentiels (potentiel layers). Com-
mençons par définir deux opérateurs intégrales S, N .
Définition 2.1. Soit E(x, y) la solution fondamentale de l’équation de Laplace
sur une variété riemannienne ouverte compacte (M, g) de dimension n ayant une
frontière lisse non-vide
1
( g)xE(x, y) = ”y(x)
2
. On définit S, N : CŒ(ˆM) æ








f(y)ˆ‹yE(x, y)dS(y) x œ ˆM
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Les fonctions de Green E(x, y), aussi appelées solutions fondamentales, sont
des fonctions continues partout sur M ◊ M et di érentiables partout sauf sur la
diagonale x = y [So]. Pour une variété de dimension n, lorsque y æ x, le terme





(2fi)≠1 log dist(x, y) + ... n = 2
(cn)≠1dist(x, y)2≠n + ... n Ø 3
(2.1.1)
où cn = (2 ≠ n)·Aire(Sn≠1) [T2]. Remarquons que l’opérateur S n’est pas la pa-
ramétrice du Laplacien car l’intégrale est faite sur la frontière de la variété M .
Les fonctions E(x, y) et 2ˆ‹yE(x, y) sont les noyaux des opérateurs S et N .
En évaluant les dérivées de ces noyaux, grâce aux propriétés sur les noyaux de
Schwartz, nous pouvons montrer que ce sont des opérateurs pseudo-di érentiels
d’ordre -1.
Proposition 2.2. [T2] S, N œ  ≠1(ˆM).














A(x, ÷)e≠ix·(›≠÷)”(› ≠ ÷)d÷
= A(x, ›)
Pour calculer le symbole de S, un opérateur pseudo-di érentiel de ˆM , il faut
prendre des cartes pour le représenter comme un opérateur de Rn≠1 autour d’un
point x. Sans le faire explicitement, on obtient que le symbole principal de S est
≠1
2Î›Î [T2]. Il en découle que S est e ectivement un opérateur pseudo-di érentiel
d’ordre -1. De plus, on remarque que c’est un opérateur elliptique.
Les opérateurs S et N sont importants puisqu’ ils permettent une représen-
tation par couches de potentiels de l’opérateur de Steklov.
Proposition 2.3. Soit P : CŒ(ˆM) æ CŒ(ˆM) l’opérateur de Steklov pour la
variété M . Alors,
SP = ≠12(I ≠ N). (2.1.2)
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Démonstration. On peut étendre la définition des opérateurs S et N pour des









Soit x œ ˆM . La limite z æ x œ ˆM avec z œ M des fonctions S¸f(z) et













Par la troisième identité de Green [G], on a
D¸f(z) ≠ S¸Pf(z) =
⁄
ˆM




E(z, y) Hf (y) dy + Hf (x)
= Hf (z). (2.1.5)
où Hf est l’unique extension harmonique de f sur M .
Finalement, en prenant la limite z æ x avec z œ M de l’équation (2.1.5) et







(≠Hf (z) + D¸f(z))
∆ SP = ≠12(I ≠ N)
⇤
Corollaire 2.4. Soit M une variété compacte avec une frontière lisse et P :
CŒ(ˆM) æ CŒ(ˆM) l’opérateur de Steklov associé. Alors P œ  1(ˆM) et son
symbole principal est Î›Î.
Démonstration. La proposition 2.3 montre que SP œ  0(ˆM). On a donc que
P œ  1(ˆM) car S œ  ≠1(ˆM). Puisque le symbole principal de S est ≠1/2Î›Î,
par la proposition 1.4 sur la composition d’opérateur pseudo-di érentiel, on a que
le symbole principal de P est Î›Î. ⇤
Nous reviendrons sur le symbole de P dans la section 2.4.2.
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2.2. Opérateur elliptique et autoadjoint
Proposition 2.5. P est elliptique.
Démonstration. La proposition 2.3 montre que ≠2 SP = I mod  ≠1. À la
fin de la section 1.3.3, on a montré que si un opérateur possède une paramétrice,
alors l’opérateur est elliptique. La preuve suppose seulement que la composition
de deux opérateurs soit I mod  ≠1. Ainsi, cette preuve permet de montrer que
P (aussi S) est elliptique. ⇤
Proposition 2.6. P est autoadjoint.
Démonstration. Soit u, v œ CŒ(ˆM). On note respectivement Hu et Hv leur


























u ˆ‹(Hv) dA = Èu, PvÍ
⇤
2.3. Spectre discret et positif
Ainsi, l’opérateur de Steklov d’une variété compacte est un opérateur pseudo-
di érentiel elliptique autoadjoint d’ordre 1. Le corollaire 1.15 s’applique et on a
le résultat suivant.
Corollaire 2.7. Le spectre de Steklov d’une variété riemannienne compacte est
réel, discret tel que |⁄n| æ Œ. Les fonctions propres forment une base orthonor-
male de L2(ˆM)
.
Proposition 2.8. Les valeurs propres de l’opérateur de Steklov sont positives.






Ainsi, si ⁄ œ R est une valeur propre,
Pu = ⁄u ∆ ÈPu, uÍ = ⁄Èu, uÍ Ø 0 ∆ ⁄ Ø 0
⇤
2.4. Décomposition de l’opérateur de Steklov
Nous avons vu précédemment que le symbole principal de l’opérateur de Stek-
lov est Î›Î. En dimension 2, le symbole est exactement Î›Î. Ce résultat nous
permettra, dans le chapitre 4, de montrer di érents résultats sur les valeurs et
fonctions propres de Steklov. Pour y arriver, nous commencerons par factoriser le
laplacien et nous verrons que cette factorisation est liée à l’opérateur de Steklov.
Les détails sont inspirés de l’article [LU].
2.4.1. Décomposition du Laplacien
Soit M variété ouverte de dimension n avec une frontière ˆM compacte. Nous
voulons utiliser des coordonnées dites normales par rapport à la frontière. Ces
dernières existent par la proposition suivante.
Proposition 2.9. [Mo] Pour M une variété avec une frontière compacte, il existe
U µ M un ouvert de la frontière ˆM , T > 0 et un di éomorphisme „ : U æ
T ◊ ˆM , tel que
(1) „(p) = (p, 0) pour tout p œ ˆM ,
(2) l’unique géodésique débutant à p œ ˆM de vitesse constante 1 normale à
la frontière est donnée par t ‘æ „≠1(p, t).
Ainsi, si nous avons les coordonnées (x1, x2, ..., xn≠1) sur ˆM , on peut choisir,
sur un voisinage de la frontière, des coordonnées (x1, ..., xn) tel que xn = 0 sur ˆM
et xn > 0 sur M\ˆM . De plus, (x1, .., xn≠1) est constant sur chaque géodésique
de M normales à ˆM . On a donc que gj,n = ”j,n.
Ainsi, en coordonnées normales par rapport à la frontière, le tenseur métrique











Dans ces coordonnées locales, le laplacien est donné par





















= ≠D2n ≠ iE(x)Dn ≠ Q(x, D1, ..., Dn≠1)
Proposition 2.10. Le laplacien en coordonnées normales de la frontière admet
la factorisation suivante :
≠  = (Dn + iE ≠ iA)(Dn + iA) + R
avec A œ  1(ˆM ◊ [0, T )), E œ  0(ˆM ◊ [0, T )) et R œ  ≠Œ(ˆM ◊ [0, T )).
Démonstration. Pour avoir une telle représentation, on doit avoir
≠  = D2n + iEDn + Q = (Dn + iE ≠ iA)(Dn + iA) + R
= D2n + iEDn +
1
≠ iADn + iDnA ≠ EA + A2 + R
2
.
On doit donc construire un opérateur pseudo-di érentiel A d’ordre 1, respec-
tant l’équation
Q + iADn ≠ iDnA + EA ≠ A2 = R œ  ≠Œ. (2.4.1)
Q est un opérateur di érentiel d’ordre 2 n’ayant pas de dérivées en xn. Cette
propriété entraine que A(xn) est un opérateur tangentiel : le symbole de A n’a
pas de terme en ›n. Ainsi, le symbole de A est de la forme
a(x1, x2, · · · , xn, ›1, · · · , ›n≠1).
Ceci implique que A agit sur u œ CŒ(ˆM ◊ [0, T )) comme suit : (Au)(xn) =
A(xn)u(xn) [Mo]. La dérivation de cet opérateur suit la règle de la composition.
En e et, on note AÕ = dA
dxn
l’opérateur ayant comme symbole ˆa
ˆxn
. La dérivée AÕ
est un opérateur di érentiel du même ordre que A. On a que (Au)Õ = AÕu +A(uÕ)
[Mo].
Finalement, on a la propriété suivante :










et cette égalité permet de conclure que l’équation (2.4.1) est équivalente à
Q + dA
dxn
+ EA ≠ A2 = R œ  ≠Œ. (2.4.2)
29
Nous connaissons les symboles de Q et de E, nous allons donc construire le
symbole de A, a ≥ qjÆq aj, avec aj œ Sj(ˆM ◊ [0, T )). De 2.4.2, on déduit que
ces aj devront satisfaire à















x ak ≥ 0 (2.4.3)
















Les termes de chaque ordre doivent être nuls, modulo r(x, ›) œ S≠Œ. Remar-
quons que q2 n’a que des termes d’ordre 2, que q1 n’a que des termes de ordre 1
et que ˆ–› aj ˆ–x ak est d’ordre j + k ≠ |–|.
Termes d’ordre 2
q2 ≠ a21
La fonction Ôq2 n’est pas lisse autour de › = 0, on n’a qu’à retirer cette
portion et définir




gjk(x)›j›k pour Î›Î Ø 1
Remarquons que nous aurions pu omettre le signe négatif dans l’équation ci-haut,
mais ce choix nous permet de dire que le (A ≠ E) est un opérateur elliptique,
une propriété importante pour la proposition suivante. Pour Î›Î < 1, on étend
a(x, ›1, · · · , ›n≠1) de façon lisse. En modifiant localement un symbole, on modifie
l’opérateur que d’un opérateur régulisant.
On a bel et bien que a1 œ S1(ˆM ◊ [0, T )) et q2 ≥ a21. De plus, cette définition
entraine que a1 est un symbole elliptique. Sa paramétrice existe et nous la noterons
(a1)≠1 œ  ≠1.
(a1)≠1a1 = 1 mod  ≠Œ (2.4.4)
Termes d’ordre 1








x a1 ≠ 2a0a1
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Puisque (a1)≠1 œ  ≠1(ˆM ◊ [0, T )), on a que a0 œ  0(ˆM ◊ [0, T )).
Termes d’ordre m Æ 0
On définit les termes subséquents récursivement par rapport aux termes d’ordre
plus grand. Pour m Æ 0, on a









x ak ≠ 2am≠1a1


















m≠1(ˆM ◊ [0, T ))
Nous avons construit A, l’opérateur pseudodi érentiel ayant symbole qjÆ1 aj.
Cet opérateur résout l’équation (2.4.2) et il est unique modulo  ≠Œ. ⇤
L’utilité de cette factorisation du laplacien est mise en évidence par la pro-
chaine proposition.
2.4.2. Symbole de l’opérateur de Steklov
Proposition 2.11. Soit M une variété riemannienne compacte de dimension
n avec une frontière ˆM . Soit P œ  1(ˆM) l’opérateur de Steklov et soit B =
≠A(xn = 0) l’opérateur défini ci-haut. Alors
P = B mod  ≠Œ(ˆM)
Démonstration. Nous allons montrer que si on prend une fonction f œ H1/2(ˆM)
alors (P ≠ B)f œ CŒ(ˆM) = H≠Œ(ˆM) et donc, par la remarque suivant la pro-
position (1.6), on pourra conclure que P ≠ B œ  ≠Œ.
Soit f œ H1/2(ˆM) et soit u son unique extension harmonique sur M , alors
u œ H1(M) [T]. En coordonnées normales de la frontière, on définit l’opérateur
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de Steklov P comme
Pf = ≠ du
dxn
(0) = ≠iDnu(xn = 0) (2.4.5)
En utilisant la factorisation du Laplacien en coordonnées normales de la fron-
tière présentée précédemment, l’équation  u = 0, revient à
(Dn + iA)u = v (2.4.6)
(Dn + iE ≠ iA)v = ≠Ru œ CŒ(ˆM ◊ [0, T )) (2.4.7)
Puisque Dn = ≠i ˆˆxn , l’équation (2.4.7) est
ˆv
ˆxn
+ (A ≠ E)v = iRu œ CŒ(ˆM ◊ [0, T )) (2.4.8)
Avec le choix de signe fait pour le symbole principal de A, on a que l’opérateur
(A ≠ E) est elliptique avec un symbole réel. De plus, A ne contient pas de dérivée
par rapport à xn, l’équation (2.4.8) ci-haut est en fait une équation de la chaleur
généralisée. Ainsi, v œ CŒ(ˆM ◊ [0, T )) [Tr].
Maintenant, en prenant (2.4.6) et la définition (2.4.5) de l’opérateur de Stek-
lov, on a que
P (f) = ≠iDn(xn = 0) = ≠(Au)(xn = 0) ≠ iv(xn = 0) = B(f) ≠ iv(xn = 0)
et donc (P ≠ B)f = ≠iv(0) œ CŒ(ˆM), ce qui conclut la preuve. ⇤
Proposition 2.12. Soit M une surface riemannienne. Le symbole de l’opérateur
de Steklov pour la surface M est Î›Î.
Démonstration. Les deux propositions précédentes nous permettent de cal-
culer explicitement le symbole de l’opérateur de Steklov. Pour une variété de


















g11(x)|›1| = ≠Î›Î pour Î›Î Ø 1
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où le vecteur (›1) = (›) est vu comme un vecteur cotangent de T úx ˆM . Pour















































Par récurrence, on peut aussi montrer que aj = 0 pour tout j < 0. Ainsi,
le symbole de P est simplement Î›Î pour Î›Î Ø 1. On dit que le symbole de
l’opérateur est simplement Î›Î car le comportement du symbole autour de › = 0,
ne change l’opérateur en résultant que d’un opérateur régularisant. ⇤
Cette proposition nous montre que le symbole de l’opérateur de Steklov ne
dépend que de la métrique de la surface dans un voisinage de la frontière. On a
donc le corollaire suivant.
Corollaire 2.13. Soit M une surface riemannienne avec une frontière lisse ˆM .
Soit N une surface ayant la même frontière que M et le même comportement
dans un voisinage de la frontière. Alors
PM ≠ PN œ  ≠Œ(ˆM).
Chapitre 3
EXEMPLES DE SPECTRES
Dans ce chapitre seront présenter en exemple le spectre de Steklov de quelques
variétés riemanniennes simples. Grâce à ces exemples, nous pourrons observer
des propriétés sur le spectre de Steklov, propriétés que nous prouverons dans le
chapitre 4.
3.1. Boule de dimension N
Soit M la boule unité dans Rn+1. Nous cherchons les valeurs propres ⁄ tel que
il existe u œ CŒ(M) satisfaisant à
 u(x) = 0 x œ M
ˆ‹u(x) = ⁄u(x) x œ ˆM.















 Sn = f ÕÕ(r)g(◊) +
n
r










On obtient que gk(◊) sont les fonctions propres du laplacien de la n-sphère
avec les valeurs propres C = k(k + n ≠ 1) avec k œ N fi {0}. Pour k = 0, il
n’y a qu’une seule fonction propre, la fonction constante. Si n = 1, tous les es-
paces propres pour les valeurs propres k > 0 sont de dimension 2. Finalement, si











Ø 2. Déterminons les fonctions fk(r).





A log r + B si n = 1
Ar1≠n + B si n Ø 2
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Cependant, puisque les fonctions propres sont CŒ(M) et que log r æ ≠Œ,
r1≠n æ ≠Œ lorsque r æ 0, on a nécessairement que A = 0. Ainsi, pour k = 0,
nous avons une fonction propre constante associée à la première valeur propre
⁄0 = 0.
Pour k œ N, on doit avoir que r2f ÕÕk (r) + nrf Õk(r) ≠ k(k + n ≠ 1)fk(r) = 0.
∆ fk(r) = Akrk + Bkr≠k
Encore une fois, puisque les fonctions doivent être CŒ(M), on a que Bk = 0.
On détermine la valeur propre avec la condition spectrale, f Õ(1) = ⁄f(1).
k(Ak) = ⁄k(Ak) ∆ ⁄k = k
On a donc que le spectre de la boule est {0} fiN tel que chaque valeur propre
k est de même multiplicité que la valeur propre du laplacien k(k + n ≠ 1) de la
n-sphère. Les fonctions propres pour k > 0 sont
uk(r, ◊) = Akrkgk(◊)
où gk sont les fonctions propres du laplacien de la sphère Sn µ Rn+1 et Ak une
constante.
En particulier, pour le cas n = 1, le spectre du disque unité D µ R2 est
‡(D) = {0, 1, 1, 2, 2, 3, 3, 4, 4, · · · }
et les fonctions propres sont uk(r, ◊) = Akrkeik◊ et Akrke≠ik◊ avec Ak une constante
de normalisation.
Dans le chapitre précédent, nous avons étudié le spectre de Steklov comme
étant le spectre d’un opérateur pseudo-di érentiel de ˆM . Ici ˆM = S1, alors les
fonctions propres normalisées (Î · ÎL2(ˆM) = 1) sont
uk(x) = (2fi)≠1eik◊, k œ Z.
Si on connait le spectre de Steklov d’une variété M , {⁄k : k œ N} associé aux
fonctions propres uk(x), alors on connait le spectre de cM (c ”= 0). Le spectre de
cM est {⁄k
c
: k œ N}, associé aux fonctions propres uk(xc ). Ainsi, la dilation d’un




Ainsi, les fonctions propres normalisées d’un disque de circonférence ¸ sont























Soit M µ R2 un anneau, c’est-à-dire un disque unité troué par un disque





 u = 0 sur M
ˆu
ˆ‹
= ⁄u sur ˆM.
Supposons que u est peut-être décomposé comme u(r, ◊) = f(r)g(◊) avec









Directement, on obtient que gk(◊) = e±ik◊ avec k œ N fi {0}. Déterminons les
fonctions fk(r) et les valeurs propres ⁄k.
Pour le cas k = 0, on cherche f0(r) tel que rf ÕÕ0 + f Õ0 = (rf Õ0)Õ = 0. On a




= ⁄0(A log a + B) A = ⁄0(B)
On obtient ainsi la valeur propre 0 associée à une fonction propre constante
et la valeur propre ⁄0 = ≠ 1 + a
a log a associée à la fonction propre
u0(r, ◊) = A0
A
log r ≠ a log a
a + 1
B
où A0 est une constante de normalisation.
Pour k œ N, on cherche fk tel que r2f ÕÕk (r) + rf Õk(r) ≠ k2fk(r) = 0. La solution
est de la forme
fk(r) = Akrk + Bkr≠k.
On détermine les coe cients Ak et Bk ainsi que la valeur propre associée à
l’aide de la condition de Steklov sur les deux composantes de la frontières.
≠Akkak≠1 + Bkka≠k≠1 = ⁄k
1







k≠1 + ⁄kak ⁄ka≠k ≠ ka≠k≠1













Pour avoir une solution non triviale, le déterminant de la matrice doit être
nul. Nous allons ainsi déterminer ⁄k.


































































(1 + a)2(ak + a≠k)2
R
b Ø 0




























(1 + a)2(ak + a≠k)2
R
b .
Chaque valeur propre est associées à deux fonctions propres que nous notons
uj,≠k et uj,+k, pour j = 1, 2.
uj,±k(r, ◊) = Cj,k
A












où Cj,k est une constante de normalisation et k > 0.
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De cet exemple, nous observons deux choses.
1. Les valeurs propres. Lorsque k est très grand, on a que













































1 ≠ 1 ≠ a1 + a
4
= k.
Lorsque k æ Œ, les valeurs propres ⁄1,k sont asymptotiquement les valeurs
propres d’un disque de rayon a, alors que les valeurs propres ⁄2,k se rapprochent
de celles du disque unité, deux surfaces dont l’union de leur frontière est la celle
de l’anneau.
Ainsi, on remarque que les valeurs propres d’une valeur sont issues de l’une ou
l’autre des composantes de la frontière. Nous allons voir dans le prochain chapitre
que cette propriété s’applique pour l’ensemble des surfaces riemanniennes. Cela
été montré en 2014 par Polterovich, Girouard, Parnovski et Sher [GPPS].
2. Les fonctions propres. On note aussi u œ CŒ(ˆM), les restrictions des
fonctions propres à la frontière de l’anneau. Étudions les normes L2(ˆM) des
fonctions propres sur les deux composantes de la frontière. On note ˆMa, la





























































Lorsque k æ Œ, on veut connaitre les normes des fonctions propres sur chaque

















ı̂ıÙ1 ≠ 4a(1 ≠ a
2k)2












1 ≠ 4a(1 + a)2
BB≠1

















ı̂ıÙ1 ≠ 4a(1 ≠ a
2k)2

































où la seconde égalité découle du théorème de l’Hospital. De l’équalité 3.2.1 et des





















Nous pouvons donc calculer les limites des normes des fonctions propres sur
chacune des composantes connexes de la frontière.


























ı̂ıÙ1 ≠ 4a(1 ≠ a
2k)2































ı̂ıÙ1 ≠ 4a(1 ≠ a
2k)2












1 ≠ 4a(1 + a)2
BB≠1







































On remarque donc que, asymptotiquement, les fonctions propres se concentrent
complètement sur l’une ou l’autre des composantes connexes de la frontière, ce
qui complète la preuve du théorème 2 énoncé dans l’introduction.
Théorème 2. Soit M µ R2 un anneau unité percé d’un disque de rayon a. Soit la
frontière ˆM = ˆMa fi ˆM1, où ˆMa est un cercle de rayon a et ˆM1 est le cercle




(Îu⁄ÎL2(ˆMa) ≠ 1)(Îu⁄ÎL2(ˆM1) ≠ 1) = 0
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3.3. Cylindre
Soit M un cylindre de longueur h et de rayon unité. Un cylindre n’est qu’un
rectangle de dimension [h ◊ 2fi] avec les deux cotés de longueurs h recollés en-
semble. Par séparation de variables (x, y) œ [0, 2fi) ◊ [0, h], on obtient que les
fonctions propres sont
uk(x, y) = fk(x)gk(y)
= e±ikx(Akeky + Bke≠ky) pour k ”= 0
Pour k = 0, les deux fonctions propres associées à la valeur propres 0 sont A0
et B0y. Pour k > 0, on détermine les valeurs des constantes Ak, Bk et ⁄k avec la
condition de Steklov.
≠gÕk(0) = ⁄kg(0) gÕk(h) = ⁄kg(h)
≠Akk + Bk = ⁄k(Ak + Bk) kAkekh ≠ ke≠kha = ⁄k(Akekh + Bke≠h)
On obtient deux solutions. Les valeurs propres sont de la forme
⁄1,k =
k(ehk ≠ 1)
ehk + 1 ¥ k
⁄2,k =
k(ehk + 1)
ehk ≠ 1 ¥ k






















e±ikx j = 2
où Cj,k est une constante de normalisation. On veut calculer les normes des fonc-
tions propres sur chacune des deux composantes connexes de la frontière. Les
fonctions sont symétriques ou antisymétriques par rapport à l’axe y = h/2, c’est-
à-dire,
u1,k(x, y) = u1,k(x, h ≠ y)
u2,k(x, y) = ≠u2,k(x, h ≠ y).
Ainsi, les fonctions propres ont exactement les mêmes normes sur chacune
des composantes connexes de la frontière du cylindre. Dans le cas du cylindre, les
deux composantes de la frontière sont de même longueur et, asymptotiquement,
les fonctions propres ne se concentrent pas exclusivement sur une composantes.
Cet exemple nous permet de conclure qu’il existe des surfaces ayant des fonctions
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propres qui ne se concentrent pas sur une composante connexe de la frontière.
Remarque. Il existe des surfaces connexes bornées avec une frontière lisse ayant
des fonctions propres qui se concentrent sur plus d’une seule composante de la
frontière.
3.4. Simulations numériques
Les deux exemples précédents nous ont fait remarquer que, pour l’anneau et
le cylindre, deux surfaces riemanniennes avec une frontière lisse formée de deux
composantes connexes, les fonctions propres avaient une concentration particu-
lière sur les composantes. En e et, dans le premier cas, les fonctions propres de
l’anneau(composantes connexes de longueurs di érentes) se concentrent asymp-
totiquement autour d’une seule composante connexe alors que dans le second cas,
les fonctions propres du cylindre (composantes connexes de mêmes longueurs) se
concentrent également sur les deux composantes connexes.
J’ai voulu vérifié cette hypothèse concernant la concentration des fonctions
propres sur les composantes connexes de la frontière pour des surfaces rieman-
niennes plus complexes que l’anneau ou le cylindre. J’ai donc procédé à des si-
mulations numériques avec le programme Free Fem ++.
3.4.1. Discrétisation du problème
On commence par construire notre domaine en triangle. On forme la bor-
dure du domaine avec un nombre fini de points et le logiciel FreeFem+ construit
l’intérieur du domaine par triangulation.
Figure 3.1. Triangulation du cercle avec 50 points sur la frontière[H]
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Dans le solveur, les fonctions analysées sont des combinaisons linéaires de
fonctions de base. Il y a autant de fonctions de base que de sommets dans la tri-
angulation du domaine. Sur un sommet i de la triangulation, la fonction de base
fi vaut 1 et, sur les sommets adjacents, elle est nulle. Il existe plusieurs types
de fonctions de base, mais dans notre cas, pour avoir une dérivée seconde non
toujours nulle, nous avons choisi des fonctions de base quadratiques.
3.4.2. Forme variationnelle
La forme variationnelle est une autre façon de représenter le problème de
Steklov. Remarquons que si u œ CŒ(M) est une fonction propre de Steklov de
la variété M , c’est-à-dire  u = 0 et ˆ‹u|ˆM = ⁄u, alors, pour n’importe quelle
fonction v œ C1(M) par la formule de Green[G], on a
⁄
M




À l’inverse, s’il existe une fonction u, telle que pour toute fonction v œ CŒ(M),
le ratio suivant est constant,
R(u, v) =
s
M Òu · Òvs
ˆM uv
alors u est une fonction propre de Steklov. Numériquement, le solveur cherche une
paire (⁄, u) œ R◊C(M) qui respecte l’équation 3.4.1 pour tout v[H]. Nous savons
que les valeurs propres sont positives. On indique donc au solveur de commencer
à ⁄ = 0 et à chaque itération, il vérifie si c’est une valeur propre en testant pour
toutes les combinaisons linéaires des fonctions de bases et ce, jusqu’à ce que le
solveur ait trouvé le nombre de valeurs et fonctions propres demandé.
3.4.3. Transformations conformes
Programmer la frontière d’un domaine quelconque peut être di cile. Les
transformations conformes nous permettent de résoudre ce problème.
Proposition 3.1. [HS] Pour toute surface M de genre 0 avec une frontière
composée d’un nombre fini de composantes connexes, il existe f : D æ M , une
fonction conforme, où D est le disque unité où on a retiré un nombre fini de
disques disjoints de son intérieur. De plus, D est unique à une transformation de
Möbius près.
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Ainsi, on peut ramener à un disque n’importe quel domaine borné avec une
frontière lisse d’un nombre fini de composantes connexes disque avec des trous cir-
culaire dotée avec une transformation conforme f : D æ  , c’est-à-dire une fonc-
tion qui préserve les angles. Une transformation conforme entre deux domaines
planaires peut être vue comme une fonction complexe. On connait l’équivalence
[O]
f : D æ C est conforme. ≈∆ f est homolomorphe sur D et f Õ(z) ”= 0 ’z œ D
Soit ui :   æ C, et f : D æ  , une transformation conforme. Le quotient de











Ò(u1 ¶ f(z)) · Ò(u2 ¶ f(z)) dz
⁄
ˆD









Dans l’introduction, nous avons présenté deux exemples de fonctions propres
obtenues par simulation numérique. Pour les exemples suivants, les transforma-
tions et les longueurs des composantes de la frontière sont inscrites sous les figures
à titre indicatif.
Transformation : f(z) = z (métrique standart)
Longueur des frontières : 2fi et fi.
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Transformation : f(z) = log z (cylindre)
Longueur des frontières : 2fi et 2fi
Transformation : f(z) = (0.1≠0.3i)z+0.1(1+0.5i)z≠0.3i
Longueur des frontières ¥ 1.12 et 2.91
Transformation : f(z) = log sin z
Longueur des frontières ¥ 4.03 et 5.75
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Transformation : f(z) = e≠z
Longueur des frontières ¥ 7.95 et 3.34






Longueur des frontières : fi et fi
Transformation : f(z) = z
Longueurs des frontières : 2fi, 2fi/5 et 2fi/5
Figure 3.2. Courbes de niveau de fonctions propres de Steklov
De ces exemples, on remarque seules les fonctions propres des surfaces ayant
des composantes de la frontière de mêmes longueurs se concentrent sur plus d’une
composante de la frontière.

Chapitre 4
PREUVES DES THÉORÈMES 1 ET 3
Nous avons conclu le chapitre 2 sur un corollaire important (2.13). Ce dernier
énonce que si deux surfaces sont identiques dans un voisinage de leur frontière
alors les opérateurs de Steklov qui leur sont associés ne di èrent que par un opé-
rateur régularisant. La figure suivante présente un exemple d’une telle paire de
surfaces (M à gauche et N à droite).
Figure 4.1. Surfaces identiques dans un voisinage des frontières
Pour N , la surface à droite, étant donné qu’elle n’est pas simplement connexe,
son spectre est l’union des valeurs propres des 3 surfaces connexes. De plus, les
fonctions propres seront non-nulles sur un seul des morceaux. Il est donc clair
que les fonctions propres se concentrent sur une seule des composantes connexes
de la frontière. La question qui reste à résoudre est de savoir si cette propriété
peut-être transférer à M sachant que
PM ≠ PN = R œ  ≠Œ(ˆM)
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Pour analyser les liens qui existent entre les valeurs propres et les fonctions
propres des opérateurs de Steklov des deux surfaces ci-dessus, il nous faut com-
prendre l’e et de l’opérateur régulisant R sur les fonctions et valeurs propres de
Steklov de M et N .
Le chapitre débutera donc en exposant 2 lemmes qui expliquent justement le
comportement de la perturbation R sur les fonctions propres et sur les valeurs
propres. Par la suite seront présentées les preuves des théorèmes 1 et 3.
4.1. Lemmes importants
Les preuves des deux théorèmes sont basées sur deux lemmes importants
qui traitent des propriétés des opérateurs pseudo-di érentiels régularisants. Les
preuves sont inspirées de [GPPS].
Lemme 4.1. Soit M une variété compacte de dimension n. Soit P et Q des
opérateurs pseudo-di érentiels elliptiques, auto-adjoints, positifs d’ordre m > 0
tel que P ≠ Q œ  ≠Œ(M). Soit „k les fonctions propres de P . Si f œ L2(M) est
tel que f ‹ (Span{„1, ..., „k}) et ÎfÎL2(M) = 1, alors
Î(P ≠ Q)fÎL2(M) = O(k≠Œ).










































La dernière inégalité est vraie, car q |Èf, „jÍ|2 = ÎfÎ2L2(M) = 1. Utilisons
l’hypothèse principale : S œ  ≠Œ. Cette hypothèse implique S : Hs(M) æ
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H≠Œ(M) et donc que SP p+N : Hs(M) æ H≠Œ(M). L’opérateur est donc borné :
il existe Kp,N tel que




























Par les asymptotiques de la loi de Weyl, les valeurs propres de P sont telles que
⁄k ≥ km/n [Z]. Fixons N su samment grand pour la série q ⁄≠2Nj ≥
q
k≠2Nm/n
converge. Ainsi, il existe K Õp tel que
ÎSfÎL2 Æ K Õp⁄≠pk
Toujours par les asymptotiques de Weyl, on a que ⁄k(P ) ≥ kn/m et donc qu’il
existe une constante Cp telle que
ÎSfÎL2(M) Æ Cpk≠pm/n
Î(P ≠ Q)fÎL2(M) = O(k≠Œ)
⇤
Remarque : P et Q étant interchangeable, le résultat reste pour les fonctions
propres de Q.
Lemme 4.2. Soit M une variété compacte de dimension n. Soit P et Q des
opérateurs pseudo-di érentiels elliptiques, auto-adjoints, positifs d’ordre m > 0.
Si P ≠ Q œ  ≠Œ(M), alors les valeurs propres de P et de Q satisfont à
⁄k(P ) ≠ ⁄k(Q) = O(k≠Œ).
Démonstration. Soit „k les fonctions propres de P et soit Ek = Span{„1, „2, ..., „k} µ
L2(M). Notons S = Q ≠ P œ  ≠Œ(M).









È(S + P )f, fÍ
Ø min
f‹Ek, ÎfÎ=1
ÈPf, fÍ ≠ max
f‹Ek, ÎfÎ=1
|ÈSf, fÍ|
= ⁄k+1(P ) ≠ max
f‹Ek, ÎfÎ=1
ÎSfÎL2(M)
On a donc que ⁄k+1(P )≠⁄k+1(Q) Æ max
f‹Ek, ÎfÎ=1
ÎSfÎL2(M). Ainsi, par le lemme
4.1, on a que
⁄k+1(P ) ≠ ⁄k+1(Q) = O(k≠Œ)
⇤
4.2. Preuve du théorème 1
Théorème 1. [GPPS] Soit M une surface riemannienne bornée avec une fron-
tière lisse composée de K composantes connexes respectivement de longueur ¸1, ..., ¸K.















où l’ensemble S(a1, a2, ..., an) = S(a1) fi ... fi S(an)avec l’union où on garde les
multiplicités et avec S(a) = {a |m| : m œ Z}.
Démonstration. Soit ˆM1, ..., ˆMK les K composantes connexes de la fron-
tière. Découpons un voisinage de ces frontières et recollons un bonnet sur chacun
des voisinages des frontières pour former K surfaces simplement connexes.
Figure 4.2. Construction de la surface N
Notons N = N1 fi ... fi NK la variété en résultant. Par le corollaire 2.13, on
sait que PM ≠ PN œ  ≠Œ(ˆM). Pour chacune des surfaces simplement connexes
Nk composant N , il existe une transformation conforme f : Nk æ Dk où Dk
est un disque de circonférence ¸k. Par le travail de Rozemblyum[R], on sait que
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PNk ≠ fúPDkf ú œ  ≠Œ(ˆNk).
Soit D = D1 fi ..., fiDk, une union de disques ayant respectivement des circon-
férences de ¸1, ...¸K . On a donc que PN ≠ fúPDf ú œ  ≠Œ(ˆN), où f : N æ D est
une transformation conforme entre chaque Nk et Dk. Ainsi,
PM ≠ fúPDf ú œ  ≠Œ(ˆM).
Au chapitre 3, nous avons obtenu que les valeurs propres d’un disque de cir-












, ...}. Ainsi, le spectre de Steklov pour











où l’ensemble S(a1, ..., an) = S(a1) fi ... fi S(an) avec l’union où on garde les mul-
tiplicités et avec S(a) = {a |m| : m œ Z}.
Le lemme 4.1 permet de dire qu’asymptotiquement le spectre de Steklov ne
dépend que des longueurs de composantes connexes de la frontière et qu’il est














4.3. Preuve du théorème 3
Théorème 3. Soit M une surface riemannienne ayant une frontière lisse ayant
K composantes connexes, ˆM = ˆM1 fi ... fi ˆMK. Si les longueurs des compo-
santes connexes de la frontière ¸j = |ˆMj| sont telles qu’aucun des rapports ¸j/¸i
entre les longueurs des composantes connexes de la frontière n’est finement ap-
proximables par une suite rationnelle 1, alors les fonctions normalisées de Steklov
un se concentrent autour seule d’une composante de la frontière, c’est-à-dire, pour
chaque n, il existe une composante ˆMkn telle que limnæŒ ÎunÎL2(ˆMkn ) = 1.
Démonstration. Construisons une variété N comme dans la preuve du théo-
rème 1, on découpe un voisinage des frontières de M et on recolle un bonnet sur
chacun des voisinages des frontières pour former K surfaces simplement connexes
1. On dit qu’un nombre x est finement approximable par une suite rationnelle si, pour tout









(voir la figure 4.2).
Notons N = N1 fi ... fi NK la variété en résultant où |ˆNk| = |ˆMk| = ¸k. Par
le corollaire 2.13, on sait que PM ≠ PN œ  ≠Œ(ˆM). Soit D = D1 fi ... fi Dk, une
union de disques ayant respectivement circonférence de ¸1, ..., ¸K . On a donc que
PN ≠ fúPDf ú œ  ≠Œ(ˆN), où f : N æ D est une transformation conforme entre
chaque Nk et Dk. Ainsi,
PM ≠ fúPDf ú œ  ≠Œ(ˆM).
Notons ⁄n(M) et un les valeurs et fonctions propres orthonormées de PM et
⁄j(D) et vj les valeurs et fonctions propres de PD normées de façon à ce que
{vj ¶ f} soit une base orthonormale de ˆM .
Nous pouvons projeter les fonctions propres de PM sur celles de fúPDf ú et
inversement. Toutes les deux forment une base orthonormale de L2(ˆM). On a








où les coe cients de Fourier valent ak,j = Èuk, vjÍˆM .

















































On veut borner inférieurement la di érence |⁄n(M) ≠ ⁄j(D)|, afin de pouvoir













Ainsi, il y a une bijection entre les ensembles {⁄n(M) : n œ N} et (mn, kn) œ





et, similairement pour ⁄j(D), il existe une bijection entre le spectre et l’ensemble





On a donc que








Puisque que les rapports entre les longueurs des composantes connexes de la
frontière ne sont pas finement approximables par une suite rationnelle, il existe










• Si kn = kj et |mn| ”= |mj|, on a
|⁄n(M) ≠ ⁄j(D)| > 2fi
¸kj
+ O(n≠Œ).
• Si kn ”= kj, par 4.3.2, on a












Ainsi, pour n su samment grand tel que (kn, |mn|) ”= (kj, |mj|), il existe
A > 0 tel que
|⁄n(M) ≠ ⁄j(D)| > A|mn|≠N . (4.3.3)
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De l’équation 4.3.1, on obtient les bornes suivantes
ÿ
j
|an,j|2 |⁄n ≠ ⁄j(D)|2 = O(n≠Œ)
∆ ÿ
j
kj ”=kj ,|mj | ”=|mn|
|an,j|2 |⁄n(N) ≠ ⁄j(D)|2 = O(n≠Œ)







Par le théorème 1, on sait qu’il existe une constante B qui dépend des lon-
gueurs ¸1, ...¸K telles que
1
2 |mn| Æ n Æ B|mn|. (4.3.5)
On obtient ainsi, par 4.3.4 et 4.3.5
ÿ
j
kj ”=kn,|mj | ”=|mn|
|an,j|2 = O(n≠Œ) (4.3.6)
Prenons une fonction propre quelconque un à laquelle est associée la paire
(kn, mn) œ {1, ..., K} ◊Z. Rapellons-nous que les fonctions propres de vj ¶ f sont


















|an,j|2 = O(n≠Œ) où ki ”= kn.
Ainsi, la fonction un se concentre seulement sur la composante ˆMkn de la
frontière de la surface. ⇤
Dans cette preuve, la propriété sur rapports entre les longueurs frontière est
essentielle pour arriver à montrer que les fonctions propres ne se concentrent que
sur une composante connexe de la frontière. Cependant, jusqu’à présent, il n’existe
aucun exemple de surfaces avec des composantes de la frontière de di érentes lon-
gueurs ayant des fonctions propres qui ne concentrent sur plus d’une composante.
Il serait intéressant de voir si un tel exemple existe, ou si, inversement, il est
possible de retirer cette hypothèse du théorème 3.
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