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Abstract
Language-theoretic problems arising from the genome evolution discussed in series of
papers (Dassow and Mitrana, Proc. 2nd Paci3c Symp. on Biocomputing, World Scienti3c, Singa-
pore, 1997, pp. 97–108; Bioinformatics, Lecture Notes in Computer Science, vol. 1278, Springer,
Berlin, pp. 199–209; Dassow et al., BioSystems 43 (1997) 169–177; Dassow, Jewels are For-
ever, Springer, Berlin, 1999, pp. 171–181) are presented in a uniform way. The main emphasis
is on the operations of inversion, transposition, duplication and deletion suggested by the genome
evolution. Basic problems concerning these operations and their iterated versions are settled. A
generative device (evolutionary grammar) based on these operations is investigated from di9erent
points of view (computational power, decidability problems, descriptional complexity). “Adult
languages” (sets of stable strings) of such evolutionary grammars possess a surprising generative
power. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The genomes of complex organisms are organized into chromosomes which contain
genes arranged in linear order. Much of the current data for genomes is in the form
of sequences and annotations which are now becoming available and permit the study
of the evolution of such organisms at the scale of genome for the 3rst time [4].
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It is rather commonly asserted that DNA and RNA structures can be described to a
certain extent as words; for instance a DNA strand can be presented as a word over the
alphabet of the four complementary pairs of nucleotides (A; T ); (T; A); (C;G); (G;C).
Thus DNA may be viewed as a language for specifying the structures and processes
of life.
Treating chromosomes and genomes as languages raises the possibility to generalize
and investigate the structural information contained in biological sequences. Despite
of this view, biological sequences have not been investigated very vividly so far by
methodes developed in the 3eld of formal language theory. A pioneer’s work has been
reported in [1] where very simple genes were described by means of regular grammars,
though di9erent features of nucleic acids cannot be modelled by regular expressions
(see the paragraph devoted to the structural language of nucleic acids at the end of
this section).
Since then several approaches have been proposed so far, most investigations along
these lines dealing with grammar formalisms, see, e.g., [2, 3, 17, 31, 35, 36]. Collado-
Vides [2] has considered transformational grammars for modelling the gene regulations,
Grate et al. [17] and Sakakibara et al. [31] considered stochastic context-free gram-
mars for modelling RNA, and more recently, Searls [35, 36] has used de3nite clause
grammars and cut grammars for investigating gene structure and expression or di9erent
forms of mutation and rearrangement.
The present paper starts from the premise that genomes can be interpreted as lan-
guages, hence are amenable to be studied by means of the formal language theory.
In the course of its evolution, the genome of an organism mutates by di9erent pro-
cesses. At the level of individual genes the evolution proceeds by local operations
(point mutations) which substitute, insert and delete nucleotides of the DNA sequence.
Evolutionary and functional relationships between genes can be captured by taking
into considerations only local mutations [34]. These operations viewed as operations
on strings and languages have been considered from di9erent points of view [35, 41]
and their references.
However, the analysis of the genomes of some viruses (Epstein–Barr and Herpes
simplex viruses, see for instance [15, 21]) have revealed that the evolution of these
viruses involved a number of large-scale rearrangements in one evolutionary event. On
the other hand, comparing plant and animal mitochondrial DNA, the point mutation
is estimated to be 100 times slower in plant than in animal, many genes are nearly
identical (more than 99% of them are identical) in related species [27]. See also [15],
for further discussions on this topic.
Chromosomal rearrangements include pericentric and paracentric inversions, intra-
chromosomal and interchromosomal transpositions, translocations, etc. For a description
of these rearrangements, the reader is referred to [39]. The formal linguistic formula-
tions of some known modes of rearrangements at a genomic level might be considered
as follows:
• Inversion replaces a segment of a chromosome with its reverseDNA sequence.
• Transposition moves a segment to a new location in chromosome.
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• Duplication copies a segment to a new location.
• Deletion cancels a segment of a chromosome.
• Crossover results in recombination of genes in a pair of homologous chromosomes
by exchanging segments between parental chromatides. Crossover can be modelled
as a process that exchanges segments at the end of two chromosomes.
First, employing formal language theoretic framework, we consider these opera-
tions as operations operating on strings and languages and investigate them with
respect to some usual problems in formal language theory. It is worth mentioning
here that these operations on languages have been considered in [35, 41] as well.
The operations investigated in the present paper are generalizations of the opera-
tions studied in [35] but restrictions, by discarding the contexts, of those studied
in [7]. Furthermore, the iterated versions of operations in debate are also con-
sidered.
Afterwards, we present a language generating mechanism based on the operations
suggested by all mutations mentioned above, following [10] in a more comprehensive
way. Our results address to some classical problems in formal language theory, such as
generative power, closure properties, decidability, descriptional complexity, etc. Nev-
ertheless, some of these matters might also have biological signi3cance. We mention
that our model may be not satisfactory in order to describe the process of evolution
because we take into consideration all genomes created by the given mutations whereas
only some of them can or might support life.
1.1. Basic de;nitions
We now recall some notation from formal language theory and formalize the op-
erations mentioned above. For all unde3ned notions the reader is referred to
[30].
An alphabet is always a 3nite set of letters (symbols). For an alphabet V we de-
note by V ∗ the free monoid generated by V under concatenation; by  the empty
string, and by V+ the free semigroup generated by V , i.e. V+ =V ∗\{}. The ele-
ments of V ∗ are called words (strings). The cardinality of a 3nite set A is denoted by
#(A).
The length of the string x is denoted by |x|, and |x|a delivers the number of occur-
rences of the letter a in x. We denote by Suf(X ) and Sub(X ) the set of all the suQxes
and the subwords of the strings in X , respectively.
Further we de3ne the mirror image mi(x) of a word x= a1a2 : : : an; ai ∈V for
16i6n, by
mi(a1a2 : : : an) = anan−1 : : : a1
and, for a word x∈V ∗, let
Perm(x) = {y ||y|a = |x|a for all a ∈ V}
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be the set of all words over V which are permutations of x. We can extend these
operations to languages as follows:
mi(L) =
⋃
x∈L
mi(x);
Perm(L) =
⋃
x∈L
Perm(x):
Moreover, we recall that a family F of languages is called a trio, if F is closed
under -free homomorphisms, inverse homomorphisms and intersections with regular
sets. If L⊆V ∗; k¿1, and h : V ∗→U ∗ is a homomorphism such that h(x) 	=  for all
the substrings x of any string in L; |x|= k, then we say that h is k-restricted on L.
A homomorphism is said to be restricted if it is k restricted on some language, for
some k¿1. It is well-known that any trio is closed under restricted homomorphisms,
too (see [30]).
The families in the Chomsky hierarchy are denoted by FIN; REG; CF; CS; RE: the
families of 3nite, regular, context-free, context sensitive and recursively enumerable
languages, respectively.
2. Operations suggested by the genome evolution
This section is dedicated to the study of some operations on strings and languages
suggested by the arrangements in genomes. These operations are investigated in the
frame of formal language theory; we investigate the interrelationships among them and
some necessary conditions for classes of languages to be closed under these operations.
We shall not consider the crossover operation in this section because this operation,
viewed as a formal operation (regardless its biological motivation and signi3cance) is
actually the splicing operation investigated more extensively in a series of papers, see,
e.g., [28] for a comprehensive survey.
For formal language theoretic considerations with respect to deletion we refer to
[20]. Some relations between inversion, transpositions and duplications very similar to
those presented below are shown in [7], where lexical contexts are considered.
Let O be a pair O=(V;O′), where V is an alphabet and O′ is a 3nite subset of
V+. For a string x∈V+ we de3ne the following operations with respect to the pair
O=(V;O′):
• Inversion: IO(x)= {x1mi(x2)x3 | x= x1x2x3; x2 ∈O′; x1; x3 ∈V ∗}: In this case O is
called inversion scheme.
• Transposition: TO(x)= {x1x3x2x4 | x= x1x2x3x4; x2 ∈O′ or x3 ∈O′; x1; x3 ∈V ∗}. In
this case O is said to be a transposition scheme.
• Duplication: DO(x)= {x1x2x2x3 | x= x1x2x3; x2 ∈O′; x1; x3 ∈V ∗}. In this case O is
called duplication scheme.
If the pair O is obvious from the context, we write I, T, and D instead of IO,
TO, and DO, respectively.
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For each S ∈{I;T;D}, the operation S can naturally be extended to languages by
S(L) =
⋃
x∈L
S(x):
The iterated versions of the above operations are naturally de3ned as follows. For
S ∈{I;T;D} we set
S0(L) = L;
Si+1(L) = S(Si(L));
S∗(L) =
⋃
i¿0
Si(L):
2.1. Relationships between the above operations
In this section we investigate some relationships between the aforementioned oper-
ations. We shall distinguish two cases: non-iterated and iterated versions. A family F
of languages is closed under the operation S ∈{I;T;D}, if SO(L)∈F holds for all
L∈F and any scheme O.
2.1.1. Non-iterated versions
The inversion operation looks similar to the mirror image operation mi de3ned in
the introductory section. It consists in the application of mi to a subword. However,
the two operations are quite di9erent as shown in the following proposition.
Theorem 2.1. There are families of languages closed under the mirror image but not
closed under inversions and vice versa.
Proof. It is known that the family of D0L languages is closed under mi.
Consider the D0L language
L = {a2nb2n | n¿ 0}
and the inversion scheme
I = ({a; b}; {ab}):
The language
II (L) = {a2n−1bab2n−1 | n¿ 0}
cannot be generated by a D0L system. Indeed, let us suppose that there exists a D0L
system G=({a; b}; w; h) such that L(G)=II (L). Since h(a2n−1bab2n−1)∈II (L), for
some n¿2, it follows that |h(a)|b= |h(b)|a=0. Therefore, h(a)= ak and h(b)= bp for
some k; p¿1.
If k =p=1, then L(G) is 3nite, which contradicts the in3nity of II (L)=L(G).
If k¿1 or p¿1, then h(a2
n−1bab2
n−1) contains a substring of the form bpak , which
contradicts the form of the words in II (L)=L(G).
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Now, we shall provide a family of languages closed under inversions but not closed
under the mirror image. To this end, take the language
L0 = {anbn | n¿ 1}
and construct recursively the following sequence of language classes:
F0 = {L0};
Fk+1 = {II (L) |L ∈Fk ; I is an inversion scheme}:
The family
F =
⋃
k¿0
Fk
is obviously closed under inversions.
The following fact is essential in our proof.
Fact. For every language L∈F and any n¿1 there exists a ;nite set A(L; n)⊆L
such that every string x in L\A(L; n) can be expressed as x= apybq with p; q¿n and
y∈{a; b}∗.
If L=L0, then the assertion is trivially true.
Assume that the assertion is true for any language L′ ∈Fk and take L∈Fk+1. Then
there exists an inversion scheme I =({a; b}; I ′) such that L=II (L′). Let n¿1 be
a given integer and m=max{|x| | x∈ I}. By the induction hypothesis it follows that
L′=A(L′; n+m)∪ RL, where A(L′; n+m) is a 3nite set and every string x in RL can be
written as x= apybq; p; q¿n+ m. Consequently,
L = II (L′) = II (A(L′; n+ m)) ∪II ( RL):
Note that II (A(L′; n+m)) is a 3nite set and any string w in II ( RL) can be decomposed
as w= arzbs with r; s¿n and z ∈{a; b}∗, which completes the proof of the fact.
Now it is clear that the mirror image of any language in F cannot be in F because
it does not satisfy the requirements of the aforementioned fact.
We now prove that the three operations introduced above also di9er in that sense
that the closure under one operation does not imply the closure with respect to another
one.
Theorem 2.2. For any pair (X; Y ) with X; Y ∈{I;T;D}; X 	=Y; there is a language
family L such that L is closed under X and is not closed under Y .
Proof. First we consider the family F de3ned in the second part of the proof of
Theorem 2.1. By construction F is closed under inversion. On the other hand, if we
apply the transposition scheme
T = ({a; b}; {aa})
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to the language L0 ∈F we obtain a language, which contains the set of all words
an−2bn−1aab with n¿2. This contradicts the fact shown in the proof of Theorem 2.1.
Therefore F is not closed under transposition.
Let V be an alphabet. Then we consider the family L consisting of all languages L
such that there is an integer n¿1 with L ⊆ Vn. Obviously, L is closed under inversion
and transposition since these operations do not change the length of a word.
On the other hand, applying the duplication scheme
(V; {a; aa});
where a∈V , to the language {a2}∈L yields the language {a3; a4} which is not in L.
Let V = {a; b}. Then let L′ be the family of all languages L over V such that each
word in L can be expressed as x1ax2bx3, i.e. any word of L contains ab as a scattered
subword. Obviously, L′ is closed under duplication, since duplication adds additional
subwords and does not destroy scattered subwords.
On the other hand, the application of the inversion scheme (V; ab) and the transpo-
sition scheme (V; {a}) to the language {ab}∈L′ yields {ba} =∈L′, which proves the
nonclosure of L′ under inversion and transposition.
It remains to provide a family of languages closed under transpositions but not closed
under inversions. To this end, let C be the family which contains all languages {anbn},
n¿1, and is closed under transpositions. Applying the inversion scheme ({a; b}; {ab})
to the language {a3b3} one gets {a2bab2} which cannot be in C.
However, the situation changes if we restrict the families of languages under con-
sideration.
Theorem 2.3. Let L be a family of languages which is closed under restricted ho-
momorphisms and inverse homomorphisms. Then the following statements hold.
(i) L is closed under duplications if and only if it is closed under inversions.
(ii) The closure of L under transpositions implies the closure of L under
duplications.
(iii) If L is closed under union or intersection with regular sets and inversions; then
L is closed under transpositions.
Proof. (i) Let L be an arbitrary language in L over V and let I =(V; {x1; x2; : : : ; xn})
be an arbitrary inversion scheme. Then we consider 2n + 1 additional letters c; c1; c2;
: : : ; cn; d1; d2; : : : ; dn and the homomorphisms h1; h2; h3; h4 given by
h1: (V ∪{c1; c2; : : : ; cn})∗ → V ∗;
h1(a) = a for a ∈ V; h1(ci) = xi; 16 i 6 n;
h2: (V ∪{c1; c2; : : : ; cn})∗ → (V ∪{c}∪ {c1; c2; : : : ; cn})∗;
h2(a) = a for a ∈ V; h2(ci) = cic; 16 i 6 n;
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h3: (V ∪{c1; c2; : : : ; cn}∪ {d1; d2; : : : ; dn})∗ → (V ∪{c}∪ {c1; c2; : : : ; cn})∗;
h3(a) = a for a ∈ V; h3(ci) = cic; h3(di) = cicc; 16 i 6 n;
h4: (V ∪{c1; c2; : : : ; cn}∪ {d1; d2; : : : ; dn})∗ → V ∗;
h4(a) = a for a ∈ V; h4(ci) = xi; h4(di) = mi(xi); 16 i 6 n:
Then
II (L) = h4(h−13 (DD(h2(h
−1
1 (L)))));
where D is the duplication scheme which allows the duplication of the letter c only.
This proves that II (L)∈L holds. The converse part can be obtained in a similar way
being left to the reader.
(ii) Let D=(V; {xi | 16i6n}) be a duplication scheme. We consider the homo-
morphisms
h1: (V ∪{ci | 16 i 6 n})∗ → V ∗;
h1(a) = a for a ∈ V; h1(ci) = xi; for 16 i 6 n;
h2: (V ∪{ci | 16 i 6 n})∗ → (V ∪{c}∪ {c1; c2; : : : ; cn})∗;
h2(a) = a for a ∈ V; h2(ci) = cicc; for 16 i 6 n;
h3:
(
V ∪
n⋃
i=1
{ci; di}
)∗
→ (V ∪{c}∪ {c1; c2; : : : ; cn})∗;
h3(a) = a for a ∈ V; h3(di) = ccic; h3(ci) = cicc; for 16 i 6 n;
h4:
(
V ∪
n⋃
i=1
{di; ci}
)∗
→ V ∗;
h4(a) = a for a ∈ V; h4(di) = xixi; h4(ci) = xi; for 16 i 6 n
and the transposition scheme
T = (V ∪{c}∪ {c1; c2; : : : ; cn}; {ci | 16 i 6 n}):
Thus we get
DD(L) = h4(h−13 (TT (h2(h
−1
1 (L))))):
(iii) We shall give the proof in the case when L is closed under union. The reader
can easily infer a similar construction when L is closed under intersection with regular
sets. Obviously, if T =(V; {t1; t2; : : : ; tn}) is a transposition scheme and Ti =(V; {ti}) for
16 i 6 n, then
TT (L)=TT1 (L)∪TT2 (L) ∪ · · · ∪TTn(L):
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By supposition, L is closed under union, and thus it is suQcient to show that L is
closed under applications of transpositions schemes of the form RT =(V; {x}) for some
x∈V+. We consider the homomorphisms
f1: (V ∪{c; d})∗ → V ∗;
f1(a) = a for a ∈ V; f1(c) = x; f1(d) = ;
f2: (V ∪{c; d})∗ → (V ∪{c; d; c′; d′})∗;
f2(a) = a for a ∈ V; f2(c) = cc′; f2(d) = dd′;
f3: (V ∪{q; q′; p; p′})∗ → (V ∪{c; d; c′; d′})∗;
f3(a) = a for a ∈ V; f3(q) = cc′; f3(q′) = dd′;
f3(p) = c′c; f3(p′) = d′d;
f: (V ∪{p;p′q; q′})∗ → V ∗;
f(a) = a for a ∈ V; f(q′) = f(p) = ; f(q) = f(p′) = x
and the inversion schemes
I1 = (V ∪{c; d; c′; d′}; {cc′}) and I2 = (V ∪{c; d; c′; d′}; {dd′})
and obtain
T RT (L) = f(f
−1
3 (II1 (II2 (f2(f
−1
1 (L)))))):
Note that all homomorphisms used in this proof were restricted ones.
2.1.2. Closure properties of some families
We 3rst study the closure under (non-iterated) inversion, duplication, and transposi-
tion of some language families.
Theorem 2.4. Any trio is closed under duplications; transpositions and inversions.
Proof. Let F be a trio. By the previous theorem it suQces to prove the closure of
F under inversions only. We recall that all trios are closed under restricted homomor-
phisms [30].
Let L⊆V ∗ be a language in F and
I = (V; {x1; x2; : : : ; xn})
be an inversion scheme. We consider the homomorphisms
h1: (V ∪{ci | 16 i 6 n})∗ → V ∗;
h1(a) = a for a ∈ V; h1(ci) = xi for 16 i 6 n;
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h2: (V ∪{ci | 16 i 6 n})∗ → V ∗;
h2(a) = a for a ∈ V; h2(ci) = mi(xi) for 16 i 6 n
and the regular set
R =
n⋃
i=1
V ∗{ci}V ∗
and obtain
II (L) = h2(h−11 (L)∩R)
which proves the closure of F under inversion.
Corollary 2.1. All families in the Chomsky hierarchy are closed under duplications;
transpositions and inversions.
2.1.3. Iterated versions
We now start the study of closure under iterated versions. The following lemma is
a helpful tool.
Lemma 2.1. Every family of languages closed under iterated inversions or iterated
transpositions is closed under permutations.
Proof. For any language L∈V ∗ let us construct the inversion scheme
I = (V; {ab | a; b ∈ V; a 	= b})
and the transposition scheme
T = (V; V ):
The relations
I∗I (L) =T
∗
T (L) = Perm(L)
follow immediately.
Theorem 2.5. The families of regular and context-free languages are closed neither
under iterated inversions nor under iterated transpositions.
Proof. Since the families of regular and context-free languages are not closed under
permutations, the nonclosure with respect to iterated inversions and iterated transposi-
tions follows by Lemma 2.1.
It remains an open problem which of these two families are closed under iterated
duplications.
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Theorem 2.6. The families of context-sensitive and recursively enumerable languages
are closed under iterated inversions; iterated transpositions and iterated duplications.
Proof. Let L be a context-sensitive language generated by the context-sensitive gram-
mar G=(N; T; S; P) and let I =(T; I ′) be an inversion scheme. We construct the context-
sensitive grammar G′=(N ′; T; S; P′), where
N ′ =N ∪{Xa | a ∈ T};
P′ = {Xa1Xa2 : : : Xak → Xak : : : Xa2Xa1 | a1a2 : : : ak ∈ I ′}
∪ {Xa → a | a ∈ T}
∪ {h(-)→ h(.) | -→ . ∈ P}
and h : (N ∪T )∗→N ′∗ is the homomorphism de3ned by
h(A) = A for A ∈ N and h(a) = Xa for a ∈ T:
The equality L(G′)=I∗I (L) can be easily checked.
Now, we are going to prove that T∗X (L) is a context-sensitive language for any trans-
position scheme X =(T; {xi | 16i6n}), n¿1. To this end, we construct the phrase-
structure grammar
RG = ( RN; T; RS; RP);
where
RN = N ∪{ RS; Y}∪ {〈Yi; y〉 |y ∈ Suf (xi); 16 i 6 n}
and RP contains—besides all rules of P—the following rules (the rules are accompanied
by some informal explanations).
RS → YS;
Ya→ aY and aY → Ya; a ∈ T:
Obviously, a string of the form Yw with w∈L is obtained in RG. The symbol Y scan
the string w from left to right in order to perform nondeterministically a transposition
of some xi. If the substring xi is identi3ed in w, it is erased, and it will be moved to
another location. This process can be done by using the following rules:
Y → 〈Yi; xi〉; 16 i 6 n;
〈Yi; ax〉a→ 〈Yi; x〉; 16 i 6 n; a ∈ T;
〈Yi; 〉a→ a〈Yi; 〉; and
a〈Yi; 〉 → 〈Yi; 〉a; 16 i 6 n; a ∈ T;
〈Yi; 〉 → Yxi; 16 i 6 n:
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Fig. 1.
By the last set of rules, the process may be iterated. Clearly, we need also rules
for 3nishing the process, namely Y → : With the above explanations we infer that
L( RG)=T∗T (L). Since the grammar RG has a linear bounded working space [30], it
follows that T∗T (L) is a context-sensitive language.
By a similar proof one can show the closure under iterated duplications. The clo-
sure of the recursively enumerable languages class under these operations follows
immediately.
2.2. Final remarks
In [11] the non-iterated variants of the operations presented in this section are inves-
tigated in a more general framework. Let O=(V;O′) be a scheme, the authors allowed
O′ to be an in3nite language over V . For S ∈{I;T;D} and two families of languages
L and L′ they de3ned
S(L;L′) = {SO(L) |L ∈L and O = (V;O′); O′ ⊆ V ∗; O′ ∈L′}:
The following theorems essentially summarize the results reported in [11].
Theorem 2.7. The table of Fig. 1 holds for the families I(L;L′) as well as
T(L;L′) where L and L′ are languages from the families in the Chomky hi-
erarchy.
This diagram should be read as follows: as one can see, at the intersection of the
row associated with X with the column associated to Y there appears either the family
Z or the sequence Z1bZ2. In the former case this means S(X; Y )=Z whereas the
latter case means Z1⊂ S(X; Y )⊂Z2.
Theorem 2.8. The table of Fig. 2 holds for the family D(L;L′) where L and L′
are languages from the families in the Chomsky hierarchy.
In the above diagram SM represents the family of simple matrix languages [30].
A similar investigation remains to be done for iterated versions of the operations
considered in [11]. Along the same lines, the following problem naturally arises. For
a language L⊆V ∗, D∗(V;V∗)(L) is the smallest language L′⊆V ∗ such that L⊆L′ and
whenever uxv∈L′, uxxv∈L′ holds for all u; x; v∈V ∗. The problem asks whether
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D∗(V;V∗)(L) is still regular=context-free provided L is regular=context-free. If one re-
stricts to the two-letter alphabet, then the following result holds [9].
Theorem 2.9. If L is a regular language over the two-letter alphabet; then D∗(L) is
also regular.
A partial answer was given in [24] in the following way.
Theorem 2.10. There exist ;nite (even singleton) languages R over alphabets with at
least three letters such that D(V;V∗)(R) are not regular.
In [24] it is shown that D(V;V∗)({abc}); V = {a; b; c}, is not regular.
Finally we remark that in this section the three operations inversion, transposition and
duplication have been studied isolated from each other. Language generating devices
based on di9erent variants of duplications have been also considered, see, e.g., [22, 25].
However, if we want to model the evolution it is necessary to consider schemes
which contain rules for inversion as well as for transposition, duplication and deletion.
A grammatical approach in this direction is presented in the next section.
3. Evolutionary grammars
Generative devices based on operations suggested by the mutations which take place
within genomes appear very attractive for formal language theorists (see [8,10,12,
22,25]) and hopefully, biologists or people in computational biology (see [1–3,17,31,
35–36,41). It seems that an increasing trend manifests itself throughout the 3eld of
computational biology toward abstracted views of biological sequences, which is very
much in the spirit of language theory.
The issues addressed by this section are basically formal language theoretic questions
but the results presented here address a biologically important and realistic problem as
well. We hope that our model responds to some computational aspects of bioinformat-
ics. Maybe it is worth mentioning here that, in spite of the simplicity of our model (no
context constraints, no auxiliary symbols), the decidability status of many important
problems is negative.
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It might also be argued that, due to practical problems when dealing with arbitrarily
large genomes, the length of strings is of a de3nite importance. Thus, following the
approach in L-systems area, it appears of interest to study length sets or growth func-
tions associated to the evolutionary grammars. One paragraph of this section is a 3rst
approach in this respect.
An evolutionary grammar [8] is a construct
EG = (V; A; Del; Inv;Xpos;Dup)
where
• V is an alphabet (the set of nucleotides. Strings of V+ are referred as genomes).
• Del, Inv, Xpos and Dup are 3nite subsets of V+ (the sets of deletions, inversions,
transpositions and duplications, respectively),
• A is a 3nite subset of V+ (the set of initial genomes)
We de3ne the following relationships on the set V+:
x ⇒Del y i9 x = uvw; y = uw; v ∈ Del
(x evolves into y by deleting a segment)
x ⇒Inv y i9 y ∈ I(V; Inv)(x)
(x evolves into y by reversing the orientation of a segment)
x ⇒Xpos y i9 y ∈T(V; Xpos)(x)
(x evolves into y by transposing a segment to a new position)
x ⇒Dup y i9 y ∈ D(V;Dup)(x)
(x evolves into y by copying a segment)
and
x ⇒EG y i9 x ⇒X y for some X ∈ {Del; Inv;Xpos;Dup}:
Denote by ⇒∗X the reTexive and transitive closure of ⇒X . The language generated by
an evolutionary grammar as above is
L(EG) = {w ∈ V ∗ | x ⇒∗EG w; for some x ∈ A}
(intuitively, L(EG) consists of all genomes which originate from elements of A by
some given mutations).
Remark. Each evolutionary grammar may be viewed as a particular pure grammar [13].
Indeed, each mutation can be simulated by a set of pure productions as follows.
• For each x∈Del, the associated production is x→ .
• For each x∈ Inv, the associated production is x→mi(x).
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• For each x∈Xpos, the associated productions are xa→ ax, ax→ xa, for all a∈V .
• For each x∈Dup, the associated production is x→ xx.
An evolutionary grammar is called non-deleting if Del = ∅.
We shall give an informal biological interpretation of our generative device. The
alphabet of the grammar might be considered as the alphabet of nucleotides and the
set A as the set of initial genomes. Evolutionary events are described by the sets
Del; Inv;Xpos;Dup; thus the language generated by an evolutionary grammar may be
viewed as the world consisting of all genomes which originate from elements of A by
some given mutations.
3.1. Computational power
Denote by L(EG) the family of languages generated by evolutionary grammars.
Theorem 3.1. 1. The family of languages generated by evolutionary grammars is
incomparable with the family of regular languages.
2. The family of languages generated by evolutionary grammars is incomparable
with the family of context-free languages.
Proof. The following evolutionary grammar generates a non-context-free language:
EG = ({a; b; c}; {abc}; ∅; ∅; {a; b; c}; {abc}):
It is easy to check that
L(EG) = {x ∈ {a; b; c}+| | x|a = |x|b = |x|c}:
Let us consider the alphabet V = {a; b; c; d; e} and the language
L= {x ∈ V ∗ | if x = x1-1-2x2; with x1; x2 ∈ V ∗; and -1; -2 ∈ V;
then -1 	= -2 and -1-2 	= ba}:
It is easy to see that this is an in3nite regular language. For instance, L contains
all square-free strings over {c; d; e}, and one knows that this language is in3nite (see
[40, 32]). The regularity of L can be easily checked. Moreover, if Sub(L) is the lan-
guage of all substrings of strings in L, then obviously L=Sub(L) (the properties of
strings in L are hereditary).
Let us assume that L is generated by an evolutionary grammar, i.e. L=L(G) for
some G=(V; A;Del ; Inv;Xpos;Dup). We prove that no element of Del and Xpos can
be used in a derivation step with respect to G, hence both these sets have to be empty.
(i) Assume that there is z ∈Del ∩ Sub(L). This means that z ∈L. Suppose that
z= -1z1 = z2-2, for some z1; z2 ∈V ∗ and -1; -2 ∈V . There are strings w=w1.z.w2
in L, with w1; w2 ∈V ∗; . =∈{a; b; -1; -2} (we have card(V )= 5 and z ∈L, hence at
least strings of this form with w1 =w2 =  can be found in L). Then w⇒Del w1..w2;
the obtained string is not in L, a contradiction.
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(ii) Assume that there is z ∈Xpos∩Sub(L). For z= -1z1 = z2-2, for some z1; z2 ∈V ∗
and -1; -2 ∈V , we take w=w1.z.w2 in L, with w1; w2 ∈V ∗; . =∈{a; b; -1; -2}, and we
get a contradiction by noticing that w⇒Xpos w1..zw2 produces a string not in L.
Thus, we suppose that G has already these components empty.
(iii) Consider now the language SF{c; d; e}, of all square-free strings over {c; d; e}. We
have mentioned above that this is an in3nite language [40, 32]. Construct the strings
of the form
-1ab-2ab : : : -kab-k+1;
for k ¿ 1; -i ∈{c; d; e}; 16 i 6 k + 1, and -1-2 : : : -k+1 ∈ SF{c; d; e}. Denote by M the
language of such strings.
The language M is in3nite (because SF{c; d; e} is in3nite) and it is included in L (no
double symbol and no substring ba appear in its strings). The axiom set A is 3nite.
Therefore, there are strings w∈M which are not in A, that is there is a derivation
x⇒+ w in G, x∈A. Let w′⇒w be the last step of such a derivation. Without loss of
generality we may assume that w′ 	= w (we ignore the steps which do not observe this
property). By the de3nition, we have w′ ∈L.
Because w contains no square, the derivation step w′⇒w is not a duplication.
Because Del = ∅ and Xpos= ∅, the only remaining possibility is to have an inver-
sion. Let z ∈ Inv be the string inverted in w′ in order to obtain w, i.e. w′= v1zv2 and
w= v1mi(z)v2 for some v1; v2 ∈V ∗. If z ∈V , then w′=w in contrast to our choice. If
mi(z) contains ab, then w′ contains the subword ba in contrast to w′ ∈L. Therefore,
mi(z)= -a or mi(z)= b- or mi(z)= b-a hold for some -∈{c; d; e}. In the former two
cases w′ contains ba, in the latter case w′ contains aa and bb. Therefore, in any case
we get a contradiction to w′ ∈L.
Consequently, no operation can be used in the last step of producing a string w as
above, and this completes the proof.
A language L is called strictly bounded if and only if there are pairwise di9erent
letters a1; a2; : : : ; an such that L ⊆ a∗1a∗2 : : : a∗n .
Theorem 3.2. A strictly bounded language can be generated by a non-deleting evolu-
tionary grammar if and only if it is regular.
Proof. In [16] it is shown that a strictly bounded language L ⊆ a∗1a∗2 : : : a∗n is regular
if and only if there is an integer r ∈N, 3nite sets Fi; j ⊆ N and integers mi; j ∈N,
16 i 6 n, 16 j 6 r, such that
L =
r⋃
j=1
{ar1; j+s1m1; j1 ar2; j+s2m2; j2 : : : arn; j+snmn; jn | ri; j ∈ Fi; j; si ∈ N for 16 i 6 n}:
For 16 i 6 n, let mi be the smallest common multiple of the integers mi;1; mi;2; : : : ; mi; r
di9erent from 0 (or mi =0 if mi; j =0 for all j),
t = max{s: s ∈ Fi; j; 16 i 6 n; 16 j 6 r}:
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Now we consider the evolutionary grammar
EG = ({a1; a2; : : : an}; A; ∅; ∅; ∅; {at·mii | 16 i 6 n})
with
A = {au11 au22 : : : aunn | ui 6 2tmi for 16 i 6 n} ∩ L:
Let
w = ar1; j+s1m1; j1 a
r2; j+s2m2; j
2 : : : a
rn; j+snmn; j
n (1)
be a word in L. If a duplication of atmii for some i, 1 6 i 6 n, can be applied to w
then ri; j + simi; j ¿ tmi. Hence, by mi = qjmi; j for some qj ∈N, the word
w′ = ar1; j+s1m1; j1 a
r2; j+s2m2; j
2 : : : a
ri−1; j+si−1mi−1; j
i−1 a
ri;j+(si+tqi)mi;j
i a
ri+1; j+si+1mi+1; j
i+1 : : : a
rn; j+snmn; j
n
obtained by the duplication belongs to L, too. Since we start the generation of L(EG)
with words from A ⊆ L and the application of duplications to words of L yields words
of L, we get L(EG) ⊆ L.
We now prove the converse inclusion by induction on the length of words. Obvi-
ously, the shortest words in L belong to A and A ⊆ L(EG) holds by de3nition. Thus let
us consider a word of the form given in (1) which is not contained in A and assume
that all words w′′ ∈L which are shorter than w belong to L(EG). Because w =∈ A, there
is a number i, 1 6 i 6 n such that ri; j + simi; j¿2tmi. By ri; j 6 t 6 tmi, we get
simi; j¿tmi = tqimi; j. Thus the word
w′′ = ar1; j+s1m1; j1 a
r2; j+s2m2; j
2 : : : a
ri−1; j+si−1mi−1; j
i−1 a
ri; j+(si−tqi)mi;j
i a
ri+1; j+si+1mi+1; j
i+1 : : : a
rn; j+snmn; j
n
is in L. By assumption w′′ ∈L(EG). Because w′′⇒Dup w, we obtain w∈L(EG).
Let EG=(V; A; ∅; Inv;Xpos;Dup) be a non-deleting evolutionary grammar generating
a strictly bounded language. Obviously, one may assume that Inv=Xpos= ∅ without
modifying the language generated by EG. Now it is easy to see that the language
generated by EG is regular.
We conjecture that Theorem 3.2 is valid for arbitrary evolutionary grammars as well.
The next theorem proves this assertion for the unary alphabet.
Theorem 3.3. A language over the unary alphabet is regular i> it is generated by an
evolutionary grammar.
Proof. By the 3rst part of the previous proof it suQces to prove that each language
over the unary alphabet generated by an evolutionary grammar is regular.
Consider an evolutionary grammar EG=({a};Del ; Inv;Xpos;Dup; A). Without loss
of generality, we may assume that Inv=Xpos= ∅. Let
{|x|| x ∈ Del} = {d1; d2; : : : dm};
{|x|| x ∈ Dup} = {c1; c2; : : : cn}
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and
p = gcd(d1; d2; : : : ; dm; c1; c2; : : : cn):
Here gcd means the greatest common divisor. It is known that
p =
n∑
i=1
kici +
m∑
i=1
qidi
for some integers ki; qj; 1 6 i 6 n; 1 6 j 6 m. Moreover, one can choose ki ¿ 0
and qj 6 0, for all 16 i 6 n; 16 j 6 m.
If L(EG) is 3nite, then it is obviously regular. If L(EG) is an in3nite set, there are
ti; 16 i 6 s; s6 p, such that
L(EG) = F ∪
s⋃
i=1
{ati+kp | k ¿ 0}
for some 3nite set F . Consequently, L(EG) is regular which completes the proof.
A statement analogous to Theorem 3.2 does not hold for context-free languages
because the strictly bounded context-free language {anbn | n¿ 1} cannot be generated
by an evolutionary grammar. Indeed, let us assume the contrary and let EG=({a; b}; A;
Del ; Inv;Xpos;Dup) be an evolutionary grammar generating L. Obviously, Dup 	= ∅. For
each w∈Dup we distinguish three cases:
1. w∈ a+. Then, for large enough n, anbn⇒Dup an+|w|bn, contradiction.
2. Analogously for w∈ b+.
3. w∈ a∗abb∗. Then anbn may provide, by duplication, a word having two factors ab,
contradiction.
Consequently, L cannot be generated by any evolutionary grammar.
We do not know whether or not Theorem 3.2 also holds for bounded languages,
where a language L is bounded i9 there are the strings w1; w2; : : : ; wn such that L ⊆
w∗1w
∗
2 : : : w
∗
n .
In the view of the previous theorems it is of interest to look for features to be added
to an evolutionary grammar in order to generate all regular languages. A squeezing
mechanism in the form of a terminal alphabet is too powerful, since we get all recur-
sively enumerable languages in this way as stated by the next theorem.
Theorem 3.4. Each recursively enumerable language can be expressed as the inter-
section of a language in L(EG) with a regular language.
Proof. Let G=(N; T; S; P) be a phrase-structure grammar. We may assume (see [14])
that N = {S; A; B; C} and
P = {S → xi | xi ∈ (N ∪ T )∗; 16 i 6 n; for some n¿ 1} ∪ {ABC → }:
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We consider the evolutionary grammar
EG = (V; A; Del; Inv;Xpos;Dup)
with
V = N ∪ T ∪ {C;B;} ∪ {⊥i | 16 i 6 n};
Del = {ABC;} ∪ {⊥i S CB | 16 i 6 n} ∪ {C xi⊥i B | 16 i 6 n};
Inv = {C xi⊥i | 16 i 6 n} ∪ {S⊥imi(xi) | 16 i 6 n};
Xpos = {C xi⊥i B | 16 i 6 n};
Dup = {C xi⊥i B | 16 i 6 n};
A = {C x1⊥1 BC x2⊥2 B : : : C xn⊥n B S}:
Firstly, we shall prove that L(G) ⊆ L(EG) ∩ T ∗. More precisely, we shall prove that
S ⇒∗G y implies C x1⊥1 BC x2⊥2 B : : : C xn⊥n B y ∈ L(EG):
Let S⇒mG y be a derivation in m¿ 0 steps. If m=0, the assertion is trivially true. We
assume the assertion true for any k¡m and prove it for m. Consider S⇒m−1G z⇒y.
By the induction hypothesis, C x1⊥1 BC x2⊥2 B : : : C xn⊥n B z ∈L(EG).
If the rule used at the last step was ABC→ , then
C x1⊥1 BC x2⊥2 B : : : C xn⊥n B z ⇒Del;
C x1⊥1 BC x2⊥2 B : : : C xn⊥n B y:
If the rule used at the last step was S→ xi, for some i, that is z= z1Sz2; y= z1xiz2, we
consider the following derivation in EG:
C x1⊥1 BC x2⊥2 B : : : C xn⊥n B z ⇒Dup;
C x1⊥1 BC x2⊥2 B : : : C xi⊥i BC xi⊥i B : : : C xn⊥n B z ⇒Del;
C x1⊥1 BC x2⊥2 B : : : C xi⊥i BC xi⊥i B : : : C xn⊥n B z ⇒Xpos ;
C x1⊥1 BC x2⊥2 B : : : C xi⊥i B : : : C xn⊥n B z1S C xi⊥i B z2 ⇒Inv;
C x1⊥1 BC x2⊥2 B : : : C xi⊥i B : : : C xn⊥n B z1S⊥imi(xi) CB z2 ⇒Inv;
C x1⊥1 BC x2⊥2 B : : : C xi⊥i B : : : C xn⊥n B z1xi⊥iS CB z2 ⇒Del;
C x1⊥1 BC x2⊥2 B : : : C xi⊥i B : : : C xn⊥n B z1xiz2:
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Now for any y∈L(G) there exists the derivation in EG
C x1⊥1 BC x2⊥2 B : : : C xn⊥n B S ⇒∗EG;
C x1⊥1 BC x2⊥2 B : : : C xn⊥n B y ⇒∗Del y:
We shall discuss some considerations which lead to the conclusion L(EG)∩T ∗ ⊆ L(G).
For sake of simplicity, denote by -= C x1⊥1 BC x2⊥2 B : : : C xn⊥n B. It is easy
to see that whenever -S⇒∗EG ., with .∈ (N ∪ T )∗ we have also -S⇒∗EG -.⇒∗Del ..
Therefore, it suQces to prove that
-. ⇒∗EG -8 implies . ⇒∗G 8;
where .; 8∈ (N ∪ T )∗. This results from the following remarks:
• Each deletion of a substring ABC corresponds to an application of the rule ABC→ .
• Let .= .1.2 and -.⇒Xpos .1 C xi⊥i B .2 be the result of transposing the segment
C xi⊥i B .2. The symbols C;⊥i ;B, not in N ∪ T can be removed only if one of
the following cases holds:
1. Roughly speaking, the erasing of the symbols C;⊥i ;B, requires that the segment
C xi⊥i B to be preceded by the symbol S. The overall e9ect is the substitution
of S by xi. Formally, -.1⇒∗EG -.′1S and -.′1S C xi⊥i B .2⇒∗EG -.′1xi.2. This
case can be covered in G by applying the rule S→ xi.
2. The symbols C;⊥i ;B can be cancelled if -mi(xi)⇒∗EG -S as well. But in this
case, the transposition has no further e9ect.
3.2. Decidability properties
The last theorem has a series of consequences regarding some decision problems of
evolutionary grammars. In the view of biological interpretation of evolutionary gram-
mars given in the beginning of this section, some of these decision problems might
also have some biological relevance. Thus, the wellknown membership problem asks
whether or not a given genome might appear from an initial set of genomes by evolu-
tion. Also the following matters appear to be of interest from the computational biology
point of view:
1. Is the world generated by a given evolutionary grammar 3nite or in3nite?
2. Are there common genomes in two given worlds?
3. Does the world generated by an evolutionary grammar contain all genomes which
would support life? Or all genomes, no matter they would support life?
These problems, formally stated in the framework of our grammatical formalism,
shall be discussed in the following.
Theorem 3.5. The following problems are undecidable for the class of evolutionary
grammars:
1: The membership problem.
2: The inclusion problem.
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3: The intersection problem. (Is the intersection of the languages generated by two
given evolutionary grammars empty?)
4: Is R a subset of L for R being a regular language and L a language generated
by an evolutionary grammar?
Proof. Let Gi =(Ni; Ti; Si; Pi); i=1; 2, be two phrase-structure grammars with N1 ∩
N2 = ∅, and EGi =(Vi; Ai; Deli; Invi;Xposi ;Dupi); i=1; 2, the evolutionary grammars
constructed as in the previous proof such that V1 ∩V2 =T1 ∩T2.
1. It is obvious that for each x∈T ∗1 ,
x ∈ L(EG1) i9 x ∈ L(G1);
hence the membership problem is undecidable.
2. Clearly, L= {x} is a language that can be generated by an evolutionary grammar.
Since
L ⊆ L(EG1) i9 x ∈ L(G1)
the undecidability status of the inclusion problem follows.
3. Observe that
L(EG1) ∩ L(EG2) 	= ∅ i9 L(G1) ∩ L(G2) 	= ∅;
therefore the intersection problem is undecidable as well.
4. Take R=T ∗1 and L=L(EG1). The equivalence
R ⊆ L i9 L(G1) = T ∗1
implies the last assertion of the theorem.
Theorem 3.6. It is not decidable whether or not an arbitrary given context-free lan-
guage can be generated by an evolutionary grammar.
Proof. The proof is an usual reduction to the Post’s Correspondence Problem. Take
two arbitrary n-tuples of nonempty strings over the alphabet {a; b},
x = (x1; x2; : : : ; xn);
y = (y1; y2; : : : ; yn):
Then, consider the languages
Lz = {bat1bat2 : : : batk cztk : : : zt2zt1 | k ¿ 1}
for z ∈{x; y},
Ls = {w1cw2cmi(w2)cmi(w1) |w1; w2 ∈ {a; b}∗};
L(x; y) = {a; b; c}∗ − (Lx{c}mi(Ly) ∩ Ls):
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It is known that L(x; y) is a context-free language, see, e.g., [30]. For every solution
(i1; i2; : : : ; ik) of PCP(x; y) the strings
bai1bai2 : : : baik cxik : : : xi2xi1cmi(yi1 )mi(yi2 ) : : : mi(yik )ca
ik b : : : bai2bai1b
are not in L(x; y). On the other hand, {a; b}∗⊆L(x; y).
Clearly, when L(x; y)= {a; b; c}∗, then L(x; y) can be generated by the evolutionary
grammar:
EG = ({a; b; c}; {abc}; {a; b; c}; ∅; {a; b; c}; {a; b; c}):
Now, it is suQcient to prove that when L(x; y) 	= {a; b; c}∗, then L(x; y) cannot be
generated by any evolutionary grammar and we will do that in the sequel.
Let us suppose that L(x; y)=L(EG), for some EG=({a; b; c}; A; Del; Inv;Xpos;
Dup). We choose a solution (i1; i2; : : : ; ik) such that |xik xik−1 : : : xi1 |¿max{|w||w∈A}.
For {a; b}∗⊆L(EG), there exists a word w∈A such that
w ⇒∗EG mi(yi1 )mi(yi2 ) : : : mi(yik ) ∈ L(EG):
By the choice of the solution (i1; i2; : : : ; ik) the word
z = bai1bai2 : : : baik cxik : : : xi2xi1cwca
ik b : : : bai2bai1b
is in L(EG).
Therefore,
z ⇒∗EG bai1bai2 : : : baik cxik : : : xi2xi1cmi(yi1 )mi(yi2 ) : : : mi(yik )caik b : : : bai2bai1b;
contradiction, and the proof is complete.
Theorem 3.7.
1: It is decidable whether or not the language generated by a given evolutionary
grammar is ;nite.
2: The problem “L(EG)=V ∗?” is decidable for a given non-deleting evolutionary
grammar EG.
3: The membership problem is decidable for non-deleting evolutionary grammars.
Proof. The 3rst assertion is immediately true. Indeed, for a given evolutionary grammar
EG=(V; A; Del; Inv;Xpos;Dup), L(EG) is in3nite if, and only if, Sub(L(EG1))∩Dup
	= ∅, where EG1 = (V; A; Del; Inv;Xpos; ∅) and Sub(X ) means the set of all factors of
the strings in X . Because the set L(EG1) is 3nite the proof of the 3rst assertion is
complete.
The second and the third items follow from [26], since any evolutionary grammar
is actually a pure grammar.
By Theorem 3.2 the following open decision problems are still of interest:
• Does a given evolutionary grammar generate a regular language?
• Can a given regular language be generated by an evolutionary grammar?
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3.3. Some closure properties
Theorem 3.8. The family L(EG) is not closed under union; concatenation; homo-
morphisms; intersection with regular sets and intersection.
Proof. We consider the languages:
L1 = {x ∈ {a; b}+||x|a = |x|b};
L2 = a+b+:
Both of them can be generated by evolutionary grammars. Moreover, L2 is regular.
The same reasoning may be used in order to prove the non-closure under union
and concatenation. We shall discuss it in the case of concatenation. We claim that
L1L2 is not in L(EG). Indeed, let EG=({a; b}; A; Del; Inv;Xpos;Dup) be an evolu-
tionary grammar generating L1L2. Recall that the Parikh vector associated to a word
x in {a; b}∗, denoted by 9(x), is 9(x)= (|x|a; |x|b). Note that the transpositions and
inversions do not change the Parikh vector associated to a word.
Since there are words in L(EG) whose Parikh vector (n1; n2) satis3es the requirement
that n1 − n2 is arbitrarily large, at least one of Del or Dup has to contain words x
with |x|a 	=|x|b. We shall analyse the case when Dup contains such words. A similar
analysis for the case when Del contains such words is left to the reader. Let x∈Dup
be such a word.
If |x|a¡|x|b, then the following derivation is possible in EG
xa|x|b−|x|aab⇒EG xxa|x|b−|x|aab;
which implies xxa|x|b−|x|aab∈L(EG), contradiction.
If |x|a¿|x|b, then the following derivation is possible in EG
xb|x|a−|x|bab⇒EG xxb|x|a−|x|bab;
which implies xxb|x|a−|x|bab∈L(EG), contradiction. Therefore, L1L2 cannot be gener-
ated by EG.
De3ne the homomorphism h : {a; b; c; d}∗→{a; b}∗ by h(a)= h(c)= a; h(b)=
h(d)= b. Since L1 ∪ c+d+ ∈L(EG) and h(L1 ∪ c+d+)=L1 ∪L2, it follows thatL(EG)
is not closed under homomorphisms.
The non-closure under intersection with regular sets and intersection can be settled
in the same way. The language L1 ∩L2 = {anbn | n¿ 1} cannot be generated by any
evolutionary grammar by Theorem 3.1.
3.4. Evolutionary grammars and a structural language of nucleic acids
At the beginning of this section we will establish some notations and recall some
properties of nucleic acids complementarity [35]. The uniformly considered alphabet is
VDNA = {A; C; G; T}
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and the homomorphism (called complementarity) — :V ∗DNA→V ∗DNA, de3ned by
RA = T; RC = G; RG = C; RT = A
that corresponds to simple base complementarity.
For a DNA string w its opposite strand is mi( Rw) because they are the strands of
a double helix complementary oriented in opposite directions. We shall consider here
some interesting features of DNA encoding secondary and recursive secondary RNA
structure, respectively. Secondary structure we consider here is a simpli3cation of the
base-pairing within the same strand, namely a substring and its reverse complement,
which are both found nearby on the same strand, fold back to base-pair with itself and
form a steam-and-loop structure. We associate a linear string with each double helix,
whenever a secondary structure is identi3ed, as follows (the orientation customarily
indicated by 5′ and 3′ is largely irrelevant for our purposes):
5′ − x-ymi( R-)z − 3′
⇒ -mi( R-)
3′ − Rx R- Rymi(-) Rz − 5′
As one can see, from a “stem-and-loop” structure we keep the stem pattern and
ignore the loop one. The set of all these linear strings consists of those strings w∈V ∗DNA
such that
w = mi( Rw)
or equivalently
w = umi( Ru) for some u:
The above equivalence is a simple linguistic expression of the notion of dyad
symmetry.
In a more general form, recursive secondary structures are common in RNA, hence
in DNA which encode them, as shown in Fig. 3.
A linear string identifying this structure can be de3ned as a string that leads to the
empty string  by cancelling any adjacent complementary pair (a; Ra). These strings
are called orthodox in [35]. Denote by LDNA the set of all strings de3ned as above.
Clearly, LDNA is a context-free language as shown by the context-free grammar
S → SS|aS Ra|a Ra
for all a∈VDNA. (This is the well-known grammar for the Dyck language.)
Furthermore, we de3ne the reduced word of a string x∈V ∗DNA as being obtained by
erasing any adjacent complementary pair from x. Obviously, the reduced string of any
string is unique and the reduced string of any word in LDNA is .
Theorem 3.9.
1. There is an evolutionary grammar that generates LDNA.
2. It is decidable whether or not a given non-deleting evolutionary grammar generates
LDNA.
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Fig. 3.
Proof. 1. We consider the following evolutionary grammar:
EG = (VDNA; {AT; CG; ATCG; ∅; Inv;Xpos;Dup)
with Inv=Xpos=Dup= {AT; CG}.
We claim that L(EG)=LDNA. It is easy to verify that all strings of length at most 4
in LDNA are also in L(EG). Assume that all strings x∈LDNA; |x|6 2n are in L(EG),
for some n¿ 2, and consider a string w∈LDNA with |w|=2n+2. Clearly, w= x1a Rax2,
for some a∈VDNA. By the choice of Inv it suQces to consider only the cases a=A
and a=C. Furthermore, since CGAT ∈L(EG), we consider the case a=A only. Note
that x1x2 ∈LDNA, |x1x2|=2n. By our hypothesis x1x2 ∈L(EG):
If AT ⇒∗EG x1x2, then the following derivation is also possible in EG:
AT ⇒Dup ATAT ⇒∗EG ATx1x2 ⇒Xpos x1ATx2:
If CG⇒∗EG x1x2, then the following derivation is also possible in EG:
ATCG ⇒∗EG ATx1x2 ⇒Xpos x1ATx2:
If ATCG⇒∗EG x1x2, then the following derivation is also possible in EG:
ATCG ⇒Dup ATATCG ⇒∗EG ATx1x2 ⇒Xpos x1ATx2:
Consequently, w∈L(EG). We 3nish the proof of the 3rst item by observing that
L(EG)⊆LDNA, since EG manages only complementary pairs.
2. Let EG=(VDNA; S; ∅; Inv;Xpos;Dup) be a non-deleting evolutionary grammar. We
claim that LDNA⊆L(EG) if, and only if, all strings in LDNA of length at most 2k can be
generated by EG. Here k =max{|x|| x∈ S}. It remains to prove that the aforementioned
condition is suQcient. We shall prove that each x∈LDNA; |x|=2k + 2 is in L(EG).
There are two possibilities:
(i) x= x1x2; x1; x2 ∈LDNA.
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Since |x|=2k + 2, one of x1; x2 is of length bigger than k. Assume that |x1|¿k.
Then, there is y∈A such that
y ⇒+EG x1:
The word yx2 ∈L(EG) because |yx2|6 2k. But
yx2 ⇒EG x1x2;
hence x∈L(EG).
(ii) x= ax3 Ra, for some a∈VDNA.
There is z ∈A such that z⇒+EG x3. The string az Ra∈L(EG) and az Ra⇒+EG x, hence
x∈L(EG). Inductively, all strings in LDNA can be generated by EG.
We claim that if LDNA⊆L(EG) we have L(EG)⊆LDNA if, and only if, A;Dup;Xpos
⊆LDNA and Inv contains only words that can be reduced to palindromes. All these
conditions can be algorithmically checked. The “if” part is immediate. In order to
prove the “only if” part, we shall consider each condition separately. Obviously, if A
contains words not in LDNA the same is true for L(EG).
Assume that x∈Dup and let xy be in LDNA⊆L(EG). Because xxy has to be in
LDNA it follows that x∈LDNA.
Let x∈Xpos\LDNA and y be the shortest word such that xy∈LDNA. Note that such
a word always exists. Let z be the reduced word associated to x. Assume that z starts
with a and y ends with b. Consider xyc Rc∈LDNA such that c 	= Ra; c 	= Rb. We get
xyc Rc⇒Xpos ycx Rc
and
ycx Rc ∈ LDNA i9 ycz Rc ∈ LDNA:
The only possible reduction that can take place within ycz Rc, concerns the string z Rc,
hence ycz Rc =∈ LDNA.
Now, let x∈ Inv and z be its reduced word. Again y is the shortest word such
that xy∈LDNA. We have zy∈LDNA and mi(x)y∈LDNA. Because the reduced word
associated to mi(x) is mi(z), it follows that mi(z)= z if mi(z)y∈LDNA. Now the proof
is complete.
3.5. Descriptional complexity
In this section we consider the descriptional (syntactic) complexity of languages
generated by evolutionary grammars following [6]. We are interested in the minimal
number of axioms and operations, respectively, and the maximal length of the words
associated with an operation. Formally, for an evolutionary grammar G=(V; A; Del; Inv;
Xpos;Dup), we set
a(G) = #(A);
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o(G) = #(Del) + #(Inv) + #(Xpos) + #(Dup);
l(G) = max{|w||w ∈ Del ∪ Inv ∪ Xpos ∪Dup}
and extend these measures to a language L generated by an evolutionary grammar by
a(L) = min{a(G) |L = L(G); G is an evolutionary grammar};
o(L) = min{o(G) |L = L(G); G is an evolutionary grammar};
l(L) = min{l(G) |L = L(G); G is an evolutionary grammar}:
Theorem 3.10. A language L is ;nite if and only if o(L)= 0.
Proof. Let L be a 3nite language, and let V be the set of symbols occurring in at
least one word of L. Then L=L(G) for the evolutionary grammar G=(V; L; ∅; ∅; ∅; ∅).
Since o(G)= 0 we obtain o(L)= 0.
If o(L)=0 for some language L, then there is an evolutionary grammar G=(V; A; ∅; ∅,
∅; ∅) with L=L(G). By L(G)=A, G generates a 3nite language which proves that L
is 3nite.
The measure o(G) corresponds to the number of productions in a (usual) Chomsky
grammar. The context-free languages form an in3nite hierarchy with respect to the
number of productions (see [18]). Furthermore, the measure l(G) corresponds to the
radius of an H system which is grammatical device based on splicing. With respect
to the radius the languages generated by H systems form an in3nite hierarchy, too
(see [28]). In this section we shall prove analogous assertions for the measures for
evolutionary grammars introduced above.
Theorem 3.11. For any measure d∈{a; o; l} and any natural number r¿1; there is
a language L generated by an evolutionary grammar such that d(L)= r.
Proof. We consider the language
L =
n⋃
i=1
Li where Li = {(baib)m |m¿ 0} for 16 i 6 n:
Because L is generated by the evolutionary grammar
G = ({a; b}; {baib | 16 i 6 n}; ∅; ∅; ∅; {baib | 16 i 6 n})
with a(G)= n, o(G)= n and l(G)= n+ 2, we obtain
a(L)6 n; o(L)6 n and l(L)6 n+ 2: (2)
Now let us assume that H =(V; A; Del; Inv;Xpos;Dup) is an evolutionary grammar
with L(H)=L. If there is a derivation w′⇒w in H with w′ ∈Li, w∈Lj, 16i; j6n
and i 	= j, then there also is a derivation w′baib⇒wbaib. Since w′baib∈Li⊂L and
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wbaib =∈L, we get a contradiction. Thus, for any i, 16i6n, A∩Li has to be a non-
empty set. Therefore a(H)¿n for any evolutionary grammar H with L(H)=L which
implies a(L)¿n. By (2), we obtain a(L)= n.
Let a= max{|z||z ∈A}. We consider a word w∈Li; 16i6n, with |w|¿a+ 1. Let
w=(baib)l. By the length of w there is a word w′ ∈L with w′⇒w and w′ 	=w. By
the above considerations w′ ∈Li, too, say w′=(baib)k for some k.
If w′⇒Inv w or w′⇒Xpos w, then |w′|= |w| and hence w′=w in contrast to the choice
of w′.
Let us assume that w′⇒Dup w. Then w′=w1xw2 and w=w1xxw2 for some w1; w2 ∈
V ∗, x∈V+. Thus
|x|a = |w|a − |w′|a = i(l− k) and |x|b = 2(l− k):
Therefore,
x ∈ {arb(baib)l−k−1bas | r; s¿ 0; r + s = i} ∪ {(baib)l−k}:
If x= arbbas; r; s¿0; r+ s= i, i.e. l= k +1, then we can apply x∈Dup to banbbanb
which yields banbbas+rbbanb and hence n= i. If, in addition, r¿0 and s¿0, by apply-
ing x∈Dup to ban−1bban−1b we infer i= n−1. This contradicts i= n. Thus x= arbbas
implies r + s= n and r=0 or s=0.
We now de3ne
Mj = {arb(bajb)tbas | r; s¿0; r+ s= j; t ¿ 0}∪{(bajb)t | t¿1} for 16j ¡ n;
Mn = {arb(banb)tbas | r; s¿0; r + s = n; t¿0} ∪ {anbb; bban} ∪ {(banb)t | t¿1}:
By the considerations above, we get x∈Mi.
Let w′⇒Del w. Then w′=w1xw2 and w=w1w2. By analogous arguments we can
show that x∈Mi, again.
Thus (Del∪Dup)∩Mi 	= ∅ for 16i6n. Furthermore, Mi ∩Mj = ∅ for 16i; j6n
and i 	= j. Therefore Del∪Dup contains at least n elements and o(H)¿n holds for
any evolutionary grammar H with L(H)=L. Hence o(L)¿n. By (2), o(L)= n.
Moreover, for 16i6n, |x|¿2 + i holds for any x∈(Del∪Dup)∩Mi. Thus l(H)¿
n+2 for any evolutionary grammar H with L(H)=L. Therefore, l(L)¿n+ 2 and, by
(2), l(L)= n+ 2.
Hence the statement holds for d∈{a; o}, r¿1 and d= l, r¿3. It is easy to see
that l({a}+)=1 and l({a2}+)=2, and therefore the statement holds in the remaining
cases, too.
3.6. The di>erentiation function
The notion of a di9erentiation function of a grammar was 3rstly introduced in [5]
for deterministic tabled Lindenmayer systems. It presents a measure for the number of
objects which can be derived in a given grammar by a given number of derivation
steps. Formally we obtain the following notion for evolutionary grammars [6].
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Let G=(V; A; Del; Inv;Xpos;Dup) be an evolutionary grammar. Then we de3ne its
di>erentiation function
fG : N → N by fG(k) = #(Lk(G));
where Lk(G) consists of all strings obtained from A after exactly k operations,
L0(G)=A.
Example 3.12. We consider the evolutionary grammars
G1 = ({a; b}; {aa}; ∅; ∅; ∅; {aa});
G2 = ({a; b}; {aa}; ∅; {aa}; ∅; {aa});
G3 = ({a; b}; {aab}; ∅; {aa}; {b}; {aa}):
Then, for k¿1,
Lk(G1) = {a2k+2};
Lk(G2) = {a2; a4; : : : ; a2k+2};
Lk(G3) = {arbas | r + s = 2i; 16 i 6 k} ∪ {a2k+2b}
and thus
fG1 (k) = 1 for k ¿ 1;
fG2 (k) = k + 1 for k ¿ 1;
fG3 (k) = 3 + 5 + · · · (2k + 1) + 1 = (k + 1)2 for k ¿ 1:
We only show the statement concerning Lk(G3), the modi3cations for the other cases
are obvious.
From the axiom aab of G3 we can generate by inversion of aa the same word aab,
by transposition of b the words baa; aba and by duplication of aa the word aaaab.
Thus the statement holds for k =1.
Now let w∈Lk(G3). By induction hypothesis, w= arbas with r+ s=2i for some i,
16i6k or w= a2k+2b.
We 3rst consider the former case. Since the transposition and inversion does not
change the number of occurrences of a and b, we obtain by these operations a word
ar
′
bas
′
with r′+ s′=2i. If we applied the duplication of aa we get ar+2bas or arbas+2.
Because r + s+ 2=2(i + 1), in all cases the generated words have the desired form.
In the former case we generate from w a word of the arbas with r + s=2k +
2=2(k + 1) or a2k+4b= a2(k+1)+2b, and all words have the desired form, again.
Moreover, these considerations also show that all words of the desired form are
contained in Lk+1(G3).
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We now give an upper bound for di9erentiation functions of evolutionary grammars.
Theorem 3.12. For any evolutionary grammar G over an alphabet having at least
two letters; there are constants c1 and c2 such that fG(k)6c1ck2 for k¿1.
Proof. Let G=(V; A; Del; Inv;Xpos;Dup) be an evolutionary grammar with #(V )¿2.
We set
d = max{|u|| u ∈ Dup}; a = #(A); b = max{|v|| v ∈ A}:
Then, for any k¿0 and any word in z ∈Lk(G), |z|6b+ kd. Thus
fG(k + 1)6 #{w ||w|6 b+ kd}
=
b+kd∑
i=0
(#(V ))i =
1
#(V )− 1((#(V ))
b+kd+1 − 1)
6
(#(V ))b+1
#(V )− 1 ((#(V ))
d)k :
By setting c1 = (#(V ))b+1=#(V )− 1 and c2 = (#(V ))d the assertion follows.
The following shows that the exponential upper bound is obtained for some evolu-
tionary grammars.
Theorem 3.13. For any natural number c; there is an evolutionary grammar G such
that fG(k)= ck for k¿0.
Proof. Let c be given. We consider the evolutionary grammar
G = (V; {acbac}; ∅; ∅; ∅; {acbai | 16 i 6 c}):
By induction on k we prove that
Lk(G) = {acbai1+cbai2+cb : : : aik+cbac | i1; i2; : : : ik ∈ {1; 2 : : : c}};
which implies
fG(k) = #(Lk(G)) = ck
for k¿0.
By de3nition, L0(G)= {acbac} and therefore the statement holds for k =0.
Now let w∈Lk+1(G). Then w′⇒w for some w′ ∈Lk(G). By induction hypothesis
w′= acbai1+cbai2+cb : : : aik+cbac. Let w be derived from w′ by duplication of some
acbai, 16i6c, where the duplication involves the jth occurrence of b. Then
w′ = acbai1+cbai2+cb : : : aij+cbaij+1+cb : : : aik+cbac
= acbai1+cbai2+cb : : : aij acbaiaij+1+c−ib : : : aik+cbac
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⇒ acbai1+cbai2+cb : : : aij acbaiacbaiaij+1+c−ib : : : aik+cbac
= acbai1+cbai2+cb : : : aij+cbai+cbaij+1+cb : : : aik+cbac;
which proves that w has the desired form.
If we apply in succession the duplications of acbai1 ; acbai2 ; : : : ; acbaik+1 such that in
any step the last b is involved, then we get acbai1+cbai2+cb : : : baik+1+cban ∈Lk+1(G).
Hence Lk+1(G) contains all words of the considered form.
Thus the induction statement is shown for k + 1.
We have shown that, for any exponential function f with a positive integer as
exponent, there is a context-free evolutionary grammar G whose di9erentiation function
is asymptotically equal to f. We now want to prove such a statement for polynomials.
Theorem 3.14. For any natural number n; there is an evolutionary grammar G such
that fG(k)=;(k n).
Proof. For n∈{0; 1; 2} the statement follows from Example 3.12. Let us assume that
there is already an evolutionary grammar G′=(V; A; Del; Inv;Xpos;Dup) with fG′(k)=
;(k n). Without loss of generality, we may suppose that V ∩{a; b}= ∅ and construct
the evolutionary grammar
G = (V ∪ {a; b}; {aa} · A;Del; Inv;Xpos;Dup ∪ {aa});
where the sets Del; Inv;Xpos;Dup are taken from G′. By induction we show that
Lk(G) = {a2}Lk(G′) ∪ {a4}Lk−1(G′) ∪ · · · ∪ {a2k+2}L0(G′): (3)
By the construction of G, the statement holds for k =0.
Let w∈Lk+1(G). Then there is a word w∈Lk(G) with w ⇒ w′. Furthermore there
exists an integer i, 06i6k, such that w= a2i+2v for some word v∈Lk−i (G′). Let
us apply an element x∈Del∪ Inv∪Xpos∪Dup to w in order to get w′. Then we
have to apply x to v and get w= a2i+2v⇒ a2i+2v′=w′ where v′ ∈Lk−i+1(G′). Hence
w′ ∈{a2i+2}Lk−i+1(G′)= {a2i+2}L(k+1)−i(H). If we apply the duplication of aa to w,
we get
w = a2i+2v⇒ a2i+4v = a2(i+1)+2v = w′ ∈ {a2(i+1)+2}Lk−i(G′):
This proves
Lk+1(G) ⊆ {a2}Lk+1(G′) ∪ {a4} · Lk(G′) ∪ · · · ∪ {a2(k+1)+2}L0(G′):
On the other hand let
u′ ∈ {a2}Lk+1(G′) ∪ {a4}Lk(G′) ∪ · · · ∪ {a2(k+1)+2}L0(G′):
Then there exists an integer i such that u′= a2i+2z′ where z′ ∈L(k+1)−i(G). If i¿1, a
duplication of aa in u= a2iz′ gives u′. Because u= a2iz′ ∈{a2(i−1)+2}Lk−(i−1)(G′)⊆
Lk(G) and u⇒ u′ we have u′ ∈Lk+1(G).
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If i=0, then k + 1 − i= k + 1¿1 and there is a word z ∈Lk(G′) with z ⇒ z′ in
G′. Hence a2z ⇒ a2z′ in G and a2z ∈{a2}Lk(G′)⊆Lk(G). Thus a2z′= u′ ∈Lk+1(G).
Therefore
{a2}Lk+1(G′) ∪ {a4}Lk(G′) ∪ · · · ∪ {a2(k+1)+2}L0(G′) ⊆ Lk+1(G):
Therefore (3) is shown.
By (3) and the disjointness of the sets involved in the union,
fG(k) = #(Lk(G′)) =
k∑
i=0
#({a2i+2}Lk−i(G′)) =
k∑
i=0
fG′(k − i)
=
k∑
i=0
fG(i) = ;(kn+1):
Without proof (use disjoint alphabets and unions of the involved sets) we add the
following lemma on closure properties of the set of di9erentiation functions.
Lemma 3.1. Let f and g be two di>erentiation functions of evolutionary grammars.
Then their sum f + g is a di>erentiation function; too.
The presented results give some upper and lower bounds for and some examples of
di9erentiation functions; the characterization of the family of di9erentiation functions
of evolutionary grammars is left as an open problem.
Finally we present two classes of evolutionary grammars with di9erentiation func-
tions bounded by a constant or linear function.
Lemma 3.2. If G=(V; A; Del; Inv;Xpos; ∅); then there is a constant c such that fG(k)
6c for k¿0.
Proof. Obviously, because the set of duplications is empty, L(G) is 3nite. Let c be
the cardinality of L(G). Then fG(k)= #(Lk(G))6#(L(G))= c.
Example 3.12 shows that there are evolutionary grammars with a non-empty set of
duplications which also have a di9erentiation function bounded by a constant.
Before we present the other class we give the de3nition and a property of a number-
theoretic function. For a set A= {a1; a2; : : : ; an} of natural numbers we de3ne the
function
gA(k) = #
({
k∑
j=1
aij
∣∣∣∣∣ aij ∈ A for 16 j 6 k
})
:
This function expresses the number of all distinct sums of k elements from A.
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Lemma 3.3. Let A= {a1; a2; : : : ; as} with 06a1¡a2¡a3¡ · · ·¡as and m=
max{ai+1− ai | 16i6s− 1}. Then⌊
as − a1
m
k
⌋
+ 16 gA(k)6 (as − a1)k + 1:
Moreover; both bounds are optimal.
Proof. Obviously a1k and ask are the minimal and maximal number which can be
obtained by addition of k numbers of A. Hence any sum S of interest satis3es a1k6
S6ask. This implies the upper bound.
We now prove that any interval Ii = [a1k+im; a1k+(i+1)m), 06i6(as−a1)k=m−1,
contains at least one sum of k numbers of A. Obviously, this holds for i=0 by a1k ∈ I0.
Now assume this holds for i and let c=
∑k
j=1 aij be the maximal number in Ii which
can be represented by sum of k numbers of A. Since i6(as − a1)k=m − 1 we obtain
c6a1k + ((as − a1)k=m − 1)m¡ask. Thus there exists an r such that air¡as. Let
air = al. Then we consider the sum
c′ =
(
r−1∑
j=1
aij
)
+ al+1 +
(
k∑
j=r+1
aij
)
of k numbers of A. Because c′= c + (al+1 − al)6c + m and c is maximal in Ii, we
obtain c′ ∈ Ii+1. Since we have (as − a1)k=m intervals and the additional sum ask
(which belongs to no interval), the lower bound follows.
The optimality of both bounds follows by considering A= {1; 2; 3; : : : ; s} or A=
{m; 2m; 3m; : : : ; sm} (for some m).
Lemma 3.4. For any evolutionary grammar G=({a}; {an}; ∅; Inv;Xpos;Dup) (i.e. the
underlying alphabet of the grammar is unary; there is only one axiom; no deletion
and at least one duplication); fG(k)=;(k) holds.
Proof. First we assume that Inv∪Xpos= ∅. The application of v∈Dup to am leads to
am+|v|. Thus taking A= {|v||v∈Dup}, we obtain gA(k)=fG(k) for k¿1. Hence the
statement follows from Lemma 3.3.
Now let Inv∪Xpos 	= ∅. We set r= min{|z|| z ∈ Inv∪Xpos}. If we apply an inver-
sion or a transposition to a word w, then w is not changed by this operation because
the underlying alphabet is unary. To any word w∈Lk(G) with |w|¿r we can apply an
inversion or a transposition, and thus w is also contained in Ll(G) for l¿k. Moreover,
since Dup does not contain the empty word, all words from Lr(G) have a length ¿r.
It is easy to see that
gA∪{0}(k)6 fG(k + r)6 #(Lr(G))gA∪{0}(k) for k ¿ 1:
Now the statement follows from Lemma 3.3.
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3.7. Adult languages
Since evolutionary grammars can be considered as formal models for the evolution
of genomes, the 3nal stages of the development or evolution are of special interest,
i.e. those genomes to which no mutation taken into consideration can be applied. In
terms of languages we are interested in those words which do not allow a continua-
tion of the derivation. Languages of such words are called adult languages and have
been investigated extensively also in connection with L-systems [29]. In this section
we study adult languages of evolutionary grammars and show that they form the fam-
ily recursively enumerable languages. We mention here that the adult languages of
L-systems do not possess this rather surprising property.
Let EG=(V; A; Del; Inv;Xpos;Dup) be an evolutionary grammar. Then the adult
language of EG is de3ned by
A(EG) = {w |w ∈ L(EG) and there is no w′ with w ⇒ w′}:
The language L(EG) contains all words which can be generated by iterated derivation
steps, and the adult language A(EG) contains those words from the generated language
L(EG) which do not allow further derivation steps. Therefore a word w∈L(EG) be-
longs to the adult language if w does not contain a subword which can be deleted or
reversed or translocated or duplicated. This implies the following statement.
Lemma 3.5. Let EG=(V;Del; Inv;Xpos;Dup; A) be a context-free evolutionary gram-
mar. Then
A(EG) = L(EG) ∩ (V ∗\V ∗(Del ∪ Inv ∪ Xpos ∪Dup)V ∗):
We now present a characterizations of the set of recursively enumerable languages
by adult languages of evolutionary grammars.
Theorem 3.15. The family of adult languages of context-free evolutionary grammars
coincides with the family of recursively enumerable languages.
Proof. By Theorem 3.4 and Lemma 3.5 any adult language of a context-free evolu-
tionary grammar is recursively enumerable.
Now let L be an arbitrary recursively enumerable language. We construct an evolu-
tionary grammar EG′ such that A(EG′)=L.
In order to get EG′=(V ′; A′; Del′; Inv′;Xpos′;Dup) we modify the grammar EG=
(V; A; Del; Inv;Xpos;Dup) with L=L(EG)∩T ∗ given in the proof of Theorem 3.4 as
follows: We obtain V ′ by adding a new symbol $ to the alphabet V . Then we de3ne
the morphisms h :V →V ′ by h(A)=A$ for A∈N and h(x)= x for x∈V\N . Then we
set
A′ = h(A);
Xpos′ = h(Xpos);
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Dup′ = h(Dup) ∪ {C; $};
Del′ = {A$B$C$;}∪{⊥i$S CB | 16 i 6 n} ∪ {C h(xi)⊥i B | 16 i 6 n};
Inv′ = {C h(xi)⊥i | 16 i 6 n} ∪ {S$⊥imi(h(xi)) | 16 i 6 n}:
Essentially, instead of a nonterminal A we use A$ or $A (where the latter one only
occurs since inversions can be involved). Thus the deletion of all symbols $ in a word
of L(EG′) gives a word of L(EG), and conversely, for any word w∈L(EG) there is
a word w′ ∈L(EG′) such that the deletion of all $ in w′ gives w. This implies
L(EG) ∩ T ∗ = L(EG′) ∩ T ∗: (4)
Now L=A(EG′) follows from the following remarks: For any word w∈L(EG′), by
the construction
|w|N 6 |w|$ and |w|B = |w|{⊥i|16i6n} 6 |w|C: (5)
If w ∈ L(EG′) contains $ or C, then we can apply a duplication. If w ∈ L(EG′)
contains , a deletion can be applied. Thus a word w∈A(EG′) cannot contain $; C
and . By (5) w cannot contain B; ⊥i ; 1 6 i 6 n, and elements of N . Hence
w∈A(EG′) contains only terminals. On the other hand, any word w∈L(EG′)∩T ∗
belongs to A(EG′) since any derivation step requires the presence of symbols not
belonging to T . Therefore we obtain from (4)
A(EG′) = L(EG′) ∩ T ∗ = L(EG) ∩ T ∗ = L:
From the proof of Theorem 3.15 we see that adult languages can be obtained as the
intersection of the set of all generated words with a monoid. This corresponds to the
situation well-known for reduced 2 context-free grammars G: On one side L(G) is the
intersection of the set of all generated words with the set of terminal words, and on
the other side L(G) consists of all words which allow no further derivation.
3.7.1. Another version of adult languages
In the theory of Lindenmayer systems another de3nition of adult languages is used
(see [29, pp. 70–78 and 287]). By de3nition, in a Lindenmayer system at every mo-
ment a derivation step can be performed, and thus the adult language consists of
all words which are not changed by derivation steps. For an evolutionary grammar
EG=(V; A; Del; Inv;Xpos;Dup), the modi3ed adult language mA(EG) is de3ned as
the set of all words w∈L(EG) such that either w∈A(EG) or w∈L(EG) and w⇒ z
implies z=w.
Let EG=(V; A; Del; Inv;Xpos;Dup) be an evolutionary grammar and let w be a word
generated by EG such that z=w holds for any z with w⇒ z.
Obviously, if there is an element u from Del and Dup, respectively, which can be
applied to w, then there is a z 	=w with w⇒ z, hence Del and Dup must be empty.
2 For any non-terminal A, there is a rule with the left-hand side A.
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Moreover, if we can apply an inversion u∈ Inv to w yielding z, then w=w1uw2 and
z=w1mi(u)w2. Now w= z implies u=mi(u), and thus the application of the inversion
u to an arbitrary word does not change the word.
Furthermore, let u be a transposition from Xpos such that its application to w does not
change w. If we shift u by one letter to the right, we obtain w= v1uav2 and z= v1auv2.
w= z implies ua= au. By the famous theorem by Lyndon and Sch%utzenberger (see
Lemma 1:7 in [38]) we get u∈{a}∗. Shifting to other positions we can show that
w∈{a}∗. Thus the application of the transposition u to any word of v∈{a}∗ with
|v|¿ |u| does not change v.
We now consider the evolutionary grammar
EG1 = (V; A; Del; Inv\{u | u = mi(u)};Xpos;Dup):
Obviously, any word w∈mA(EG)\A(EG) to which elements of Del or Dup or Inv
can be applied without changing w is contained in A(EG1). Thus we obtain
mA(EG) = A(EG1) ∪
⋃
a∈V
{w |w ∈ L(EG) ∩ {a}∗; s(a)6 |w|¡ t(a)}; (6)
where
s(a) = min{|u|| u ∈ Xpos ∩ {a}∗}
and
t(a) =
{
min{|u|| u ∈ (Dup ∪ Del) ∩ {a}+ if (Dup ∪ Del) ∩ {a}+ 	= ∅;
∞ otherwise:
4. Concluding remarks
We proposed here a set of operations on strings which can be viewed, including
crossover, as the underlying set of large-scale rearrangements involved in the evolution
of genomes. Various aspects of evolutionary grammars are investigated, however there
are further aspects which deserve to be investigated. We shall discuss in the sequel a
few of them quite alluring from a mathematical point of view.
A notion which seems to open new avenues of research is that of (syntactic) am-
biguity in evolutionary grammars. For context-free grammars this important notion is
clearly de3ned, such a grammar is ambiguous when there is a string which can be
produced by di9erent derivation trees. What could be the appropriate syntactic descrip-
tion of a derivation process in an evolutionary grammar similar to that of derivation
tree for context-free grammars? A possible approach might follow [23], where several
ambiguity variants for internal contextual grammars are considered. Once the ambiguity
concept is de3ned, plenty of problems may be studied:
• Are there inherently ambiguous languages? Can we decide whether or not a given
evolutionary grammar is ambiguous?
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• Is it possible to algorithmically compute the degree of ambiguity of a given string
with respect to an evolutionary grammar or the degree of ambiguity of an evolu-
tionary grammar?
Another notion, related to ambiguity in a certain sense, concerns a dynamical com-
plexity measure which expresses the minimal number of operations necessary to pro-
duce a given string in an evolutionary grammar. The problem is not new at all, since a
basic problem in the area of combinatorial algorithms for genome evolution is to deter-
mine the minimum number of large scale evolutionary events (genome rearrangements)
that transform a genome into another. In the framework of evolutionary grammars, op-
erations are restricted to those which de3ne the grammar. Furthermore, one can imagine
priorities associated with the operations which make important the ordering of applying
the operations.
Along the same lines, the evolutionary distance might be extended to more abstracted
descriptions than strings, e.g. evolutionary grammars. One can imagine many ways for
accomplishing this extension: compare the generated languages, by means of a distance
metric acting on languages, compare the parameters of the grammars, compare only
either the common strings or the di9erent strings, etc. This may be viewed as an
attempt to establish connexions with phylogeny.
On the other hand, necessary=suQcient conditions, algebraic properties, together with
other aspects the reader can surely invent remain to be investigated.
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