This paper considers the problem of recursive filtering for linear discrete-time systems with uncertain observation. A new approximate adaptive filter with a parallel structure is herein proposed. It is based on the optimal mean square combination of arbitrary number of correlated estimates which is also derived. The equation for error covariance characterizing the mean-square accuracy of the new filter is derived. In consequence of parallel structure of the filtering equations the parallel computers can be used for their design. It is shown that this filter is very effective for multisensor systems containing different types of sensors. A practical implementation issue to consider this filter is also addressed. Example demonstrates the accuracy and efficiency of the proposed filter.
Introduction
The problem of estimating the system state in linear stochastic systems with unknown parameters is considered. When system models and Gaussian white noise statistics are completely known, the optimal mean-square estimate of state is given by the Kalman filter (KF). However, we often encounter the estimation problem for systems with completely or partially unknown operating in an environment. In order to estimate such systems optimally or suboptimally, we must use an adaptive estimator [1] , [2] , or a self-organizing estimator [3] , which is able to identify the dynamics or statistics during a given interval of time and to make appropriate adjustments in the estimates to compensate for uncertainties in system models. Many methods are available for the adaptation of systems [1] - [6] . Among existing methods, in this paper we are interested in the partitioned adaptive method that is mathematically based on Bayesian approach [4] - [6] . According to this approach, the unknown parameter θ is assumed to be random with a prior known distribution p(θ).
It is known that the linear filtering problem with unknown parameters, i.e., the adaptive filtering problem reduces to a nonlinear filtering problem, which has difficulties in its realization. The partitioned adaptive filtering constitutes a partitioning of the original nonlinear filter into bank of much simpler linear Kalman filters. In this case the optimal mean-square estimate of the state is given by a weighted sum of the model-or parameter-conditional estimates. This realization is very simple to implement physically. However, weighted coefficients depend on current observations and it is rather difficult to implement in real-time, especially for multidimensional dynamic systems.
In this paper, we propose an alternative adaptive filtering method without the additional assumption about a prior probability p(θ) of the parameter θ. This method represents estimate of the state as optimal mean-square linear combination (weighted sum) of parameter-conditional estimates with coefficients depending only on time and independent of current observations. This paper is organized as follows. Section 2 provides a brief presentation of Lainiotis' partition theorem on adaptive filtering. Section 3 presents the new suboptimal adaptive filter for linear discrete-time systems with uncertain observation, which reduce the complexity of the optimal LainiotisKalman adaptive filter. Here we also derive an optimal mean square combination of an arbitrary number correlated estimates. In particular, for two estimates this combination represents the well-known Millman and Bar-Shalom-Campo formulae for uncorrelated and correlated estimation errors, respectively. Section 4 gives numerical example of linear system and Sect. 5 is the conclusion.
Adaptive Filtering in Discrete-Time Linear Systems: Bayesian Approach
Consider the discrete-time linear dynamic system with unknown parameters in observation model:
where x k ∈ n is the state vector, y k ∈ m is the observation vector, n is an n-dimensional Euclidean space, {v k } and {w k } are the zero-mean white Gaussian uncorrelated sequences, v k ∼ N(0, Q k ) and w k ∼ N(0, R k (θ)). The initial state x 0 ∼ N(x 0 , P 0 ) is assumed to be uncorrelated with {v k } and {w k }.
We assume that the matrices F k , G k , and Q k are completely known, and the matrices H k (θ) and R k (θ) include the unknown parameter vector θ ∈ p , which takes only a finite set of values
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This finite set might be the result of discretizing a continuous parameter space. In adaptive filtering theory, two filters are primarily used for estimation of the state vector. Both of these filters are based on the Bayesian approach in which the unknown parameter in Eq. (3) is assumed to be random with a prior known probabilities [4] - [6] :
In the first filter, θ is treated as a random constant vector such as z k+1 = z k , z 0 = θ or more efficiency,
where ξ k is any zero-mean Gaussian white noise sequence. And the system in Eq. (1), together with assumption in Eq. (5) can be reformulated as the nonlinear model for the composite state vector [
and the suboptimal nonlinear filtering procedures (extended KF, and so on [7] - [9] can be applied to estimate the augmented state vector [x k z k ] T , which contains as its component. However, it is difficult to estimate the effect of approximations made in the suboptimal realization of nonlinear filters. Also it has been observed that the suboptimal nonlinear filters may give biased estimates and sometimes diverge.
The second filter is based on Lainiotis' partitioning theorem [1] , [10] , [11] is separate the filtering process x k from the identification of the unknown parameter θ. In this case the optimal mean square estimatê
of the state and the corresponding estimation error covariance
are given by the Lainiotis-Kalman filter (LKF) equations [1] , [10] , [11] :
are the state estimate and its error covariance, respectively, given by the standard KF matched to the linear system in Eq.
(1) at fixed θ = θ i , and weights
represent a posteriori probabilities of θ i given y k = {y 0 , . . . , y k }, providing by Bayesian rule. The LKF in Eq. (7)-Eq. (9) yields an effective estimation algorithm only for low dimension of the parameter vector θ ∈ p , since it requires an evaluation of the conditional probability densities p(θ i |y k ) at each time instance k = 1, 2, . . .. In the next section we propose an alternative suboptimal adaptive filter without the additional assumption in Eq. (4) about a prior probability p(θ) of the parameter θ. This filter has no need of a posteriori probabilities p(θ i |y k ) calculations.
Suboptimal Adaptive Filter for Linear Systems with Uncertain Observation
The new filter can be derived by using the standard discrete KF for the system model in Eq. (1) at the fixed value of the parameter θ = θ i , i = 1, . . . , N, and then combining the obtained Kalman estimatesx k (θ 1 ), . . . ,x k (θ N ). The resulting filter will clearly be approximate (suboptimal). According to Eq. (1), we have N unconnected dynamic systems with known matrices F k , G k , Q k , H k (θ i ), and R k (θ i ), respectively:
where i is fixed and θ i is the known value of the parameter θ.
Using the KF matched to the system in Eq. (10) at fixed θ = θ i , i = 1, . . . , N, we have "local" Kalman estimateŝ
and associated error covariances
which are determined by the following KF equations [1] , [7] , [12] :
where
and I n is the n × n unit matrix. Next, based on the N Kalman estimates in Eq. (11), the new suboptimal state estimatex * k can be determined by the linear combination of these estimates:
where c
k are n × n weighting matrices depending only on time and defined from the mean-square criterion
The following theorem completely defines the suboptimal estimatex * k and its error covariance P * 
(c) the actual error covariance P * k , is given by
k|k is the covariance determined by the KF in Eq. (13), and P (i j) k|k , i j is the cross-covariance, P
k|k satisfies the following recursion:
Proof of the Theorem is given in the Appendix.
Example 1: Optimal Combination of Two Estimates
In the particular case at N = 2, the Eq. (15) and Eq. (17) give the Bar-Shalom-Campo formula for the optimal combination of two correlated estimates [13] ,
If the two estimates x (1) k|k and x (2) k|k are uncorrelated, i.e., P (12) k|k = P 20), then we have the Millman formula [9] , [12] ,
k|k [P (11) k|k + P
Example 2: Fusion of Uncorrelated N-Estimates
Suppose that estimation errorsx
k are uncorrelated, i.e., P k may be precomputed, since they do not depend on the present observations y k , but only on the noise statistics Q k and R k (θ i ), the system matrices F k , G k , H k (θ i ) and also the values of parameter θ = θ 1 , θ 2 , . . . , θ N , which are the part of system model. Thus, once the observation schedule has been settled, the real-time implementation of the proposed filter requires only the computation of the "local" Kalman estimatesx (i) k|k and the final estimatex * k .
Numerical Example
Consider a scalar system described by
where i = 1, 2. This represents the model which takes two sensor modes with θ 1 = 1 and θ 2 = 0.1. The constants, the noise statistics and the initial state are subject to a = 0.9, , r) , r = 0.01, and x 0 ∼ N(x 0 ,P 0 ),x 0 = 1,P 0 = 1. We describe here the results of simulations of two filters: LKF in Eq. (7)-Eq. (9) and the suboptimal adaptive filter (SAF) based on Bar-Shalom-Campo formula, which has proposed in Sect. 3.
The LKF for the model in Eq. (23) takes the form [1] , [10] 
,
The SAF is of the form in Eq. (20)
In the LKF of Eq. (24) and the SAF of Eq. (25), the estimatesx k (θ 1 ) ≡x (1) k|k ,x k (θ 2 ) ≡x (2) k|k , the covariances P
k|k , i = 1, 2, and the cross-covariance P (12) k|k are determined by the KF equations in Eq. (13) , and the recursive in Eq. (19), respectively. Note that SAF's weights c Fig. 2 . The mean-square errors for the LKF and SAF are shown in Fig. 3 . According to Fig. 2 and Fig. 3 , the error variance of the SAF is approximately four times larger than that of the LKF. However, the computation time for evaluation ofx S AF k in 2 times is less than forx LKF k . As a result, the SAF improves the computational efficiency at a cost of the accuracy degradation.
Conclusion
The new suboptimal adaptive filtering algorithm was derived for a linear discrete-time dynamic systems, especially for multisensor environments to fuse local sensor's estimates to get more accurate estimates [14] , [15] . This filter represents the optimal mean-square linear combination of arbitrary number of "local" correlated Kalman estimates. The equation for error covariance characterizing the accuracy of the filter was derived. In experimental results, the proposed filter improves the computational efficiency at a cost of the accuracy degradation. It is also expected that this filter may be used as an alternative of the adaptive LainiotisKalman filter.
The proposed suboptimal adaptive filter can be widely used in the different areas of applications: industrial, military, space, communication, target tracking, inertial navigation and others [1] , [7] - [9] , [12] , [14] . 
