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Abstract
In many real-world applications, we are interested in approximating black-box,
costly functions as accurately as possible with the smallest number of function eval-
uations. A complex computer code (or simulator) is an example of such a function.
In this work, a Gaussian process (GP) emulator is used to approximate the output of
complex computer code. We consider the problem of extending an initial experiment
(set of model runs) sequentially to improve the emulator. A sequential sampling ap-
proach based on leave-one-out (LOO) cross-validation is proposed that can be easily
extended to a batch mode. This is a desirable property since it saves the user time
when parallel computing is available. After fitting a GP to training data points, the
expected squared LOO error (ESELOO) is calculated at each design point. ESELOO
is used as a measure to identify important data points. More precisely, when this
quantity is large at a point it means that the quality of prediction depends a great
deal on that point and adding more samples in the nearby region could improve the
accuracy of the GP model. As a result, it is reasonable to select the next sample where
ESELOO is maximum. However, such quantity is only known at the experimental de-
sign and needs to be estimated at unobserved points. To do this, a second GP is fitted
to the ESELOOs and where the maximum of the modified expected improvement (EI)
criterion occurs is chosen as the next sample. EI is a popular acquisition function in
Bayesian optimisation and is used to trade-off between local/global search. However, it
has tendency towards exploitation, meaning that its maximum is close to the (current)
“best” sample. To avoid clustering, a modified version of EI, called pseudo expected
improvement (PEI), is employed which is more explorative than EI and allows us to
discover unexplored regions. The results show that the proposed sampling method is
promising.
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1 Introduction
In many real-world applications, we are interested in predicting the output of complex
computer codes (or simulators) by cheap-to-evaluate surrogate models, also called emula-
tors. For example, high-fidelity numerical solvers such as computational fluid dynamics
and finite element method are computationally intensive and they cannot be used in anal-
ysis that requires very many runs. In this situatation, one can build an emulator based
on a limited number of simulation runs and carry out the analysis using the emulator,
see e.g. [23, 41, 45, 2]. Among different classes of surrogate models, Gaussian processes
(GPs) [34, 36] have gained increasing attention due to their statistical properties such as
computational tractability and flexibility. They are flexible models and can fit any smooth,
continuous function [29] thanks to the variety of covariance kernels available. Assumptions
about the underlying function such as differentiability or periodicity are encoded thorough
kernels. Most importantly, the GP prediction is equipped with an estimation of uncer-
tainty (predictive variance or mean squared error (MSE)) which reflects the quality of the
prediction.
GPs are built relying on training data, also called design or sample points, whose
locations have a strong effect on the quality of prediction. This has been pointed out by
several studies [40, 19]. The design of computer experiments (DoE) refers to selection of
the sample locations. DoEs are performed as one-shot or adaptive [24]: in the former
all samples are chosen at once while in the latter points are selected sequentially using
information from the emulator and the existing data. A potential drawback of one-shot
approaches is that they may result in under/oversampling [39, 9]. However, in adaptive
methods we can stop the sampling process, which is computationally expensive, as soon as
the emulator achieves an acceptable level of accuracy. Moreover, with adaptive sampling it
is possible to take more samples in regions where the underlying function is highly nonlinear
or exhibits abrupt changes. It is worth mentioning that the idea of sequential sampling
is used in Bayesian optimisation [17, 38] where the goal is to find the global optimum of
black-box functions.
This work focuses on GP-based adaptive sampling where an initial design is sequentially
extended to improve the prediction performance of the emulator. The initial DoE is often
“space-filling” meaning that the points are scattered uniformly over the input space. The
most common space-filling designs are: Latin hypercube sampling [27], full factorial [5],
minimax and maximin distance [15] and orthogonal array [30]. We refer the reader to
[33, 18] and references therein for more information on space-filling designs.
There are many GP-based adaptive sampling methods which can be categorised accord-
ing to their strategies to choose future sample sites. An intuitive criterion is the predictive
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variance embedded in GP modelling. In this framework, the predictive variance is con-
sidered as an estimation of the “real” prediction error and the point with a maximum
uncertainty is taken as the next experimental design [26, 14]. The predictive variance
does not depend directly on the outputs (see Equation (6)) and its magnitude is mainly
determined by the location of the points in the input space: MSE grows with distance
from data points. As a result, this criterion takes a lot of samples on the boundary which
can be a problem if the function’s main characteristics appear inside the interior region.
The maximum MSE (MMSE) and integrated MSE (IMSE) are two popular variants of the
MSE criterion; the former selects a new point such that the future MMSE is the largest and
the latter looks for a sample where the future IMSE is the lowest, see [36, 31]. However,
computing MSE and IMSE is cumbersome especially in high dimensions.
The leave-one-out (LOO) cross-validation error gives another class of adaptive sampling
criteria, see [22, 21, 1, 25]. To calculate the LOO errors, a GP is first fitted to the training
data. Then, one point is removed and the response is predicted at that location. The
difference between the predicted response and the true value serves as the LOO error.
This procedure is repeated for all the points. A relatively small error indicates that the
prediction accuracy in a vicinity of the removed point is high and there is good information
about the true function there. On the other hand, a comparably large error means that
the removed point has a huge impact on the accuracy of the emulator and hence, we need
more samples in the nearby region to reduce the errors. In [42] scores obtained by cross-
validation are used to identify regions of distinct model behaviour and specify mixture of
covariance functions for GP emulators. Using the LOO errors as sampling criterion has
several advantages. First, it provides actual prediction error at the design points. Second,
it is model-independent and can be achieved by any surrogate model. For example, in [4]
a methodology based on the LOO cross-validation is proposed to estimate the prediction
uncertainty of any surrogate model, either deterministic or probabilistic. Third, computing
the LOO errors is not expensive in terms of computational cost, see [6]. However, they are
not determined everywhere in the input space and only defined at locations where we have
pre-existing model runs.
This paper proposes an adaptive sampling approach based on the LOO errors to build
GP emulators as accurately as possible for deterministic computer codes over the entire
domain. It uses another GP model to estimate the LOO errors at unobserved points.
The proposed method has only one parameter to be set and can be easily extended to a
batch mode where at each iteration a set of input points is selected for evaluation. This
is an important property as it saves the user time when parallel computing is available,
see e.g. [43]. The reminder of the paper is organised as follows. In the next section,
the statistical methodology of GP emulators is briefly reviewed. Section 3 introduces the
proposed adaptive sampling approach and its extension to a batch model. Section 4 deals
with numerical experiments where we test the predictive performance of our proposed
algorithm. Finally, the paper’s conclusion is in Section 5.
3
2 Gaussian process models
First we look at GP emulators and their properties. Let the underlying function of a
deterministic complex computer code is denoted by f : D 7→ R in which D is a compact
subset in Rd. Suppose A = {(xi, yi)}ni=1 is a training dataset where Xn = (x1, . . . ,xn)> are
n locations in the input space D with the corresponding outputs (responses/observations)
yn = (f(x1), . . . , f(xn))
>. To approximate f , we model yn as a Gaussian process Z0(x)x∈D
whose mean and covariance functions are specified by
m0 : D 7→ R ; m0(x) = E [Z0(x)] (1)
k0 : D ×D 7→ R ; k0(x,x′) = Cov
(
Z0(x), Z0(x
′)
)
. (2)
In this work, m0(·) is a constant function whose parameter is estimated from the data,
see Equation (7). The covariance kernel needs to be a positive semi-definite function.
The Mate´rn family of kernels are common choices for computer experiments and (in the
univariate case) are defined as:
k0(x, x
′) = σ2
21−ν
Γ(ν)
(√
2ν
θ
|x− x′|
)ν
Bν
(√
2ν
θ
|x− x′|
)
, (3)
where Γ(.) is the Gamma function and Bν(.) denotes the modified Bessel function of the
second kind of order ν. The parameter ν determines the degree of smoothness of sample
functions; a process with Mate´rn kernel of order ν is bν − 1c times differentiable. The
widely-used squared exponential covariance function is a special case of Mate´rn kernel
when ν →∞ and is given by
k0(x, x
′) = σ2 exp
(
−|x− x
′|2
2θ2
)
. (4)
The positive parameters σ2 and θ are referred to as the process variance and correlation
length scale. These parameters are usually unknown and need to be estimated from data.
We refer the reader to [34, 10] for an introduction to estimation techniques.
The GP prediction is obtained by conditioning it on the observations:
Zn(x) = Z0(x)|yn = Z0(x)|Z0(x1) = f(x1) . . . Z0(xn) = f(xn).
Given that the kernel parameters are estimated, the conditional mean (prediction) and
covariance are of the form
mn(x) = E [Zn(x)] = mˆ0 + k(x)>K−1(yn − mˆ01) (5)
kn(x,x
′) = Cov
(
Zn(x), Zn(x
′)
)
= k0(x,x
′)− k(x)>K−1k(x′)
+
(
1− 1>K−1k(x)) (1− 1>K−1k(x′))
1>K−11
(6)
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where k(x) = (k0(x,x1), . . . , k0(x,xn))
> is the vector of covariances between Z0(x) and
Z0(xi)s and K is an n×n covariance matrix with elements Kij = k0(xi,xj), ∀ 1 ≤ i, j ≤ n.
The best linear unbiased estimate of m0 is obtained by
mˆ0 =
(
1>K−1yn
)−1
1>K−11. (7)
It is worth mentioning that in the Bayesian framework, m0(·) and mn(·) are called “prior”
and “posterior” mean, respectively as they reflect our beliefs about the underlying function
before and after incorporating information from the data points.
Note that any finite number of observations from a GP, conditioned on the training
data, has a joint Gaussian distribution whose mean and covariance matrix are specified by
Equations (5) and (6), respectively. In particular, at a generic location x0 ∈ D, Zn(x0) has
a normal distribution given by
Zn(x0) ∼ N
(
mn(x0), s
2
n(x0)
)
, (8)
where s2n(x0) = Cov (Zn(x0), Zn(x0)) is the conditional variance and determines the un-
certainty associated with the prediction at x0.
3 Proposed adaptive sampling method
An “efficient” adaptive sampling strategy should meet the following conditions [24]:
(i) Local exploitation: that allows us to add more points in interesting areas discovered
so far.
(ii) Global exploration: by which unexplored domain regions can be detected.
(iii) Trade off between local exploitation and global exploration: which balances
the previous two objectives.
In this work, the proposed adaptive sampling approach uses expected squared LOO error,
see Section 3.1, for local exploitation; samples are taken in the vicinity of the point whose
LOO error is largest. The global exploration and the trade off between the local/global
search is driven by the pseudo expected improvement criterion introduced in Section 3.2.
3.1 Expected squared LOO cross-validation error
Let Zn,−i(x) is the Gaussian process Z0(x) conditional on all observations except the i-th
one: Zn,−i(x) = Z0(x)|yn \ {f(xi)}. The predictive mean and variance of Zn,−i(x) are
denoted by mn,−i(x) and s2n,−i(x), respectively. The LOO cross-validation error at the
design point xi is expressed by
eLOO(xi) = |mn,−i(xi)− f(xi)| , (9)
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which is used as a measure to identify the effect of the i-th data point on the accuracy of
the emulator, see e.g. [22, 1]. However, this quantity can be misleading as shown by an
example in Figure 1. As can be seen, the LOO error is zero at the fifth sample point, i.e.
(0, 0.5), although it plays an important role on the quality of the prediction. The reason is
that the LOO error (Equation (9)) only accounts for the difference between the predictive
mean and the function value.
-1.0 -0.5 0.0 0.5 1.0
0.
0
0.
2
0.
4
0.
6
0
.8
1
.0
1
.2
x
f
f
m9,−5(x)
m9,−5(x)± 2s9,−5(x)
Figure 1: Removing the fifth sample, i.e. (0, 0.5), does not change the prediction at x = 0
and the LOO error is zero there: |m9,−5(x5) − f(x5)| = 0. This means that the sample
does not have any influence on the emulator while f has a large gradient there. The true
function is f(x) = 11+exp(−20x) .
In this paper, we use another criterion to measure the sensitivity of the emulator to
the left out point. It is called “expected squared LOO error (ESELOO)” whose value at
the observed location xi is defined as
ESELOO(xi) =
E
[
(Zn,−i(xi)− f(xi))2
]
√
Var
(
(Zn,−i(xi)− f(xi))2
) . (10)
In the above equation, both the numerator and denominator, which is used for normalisa-
tion, can be expressed in closed-form expressions given by
E
[
(Zn,−i(xi)− f(xi))2
]
= s2n,−i(xi) + (mn,−i(xi)− f(xi))2 , (11)
Var
(
(Zn,−i(xi)− f(xi))2
)
= 2s4n,−i(xi) + 4s
2
n,−i(xi) (mn,−i(xi)− f(xi))2 . (12)
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To calculate the closed-form expressions, we note that Zn,−i(xi) has a normal distribution
(see Figure 2) as follows
Zn,−i(xi) ∼ N
(
mn,−i(xi), s2n,−i(xi)
)
. (13)
By subtracting f(xi) from both sides and dividing them by sn,−i(xi), we have
Zn,−i(xi)− f(xi)
sn,−i(xi)
∼ N
(
mn,−i(xi)− f(xi)
sn,−i(xi)
, 1
)
. (14)
The square of the left hand side is a random variable with noncentral chi-square distribution(
Zn,−i(xi)− f(xi)
sn,−i(xi)
)2
∼ χ′2
(
κ = 1, λ =
(
mn,−i(xi)− f(xi)
sn,−i(xi)
)2)
, (15)
where κ and λ are the degrees of freedom and noncentrality parameter, respectively1. As
a result
E
[(
Zn,−i(xi)− f(xi)
sn,−i(xi)
)2]
= 1 +
(
mn,−i(xi)− f(xi)
sn,−i(xi)
)2
, (16)
Var
((
Zn,−i(xi)− f(xi)
sn,−i(xi)
)2)
= 2
(
1 + 2
(
mn,−i(xi)− f(xi)
sn,−i(xi)
)2)
. (17)
Finally, if the expectation and variance in the above equations are multiplied by s2n,−i(xi),
we achieve Equations (11) and (12).
The ESELOO(xi) criterion provides more information than the LOO error about the
sensitivity of the emulator to the design points. Because ESELOO(xi) accounts for both
the prediction uncertainty and the difference between the prediction and the true function
at the left out point. In Figure 1, for example, ESELOO(x5) is not null contrary to the
LOO error. It is notable that we do not re-estimate the unknown parameters for building
Zn,−i(x) to alleviate the computational time. Besides, the predictive mean and variance
of Zn,−i(x) can be calculated efficiently based on the formula suggested in [6].
The analytical expression of E
[
(Zn,−i(xi)− f(xi))2
]
is similar to the expected improve-
ment for global fit (EIGF) infill sampling criterion proposed by Lam [20]. In EIGF, the
improvement at an arbitrary point x is given by:
IGF (x) = (Zn(x)− f(x∗i ))2 , (18)
1Suppose X1, . . . , Xκ are κ independent random normal variables such that Xi ∼ N (µi, 1) , 1 ≤ i ≤ κ.
Then,
∑κ
i=1X
2
i ∼ χ′2
(
κ, λ =
∑κ
i=1 µ
2
i
)
has a noncentral chi-square distribution with mean κ + λ and
variance 2 (κ+ 2λ).
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Figure 2: Left: Gaussian process prediction (blue) with 95% credible intervals (shaded)
based on 7 observations from the true function (black). Right: GP prediction based on
the training data except the third one where the GP has a normal distribution specified
by Equation (13).
where f(x∗i ) is the observation at sample point x
∗
i which is closest (in Euclidean distance)
to x. The EIGF criterion is the expected value of IGF (x) that reads
EIGF (x) = E[IGF (x)] = (mn(x)− f(x∗i ))2 + s2n(x). (19)
Using the above criterion, the next sample is selected where EIGF is maximum: xn+1 =
argmax
x∈D
EIGF (x). In Section 4, we compare the performance of our method with EIGF
on several test functions.
3.2 Selection criterion
Since the magnitude of ESELOO(xi) at xi reflects the sensitivity of the emulator to the
loss of information provided by that point, it is reasonable to choose the next sample
where ESELOO(x) is highest. However, this quantity is only defined at the training data,
ESELOO(xi), and its maximum value is undetermined. To overcome this problem, one
can estimate ESELOO(x) at unobserved locations using surrogate models. Here, we use
another GP model denoted by Zen(x) to approximate ESELOO(x) and its maximum. The
training dataset of Zen(x) is {Xn,yen} where yen = (ESELOO(x1), . . . , ESELOO(xn))>.
A naive way to find the maximum of ESELOO(x) is to maximise the predictive mean
of Zen(x). However, this simple strategy does not define a valid optimisation scheme due
8
to overexploitation [16] which leads to clustering in a vicinity of the point with the largest
ESELOO(xi). To avoid this problem, we maximise an auxiliary function called pseudo
expected improvement (PEI)(whose idea is introduced in [44]) to choose the next sample:
xn+1 = arg max
x∈D
PEI(x). (20)
PEI is obtained by multiplying the expected improvement (EI) measure by a repulsive
function (RF):
PEI(x) = EI(x)RF (x), (21)
as is visualised in Figure 3.
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RF
Figure 3: Left: A GP is fitted to five expected squared LOO errors. Right: Pseudo
expected improvement (black) is obtained by multiplying expected improvement (blue)
by the influence functions (red). The next sample point is where the PEI is maximum
(black circle). The maximum of EI is shown by the blue circle. The PEI criterion is more
explorative than EI.
EI is a commonplace acquisition function in Bayesian optimisation and is expressed by
EI(x) =
{
(men(x)−max(yen)) Φ(u) + sen(x)φ(u) if sen(x) > 0
0 if sen(x) = 0.
(22)
Here, u = m
e
n(x)−max(yen)
sen(x)
, men(x) and s
e
n(x) are the conditional mean and variance of Z
e
n(x),
φ(·) and Φ(·) represent the PDF and CDF of the standard normal distribution, respectively.
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EI is a non-negative, parameter-free function and is null at the data points. It makes a
trade off between local/global search during the course of optimisation. However, it is bias
towards exploitation, which can be observed from Figure 3, especially at the beginning of
the search due to underestimation of the predictive variance, sen(x) [37, 17, 32]. In other
words, if EI is used as the select criterion in our method, the next sample point will be
close to the point with the highest ESELOO(xi). This is illustrated in Figure 4 where the
true function is the Franke’s function, see section 4. In PEI, a repulsive function denoted
by RF (x) is multiplied by EI to make it more explorative. RF (x) is a measure of the
(canonical) distance between x and the data points and defined as
RF (x; Xn) =
n∏
i=1
[1− Corr (Zen(x), Zen(xi))] , (23)
where Corr(·, ·) is the correlation function of Zen(·). The value of RF (·) is between zero
and one and is null at the data points because Corr (Zen(xi), Zen(xi)) = 1 , ∀xi ∈ Xn.
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Figure 4: Adaptive designs (red circles) obtained by EI as the selection criterion in the
proposed sequential sampling approach. The filled circles are the initial DoE and the true
function is Franke’s function, see section 4. EI tends towards exploitation and as a result
clustering occurs.
The correlation function Corr(·, ·) depends on length-scales θe = [θe1, . . . , θed]> that are
estimated from {Xn,yen}. It is important that θei s do not take very “small” values to
circumvent clustering. The reason is that when they come near zero, Corr (Zen(x), Zen(xi))
tends to zero and RF (x) is (almost) one everywhere which means it has no influence on
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EI. Besides, as θe → 0 the maximum of EI is located in a shrinking neighbourhood of the
current best point [28]. As a result, it is essential to consider a lower bound for θe. For a
normalised input space, i.e. D = [0, 1]d, we define this lower bound to be
θelb =
(√
−0.5/ ln(10−8), . . . ,
√
−0.5/ ln(10−8)
)>
. (24)
The lower bound is obtained by setting the minimum correlation to 10−8 when the kernel
is squared exponential, see Equation (4). The minimum correlation exists between two
points with the largest distance from each other which is one in D = [0, 1]d.
A common issue in adaptive sampling is that many design points lie along the boundary
of the input space. Such samples might be nonoptimal if the true model is not feasible
on the boundary [11]. This problem can be alleviated by introducing “pseudo points”,
denoted by Xp, at appropriate locations of the design space. Pseudo points are used to
update the repulsive function, i.e. RF (x; Xn ∪Xp), but the true function is not evaluated
there due to computational cost. In this work, the following locations are considered as
the pseudo points
1. corners of the input space ,
2. closest point on each face of the (rectangular) input region to the initial DoE.
For example, the red triangles in Figure 5 are pseudo points in a 2-dimensional space
with six initial designs shown by black points. Finally, the steps of the proposed adaptive
sampling method are outlined in Algorithm 1.
3.3 Extension to the batch mode
When parallel computing is available, it is preferred to evaluate function f in a set of input
points rather than a single point since it saves the user time. In batch sampling at each
iteration, q > 1 locations denoted by xn+1, . . . ,xn+q are chosen for evaluation. Note that
the computation time of running the simulator on q parallel cores is the same as a single
run. We show that the PEI criterion is eligible to be used in a batch mode thanks to the
repulsive function. Suppose xn+1 is obtained by maximising the PEI criterion. The next
sample location, i.e. xn+2, is where the updated PEI is maximum. To update PEI, the
initial EI is multiplied by RF (x; Xn ∪ xn+1) which is defined as
RF (x; Xn ∪ xn+1) =
n+1∏
i=1
[1− Corr (Zen(x), Zen(xi))] . (25)
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Figure 5: Initial DoE (black points) and pseudo points (red triangles). They are closest
point on each face of the input space to the initial DoE and also at the corners of the
region.
Algorithm 1 Proposed sequential sampling approach
1: Create an initial design: Xn = {x1, . . . ,xn}
2: Evaluate f at Xn: yn = f(Xn)
3: Fit the Gaussian process Zn(x) to {Xn,yn}
4: while not stop do
5: for i = 1 to n do
6: Calculate ESELOO(xi) using Equation (10)
7: end for
8: Set yen = (ESELOO(x1), . . . , ESELOO(xn))
>
9: Set the lower bound for θe using Equation (24)
10: Fit Zen(x) to {Xn,yen}
11: Calculate PEI(x) = EI(x)RF (x)
12: xn+1 ← argmaxPEI(x) and set Xn = Xn ∪ {xn+1}
13: yn+1 ← f(xn+1) and set yn = yn ∪ {yn+1}
14: Update Zn(x) using the new data point (xn+1, yn+1)
15: n← n+ 1
16: end while
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Notice that RF does not depend on the function values and xn+2 is obtained without
evaluating f at xn+1. By repeating the previous steps, all the q locations are selected
RF (x; Xn ∪ xn+1 ∪ . . . ∪ xn+q−1) =
n+q−1∏
i=1
[1− Corr (Zen(x), Zen(xi))]
xn+q = arg max
x∈D
EI(x)RF (x; Xn ∪ xn+1 ∪ . . . ∪ xn+q−1) .
An example is illustrated in Figure 6 where q = 3 points are selected in one iteration.
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Figure 6: The process of selecting a batch of q = 3 points, xn+j , 1 ≤ j ≤ 3, where the size
of initial DoE is n = 5. Left: the first query point, x6, is chosen where PEI is maximum.
Middle: PEI is updated by multiplying the initial EI by RF (x;x1:5∪x6). The second query
point, x7, is the location of maximum updated PEI. Right: PEI is updated using x7 and
the third sample, x8, is selected as explained.
4 Numerical experiments
Experimental results are presented and discussed in this section. Four analytic test func-
tions and two real-world problems are considered as the “true” function to asses the effi-
ciency of our proposed sampling method. The results are compared with other approaches
including MSE, EIGF [20] and one-shot Latin hypercube sampling (LHS).
4.1 Experimental setup
The prediction accuracy is assessed by the root mean squared error (RMSE) criterion which
measures the distance between the emulator and the true function. Let {(xt, f(xt))}t=Nt=1
be a set of N test points. RMSE is defined as
RMSE =
√∑N
t=1 (mn(xt)− f(xt))2
N
, (26)
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where mn(xt) is the GP prediction at a test site xt. The test set has a size N = 3000 and
its elements are selected uniformly across the input space. A total budget equal to 30d is
considered for each experiment. The initial space-filling DoE is of size 3d and is obtained
using the maximinESE LHS function implemented in the R package DiceDesign [7]. There
are ten different initial DoEs for every function and we asses the prediction performance of
each method using all ten sets. The R package DiceKriging [35] is employed to construct GP
models. The covariance kernel for modelling the true function and ESELOO is Mate´rn with
ν = 3/2. Since ESELOO is a positive quantity, its natural logarithm, i.e. ln(ESELOO), is
used when fitting the GP.
4.2 Test functions
The four test functions are
• f1(x): Franke’s function [12], d = 2
• f2(x): Hartman function [13], d = 3
• f3(x): Friedman function [8], d = 5
• f4(x): Gramacy & Lee function [11], d = 6
The analytic expression of the above functions are given in Appendix A. Figure 7 illustrates
the prediction performance of our proposed method ESELOO: sequential (black) and batch
with q = 4 (orange), MSE (blue) and EIGF (red). Each curve represents the median of
ten RMSEs using ten different initial DoEs. The x-axis shows the number of function
evaluations divided by the problem dimension, d. The y-axis is on logarithmic scale. The
dashed grey lines are the median of RMSEs based on one-shot LHS of sizes (from top to
bottom): 10d, 20d and 30d, respectively.
Generally, the prediction performance of our method is comparable to other approaches.
In particular, it outperforms MSE and EIGF in approximating the Hartman (f2) and
Gramacy & Lee (f4) functions. The sequential (black) and batch (orange) ESELOO have
similar performances; their RMSEs are monotonically (almost linearly) decreasing. This is
not the case of MSE and EIGF. The MSE method does not perform well in dimensions 5
and 6. It seems that MSE selects many samples on the boundary of the input space where
the GP predictive variance is high. The EIGF method has the best performance only on
the Friedman function (f3) and has the lowest accuracy in approximating other functions,
especially f4.
4.3 Real-world problems
We also tested our method on two real-world problems which are the 6-dimensional output
transformerless (OTL) circuit and 7-dimensional piston simulation functions [3]. The
14
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Figure 7: The median of ten RMSEs of our proposed approach ESELOO: sequential (black)
and batch with q = 4 (orange), EIGF (red) and MSE (blue). Ten different initial DoEs of
size 3d are considered for each function; every method produces ten predictions based on
them. The total budget is 30d. The dashed grey lines show the median of RMSEs based on
one-shot space-filling designs of sizes (from top to bottom): 10d, 20d and 30d, respectively.
The y-axis is on logarithmic scale.
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former (fOTL) returns the midpoint voltage of a transformerless circuit and the latter
(fpiston) measures the cycle time that a piston takes to complete one cycle within a cylinder.
The analytical expressions of fOTL and fpiston and their design spaces are given in Appendix
B. Figure 8 illustrates the results of comparing our proposed method with MSE, EIGF
and LHS design. The experimental setup is the same as explained in Section 4.1. The
sequential (black) and batch (orange) ESELOO have again similar performances and are
the best sampling approaches on the piston simulation function. The RMSE criterion
associated with ESELOO (both sequential and batch) reduces steadily on the two problems
as is observed in Figure 7. The MSE approach does not work well especially after almost
10 × d function evaluations. It seems that MSE is not a good sampling strategy when
the dimensionality of the problem is larger than 5. While EIGF has the best performance
on the OTL circuit problem, there is no improvement in the prediction accuracy of the
emulator after 10× d evaluations of the piston simulation function.
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Figure 8: The median of ten RMSEs of our proposed approach ESELOO: sequential (black)
and batch with q = 4 (orange), EIGF (red) and MSE (blue). The dashed grey lines show
the median of RMSEs based on one-shot space-filling designs of sizes (from top to bottom):
10d, 20d and 30d, respectively.
5 Conclusion
This paper deals with the problem of extending an initial experiment sequentially for
training GP models. This is an important issue in the context of emulating computationally
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expensive computer codes where the goal is to approximate the underlying function with
a minimum number of evaluation. An adaptive sampling scheme is presented based on the
expected squared leave-one-out error, ESELOO, which is used to identify “good” locations
for future function evaluations. Since ESELOO is only known at the design points, another
GP model is applied to approximate it at unobserved sites. Then, the pseudo expected
improvement criterion is employed to find the location of maximum of ESELOO as the
most promising point to improve the emulator. Once the new sample is chosen, it is added
to the existing designs and the procedure is repeated until a stopping criterion is met.
The proposed method can be easily promoted to a batch mode where at each iteration
a set of input points is selected for evaluation. This can save the user time if parallel
computing is available. Several test functions are used to test the capability of our method
and it is compared with two other methods relying on the mean squared error and expected
improvement for global fit criteria. The results show that the proposed adaptive sampling
approach is promising.
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Appendix A Test function expressions
The analytic expressions of four test functions used in our experiments are given below.
1. f1(x) = 0.75 exp
(
− (9x1−2)24 − (9x2−2)
2
4
)
+ 0.75 exp
(
− (9x1+1)249 − 9x2+1)10
)
+ 0.5 exp
(
− (9x1−7)24 − (9x2−3)
2
4
)
− 0.2 exp (−(9x1 − 4)2 − (9x2 − 7)2).
2. f2(x) = −
∑4
i=1αi exp
(∑3
j=1 Aij (xj −Pij)2
)
where α = (1, 1.2, 3, 3.2)>,
A =

3 10 30
0.1 10 35
3 10 30
0.1 10 35
 , P = 10−4

3689 1170 2673
4699 4387 7470
1091 8732 5547
381 5743 8828
 .
3. f3(x) = 10 sin(pix1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5.
4. f4(x) = exp
(
sin
(
[0.9(x1 + 0.48))]
10
))
+ x2x3 + x4.
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Appendix B Real-world function expressions
OTL circuit function The function fOTL is defined as
fOTL(x) =
(Vb1 + 0.74)β(Rc2 + 9)
β(Rc2 + 9) +Rf
+
11.35Rf
β(Rc2 + 9) +Rf
+
0.74Rfβ(Rc2 + 9)
(β(Rc2 + 9) +Rf )Rc1
,
where Vb1 =
12Rb2
Rb1+Rb2
. The input variables of fOTL are:
• Rb1 ∈ [50, 150] is the resistance b1 (K-Ohms)
• Rb2 ∈ [25, 70] is the resistance b2 (K-Ohms)
• Rf ∈ [0.5, 3] is the resistance f (K-Ohms)
• Rc1 ∈ [1.2, 2.5] is the resistance c1 (K-Ohms)
• Rc2 ∈ [0.25, 1.2] is the resistance c2 (K-Ohms)
• β ∈ [50, 300] is the current gain c1 (Amperes).
Piston simulation function The function fpiston is defined as
fpiston(x) = 2pi
√
M
k + S2 P0V0Ta
T0V 2
, where V =
S
2k
(√
A2 + 4k
P0V0
T0
Ta −A
)
,
A = P0S + 19.62M − kV0
S
.
The input variables of fpiston are:
• M ∈ [30, 60] is the piston weight (kg)
• S ∈ [0.005, 0.020] is the piston surface area (m2)
• V0 ∈ [0.002, 0.010] is the initial gas volume (m3)
• k ∈ [1000, 5000] is the spring coefficient (N/m)
• P0 ∈ [90000, 110000] is the atmospheric pressure (N/m2)
• Ta ∈ [290, 296] is the ambient temperature (K)
• T0 ∈ [340, 360] is the filling gas temperature (K).
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