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Non-gaussianity and B-mode polarization are particularly interesting features of the cosmic mi-
crowave background, as – at least in the standard model of cosmology – their only sources to first
order in cosmological perturbation theory are primordial, possibly generated during inflation. If the
primordial sources are small, the question arises how large is the non-gaussianity and B-mode back-
ground induced in second-order from the initially gaussian and scalar perturbations. In this paper
we derive the Boltzmann hierarchy for the microwave background photon phase-space distributions
at second order in cosmological perturbation theory including the complete polarization informa-
tion, providing the basis for further numerical studies. As an aside we note that the second-order
collision term contains new sources of B-mode polarization and that no polarization persists in the
tight-coupling limit.
PACS numbers: 98.80.-k
I. INTRODUCTION
The anisotropies of the cosmic microwave background provide an abundant source of information on the early
history of the universe unrivaled in precision. Since most of the photons originate from the time of decoupling,
when the inhomogeneities of the universe were small, the anisotropies should be well described in linear perturba-
tion theory around the Friedmann-Robertson-Walker background. Temperature anisotropies [1, 2] and E-mode
polarization anisotropies [1, 3, 4] have been detected, and are found in agreement with the Standard Model,
in which the source of the anisotropies consists of a gaussian, adiabatic and nearly scale-invariant spectrum of
primordial density perturbations.
The polarization pattern of the background radiation is of great interest for the following reason. In contrast
to the E mode, B-mode polarization is not sourced by scalar density perturbations in the linear order. Thus, a
detection of B-mode polarization would point directly to primordial vector or, more likely, tensor fluctuations
(gravitational waves) in a very early phase of the cosmological evolution. So far, however, B-mode polarization
has not been observed, which together with the shape of the temperature perturbation spectrum indicates some
suppression of tensor relative to scalar perturbations. Similarly, deviations from gaussian statistics constrain
inflation models and are therefore intensively investigated (see, e.g., the reviews [5, 6]).
The absence of non-gaussianity and B-mode polarization when the primordial fluctuations are purely gaussian
and scalar holds, however, only in linear perturbation theory. Thus, if a small non-gaussian or B-mode signal
is observed, the question arises whether its origin is truly primordial, or whether it might be a second-order
effect. While such an effect would naturally be expected at tensor-to-scalar ratios of order 10−5 (or fNL ∼ 1
for non-gaussianity), which is the size of perturbations in the microwave background, only a full second-order
calculation can tell whether there are no enhancements. Such enhancements can reach a level relevant to
observations, since the planned CMBPol experiment is sensitive to tensor-to-scalar ratios of order 10−3 [7].
Indeed, several second-order sources of B-mode polarization are already known. The most important is the
weak-lensing effect, reviewed in [8], which converts E polarization to B polarization as the photons travel
through the inhomogeneous universe [9]. The inhomogeneities and the E-mode polarization are both at least of
first order, so the resulting effect is at least of second order in perturbation theory. Weak lensing becomes large
at small scales, and at large values of the perturbation wave-vector k perturbation series breaks down. The usual
treatment of weak lensing therefore avoids cosmic perturbation theory by considering the small deflection angles
of the photon trajectories. Another effect that has been estimated is B-mode polarization from gravitational
time delay [10] and from sources proportional to second-order vector and tensor metric perturbations, which
2are themselves generated from the product of scalar perturbations [11]. However, a full treatment of B-mode
polarization at second-order is still missing, even at the qualitative level, since previous second-order calculations
considered the collision term [12] and radiation transfer function [13] for unpolarized radiation only. In this
paper, we derive the complete Boltzmann hierarchy at second order under the assumption that there are no
first-order vector and tensor perturbations by extending the results of [12, 13] to the photon polarization density
matrix. This allows us to identify all sources of B-mode polarization at this order. The polarized equations are
presented in a form suitable for numerical evaluation. Numerical results for B polarization will be presented in
a follow-up paper [14]. Numerical results on non-gaussianity based on second-order Boltzmann equations have
appeared recently in [15, 16].
Most of the results of this paper have been obtained in the thesis work [17]. In the meantime, the polarized
second-order Boltzmann equations have been derived independently in [18]. Our result is derived in a different
formalism, allowing for an independent check of the results. We provide expressions for the Boltzmann hierarchy
pertaining to the phase-space distribution functions not integrated over frequency, which have not been given
explicitly before. In addition, we include a self-contained derivation of the polarized collision term from the
quantum-mechanical time evolution of the photon density matrix, which differs from the collision term used
in [18].
The outline of the paper is as follows. In the remainder of this section we set up our index conventions. Next, in
Section II we derive the Boltzmann equation from the quantum-mechanical time evolution of the photon density
matrix. Its expansion to second order is presented in Sections III and IV, first for the propagation of polarized
radiation (the “left-hand side” of the Boltzmann equation), then for the collision term (the “right-hand side”).
These sections are rather technical, and further technical details are collected in Appendix A. The main result,
the Boltzmann hierarchy for the second-order intensity and photon polarization phase-space distributions, is
summarized in the separate Section V. A full analysis of these equations is beyond the scope of this paper.
However, in Section VI we discuss the sources for B-mode polarization, including a new source in the collision
term that converts intensity directly into B-mode polarization. We also analyze the tight-coupling regime.
While we reproduce the presence of a second-order intensity quadrupole already found from the unpolarized
equations [19], we do not confirm the effect discussed in [20], which is based on B-mode generation from an
E-mode and intensity quadrupole in tight-coupling. Section VII summarizes our conclusions.
A. Index and metric conventions
General coordinate indices will be denoted by Greek letters µ, ν, . . . ranging from 0 to 3, indices referring to
tensors in the local inertial frame (tetrad frame) by capital Latin letters A,B, . . . = 0, 1, 2, 3 from the beginning
of the alphabet. Spatial indices, ranging from 1 to 3, in the tetrad frame are assigned Latin letters i, j, . . .. We
also need small Latin letters a, b, . . . = 1, 2 to denote the basis of polarization vectors. The signature convention
for the space-time metric is (+,−,−,−). Spatial indices in the tetrad frame are contracted with the three-
dimensional Euclidean metric and no distinction is made between upper and lower spatial indices. With this
convention vAwA = v
0w0 − viwi = v0w0 − viwi etc. In this paper we assume that the background universe
is flat. We then also use Latin letters i, j, . . . to denote the spatial general coordinate indices with the same
convention regarding their contraction. In general, it will be clear from the context whether i, j, . . . refers to the
tetrad or general coordinate system. Since confusion might arise for the momentum, we denote the covariant
momentum dxµ/dλ by capital Pµ, related to the momentum pA in the local inertial frame by Pµ = [eA]
µpA
with pA.
The perturbed flat-space Robertson-Walker metric with conformal time denoted by η and coordinates xµ =
(η, xi ) is parameterized as
ds2 = a2
(
(1 + 2A) dη2 + 2Bi dηdx
i − [(1 + 2D) δij + 2Eij ] dxidxj
)
, (1)
where a(η) denotes the scale factor. The space-time dependent perturbationsX = A,D,Bi, Eij will be expanded
into first-order, second-order etc. terms according to X = X(1) +X(2) + . . .. We assume that the vector and
tensor perturbations contained in Bi, Eij are smaller than the scalar perturbations, so we formally treat them
as second order.
3We choose the conformal Newtonian gauge such that Bi is a transverse vector and Eij a transverse, traceless
tensor. In this case, when there are only scalar perturbations at first order, we have B
(1)
i = E
(1)
ij = 0. Then the
tetrad components [eA]
µ are given to second-order by
[e0]
0 =
1
a
(
1−A(1) −A(2) + 3
2
A(1)
2
+
1
2
U
(1)
i U
(1)
i
)
,
[e0]
i =
Ui
a
,
[ek]
0 =
1
a
(
U
(1)
k + U
(2)
k −B(2)k + (D(1) −A(1))U (1)k
)
,
[ek]
i =
1
a
(
δik
(
1−D(1) −D(2) + 3
2
D(1)
2
)
− E(2)ik −
1
2
U
(1)
i U
(1)
k
)
. (2)
We denote by [eA]µ the inverse of the tetrad, such that [e
A]µ[eB]
µ = δAB and [e
A]µ[eA]
ν = δνµ. The local inertial
frame can be parameterized in terms of the observer three-velocity Ui and a set of angles θk, which define
the orientation of the local inertial coordinate axes relative to those of xi. Above we have aligned the local
coordinate axes with those of the general coordinate system to set the angles θk = 0. In the following we also
choose the observer rest frame Ui = 0, which coincides to first order with another common frame choice Ui = Bi.
II. BOLTZMANN EQUATION FOR THE POLARIZATION DENSITY MATRIX
In this section we briefly review notation and definitions applying to photon polarization. We then derive an
expression for the propagation and collision term in the Boltzmann equation for the polarization density matrix,
which serves as the starting point for the expansion to second order in perturbations.
A. Photon polarization phase-space distribution
We assume that the polarized radiation ensemble can be described by a single-particle phase-space distribution
matrix fˆµν(x
λ, qi), such that ǫˆµǫˆν⋆fˆµν(x
λ, qi) d3p/(2π)3 denotes the number density of photons with momentum
p and polarization ǫˆµ. We regard fˆµν as a function of the comoving momentum q
i = api. The unperturbed
Bose-Einstein distribution fˆ
(0)
µν is then independent of conformal time in the expanding homogeneous universe.
The phase-space distribution is a Hermitian matrix, related to the expectation value 〈Aµ(x)Aν (y)〉 of the
radiation field. We adopt Lorenz gauge Aµ;µ = 0 for the photon field. It then follows that
pµfˆµν(x
λ, qi) = pν fˆµν(x
λ, qi) = 0, (3)
and that fˆµν is parallel-transported in the absence of collisions. Thus
D
Dλ fˆµν = Cˆµν [fˆ ]. (4)
Here D/Dλ denotes the covariant derivative along a photon trajectory xµ(λ), and Cˆµν [fˆ ] is the collision term.
The phase-space distribution distribution in the local inertial frame is related to fˆµν by
fˆµν = [eA]
µ[eB]
ν fˆAB, (5)
where [eA]
µ are the space-time dependent tetrad vectors.
The phase-space distribution matrix fˆµν is not unique, since Lorenz gauge allows the gauge transformations
fˆµν → fˆµν +αµPν + βνPµ with arbitrary αµ, βν . To obtain a physical distribution function, we decompose the
photon four-momentum into
Pµ = E [e0]
µ − [ei]µpi = E (uµ − nµ), (6)
4where uµ = [e0]
µ is the four-velocity of the locally inertial observer, E the energy of the photon as seen by this
observer, and
nµ = [ei]
µ p
i
E
(7)
the photon three-momentum direction, which satisfies uµn
µ = 0 and nµn
µ = −1. We define
pµν = −gµν + uµuν − nµnν , (8)
which projects on the components transverse to the observer velocity and photon direction:
uµpµν = u
νpµν = n
µpµν = n
νpµν = 0. (9)
We now define the physical phase-space distribution matrix
fµν = p
µ′
µ p
ν′
ν fˆµ′ν′ , (10)
which is orthogonal to Pµ, uµ and nµ, and contains no residual gauge ambiguity. The corresponding projected
distribution function in the observer rest-frame (local inertial frame) is effectively a three-by-three matrix, since
f00 = f0i = f i0 = 0 in this frame. It is orthogonal to the photon propagation direction ni as expected for the
tensor describing the two physical transverse polarizations.
Applying D/Dλ to (10), we obtain from (4)
p µ
′
µ p
ν′
ν
D
Dλfµ′ν′ = p
µ′
µ p
ν′
ν Cˆµ′ν′ [fˆ ], (11)
where we use that pµν and fˆµν are orthogonal to P
µ. This provides a closed set of equations for the physical
phase-space distribution matrix provided the projected collision term Cµν [fˆ ] ≡ p µ′µ p ν
′
ν Cˆµ′ν′ [fˆ ] on the right-
hand side depends only on f rather than fˆ . It will be convenient to choose a polarization basis consisting of
two vectors ǫµa (a = 1, 2) orthogonal to P
µ and uµ, in terms of which
fµν =
∑
a,b
fab ǫ
∗µ
a ǫ
ν
b . (12)
B. Propagation of polarized photons
In the following we shall consider the Boltzmann equation for fab in a polarization basis defined in the observer
rest-frame. To this end, we multiply (11) by ǫµaǫ
∗ν
b , insert (12), and calculate
ǫµaǫ
∗ν
b pµµ′pνν′
D
Dλ
∑
c,d
fcd ǫ
∗µ′
c ǫ
ν′
d . (13)
Before giving the result, we need to discuss the choice of polarization basis. If ǫˆµ denotes the direction of the
photon field-amplitude in Lorenz gauge, then ǫˆµ is parallel-transported along the photon path [21]. This also
holds for the projected vector ǫµ = pµµ′ ǫˆ
µ′ in the sense that for the polarization vector corresponding to a fixed
photon momentum pµν Dǫν/Dλ = 0. We could therefore use a basis of two parallel-transported polarization
vectors ǫµa . In this case, the corresponding vectors ǫ
A
a in the observer rest-frame, given by ǫ
µ
a = [eA]
µǫAa , depend
on the space-time point x in addition to momentum q. The transverse polarization basis axes are continuously
rotated as the photon propagates through space-time.
It will be convenient to instead choose rigid basis vectors ǫAa in the observer rest-frame that do not depend on
space-time but only on momentum. In this case the covariant derivative along the path acting on a polarization
vector is
ǫ∗aµ
Dǫµc
Dλ = [e
B]µ[eA]
µ
;ν P
νǫaB ǫ
A
c + ǫaA
dqi
dλ
∂ǫAc
∂qi
, (14)
5where the first term on the right-hand side arises, since ǫµc is not parallel-transported in the rigid basis, and
the second is due to the fact that the photon momentum also changes along the path. The conditions uµǫ
µ
a =
Pµǫ
µ
a = 0 require ǫ
0
a = 0 and n · ǫa = 0 in the observer rest-frame. We adopt a spherical coordinate system with
n = (sin θ cosϕ, sin θ sinϕ, cos θ)
eθ = (cos θ cosϕ, cos θ sinϕ,− sin θ)
eϕ = (− sinϕ, cosϕ, 0) (15)
the standard basis vectors on the sphere. The polarization basis is then taken to consist of the two circular
polarization vectors
ǫ± = − 1√
2
(eθ ± ieϕ). (16)
We also identify x0 = η with conformal time.
Evaluating (13) results in the Boltzmann equation
∂fab
∂η
+
1
P 0
dxi
dλ
∂fab
∂xi
+
1
P 0
dqi
dλ
(
∂fab
∂qi
+ ǫak
∂ǫk∗c
∂qi
fcb + ǫ
∗
bk
∂ǫkc
∂qi
fac
)
+ [ei]µ [ek]
µ
;ν
P ν
P 0
(
ǫaiǫ
∗k
c fcb + ǫ
∗
biǫ
k
cfac
)
=
1
P 0
Cab[f ], (17)
with Cab[f ] = ǫ
µ
aǫ
∗ν
b Cµν [f ] denoting the (projected) collision term in the polarization basis. Its expression is
given in (39) below. The terms to the left of the equality sign in the second line would vanish had we chosen
a basis of parallel-transported polarization vectors. The extra terms in the rigid basis are equivalent to similar
terms that appear in [22].
For unpolarized radiation fab = δab f , and the terms in (17) that depend on the polarization vectors explicitly
vanish. This follows from
ǫak
∂ǫk∗b
∂qi
+ ǫ∗bk
∂ǫka
∂qi
=
∂
∂qi
(
ǫakǫ
∗k
b
)
= 0, (18)
since ǫakǫ
∗k
b = δab, and from
[ei]µ [ek]
µ
;ν
(
ǫaiǫ
∗k
b + ǫ
∗
biǫ
k
a
)
= ǫaiǫ
∗k
b
(
[ei]µ [ek]
µ
)
;ν
= 0 , (19)
since [ei]µ [ek]
µ = δik. Thus (17) reduces to the standard equation for unpolarized radiation for diagonal phase-
space density matrices, as should be the case.
For the same reason, the explicitly polarization-vector dependent terms are at least of second order in per-
turbations around the equilibrium distribution in the expanding homogeneous universe. This is due to the
fact that dqi/dλ and [ei]µ [ek]
µ
;ν are both first order in perturbations. Hence to first order we may set fab
in the polarization-vector dependent terms equal to the unperturbed distribution f
(0)
ab . But the unperturbed
distribution is diagonal, so the terms vanish (at first order) as shown above.
C. Simplification at second order
We now show that the terms to the left of the equality sign in the second line of (17) vanish even at second-
order in perturbations, provided that there are no first-order vector and tensor perturbations. Thus, under
these assumptions, there is no difference between the rigid and the parallel-transported polarization basis at
second order.
It follows from Section II B that the second-order contribution is the product of
ǫaiǫ
∗k
c f
(1)
cb + ǫ
∗
biǫ
k
cf
(1)
ac (20)
6and
[
[ei]µ [ek]
µ
;ν
](1) [P ν
P 0
](0)
=
1
2
(
∂iB
(1)
k − ∂kB(1)i
)
− nl
(
∂iE
(1)
kl − ∂kE(1)il
)
+ . . . , (21)
where the superscript in brackets indicates the order at which the expression is evaluated, and the ellipses denote
terms proportional to qi or qk which vanish when contracted with the polarization vectors in (20) since q ∝ n.
To obtain this expression we used the tetrads from (A1), which do not assume a particular gauge choice.
If there are no first-order vector and tensor perturbations, B
(1)
i and E
(1)
ij are zero in conformal Newtonian
gauge, and expression (21) immediately vanishes, leading to the desired simplification. More generally, in an
arbitrary gauge B
(1)
i can be expressed as the gradient of a scalar function in the absence of vector modes, hence
the curl of B
(1)
i appearing in (21) is zero. Likewise, E
(1)
ij = (∂i∂j − δij∂2)E(1) for some function E(1) in the
absence of first-order vector and tensor modes. Then,
nl
(
∂iE
(1)
kl − ∂kE(1)il
)
= (ni∂k − nk∂i) ∂2E(1), (22)
which vanishes when contracted with the polarization vectors in (20), since niǫai = 0.
D. Collision term
To obtain the collision term CAB[f ] we consider the quantum time evolution of the one-particle density matrix
following the formalism developed in [23] for neutrino flavour-mixing in a medium. The formalism was applied
to photon polarization and Thomson scattering in [24]. A more general treatment elucidating some of the ap-
proximations involved in the truncation of the hierarchy of n-particle density matrices implicit in this formalism
can be found in [25].
In the local inertial frame with coordinates ξ the photon field operator is expanded in the form
A(ξ) =
∑
a=±
∫
d3p
(2π)32p0
(
e−ip·ξaa(p)ǫa(p) + eip·ξa†a(p)ǫ
∗
a(p)
)
. (23)
We choose the two circular polarization vectors ǫ± as basis vectors. The creation and annihilaton operators
statisfy the standard commutation relation[
aa(p), a
†
b(p
′)
]
= δab (2π)
32p0δ(3)(p− p′) ≡ δab δ(p− p′). (24)
The one-particle density matrix is defined by the expectation value 〈a†b(p)aa(p′)〉. Spatial homogeneity implies
that
〈a†b(p)aa(p′)〉 = δ(p− p′) ρab(t, p). (25)
We identify ρab(t, p) with the phase-space distribution function fba(x
λ, qi = api). Indeed, since the number
operator is
Nˆ =
∑
a=±
∫
d3p
(2π)32p0
a†a(p)aa(p), (26)
we obtain from (25)
N = 〈Nˆ〉 = V
∫
d3p tr ρ(t, p), (27)
confirming the interpretation of ρab(t, p) as phase-space polarization density matrix. The spatial dependence of
fba(x
λ, qi) can be neglected for the calculation of the collision term, since each scattering event is local on the
7cosmological scales over which fba(x
λ, qi) varies. The flip in the order of polarization indices follows from the
definitions (12), (25) and the fact that
∑
a aa(p)ǫa(p) is independent of the choice of polarization basis.
The time evolution of the density matrix is obtained from the Heisenberg equation for the operator Dab(p) =
a†b(p)aa(p). Starting from
d
dt
Dab = i [H,Dab] , (28)
going to the interaction picture and splitting the Hamiltonian into the free and interaction part HI , we obtain
to second order in the interaction [23]
2p0(2π)3δ(3)(0)
d
dt
ρab(t, p) = i〈[HI(t), Dab(t, p)]〉 −
∫ t
0
dt′ 〈[HI(t− t′), [HI(t), Dab(t, p)]]〉. (29)
If HI were the electron-photon interaction of quantum electrodynamics HQED, we would have to expand to the
fourth order in the interaction to recover the Compton scattering collision term. Instead we derive an effective
Compton scattering interaction vertex assuming that the electron propagates freely between the two elementary
electron-photon interactions in the Compton process. Thus we define HI(t) through the relation
(−i)
∫
dtHI(t) =
(−i)2
2
∫
d4xd4y T (HQED(x)HQED(y)) (30)
with the understanding that a pair of electron fields is contracted in the expression on the right-hand side. After
a short calculation we obtain [24]
HI(t) =
∑
a,a′,s,s′
∫
[dp][dp′][dq][dq′] (2π)3δ(3)(q′ + p′ − q − p) eit(q0′+p0′−q0−p0)
×M(pa; qs→ p′a′; q′s′)α†s′(q′)a†a′(p′)aa(p)αs(q). (31)
Here α, α† denote electron annihilation and creation operators, and [dp] = d3p/((2π)32p0) is the phase-space
integration measure. The matrix element for the γ(p, a) + e−(q, s) → γ(p′, a′) + e−(q′, s′) Compton scattering
process reads
M(pa; qs→ p′a′; q′s′) = e2 u¯(q′, s′)
[
6ǫ∗a′(p′)
6q+ 6p+me
(q + p)2 −m2e
6ǫa(p)+ 6ǫa(p) 6q− 6p
′ +me
(q − p′)2 −m2e
6ǫ∗a′(p′)
]
u(q, s) (32)
We note that
M(pa; qs→ p′a′; q′s′) =M∗(p′a′; q′s′ → pa; qs). (33)
To avoid confusion let us also note that in this subsection q stands for an electron momentum and not for the
comoving photon momentum.
The first-order term 〈[HI(t), Dab(t, p)]〉 in (29) involves the forward Compton scattering matrix element,
and it is straightforward to show that this term vanishes. The second-order term is more complicated. It
results in expectation values of four photon annihilation and creation operators, since the interaction generates
correlations. To proceed we assume that n-particle correlations can be expressed in terms of one-particle
correlations, such that, for example
〈a†a′(q′)aa(q)a†b′(p′)ab(p)〉 = δ(q − p′)δab′〈a†a′(q′)ab(p)〉 + 〈a†a′(q′)a†b′(p′)aa(q)ab(p)〉
−→ δ(q − p′)δab′〈a†a′(q′)ab(p)〉+ 〈a†a′(q′)aa(q)〉〈a†b′ (p′)ab(p)〉+ 〈a†a′(q′)ab(p)〉〈a†b′ (p′)aa(q)〉
= δ(q − p′)δ(q′ − p)ρba′(p) [δab′ + ρab′(q)] + δ(q − q′)δ(p− p′)ρaa′(q)ρbb′(p). (34)
This amounts to the assumption that on average multi-particle correlations built up in a collision decay rapidly
in the time interval before the next collision. The corresponding expressions for the electrons are simpler, since
8we further assume that the electrons are unpolarized and that their phase-space density ge(q) is sufficiently
small for quadratic terms in ge to be negligible. Thus
〈α†s′(q′)αs(q)α†r′(p′)αr(p)〉 −→ δ(q − p′)δr′s〈α†s′ (q′)αr(p)〉 = δ(q − p′)δ(q′ − p)δsr′δrs′
1
2
ge(q
′). (35)
Note that ge(q) is the density summed over both electron polarizations. After working out the expectation value
of the second-order term in (29) one ends up with the time integral
∫ t
0
dt′ e±it
′(q′0+p′0−q0−p0). (36)
If the interaction time-scale is much shorter than the average time between collisions the upper limit may be
taken to infinity and supplying the appropriate iǫ prescription, we obtain
± iPV 1
q′0 + p′0 − q0 − p0 + πδ(q
′0 + p′0 − q0 − p0). (37)
The imaginary principal-value term should be discarded, since it corresponds to a self-energy contribution.
Putting everything together, substituting ρba → fab in the last step, we obtain from (29)
2p0
d
dt
fab(p) = 2Cab[f ], (38)
where the collision term is given by
Cab[f ] =
1
4
∫
dp′
(2π)32p′0
dq
(2π)32q0
dq′
(2π)32q′0
(2π)4δ(4)(q + p− q′ − p′) |M |2λλ′;ωω′
×
{
ge(q
′)fλ′ω′(p′)
[
δaλ(δωb + fωb(p)) + δωb(δaλ + faλ(p))
]
− ge(q)
[
δaλfωb(p) + δωbfaλ(p)
]
(δλ′ω′ + fλ′ω′(p
′))
}
. (39)
Here we introduced the electron-spin averaged square of the Compton amplitude
|M |2λλ′;ωω′ =
1
2
∑
s,s′
M(pλ; qs→ p′λ′; q′s′)M∗(pω; qs→ p′ω′; q′s′). (40)
The collision term (39) for the polarized phase-space density is the expression that must be used on the right-
hand side of the Boltzmann equation (17). It takes an intuitive form with a gain and loss term and the expected
Bose enhancement factors. Taking the trace in ab, and averaging the matrix element over polarizations, we
recover the standard unpolarized collision term. Eq. (39) differs from [24], where it is stated that the terms
quadratic in the photon phase-space density cancel exactly in the evaluation of the double commutator in (29).
It also differs from the collision term used in [18], which is based on [26]. The differences are located in the
structure of the loss term from [26] and the Bose enhancement factors added in [18]. The loss term in [26] is not
derived as in the present paper but based on a certain ansatz, which is checked for initial and final pure photon
polarization states, and then argued to hold in general due to the superposition principle. However, the loss
term ansatz in [26] is non-linear in the phase-space distribution invalidating the superposition principle, and we
suspect that this leads to the discrepancy with our result. Nevertheless, it turns out that the differences do not
affect the final result in Section V below after the expansion to second order, at least for the frequency-integrated
phase-space distributions considered in [18]. The reason for this is the simple polarization dependence of the
Thomson scattering cross section and the fact that the terms quadratic in the photon phase-space densities will
be seen to not contribute to the second-order equations for the frequency-integrated distributions. Differences
between the present calculation and [18] from the form of the collision term would however be expected at the
next order.
9E. Fourier transformation and multipole expansion
It is more convenient for the perturbation expansion to work with Fourier-transformed and multipole-expanded
functions. We define
A(x) =
∫
d3k
(2π)3
eik·xA(k). (41)
At second order we encounter products of functions, whose Fourier transform is a convolution. Below we use
the short-hand notation
A(k1)B(k2) ≡
∫
d3k1
(2π)3
∫
d3k2
(2π)3
(2π)3δ(3)(k − k1 − k2)A(k1)B(k2). (42)
For the multipole representation we write the comoving momentum as q = qn and then define
fab(η,k, q) =
∞∑
l=0
l∑
m=−l
(−i)l
√
4π
2l+ 1
fab,lm(η,k, q)Y
s
lm(n), (43)
fab,lm(η,k, q) = i
l
√
2l+ 1
4π
∫
dΩY s∗lm(n) fab(η,k, qn). (44)
Here Y slm(n) denotes the spin-weighted spherical harmonic. We collect the definitions and some basic relations
for these functions in appendix A2.
We adopt the circular polarization basis (16) such that under a rotation of the coordinate system around the
direction of photon propagation with rotation angle ∆Ψ the polarization basis vectors transform according to
ǫ′a=± = e
±i∆Ψǫa=±, (45)
i.e. the circular polarization vectors ǫ± have spin s = ±1 as they should. Since the polarization-basis independent
phase-space distribution
f ij =
∑
ab
ǫi∗a ǫ
j
bfab (46)
is invariant under basis rotations, it follows that f++ and f−− are spin-zero (s = 0) objects that do not
transform, while
f ′±∓ = e
±2i∆Ψf±∓. (47)
Thus, f+− has spin 2 and f−+ has spin −2. The corresponding values of s must be used in (43), (44).
Instead of the phase-space densities of the photon helicity states, one may also parameterize fab in terms of
the four real Stokes parameters. The relation in the circular basis is
fab =
(
f++ f+−
f−+ f−−
)
=
(
fI − fV fQ − ifU
fQ + ifU fI + fV
)
. (48)
The multipole decomposition for the Stokes parameter distribution functions fX reads
fI,lm = i
l
√
2l+ 1
4π
∫
dΩY ∗lm(n)fI(n),
fV,lm = i
l
√
2l+ 1
4π
∫
dΩY ∗lm(n)fV (n),
fE,lm ± ifB,lm = il
√
2l+ 1
4π
∫
dΩY ∓2∗lm (n) [fQ(n)± ifU (n)]. (49)
The quantity fI provides the photon density averaged over the two helicity states, and fV is related to the
degree of circular polarization of the radiation plasma. We shall include fV in the set of second-order equations,
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but since there are no sources of circular polarization in the standard cosmological scenario, it is usually of
little interest. Our main concern are the off-diagonal components of the photon phase-space density, which are
decomposed in (49) into the E and B polarization modes. The conversion between the two sets of phase-space
distributions follows from
fX,lm = UX;[ab]fab,lm. (50)
Interpreting [ab] as a single index taking the values ++,−−,+−,−+ in this order, and with X = I, V, E,B,
the matrix UX;[ab] and its inverse read
UX;[ab] =


1
2
1
2 0 0
− 12 12 0 0
0 0 12
1
2
0 0 − 12i 12i

 , U
−1
[ab];X =


1 −1 0 0
1 1 0 0
0 0 1 −i
0 0 1 i

 . (51)
We note the relations
U−1[ab];X = U
−1 ∗
[ba];X = 2U
∗
X;[ab]. (52)
In terms of multipoles the momentum derivative terms in the first line of the Boltzmann equation (17) can
be written in a simple form. First, from (16) we calculate
ǫ∗bk
∂ǫkc
∂qi
= ∓ i
q tan θ
eϕiδbc (53)
where the upper (lower) sign holds for b = c = + (b = c = −). Then, making use of (A9), we obtain
∂fab
∂qi
+ ǫak
∂ǫk∗c
∂qi
fcb + ǫ
∗
bk
∂ǫkc
∂qi
fac =
∂fab
∂qi
+
2ieϕi
q tan θ
(
0 f+−
−f−+ 0
)
ab
=
∑
l,m
(−i)l
√
4π
2l + 1
{
Y slm
∂fab,lm
∂q
ni +
1√
2
fab,lm
q
(
ǫi−ðsY
s
lm + ǫ
i
+ð¯sY
s
lm
)}
. (54)
This form makes explicit that each term carries definite spin, such that s = 0 for the diagonal elements and
s = ±2 for the off-diagonals. The derivatives on the spin-weighted spherical harmonics can be easily taken using
(A10).
III. EXPANSION OF THE PHOTON PROPAGATION TERM TO SECOND ORDER
We now turn to the expansion of the Boltzmann equation (17) to second order in perturbations. Implementing
the simplification of the polarization-dependent terms derived in Section II C, we obtain the first- and second-
order equations[
∂
∂η
+
qi
aE
∂
∂xi
]
f
(1)
ab +
[
1
P 0
dqi
dλ
](1)
qi
q
∂f
(0)
ab
∂q
=
[
1
P 0
Cab[f ]
](1)
, (55)
[
∂
∂η
+
qi
aE
∂
∂xi
]
f
(2)
ab +
[
P i
P 0
](1)
∂f
(1)
ab
∂xi
+
[
1
P 0
dqi
dλ
](1)(
∂f
(1)
ab
∂qi
+ ǫak
∂ǫk∗c
∂qi
f
(1)
cb + ǫ
∗
bk
∂ǫkc
∂qi
f (1)ac
)
+
[
1
P 0
dqi
dλ
](2)
qi
q
∂f
(0)
ab
∂q
=
[
1
P 0
Cab[f ]
](2)
. (56)
Here we used that
1
P 0
dxi
dλ
=
P i
P 0
=
qi
aE
(57)
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at zeroth order in the perturbation expansion. In this section we keep the energy and momentum distinct so that
the results also apply to the propagation of massive particles. For photons we may use E = |p| = |q|/a = q/a and
qi/q = ni to simplify the equations. Eq. (55) reproduces the Boltzmann equation in the linear approximation
with the familiar free-streaming term on the left-hand side. The Fourier transformation converts ∂/∂xi → iki in
the free-streaming terms. However, the second-order equation also contains products of two Fourier-transformed
functions, which are to be interpreted as convolutions according to (42). Thus, for instance,
[
P i
P 0
](1)
∂f
(1)
ab
∂xi
→
[
P i
P 0
](1)
(k1) ik
i
2 f
(1)
ab (k2) =
∫
d3k′
(2π)3
[
P i
P 0
](1)
(k − k′) ik′ if (1)ab (k′), (58)
in the Fourier transform of (56). In this section we work out the multipole transformation of the left-hand side
of (56). The more complicated transformation of the collision term is derived in Section IV.
A. Covariant momentum and momentum derivative
The expression of the covariant momentum in terms of the comoving momentum required to evaluate (56) is
obtained from Pµ = [eA]
µpA. Under the assumptions made in this paper (no first-order vector and tensor
perturbations, conformal Newtonian gauge, observer frame, see Section IA), we find
P 0 =
E
a
(
1−A+ 3A
2
2
− q
iBi
aE
+ . . .
)
, (59)
P i =
qi
a2
(
1−D + 3D
2
2
)
− q
k
a2
Eki + . . . , (60)
where the ellipses denote corrections of the third-order in perturbations. Hence,
[
P i
P 0
](1)
=
qi
aE
(
A(1) −D(1)
)
. (61)
The change of comoving momentum dqi/dλ along the particle trajectory follows from the geodesic equation.
We have
dpi
dλ
=
d([ei]µP
µ)
dλ
=
∂[ei]µ
∂xν
P νPµ + [ei]µ
(−ΓµνρP νP ρ) = [ei]µ;νPµP ν . (62)
Then
1
P 0
dqi
dλ
=
dqi
dη
=
da
dη
pi +
a
P 0
dpi
dλ
= Hc q
i + a [ei]µ;ν
PµP ν
P 0
, (63)
where Hc = a
−1da/dη denotes the conformal Hubble parameter. The previous expression vanishes at zeroth
order in the perturbations. Its perturbation expansion can be calculated from (59), (60) and the explicit
expressions for the inverse tetrad vectors. The first and second order terms required for (56) read
[
1
P 0
dqi
dλ
](1)
= −aE ∂iA(1) − qiD˙(1) + q
jqk
aE
(
δjk ∂
iD(1) − δij ∂kD(1)
)
(64)
qi
q
[
1
P 0
dqi
dλ
](2)
= −aE
q
qi∂iA(2) − q D˙(2) − q
iqj
q
E˙
(2)
ij +
aE
q
qi B˙
(2)
i +
(a2E2 − q2)
qaE
qiHcB
(2)
i
+
aE
q
qi∂iA(1)
(
A(1) +D(1)
)
+ 2q D(1)D˙(1). (65)
The dot denotes a derivative with respect to conformal time and ∂i = ∂/∂xi. The term proportional to Hc in
the first line of (65) vanishes for photons and massless propagating particles in general.
12
B. Multipole transformation and spherical basis
The general procedure to obtain the multipole decomposition of (55), (56) is as follows. First we insert the
representation (43) for the phase-space distributions. Then the direction vector n and polarization vectors are
written in terms of spherical harmonics according to
ni =
∑
m
ξim
√
4π
3
Y1m, n
inj = χij0
√
4π Y00 +
∑
m
χij2m
√
4π
5
Y2m,
ǫi+ =
∑
m
ξim
√
4π
3
Y +11m , ǫ
i
− = −
∑
m
ξim
√
4π
3
Y −11m , (66)
which defines ξim (for m = 0,±1), χij0 = 13δij and the trace-free tensors χij2m (for m = 0,±1,±2). Explicit
expressions are provided in Appendix A3. The multiplication of these objects with Cartesian vectors and
tensors, respectively, projects on the components of the corresponding vectors and tensors in the spherical
basis. For vectors V and traceless symmetric tensors T we define the components in the spherical basis by
V[0] = iV3, V[±1] = ∓
i√
2
(V1 ∓ iV2)
T[0] = −
3
2
T33, T[±1] = ±
√
2(T13 ∓ iT23)
T[±2] = −
1√
6
(T11 − T22 ∓ 2iT12). (67)
Then
ξimVi = (−i)V[m]
χij2mTij = −αmT[m] (no sum over m) (68)
with α0 =
2
3 , α±1 =
1√
3
and α2 = 1. At this point, we can use the product formula for the spin-weighted
spherical harmonics (A5) to express any term in terms of a sum of single harmonics. The result of these
manipulations is integrated with
L ≡ il
√
2l+ 1
4π
∫
dΩY s∗lm(n) (69)
which projects (55), (56) on the lm multipole component. The final step consists of transforming from the ab
helicity polarization basis to the X = I, V, E,B components of the phase-space distribution matrix.
C. Free-streaming term
We first consider the three space-time derivative terms in (56), which after Fourier transformation read
∂f
(2)
ab
∂η
,
iq · k
aE
f
(2)
ab ,
[
P i
P 0
](1)
(k1) ik
i
2 f
(1)
ab (k2). (70)
The multipole transformation of the time derivative is trivial since
L
[
∂f
(2)
ab
∂η
]
=
∂
∂η
f
(2)
ab,lm(k). (71)
For the transformation of the second term we follow the procedure described in Subsection III B. The manip-
ulations are the same as for the corresponding term in the first-order equation (55), and we discuss them here
only to illustrate the general method.
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Inserting the expansion of qi = qni and f
(2)
ab in spherical harmonics gives
iq · k
aE
f
(2)
ab =
iq
aE
∑
m2
ξim2
√
4π
3
Y1m2k
i
∑
l1,m1
(−i)l1
√
4π
2l1 + 1
f
(2)
ab,l1m1
(k)Y sl1m1
=
1∑
m2=−1
qk[m2]
aE
∑
l1,m1
(−i)l1
√
4π
2l1 + 1
×
l1+1∑
L=|l1−1|
L∑
S,M=−L
√
2l1 + 1√
2L+ 1
(
l1 1 L
−s 0 −S
)(
l1 1 L
m1 m2 M
)
Y SLM f
(2)
ab,l1m1
(k). (72)
Applying the multipole transformation operator L from (69) to this expression sets L = l and M = m.
Interchanging orders of summations according to
∞∑
l1=0
l1∑
m1=−l1
l1+1∑
L=|l1−1|
L∑
M=−L
=
∞∑
L=0
L+1∑
l1=|L−1|
L∑
M=−L
l1∑
m1=−l1
(73)
yields the final result
L
[
iq · k
aE
f
(2)
ab
]
=
1∑
m2=−1
qk[m2]
aE
l+1∑
l1=|l−1|
l1∑
m1=−l1
il−l1
(
l1 1 l
−s 0 −s
)(
l1 1 l
m1 m2 m
)
f
(2)
ab,l1m1
(k). (74)
Here we used that the first Clebsch-Gordan coefficient sets S = s to eliminate the sum over S. The second one
implies m2 = m−m1. Recall that s takes the value 0 when ab = ++,−− and s = ±2 for ab = ±∓. Thus, in the
first case only l1 = l± 1 contribute to the sum, while for the off-diagonal terms l1 = l is also non-zero. Eq. (74)
reproduces the standard first-order free-streaming term, in which one usually aligns k with the three-direction
implying k[±1] = 0 and k[0] = ik, which simplifies the expression.
The free-streaming term is diagonal in the circular polarization basis, but the equations for the two off-
diagonal components are slightly different, which leads to a mixing of E and B polarization in the Stokes
parameter basis. The difference arises from(
l1 1 l
2 0 2
)
= (−1)l1+1−l
(
l1 1 l
−2 0 −2
)
, (75)
i.e. when l1+1− l is odd, which happens precisely for the terms with l1 = l present only for s = ±2. To express
the equations in the IV EB basis in a compact form we introduce the matrices HXY (l) with
HXY (l) = δXY (for l even), HXY (l) =


1 0 0 0
0 1 0 0
0 0 0 i
0 0 −i 0

 (for l odd) (76)
and define
FX =
{
0 X = I, V
−2 X = E,B (77)
Taking linear combinations of (74) according to (50) we obtain in the IV EB basis
L
[
iq · k
aE
f
(2)
X
]
=
1∑
m2=−1
qk[m2]
aE
l+1∑
l1=|l−1|
l1∑
m1=−l1
il−l1
(
l1 1 l
FX 0 FX
)(
l1 1 l
m1 m2 m
)
×
∑
Y
H∗XY (l1 + 1− l) f (2)Y,l1m1(k). (78)
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The sum over Y encodes the mixing between the E- and B-mode polarization. Since the H matrices are block-
diagonal in IV and EB, and equal to the identity matrix in the IV sector, the sum is redundant for X = I, V .
The equations are decoupled and identical for X = I and X = V . Nevertheless, the notation introduced above
is convenient in order to present the results in the IV EB basis without having to resort multiple equations for
the different cases.
The third term in the list (70) requires no further work, since using (61)
L
[[
P i
P 0
](1)
(k1) ik
i
2 f
(1)
ab (k2)
]
=
(
A(1) −D(1)
)
(k1)L
[
iq · k2
aE
f
(1)
ab
]
. (79)
A convolution of the two mode momenta in the sense of (42) is implied. The application of the L-operator
gives as final result the expression (74) with k[m2] → k[m2]2 and f (2)ab,l1m1(k)→ f
(1)
ab,l1m1
(k2), or the corresponding
result (78) in the IV EB basis.
The generation of B polarization from E polarization through free-streaming requires propagation through
an inhomogeneous universe, and is thus a second-order effect, known as time-delay induced B polarization [10].
The time-delay effect is contained in the above equations through the off-diagonal terms H∗BE(±1) = −i. The
relevant product of Clebsch-Gordan coefficients is
(
l 1 l
2 0 2
)(
l 1 l
m1 m2 m
)
= δm1,m−m2 ×
1
l(l + 1)
×
{
2m m2 = 0
∓
√
2(l + 1∓m)(l ±m) m2 = ±1
(80)
In first order in perturbation theory we can always align the mode vector k such that only m2 = 0 contributes.
Then, using (80) in (78), (79) shows that EB mixing occurs only when m 6= 0, which implies the well-known
result that no B polarization is induced, when there are no vector or tensor perturbations. At second order (79)
contains a convolution over all wave-vectors, and the sum over m2 always extends over m2 = 0,±1. It follows
from (80) that EB mixing occurs through free-streaming, when the first-order scalar perturbations A(1) or D(1)
do not vanish.
To summarize the result of this subsection: the second-order space-time derivative terms (free-streaming
terms) in the Boltzmann equation, Fourier- and multipole-transformed, are given in the IV EB basis by
∂
∂η
f
(2)
X,lm(k) +
1∑
m2=−1
l+1∑
l1=|l−1|
l1∑
m1=−l1
il−l1
(
l1 1 l
FX 0 FX
)(
l1 1 l
m1 m2 m
)
×
∑
Y
H∗XY (l1 + 1− l)
[
qk[m2]
aE
f
(2)
Y,l1m1
(k) +
(
A(1) −D(1)
)
(k1)
qk
[m2]
2
aE
f
(1)
Y,l1m1
(k2)
]
. (81)
D. Momentum-derivative terms
We now turn to the multipole decomposition of the two terms involving dqi/dλ in (56). With the help of (64)
and (54) the first one can be written as
[
1
P 0
dqi
dλ
](1)(
∂f
(1)
ab
∂qi
+ ǫak
∂ǫk∗c
∂qi
f
(1)
cb + ǫ
∗
bk
∂ǫkc
∂qi
f (1)ac
)
= (−1)
∞∑
l1=0
l1∑
m1=−l1
(−i)l1
√
4π
2l1 + 1
{[
aE
q
in · k1A(1)(k1) + D˙(1)(k1)
]
Y sl1m1 q
∂
∂q
f
(1)
ab,l1m1
(k2)
+
[
aE
q
iki1A
(1)(k1)− q
aE
iki1D
(1)(k1)
]
1√
2
(
ǫi−ðsY
s
l1m1 + ǫ
i
+ð¯sY
s
l1m1
)
f
(1)
ab,l1m1
(k2)
}
, (82)
15
where we used that ǫ± is orthogonal to q, and n ·q = qn2 = q. Next we express n and the polarization vectors
in terms of spherical harmonics according to (66) to write
in · k1 =
1∑
m2=−1
k
[m2]
1
√
4π
3
Y1m2
iki1
(
ǫi−ðsY
s
l1m1 + ǫ
i
+ð¯sY
s
l1m1
)
= −
1∑
m2=−1
k
[m2]
1
√
4π
3
(
[l1]
+
s Y
−1
1m2
Y s+1l1m1 + [l1]
−
s Y
+1
1m2
Y s−1l1m1
)
(83)
after taking the derivatives on the spin-weighted spherical harmonics using (A10) in the second equation. The
remaining steps are straightforward. We eliminate the products of spherical harmonics with (A5) and apply
the multipole transformation operator (69) to obtain
L
[
lhs of (82)
]
ab
= −D˙(1)(k1) q ∂
∂q
f
(1)
ab,lm(k2) +
1∑
m2=−1
l+1∑
l1=|l−1|
l1∑
m1=−l1
il−l1
(
l1 1 l
m1 m2 m
)
×
{(
l1 1 l
−s 0 −s
)(
−aE
q
)
k
[m2]
1 A
(1)(k1) q
∂
∂q
f
(1)
ab,l1m1
(k2)
+
1√
2
{
[l1]
+
s
(
l1 1 l
−(s+ 1) 1 −s
)
+ [l1]
−
s
(
l1 1 l
−(s− 1) −1 −s
)}
× k[m2]1
[
aE
q
A(1)(k1)− q
aE
D(1)(k1)
]
f
(1)
ab,l1m1
(k2)
}
. (84)
As for the free-streaming terms the equations for the off-diagonal terms are slightly different, which implies
conversion of E into B polarization and vice versa. The last two lines in the previous equation, which originate
from the derivative of the first-order photon perturbation with respect to the direction of the photon momentum,
correspond precisely to the weak-lensing effect [8]. If κ(s) denotes the expression in curly brackets in the third
line of (84), the relation κ(−2) = (−1)l1+1−l κ(2) holds, and because of the similarity with (75) the same matrix
HXY appears in the transformation to the Stokes parameters. The final result for this term in the IV EB basis
reads
L
[
lhs of (82)
]
X
= −D˙(1)(k1) q ∂
∂q
f
(1)
X,lm(k2) +
1∑
m2=−1
l+1∑
l1=|l−1|
l1∑
m1=−l1
il−l1
(
l1 1 l
m1 m2 m
)
×
{(
l1 1 l
FX 0 FX
)(
−aE
q
)
k
[m2]
1 A
(1)(k1)
∑
Y
H∗XY (l1 + 1− l) q
∂
∂q
f
(1)
Y,l1m1
(k2)
+
1√
2
{
[l1]
−
FX
(
l1 1 l
FX − 1 1 FX
)
+ [l1]
+
FX
(
l1 1 l
FX + 1 −1 FX
)}
× k[m2]1
[
aE
q
A(1)(k1)− q
aE
D(1)(k1)
]∑
Y
H∗XY (l1 + 1− l) f (1)Y,l1m1(k2)
}
. (85)
The other momentum-derivative term at second-order can be written as[
1
P 0
dqi
dλ
](2)
qi
q
∂f
(0)
ab
∂q
=
[
X + Yi
qi
q
− E˙(2)ij
qiqj
q2
]
δab q
∂f
(0)
I
∂q
, (86)
where X and Yi represent the q-independent and linear terms in q
i in (65), respectively. We also used that the
unperturbed photon phase-space distribution is unpolarized. Since the only dependence on the direction of q
in this term arises from the factors of qi in square brackets, it contributes only to l = 0, 1, 2. In the quadratic
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term we write
E˙
(2)
ij
qiqj
q2
=
√
4π
5
2∑
m2=−2
χij2m2Y2m2E˙
(2)
ij = −
√
4π
5
2∑
m2=−2
αm2E˙
(2)
[m2]
Y2m2 , (87)
employing the definitions (66), (68) and the tracelessness of Eij . The remainder of the calculation is straight-
forward, resulting in
L
[[
1
P 0
dqi
dλ
](2)
qi
q
∂f
(0)
ab
∂q
]
=
{[
−D˙(2)(k) + 2D(1)(k1)D˙(1)(k2)
]
δl0
+
aE
q
[
−ik[m]A(2)(k) + ik[m]1 A(1)(k1)
(
A(1)(k2) +D
(1)(k2)
)
+ B˙
(2)
[m](k) +Hc
(
1− q
2
a2E2
)
B
(2)
[m](k)
]
δl1
−αmE˙(2)[m](k) δl2
}
δab q
∂f
(0)
I
∂q
. (88)
In the IV EB polarization basis the multipole transform of this term takes the same form with the replacement
δab → δXI .
Our final result for the Boltzmann hierarchy for the multipole moments f
(2)
X,lm(k) of the Stokes parameter
phase-space densities at second order is given by the sum of (81), (85) and (88) excluding the collision term
that we consider in the following section. These expressions remain valid in the case of massive particles with
mass M , for which
E =
√
M2 +
q2
a2
(89)
For photons the simplification aE/q = 1 can be applied and the term proportional to Hc in the second line of
(88) vanishes.
IV. EXPANSION OF THE COLLISION TERM TO SECOND ORDER
In this section we compute the expansion of the collision term in the Boltzmann hierarchy for the multipole
moments f
(2)
X,lm(k). This is done in two steps. First we expand (39) to second order. Then we apply the
operator (69) that converts to equations for the multipole moments. Our treatment follows [12] extended to the
polarized phase-space distributions.
A. Non-relativistic expansion
The cosmic background photons that we see have mostly last scattered around the time of recombination, when
the temperature of the universe was less than 1 eV. Polarization of the CMB is generated at this time or later.
The electrons on which the photons scatter are therefore highly non-relativistic with thermal velocities
|q|
me
∼
√
Te
me
≈ 10−3. (90)
We therefore perform an expansion of the Compton scattering matrix element in the electron momentum and
consider the expansion parameter (90) of the same order as the cosmological perturbations. Note that in this
subsection q and q′ refer to the electron momentum and not the comoving photon momentum.
The electrons are in local thermal equilibrium and sufficiently dilute to be described by the Maxwell-
Boltzmann distribution
ge(q) = ne
(
2π
meTe
)3/2
e−
(q−mve)
2
2meTe . (91)
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Here Te, ve and ne denote the local electron temperature, bulk velocity, and number density of free electrons,
i.e. electrons not bound in hydrogen or helium. If xe denotes the ionization fraction and ρb the baryon density,
then ne is given by
ne = n
(0)
e
(
1 +
[
δρb
ρb
](1)
+
[
δxe
xe
](1)
+ . . .
)
(92)
to first order in perturbations. A complete account of the collision term to second order therefore requires a
calculation of the recombination history that goes beyond the homogeneous universe to obtain the perturbations
in the ionization fraction. We refer to [27] for a discussion of this issue. In our equations we keep ne as an
overall factor without expanding it for the time being.
The integral over q′ in (39) is eliminated by the three-momentum delta-function, which sets q′ = q + p− p′.
This allows us to expand
g(q′ ) = g(p+ q − p ′) = g(q)
[
1− (p− p
′)(q −mev)
meT
− (p− p
′)2
2meT
+
1
2
(
(p− p ′)(q −mev)
meT
)2
+ . . .
]
,
δ(p0 + q0 − p′ 0 − q′ 0) = δ(p+ E(q)− p′ − E(p+ q − p ′)) = δ(p− p′) + (p− p
′)q
me
∂δ(p− p′)
∂p′
+
(p− p ′)2
2me
∂δ(p− p′)
∂p′
+
1
2
(
(p− p ′)q
me
)2
∂2δ(p− p′)
∂p′2
+ . . . , (93)
where p = |p|, p′ = |p′|. The expansion is based on the observation that p, p′ ∼ T while |q| ∼ (meTe)1/2 and
that the difference of electron energies
E(q)− E(q ′) = q
2
2me
− q
′ 2
2me
= −q(p− p
′ )
me
− (p− p
′ )2
2me
∼ T
3/2
e
me
≪ Te. (94)
The terms neglected in (93) are therefore of third order in the expansion parameter (90). Inserting these
expansions into the collision term the zeroth-order terms cancel, so that the collision term begins at first order
as it should be. It is therefore sufficient to expand the Compton matrix element to first order. The result of
expanding (32) and (40) can be written in the form
|M |2λλ′ ;ωω′ = 24πm2eσT
(
S0,λλ′ωω′ +
qi
me
Si1,λλ′ωω′ +O
(
q2
m2e
))
(95)
with
S0,λλ′ωω′ = ǫλ(p) · ǫ∗λ′(p′) ǫ∗ω(p) · ǫω′(p′), (96)
Si1,λλ′ωω′ = ǫλ(p) · ǫ∗λ′(p′)
{
ǫ∗iω (p)
ǫω′(p
′) · p
p
+ ǫiω′(p
′)
ǫ∗ω(p) · p′
p′
}
+ ǫ∗ω(p) · ǫω′(p′)
{
ǫiλ(p)
ǫ∗λ′(p
′) · p
p
+ ǫ∗iλ′(p
′)
ǫλ(p) · p′
p′
}
, (97)
and σT = 8πα
2/(3m2e) the Thomson scattering cross section. At this point the integrand is polynomial in q
except for ge(q) so that the integral over q in (39) can be expressed in terms of the moments of the electron
distribution: ∫
dq
(2π)3
ge(q)×
{
1; qi; qiqj
}
= ne ×
{
1; mev
i
e; meTeδ
ij +m2ev
i
ev
j
e
}
. (98)
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B. Expansion of Cab[f ]
It is straightforward to insert the non-relativistic expansions discussed above into the collision term (39) and to
perform the integrations over the incoming and scattered electron momentum. It is convenient to express the
results in terms of the coefficient of the gain term in (39) and the difference of the gain and loss terms, given by
G
(i)
λλ′ωω′ = f
(i)
λ′ω′(p
′)
[
δaλ(δωb + fωb(p)) + δωb(δaλ + faλ(p))
]
,
GL
(i)
λλ′ωω′ = 2 δaλδωb f
(i)
λ′ω′(p
′)− δλ′ω′
[
δaλf
(i)
ωb (p) + δωbf
(i)
aλ (p)
]
(99)
at ith order in the expansion. Note that while the difference of the gain and loss terms is linear in the phase-
space distributions, the gain term contains quadratic terms. In the definition of G
(i)
λλ′ωω′ we use the unexpanded
distribution functions in the Bose enhancement factors.
The expanded collision term can now be written in the form
Cab[f ] =
3
4
neσT
∫ ∞
0
dp′p′
∫
dΩ′
4π
[
c(1) + c
(2)
∆ + c
(2)
v + c
(2)
∆v + c
(2)
vv + c
(2)
K
]
ab
, (100)
where Ω′ denotes the solid angle of the scattered photon momentum vector p′. This expression includes the
first-order term
c
(1)
ab = S0,λλ′ωω′
[
δ(p− p′)GL(1) + v(1)e · (p− p′)
∂δ(p− p′)
∂p′
GL(0)
]
λλ′ωω′
(101)
(summation over repeated photon polarization indices λ, λ′, ω, ω′ is understood), and the second-order term
split into five contributions according to
c
(2)
∆,ab = S0,λλ′ωω′ δ(p− p′)GL(2)λλ′ωω′ (102)
c
(2)
v,ab = S0,λλ′ωω′ v
(2)
e · (p− p′)
∂δ(p− p′)
∂p′
GL
(0)
λλ′ωω′ (103)
c
(2)
∆v,ab = S0,λλ′ωω′ v
(1)
e · (p− p′)
∂δ(p− p′)
∂p′
GL
(1)
λλ′ωω′ + S
i
1,λλ′ωω′ δ(p− p′) v(1)ie GL(1)λλ′ωω′ (104)
c
(2)
vv,ab = S0,λλ′ωω′
1
2
[
v(1)e · (p− p′)
]2 ∂2δ(p− p′)
∂p′ 2
GL
(0)
λλ′ωω′
+Si1,λλ′ωω′ v
(1)
e · (p− p′) v(1)ie
∂δ(p− p′)
∂p′
GL
(0)
λλ′ωω′ (105)
c
(2)
K,ab = S0,λλ′ωω′
(p− p′)2
2me
(
∂δ(p− p′)
∂p′
GL
(0)
λλ′ωω′ − 2
∂δ(p− p′)
∂p′
G
(0)
λλ′ωω′ + Te
∂2δ(p− p′)
∂p′ 2
GL
(0)
λλ′ωω′
)
+Si1,λλ′ωω′
(p− p′)i
me
(
−δ(p− p′)G(0)λλ′ωω′ + Te
∂δ(p− p′)
∂p′
GL
(0)
λλ′ωω′
)
. (106)
Due to the delta-functions the integral over p′ can be performed after a few partial integrations. We also sum
over polarizations and integrate over the solid angle, whenever possible. We define the integral operator
I[. . .] =
1
2p
∫ ∞
0
dp′p′
∫
dΩ′
4π
[. . .] (107)
such that
Cab[f ] =
3
2
neσT p × I
[
c(1) + c
(2)
∆ + c
(2)
v + c
(2)
∆v + c
(2)
vv + c
(2)
K
]
ab
, (108)
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and work out the six terms separately.
The first-order term yields
I[c
(1)
ab ] =
1
2
∫
dΩ′
4π
S0,λλ′ωω′
[
GL
(1)
|p=p′ − v(1)e · (n− 2n′)GL
(0)
|p=p′ − v(1)e · (n− n′) p
∂
∂p′
GL
(0)
|p=p′
]
λλ′ωω′
(109)
after partial integration. We note that S0 and S
i
1 depend on the direction of p
′ but not on its magnitude p′.
The integral over the delta-function sets p′ to pn′. The subscript “p = p′ ” means that f (i)ab (p
′) = f (i)ab (pn
′) in
the expressions (99) for the gain and loss terms. The zeroth-order distribution function does not depend on the
momentum direction and is unpolarized, hence
[
GL
(0)
|p=p′
]
λλ′ωω′
= 0,
[
p
∂
∂p′
GL
(0)
|p=p′
]
λλ′ωω′
= 2 δaλδωbδλ′ω′ p
∂f
(0)
I
∂p
. (110)
Inserting the expression (96) for S0,λλ′ωω′ into (109) we next obtain
I[c
(1)
ab ] =
1
2
δikδjl
∫
dΩ′
4π
{
2 ǫia(n)ǫ
∗j
b (n)
[
ǫ∗kλ′ (n
′)ǫlω′(n
′)f (1)λ′ω′(pn
′)− v(1)e · (n− n′) ǫ∗kλ′ (n′)ǫlλ′(n′) p
∂f
(0)
I
∂p
]
− ǫiλ(n)ǫ∗jω (n) ǫ∗kλ′ (n′)ǫlλ′(n′)
[
δaλf
(1)
ωb (p) + δωbf
(1)
aλ (p)
]}
(111)
This can be further simplified using∫
dΩ′
4π
ǫ∗kλ′ (n
′)ǫlλ′(n
′) =
∫
dΩ′
4π
[δkl − n′ kn′ l] = 2
3
δkl (112)
and ǫiλ(n)ǫ
∗i
ω (n) = δλω to obtain the final result
I[c
(1)
ab ] = −
2
3
f
(1)
ab (p)−
2
3
δab n · v(1)e p
∂f
(0)
I (p)
∂p
+
∫
dΩ′
4π
ǫia(n)ǫ
∗j
b (n)
[
ǫ∗iλ′(n
′)ǫjω′(n
′) f (1)λ′ω′(pn
′)
]
. (113)
This expression is equivalent to the standard result for the first-order polarized collision term [28, 29].
The second-order terms can be calculated in a similar way without further complications though the algebra
gets lengthier, when the matrix element Si1 is involved. We also note that the gain term alone, which contains
quadratic terms in the phase-space distributions, appears only in c
(2)
K,ab at second-order, but the simpler zeroth
order expression
G
(0)
λλ′ωω′ = 2 δaλδωbδλ′ω′ f
(0)
I (p
′)
[
1 + f
(0)
I (p)
]
(114)
is needed there. The result for the integrated second-order terms is
I[c
(2)
∆,ab] = −
2
3
f
(2)
ab (p) +
∫
dΩ′
4π
ǫia(n)ǫ
∗j
b (n)
[
ǫ∗iλ′(n
′)ǫjω′(n
′) f (2)λ′ω′(pn
′)
]
, (115)
I[c
(2)
v,ab] = −
2
3
δab n · v(2)e p
∂f
(0)
I (p)
∂p
(116)
I[c
(2)
∆v,ab] =
2
3
n · v(1)e f (1)ab (p) +
∫
dΩ′
4π
{
Sm1,ijklv
(1)m
e − δikδjl
[
v(1)e · (n− 2n′) + v(1)e · (n− n′) p
∂
∂p
]}
× ǫia(n)ǫ∗jb (n)
[
ǫ∗kλ′ (n
′)ǫlω′(n
′) f (1)λ′ω′(pn
′)
]
, (117)
I[c
(2)
vv,ab] = δab
[
2
3
v(1)e
2
+
2
3
(n · v(1)e )2
]
p
∂f
(0)
I (p)
∂p
+ δab
[
2
15
v(1)e
2
+
1
3
(n · v(1)e )2
]
p2
∂2f
(0)
I (p)
∂p2
,
− ǫia(n)ǫ∗jb (n)
1
15
v(1)ie v
(1)j
e p
2∂
2f
(0)
I
∂p2
(118)
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I[c
(2)
K,ab] =
2
3
δab
{
4p
me
f
(0)
I (p)
(
1 + f
(0)
I (p)
)
+
[
4Te
me
+
p
me
(
1 + 2f
(0)
I (p)
)]
p
∂f
(0)
I (p)
∂p
+
Te
me
p2
∂2f
(0)
I (p)
∂p2
}
. (119)
Here Sm1,ijkl equals S
i
1,λλ′ωω′ with the polarization vectors stripped off, i.e.
Sm1,ijkl = δ
ik
(
δjmnl + δlmn′j
)
+ δjl
(
δimnk + δkmn′i
)
. (120)
C. Fourier- and multipole transformation
The final step in the derivation of the collision term consists in applying the multipole transformation operator
(69), to perform the Fourier-transformation, and to convert the equations to the Stokes parameter basis. Taking
into account the expansion of the prefactors 1/P 0 in (17) and the free electron density ne in (100), the right-hand
side of the Boltzmann hierachy is of the form
∂
∂η
f
(1)
X,lm(k) + . . . = L
[
1
P 0
CX [f ]
]
=
a
E
L
[
CX [f ]
(1)
]
=
3
2
n(0)e σT a × Iˆ
[
c
(1)
X
]
(k) (121)
at first order, and
∂
∂η
f
(2)
X,lm(k) + . . . = L
[
1
P 0
CX [f ]
]
=
a
E
L
[
CX [f ]
(2)
]
+
a
E
A(1) L
[
CX [f ]
(1)
]
=
3
2
n(0)e σT a ×
{
Iˆ
[
c
(2)
∆ + c
(2)
v + c
(2)
∆v + c
(2)
vv + c
(2)
K
]
X
(k)
+
(
A(1) +
[
δρb
ρb
](1)
+
[
δxe
xe
](1))
(k1) Iˆ
[
c
(1)
X
]
(k2)
}
(122)
at second order. In order to arrive at the last equality in each equation we used (108) for the collision term,
(92) for the free electron density, and set E = p, since the collision term refers explicitly to photons. We
also define the operation Iˆ[. . .] = L[I[. . .]]. The Fourier transformation of the collision term is trivial, since it
does not contain spatial derivatives. Products of position-dependent functions simply turn into convolutions as
indicated by the momentum argument. In the remainder of this subsection we neglect these arguments to avoid
notational complications, but we restore them in the summary of Section V. To complete the calculation of the
Boltzmann hierarchy, it now remains to work out the multipole transformation of (113), and (115) – (119).
Inserting the multipole expansion (43) for f
(1)
λ′ω′(pn
′) and applying the L-operator (69) the angular integrals
can be expressed in terms of the matrices
Qijab,lm =
1√
4π
∫
dΩ ǫ∗ib (n)ǫ
j
a(n)Y
s
lm(n), (123)
where s = 0 is implied for ab = ++,−− and s = ±2 for ab = ∓±. Since the polarization vectors are spin-1
objects, the Q-matrices are non-zero only for l ≤ 2. To transform to the Stokes parameter basis we use the
matrices (51) and define
QijX,lm = UX,[ab]Q[ab],lm (124)
in analogy with (50) for the phase-space distributions. In the IV EB basis the Q-matrices vanish for X = B
for any value of l. The non-vanishing Q-matrices are given explicitly in (A14). The trace
tr
(
Q†ab,lmQcd,l′m′
)
= Qij∗ab,lmQ
ij
cd,l′m′ ≡
1
3
ω
(l)
ab;cd δll′δmm′ (125)
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is diagonal in the multipole indices and defines the ω-symbols. Similarly in the IV EB basis
tr
(
Q†X,lmQY,l′m′
)
= Qij∗X,lmQ
ij
Y,l′m′ ≡
1
3
ω
(l)
XY δll′δmm′ (126)
for
ω
(l)
XY = U
∗
X;[ab]UY ;[cd]ω
(l)
ab;cd. (127)
Only very few of the ω
(l)
XY are not zero. In particular, ω
(2)
IE = ω
(2)
IE = −
√
3/50 is the only off-diagonal term that
couples to polarization. The other non-vanishing values are summarized in (A15).
After these preliminaries we turn to the explicit calculation beginning with the first-order term. With the
definitions (123) and (125) it is straightforward to obtain from (113) the expression
Iˆ
[
c
(1)
ab
]
=
2
3
{
−f (1)ab,lm(p)− δabδl1 v(1)e,[m] p
∂f
(0)
I (p)
∂p
+
1
2
ω
(l)
ba;ω′λ′f
(1)
λ′ω′,lm(p)
}
. (128)
Note that the phase-space distributions f
(1)
ab,lm(p) and helicity components of the electron bulk-velocity field
v
(1)
e,[m] also depend on the Fourier mode vector k. This dependence is suppressed in this subsection as mentioned
above. The transformation to the Stokes parameter basis requires the calculation of UX,[ab] Iˆ
[
c(1)
]
ab
. For this
purpose we use
UX,[ab]ω
(l)
ba;ω′λ′f
(1)
λ′ω′,lm(p) = UX,[ab]U
−1∗
[ba],X′ ω
(l)
X′Y ′U
−1
[ω′λ′];Y ′U
−1
[λ′ω′],Y f
(1)
Y,lm(p)
(52)
= 2UX,[ab]U
−1
[ab],X′ ω
(l)
X′Y ′U
−1∗
[λ′ω′];Y ′U
∗
Y,[λ′ω′]f
(1)
Y,lm(p) = 2 δXX′ ω
(l)
X′Y ′δY ′Y f
(1)
Y,lm(p)
= 2ω
(l)
XY f
(1)
Y,lm(p) (129)
and obtain
Iˆ
[
c
(1)
X
]
=
2
3
{
−f (1)X,lm(p)− δXI δl1 v(1)e,[m] p
∂f
(0)
I (p)
∂p
+ ω
(l)
XY f
(1)
Y,lm(p)
}
. (130)
When inserted into (121) we reproduce the first-order collision term in the Boltzmann hierarchy for the polarized
phase-space distributions in a notation similar to [30]. The last term in brackets describes the generation of the
E-polarization quadrupole in Thomson scattering.
The second-order terms can be calculated in a similar way. The first two, I[c
(2)
∆,ab] and I[c
(2)
v,ab], have the same
structure as the first-order term and can be obtained from (130) without additional work:
Iˆ[c
(2)
∆,X ] =
2
3
{
−f (2)X,lm(p) + ω(l)XY f (2)Y,lm(p)
}
, (131)
Iˆ[c
(2)
v,X ] = −
2
3
δXI δl1 v
(2)
e,[m] p
∂f
(0)
I (p)
∂p
. (132)
By far the most complicated expression to transform to multipole variables is the term I[c
(2)
∆v,ab] in (117). In
terms of the Q-matrices and ω-coefficients introduced before we find
Iˆ[c
(2)
∆v,X ] =
2
3
1∑
m2=−1
l+1∑
l1=|l−1|
l1∑
m1=−l1
il−l1−1 v(1)e,[m2]
×
{(
l1 1 l
m1 m2 m
)[(
l1 1 l
FX 0 FX
)∑
Y
H∗XY (l1 + 1− l) f (1)Y,l1m1(p)
+
∑
Y,Z
(
l1 1 l
FY 0 FY
)
ω
(l)
XZ H
∗
ZY (l1 + 1− l)
(
2f
(1)
Y,l1m1
(p) + p
∂
∂p
f
(1)
Y,l1m1
(p)
)]
22
− (−1)m2 2l + 1
2l1 + 1
(
l 1 l1
m −m2 m1
)(
l 1 l1
FX 0 FX
)
×
∑
Y,Z
H∗XZ(l + 1− l1)ω(l1)ZY
(
f
(1)
Y,l1m1
(p) + p
∂
∂p
f
(1)
Y,l1m1
(p)
)}
+
2
3
1∑
m2=−1
l+1∑
l1=|l−1|
l1∑
m1=−l1
il−l1
∑
Y,Z
3 f
(1)
Y,l1m1
(p)
×
{
(−1)m2
l+1∑
L=|l−1|
L∑
M=−L
2l+ 1√
(2l1 + 1)(2L+ 1)
(
l 1 L
m −m2 M
)(
l 1 L
FX 0 FX
)
×H∗XZ(l + 1− L)
[
v(1)je ξ
k
m2Q
ij∗
Z,LMQ
ik
Y,l1m1 + v
(1)i
e ξ
k
m2Q
ij∗
Z,LMQ
kj
Y,l1m1
]
+
l1+1∑
L=|l1−1|
L∑
M=−L
√
2l+ 1
2L+ 1
(
l1 1 L
m1 m2 M
)(
l1 1 L
FY 0 FY
)
×
[
v(1)ke ξ
j
m2Q
ij∗
X,lmQ
ik
Z,LM + v
(1)k
e ξ
i
m2Q
ij∗
X,lmQ
kj
Z,LM
]
H∗ZY (l1 + 1− L)
}
. (133)
We have made the sums over Y , Z explicit here. While providing a closed expression for any X = I, V, E,B, this
result is not very transparent. Recalling that the Q-matrices and ω-coefficients vanish for l, l1, L > 2 and noting
that the Clebsch-Gordan coefficients are non-zero only if the angular momenta differ by no more than one, we see
that Iˆ[c
(2)
∆v,X ] vanishes when l > 3. For any particular X the sums can be worked out explicitly at the expense
of introducing explicit values of the Clebsch-Gordan coefficients. We give the corresponding simpler expressions
in our summary of the Boltzmann hierachy in Section V. The last two terms to be converted to the multipole
representation, I[c
(2)
vv,ab] and I[c
(2)
K,ab], are relatively simple, since they depend only on the unperturbed phase-
space densities. In particular, I[c
(2)
K,ab] does not contain any perturbation variables, hence angular dependence,
since it arises from the non-relativistic expansion. The result is
Iˆ[c
(2)
vv,X ] =
2
3
{
δXI p
∂f
(0)
I (p)
∂p
[
δl0δm0 v
(1)
e
2 −
1∑
m1,m2=−1
v
(1)
e,[m1]
v
(1)
e,[m2]
il
(
1 1 l
m1 m2 m
)(
1 1 l
0 0 0
)]
+ δXI p
2 ∂
2f
(0)
I (p)
∂p2
[
δl0δm0
1
5
v(1)e
2 −
1∑
m1,m2=−1
1
2
v
(1)
e,[m1]
v
(1)
e,[m2]
il
(
1 1 l
m1 m2 m
)(
1 1 l
0 0 0
)]
− il
√
2l + 1
1
10
v(1)ie v
(1)j
e Q
ij∗
X,lm p
2 ∂
2f
(0)
I (p)
∂p2
}
, (134)
Iˆ[c
(2)
K,X ] =
2
3
δXI δl0δm0
{
4p
me
f
(0)
I (p)
(
1 + f
(0)
I (p)
)
+
[
4Te
me
+
p
me
(
1 + 2f
(0)
I (p)
)]
p
∂f
(0)
I (p)
∂p
+
Te
me
p2
∂2f
(0)
I (p)
∂p2
}
. (135)
Here and above in (133) we expressed the result directly in the Stokes parameter basis. The result in the circular
polarization basis is obtained by omitting the sums over Y, Z and replacing H∗PQ(. . .) → δPQ (any P,Q); by
substituting δXI → δab, X → ab, Y → λ′ω′, FX → −s, FY → −s′ (with s chosen according to the value of ab
and s′ according to λ′ω′), as well as ω(l)XY → ω(l)ba,ω′λ′/2, Qij∗X,lm → Qij∗ba,lm, QijY,lm → Qijω′λ′,lm (any i, j, l,m) in
(130) – (135).
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V. BOLTZMANN HIERACHY AT SECOND ORDER – SUMMARY OF EQUATIONS
At this point we can return to our original notation and express the phase-space densities in terms of the
comoving momentum q = ap, using p ∂fX(p)/∂p = q ∂fX/∂q. In the following we leave away the photon
momentum argument q on the phase-space densities but restore the Fourier mode momentum writing fX,lm(ki).
As mentioned above by taking the four values of X separately, we can evaluate the angular momentum sums
over l, l′ etc., and obtain a more explicit form of the Boltzmann hierarchy. We summarize the second-order
equations in this section. For convenience we recall the first-order equations in the absence of first-order vector
and tensor modes in the present notation:
∂
∂η
f
(1)
I,lm(k) +
∑
±
(∓i)f (1)I(l±1)m1(k)k
[m2]C±,lm1m − δl0q
∂f
(0)
I
∂q
D˙(1)(k)− iδl1q ∂f
(0)
I
∂q
k[m]A(1)(k)
= |κ˙|
{
− f (1)I,lm(k) + δl0f (1)I,00(k)− δl1q
∂f
(0)
I
∂q
v
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e,[m](k) + δl2
1
10
(
f
(1)
I,2m(k)−
√
6f
(1)
E,2m(k)
)}
(136)
∂
∂η
f
(1)
V,lm(k) +
∑
±
(∓i)f (1)V,(l±1)m1(k)k
[m2]C±,lm1m = |κ˙|
{
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1
2
f
(1)
V,1m(k)
}
(137)
∂
∂η
f
(1)
E,lm(k) +
∑
±
(∓i)f (1)E,(l±1)m1(k)k[m2]D±,lm1m − if
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{
− f (1)E,lm(k)− δl2
√
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f
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I,2m(k)−
√
6f
(1)
E,2m(k)
)}
(138)
∂
∂η
f
(1)
B,lm(k) +
∑
±
(∓i)f (1)B,(l±1)m1(k)k
[m2]D±,lm1m + if
(1)
E,lm1
(k)k[m2]D0,lm1m = |κ˙|
{
− f (1)B,lm(k)
}
(139)
Here we introduced the abbreviation
κ˙ = −n(0)e σT a < 0 (140)
for the collision rate. Furthermore, here and below a summation over m2 = 0,±1 is implicitly understood in
terms containing the index m2, and m1 is equal to m−m2. We also introduce the coupling coefficients
C+,lm±1,m = −
√
(l + 1±m)(l + 2±m)√
2(2l+ 3)
C+,lm,m =
√
(l + 1)2 −m2
2l + 3
C−,lm±1,m =
√
(l − 1∓m)(l ∓m)√
2(2l− 1)
C−,lm,m =
√
l2 −m2
2l − 1
D+,lm1m =
√
(l − 1)(l + 3)
l + 1
C+,lm1m
D−,lm1m =
√
l2 − 4
l
C−,lm1m
D0,lm±1,m = ∓
√
2(l + 1±m)(l ∓m)
l(l + 1)
D0,lm,m = −
2m
l(l+ 1)
, (141)
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as well as
R+,lm1m = −(l+ 2)C+,lm1m, R−,lm1m = (l − 1)C−,lm1m,
K+,lm1m = −(l + 2)D+,lm1m, K−,lm1m = (l − 1)D−,lm1m,
K0,lm1m = −D0,lm1m. (142)
Note that we may choose k such that it points into the three-direction, in which case k[±1] = 0 and the first-order
equations become particularly simple.
We now present our main result, the Boltzmann hierachy for the second-order perturbations to the polarized
phase-space densities. Recall that the equations are given in conformal Newtonian gauge for a comoving and
aligned observer (Ui = 0, θi = 0) under the assumptions of vanishing first-order vector and tensor modes
(B
(1)
i = E
(1)
ij = 0). In the equations given below we keep terms involving the first-order perturbations f
(1)
B,lm
of the B-polarization density to display their structure. Of course, under the above assumptions there is no
B polarization in first order, so f
(1)
B,lm vanishes, and the corresponding terms can be neglected in numerical
evaluations. The equations read:
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}
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These are the dynamical equations for the second-order photon variables. The source terms depend on products
of first-order perturbations as well as on the second-order perturbations A(2), D(2), B
(2)
[m], E
(2)
[m] to the metric
and to the bulk electron velocity v
(2)
e,[m]. To close the system of equations, these quantities must be determined
from the second-order Einstein and fluid equations.
At this point it seems appropriate to compare our results to those given in [18]. We already mentioned
that the collision term in [18] takes a different form before expansion of the phase-space distributions around
the equilibrium distributions, but that these structural differences drop out at second order, at least for the
frequency-integrated equations. The derivation of the expanded equations in [18] follows a different method
from the one empolyed in the present paper by first considering the collision term in the electron rest frame, and
then performing the boost to the frame, in which the electron fluid moves with bulk velocity ve. In contrast, we
work directly in this frame adopting the Maxwell-Boltzmann distribution (91) for the electrons. Both methods
should give the same results, since the Lorentz non-covariance of the shifted Maxwell-Boltzmann distribution
is a higher-order effect. For a detailed comparison we note that only the frequency-integrated equations for the
quanitites ∆
(n)
X,lm(η,k) defined in (148) below are given explicitly in [18] and that the contribution from cK in
(135) is neglected. The integrated equations can be obtained from the above by applying the substitution rules
(149). After doing this we find that the structure of the equations is in complete agreement but we observe
differences in the following terms: the octupole collision source term for E-mode polarization (the δl3 term in
our (145)) has different numerical coefficients (this is corrected in the arXiv version of [18]); in the B-mode
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equation (our (146)) the coupling coefficient ±1λml differs from our corresponding D
0,l
m±1,m in the collision term
and second-order Liouville operator, and the terms corresponding to to the last line before the equality sign in
(146) are missing [31].
VI. DISCUSSION
While a numerical or even qualitative evaluation of the second-order Boltzmann hierarchy is beyond the scope
of the present paper, we briefly discuss the sources of B-polarization contained in the equations, and the tight-
coupling limit. Before proceeding to the discussion of the collision term we note the different l dependences in
the weak-lensing and gravitational time-delay terms [32], which we identify as the product terms of A(1), D(1),
a mode momentum k1 or k2, and f
(1)
X,lm on the left-hand side of the Boltzmann equations (143) – (146). While
lensing of X = I, V, E,B on itself is proportional to l for large l, since R±,l,K±,l ∝ l (for large l), the
corresponding time-delay effect is only of order 1, since C±,l, D±,l ∝ 1. In contrast, for conversion of E- into
B-polarization and vice versa, weak lensing and time delay are effects of the same order, and both coefficients
involved, K0,l and D0,l, are only of order 1/l for large l.
A. B-mode polarization from scattering
There are two sources of B-mode polarization in the photon propagation terms on the left-hand side of the
Boltzmann equations. A well-known mechanism is the generation of B polarization when polarized radiation
propagates through an inhomogeneous universe, usually referred to as the weak-lensing effect. It appears first
at second-order and is contained in the terms involving the product of the metric perturbation A(1) or D(1)
with the first-order E-mode distribution f
(1)
E,lm in the last two lines before the equality sign in (146).
B-mode polarization is further generated in the presence of vector or tensor metric perturbations. Around pho-
ton decoupling Thomson scattering generates the vector and tensor components of the E-polarization quadrupole
which is subsequently partially converted to B-polarization through free-streaming. In the present scenario we
assume that there are no first-order vector or tensor metric perturbations. In the absence of any primordial vec-
tor or tensor perturbations, they will still be generated at second-order, however. B-mode polarization induced
by these second-order perturbations through free-streaming has been estimated in [11]. The effect turns out
to be relatively small, though comparable to the weak-lesning effect in the small l-region of the BB anisotropy
spectrum.
The full second-order Boltzmann equations exhibit further sources for B polarization through the collision
term, which are absent in the first-order equation (139), which contains only the damping term −f (1)B,lm(k) on
the right-hand side. The second-order collision term in (146) contains products of the electron velocity and
first-order intensity and E-mode perturbations. Of particular interest is the term
δl2
√
6
10
v
(1)
e,[m2]
(k1)
(
q
∂
∂q
+ 2
)
f
(1)
I,2m1
(k2)D
0,2
m1m, (147)
which can generate a B-mode quadrupole directly from the intensity quadrupole rather than indirectly through
E-polarization. A numerical analysis of the B-polarization generated from this term will be presented in [14].
B. Tight-coupling limit
We now examine the second-order equations in the regime where the electrons and photons are strongly coupled
by Thomson scattering. For the following discussion, we are not interested in the frequency dependence of the
photon distribution functions and integrate over q. We define the frequency-integrated multipoles
∆
(n)
X,lm(η,k) =
∫
dqq3f
(n)
X,lm(η,k, q)∫
dqq3f
(0)
I (q)
. (148)
28
In the fluid description of photon radiation ∆
(n)
I,00 equals the fractional perturbations of the photon number
density, and ∆
(n)
I,1m = 4v
(n)
γ,[m] is related to the bulk velocity of the photon fluid.
Using partial integration, derivatives on photon distributions can be eliminated, resulting in the following
substitution rules in the Boltzmann equations in Section V:
f
(0)
I → 1
q
∂f
(0)
I
∂q
→ −4
q2
∂2f
(0)
I
∂q2
→ 20
f
(n)
X,lm → ∆(n)X,lm
q
∂f
(n)
X,lm
∂q
→ −4∆(n)X,lm. (149)
The only term to which these rules cannot be applied is the cK contribution from (135) to the collision term
for f
(2)
I,00, which contains non-linear terms in the photon distribution. Inserting the Bose-Einstein distribution
for the zeroth-order f
(0)
I to calculate (148) for this term, we find
4q
me
f
(0)
I
(
1 + f
(0)
I
)
+
[
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me
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q
me
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1 + 2f
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I
)]
q
∂f
(0)
I
∂q
+
Te
me
q2
∂2f
(0)
I
∂q2
→ 4(Te − T )
me
. (150)
But in the strongly coupled electron-photon plasma the electron and photon temperatures coincide, so this term
makes no contribution to the frequency-integrated Boltzmann equations.
In the tight-coupling regime the collision rate |κ˙| is larger than any other scale of interest. The collision term
drives the system to equilibrium, which makes the left-hand sides of the Boltzmann equations small. Thus
the Boltzmann equations can be satisfied only, if the coefficients of |κ˙| in the collision term on the right-hand
side nearly vanish. At leading order in the expansion in 1/|κ˙| this enforces a number of relations among the
perturbation variables.
Looking at the first-order equations in Section V we immediately find ∆
(1)
V,lm = ∆
(1)
B,lm = 0 for all lm. The
intensity equation (136) has no collision term for l = 0, so the intensity monopole is unconstrained in the
tight-coupling limit. For the dipole l = 1, we obtain the familiar relation
∆
(1)
I,1m(k) = 4v
(1)
e,[m](k), (151)
which implies that the bulk velocities of the photon and electron plasma are equal. (The continuity equation
for the electron fluid yields the same relation.) Continuing with the quadrupoles, we obtain from (136), (138)
the equations
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E,2m
2
5
∆
(1)
E,2m = −
√
6
10
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which imply ∆
(1)
I,2m = ∆
(1)
E,2m = 0. Likewise, all higher multipoles vanish. It follows that there is no polarization
in the tight-coupling limit, as expected, and only the intensity monopole and dipole are unsuppressed.
We now consider the second-order equations in the tight-coupling regime. It is straightforward to see that
as in first order, circular and B polarization vanish, ∆
(2)
V,lm = ∆
(2)
B,lm = 0, as well as the multipoles higher than
l = 2 for I and E. The collision term for the intensity monopole is no longer zero, but vanishes at leading
order in the tight-coupling expansion after inserting the relation (151), so the monopole is again unconstrained.
Setting l = 1 in (143) we find the tight-coupling relation
∆
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I,1m(k) = 4
(
v
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e,[m](k) + v
(1)
e,[m](k1)∆
(1)
I,00(k2)
)
, (153)
29
which is similar to (151) but contains a term quadratic in the first-order perturbations. Finally, we examine
the quadrupoles. For l = 2, we can write (143), (145) in the form
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[
∆
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E,2m + . . . = −|κ˙|
[
∆
(2)
E,2m +
√
6P
(m)
E
]
(154)
with
P
(m)
I (k) = −
1
10
[
∆
(2)
I,2m(k)−
√
6∆
(2)
E,2m(k)
]
− 9ve,[m1](k1)ve,[m2](k2)C−,2m1m
P
(m)
E (k) =
1
10
[
∆
(2)
I,2m(k)−
√
6∆
(2)
E,2m(k)− 10ve,[m1](k1)ve,[m2](k2)C−,2m1m
]
(155)
Setting the right-hand sides of (154) to zero yields the tight-coupling relations
∆
(2)
I,2m(k) = 10ve,[m1](k1)ve,[m2](k2)C
−,2
m1m,
∆
(2)
E,2m(k) = 0. (156)
We therefore find that there is no polarization in tight-coupling at second order. However, contrary to the first
order, there exists a non-vanishing intensity quadrupole quadratic in the electron bulk velocity, as expected. In
cartesian components and before Fourier transformation, Eq. (156) corresponds to
∆
ij,(2)
I (x) =
4
3
(
vie(x)v
j
e(x)−
1
3
δij ve(x)
2
)
(157)
in agreement with [19], where this result has been obtained from the unpolarized Boltzmann hierarchy. (A
factor of two difference arises due to the different convention for expanding quantities X to second order.) It
follows from the above that the size of the quadrupole is not modified when the full polarized set of equations
is employed, since the E-polarization quadrupole vanishes in tight coupling.
Our results are at variance, however, with [20], where it has been found that the tight-coupling intensity
quadrupole provides a large source for B-mode polarization. The argument is based on an incomplete expression
for the E-polarization source term (155). Since the authors of [20] did not have the Boltzmann equations for E-
and B-polarization at second order available, the source term without the product of first-order perturbations
was used,
P
(m)
E →
1
10
[
∆
(2)
I,2m −
√
6∆
(2)
E,2m
]
→ ∆
(2)
I,2m
4
. (158)
The source term was further simplified using the second of the relations (152) for the second-order modes as done
after the second arrow above, which implies the assumption that there exists E-polarization in tight-coupling
in contradiction with (156). We conclude that in this case it is clearly important that the full second-order
polarized equations are used. Then it follows from (155) that P
(m)
E = 0, and thus there is no source term in
tight coupling that would yield E- and therefore B-polarization from the line-of-sight solutions of (154). The
large effect reported in [20] is therefore absent. Polarization is only generated, also at second-order, once the
scattering rate drops sufficiently so that corrections to tight coupling become relevant.
VII. CONCLUSION
In this paper we derived the complete Boltzmann hierarchy for the polarized photon phase-space distributions
at second order in conformal Newtonian gauge and in the local observer rest frame under the assumption that
vector and tensor perturbations are formally of second-order. This assumption is well-motivated by the fact
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that our primary aim is to study the B-mode polarization and non-gaussianity induced at second-order, when
the primordial sources are small. A first analysis shows that the B-mode collision term contains new sources
that involve the intensity of the perturbation rather its E-polarization. In tight-coupling we obtain the intensity
quadrupole found earlier from the unpolarized Boltzmann hierarchy but no E-mode polarization. The equations
presented here set the stage for their numerical evaluation, which we plan to present in a subsequent paper.
Acknowledgements. We thank P. Fischer for collaboration during an early stage of this work, C. Pitrou for
correspondence on Ref. [18] and helpful suggestions, and K. Klingmu¨ller and Y.Y.Y. Wong for comments on the
manuscript. M.B. wishes to thank the theory groups at the University of Zu¨rich and CERN for their hospitality
during 2008 and 2009, when part of this work was performed. This work is supported in part by the Gottfried
Wilhelm Leibniz programme of the Deutsche Forschungsgemeinschaft.
Appendix A: Summary of definitions
1. Tetrad components
The tetrad components before specifiying conformal Newtonian gauge are given to second order by
[e0]
0
=
1
a
(
1−A+ 3
2
A(1)
2 −B(1)i U (1)i +
1
2
U
(1)
i U
(1)
i
)
[e0]
i
=
Ui
a
[ek]
0
=
1
a
(
Uk −Bk + (D(1) −A(1))U (1)k + (D(1) + 2A(1))B(1)k + E(1)kj (U (1)j +B(1)j )
)
[ek]
i
=
1
a
(
δik
(
1−D + 3
2
D(1)
2
)
− Eik + 1
2
B
(1)
i B
(1)
k −
1
2
U
(1)
i U
(1)
k − 3D(1)E(1)ik
− 3
2
E
(1)
ij E
(1)
jk
)
(A1)
Quantities without superscript are expanded according to X = X(1) +X(2) + . . .. The one simplification that
has been made is that we set to zero the angles θk, which defines the orientation of the local inertial coordinate
axes relative to those of xi. The expressions in conformal Newtonian gauge adopted in this paper are given
in (2).
2. Spin-weighted spherical harmonics
The spin-weighted spherical harmonics are defined for l ≥ |s| and |m| ≤ l by
Y slm(θ, ϕ) =
(
2l+ 1
4π
(l +m)!(l −m)!
(l + s)!(l − s)!
)1/2
sin2l
θ
2
×
∑
r
(
l − s
r
)(
l + s
r + s−m
)
(−1)l−r−s+m eimϕ cot2r+s−m θ
2
(A2)
such that for s = 0 the standard spherical harmonics are recovered. Y slm carries spin s, since under a rotation
of the coordinate system with angle ∆Ψ is transforms as
Y ′slm = e
is∆Ψ Y slm. (A3)
For any given s the spin-weighted spherical harmonics define a complete set of functions on the sphere obeying
the orthogonality relations ∫
dΩY s∗lmY
s
l′m′ = δll′δmm′ . (A4)
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Under complex conjugation Y s∗lm = (−1)m+sY −sl−m. A product of two spin-weighted spherical harmonics can be
combined to a single one using
Y s1l1m1Y
s2
l2m2
=
∑
l,m,s
√
(2l1 + 1)(2l2 + 1)√
4π(2l + 1)
(
l1 l2 l
m1 m2 m
)(
l1 l2 l
−s1 −s2 −s
)
Y slm (A5)
The summation ranges are restricted by the triangular equation for the Clebsch-Gordan coefficients(
l1 l2 l
m1 m2 m
)
6= 0 if |l2 − l1| ≤ l ≤ l1 + l2, (A6)
and (
l1 l2 l
m1 m2 m
)
= 0 if m 6= m1 +m2. (A7)
This implies in particular s = s1+s2 in (A5). Furthermore, the Clebsch-Gordan coefficients satisfy the following
relation: (
l1 l2 l
m1 m2 m
)
= (−1)l1+l2−l
(
l1 l2 l
−m1 −m2 −m
)
. (A8)
The spin-raising and -lowering operators are defined by
ðs = − ∂
∂θ
− i
sin θ
∂
∂ϕ
+ s cot θ,
ð¯s = − ∂
∂θ
+
i
sin θ
∂
∂ϕ
− s cot θ. (A9)
We then have
ðsY
s
lm = l
+
s Y
s+1
lm , ð¯sY
s
lm = −l−s Y s−1lm , (A10)
where
l±s =
√
(l ∓ s)(l ± s+ 1). (A11)
3. Unit vector in the spherical basis
The coefficients ξim and χ
ij
2m defined in (66) which express n
i and ninj in terms of spherical harmonics are given
explicitly by:
ξ0 =

 00
1

 ξ±1 = 1√
2

∓1i
0

 , (A12)
χ20 =
1
3

−1 0 00 −1 0
0 0 2

 χ2,±1 = 1√
6

 0 0 ∓10 0 i
∓1 i 0

 χ2,±2 = 1√
6

 1 ∓i 0∓i −1 0
0 0 0

 . (A13)
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4. Q matrices and ω coefficients
The non-vanishing Q-matrices introduced in (124) read in the IV EB basis:
QijI,00 =
1
3

 1 0 00 1 0
0 0 1


QijI,20 =
1
6
√
5

 1 0 00 1 0
0 0 −2


QijI,21 =
1
2
√
30

 0 0 10 0 i
1 i 0

 QijI,2−1 = 1
2
√
30

 0 0 −10 0 i
−1 i 0


QijI,22 =
1
2
√
30

−1 −i 0−i 1 0
0 0 0

 QijI,2−2 = 1
2
√
30

−1 i 0i 1 0
0 0 0


QijV,10 =
1
2
√
3

 0 −i 0i 0 0
0 0 0


QijV,11 =
1
2
√
6

 0 0 10 0 i
−1 −i 0

 QijV,1−1 = 1
2
√
6

 0 0 10 0 −i
−1 i 0


QijE,20 =
1√
30

−1 0 00 −1 0
0 0 2


QijE,21 =
1
2
√
5

 0 0 −10 0 −i
−1 −i 0

 QijE,2−1 = 1
2
√
5

 0 0 10 0 −i
1 −i 0


QijE,22 =
1
2
√
5

 1 i 0i −1 0
0 0 0

 QijE,2−2 = 1
2
√
5

 1 −i 0−i −1 0
0 0 0


(A14)
The non-zero traces (126) are:
ω
(0)
II = 1,
ω
(1)
V V =
1
2
,
ω
(2)
II =
1
10
, ω
(2)
EE =
3
5
, ω
(2)
IE = ω
(2)
EI = −
√
3
50
. (A15)
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