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by Tristan C. Collins and Adam Jacob
Abstract. We study the Yang–Mills flow on a holomorphic vector bundle
E over a compact Ka¨hler manifold X. We construct a natural barrier
function along the flow, and introduce some techniques to study the blow-
up of the curvature along the flow. Making some technical assumptions,
we show how our techniques can be used to prove that the curvature of the
evolved connection is uniformly bounded away from an analytic subvariety
determined by the Harder–Narasimhan–Seshadri filtration of E. We also
discuss how our assumptions are related to stability in some simple cases.
1. Introduction. A current theme in complex differential geometry is
the connection between existence of canonical geometric structures and alge-
braic stability in the sense of geometric invariant theory (GIT). This theme
is in part motivated by the famous theorem of Donaldson–Uhlenbeck–Yau,
which states that the existence of a Hermitian–Einstein connection on an in-
decomposable holomorphic vector bundle E over a Ka¨hler manifold (X,ω) is
equivalent to the stability of E in the sense of Mumford–Takemoto [4, 17].
This theorem was first observed by Narasimhan and Seshadri [14] in the case
of complex curves, by Donaldson for algebraic surfaces [4], and by Uhlenbeck
and Yau [17] in arbitrary dimension. A heat flow approach to the existence
of Hermitian–Einstein connections, related to the Yang–Mills flow, was intro-
duced by Donaldson in [4]. This approach has been extended to several more
general settings [1,5, 15,16].
It is by now well known that the Yang–Mills flow on an irreducible, holo-
morphic vector bundle E converges to a Hermitian–Einstein connection if and
only if E is stable in the sense of Mumford–Takemoto [4, 5, 16]. As a result,
it is natural to study the limiting properties of the Yang–Mills flow when E
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is not stable. When dimCX = 2, this problem was studied extensively by
Daskalopoulos and Wentworth [2, 3]. They found that many limiting prop-
erties of the Yang–Mills flow are determined by the algebraic structure of E.
More precisely, Daskalopoulos and Wentworth show that away from an analytic
bubbling set the Yang–Mills flow converges to a Yang–Mills connection on the
direct sum of the stable quotients of the graded Harder–Narasimhan–Seshadri
filtration [2]. We denote this direct sum of stable quotients by Grhns(E), and
denote the set where Grhns(E) fails to be free by Zalg. In the later paper [3],
Daskalopoulos and Wentworth show that the analytic bubbling set is precisely
equal to Zalg. This provides a remarkable and deep connection between the
limiting behaviour of the Yang–Mills flow and the GIT of the bundle E, see
for example [6].
An interesting open problem is to generalize the results of Daskalopoulos-
Wentworth in the case when dimCX > 2. When dimCX = 2, the singularities
of a torsion-free, coherent sheaf occur at isolated points, and hence one can
define a natural notion of algebraic multiplicity attached to the set Zalg. The
precise result of [3] is that the mass of a bubble at a point p ∈ X is precisely
equal to the algebraic multiplicity at p. The connection between these two
quantities is provided by the Riemann–Roch theorem. By contrast, in dimen-
sions greater than 2, the singularities of a torsion-free coherent sheaf over a
Ka¨hler manifold X are no longer isolated, and this poses a significant difficulty
in generalizing the argument of [3].
For Ka¨hler manifolds of arbitrary dimension, the second author partially
generalized the work of Daskalopoulos and Wentworth, proving the limiting
reflexive sheaf along the Yang–Mills flow is in fact isomorphic to Grhns(E)
[10,11]. Precisely, given a subsequence of times tj along the Yang–Mills flow,
following Hong–Tian [8] we define the analytic singular set (or bubbling set)
to be:
Zan =
⋂
r>0
{x ∈ X | lim inf
j→∞
r4−2n
∫
Br(x)
|FA(tj))|2ωn ≥ ε}.
A large part of Hong and Tian’s paper [8] is dedicated to proving certain prop-
erties of Zan, however uniqueness and dependence on the choice of subsequence
tj is left open. They do show that along such a subsequence the Yang–Mills
flow converges smoothly on X\Zan, modulo gauge transformations, to a Yang–
Mills connection on a limit bundle E∞ on X\Zan. In [1], Bando and Siu prove
this bundle extends to all of X as a reflexive sheaf Eˆ∞, and the second author
proves in [11] that Eˆ∞ ∼= Grhns(E)∗∗. Since E∞ is locally free on X\Zan, the
stalk of Grhns(E) must be free away from Zan. Denote the set where Gr
hns(E)
fails to be free by Zalg; we refer to this set as the algebraic singular set. Then
a corollary of the main result of [11] is that Zalg ⊆ Zan. It is an interesting
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open problem to prove that Zan = Zalg, which, in particular, would imply the
uniqueness of Zan. In this paper, we provide some partial results towards this
goal.
Before stating our main theorem, let us recall some basic definitions. Let
E be an indecomposable holomorphic vector bundle over a compact Ka¨hler
manifold (X,ω). One can always find a Harder–Narasimhan–Seshadri filtra-
tion,
(1.1) 0 = S0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sp = E,
defined to have torsion free, stable quotients Qi = Si/Si−1. Such a filtration
may not be unique, however the direct sum of stable quotients Grhns(E) :=⊕
iQ
i is uniquely determined by the isomorphism class of E. It follows that
the the algebraic singular set of E, given explicitly by
Zalg := {x ∈ X|Grhns(E)x is not free },
is uniquely determined by the isomorphism class of E. If E is not stable
it does not admit a Hermitian–Einstein connection, so we do not expect the
Yang–Mills flow to converge smoothly to a limiting Yang–Mills connection. In
particular, we expect that bubbles should form in the limit as t→∞.
We now state our main result, which we view as a first step towards
proving Zan = Zalg. For simplicity, we only state the theorems for Harder–
Narasimhan–Seshadri filtrations of length one, given by 0 ⊂ S ⊂ E, with the
general case following by induction. Let γ be the second fundamental form
associated to the subsheaf S.
Theorem 1. Suppose that E is a holomorphic vector bundle with
Grhns(E) = S1 ⊕ S2, where S1 ⊂ E and S2 = E/S1. Let H(tj) be any
sequence of metrics along the Donaldson heat flow. Assume that the following
estimates hold uniformly along the flow
(A) |∇0hSi | ≤ Cσ−kTr(hSi),
(B) hS
1 ≥ cσk‖Tr(hS1)‖L2(X) and hS2 ≤ Cσ−k‖Tr(hS2)‖L2(X),
(C) |γ|2 ≤ Cσ−k
for some k > 0, i = 1, 2. Here, σ is the barrier function constructed in Defini-
tion 6. Then the analytic singular set is the same as the algebraic singular set
of E:
Zan = Zalg.
We make some remarks about our assumptions. First, the polynomial
dependence on σ is not important; essentially any estimate in terms of σ would
suffice. Secondly, the estimates in condition (B) are clearly stability related.
Indeed, when E is stable, so that S1 = E and S1 = ∅, then (B) is a consequence
of the work of Uhlenbeck–Yau [17]. When S and Q are locally free on all of X,
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then assumptions (B) and (C) imply condition (A) (see Proposition 7). We
can also show that converse. Namely, if S and Q are locally free, condition
(A) implies both (B) and (C) (see Proposition 6), an argument which makes
essential use of stability. We expect that the techniques used in the locally
free setting can be generalized to the case when S,Q are not locally free,
an issue to which we hope to return in the future. We point out that the
estimate in (A) seems difficult to access, and so estimates (B) and (C) seem
to be the essential missing ingredients. While (B) should follow from stability
(we have made some progress showing this), we have been unable to make
progress on an a priori estimate for the second fundamental form. Although
we are unable to solve the problem in full generality, we consider our results
valuable in the techniques employed in their proofs. In particular, we derive
estimates using a barrier function σ constructed from an algebraic object on
E, namely the determinant bundles of quotients of the Harder–Narasimhan–
Seshadri filtration. Moreover, we expect the computations in sections 5 and 6
to be useful in the future. We hope that our techniques will be useful in proving
a full generalization of Daskalopoulos and Wentworth’s result [3].
We now outline the main idea in the proof of Theorem 1. Working away
from Zalg, we need to bound the evolving curvature along the Yang–Mills flow
in Lp for any p. Assuming the bound on |γ|2, we decompose the curvature onto
the stable subsheaf S and stable quotient Q, denoting the induced curvature on
those sheaves as FS and FQ. From here we see an Lp bound on the induced
curvatures FS and FQ, along with an Lp bound on the derivative ∇γ, will
yield Theorem 1. First, we bound FS and FQ in Lploc(X\Zalg). In this part
of the argument we make use of assumptions (A), (B) and (C), along with a
Moser iteration argument using the barrier function σ. Once these bounds are
attained, we compute the heat operator on several important terms, deriving
an inequality suited for a parabolic Moser iteration argument, which we use to
bound ∇γ in C0 (and as a result Lp for any p).
It is in this step we make fundamental use of the stability of S and Q. Once
these bounds are attained, we compute the heat operator on several important
terms, deriving an inequality suited for a parabolic Moser iteration argument,
which we use to bound ∇γ in C0 (and as a result Lp for any p). The case
where the Harder–Narasimhan–Seshadri filtration has general length follows
by an induction argument similar to the one used in [2] and [11].
The organization of the paper is as follows. In Section 2 we provide back-
ground for the basic objects we will need in the proof. In Section 3 we construct
the barrier function σ that is used in the analysis in later sections. The Lp
bounds away from Zalg for the induced curvature are derived in Section 4. It
is in this section where we discuss the relationship between the assumptions
(A), (B) and (C). Here we point out the essential use of stability. Finally,
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in Section 5 we compute the heat operator on several curvature and second
fundamental form terms. Those equations are used in Section 6 to apply our
parabolic Moser iteration argument, completing the proof of Theorem 1.
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2. Background.
2.1. The Yang–Mills flow and the Donaldson heat flow. We begin with a
brief introduction to the Yang–Mills flow, and highlight the importance of its
relation to the Donaldson heat flow.
Let X be a compact Ka¨hler manifold, and assume the Ka¨hler form ω is
normalized so X has volume one. The Yang–Mills flow is a flow of connections
dA := d+A on E, where dA : E → E⊗Ω1. Because X is a complex manifold,
this map decomposes into (1, 0) and (0, 1) parts. In particular, the connection
coefficients decompose as A = A′+A′′, where A′ represents the (1, 0) part and
A′′ represents the (0, 1) part of A. Thus dA = ∂A + ∂¯A, where ∂A := ∂ + A′
and ∂¯A := ∂¯ + A
′′. We say A is integrable if ∂¯2A = 0, which implies ∂¯A defines
a holomorphic structure on E. For a fixed metric H0, we say a connection is
unitary if it is compatible with the metric, and we denote the space of integrable
unitary connections by A1,1. The curvature of a connection, denoted FA, is a
section of End(E)⊗ Ω1,1, and is defined by:
FA := ∂¯A
′ + ∂A′′ +A′′ ∧A′ +A′ ∧A′′.
The Yang–Mills functional YM : A1,1 −→ R is defined to be the L2 norm of
the curvature:
YM(A) := ||FA||2L2 .
On a general complex manifold, the Yang–Mills flow is the gradient flow of this
functional, and is given by:
A˙ = −d∗A FA.
On a Ka¨hler manifold we can rewrite the equation for the flow using Bianchi’s
second identity (dAFA = 0) and the Ka¨hler identities:
(2.1) A˙ = i∂¯AΛFA − i∂AΛFA.
From this formulation one can check that if A(0) ∈ A1,1, then A(t) is an
integrable, unitary connection for all time t ∈ [0,∞). Now if E is stable, it
was first shown by Donaldson in [4] that the Yang–Mills flow converges to
a Hermitian–Einstein connection. However, since we are assuming E is not
stable, we do not expect the flow to converge to a limiting Hermitian–Einstein
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connection. In fact, our main object of study is the set of points on the base
manifold X where the curvature blows up along the flow.
Definition 1. Given a sequence of connections A(tj) along the Yang–
Mills flow, the analytic singular set of E (sometimes called the bubbling set)
is defined by:
(2.2) Zan =
⋂
r>0
{x ∈ X | lim inf
j→∞
r4−2n
∫
Br(x)
|FA(tj)|2ωn ≥ ε}
for some fixed 0 < ε ≤ ε0, where ε0  1 depends only on X.
For a precise definition of ε0, we direct the reader to the proof of Propo-
sition 6 in [8]. In the Ka¨hler setting, the Yang–Mills flow is closely related
to the Donaldson heat flow. In fact, it is through this relationship that many
important properties of the Yang–Mills flow were first realized, such as long
time existence and convergence. We follow the viewpoint introduced by Don-
aldson in [4], and direct the reader to that reference for further detail. Starting
with a fixed initial metric H0 on E, any other metric H is related to H0 by
an endomorphism h = H−10 H. Conversely, any positive definite Hermitian
endomorphism h defines a metric H = H0h.
Definition 2. Let 1 denote the identity map in End(E). The Donaldson
heat flow is a flow of endomorphisms h = h(t) given by:
h−1h˙ = −(ΛF − µ(E)1),
with initial condition h(0) = 1. Here, F is the curvature of the unitary Chern
connection of the metric H(t) = H0h(t).
A unique smooth solution of the flow exists for all t ∈ [0,∞), and on
any stable bundle this solution will converge to a smooth Hermitian–Einstein
metric [4,5,15,16]. In fact, one can use a solution h(t) to (2.3) to construct a
solution A(t) to the Yang–Mills flow. Let A0 be an initial connection in A1,1,
and consider the one parameter family of holomorphic structures ∂¯t = ∂¯+A
′′
t ,
where A′′t is defined by the action of w = h1/2 on A′′0. Explicitly, this action is
given by:
(2.3) A′′t = wA
′′
0w
−1 − ∂¯ww−1,
which is equivalent to:
∂¯t := w ◦ ∂¯0 ◦ w−1.
Using this one-parameter family of holomorphic structures and the metric H0,
we define a one-parameter family of unitary connections At, and one can check
that At evolves by the Yang–Mills flow. Conversely, any one-parameter path
in A1,1 along the Yang–Mills flow defines an orbit of the complexified gauge
group, which gives rise to a solution of the Donaldson heat flow. The curvature
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of F along the Donaldson heat flow is related to the curvature FA along the
Yang–Mills flow by the following relation:
(2.4) FA = wF w
−1.
An important consequence of this relationship is that the norm of the curvature
along the Yang Mills flow given by the fixed metric H0 is equivalent to the
norm of the curvature along the Donaldson heat flow given by the evolving
metric H. Let (·)† denote the adjoint of an endomorphism with respect to the
fixed metric H0, and let (·)∗ denote the adjoint with respect to the evolving
metric H. For any endomorphism M , these two adjoints are related as follows:
M † = hM∗h−1. We then see:
|F |2H = Tr(FF ∗) = Tr(w−1FAw(w−1FAw)∗) = Tr(FAhF ∗Ah−1)
= Tr(FAF
†
A) = |FA|2H0 .
Thus from the point of view of uniform curvature bounds, it suffices to prove
bounds along either the Donaldson heat flow or the Yang–Mills flow, provided
we always compute the norm with the right metric.
We conclude this section with a simple curvature bound along the Donald-
son heat flow.
Lemma 1. Along the Donaldson heat flow, there is a constant C so that
|ΛF |H(t) is uniformly bounded.
Proof. We have the following simple computation for the heat operator
on |ΛF |2H (for details see [9]):
(∂t −∆)|ΛF |2H = −|∇ΛF |2H − |∇ΛF |2H ≤ 0.
The lemma follows from the maximum principle.
2.2. Quotients, filtrations and stability. In this section we introduce the
algebraic singular set, show it is uniquely determined by the isomorphism class
of E, and provide a local analytic description. We begin by recalling the
definitions of slope and stability.
Given a torsion free sheaf E , we can define its first Chern class by c1(E) :=
c1(det(E)), since det(E) is always a line bundle. The slope of E is then given
by:
µ(E) := 1
rk(E)
∫
X
c1(det(E)) ∧ ωn−1.
We say E is stable if for every torsion free subsheaf F ⊂ E the inequality
µ(F) < µ(E) holds. E is semi-stable if the weak inequality µ(F) ≤ µ(E) holds.
Next we introduce the Harder–Narasimhan filtration, and recall some of
its properties. The following proposition can be found in [12].
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Proposition 1 ([12], Theorem (7.15)). Any torsion-free sheaf E carries
a unique filtration of subsheaves
(2.5) 0 = S0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sp = E,
called the Harder–Narasimhan filtration of E, such that the quotients Qi =
Si/Si−1 are torsion-free and semi-stable. Moreover, the quotients are slope de-
creasing, satisfying µ(Qi) > µ(Qi+1), and the associated graded object
Grhn(E) :=
⊕p
i=1Q
i is uniquely determined by the isomorphism class of E.
We sometimes abbreviate this filtration as the HN filtration. For our pur-
poses having semi-stable quotients is not good enough, and we must take the
filtration one step further:
Proposition 2 ([12], Theorem (7.18)). Given a semi-stable sheaf Q, there
exists a filtration by subsheaves, called the Seshadri filtration:
0 = S˜0 ⊂ S˜1 ⊂ · · · ⊂ S˜q = Q,
such that µ(S˜i) = µ(Q) for all i, and each quotient Q˜i = S˜i/S˜i−1 is torsion-
free and stable. Furthermore, the direct sum of the stable quotients, denoted
Grs(Q) := ⊕qi=1 Q˜i, is canonical and uniquely determined by the isomorphism
class of Q
Combining these two propositions, we can construct the Harder–Narasim-
han–Seshadri filtration, by finding a Seshadri filtration for each semi-stable
quotient in the HN filtration. We sometimes refer to this double filtration as
the HNS filtration. Consider the direct sum of stable quotients:
Grhns(E) :=
⊕
k
⊕
i
Q˜ik.
It is not hard to check that the Harder–Narasimhan–Seshadri filtration can be
written as a single filtration of E by torsion-free coherent sheaves:
(2.6) 0 = S0 ⊂ S1 ⊂ · · · ⊂ Sp = E,
and in this case, setting Qi = Si/Si−1 we have Grhns(E) =
⊕p−1
i=1 Q
i. We are
now ready for the following definition:
Definition 3. The algebraic singular set is defined to be:
Zalg := {x ∈ X
∣∣Grhns(E)x is not free}.
We would like to elucidate this definition by providing a useful local de-
scription of the algebraic singular set. For the moment, let us focus on the
simple case when E has a stable subsheaf S with stable quotient Q, so the
HNS filtration of E is given by:
0 ⊂ S ⊂ E.
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In this case, we have the exact sequence of torsion free, coherent sheaves
(2.7) 0 // S
B // E
p
// Q // 0 ,
and Grhns(E) = S ⊕ Q. Since S is coherent, over an open set U where S is
locally free, the inclusion S ↪→ E is given by a matrix of holomorphic functions
B = Bαβ. Moreover, over a sufficiently small open set U ⊂ X, S has a finite
length resolution
(2.8) 0 // O⊕r`U // O⊕r`−1U // · · · // O⊕r1U T // S // 0 .
Again, where S is locally free, the surjection O⊕r1U  S is given by a matrix of
holomorphic functions T = T γδ. The resolution of S gives rise to a resolution
for Q
0 // O⊕r`U // O⊕r`−1U // · · · // O⊕r1U B◦T // E // Q // 0 ,
where now the map O⊕r1U → E is the composition B ◦ T . Since this is a map
between locally free sheaves, it is determined locally by a matrix of holomorphic
functions. The main technical result we need is the following theorem:
Theorem 2 ( [12] Chapter 5, Theorem 5.8). Let ζ be a coherent sheaf,
U ⊂ X an open set over which ζ has a finite resolution
0 // O⊕r`U // · · · // O⊕r2U h // O⊕r1U // ζU // 0 .
Then we have the following equality of sets;
(2.9) {x ∈ U | ζx is not free} = {x ∈ U | rank(h(x)) < max
y∈U
rank(h(y))}.
In particular, it follows immediately that Zalg is an analytic subset of X.
In our setting, we note that any point where Qx is free, the stalk Sx is free as
well. In particular, we have,
Corollary 1. On a sufficiently small neighborhood, Zalg is given by:
Zalg ∩ U = {x ∈ U | rank(B ◦ T (x)) < max
y∈U
rank(B ◦ T )(y)}.
In the general case we obtain a similar description inductively. Recall the
filtration (2.5). For each i ≤ p we let Bi be inclusion map
(2.10) 0 // Si−1
Bi // Si // Qi // 0 .
Denote Zi the set where Q
i fails to be locally free. The set Zp was described
in the simple case above. Fix an open set U ⊂ X\Zp. On U , Sp−1 is a vector
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bundle, and hence we get a resolution of Qp−1
0 // O⊕r`U · · · //// O⊕r1U
Bp−1◦Tp−1
// Sp−1 // Qp−1 // 0 .
We thus obtain a description of the set Z˜p−1 = Zp−1 ∩ X\Zp. Then Zp−1 =
Z˜p−1 ∪ Zp is precisely the set where Qp ⊕ Qp−1 fails to be locally free. This
continues inductively. As an example, we will indicate how to obtain a descrip-
tion of Zalg in the case where the HNS filtration of E has three quotients,
0 ⊂ S1 ⊂ S2 ⊂ E. In this case, we have Grhns(E) = S1 ⊕ S2/S1 ⊕ E/S2.
Using the above argument we obtain an explicit local description of the set
Z2 = {x ∈ X
∣∣E/S2(x) is not free}.
Now, consider the exact sequence:
0 // S1 // S2 // S2/S1 // 0.
The main difference between this sequence and the sequence (2.7) is that S2
is not a vector bundle. However, it is a vector bundle over X\Z2. Thus,
working over this open manifold we can find an explicit local description of
Z1 = {x ∈ X
∣∣S2/S1(x) is not free}. Since we clearly have Zalg = Z1 ∪ Z2, we
have succeeded in obtaining a local description of Zalg in this case.
2.3. The induced geometry of subsheaves and quotients sheaves. In this
section we define induced metrics and provide explicit formulas for the induced
connections we will need later on. We recall the exact sequence (2.7) and
restrict ourselves to the open manifold X\Zalg. Because the sheaves S and Q
are locally free here, the metric H0 on E induces a metric J on S and a metric
M on Q. For sections ψ, φ of S, we define the metric J as follows:
〈φ, ψ〉J = 〈B(φ), B(ψ)〉H0 .
In order to define M on Q, we note that H0 gives a splitting of (2.7):
(2.11) 0←− S pi←−−− E p
†
←−−−− Q←− 0.
Here pi is the orthogonal projection from E onto S with respect to the metric
H0. For sections v, w of Q, we define the metric M by:
〈v, w〉M = 〈p†(v), p†(w)〉H0 .
Definition 4. On X\Zan the sheaves Si and Qi are holomorphic vector
bundles. We define an the induced metric Ji on S
i, and Ki on Q
i to be one
constructed as above.
Note that on X\Zalg it is equivalent to induce the metric Ji−1 on Si−1 by
restricting the metric Ji induced on S
i to the image of Si−1 ⊂ Si.
27
Once we have sequence (2.11), the second fundamental form γ ∈ Γ(X,Λ0,1⊗
Hom(Q,S)) is given by:
γ = ∂¯p†.
Of course, by composing with the projection p, we can write the second fun-
damental form as a homomorphism from S⊥ to S: γ ◦ p = ∂¯p† ◦ p. As p is
holomorphic, and p† ◦ p = 1− pi, we see γ ◦ p = ∂¯(1− pi) = −∂¯pi. By the defi-
nition of the induced metric M , working with γ and γ ◦ p are equivalent once
we take corresponding norms, so we suppress the map p from our notation.
Suppose now that h(t) is the solution of the Donaldson heat flow on the
vector bundle E, and let H(t) = H0h(t) denote the metric. Then H(t) induces
metrics J(t) on any coherent, torsion-free subsheaf S ⊂ E in the manner
described above. If S is locally free on X\Zalg, then we can define a smooth
section of Hom(S, S) on X\Zalg by
hS(t) := J(0)−1J(t).
We will denote the hQ(t) the analogously defined homomorphism induced by
H(t) on the quotient sheaf Q = E/S.
3. A barrier function. In this section we construct a natural barrier
function which is non-negative, and vanishes precisely on Zalg. As in the
previous section, we first assume the HNS filtration of E is given by 0 ⊂ S ⊂ E.
The induced metric J on S is a section of the sheaf S∗ ⊗ S∗; that is
J ∈ Γ(X,S∗ ⊗ S∗),
and this section defines a metric on the complement of Zalg. Ideally, we would
like to take the function σ to be the norm of the determinant of J regarded as
a matrix. However, S need not be a vector bundle, and so the determinant of
J as a matrix is not necessarily a globally defined object. We get around this
as follows. Working over X\Zalg, the determinant of the matrix J (as given in
local coordinates), is a section of the determinant line bundle det(S)∗⊗det(S)∗.
Although detJ ∈ Γ(X\Zalg, det(S)∗ ⊗ det(S)∗)) is only defined on X\Zalg, we
show it extends by zero to a smooth, global section. We accomplish this by
finding a local expression which makes the extension clear. Recall the exact
sequence (2.7). The induced metric J is obtained from the inclusion B : S ↪→ E
and the metric H0 on E. To begin with, consider the case in which S is locally
free. Then, given a local trivialization of S over U , the metric J is given by
Jη¯β = (H0)β¯αB
α
γBβη.
From this expression it is clear that det(J) extends smoothly by zero over the
set
Bsing = {x ∈ X| rank(B(x)) < max rank(B)}.
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Since S is locally free, we clearly have Bsing = Zalg.
In the case that S is not locally free, we argue as follows. Observe that we
have an inclusion
∧r S → ∧r E, which factors as
r∧
S → det(S) := (
r∧
S)∗∗ → (
r∧
E)∗∗ =
r∧
E.
The key point is that det(S) is a locally free sheaf of rank one on all of X,
in particular, a line bundle. Now, the metric H on E induces a metric Jr on
det(S), which is a smooth, global section of det(S)∗⊗ det(S)∗, clearly extends
det(J), and vanishes precisely where the map ψ given by
(
∧r S)∗∗ ψ // ∧r E
fails to have rank 1. We claim that Z = {ψ = 0} = Zalg. We clearly have
Z ⊂ Zalg. To see the reverse containment observe that, if ψ(x) 6= 0, then
over an open set U 3 x where ψ 6= 0, we have the image of (∧r S)∗∗ in ∧r E
defines a point in the Grassmanian Gr(n, r), and hence we can pull back the
universal r-plane bundle over Gr(n, r) to find a locally free sheaf S˜ on X\Z of
rank r which agrees with S over X\Zalg. However, since S is reflexive and S˜ is
locally free on X\Z, we have that Hom(S, S˜) and Hom(S˜, S) are reflexive, and
hence normal (see, e.g. [12], Proposition 5.23 ). Since Zalg\Z has codimension
at least 2, it follows immediately that S˜ = S over X\Z. Since S is locally
free over X\Z, it follows that ψ|X\Z = ∧rB|X\Z , and hence B has full rank on
X\Z. But, again using that S is locally free on X\Z, we must have ∧rB = 0 on
Zalg\Z. In particular, we must have Z = Zalg. We have proved the following:
Proposition 3. Let ζ be the smooth section of det(S)∗ ⊗ det(S)∗ over
X\Zalg defined by ζ = det(J). Then ζ extends to a smooth, global section σ of
det(S)∗ ⊗ det(S)∗. Moreover, the extension is given explicitly by
(3.1) σ(x) =
{
ζ(x) if x ∈ X\Zalg,
0 if x ∈ Zalg.
In particular, we have the equality of sets {σ = 0} = Zalg.
Of course, this same analysis carries over immediately to the case of the
general filtration (2.5). In this case, working on X\Zalg we have
(Ji−1)q¯p = (Ji)β¯α(Bi)
α
γ(Ti)
γ
p(Bi)βη(Ti)ηq,
where Bi is the map in the sequence (2.10), and Ti is the first map in the
resolution of Si−1. We leave the details to the reader. We now define our
barrier function on X.
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Definition 5. Fix metrics φi on the line bundles det(Si)
∗ ⊗ det(Si)∗. We
then define
(3.2) σ = c
p−1∏
i=1
|det(Ji)|φi ,
where det(Ji) denotes the smooth section σi of Proposition 3, and c > 0 is
chosen so that maxX σ = 1.
The reader can easily verify that again in this case we have the equality of
sets {σ = 0} = Zalg.
Along the Donaldson heat flow, H(t) induces metrics on the sheaves in the
Harder–Narasimhan–Seshadri filtration, and hence we get barrier functions
σ(t) in the above way. In order to avoid confusion, we define
Definition 6. Along the Donaldson heat flow, we denote by σ the barrier
function induced by the metric H(0).
4. Lp estimates for induced curvature. In the previous section we
constructed a barrier function σ, which vanishes precisely on Zalg. In this
section we use the assumptions (A), (B) and (C) to get Lp bounds for |FS |
and |FQ| on compact subsets away from Zalg. We will also elucidate the
relationship between the assumptions when S and Q are locally free.
To begin, recall how ΛF decomposes on sub bundles and quotient bundles:
ΛF |S = ΛFS + Λγ ∧ γ†
and
ΛF |Q = ΛFQ − Λγ† ∧ γ.
Along the Donaldson heat flow the quantity |ΛF (t)|Ht is bounded. Moreover,
Λγ ∧ γ† is a positive operator. Thus, we have that
(4.1) ΛFS(t) ≤ ΛF (t)|S and ΛFQ(t) ≥ ΛF (t)|Q.
The estimates imply estimates for the normalized endomorphisms h˜S and h˜Q
defined by
h˜S =
hS
‖hS‖L2(X)
, h˜Q =
hQ
‖hQ‖L2(X)
.
We do note specify the metric in the L2 norm, since ‖hS‖L2(X,Ht) = ‖hS‖L2(X,H0).
Notice that h˜S and h˜Q define the same curvature terms as hS and hQ, and hence
it suffices to prove bounds for the normalized endomorphisms. We state the
main result of this section here.
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Proposition 4. Suppose that (A), (B) and (C) hold along the Donaldson
heat flow. Then, for any K b X\Zalg, there holds
|FS |Lp(K,Ht) + |FQ|Lp(K,Ht) + |γ|Lp(K,Ht) ≤ C(K).
We begin by proving
Proposition 5. There exists uniform constants C, γ > 0 such that
Tr(hS) ≤ Cσ−γ ||Tr(hS)||L2(X),
uniformly on X × [0,∞), where σ is the cut-off function of Section 3.
Proof. We use the Moser iteration. Recall the standard equation
(4.2) ∆0h
S
t = g
jk¯∇k¯hSt (hSt )−1∇0jhSt + hSt (ΛFS0 − ΛFSt ),
where ∆0 = g
jk¯∇k¯∇0j . Note that
|ΛFS0 | ≤ Cσ−k
for k  0, which follows easily from the formula for ΛFS0 in terms of the
induced metric J(0). Taking the trace of equation (4.2), and using the upper
bound for ΛFS(t), we have
∆Tr(hS) ≥ −(C + |ΛFS0 |H0)Tr(hS) ≥ −Cσ−k.
Let u = Tr(hS). For any  > 0, set
√
η = max{σk − k, 0} where k is the
constant appearing above. Denote K() = {σ ≥ } . Then we have∫
K()
∆u(uαη2 )dVol ≥ −C
∫
K()
σ−kuα+1η2dVol .
Integration by parts proves
4α
(α+ 1)2
∫
K()
η2 |∇u(α+1)/2|2dV
≤
∫
K()
{
Cσ−kuα+1η2 +
2C
(α+ 1)
u(α+1)/2η|∇u(α+1)/2|
}
dV.
By our choice of k, for any  ≥ 0 we have
σ−kη2 ≤ C on K()
for a uniform constant C, independent of . Thus,∫
K()
η2 |∇u(α+1)/2|2 ≤
C(α+ 1)2
α
∫
K()
uα+1.
The Sobolev imbedding theorem, this implies that for any δ > 0 there holds
‖u‖p
Lpβ(K(+δ))
≤ δ−kC(p)‖u‖Lp(K())
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for β = n/(n − 1) > 1. Fix  > 0, and define δj = 2−j. Then a standard
iteration argument proves
log (‖u‖L∞(K(2))) ≤ C1(p)− γ(p) log () + log ‖u‖Lp(K()).
In particular, taking p = 2 we have
|u|C0(K(2)) ≤ −γC‖u‖L2(X),
for some fixed constants γ, C. We claim that this implies that |u| ≤
σ−γ‖u‖L2(X)C ′. Suppose that this inequality does not hold. Then there exists
a sequence of times tj and points xj so that
|u|(xj , tj) ≥ jσ(xj)−γ .
Let 2j = σ(xj). Then we have
j−γj = jσ(xj)
−γ ≤ |u|(xj , tj) ≤ |u|C0(K(2j)) ≤ C−γj
and this is a contradiction for j sufficiently large.
At this point we have proven that h˜S is bounded in C0 and by assumption
(A), we have a gradient estimate for the rescaled endomorphisms h˜S on any
compact subset away from Zalg. We can now easily deduce the L
p
2 estimates
for h˜S .
Lemma 2. Let K b X\Zalg be a compact set. Then for each p there is a
constant C(p,K), independent of time, such that
‖h˜‖Lp2(K,H0) ≤ C(p,K).
Proof. Note that the estimate in Proposition 5 implies that
h˜ ≤ C(K)‖Tr(h
S)‖L2(X)
‖hS‖L2(X)
≤ C ′(K).
Combining this with assumptions (A), (B), (C), we have that ∆0h˜
S is uni-
formly bounded on K. The elliptic theory, combined with the fact that
‖h˜S‖L2(X,H0)=1 implies uniform Lp2(K,H0) estimates.
We now show that, when S and Q are locally free on X, then condition
(A) is sufficient to deduce conditions (B) and (C)
Proposition 6. Suppose that S and Q are locally free on X, and assume
that condition (A) holds. Then there exists a uniform constant C such that
Tr
(
(h˜S)−1
)
≤ C, and |γ|2 ≤ C.
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Proof. Combining assumption (A) with the the C0 estimate of Proposi-
tion 5 we obtain a uniform C1(H0) bound. Thus, by the Arzela`–Ascoli theorem
there exists a subsequence that converges in C0 to a limiting map hS∞.
Recall the result of [8], which states that along the Yang–Mills flow, one
can find a subsequence such that Aj −→ A∞ on X\Zan in C∞. The limiting
connection is a Hermitian–Yang–Mills connection on a limiting bundle E∞
defined on X\Zan, and by a result of Bando and Siu from [1] this bundle
E∞ extends to a limiting reflexive sheaf defined on all of X. By applying the
convergence results to the subbundle S, it follows that ASj −→ AS∞ as well,
where AS∞ is a limiting connection on the reflexive sheaf S∞. By the work of
the first author S∞ is in fact isomorphic to S∗∗ = S and is stable. As a result
S∞ is a vector bundle.
Our limiting endomorphism hS∞ is a C0 limit of a sequence of functions all
normalized to have L2 norm one. Since X is compact, uniform convergence
implies convergence in L2, thus hS∞ is nonzero. Define wS∞ by (wS∞)2 = hS∞,
and notice it is nonzero as well. As in [11], we show that in fact wS∞ is a
holomorphic map from S∞ to S, and because both are stable bundles of the
same slope the map must be an isomorphism. Thus wS∞ does not degenerate
at any point in X, and neither does hS∞.
Recall equation (2.3), which gives the action of wj on the connection Aj
along the flow. This action descends naturally to S, so in particular wSj solves
the equation:
∂¯wSj = wjA
S
0 −ASj wSj .
On compact subsets away from Zan the connection terms A
S
j converges in
C0 along a subsequence (see [8]), and we already have uniform convergence
of wSj , thus ∂¯wj converges uniformly as well. By working diagonally on an
exhaustion of X˜ := X\Zan by compact sets we can find a subsequence so
that ∂¯wj converges uniformly everywhere on X˜. Thus the following limiting
equation is satisfied on X˜:
∂¯w∞ − w∞AS0 +AS∞w∞ = 0.
We can concluded that on this set the map wS∞ is a holomorphic section of
the bundle Hom(S, S∞). By Proposition 5.21 from [12], because the set Zan
has complex codimension at least two, any section wS∞ of Hom(S, S∞) defined
away from Zan must in fact be holomorphic everywhere. This last fact can be
viewed as a type of Riemann extension theorem for sections of vector bundles.
As a result the limiting map wS∞ is an isomorphism from S to S∞ and its
rank does not drop. Thus the rank of hS∞ does not drop. The C0 bound for
h˜Si
−1 follows by uniform convergence of h˜Sj to h
S∞.
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Next, we show that condition (C) holds, which is the second estimate in
the proposition. Consider the standard representation of a connection in terms
of the endomorphisms hS :
AS −AS0 = (hS)−1∇0hS .
The expression on the right is independent of normalization, and so it holds
with hS replaced by h˜S . We have already shown that h˜S > cI, and so it follows
immediately that |AS −AS0 |H0 is uniformly controlled in time. As a result it is
in L2, and an identical L2 bound also follows for |AQ − AQ0 |H0 . Applying the
following inequality from [17] (which holds since S destabilizes E):
|γ|2 ≤
∫
X
Tr((ΛF − µ(E)I)|S) ≤ ||ΛF ||L2(X) ≤ C,
we see that the second fundamental form is universally bounded in L2 along the
flow. We now combine these three L2 bounds as follows. Recall the standard
decomposition of the connection A(t) onto S and Q. Since each piece from the
decomposition is controlled it follows that |A−A0|H0 is bounded in L2 as well.
Working on the bundle E, we define the quantity S = |A − A0|2H0 =
|∇hh−1|2H0 . A standard computation along the Donaldson heat flow (see, for
example [13]) yields
(∂t −∆)S ≤ C S.
The right hand side is in L1, thus we can apply the parabolic Moser in Theo-
rem 3 (see Section 6 below) to bound S in C0. As a result the second funda-
mental form is uniformly bounded and hence (C) holds.
Proposition 7. Suppose that S and Q are locally free, and that conditions
(B) and (C) hold. Then condition (A) holds as well.
Proof. We argue on S, the proof forQ being identical. The C0 estimate in
Proposition 5, combined with an integration by parts on equation (4.2) implies
a uniform bound for h˜S in L21(X,H0). Combining this with the lower bound
from assumption (B), we can apply an argument of Siu [16] together with a
blow-up argument of Donaldson [4] to prove (A). We refer the reader to [16]
for the details. The assumption (C) is needed to bound |ΛFS |, which is an
important part of Siu’s argument. Once condition (A) is verified, Proposition 6
implies that (C) holds also.
Finally, we prove Proposition 4.
Proposition 4. The L2p estimates of Lemma 2, together with the lower
bound for h˜S imply that |FS|Lp(K,H0), is bounded, and similarly for |FQ|Lp(K,H0).
Then the upper and lower bounds for h˜S , h˜Q show these norms are equivalent
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to the norms taken with respect to Ht. Finally, the estimate for |γ|Lp(K,Ht)
follows from the upper bound for |FS |Lp(K,H0) and the inequality
|γ|2Ht + Tr(ΛFS) ≤ |ΛF (t)|Ht ≤ C.
In order to achieve an Lp bound on F , it remains to control∇γ. We accomplish
this by applying parabolic Moser iteration to an evolution inequality we derive
in the next section.
5. Computation of the heat operator. We now compute the heat
operator on various important terms. First we note that all norms in this
section are taken with respect to the corresponding evolving metric. For us
this has the following implication. If A is a fixed endomorphism of S, the norm
squared is given by
|A|2 = 〈A,A〉 = Tr(AA∗).
As stated the adjoint is taken with respect to the evolving metric HS . In a
local frame this adjoint can be written explicitly as (A∗)αβ = Hαγ¯AνγHν¯β .
Thus, taking the time derivative we see ∂t(A
∗) = [(ΛF − µ(E)I)|S , A∗]. We
know along the Donaldson heat flow that the term |ΛF |H is controlled uni-
formly from above, which allows us to conclude ∂t|A|2 ≤ C|A|2. For all other
associated bundles in the computations that follow we achieve a similar esti-
mate. Furthermore, when taking the laplacian of a norm, we always use the
fact that:
∆|A|2 = 〈∆A,A〉+ 〈A, ∆¯A〉+ |∇A|2 + |∇¯A|2.
We need to change ∆ to ∆¯, and depending on which bundle we are working
on this results in curvature terms. Again if A is an endomorphism of S we
have ∆¯A = −[ΛFS , A]. It is important to keep these extra curvature terms
in mind, although for us when they show up in an equation they are always
absorbed into nearby terms.
We begin by taking the time derivative of the projection pi:
p˙i = pi(h−1h˙)(I − pi) = −piΛF (I − pi) = gjk¯∇j∇k¯pi = −gjk¯∇jγk¯.
Here the second to last equality follows from the fact that the component of ΛF
that sends Q to S equals −gjk¯∇j∇k¯pi, and the last equality follows since the
second fundamental form is given by γk¯ = −∇k¯pi. This allows us to compute
the time derivative of the second fundamental form γ:
∂t(γk¯) = −∇k¯p˙i
= g`m¯∇k¯∇`γm¯
= g`m¯([∇k¯,∇`]γm¯ +∇`∇k¯γm¯).
35
Note ∇k¯γm¯ = ∇m¯γk¯, since γ is ∂¯ closed. Because γ is a morphism from Q to
S taking the commutator of derivatives gives:
∂t(γk¯) = g
`m¯(Rk¯`
p¯
m¯γp¯ − FSk¯`γm¯ + γm¯FQk¯`) + ∆γk¯.(5.1)
Thus we can take the derivative of the norm squared of γ:
∂t|γ|2 ≤ 〈γ˙, γ〉+ 〈γ, γ˙〉+ C|γ|2
≤ C|γ|2(1 + |FS |+ |FQ|) + 〈∆γ, γ〉+ 〈γ,∆γ〉.
In conclusion the heat operator on |γ|2 is bounded by:
(5.2) (∂t −∆)|γ|2 ≤ C|γ|2(1 + |FS |+ |FQ|).
Next we compute the heat operator on |∇γ|2 starting with the time derivative
of∇jγk¯. Suppose∇S is the covariant derivative on S. Then the time derivative
of the connection is given by
∇˙Sj = ∇Sj (h−1h|S) = ∇Sj (Λ(FS + γ ∧ γ†)).
Now, γk¯ is a morphism from Q to S, thus to differentiate it we need the
covariant derivative on Hom(Q,S). Taking the time derivative we see:
∂t(∇Hom(Q,S)j γk¯) = ∇Sj (ΛFS + Λγ ∧ γ†)γk¯ + γk¯∇Qj (ΛFQ − Λγ ∧ γ†) +∇j γ˙k¯.
Combing this with (5.1) yields:
∇j γ˙k¯ = g`m¯∇j
(
Rk¯`
p¯
m¯γp¯ − FSk¯`γm¯ + γm¯FQk¯`
)
+∇j∆γk¯.
Now, we want to interchange the order of ∆ and ∇j :
g`p¯∇j∇`∇p¯γm¯ = g`p¯∇`∇j∇p¯γm¯ = ∆∇jγm¯−g`p¯∇`(Rp¯j q¯m¯γq¯+FSp¯jγm¯−γm¯FQp¯j).
Putting everything together we bound the time derivative in the following
estimate:
∂t|∇γ|2 ≤ 〈∂t(∇γ),∇γ〉+ 〈∇γ, ∂t(∇γ)〉+ C|∇γ|2
≤ C|∇γ|2(1 + |γ|2 + |FS |+ |FQ|)
+ |γ||∇γ|(|∇FS |+ |∇FQ|) + 〈∆γ, γ〉+ 〈γ,∆γ〉.
Thus the heat operator is controlled by:
(∂t −∆)|∇γ|2 ≤ C|∇γ|2(1 + |γ|2 + |FS |+ |FQ|)
+ |γ||∇γ|(|∇FS |+ |∇FQ|)− |∇∇γ|2 − |∇¯∇γ|2.(5.3)
Next we turn to the curvature term |FS |2. Note that for any path of met-
rics hS(t), the time derivative of the curvature is given by ∂tF
S
k¯j
=
−∇k¯∇j((hS)−1∂thS) (for details see [16]). Thus along the Donaldson heat
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flow we have ∂tF
S
k¯j
= ∇k¯∇j(ΛF |S). Applying the derivative to the norm
squared yields:
∂t|FS |2 ≤ 2gjk¯g`m¯Tr(∂tFSm¯j(FS¯`k)∗) + C|FS |2
= 2gjk¯g`m¯Tr(∇m¯∇j(ΛF |S)(FS¯`k)∗) + C|FS |2
= 2gjk¯g`m¯Tr(∇m¯∇j(ΛFS + Λγ ∧ γ†)(FS¯`k)∗) + C|FS |2
≤ 2gjk¯g`m¯Tr(∇m¯∇j(ΛFS)(FS¯`k)∗) + (|∇¯∇γ||γ|+ |∇γ|2)|FS |+ C|FS |2.
Applying the second Bianchi identity to the first term on the right we can get
a laplacian out of it, but at the cost of an extra curvature term:
∇m¯∇j(ΛFS) = gpq¯∇m¯∇jFSq¯p
= gpq¯∇m¯∇pFSq¯j
= gpq¯[∇m¯,∇p]FSq¯j + gpq¯∇p∇q¯FSm¯j .
It follows that:
gjk¯g`m¯Tr(∇m¯∇j(ΛFS)(FSk¯`)∗) ≤ 2gjk¯g`m¯Tr(∆(FSm¯j)(FSk¯`)∗) + C|FS |3.
Thus
(5.4) (∂t −∆)|FS |2 ≤ C(|FS |2 + |FS |3) + (|∇¯∇γ||γ|+ |∇γ|2)|FS | − |∇FS |2.
The computation of the heat operator applied to |FQ|2 follows in exactly
the same fashion as for |FS |2 above. Thus we conclude:
(5.5) (∂t−∆)|FQ|2 ≤ C(|FQ|2 + |FQ|3) + (|∇¯∇γ||γ|+ |∇γ|2)|FQ| − |∇FQ|2.
6. The Parabolic Moser Iteration. In this section, we prove a version
of Moser’s C0 estimate for parabolic equations. When p ≥ 2, Theorem 3 is
essentially the same as Theorem 2.1 in [18], with some minor modifications for
our setting. For p ∈ (0, 2) we adapt the standard argument from the elliptic
case; see for instance [7]. We include the proof for the reader’s convenience.
Theorem 3. Fix a point x0 ∈ X\Zalg, and fix a compact set K ⊂ X\Zalg
so that x ∈ K. Let 2R = dist(x0, ∂K). Suppose that u is a nonnegative
Lipschitz function on X × [0, T ] satisfying(
∂
∂t
−∆
)
u ≤ Θu
for a non-negative function Θ(x, t) ∈ Lq(K), for some q  n. Suppose more-
over that there is a positive constant 0 < A <∞ so that
sup
[0,T ]
‖Θ‖Lq(K)(t) ≤ A.
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Then, on B(x0, R)× [0, T ], and for any p > 0, we have the estimate
|u(x, t)| ≤ C(g, n, q, p)
[
An/(q−n) +
1
t
+
1
R2
]n+1
p
· (
∫ T
0
∫
B(x0,2R)
updV dt)
1
p .
Proof. We prove the theorem first for p ≥ 2. The estimate for p ∈ (0, 2)
is obtained by a standard scaling argument. We begin by computing
1
p
∂
∂t
∫
upη2dV ≤
∫
(Θup)η2 −∇(η2up−1) · ∇udV.
We show how to deal with the first term. Using that Θ is uniformly bounded
in Lq(B(x0, 2R)) = L
q(B) for large q > n, we have∫
Θupη2 =
∫
Θ(ηup/2)2 ≤
(∫
B(x0,2R)
Θq
)1/q (∫
(ηup/2)
2q
q−1
)1− 1
q
≤ ‖Θ‖Lq(B)
(∫
(ηup/2)
2q
q−1
)1− 1
q
.
Now, since q > n, we have 2∗ = 2nn−1 >
2q
q−1 > 2. Hence, using the interpolation
inequality, and the Sobolev inequality we have
‖ηup/2‖
L
2q
q−1 (X)
≤ ‖ηup/2‖L2∗(X) + C(n, q)−
n
n−q ‖ηup/2‖L2
for any  > 0. Choose  =
√
1
2p‖Θ‖Lq(B) . Then we obtain∫
Θupη2 ≤ 1
p
∫
|∇(ηup/2)|2 + C(n, q)‖Θ‖n/(q−n)Lq(B) pn/(q−n)‖ηup/2‖2L2 .
The remaining terms we treat as follows.
−
∫
∇(η2up−1) · ∇udV = −4(p− 1)
p2
∫
η2|∇up/2|2dV −
∫
2up−1η∇η · ∇udV
=
−4(p− 1)
p2
[∫
|∇(ηup/2)|2 + up|∇η|2 − 2up/2∇(ηup/2) · ∇ηdV
]
−
∫
2up−1η∇η · ∇udV.
The final term we write as
2up−1η∇η · ∇u = 4
p
[
up/2∇(up/2η) · ∇η − up|∇η|2
]
.
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In summation, we obtain
−
∫
∇(η2up−1) · ∇udV = −4(p− 1)
p2
∫
|∇(ηup/2)|2dV + 4
p2
∫
up|∇η|2dV
+
4(p− 2)
p2
∫
up/2∇(up/2η) · ∇ηdV
≤ −2
p
∫
|∇(ηup/2)|2dV + 2
p
∫
up|∇η|2dV.
Putting all of this together, we get
(6.1)
∂
∂t
∫
upη2dV +
∫
|∇(ηup/2)|2dV
≤ 2
∫
up|∇η|2dV + C(n, q)‖Θ‖n/(q−n)Lq(B) pq/(q−n)
∫
upη2dV.
Fix T > 2, and choose 0 < τ < τ ′ < T , and define
ψ(t) =
 0 : 0 ≤ t ≤ τ,(t− τ)/(τ ′ − τ) : τ ≤ t ≤ τ ′,
1 : τ ′ ≤ t ≤ T.
Multiplying equation (6.1) by ψ, we compute
∂
∂t
(
ψ
∫
upη2
)
+ ψ
∫
|∇(ηup/2)|2dV ≤ 2ψ
∫
up|∇η|2dV
+
(
C(n, q)‖Θ‖n/(q−n)Lq(B) pq/(q−n)ψ + ψ′
)∫
upη2dV.
To simplify notation, let us institute A = C(n, q)‖Θ‖n/(q−n)Lq(B) . Fix any s ≥ τ ′,
and integrate from 0 to s to obtain
(6.2)
∫
up(s)η2dV +
∫ s
τ ′
∫
|∇(ηup/2)|2dV dt
≤ 2
∫ T
τ
∫
up|∇η|2dV dt+
(
Apq/(q−n) +
1
τ ′−τ
)∫ T
τ
∫
upη2.
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We now apply Ho¨lder’s inequality and the Sobolev inequality to see that
(6.3)∫ T
τ ′
∫
up(1+
1
n
)η2+
2
n ≤
∫ T
τ ′
(∫
upη2dV
)1/n(∫
u
pn
n−1 η
2n
n−1dV
)n−1
n
dt
≤ C(g)
(
sup
τ ′≤t≤T
∫
upη2
)1/n ∫ T
τ ′
∫
|∇(ηup/2)|2dV dt
≤ C(g)
[
2
∫ T
τ
∫
|∇η|2updV dt+
(
Apq/(q−n) +
1
τ ′−τ
)∫ T
τ
∫
upη2dV dt
]1+ 1
n
where the last line follows from the estimate (6.2). Set
H(p, τ, R) =
∫ T
τ
∫
B(x0,R)
updV dt
for 0 < τ < T and 0 < R < dist(x0, Zalg). Given 0 < R
′ < R < dist(x0, Zalg)
we define
η(x) =

1 : x ∈ B(x0, R′),
1− 1R−R′ (d(x0, x)−R) : x ∈ B(x0, R)\B(x0, R′),
0 : x ∈ B(x0, R)c.
Observe that |∇η| ≤ 1R−R′ . Then we have proved
H(p(1 +
1
n
), τ ′, R′) ≤ C(g)
[
Apq/q−n +
1
τ ′−τ +
1
(R−R′)2
]1+ 1
n
H(p, τ, R)1+
1
n .
Now, fix R = 12dist(x0, Zalg), choose t ∈ (0, T ], and set µ = 1 + 1n , pk = µkp0,
τk = (1− 1µk+1 )t. Choose δ ∈ (0, 1) and set Rk = R(δ + (1− δ)µ−k). Then we
have
H(pk+1, τk+1, Rk+1)
1
pk+1
≤ C(g)
1
pk+1
[
Apq/(q−n)µkq/(q−n) + µk
µ
t(µ−1) + µ
2k 4µ
2
R2(1−δ)2(µ−1)2
] 1
pk
·H(pk, τk, Rk)
1
pk .
For simplicity, we assume that q > 2n so that q/(q − n) < 2. Then we have
H(pk+1, τk+1, Rk+1)
1
pk+1
≤ C(g)
1
pk+1
[
Ap
q
q−n +
µ
t(µ−1) +
4µ2
R2(1−δ)2(µ−1)2
] 1
pk
µ
2k
pkH(pk, τk, Rk)
1
pk .
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Iterating, we obtain that, for all (x, t) ∈ B(x0, δR)× [0, T ], we have
|u(x, t)| ≤ C(g, n) 1p
[
C(n, q)‖Θ‖n/(q−n)Lq(B(x0,R)p
q/(q−n) +
c(n)
t
+
c(n)
(1− δ)2R2
]n+1
p
·
(∫ T
0
∫
B(x0,2R)
updV dt
) 1
p
.
In order to obtain the estimate for p ∈ (0, 2), we use a scaling argument, which
is adapted from the argument for elliptic equations; see [7]. Fix some T , and
let Q(r, t) = B(x0, r)× [t, T ], and from now on suppress the dependence on x0.
The estimate we have just proven shows that if R > R′ and t < t′ < T then
sup
Q(R′,t′)
u ≤ C
[
1
(t′ − t) +
1
(R−R′)2 +B
]n+1
2
(∫
Q(R,t)
u2
)1/2
.
For p ∈ (0, 2), we write(∫
Q(R,t)
u2
)1/2
≤ sup
Q(R,t)
u1−
p
2
(∫
Q(R,t)
up
)1/2
.
By Ho¨lder’s inequality, we obtain
sup
Q(R′,t′)
u ≤ 1
2
sup
Q(R,t)
u+ C
[
1
(t′ − t) +
1
(R−R′)2 +B
]n+1
p
(∫
Q(R,t)
up
)1/p
.
Let f(X, y) := supQ(X,y) u. Then the above inequality says that if X
′ < X and
T > y′ > y, then
f(X ′, y′) ≤ 1
2
f(X, y) +A
[
1
(y′ − y) +
1
(X −X ′)2 +B
]n+1
p
.
We are reduced to proving the following lemma, which is the analog of Lemma
4.3 in [7].
Lemma 3. Let f(X, y) ≥ 0 be bounded in Σ := [L0, L1] × [s1, s0] ⊂ R2≥0.
Suppose that, for (X, y), (X ′, y′) ∈ Σ satisfying X ′ < X and y′ > y we have
f(X ′, y′) ≤ θf(X, y) +A
[
1
(y′ − y) +
1
(X −X ′)2 +B
]α
for some θ ∈ [0, 1). Then for any (X, y), (X ′, y′) ∈ Σ satisfying X ′ < X and
y′ > y there holds
f(X ′, y′) ≤ c(α, θ)A
[
1
(y′ − y) +
1
(X −X ′)2 +B
]α
.
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Proof. First, choose a number τ satisfying θ < τα < 1. Define a sequence
by R0 = X
′ and t0 = y′, and set
Ri+1 := Ri + (1− τ)τ i(X −R0) ti+1 = ti − (1− τ2)τ2i(t0 − y).
Note that R∞ = X amd t∞ = y. Note that τ < 1 so that (1− τ)2 < (1− τ2).
Then the assumption implies
f(Ri, ti) ≤ θf(Ri+1, ti+1) + Aτ
−2iα
(1− τ)2α
[
1
(t0 − y) +
1
(X −R0)2 +B
]α
.
Iterating this we obtain
f(R0, t0) ≤ θkf(Rk, tk)+ A
(1−τ)2α
[
1
(t0−y) +
1
(X−R0)2 +B
]α
·
(
k−1∑
i=0
θiτ−2iα
)
.
By our choice of τ , we can take the limit as k →∞ to prove the lemma.
The proof of the theorem follows immediately.
We can now prove the main theorem.
Proof of Theorem 1. We begin by defining
u := |∇γ|2Ht + |FS |2Ht + |FQ|2Ht + 1.
Since ∇γ is a component of the curvature, it follows that |∇γ|2Ht is uniformly
bounded in L1(X). By the estimates in Proposition 4, on any compact set
K ⊂ Zalg the function u is uniformly bounded in L1(K), independent of time.
Using equations (5.4) (5.5) (5.3), we compute
(∂t−∆)u ≤ C2|∇γ|2(1 + |γ|2 + |FS |+ |FQ|)
+ |∇γ| (|γ|2 + |γ||∇FS |+ |γ||∇FQ|)− |∇∇γ|2 − |∇¯∇γ|2
+ C3(|FS |2 + |FS |3) +
(|∇∇γ||γ|+ |∇γ|2) |FS | − |∇FS |2
+ C4(|FQ|2 + |FQ|3) +
(|∇∇γ||γ|+ |∇γ|2) |FQ| − |∇FQ|2
≤ C2|∇γ|2(1 + |γ|2 + |FS |+ |FQ|)
+ |∇γ||γ|2 + 2|∇γ|2|γ|2 + 1
2
(|∇FS |2 + |∇FQ|2)− |∇∇γ|2 − |∇¯∇γ|2
+ C3(|FS |2 + |FS |3) + 1
2
|∇∇γ|2 + 2|γ|2|FS |2 + |∇γ|2|FS | − |∇FS |2
+ C4(|FQ|2 + |FQ|3) + 1
2
|∇∇γ|2 + 2|γ|2|FQ|2 + |∇γ|2|FQ| − |∇FQ|2
≤ P (|γ|, |FS |, |FQ|)u.
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where P (x, y, z) denotes some algebraic function of x, y, z. Fix any compact
set K ⊂ X\Zalg. Since |FS |, |FQ|, |γ| are uniformly bounded in Lp(K) for all
p 1, it follows that
sup
t∈[0,∞)
‖P (|γ|, |FS |, |FQ|)‖L100n(K)(t) ≤ C(n,K).
We can now apply the Moser iteration. Fix x0 ∈ X\Zalg and set 2R =
dist(x0, Zalg). Suppose that there exists times tj → ∞ such that
supB(x0,R2 )
u(x, tj) ≥ j. Set uj = u(t − (tj + 1)). Then the estimate in Theo-
rem 3 implies
j ≤ sup
B(x0,
R
2
)×[1,2]
uj ≤ C(n,R)
[
1 +
1
R2
]n+1 ∫ 2
0
∫
B(x0,R)
ujdV dt.
Since B(x0, R) b X\Zalg, the L1 norm on the right hand side is uniformly
bounded. Thus we have a contradiction for j sufficiently large.
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