Abstract The kinetic energy (KE) seasonality has been revealed by satellite altimeters in many oceanic regions. Question about the mechanisms that trigger this seasonality is still challenging. We address this question through the comparison of two numerical simulations. The first one, with a 1/10°horizontal grid spacing, 54 vertical levels, represents dynamics of physical scales larger than 50 km. The second one, with a 1/30°grid spacing, 100 vertical levels, takes into account the dynamics of physical scales down to 16 km. Comparison clearly emphasizes in the whole North Pacific Ocean, not only a significant KE increase by a factor up to three, but also the emergence of seasonal variability when the scale range 16-50 km (called submesoscales in this study) is taken into account. But the mechanisms explaining these KE changes display strong regional contrasts. In high KE regions, such the Kuroshio Extension and the western and eastern subtropics, frontal mixed-layer instabilities appear to be the main mechanism for the emergence of submesoscales in winter. Subsequent inverse kinetic energy cascade leads to the KE seasonality of larger scales. In other regions, in particular in subarctic regions, results suggest that the KE seasonality is principally produced by larger-scale instabilities with typical scales of 100 km and not so much by smaller-scale mixedlayer instabilities. Using arguments from geostrophic turbulence, the submesoscale impact in these regions is assumed to strengthen mesoscale eddies that become more coherent and not quickly dissipated, leading to a KE increase.
Introduction
Oceanic eddies (100-300 km) have been monitored by satellite altimeters for more than 25 years. They are now known to explain, not only most of the total ocean kinetic energy (KE) (Ferrari and Wunsch 2009 ), but also most of the turbulent dispersion and transport of tracers such as heat and carbon dioxide in the global ocean (Lévy et al. 2012a; Haza et al. 2012; Zhong and Bracco 2013) . Altimeter data further reveal, in many regions, the existence of significant seasonality of the kinetic energy associated with these mesoscale eddies (eddy kinetic energy or EKE) (Qiu 1999; Zhai et al. 2008; Dufau et al. 2016) , often 180°out of phase with the atmospheric forcing (Zhai et al. 2008; Dufau et al. 2016 ). This has led to question the mechanisms leading to this EKE seasonality.
A first answer has been proposed by several studies (Qiu 1999; Qiu et al. 2008; Capet et al. 2016) invoking the baroclinic instability of large-scale vertical current shears in the upper oceanic layers with a wavelength of the order of 100 km (see Tulloch et al. 2011 ). Their explanation is based on the thermocline tilt change caused by the atmospheric forcings. Specifically, Qiu (1999) and Qiu et al. (2008) showed that, in the subtropical gyre of the North Pacific Ocean, the wellstratified upper thermocline in summer/fall is destroyed in winter because of the surface cooling that begins in late October. This leads the upper thermocline tilt to be enhanced and reach a maximum in early spring with an associated increased vertical shear, a favorable situation for a Charney-type baroclinic instability to develop. When the surface buoyancy forcing changes from cooling to heating, a flatter seasonal thermocline builds up, which weakens the vertical shear and, therefore, inhibits baroclinic instability. Qiu (1999) and Qiu et al. (2008) further noted, using altimeter data, that the EKE also experiences a seasonal cycle but with a phase lag of about 2 months behind the seasonal cycle of the thermocline tilt. Analysis of the Argo and altimetry datasets suggests a similar scenario for the density structure south of the Gulf Stream (Capet et al. 2016) .
Another explanation invokes the impact of scales smaller than 50 km (called submesoscales in the present study). These scales usually emerge, preferentially in winter, from the instabilities of surface frontal structures . Many recent studies suggest mixed-layer instability, with typical unstable wavelengths of 10-40 km (MLI, see Boccaletti et al. 2007; Fox-Kemper et al. 2008; Callies et al. 2016) , as the main mechanism explaining the emergence of submesoscales in winter (Capet et al. 2008a; Mensa et al. 2013; Qiu et al. 2014; Sasaki et al. 2014; [hereafter Q14 and S14, respectively] ; Callies et al. 2016) . They further show that the resulting kinetic energy at submesoscales subsequently cascades to larger scales leading to a maximum EKE around May-June. The resulting EKE spectra are characterized by a winter k −2 slope (with k the wavenumber) and a summer k −3 slope (Q14; S14). Callies et al. (2015) using ADCP data in the Gulf Stream region reported similar results involving EKE spectra with a k −2 slope in winter and a k −3 slope in summer, suggesting the presence of more energetic submesoscales in winter. The present study focuses on the mechanisms that trigger the EKE seasonality in the North Pacific Ocean (NPO). For that purpose, we compare the results of two numerical simulations (described in Section 2), identical except for the resolution. The first one, with a 1/10°horizontal resolution (with 54 vertical levels), does not resolve scales below 50 km and, therefore, does not take into account submesoscales. The second one, with a 1/30°horizontal resolution (with 100 vertical levels), resolves a large part of the submesoscale range (between 16 and 50 km). As shown in Section 3, the two simulations display quite different results, in terms of both magnitude and seasonality, for the relative vorticity, mixed-layer depth (MLD) and EKE fields. Section 4 indicates that, in regions with high EKE-mostly the Kuroshio Extension and subtropics, the seasonality of the ocean dynamics is principally driven by the winter submesoscales. Discussion in Section 5 suggests that, in other regions where EKE is lower, the seasonality of the ocean dynamics is principally driven by larger-scale instabilities. Discussion is offered in the last section.
Two numerical simulations of the North Pacific Ocean
The OGCM for the Earth Simulator (OFES) model (Masumoto et al. 2004; Komori et al. 2005 ) is used to conduct two hindcast simulations at 1/30° (Sasaki and Klein 2012; S14) and at 1/10° ( Nonaka et al. 2016) horizontal resolutions [hereafter referred to as the 1/30°simulation and 1/10°simulation, respectively]. This model is based on MOM3 (Pacanowski and Griffies 1999) , a hydrostatic ocean model subject to Boussinesq and hydrostatic approximations. The number of vertical levels is 100 (54) for the 1/30°(1/10°) simulation. A biharmonic operator dumps numerical noises and vertical mixing makes use of a scheme developed by Noh and Kim (1999 ) in the 1/30°(1/10°) simulation. The model domain covers the North Pacific Ocean with a meridional coverage from 20°S to 68°N and a zonal coverage from 100°E to 70°W. The climatological integration of the 1/10°simulation for 15 years was first conducted by using long-term mean 6-hourly atmospheric data from 1979 to 2004 of Japanese 25-year reanalysis (Onogi et al. 2007 ). The hindcast simulation from 1979 to 2012 followed this climatological simulation. The 1/30°simulation started from the regrided output of the 1/10°simulation on January 1, 2000, and ended on December 31, 2003. The spin-up period for the upper ocean circulation for the 1/30°simulation is less than 1 year. Consequently, only outputs from the period from January 1, 2001 , to December 31, 2003 , are analyzed in this study.
A numerical simulation with a given horizontal resolution allows to capture correctly the physics of wavelengths of at least 5 times this resolution (Lévy et al. 2012b) . This means that the 1/10°and 1/30°simulations capture the physics of wavelengths, respectively, larger than 50 and 16 km. KE associated with submesoscales (<50 km) is known to result from mechanisms such as frontogenesis, wind-driven frontal instabilities, mixed-layer instabilities (MLIs), and others (see Haines and Marshall 1998; McWilliams 2016; Thompson et al. 2016) . Observational studies further emphasize that these instabilities are mostly efficient in winter and negligible in summer Buckingham et al. 2016 ). At last, many studies (Q14; S14; Callies et al. 2016; Thompson et al. 2016) suggest that winter submesoscales are mostly generated by MLI because of the larger MLD during this period (Boccaletti et al. 2007; Fox-Kemper et al. 2008 ). To better understand whether our two simulations resolve or not MLIs, we have estimated the most unstable MLI wavelengths (Stone 1966; Nakamura 1988) in the whole NPO as a function of time using the same method as in Fox-Kemper et al. (2008) (see also S14). Figure 1a -c indicates winter values (December through February) larger than 20-25 km. These wavelengths are well resolved in the 1/30°simulation but not in the 1/10°simulation. Consequently, comparison between the two simulations allows to diagnose the impacts of the winter BMLI^submesoscales on the NPO ocean dynamics. All the dynamical fields analyzed in the next sections have been averaged over a 1-day period in order to filter out near-inertial motions.
3 Basin-scale impacts of submesoscales Surface frontal structures are usually associated with intensified along-front jets and, therefore, are often exhibited in the relative vorticity (RV) field. In such frontal dynamics, RV characterizes the size of these structures and their dynamics since smaller-scale surface frontal structures exhibit larger RV (Held et al. 1995) (and, therefore, larger Rossby number, Ro, with Ro defined as Ro = ζ/f, ζ being the relative vorticity and f the Coriolis frequency), leading to large vertical velocities (Klein and Lapeyre 2009) . Figure 2a , b reveals the emergence of a strong and conspicuous seasonality in the RV field of the 1/30°simulation. This seasonality is characterized by much smaller scales with larger amplitudes in winter (with Ro reaching values of order one) compared to summer, suggesting the presence of energetic submesoscales in winter. However, this seasonality has not the same intensity everywhere. The northern part of the NPO and some areas in the eastern part have much weaker Ro magnitude but still exhibit a nonnegligible seasonality as discussed later. On the other hand, no seasonality is observed in the 1/10°simulation in which the RV field displays much weaker amplitudes and larger scales (Fig. 2c, d) .
It is well recognized, since Hakim et al. (2002) , that the submesoscale turbulence triggered by surface frontal instabilities (including MLI) leads to positive (up-gradient) buoyancy fluxes and, therefore, to a restratification of the upper oceanic layers (Lapeyre et al. 2006; Boccaletti et al. 2007; FoxKemper et al. 2008; McWilliams et al. 2009; S14; Callies et al. 2016) . To further characterize this impact, we have compared the winter MLD 1 fields in both simulations. Areas with large MLD (>200 m) (Fig. 3a, b) are patchy to the south and north of the Kuroshio Extension region (KET), which is consistent with the hydrographic and Argo float observations (Suga et al. 2004; de Boyer Montégut et al. 2004 ). In the eastern subtropical region (around 140°W and 25°N) where the subtropical mode water is ventilated (e.g. Hautala and Roemmich 1998; Hanawa and Talley 2001) , MLD is deep compared with the surroundings, which is also consistent with observations. The submesoscale impact on the restratification is revealed by Fig. 3c that shows the winter MLD differences between the two simulations. In KET, the subtropical regions, and also the mid-latitude region in the eastern part, MLD is shallower in the 1/30°simulation than in the 1/10°simulation (with a difference that can exceed 100 m). This highlights a strong restratification impact in regions where large RV magnitude with a strong seasonality is observed (Fig. 2a, b) . However, in the northern parts of the NPO (west and east), in particular in the northern part of the Kuroshio Extension, MLD is conspicuously larger in the 1/30°simulation, indicating submesoscales contribute to deepen the mixed layer instead of shallowing it.
The positive buoyancy fluxes, associated with submesoscales, also correspond to a net transformation of potential energy (PE) into KE. Some studies (Fox-Kemper et al. 2008; Q14; S14; Callies et al. 2016) further suggest that this KE flux at submesoscales is transferred to larger scales (through the inverse KE cascade) and, therefore, feeds up KE of mesoscale eddies. Therefore, it is pertinent to question the EKE differences between our two simulations. (Zhai et al. 2008) , Fig. 4a , b displays a high EKE level along the KET region, a moderate level in subtropical regions including along the Subtropical Countercurrent (STCC) (EKE is reduced by a factor 2 to 4 compared with the KET region), and a lower level (reduced by a factor 10) in other areas including the subarctic and eastern mid-latitude regions. But Fig. 4c reveals that taking into account submesoscales leads to an EKE increase by a factor close to 2 in the KET and western and eastern subtropical regions. Other regions with smaller EKE experience as well an EKE increase (with also a factor 2) in the 1/30°simulation, but this increase is not so well displayed in Fig. 4c because of the color scale. The factor 2 increase is consistent with the results from similar numerical experiments in the North Atlantic Ocean designed to assess the impact of small scales (E. Chassignet, personal communication). Furthermore, in all regions of the NPO, EKE time evolution (Fig. 5 ) reveals a significant seasonality in the 1/30°simulation, with a spring-summer maximum, consistent with satellite observations (Zhai et al. 2008; Dufau et al. 2016) . No EKE seasonality is observed in the 1/10°simulation.
These EKE results point to the pertinence of the question raised in the introduction: which mechanisms associated with submesoscales (16-50 km) trigger the EKE seasonality and EKE magnitude increase. Figures 1, 2 , 3, and 4 emphasize the existence of two classes of regions in the NPO: regions with large EKE and energetic submesoscales (large RV values) leading to a mixed-layer shallowing, and others, with weaker EKE and less energetic submesoscales leading to a weaker ML shallowing or to a mixed-layer deepening. We next address this question in each of these two classes. Our analyses are conducted in six specific regions sketched in Fig. 1a : three of them corresponding to the first class namely the KET, STCC, and Subtropical Eastern Pacific (STEP) regions, and the other three corresponding to the second class namely the Mid-latitude Eastern Pacific (MLEP), Subarctic Western Pacific (SAWP), and Subarctic Eastern Pacific (SAEP) regions. The first three regions (KET, STCC, and STEP) experience a significant RV seasonality in the 1/30°simulation with Ro rms values up to 0.2 and seasonal amplitude varying with a factor 1.5 to 2 between winter and summer ( Fig. 6a-c) . The vertical velocity (W) time series exhibit a similar seasonality with a factor 3 amplitude. On the other hand, without submesoscales (1/10°simulation), these two quantities conspicuously display almost no or a very weak seasonality. Not surprisingly, the MLD exhibits a strong seasonality in both simulations, but its winter magnitude is smaller in the 1/30°simulation as already noted in Fig. 3 . As in S14, there is a lag of about 1 month between RV and MLD (and W) time series: MLD and W time series exhibit a similar seasonality and a sudden decay in late winter not observed for RV. One explanation (see S14 for details) is that the RV field, after the abrupt decay of MLD and W, evolves as a two-dimensional turbulent flow in free decay. Figure 7 shows meridional sections of W in winter, respectively, in the western and eastern parts of the North Pacific Ocean. They illustrate the larger magnitude but also the smaller scales of this field in the 1/30°simulation compared to the 1/10°simulation. They also emphasize that W involves smaller scales in upper layers than in deeper layers. These results suggest that MLD drives the RV evolution ( Fig.  6a-c) and, therefore, the production of small scales.
Characteristics of these time series in winter, in particular their phase relationship, strongly suggest MLI as the main mechanism explaining the emergence of submesoscales in the 1/30°simulation. Indeed, the most unstable MLI wavelength in the first three regions (KET, STCC, and STEP) is larger than 20-30 km in winter (Fig. 1 ) except in a small area close to Japan where it is smaller. To confirm this in all three regions, we plotted the time series of the buoyancy fluxes (<w′b′> xy with w′, b′, and <*> xy , respectively, the vertical velocity, buoyancy anomaly, and horizontal average operator over each region) as a function of depth (Fig. 8) . The buoyancy fluxes represent the transformation of PE into KE. The flux is mostly positive and strongly intensified within the mixed layer with a larger magnitude in winter than in summer. This emphasizes the significant KE source within the mixed layer that is present in the 1/30°simulation. Figure 9 shows the spectra of the buoyancy fluxes within the mixed layer:
in the 1/30°simulation. Note that the PK spectrum is different from the co-spectrum of w′ and b′ integrated over the ML used for a spectral energy budget analysis (e.g., Capet et al. 2008c ).
Since this paper does not focus on the spectral energy budget, we chose the PK spectrum that is much easier to compute. In the KET, STCC, and STEP regions, the winter spectra peaks are close to 25-40 km. These wavelengths at submesoscale match the estimation displayed in Fig. 1 . These results suggest that the winter buoyancy flux, mostly positive within the mixed layer (Fig. 8) , has the spectral peak at submesoscale in the high EKE regions. Figure 10 displays the spectra of winter and summer W within the ML. The 1/30°simulation highlights small Ocean Dynamics (2017 Dynamics ( ) 67:1195 Dynamics ( -1216 energetic wavelengths at submesoscale in winter. In the KET, STCC, and STEP regions, winter spectral peaks (Fig. 10a-e) are close to 25-40 km, which are similar to those in the PK spectra ( Fig. 9a-c) . These results suggest that the large vertical motions at small scales are generate by the buoyancy fluxes within the mixed layer in winter. This confirms that winter MLI is the main mechanism that triggers submesoscales leading to a seasonal RV variation and to a restratification of the mixed layer. However, in the 1/10°simulation, winter and summer W spectral peaks have scales close to or larger than 100 km in the KET and STEP regions. In the STCC region, the spectral peak emerges at 50 km in winter and 200 km in summer. This is consistent with the length scale of the Charney instability invoked in Qiu (1999) and Qiu et al. (2008) .
At depths below the mixed layer, a spectral analysis of W in the 1/30°simulation (not shown) indicates steeper slopes and peaks at larger scales (>100 km) both in winter and summer (Fig. 8) . The buoyancy flux is mostly positive and strongly intensified within the mixed layer with a larger magnitude in winter than in summer. This further emphasizes the significant KE source within the mixed layer driving submesoscale motions that is present in the 1/30°simulation. Spectral KE fluxes (see Capet et al. 2008c; Klein et al. 2008; Sasaki and Klein 2012 for their equations (2) and (3)) ( Fig. 11) and EKE time series (Fig. 5) allow to characterize how the KE generated at submesoscale is transferred to other scales through the nonlinear interactions (S14, Q14). The spectral KE fluxes in Fig. 11a -c reveal a net KE transfer to larger scales starting at 25 km. This transfer is characterized by a strong seasonality, in terms of amplitude and width, with a winter intensification due to the impact of submesoscales. In the three regions, magnitude of the net upscale KE transfer increases from 25 up to 150-200 km and then decreases. The corresponding KE fluxes vary by a factor 2 to 3 between the KET region and the two other regions. In order to characterize the time scale of this KE transfer, we next analyze the impact of this transfer on the KE using the same methodology as in S14: KE is partitioned into four wavebands: the 10-100, 100-200, 200-300, and 300-1000 km wavebands. Comparison of the KE time series in the 1/30°and 1/10°simulations (Fig. 5 ) reveals that presence of submesoscales leads, in all regions, to a significant EKE increase for all scales smaller than 300 km. The increase factor is 1.8, 1.8, and 2.7, respectively, for the KET, STCC, and STEP regions, which agrees with Fig. 4c . These three regions exhibit in the 1/30°simulation a strong EKE seasonality (with seasonal amplitudes relative to the mean value close to one) for scales up to 300 km. Without submesoscale impact (1/10°simulation), both the mean value and seasonal amplitude of EKE are much smaller (Fig. 5) . One interesting characteristic is that the EKE maximum for each waveband occurs with a lag of about 1 month compared with the time series for smaller scales (maximum is approximately attained in March, April, and May, respectively, for the 0-100, 100-200, and 200-300 km wavebands). These lags actually correspond to the time it takes for the KE to be transferred for one waveband to the next one through the inverse KE cascade (as displayed for the three regions in Fig. 11a -c, see also Vallis 2006) . All these diagnoses suggest that winter MLI is the main mechanism leading to a significant KE seasonality for scales smaller than 300 km.
Scales larger than 300 km contain not only large eddies but also large-scale evolving currents such as meanders.
Comparison between the two simulations reveals an EKE increase in the 1/30°simulation in this waveband smaller than in others (Fig. 5) . The largest increase is in the subtropics: STCC (factor 2) and STEP (factor 1.6) ( Fig. 5c-f ). This increase factor is only 1.2 in the KET region (Fig. 5a, b) . As a result, although EKE in this waveband well dominates other wavebands in the 1/10°simulation, its contribution to the total EKE in the 1/30°simulation is much reduced. In terms of time variability, a significant EKE seasonality for these large scales is observed only in the two subtropical regions in both simulations with the peak amplitude being in August-September (Fig. 5c-f) . Thus, the larger production of submesoscale KE in the 1/30°simulation appears to impact largest scales in both subtropical regions through the spectral KE fluxes. This result is consistent with Chen et al. (2014) indicating that eddy-mean flow interactions are Blocal^in subtropical gyres. In the KET region (Fig. 5a, b) , although a more significant time variability of the EKE for scales larger than 300 km is observed in the 1/30°simulation, no clear seasonality emerges contrary to other wavebands. Other mechanisms, such as EKE fluxes to or from other regions, may explain the EKE characteristics in this waveband. These mechanisms are invoked by Chen et al. (2014) for the KET, which they refer to as Bnonlocalp rocesses.
Impacts of submesoscales in regions with lower EKE
In the three other regions (MLEP, SAEP, and SAWP), the most unstable MLI wavelengths are still larger than 20-30 km in winter (Fig. 1) . However, the diagnostic analyses in this section indicate that the MLI impact on the ocean dynamics in winter is much weaker than in high EKE regions. The MLEP region is, however, the one that most resembles the high EKE regions. It experiences a RV seasonality in the 1/30°simulation with a seasonal amplitude varying with a factor between 1.5 and 2 between winter and summer and with, however, smaller magnitudes (Fig. 6d ) than in the first three regions with higher EKE (Fig. 6a-c) . The vertical velocity (W) time series exhibits a similar seasonality with a factor 2-3 amplitude and is in phase with the MLD time series. The meridional section of W in winter in the eastern North Pacific Ocean also illustrates the larger magnitude but also the smaller (Fig. 7c) compared to the 1/10°simulation (Fig. 7d) . Again, there is a phase lag of about 1 month between RV and MLD times series (Fig. 6d) , suggesting that MLD drives MLIs and, therefore, the production of submesoscales. Not surprisingly, without submesoscales (1/10°simulation), RV and W time series display a much weaker seasonality. The differences between the winter MLD in the two simulations emphasize the submesoscale impact on the restratification of the mixed layer. But this restratification is much weaker than in the high EKE regions (Fig. 6a-c) (less than 10%) .
Characteristics of these time series in winter, in particular their phase relationship (see S14), suggest that winter MLIs are still active. To confirm the MLI impact, we again analyze the buoyancy flux (PK) spectra, which represents transformation of PE into KE within the mixed layer. From Fig. 9d , there are now two winter spectral peaks in the 1/30°simulation, at 100 and at 20 km (instead of one around 25-40 km in high EKE regions; Fig. 9a-c) . The resultant vertical motion W also displays the two peaks at the same scales (Fig. 10g) . However, the 1/10°simulation displays just one winter spectral PK peak at 100 km (Fig. 10h) . Figure 8d confirms the strong seasonality of the transformation of PE into KE with a positive sign. Spectral KE fluxes in Fig. 11d reveal a net KE transfer to larger scales starting at 20 km. But magnitudes of these fluxes in this lower KE region are, not surprisingly, more than three Fig. 7 (continued) to four times smaller than in high EKE regions (Fig. 11a-c) . This suggests, in the MLEP region in winter, a competition between MLIs that produce submesoscales and instabilities at 100 km that produce mesoscale eddies.
On the other hand, MLIs in the subarctic regions (SAWP and SAEP), although still well resolved in the 1/30°simula-tion (Fig. 1) , are no more the dominant process explaining submesoscales. Figures 9e, f and 10i , k emphasize that the wavelength of buoyancy flux and large vertical motions within the mixed layer in these regions is~100 km in winter and summer. Time series of the RV and MLD rms values, and in particular their phase lags, also suggest that MLIs do not dominate the dynamics in winter (Fig. 6e, f) . The RV rms values are still much larger in the 1/30°simulation than in the 1/10°s imulation, with a nonnegligible seasonality, but there is no systematic phase lag with the RV and MLD time series (as it should occur when MLIs are the main mechanism producing submesoscales, see Q14, S14). Furthermore, there is no restratification in the 1/30°simulation, and on the contrary, the winter MLD is larger in this simulation compared to the 1/10°one (Fig. 6e, f) . Since this restratification process is known to be mostly triggered by energetic frontal submesoscales, this means that submesoscales are either not energetic enough or do not have a strong frontal character (density fronts at small scale are not strong enough). This nonfrontal character is emphasized by the vertical section of the buoyancy fluxes (Fig. 8e, f) that are negative (downgradient) at the mixed-layer base during the fall. Spectral KE fluxes in the subarctic regions (Fig. 11e, f) further emphasize the impact of instabilities at 100 km: there is a net KE transfer to larger scales starting at 20 km, but this KE transfer is clearly intensified at 100 km.
These discrepancies, related to the MLI impact in winter, appear to agree with the velocity spectrum slope in the different regions (although interpretation of these slopes is not so meaningful as other diagnoses). Indeed, the velocity spectrum slope (not shown), in the high EKE regions is in k −2 in winter and k −3 in summer in the 1/30°simulation. The same spectrum slopes are observed in the MLEP region. But, in subarctic regions, these slopes are, respectively, in k −3 in winter and k −3.5 in summer. A classical interpretation (Pierrehumbert et al. 1994; Held et al. 1995; Capet et al. 2008b ; Klein and Ocean Dynamics (2017 Dynamics ( ) 67:1195 Dynamics ( -1216 Lapeyre 2009) is that a k −2 slope for the velocity spectrum is a signature of the surface frontal character of the mesoscale and submesoscale turbulence, whereas a k −3 slope is more representative of the geostrophic turbulence. Thus, although all these diagnoses do not constitute a definite proof, they suggest that the winter production of submesoscales in subarctic regions may be partly explained by MLIs, but is certainly mostly explained by the direct enstrophy cascade, more energetic in winter because of the larger KE production at 100 km.
To further confirm the discrepancies between subarctic regions and the MLEP region, we again compare the KE time series in the 1/30°and 1/10°simulations. Figure 5g , h in the MLEP region clearly reveals that KE production at submesoscale leads to increase KE in the 10-100-km waveband. But there is no clear relationship between the KE time series in the 10-100-km range with those of larger scales. The KE transfer from 20 km to these larger scales (as emphasized by Fig. 11d ) appears to be not large enough to affect significantly larger scales. These larger scales should be driven mostly by the KE production at 100 km (Fig. 9d) . On the other hand, the KE magnitude in all of the time series (except for KE scales larger than 300 km) is much larger in the 1/30°simulation than in the 1/10°one (Fig. 5g, h ), although the latter well resolves the 100-km scale. One classical explanation, usually invoked in geostrophic turbulence studies (Lapeyre et al. 1999; Joseph and Legras 2002; Lapeyre 2002) , is that using a higher numerical resolution allows to better represent the velocity shear around mesoscale eddies (that acts as a dynamical barrier), which allows these eddies to be more coherent for a longer time instead of being quickly dissipated.
In terms of KE seasonality, the MLEP region displays a strong seasonal signal in the 1/30°simulation, not observed in the 1/10°simulation. But this is observed only for scales smaller than 200 km (black curve in Fig. 5g) . Again, contribution of MLIs mostly explains this seasonality in this waveband with a peak in April (principally KE for scales smaller than 100 km: see purple curve in Fig. 5g) . A similar seasonality is observed for scales smaller than 200 km in subarctic regions (black curves in Fig. 5i, k) . But contribution of MLIs (through the KE for scales smaller than 100 km) is too small to explain this signal (purple curves in Fig. 5i, k) . Furthermore, in the SAEP region, the KE peak (black curve in Fig. 5k ) occurs in different months, either in April (in 2002) or in August (in 2003) . The instability at 100 km is a strong candidate to explain this seasonality. But a better understanding of the dynamics in these subarctic regions requires first to better identify the mechanisms (and their potential seasonality) that force these instabilities at 100 km in the upper oceanic layers.
Discussion
This study focuses on the impact of scales between 16 and 50 km (we call submesoscales) on the dynamics in the North Pacific Ocean. This is done through the comparison of two numerical simulations, identical except for the numerical resolution (respectively, 1/30°and 1/10°, allowing to resolve physical wavelengths about 5 times the grid spacing). Thus, one simulation takes into account submesoscales, the other does not. Results indicate that submesoscale impact leads in all regions, not only to an increase of the KE by a factor up to 3, but also to a significant seasonality of this KE. These KE changes can be mostly explained by the MLIs within the upper oceanic layer in winter and the subsequent KE transfer to larger scale, which are, however, geographically dependent. In high KE regions, KE production is strongly intensified within the mixed layer in winter and mostly explained by MLIs that produce KE with large vertical motions at submesoscale within the upper oceanic layers, whereas the KE production is low with vertical motions at scales close to 100 km in summer. The resulting winter submesoscale KE is subsequently transferred to larger scales leading to a seasonal EKE evolution with a maximum in spring or summer. Thus, surface frontal dynamics at small scales appears to be the dominant mechanism explaining the strong KE increase and its seasonality. In regions with lower KE, in particular in subarctic regions, the surface frontal dynamics such as MLI is no more the main mechanism explaining the KE changes. Indeed, KE production is also intensified in winter but is mostly dominated yearround by instabilities at scales close to 100 km. Furthermore, the winter mixed layer is deepening instead of shallowing when submesoscales are taken into account. Since both simulations resolve well scales of the order of 100 km, it is suggested that the significant KE increase due to submesoscales in the lower Fig. 9 Wavenumber spectra of buoyancy flux exhibiting energy transformation from potential energy to kinetic energy within the mixed layer (PK in Eq. (1)) in (black curves) winter (February and March) and (red curves) summer (from July to September) in the 1/30°simulation. a KET, b STCC, c STEP, d MLEP, e SAWP, and f SAEP boxes KE regions can be explained using arguments of geostrophic turbulence and, in particular, in terms of dynamical barriers (intensified at submesoscales) around mesoscale eddies that prevent these eddies to be dissipated too quickly. All these results need, however, to be checked more carefully, which is the focus of a future study. First, the type of instabilities that occur in the different regions at scales close to 100 km needs to be determined. The baroclinic instability of large-scale vertical current shears in the upper oceanic layers with a wavelength of the order of 100 km, corresponding to Charney-type instability, seems to be the most relevant one as reported in Qiu (1999) and Capet et al. (2016) . This mechanism may be a candidate to explain the large-scale seasonality in lower EKE regions. But what causes these large-scale (g) (h) (i) (j) (k) (l) Fig. 10 (continued) instabilities in the different regions should be carefully investigated. Furthermore, the present results do not rule out that MLIs (although having scales well resolved in the 1/30°sim-ulation) are more energetic in the lower KE regions than found in our study. Indeed, a higher resolution may lead to surface density fronts more intensified and, therefore, more likely to be affected by MLI. Production of submesoscales in the upper oceanic layers is also driven by other mechanisms such as 
(c) (f) Fig. 11 Spectral KE fluxes using geostrophic velocities in winter (black curves) and summer (red curves) in the 1/30°simulation. a KET, b STCC, c STEP, d MLEP, e SAWP, and f SAEP boxes. Note that the vertical scales in each figure are different small-scale frontogenesis, wind induced frontal instabilities occurring at smaller scales. Thus, the surface frontal dynamics at small scales may be more energetic in these regions (see Thompson et al. 2016) , but the geostrophic turbulent character is likely to still be the dominant one. The relative impact of these different mechanisms, surface frontal dynamics at small scale and geostrophic turbulence driven by large-scale instabilities, needs also to be better quantified than is done in the present study. An energy budget that mixes the approaches followed by Roullet et al. (2012) and Chen et al. (2016) would be a suitable methodology. The simulations used in the present study are well appropriate to follow this methodology.
