Given an n×n matrix with i.i.d. N (0, 1) entries except for a hidden n 0.5−δ ×n 0.5−δ submatrix where the entries are N (0, σ 2 1 ) ("planted Gaussian"), we give a polynomial-time algorithm to recover the hidden part for some δ > 0, provided σ 2 1 > 2. We also show a matching lower bound: there is no polynomial time Statistical Query algorithm for detecting a hidden part when σ 2 1 ∈ (0, 2], unless δ = 0. We present two algorithms for the upper bound, with different behaviors close to the threshold. The lower bound as well as the stronger upper bound depend on the chi-squared distance of the two distributions. We give extensions to the setting when the hidden part has entries from N (µ, σ 2 1 ).
Introduction
The problem of finding planted cliques in random graphs has been a subject of intensive study, with substantial effort going into proving that known techniques are unable to provide an efficient algorithm. A related and natural problem that has also received attention in recent years is finding planted Gaussians. The problem can be stated as follows.
Planted Gaussian. Given an n × n matrix whose entries are drawn iid from N (0, σ 2 0 ), except for a submatrix of size k × k whose entries are drawn iid from N (µ, σ 2 1 ), find the planted submatrix.
Information-theoretically, even a planting of size O(log n) can be found in time n O(log n) by enumerating subsets of size O(log n). This raises the question of the threshold for efficient algorithms.
Since the planted part has a different mean or a different variance, it is natural to try to detect the planting using either the sums of the rows (degrees in the case of graphs) or the spectrum of the matrix. However, these approaches can only detect the planting at rather large separations (when µ > ω(σ 0 ) for example) or for k = Ω( √ n) [Bop87, Kuc95, AKS98, FR10, DGGP11, BCC + 10, MRZ15, DM15b] , due to the variance of entries. Roughly speaking, the relatively few entries of the planted part must be large enough to dominate the variance of the many entries of the rest of the matrix. A precise threshold for a perturbation to a random matrix to be noticeable was given by Féral and Peché [FP07] and used in the lower bound by Montanari et al on using the spectrum to detect a planting [MRZ15] . Tensor optimization (or higher moment optimization) rather than eigen/singular vectors can find smaller cliques [FK08, BV09] , but the technique has not yielded a ploynomial time algorithm to date. A different approach to planted clique and planted Gaussian problems is to use convex programming relaxations, which also seem unable to go below √ n. Many recent papers demonstrate the limitations of these approaches, although they have not yet been fully ruled out, except for specific natural hierarchies and for particular relaxations [FK00, MPW15, HKP + 16] (see also [Jer92] ). In this paper, we give a simple, efficient, nonconvex procedure to recover planted Gaussians of size k = n 0.5−δ for δ > 0, assuming only a constant separation between the parameters of the planted Gaussian and the base Gaussian. We state below a qualitative version of the main theorem (details at the threshold are given in later sections).
Theorem 1.1 Suppose A is an n × n matrix with i.i.d. entries, each distributed according to the
Gaussian density with mean 0 and variance σ 2 0 , except in an unknown k × k submatrix, where the entries are distributed according to N (0, σ 2 1 ).
• If σ 2 1 > 2σ 2 0 , there is a δ > 0 with a polynomial-time algorithm to find the hidden part when k ≥ n 0.5−δ .
• If σ 2 1 ≤ 2σ 2 0 , there is no polynomial-time Statistical Query algorithm for k ≤ n 0.5−δ for any δ > 0.
The closest upper bound in the literature is the algorithm of [BCC + 10] for detecting dense subgraphs. These techniques could be used together with thresholding for distinguishing a planted Gaussian instance from one with no planting. However, the running time grows as roughly n O(1/(ǫ−2δ)) where σ 2 1 = 2(1 + ǫ)σ 2 0 . In contrast, our simple algorithms run in time linear in the number of entries of the matrix.
Let S × T , |S| = |T | = k be the planted part. Let
be the two probability densities. The central (intuitive) idea behind our first algorithm is to construct another matrixÂ defined asÂ
Such a transformation was also described in the context of the planted clique problem [DM15a] (although it does not give an improvement for that problem). At a high level, one computes the row sums ofÂ and shows that the row sums of the k rows of the planted part are all higher than all the row sums of the non-planted part. First, note that
the χ-squared distance between the two distributions p 0 , p 1 . Also,
Intuitively, since the expected sum of row i, for any i / ∈ S is 0, we expect success if the expected row sum in each row of S is greater than the standard deviation of the row sum in any row not in S, namely, if
So, if σ 2 1 ≥ 2σ 2 0 , then, clearly, χ 2 (p 1 p 0 ) is infinite and so intuitively, (1) can be made to hold. This is not a proof. Indeed substantial technical work is needed to make this succeed. The starting point of that is to truncate entries, so the integrals are finite. We also have to compute higher moments to ensure enough concentration to translate these intutitve statements into rigorous ones.
On the other hand, if σ 2 1 < 2σ 2 0 , then χ 2 (p 1 p 0 ) is finite and indeed bounded by a constant independent of k, √ n. So (1) does not hold. This shows that this line of approach will not yield an algorithm. Our lower bounds show that there is no polynomial time Statistical Query algorithm at all when σ 2 1 ∈ (0, 2σ 2 0 ]. The algorithms are based on the following transformations to the input matrix.
1. p 1 /p 0 : truncate each entry of the matrix at a fixed value and then apply p 1 (·) p 0 (·) to it. Then take row sums.
2. Max-threshold: first filter rows, keeping only those whose maximum entry exceeds a fixed threshold; then filter columns similarly. Then threshold entries at a fixed value.
The second method is simpler and allows us to find planted Gaussians of size n 0.5−δ . The first method also accomplishes this, but gives better behaviour at the threshold. Its analysis needs nonstandard a concentration inequality via a careful estimation of higher moments; standard concentration inequalities like the Höffding inequality are not sufficient to deal with the fact that the absolute bound on p 1 /p 0 is too large. Our algorithms also apply directly to the following distributional version of the planted Gaussian problem with essentially the same separation guarantees. A planted Gaussian distribution is a distribution over vectors x ∈ R n defined by a subset S ⊂ [n] and parameters µ, σ 1 , σ 0 as follows:
0 ) for i ∈ S, and for i ∈ S,
The problem is to identify S. For almost all known distributional problems 1 , the best-known algorithms are statistical or can be made statistical, i.e., they only need to compute expectations of functions on random samples rather than requiring direct access to the samples. This characterization of algorithms, introduced by Kearns [Kea93, Kea98] , has been insightful in part because it is possible to prove lower bounds on the complexity of statistical query algorithms. For example, Feldman et al. [FGR + 13] have shown that the bipartite planted clique problem cannot be solved efficiently by such algorithms when the clique size is k ≤ n 0.5−δ for any δ > 0. A statistical query algorithm can query the input distribution via a statistical oracle. Three natural oracles are STAT, VSTAT and 1-STAT. Roughly speaking, STAT(τ ) returns the expectation of any bounded function on a random sample to within additive tolerance τ ; VSTAT(t) returns the expectation of a 0/1-valued function to within error no more than the standard deviation of t random samples; and 1-STAT simply returns the value of a 0/1 function on a random sample.
For the planted Gaussian, our algorithmic results show that one can go below the √ n threshold on the planting size. Under the conditions of the algorithmic bounds, for σ 2 1 ≥ 2(1 + ǫ)σ 2 0 , there is a δ > 0 s.t., a planting can be detected using a single statistical query whose tolerance is at most the standard deviation of the average of O(n/k) independent samples. We complement the algorithmic results with a lower bound on the separation between parameters that is necessary for statistical query algorithms to be efficient (Theorem 3.1). Our matching upper and lower bounds can be viewed in terms of a single function, namely χ-square divergence of the planted Gaussian and the base Gaussian.
Notation
A is a n × n matrix with mutually independent entries. There is a rectangle S × T with |S| = k and |T | = l (called the "planted part") of A (each of) whose entries obey probability law N (0, σ 2 1 ) and the other n 2 − kl entries have probability law N (µ, σ 2 0 ). Two settings of interest are (1) µ = 0 and σ 1 = σ 0 and (2) σ 0 = σ 1 and µ = 0.
2 First Algorithm:
We will truncate the entries of A at M and then take p 1 /p 0 of each entry:
where, µ 0 is chosen so that
Theorem 2.1 If
The proof of this theorem will take up the rest of this section. Since
and σ 0 < σ 1 , p 1 /p 0 is an increasing function of |x| and also p 1 (x)/p 0 (x) ≥ σ 0 /σ 1 for all x. This implies:
We first prove that the row sums in the non-S rows are small, then that the row sums in S rows are large.
Proof. We prove only the first statement in detail. The proof of the second statement is on identical lines. Since we know that E(B ij ) = 0 for (i, j) / ∈ S × T , the Lemma can be proved by proving concentration of n j=1 B ij about 0. But using a standard inequality like the Höffding inequality will not be enough, since the best absolute bound we know on B ij is
and this would only yield that with high probability, we have
and this falls far short of the Lemma. Using Freedman's inequality, one can do better, but still not as well as Lemma (2.2); one gets a ln n factor instead of the √ ln n in the Lemma. The point is that p 1 /p 0 takes on this very large value only with a small probability and we have to exploit this. In other words, though B ij can be absolutely large, its moments are not that large. We prove this fact in the next Lemma and use an inequality from ([Kan09] which exploits bounds on moments to prove concentration to prove Lemma (2.2).
Lemma 2.3 For l ≥ 2, and
Proof. Using (2.3) and (2), we get:
Now, we bound E((B ij + µ 0 ) l ). First, note that:
) and so for p 1 (x) since at M , p 0 (x), p 1 (x) are both falling fast. Plugging these into (4) we get the Lemma.
We will use a concentration result from ([Kan09], Theorem 2) which specialized to our case states 
We plug in the bounds of Lemma (2.2) on E(B 2l ij ) to get
We will have m ∈ O(ln n). Now, it is easy to see that n > m exp(α 2 ln k(1 + ε)). This is because, taking logs it suffices to show that α 2 (1 − 2δ)(1 + ε)/2 ≥ 1 − (ln ln n/ ln n) which follows from the definition of α. So the quantity n/(m exp(α 2 ln k(1 + ε))) of which we are taking the l th root is greater than 1 and so the maximum value of the l th root is at l = 1. Also, l (1/l 2 ) ≤ 4. Thus, we get
Take m = c ln n. By Markov inquality, we see that
and the Lemma follows by taking the union bound over all i / ∈ S. Now, we tackle row sums in the S rows with a different argument. For (i, j) ∈ S × T , we have
Define a 0-1 random variable X ij which is 1 iff |A ij | ≥ M . Then, E( j∈T X ij ) ≥ k 1−(α 2 /2) by above and so from Chernoff, we get that with probability at least 1 − (1/k 2 ), j∈T X ij ≥ k 1−(α 2 /2) /2. This is for one i ∈ S. By union bound, we have with probability 1 − o(1):
by a direct calculation, (using ε ≥ 2δ 1−2δ + Ω ln ln n ln n ) we have
By the second assertion of Lemma (2.2), we now know that
establishing that for every i ∈ S, the row sums in the B matrix are above c √ n √ ln nk α 2 ε/2 , whereas for every i / ∈ S, they are below giving us a simple algorithm to identify S. T can also be identified similarly.
Statistical algorithms and lower bounds
For problems over distributions, the input is a distribution which can typically be accessed via a sampling oracle that provide iid samples from the unknown distribution. Statistical algorithms are a restricted class of algorithms that are only allowed to query functions of the distribution rather than directly access samples. We consider three types of statistical query oracles from the literature. Let X be the domain over which distributions are defined (e.g., {−1, 1} n or R n ).
STAT(τ )
2. VSTAT(t): For any function f : X → {0, 1}, and any integer t > 0, VSTAT(t) returns a
3. 1-STAT: For any f : X → {0, 1}, returns f (x) on a single random sample from D.
The first oracle was defined by Kearns in his seminal paper [Kea93, Kea98] showing a lower bound for learning parities using statistical queries and analyzed more generally by Blum et al [BFJ + 94]. The second oracle was introduced in [FGR + 13] to get stronger lower bounds, including for the planted clique problem. For relationships between these oracles (and simulations of one by another), the reader is referred to [FGR + 13, FPV13]. Both our algorithms for the planted Gaussian problem can be made statistical. We focus on the detection problem P: determine with probability at least 3/4 whether the input distribution is N (0, σ 2 0 ) for every entry with no planting, or if it is a planted Gaussian instance, i.e., on a fixed k-subset of coordinates, the distribution is a mixture of N (0, σ 2 0 ) and N (µ, σ 2 1 ) where the latter distribution is used with mixing weight k/n. To get a statistical version of our first algorithm (p 1 /p 0 ), consider the following query function f : For a random sample (row) x, truncate each entry, apply p 1 /p 0 − µ 0 , add all the entries and output 1 if the sum exceeds c √ n ln nk α 2 ǫ/2 , for a fixed c; else output 0.
By the analysis of Section 2, if there is no planting, the probability that this query is 1 is at most 1/n, while if there is a planting it is one with probability at least k n (1 − 1 k 2 ). Thus it suffices to approximate the expectation to within relative error 1/2. To do this with VSTAT(t), we set t = Cn/k for a large enough constant C. Thus, a planted Gaussian of size n 0.5−δ can be detected with a single query to VSTAT(O(n/k)), provided σ 2 1 ≥ 2(1 + ǫ)σ 2 0 . We will now prove that this upper bound is tight. For any 1 2 σ 2 0 ≤ σ 2 1 ≤ 2σ 2 0 , for any δ > 0, any statistical algorithm must be inefficient. (1 − ǫ), any statistical algorithm that solves P with probability at least 3/4 needs n Ω(log n) calls to VSTAT(n 1+δ ).
2. For µ = 0, and σ 2 1 = 2σ 2 0 , any statistical algorithm that solves P with probability at least 3/4 needs n Ω(log n/ log log n) calls to VSTAT(n 1+δ ).
For σ
√ n/k)), any statistical algorithm that solves P with probability at least 3/4 needs n ω(1) calls to VSTAT(n 1+δ ).
Moreover, the number of queries to 1-STAT for any of the above settings is Ω(n 1+δ ).
The proof of the theorem is based on the notion of Statistical Dimension with Average Correlation defined in [FGR + 13]. It is a generalization of statistical dimension as defined by Blum et al.
[BFJ + 94] for learning problems. We first need to define the correlation of two distributions A, B and a reference distribution U , all over a domain X,
The average correlation of a set of distributions D with respect to reference distribution U is 
The main application of this definition is captured in the following theorem. 
Average correlation
For two subsets S, T , each of size k, the correlation of their corresponding distributions
where F is the distribution with no planting, i.e., N (0, σ 2 0 ) n . For proving the lower bound at the threshold σ 2 1 = 2σ 2 0 , it will be useful to defineF S as F S with each coordinate restricted to the interval [−M, M ]. We will set M = σ 1 √ C ln k. As before, we focus on the range σ 2 1 ∈ [σ 2 0 , 2σ 2 0 ).
Proof.
We note that if z 2 ≤ 0, then the integral diverges. Assuming that z 2 > 0.
Note that σ 2 0 ≥ σ 1 2σ 2 0 − σ 2 1 , so the above bound is of the form αβ |S∩T | , where β > 1. For the second part, we have
Statistical dimension of planted Gaussian
Lemma 3.5 Let σ 2 1 < 2σ 2 0 and D be set of distributions induced by every possible subset of
the average correlation of A with any subset S is at most
Proof. This proof is similar to [FGR + 13]. Define T r = {T ∈ A : |T ∩ S| = r}. Then,
To maximize the bound, we would include in A sets that intersect S in k − 1 indices, then k − 2 indices and so on. Taking this extremal choice of A gives us a lower bound on the minimum intersection size r 0 as follows. Note that for 0 ≤ j ≤ k − 1,
where the last step assumes 2k 2 < n. Therefore,
This gives a bound on the minimum intersection size since
Therefore under the assumption on |A|, we get that r 0 < ℓ. Using this,
Theorem 3.6 For the planted Gaussian problem P, with σ 2 1 < 2σ 2 0 , the statistical dimension with average correlation at mostγ
, the statistical dimension with average correlation
We now state explicitly the three main corollaries of this theorem. This completes the proof of Theorem 3.1.
Corollary 3.7 With µ = 0, and σ 2 1 = 2σ 2 0 (1 − ǫ), we havē
and for any δ > 0, with k = n 0.5−δ , ℓ = c log n/ log(1/ǫ(1 − ǫ)), we haveγ = 2n c−2δ−1 and
Hence with c = δ, any statistical algorithm that solves P with probability at least 3/4 needs n Ω(log n) calls to VSTAT(n 1+δ ).
We note that the above corollary applies for any 0 < σ 2 1 < 2σ 2 0 , with the bounds depending mildly on how close σ 2 1 is to the ends of this range. This is quantified by the dependence on ǫ(1 − ǫ) above.
Our lower bound extends to the threshold σ 2 1 = 2σ 2 0 . For this, we need to observe that with respect to any n C samples, the distributions F S andF S are indistinguishable with high probability (1 − n −C ). Therefore, proving a lower bound on the statistical dimension of P with distributionŝ F S is effectively a lower bound for the original problem P with distributions F S .
Corollary 3.8 With µ = 0, and σ 2 1 = 2σ 2 0 , we havē
and for any δ > 0, with k = n 0.5−δ , C = log n, ℓ = c log n/2 log log k, we haveγ = 2n c−2δ−1 and SDA(P,γ) = Ω(n δ log n/ log log n ).
Hence with c = δ, any statistical algorithm that solves P with probability at least 3/4 needs n Ω(log n/ log log n) calls to VSTAT(n 1+δ ).
and for any δ > 0, with k = n 0.5−δ , µ 2 = cσ 2 ln( √ n/k), we haveγ = 2n cδℓ−2δ−1 and
, any statistical algorithm that solves P with probability at least 3/4 needs n ω(1) calls to VSTAT(n 1+δ ).
4 Second Algorithm: Row-Max-Threshold A ij . The algorithm first finds the set I of rows of A for which ρ i ≥ θ for a certain threshold θ. We will show that whp,
Similarly, we find a subset J of columns of A with column maxima at least a certain other threshold ν and show that
Now, we threshold entries of A ij , i ∈ I, j ∈ J at σ 1 to create a 0-1 matrix (or a graph). There is an elementary argument that the degrees of vertices in S, T exceed the degrees of the rest because of the higher probability of an edge in the planted part.
Most of this works, except, I, J are conditioned by the row and column maxima and so B(I, J) is not a random matrix. We get around this by a simple trick: we partition rows and columns of A into two random subsets of n/2 each. We take row and column maxima over the second parts and compute I, J over the first parts in what follows.
Partition the rows and columsn of A into 2 equal parts each at random. Rearrange so that the parts are the first n/2 rows (columns) and the second n/2 rows (columns):
It is clear that this partitions S, T into almost equal parts. We actually assume that this partitions S, T into exactly two equal parts, the error being small enough that it does not affect the proofs.
Lemma 4.2 Let θ be the (unique) real number satisfying
Let I = {i : 1 ≤ i ≤ n/2, Max n j=(n/2)+1 A ij ≥ θ}. With probability at least 9/10, both the following statements hold:
Proof. First, we claim a technical fact for later use:
This is because, f (y) = e −y 2 /2 /y is a decreasing function of y. At y = 2, it is at least 1/15 and at y = 2 ln(kl), f (y) ≤ 2/(kl). (10) follows with the substituition y = θ/σ 1 . Now, for i ∈ S, j ∈ T , (recall A ij has distribution N (0, σ 2 1 )) by standard properties of the Gaussian density,
using σ 1 ≤ θ/2 from (10) and (7). So for a single planed entry, Pr(A ij ≤ θ) ≤ 1 − (2 ln(kl)/l) which implies that the probability that a max of A ij over j = n/2+1, . . . , n (recall |T ∩{(n/2)+1, . . . , n}| = l/2) for i ∈ S is less than θ is at most (1 − (2 ln(kl)/l)) l/2 ≤ e − ln(kl) = 1/(kl). So the probability that any of the k row max's is less than θ is at most 1/l. After paying this penalty, (8) holds. For i / ∈ S, we have (by standard properties of the Gaussian density)
the last inequality, using (10). Using the union bound over j = (n/2) + 1, . . . n, we have for i / ∈ S, Pr(
which implies that
Now, use Chernoff on the independent events: {Max j A ij ≥ θ, i / ∈ S} to conclude (9).
The following Lemma is an analog of Lemma (4.2), but for column maxima instead of row maxima. The role of l, k are interchanged. 
Let J = {j : 1 ≤ j ≤ n/2; Max n i=(n/2)+1 A ij ≥ ν}. With probability at least 1 − o(1), both the following statements hold:
T ∩ {1, 2 . . . , n/2} ⊆ J
|J \ T | ≤ c(ln n) 4 n 2 k 2(1+ε) .
Proof. The proof is exactly symmetric to the proof of Lemma (4.2) with k, l, and row, column interchanged.
The choice of I, J depended only upon A (2) , A (3) of the partition of A into four parts as in (6). So, {A ij , (i, j) ∈ I × J} are mutually independent entries. Define
For i ∈ I \ S, we have E( By Chernoff inequality applied to each i ∈ I \ S and then union bound over all i ∈ I \ S, we get With probability 1 − o(1) : ∀i ∈ I \ S : j∈J X ij ≤ |J|q 0 + c |J| ln n.
Now for (i, j) ∈ S × T , we have E(X ij ) = q 1 , where, q 1 = 1 √ 2πσ 1 ∞ σ 1 exp(−x 2 /2σ 2 1 )dx. It is easy to see that q 1 > q 0 . Now, using Chernoff, we see that with probability 1 − o(1), for all i ∈ S, j∈T X ij ≥ lq 1 − c √ l ln n ≥ lq 1 (1 − o(1)). Thus, we get that with probability 1 − o(1), ∀i ∈ S : j∈J X ij ≥ |J|q 0 + Ω(l).
By Lemma (4.3), |J| ≤ c(lnn) 4 n k 1+ε + √ l ∈ o(l), using k, l ≥ n (1/2)−δ and ε > 4δ/(1 − 2δ). So, there is an easily computed threshold γ such that Min i∈S j∈J X ij > γ > Max i∈I\S j∈J X ij .
So we can find S. Similarly T .
Different means
Here, p 0 ∼ N (0, 1) and p 1 ∼ N (µ, 1). Let It is easy to check that
So by Chernoff, we get that with high probability,
Also, for i ∈ S, E( n j=1 B ij ) = E( j∈S B ij ) ≥ k 1 4µ e −µ 2 /2 − e −2µ 2 and so we can argue that with high probability, n j=1 B ij ≥ ck(e −µ 2 /2 )∀i ∈ S Now, as long as ke −µ 2 /2 /µ ≥ 10 √ ln n √ ne −µ 2 , which happens if µ > 2 ln( √ n/k) + ln ln n. This proves the theorem. A simple calculation (deferred) shows that 2µ is the optimal threshold.
