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Abstract 
Human hand gestures can be used as most essential communication tool for human computer interaction (HCI). This 
paper presents a novel and efficient framework for traffic personnel gesture recognition based on Cumulative Block 
Intensity Vector (CBIV) of n-frame cumulative difference. The experiment carried out on the real time traffic 
personnel action dataset using Support Vector Machine (SVM), Decision Tree (J48) and Random Forests (RF). 
Experimental results denote the higher performance 96.24% of the Random Forests classification, when compared 
to the SVM and Decision Tree using 5-frame cumulative difference with CBIV features. The main part of this paper 
is the application of incremental SVM and tree based classifier techniques to the problem of identification of traffic 
personnel hand signals in video surveillance, based only on person hand movement. 
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1. Introduction 
Hand signal recognition presents a usual, intuitive and appropriate way for human behavior communication 
between human and computers. First investigations about this topic began in the seventies with pioneering studies 
accomplished by1. In a human traffic control environment, drivers must follow the directions given by the traffic 
police officer in the form of human body gestures. Most of the current research focuses on human gesture 
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recognition, human behaviour analysis, hand action detection, gesture recognition2, 3. This paper concentrates on 
vision based traffic personnel hand action recognition. 
1.1. Related Work 
Hand signal recognition and detection has become a most significant area in computer vision, with several 
fundamental applications, in robotics, video surveillance, human computer interaction, and multimedia retrieval 
among others and a huge diversity of approaches have been described. Gabor filter followed by PCA for the 
American Sign Language4. In5 proposed the gait energy image (GEI), which is the average image of a gait cycle to 
characterize human walking properties. Experimental results of both synthesized and real database testified that the 
frame difference energy image [FDEI] is a feasible gait representation. In6 proposed a unified tree-based framework 
for joint action localization, recognition and segmentation based on k-means clustering using Weizmann, CMU and 
UCF sports action datasets.  
1.2. Outline of the Work 
This paper deals with traffic personnel hand gesture recognition from video sequences. The proposed 
method is evaluated using real time traffic action dataset. Difference image is obtained by subtracting the 
consecutive frames and to calculate the n-frame cumulative difference. Action information is extracted by 
identifying the Region of Interest (ROI). The extracted ROI is divided into three blocks. Maximum movement is 
identified for further analysis. Cumulative Block Intensity Vector (CBIV) is extracted as feature. The extracted 
feature is fed to the tree based classifier and SVM classifier for hand gesture recognition.  
The rest of this paper is organized as follows. Section 2 describes a proposed approach. Section 3 describes 
action classification methods. Experimental results are discussed in section 4. Finally, section 5 concludes the paper.  
2. Proposed Approach 
The overall structure of the proposed approach is shown in Fig. 1. The input videos are processed at 25 fps. 
The video sequence is converted into frames in .jpg format. To begin with the first frame is compared with the 
consecutive frames to compute frame differencing followed by the extraction of n-frame cumulative frame 
difference. ROI is extracted from the video sequence and Cumulative Block Intensity Vector (CBIV) features are 
extracted. Real time traffic personnel actions are used for experimental purpose as discussed in section 4.  
Fig. 1. Overall Diagram of the Proposed Approach. 
2.1. Frame Differencing 
Frame differencing, also widely known as sequential difference is the method of subtracting the two video 
frames. In this method, current frame and successive of current frame of the video pixel wise differences are used to 
get extract the moving object. Movement information Tk or difference image is calculated using 
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Where Ik(x,y) is the intensity value of the pixel (x,y) in the kth frame, t is the threshold, w and h are the width and 
height of the image respectively. The value of t=30 is used in the experiments.  
2.2. n-Frame Cumulative Differencing 
The n-frame cumulative differencing is applied for identifying the region showing maximum intensity.  
hywx
yxkIyxkIyxkD
dddd
 
1   ,1        
),(1),(),(
                                                                                                                    (3) 
Where Dk is the difference image obtained by subtracting by two successive frames Ik and Ik+1.  Ik(x,y) is the pixel 
(x,y), w and h are width and height of the image respectively. Cumulative consecutive difference images are 
calculated as follows: 
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Where, Dk is the difference image obtained by subtracting by two consecutive frames Ik and Ik+1. Dk+n is the n 
number of cumulative differences.  
2.3. ROI Extraction 
A region of interest is a separation of an image identified for a particular purpose. Once the foreground 
image is extracted, the next step is to identify the ROI for further analysis. For ROI extraction, the approach used in7 
is utilized. The height of the bounding box H(t) for ROI extraction is calculated using Height(t) = H(t)/H(max), 
where H(t) is the height of the bounding box in the video frame at time 't', H(max) is the maximum value that H(t) 
has for the entire video sequence. Width of the bounding box is fixed similarity using Width(t)=W(t)/W(max). 
Finally, ROI is extracted as ROI=Height(t)/Width(t). For the purpose of the consistency, the ROI region is 
considered to be of size 60 X 40 for all actions without any loss in information shown in Fig. 2 (a). 
2.4. Cumulative Block Intensity Vector (CBIV) 
A novel and efficient feature called Cumulative Block Intensity Vector (CBIV) is proposed in this work. 
The extracted ROI as discussed in Section 2.3 is identified as motion regions. So, in order to minimize computation, 
the work divided the ROI into three blocks. The average intensity of pixels in these blocks B1, B2 and B3 are 
calculated. For all the actions, it is seen that maximum motion is identified either in the B1 or in B2 blocks. Hence 
in order to minimize computation, only the blocks showing maximum movement are considered for further analysis. 
The approach uses ROI of size   60×40 with each region of size 20×40. So, for further analysis the region having 
maximum intensity of size 20×40 only is utilized. This region is further divided into 5×5 block of size 4×8 for 
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further analysis shown in Fig. 2 (b). 
 
 
 
 
 
 
 
Fig. 2. (a) ROI extraction and (b) Cumulative Block Intensity Vector (CBIV). 
3. Action Classification Methods 
SVM and Tree based classifiers are one of the much known classifiers. SVM (Polynomial and RBF kernel), 
Decision Trees (DTs) and Random Forests (RF) are utilized to discriminate the traffic personnel hand gestures in 
this paper. 
 
 
 
 
3.1. Support Vector Machine (SVM) 
Support Vector Machines (SVMs) are useful methods for data classification. Which have newly gained 
popularity within visual pattern recognition8, 9. A classification task typically involves separating data into training 
and testing sets. In the each occurrence in the training set contains one class labels and several observed variables. 
The aim of SVM is to construct a model based on the training data to predict the target values of the test. (xi, yi), i = 
1, ....., l where 1 is a feature vector and 1} is a class label. The goal of SVM is to separate the 
data with the hyperplane using a kernel trick10, 11. The Distance between the nearest points on hyperplane to origin 
can be found by maximizing the x on the hyperplane. The hyperplane w.x + b = 0 is used to separate the two classes 
in feature space, where w is the coefficient of vector and b is the scalar. Such that yi (w.xiE׊i. 
3.2. Decision Tree (J48) 
Decision trees are commonly used methods for pattern classification. Decision tree is a common and 
intuitive approach to classify a pattern through a sequence of questions in which the next question is depends upon 
the answer to the current question. A decision tree is a visual representation of a problem. A decision tree helps to 
decompose a complex problem into smaller, more manageable undertakings. This allows the decision makers to 
make smaller determinations along the way to achieve the optimal overall decision. Decision tree analysis is a 
formal, structured approach to making decisions. Chi-squared automatic integration detection (CHAID) introduced 
in12 and classifier 4.5 (C4.5, J48) in13. In this study, J48 algorithm decision tree were applied to Traffic personnel 
hand features. J48 classifier is a standard model in C4.5 decision tree for supervised classification. 
3.3. Random Forest (RF) 
A Random Forests (RF) is a classifier consisting of a collection of tree-structured classifiers first proposed 
by14 and further developed by15. It is an effective tool in prediction. It is a combination of tree predictors such that 
each tree depends on the values of a random vector sampled independently and with the same distribution for all 
trees in the forest. All trees in the forests are unpruned. RF takes advantages of two powerful machine learning 
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techniques: bagging16 and random feature selection. The theoretical and practical performance of ensemble 
classifiers is well document17. 
4. Experimental Results  
In this section, describe the real time traffic personnel action dataset and evaluation results, and the present 
experimental environments for the proposed cumulative block intensity vector with SVM, Decision Trees and 
Random Forests. The experiments carried out in C++ with OpenCV 2.2 in Ubuntu 12.04 operating system on a 
computer with Intel CORETM I5 processor 2.30 GHz with 4 GB RAMS. LIBSVM18 and WEKA19 tool to develop 
the model for each action and these models are used to test the performance and classifications are used for 
experimental purpose. 
4.1 Dataset 
Gesture recognition of Indian traffic police has important meaning for driver assistance system and intelligent 
vehicle. In real time traffic personnel datasets performs 12 actions. The view point is static. The surveillance system, 
a surveillance camera mounted on the wall is employed to collect the traffic action videos. They are performed by 
25 actors. In total, the data consists of 300 video samples. The datasets are shown in Fig. 3. Video clips are at 25 fps. 
In this work, the samples are taken into a training set of twenty persons at 180 minutes video and testing set of five 
persons at 60 minutes video. Table 1 shows the personnel action hand direction with duration of videos in seconds 
for all actions. In the same way, 25 actors perform these 12 actions. 
Table 1. Dataset Description. 
No. Police Action Gesture Type Video  Duration in Seconds (Approximate) 
1 To start one side vehicles (A1) 10 
2 To stop vehicles coming from front (A2) 09 
3 To stop vehicles approaching from back (A3) 09 
4 To stop vehicles approaching simultaneously from front and back (A4) 15 
5 To stop vehicles approaching simultaneously from right and left (A5) 13 
6 To start vehicles approaching from left (A6) 07 
7 To start vehicles coming from right (A7) 10 
8 To change sign (A8) 17 
9 to start one side vehicles (A9) 13 
10 To start vehicles on T-point (A10) 18 
11 To give VIP salute (A11) 11 
12 To manage vehicles on T-point (A12) 08 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Example for Personnel Action Gestures. 
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4.2 Performance Evaluation 
To compute accuracy, F ± measure is defined as,  
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Where, P and R are precision and recall. The F-Measure computes some average of the information retrieval 
precision and recall metrics.  Where, TP, FN, TN and FP are true positive, false negative, true negative and false 
positive respectively.  The evaluation of classifier-level performance, two metrics: true positive rate (TPR) and false 
positive rate (FPR) are defined as follows: 
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4.3 Experimental Environments   
In this section presents hand gesture recognition problem using SVM classifier and also using open source 
machine learning tool WEKA19. For this purpose, traffic personnel gesture action datasets are used shown in Fig. 3. 
The performances of the Decision Trees and Random Forests classifiers were measured using 10-fold cross 
validation model and SVM classifier using multiclass classification. The detailed results for the weighted average of 
precision, sensitivity and specificity analysis for the experiments conducted are presented in Table 2, Table 3 and 
Table 4. Table 2 gives the proposed n-frame cumulative difference using SVM (RBF) multiclass classification with 
CBIV features. Table 3 and Table 4 respectively tabulate the performance of the Tree based classifiers and the 
proposed n-frame cumulative difference on twelve actions using 10-fold cross validation with CBIV features. Table 
5 gives the confusion matrix of the 5-frame cumulative difference using SVM with RBF kernel. 
 
Table 2. The overall classification accuracies, precision, sensitivity and specificity values for the proposed n-frame cumulative difference with 
SVM (RBF) classifier. 
 
Table 3. The overall classification accuracies, precision, sensitivity and specificity values for the proposed n-frame cumulative difference using 
DT (J48) classifier with 10-fold cross validation. 
n-Frame Cumulative Difference Classification accuracy (%) Precision (%) Sensitivity (%) Specificity (%) 
3-Frame 83.3 83.7 83.4 81.3 
4-Frame 84.7 87.1 85.5 83.9 
5-Frame 94.7 94.3 94.2 93.7 
7-Frame 92.1 92.0 92.0 91.2 
10-Frame 71.4 78.1 73.2 71.3 
n-Frame Cumulative  Difference Classification accuracy (%) Precision (%) Sensitivity (%) Specificity (%) 
3-Frame 86.7 86.8 86.8 86.9 
4-Frame 90.5 90.4 90.4 90.6 
5-Frame 92.4 92.4 92.4 92.8 
7-Frame 88.3 88.4 88.4 88.5 
10-Frame 89.3 89.2 89.4 89.8 
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Table 4. The overall classification accuracies, precision, sensitivity and specificity values for the proposed n-frame cumulative difference using 
Random Forests classifier with 10-fold cross validation. 
 
Table 5. Gesture Recognition results at 5-frame cumulative difference for traffic personnel dataset using SVM RBF classifier ± confusion matrix 
(92.47%). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 shows the comparison of the average value of n-frame cumulative difference using SVM with RBF, 
Decision Trees and Random Forests algorithm. The proposed approach gives higher performance value of 5-frame 
cumulative difference with 25 dimension CBIV feature using Random Forests algorithm when compared to SVM 
and Decision Tree (J48). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Comparison for the accuracy of all action with 5-frame cumulative difference using SVM (RBF), Decision Trees and Random Forests. 
4.4 Discussion on the Classification   
Table 5 shows the confusion matrix of the gesture recognition results of the proposed method. While observing 
the table most of the misclassifications exist in A1, A9, A10 and A12 (To start one side vehicles, to start one side 
vehicles, to start vehicles on T-point and to manage vehicles on T-point). Some misclassifications are due to the 
similarities of these gestures. For example in figure 5 shows the user is doing their traffic signal actions. However, 
n-Frame Cumulative  Difference Classification accuracy (%) Precision (%) Sensitivity (%) Specificity (%) 
3-Frame 87.8 87.9 87.8 86.2 
4-Frame 90.6 90.6 90.6 89.6 
5-Frame 96.2 96.9 96.8 96.6 
7-Frame 95.1 95.2 95.1 94.6 
10-Frame 85.9 87.4 86.4 84.7 
 A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 
A1 85.86 0.00 0.00 0.00 0.00 0.00 0.00 0.00 4.09 5.10 0.00 4.95 
A2 0.91 94.51 0.00 0.84 0.51 0.62 0.46 0.81 0.00 0.82 0.00 0.52 
A3 0.91 0.52 95.17 0.00 0.52 0.35 0.81 0.00 0.51 0.00 0.57 0.64 
A4 0.36 0.91 0.52 95.87 0.00 0.05 0.00 0.04 0.52 0.35 0.81 0.57 
A5 0.81 0.91 0.95 0.14 93.94 0.05 0.91 0.04 0.52 0.35 0.81 0.57 
A6 0.52 0.35 0.81 0.51 0.00 95.45 0.00 0.00 0.64 0.00 0.81 0.91 
A7 0.84 0.51 0.62 0.46 0.81 0.00 95.83 0.41 0.52 0.00 0.00 0.00 
A8 0.95 0.05 0.20 0.04 0.52 0.35 0.91 95.82 0.00 0.35 0.81 0.00 
A9 4.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 85.91 5.59 0.00 3.85 
A10 3.16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.95 88.81 0.00 4.08 
A11 0.84 0.51 0.62 0.46 1.00 0.00 0.82 0.95 0.52 0.00 93.82 0.46 
A12 2.57 0.00 0.00 0.00 0.25 0.00 0.00 0.00 4.92 3.51 0.00 88.75 
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the movements of the hand gesture signals are not similar and the rotation of the hand position is moreover similar. 
An efficient traffic personnel hand gesture recognition method, by analyzing the misclassification samples find out 
which gestures is easy confused with others shown in Fig 5. The performances of these actions are below average.  
 
 
 
 
 
 
 
 
Fig. 5. An example for the misclassification gestures. 
5. Conclusion and Future Work  
This work presented for traffic personnel action recognition for traffic surveillance using Cumulative Block 
Intensity Vector (CBIV) as feature. Indian traffic personnel performs 12 actions are taken performing the 
experiment. The ROI extracted from the various cumulative frame difference images are used for classification. 
These features evaluate the performance using SVM, tree based Random forests and decision tree (J48). This 
approach gives good classification accuracy of 96.24% for 5-frame cumulative difference with 25 dimension CBIV 
feature using Random Forests algorithm. Future work, intend to enhance the flexibility of this approach by under 
complex environment. 
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