We present the results of a survey for intervening Mg ii absorbers in the redshift range z 2-6 in the foreground of four high redshift quasar spectra, 5.79≤z em ≤6.133, obtained with the ESO Very Large Telescope X-shooter. We visually identify 52 Mg ii absorption systems and perform a systematic completeness and false positive analysis. We find 24 absorbers at ≥5σ significance in the equivalent width range 0.117≤W 2796 ≤3.655Å with the highest redshift absorber at z=4.89031±4×10 −5 . For weak (W 2796 <0.3Å) systems, we measure an incidence rate dN/dz=1.35±0.58 at <z>=2.34 and find that it almost doubles to dN/dz=2.58±0.67 by <z>=4.81. The number of weak absorbers exceeds the number expected from an exponential fit to stronger systems (W 2796 >0.3Å). We find that there must be significant evolution in the absorption halo properties of Mg ii absorbers with W 2796 >0.1Å by <z>=4.77 and/or that they are associated with galaxies with luminosities beyond the limits of the current luminosity function at z ∼5. We find that the incidence rate of strong Mg ii absorbers (W 2796 >1.0Å) can be explained if they are associated with galaxies with L≥0.29L * and/or their covering fraction increases. If they continue to only be associated with galaxies with L≥0.50L * then their physical cross section (σ phys ) increases from 0.015 Mpc 2 at z=2.3 to 0.041 Mpc 2 at <z>=4.77. We measure Ω Mg ii =2.1 +6.3 −0.6 ×10 −8 , 1.9 +2.9 −0.2 × 10 −8 , 3.9 +7.1 −2.4 × 10 −7 at <z>=2.48, 3.41, 4.77, respectively. At <z>=4.77, Ω Mg ii exceeds the value expected from Ω H i estimated from the global metallicity of DLAs at z 4.85 by a factor of ∼44 suggesting that either Mg ii absorbers trace both ionised and neutral gas and/or are more metal rich than the average DLA at this redshift.
INTRODUCTION
Quasar (QSO) absorption systems provide a luminosity independent view of the universe and can trace the enrichment and ionisation state of the inter-galactic medium (IGM) and circum-galactic medium (CGM) (see Becker et al. 2015a for a recent review). The Mg iiλλ2796.3542 2803.5314 doublet (Mg iiλλ2796 2803) has long been used as a tracer of enriched and ionised cool gas surrounding galaxies (Churchill E-mail: acodoreanu@swin.edu.au et al. 1999 Weiner et al. 2009; Chen et al. 2010a,b; Lovegrove & Simcoe 2011; Kacprzak et al. 2011; Kornei et al. 2012; Matejek & Simcoe 2012 and others) and the strength of the λ2796 feature, W 2796 , has been used to associate absorption systems with the properties of star-forming galaxies (Ménard & Chelouche 2009; Ménard et al. 2011; Matejek & Simcoe 2012) , galaxy groups (Gauthier 2013) , L * galaxies (Bergeron & Boissé 1991; Steidel et al. 1994; Ménard & Chelouche 2009 ) as well as low-surface brightness galaxies (Churchill et al. 1999 ).
The Sloan Digital Sky Survey (SDSS) provides a large collection of QSO spectra which has been used to investigate intervening Mg ii absorbers. Given the wavelength coverage (∼0.38-0.92 µm), resolution (∼150 kms −1 ) and typical signal-to-noise (S/N) of SDSS spectra, such investigations are complete for only strong Mg ii systems (W 2796 ≥ 1Å) in the redshift window 0.4≤z≤2.3. Their incidence rate, dN/dz, can be well described by a single power-law function, dN/dz = N * (1 + z) β (Nestor et al. 2005; Prochter et al. 2006a,b) . These strong Mg ii systems are associated with the haloes of star-forming galaxies (Martin & Bouché 2009; Mé-nard et al. 2011; Rubin et al. 2014; Zhu & Ménard 2013) and Seyffert et al. (2013) estimate their physical cross section (σ phys ) by connecting their incidence rate with that of B-band-selected galaxies. They find that their σ phys increases from 0.005 to 0.015 M pc 2 from z=0.4 to z=2.3, which corresponds to a projected radius of ∼40 to 70 kpc. This is in agreement with non-SDSS studies on the connection between Mg ii absorbers and galaxy halo gas (Bordoloi et al. 2011; Nielsen et al. 2013a,b) . This increase in cross section from redshift 0.4 to 2.3 is then driven by the strong outflows from star-forming galaxies whose star formation rate density increases and peaks around redshift ∼2 (see Madau & Dickinson 2014 for a recent review).
While SDSS studies are complete for only strong systems, they can identify Mg ii absorbers down to W 2796 ∼0.3Å. In order to push the detection limit below 0.3Å, Nestor et al. (2006) follow-up 381 SDSS QSOs with the MMT telescope. They identify 140 Mg ii absorption systems with 0.1Å≤ W 2796 ≤3.2Å and 0.1973≤ z ≤0.9265. They find that the full equivalent width frequency distribution, dN/dW, can not be well described by a single exponential function (dN/dW = (N * /W * )e (−W 2796 /W * ) ). The fit breaks down due to an excess of absorbers with W 2796 <0.3Å. Thus, using data from a single survey, they identify an inflection point in the dN/dW at W 2796 0.3Å. This transition suggests that the full range of Mg ii absorbers is composed of systems enriched through physically distinct processes. Churchill et al. (1999) also investigate weak Mg ii absorption systems (W 2796 ≤ 0.3Å). They perform a spectroscopic survey using HIRES on Keck I and find 30 such systems in the range 0.4≤z≤1.4. Narayanan et al. (2007) increase the search range to z ∼2.4, by using the UVES spectrograph on VLT and identify a further 112 weak Mg ii absorption systems. Both surveys are ∼80% complete down to W 2796 ∼0.02Å and also identify an excess of weak Mg ii absorbers. Given their high incidence rates, weak Mg ii absorbers have been identified as possible tracers of subLyman limit systems (sub-LLS; defined as N H I <10 17.3 Wolfe et al. 2005) enriched by stellar processes (Churchill & Le Brun 1998; Churchill et al. 1999 ) and/or CGM/halo gas (Narayanan et al. 2007) . Rao et al. (2006) connect Mg ii absorbers to HI (z < 1.65) by selecting SDSS QSOs with Mg ii absorbers and follow them up with UV spectroscopy using the Hubble Space Telescope. They find that damped L yα systems (DLAs; defined as N H I ≥10 20.3 cm −2 Wolfe et al. 2005) are exclusively drawn from systems with W 2796 ≥0.6Å. If the selection criteria are expanded to include the presence of Fe transitions with W F eI Iλ2600 ≥0.5Å then half of those systems are found to be DLAs.
Identifying Mg ii absorbers beyond z ∼2.6 requires observations in the near infrared and Matejek & Simcoe (2012) (MS12 from here on) as well as Chen et al. (2016) (C16 from here on) undertook such a survey using the Folded-port InfraRed Echellette (FIRE, Simcoe et al. 2008 ) on the Magellan Baade Telescope. They observe 100 QSOs in the redshift range 1.9<z<7.08 with five systems beyond redshift 6. They are unable to investigate the evolution of weak Mg ii systems as MS12 is only complete down to ∼0.337Å. They find that dN/dz is consistent with no evolution for intermediate/medium systems (0.3<W 2796 <1Å). For strong Mg ii systems (W 2796 >1Å) they find an increase towards z ∼3 followed by a decrease towards the early universe, reminiscent of the evolution in cosmic star formation rate density (Madau & Dickinson 2014) . Matejek et al. (2013) (MS13 from here on) investigate the metallicity and associated HI column densities of the Mg ii absorbers presented in MS12. They find that the incidence rate and metallicity of absorbers with W 2796 >0.4Å are consistent with the hypothesis that they are DLAs. They also find that Mg ii systems associated with subDLAs (defined as 10 19 cm −2 <N H I <10 20.3 cm −2 DessaugesZavadsky et al. 2003) are metal rich when Fe, Si and Al transitions are considered and that the incidence rate of classic (as defined in Churchill et al. 2000) intermediate/medium Mg ii systems does not evolve with redshift. They also separate strong Mg ii absorbers into DLA/HI-rich and double systems (as defined in Churchill et al. 2000) and find that only the incidence rate of strong double system rises from redshift 2 to 3 and then drops towards redshift 5 while the incidence rate of strong Mg ii DLA/HI-rich absorbers decreases from redshift 2 to 5. They suggest that further considerations, beyond just the strength of the W 2796 feature, are needed when connecting these systems to star-forming galaxies.
Mg ii has proven itself an effective probe of the enrichment of the CGM as it traces low-ionisation, metal-enriched outflowing (Ménard & Chelouche 2009; Rubin et al. 2010; Weiner et al. 2009 ) and accreting gas (Kacprzak et al. 2012; Rubin et al. 2012) . It has provided observational constraints for testing metal transport and ionisation in cosmological simulations. The high frequency of weak systems, the lack of evolution of intermediate/medium systems and the connection between strong systems and global star formation history suggests that the total cross section of Mg ii absorbers is influenced by a range of physical effects such as covering fractions and metallicity. Furthermore, accurately modelling the chemical evolution of the universe is problematic as it depends on density field variations as well as the strength and shape of the global UV ionising background (Oppenheimer et al. 2009 ). Metal enrichment is also dependent on the outflow models (Oppenheimer & Davé 2006) , the initial mass function of Population III stars (Pallottini et al. 2014) and it requires high-resolution in order to identify low mass self-shielded regions (Bolton & Haehnelt 2013) .
Given the difficulty of modelling Mg ii systems, especially those arising in self-shielded low mass systems at the mass resolution limit of current cosmological simulations, only one attempt has been presented in the literature. Keating et al. (2016) test the impact of different feedback schemes, choice of hydrodynamic code and UV background in four different simulations, including the Illustris and Sherwood simulations. These simulations are unable to reproduce the incidence rate of strong absorbers, under-predict the incidence rate of intermediate/medium systems and do not address the evolution of weak systems.
Greater consistency is achieved with simulations of the high ionisation metal transition C ivλλ1548 1550. Oppenheimer & Davé (2006) , Oppenheimer et al. (2009) and Cen & Chisari (2011) are able to reproduce the decline in the comoving mass density of C iv, Ω C iv , observed past redshift 5 (Simcoe 2006; Simcoe et al. 2011; Ryan-Weber et al. 2006; Becker et al. 2009; Ryan-Weber et al. 2009; D'Odorico et al. 2013) . This drop by a factor of 2 to 4 from redshift 5 to 6 suggests either a rapid decrease in the enrichment or the ionisation state of the IGM (Becker et al. 2015a ), a degeneracy that could be broken by measuring the comoving mass density of low ionisation ions. Mathes et al. (2017) explore the evolution of the comoving mass density of Mg ii (Ω Mg ii ). They investigate 602 QSO spectra and find that Ω Mg ii increases from Ω Mg ii 0.9×10 −8 at <z>=0.49 to Ω Mg ii 1.4×10 −8 at <z>=2.1. Becker et al. (2006 Becker et al. ( , 2011 also investigate the low ionisation ions O i, Si ii and C ii in the redshift range 5.3<z<6.4. However, no current studies have explored the the comoving mass density of low ionisation ions in the redshift range 2<z<6. We explore this missing discovery space and present, for the first time, the evolution Ω Mg ii in the redshift range 2<z<5.45.
The observations are described in Section 2 and the Mg ii candidate selection is described in 3. We provide notes on the individual absorbers in Section 3.4. We discuss the impact of variable completeness and false positive contamination on our statistics in sections 4.1 and 4.2. Our line statistics are presented in sections 4.3 and 4.4. The Ω Mg ii calculations and values are in section 5. We discuss our results in Section 6. Our findings are summarised in section 7. Throughout this paper we use a ΛCDM cosmology with Ω M = 0.308 and H o = 67.8 kms −1 Mpc −1 (Planck Collaboration et al. 2015).
OBSERVATIONS AND DATA REDUCTION
Observations were conducted in service mode using the Xshooter spectrograph (Vernet et al. 2011 ) from July 2009 to October 2010 for the program 084.A-0390(A) under nominal conditions of seeing≤0.8" and any lunation. We utilised 0.7" and 0.6" slits to minimise the effect of OH sky lines, which deliver a nominal resolution of R=11,000 and 8,100 corresponding to a FWHM of 27 and 37 kms −1 for the VIS and NIR arms, respectively. The final science exposure times on the 4 QSOs are given in Table 1 . The VIS and NIR spectra are collected simultaneously but not all data met the minimum quality control. Thus, total exposure times in the two arms are not equal for all QSOs. The data were reduced using customised IDL routines and the final spectra were binned to a resolution of 10 kms −1 pixel −1 . The QSO spectra were continuum fitted and normalised using the UV E S popler package 1 .
CANDIDATE SELECTION

Automatic search
In order to identify possible Mg ii absorbers we first create a candidate list using a detection algorithm which simply requires:
• a minimum 3 consecutive pixel 3 or 5 σ i detection; 
Visual Check
The list of 103 candidates from the detection algorithm is then checked by eye by the lead author (AC). Absorbers with a large mis-match in the velocity profile of the λ2796 and λ2803 were rejected. These rejected systems generally occurred in regions of strong sky line residuals.
We also search for associated ions
Fe ii and Ca ii) with the identified doublets and they will be presented in a subsequent paper. The visual check is also used to reject mis-identified Mg ii that are in fact due to other doublets, such as C iv, whose velocity profiles are well matched. However, given that this additional information is not available across the full redshift path of our survey or for all Mg ii absorbers, we do not use associated transitions to strengthen the identification of individual Mg ii absorbers. Following this visual inspection we are left with 52 Mg ii absorbers.
Voigt Profiles & Equivalent Widths
We used VPFIT 10.0 to fit Voigt profiles to the absorption lines and, through a χ 2 minimisation procedure determine the best fitting values of redshift (z), column density (N) and Doppler parameter (b). The Doppler parameter has contributions from thermal and turbulent motions; the latter were assumed to be the same for all the ions fitted, while for the former we fixed the gas temperature to be T=10000K in all cases. As the dominant source of uncertainty arises from the continuum fitting process, we adjust the continuum level by ±5% and repeat the entire fitting procedure. This leads to the error bars associated with each set of Voigt profile parameters.
Individual components within 500 kms −1 are considered a system and the equivalent width of the λ2796 transition (W 2796 ) is computed as the sum of each component's W 2796 . The associated system equivalent width error (σW 2796 ) is calculated by adding all individual component W 2796 errors in quadrature. The velocity width (∆v) is calculated by first identifying the boundary enclosing 90% of the optical depth (∆λ; Prochaska et al. 2008 ) which leads to ∆v=c × ∆λ Figure 1 with the best linear fit line overplotted as a solid black line. The 1σ bounds are overplotted with black dash lines and filled in with light tan. The best linear fit is
and the slope is very consistent with the results of MS12. However, we find a lower intercept value (29±10 kms −1 ) than MS12 (80.2±8.6 kms −1 ), reflecting the increased resolving power of X-Shooter VIS (R=11000) vs. FIRE (R=6000). The raw statistics as a function of W 2796 and redshift are given in Figure 2 . In order to be able to identify the entire family of Mg ii absorbers we observed our targets for a minimum of ∼10h, more than doubling the average exposure time of MS12 and C16 for similar redshift objects. While the increased exposure time will increase the likelihood of identifying possible weak absorbers, some weak systems may still exist with widths narrower than the instrumental resolution. For example, both studies observe SDSS J1306 + 0356 and U L AS J1319 + 0950, but we increased the exposure times of the MS12 and C16 spectra (∼4.35 and ∼5.35 hours respectively) to an average of ∼10 hours. Pairing these exposure times with the larger collection area of VLT vs Magellan (8m vs. 6.5m), we are able to confidently identify and classify weak Mg ii absorption systems past z∼5 at both 3 and 5σ levels.
We investigate the impact of telluric contamination characteristic of NIR observations and find that there are portions of the spectra in which even the strongest systems can not be confidently identified. However, our selection cri-teria only reject weak visually identified systems. This gives us confidence that the selection criteria are robust and that the surviving systems are real. Our analysis only includes those systems which meet these selection criteria and the calculation of the associated recovery level of each system is discussed in Section 3.5.
In the following subsections we discuss the individual lines of sight and each of the discovered Mg ii absorbers. The absorbers which do not meet our 5σ selection criteria are marked with * and those which do not meet both 5σ and 3σ selection criteria are marked with * * . Individual components which are blended with other transitions are marked with ⇓ and individual components which are blended with poor residuals arising from sky lines are marked with ⇑. In these instances, the Voigt profile is used to obtain the associated W 2796 value. The selection criteria are described in Section 3.5. We visually identify 52 Mg ii absorption systems and 23 pass our 5σ selection criteria over a redshift path ∆z=13.8.
Individual sight lines
ULAS J0148+0600
This QSO was first discovered in the UKIRT Infrared Deep Sky Survey (UKIDSS; Lawrence et al. 2007 ) and was first presented in literature by Bañados et al. 2014 with i p1 =22.80±0.25, z p1 =19.46±0.02, y p1 =19.40±0.04 and emission redshift, z=5.96. The redshift was later refined by Becker et al. (2015b) using X-Shooter on VLT to z em =5.98±0.01. This sightline had not been previously investigated for the presence of metal line absorption systems but a ∼110 Mpch −1 Gunn-Peterson trough was discovered and discussed by Becker et al. 2015b . It extends from z ∼5.5 to z ∼5.9 and we discovered no associated metal absorbers (Mg ii , C iv or Si iv) in this redshift range. A caveat is that we are not more than 50% complete for Mg ii over the full redshift range of interest (as indicated in Figure 5 ). However, we have performed a comprehensive search for multiple ions and find no unidentified metal transitions which could be associated with unidentifed strong Mg ii systems in that redshift range.
We present 9 new Mg ii systems. Systems 1, 6 * , 7, and 9 * * are single component systems. System 2 has the most complex velocity structure with five components, two of which are saturated. Systems 3, 4 and 8 are two component systems and system 4 is fit with three components, one of which is saturated. Systems 6 * only meets our 3σ selection criteria described in section 4. System 9 * * does not meet meet our 3 or 5σ selection criteria described in section 4.
The highest redshift absorber in this sightline that passes both of our 3 and 5σ selection criteria is system 8 with z abs =4.89031±4×10 −5 . All of the systems are plotted in Figure 3 and their measured component and system parameters can be seen in Table A1 .
SDSS J0927+2001
This QSO was first discovered as an SDSS i band dropout with i AB =22.12±0.17, z AB =19.88±0.08 and a J-band magnitude of J V ega =19.01±0.10 (2MASS; Skrutskie et al. 1997 We present the first discovery of 22 Mg ii systems in this sightline. System 1 is a two component system. System 3 is also a two component system and its λ2796 transition is blended with an Al iiλ1670 absorption feature associated with system 13 (z abs = 4.60). System 20 * * is a two component system with the λ2803 transition residing in a wavelength range dominated by residuals from a sky line subtraction. The remainder of the systems are single component. Systems 6 * , 9 * , and 13 * only meet our 3σ selection criteria described in section 4. System 20 * * along with systems 2 * * , 4 * * , 5 * * , 8 * * , 10 * * , 11 * * , 14 * * , 15 * * , 16 * * , 17 * * , 18 * * , 19 * * , 21 * * and 22 * * do not meet meet our 3 or 5σ selection criteria described in section 4.
The highest redshift absorber in this sightline that passes both of our 3 and 5σ selection criteria is system 7 with z abs =2.82038±4×10 −5 and the highest redshift absorber in this sightline that passes only the 3σ recovery selection criteria is system 13 * with z abs =4.60564±7×10 −5 . All of the systems are plotted in Figure A1 and their measured component and system parameters can be seen in Table A2 .
SDSS J1306+0356
This QSO was first discovered as an SDSS i band dropout with i AB =22.58±0.26, z AB =19.47±0.05 and a J-band magnitude of J V ega =18.77±0.10 (2MASS). It was spectroscopically confirmed by Fan et al. 2001 using the Echelle Spectrograph and Imager (ESI) on KeckII with z em =5.99±0.03.
MS12 conducted follow-up observations in the NIR with FIRE and first identified systems 3, 5, 7, 8 and 9 in Table A3 . They did not identify system 6 with z abs =4.13 despite its W 2796 being greater than that of system 5 with z abs = 3.48. This is most likely due to the fact that our automatic detection algorithm (described in section 3.5) only requires one of the doublet features to have a 5σ detection. This allows for the possibility that one transition of the Mg iiλλ2796 2803 doublet falls within a wavelength range affected by possible residuals from poor sky line removal, as is the case for the Mg iiλ2796 feature of system 6. We provide individual component Voigt profile information on the previously discovered systems and also present 3 other new systems.
System 1 * * is a two component system where the Mg iiλ2803 feature is heavily blended with C ivλ1548 associated with the z abs = 4.86 Mg ii system. System 2 is a two component system. System 4 * * is a newly identified system with a single component where its λ2796 component is heavily blended with the λ2803 components of system 3. Due to this blending, it is considered an isolated system and it does not meet our 3 or 5σ selection criteria described in section 4. We do not consider it in our incidence rate statistics or when computing Ω Mg ii .
System 9 has been included in the incidence line statistics presented in MS12 but has been excluded by C16 from their study. We see no reason to exclude the system but we discuss the impact of this system upon our incidence line and Ω Mg ii statistics discussed in sections 4.3 and 5. The highest redshift absorber in this sightline that passes both of our 3 and 5σ selection criteria is system 9 with z abs =4.87902±0.00011. All of the systems are plotted in Fig-* denotes system which does not meet our 5σ selection criteria * * denotes system which does not meet our 5σ and 3σ selection criteria Figure 3 . All Mg ii systems identified in the ULAS J0148+0600 sightline. The top panel of each system plot is the location of the λ2796 transition and the bottom panel is the associated λ2803 transition. In each panel, the vertical axis is the continuum normalised flux. The horizontal axis is the velocity separation (kms −1 ) from the lowest redshift component of a system. The normalised spectrum is plotted in black and the associated error is in red. The solid blue line represents the full fit to the spectra and includes other ions besides Mg ii. Individual components are plotted with dashed lines and are identified by a vertical label. Mg ii components are in solid blue and other transitions are in light blue.
ure A3 and their measured component and system parameters can be seen in Table A3 .
ULAS J1319+0950
This QSO was first discovered as an SDSS i band dropout with i AB =22.83±0.32, z AB =19.99±0.12 and Y V ega =19.01±0.03, J V ega =18.76±0.03 as measured in UKIDSS. It was spectroscopically confirmed by Mortlock et al. (2009) with z em =6.127±0.004 and the emission redshift has been further refined by Wang et al. (2013) using the Atacama Large Millimetre/submillimiter Array (ALMA). They find z em =6.1330±0.0007 and this is the emission redshift adopted in this work. It was further observed by MS12 and D'Odorico et al. (2013) using FIRE on Magellan and X-Shooter on VLT, respectively. MS12 first identified system 8. D 'Odorico et al. (2013) first identified systems 2, 3, 7, 9 and confirmed system 8 in Table A4 .
We present 7 new systems in this sightline. System 1 * is a single component system with its λ2803 transition heavily blended with the Si ivλ1393 feature of an absorption system (z abs = 5.57), which will be discussed in a subsequent paper. Systems 4, 5 * * , 6 * * , 10 * * and 12 * * are two component systems. System 12 * * is heavily blended with sky lines. System 9 is a three component system and its λ2796 components are blended with a sky line. It is associated with a confirmed C ivλλ1548 1550 system (D'Odorico et al. 2013) . Systems 1 * only meets our 3σ selection criteria described in section 4. Systems 5 * * , 6 * * , 10 * * , 11 * * and 12 * * do not meet our 3 or 5σ selection criteria described in section 4.
The highest redshift absorber in this sightline that passes both of our 3 and 5σ selection criteria is system 9 with z abs =4.66297±6×10 −5 . All of the systems are plotted in Figure A4 and their measured component and system parameters can be seen in Table A4 .
Survey Completeness
Our ability to retrieve absorption features as a function of redshift is impacted by the presence of OH sky emission lines and telluric absorption in the near-infrared sky which can blend with and obscure absorption features. Furthermore, the error computed from photon counting statistics may not be representative in wavelength areas heavily contaminated by sky lines. In order to quantify the impact of the variable S/N resulting from the contamination of sky lines, we performed a Monte Carlo simulation in which we inject artificial systems in 100Å steps. We cover every Angstrom of our survey path by injecting ∼30 million artificial systems per sightline. The injected systems are chosen to represent the observed W 2796 vs velocity distribution (see Figure 1 ) and are uniformly distributed in the rest equivalent width range, W 2796 ≤ 1. We apply the exact same philosophy to detect these inserted systems as we described in sections 3.1 and 3.2.
The injected systems are first detected automatically by the same algorithm used to create the initial Mg ii candidate list described in sec 3.1. The output of the detection algorithm is a Heaviside function, H(W 2796 , z), where W 2796 is the rest frame equivalent width and z is the redshift of the injected Mg ii λ2796 feature. The values of the output are
Thus, the recovery fraction of Mg ii is
where dW 2796 = 0.01 (rest equivalent width bin), dz = 0.01 (redshift bin; corresponds to ∼28Å) and N is the total number of elements of H(W 2796 , z) in the respective dW 2796 and dz bin. The 5σ result is plotted in Figure 5 . Systems with W 2796 >1Å have been assigned the completeness level of a system with W 2796 =1Å as previous studies (MS12) found that systems with W 2796 >0.95Å have a similar completeness level as those with W 2796 0.95Å. However, given that the detection algorithm only provides an initial candidate list from which the user selects final candidates, we need to consider that the human selection of Mg ii doublets (section 3.2) could be contaminated by false positives or that the user might miss true systems. In order to account for these biases, we follow the prescription put forth by MS12 and test the user on their ability to identify true absorbers and their likelihood of accepting false positives as true Mg ii systems. We create a simple simulation which randomly chooses whether or not to insert a doublet and then prompts the user to vote on whether a Mg ii doublet is present. If the simulation chooses to insert a doublet, it then randomly chooses whether a true or false positive system will be inserted. This randomisation ensures that the user has no a priori expectation in the voting process. The artificial Mg ii doublet has double the separation of the true Mg ii doublet with transitions at λ2796.3542 and λ2810.7087 and will be referred to as Mg ii' from here on. We run the voting process for close to ∼10000 iterations and bin our results as a function of signal to noise defined as a boxcar S/N of the inserted feature, SNR ≡ W 2796 /σW 2796 .
We then calculate the user success rates as the ratio between the number of inserted systems to the number of identified Mg ii systems. This fraction should be close to 1 if the user can accurately identify Mg ii doublets (see top panel of Figure 4 ). We also calculate the user failure as the ratio between the number of artificial (Mg ii') inserted systems to the number of Mg ii' identified as true absorbers (Mg ii). This fraction should be close to 0 if the user can accurately distinguish between true and artificial Mg ii systems (see bottom panel of Figure 4 ). For both binomial distributions we calculate error bars corresponding to the 95% Wilson confidence interval.
We fit the user success distribution (using a χ 2 minimisation technique) with an exponential function (similar to MS12 and C16) of the form
where P ∞ (best fit value: 0.967) is the probability that the user will accept a true Mg ii system and S (best fit value: 2.36) is an SNR exponential scale factor. Similarly to the findings of MS12 and C16, we find that even for the best S/N regions, the user acceptance rate is not 100% as the SN profile sharply decreases in regions polluted by narrow sky lines or telluric absorption. In order to fit the user failure distribution, we use a triangle function
where P F P max is the maximum contamination rate (best fit value: 0.10) which arises at s p =3.19. We find that the user acceptance of injected false doublets as real approaches 0 as the SNR reaches 10.2.
In order to fold the user success and failure into our completeness calculations, we turn the functional fits (eqs. 4 and 5) into grids binned in the same manner as the recovery fraction grids (see eq. 6). The resulting grid for user acceptance is denoted as A Mg ii (dW 2796 , dz) and the resulting grid for user failure is denoted as A F P (dW 2796 , dz). We combine the user success grids with the recovery grids (for each sightline) and define the completeness as the product
MGII LINE STATISTICS
When considering absorption systems within an equivalent width bin (dW i , W 2796 ∈ dW i ) and redshift bin (dz j , z 1 ≤ [z ∈ dz j ] ≤ z 2 ), the number of systems is described by the population densities
where N is the true number of systems, ∆W is the full range of the equivalent width bin and ∆z is the total redshift path in the bin. The main focus of our investigation into incidence rate statistics is to create a bridge between statistics from previous studies and our final measurements of the comoving mass density of Mg ii, Ω Mg ii . As such, we first focus on the incidence rate of Mg ii absorbers (dN/dz; eq. 8). This focus is motivated by the need to first identify the true redshift path (dz) over which a Mg ii system (with W 2796 ∈ dW i and z 1 ≤ [z ∈ dz j ] ≤ z 2 ) and the false positive contamination rate, both critical steps in calculating Ω Mg ii as will be described in section 5.
Adjusting for variable completeness
Given the fine resolution of the C(dW i , dz j ) function we must account for varying completeness across a larger bin of interest. In order to account for this variability, we first define a visibility function R(W 2796 , z) which identifies regions probed by our survey where a Mg ii feature with W 2796 and redshift z could be identified with a recovery rate of ≥50%. Previous studies (MS12, C16) have excluded wavelength regions contaminated by poor telluric subtractions but completeness also varies as a function of W 2796 ( Figure 5 ) in the J, H, K bands. In order to account for this variation, we first define a simple step function R(dz j ) (dz=0.01, dW=0.01Å) which accounts for the Mg ii path of each QSO. It is defined as 1 in the redshift range from 1000 kms -1 redwards of the L yα emission peak to the end of the H band corresponding to an absorption redshift ∼5.45 for Mg ii. Everywhere else, the value of R(dz) is 0. In order to calculate the redshift path density (Lanzetta et al. 1987; Steidel & Sargent 1992) of our survey across a redshift bin (dz) we then combine the visibility function (R(dz j )) with the recovery grids (eq. 6)
The completeness adjusted path of our survey is then,
where s represents the number of sightlines, each with i and j elements of C(dW i , dz j ) such that W ∈ dW i and z 1 ≤ dz j ≤ z 2 . This formulation is slightly different than the usual description of the redshift path density. If completeness depends mostly on the strength of the absorber then the redshift path density can be used to identify a completeness level through a sharp drop-off point which corresponds to a minimum W 2796 that can be identified. However, given the structure in the completeness results (see Figure 5 ) we implement a minimum completeness level (50%; see eq. 10) cutoff rather than a minimum W 2796 cutoff. Thus, eq. 11 accounts for all redshift bins in which a Mg ii system with W 2796 is identified at least 50% of the time by the detection algorithm and human interaction step. The total cumulative path of our survey across a redshift bin is then
and the total cumulative path of the survey can be seen in Figure 6 . The total redshift path of our survey is 13.8 and is plotted as a horizontal dot-dot line in Figure 6 . We are 50% complete down to an equivalent width W 2796 =0.265Å when we consider a 3σ recovery criteria and we are 50% complete down to an equivalent width W 2796 =0.345Å when we consider a 5σ recovery criteria (see the vertical dashed lines in Figure 6 ). Plotted with a solid orange line is z(W) calculated using a 5σ selection. The vertical dashed lines highlight the W 2796 value for which we are 50% complete. The horizontal dot-dot line represents the full redshift path of our sample.
If completeness does not vary drastically between redshift and equivalent width bins we can then compute the average completeness,C. Following the lead of MS12, we use the completeness adjusted path (eq. 10) along with the visibility function and definē
If the number density of absorbers also does not vary across the same redshift bin, we can useC along with the total number of systems in the same dW i and dz j bin ( N) and find the true number of absorbers
However, while the expression for the true numbers of absorbers takes into account the probability that the user might miss some Mg ii absorbers (user success quantified in eq. 4) it does not take into account the probability that the user might misidentify a non-Mg ii as a Mg ii absorber (user failure quantified in eq. 5). In order to incorporate this into our statistics we compute the average recovery rate (L) and average failure rate (Ā F P )
and rewrite eq. 14
Figure 7. W 2796 (Å) vs wavelength (Å) of identified false positive systems. Empty diamonds represent those systems with a recovery rate below 50% at a 5σ level. Those systems with a recovery rate≥50% when we consider a 5σ selection criteria are plotted with filled orange diamonds.
While we have adjusted our discovered statistics for the impact of user failure and variable completeness resulting from sky line pollution we still have not addressed the contamination by false positive identifications of doublet features. We discuss the implementation of such considerations in the follow-up section.
Adjusting for false positives
In order to account for the likely contamination by false positive detections, we doubled the rest separation of the Mg iiλλ2796 2803 doublet and searched for an artificial Mg' iiλλ2796 2810 doublet in the continuum normalised spectra. We used the same parameters for the doublet identification algorithm as described in section 3.5 and obtained an initial list of 273 Mg' ii candidates. From this list, the lead author identified 26 plausible Mg' ii candidates. We emphasise here that no fake lines are inserted at this stage, the search algorithm is simply tuned to the separation of the artificial doublet.
Next, we compute the probability that the lead author can accurately identify an inserted Mg' ii system (P Mg' ii ) and the probability that a Mg' ii system is misidentified (P F P ) as functions of S/N in the same fashion as eqs. 4 and 5. The results for user success and user failure for this artificial doublet (Mg' ii) are plotted in Figure B1 . Following this, we compute the recovery function for this artificial doublet (L (dW i , dz j )) with the same W 2796 and redshift binning (dW i , dz j ) as eq. 6. We follow the exact steps described in section 3.5. It is only in the computation of the recovery and user success/failure functions that fake artificial systems are inserted and searched for.
Next, we combine the recovery function with the user success grids to compute the completeness (C (dW i , dz j )) of artificial Mg' ii systems in the same fashion and with the same granularity of eq. 6. The resulting 5σ completeness grids for each sightline can be seen in Figure C2 . The wavelength vs. W 2796 distribution of Mg' iiλλ2796 2810 can be seen in Figure 7 and their W 2796 vs ∆v distribution can be seen Figure 8 . Only 12 systems have a C (dW i , dz j ) value≥50%. In order to identify the true number of Mg' ii absorbers (N ) we then compute the average completeness (C ), average recovery rate (L ) and user failure (Ā F P ) of this population in exactly the same manner as described in eqs. 13, 15 and 16. We can now express the true number of artificial Mg' ii absorbers as,
where N is the number of artificial Mg ii λλ2796 2810 detections with W 2796 ∈ dW i and z 1 ≤ [z ∈ dz j ] ≤ z 2 . The false positive correction factor of the same bin is then
where N is the true number of artificial Mg ii systems and N is the true number of real Mg ii systems in a dW i , dz j bin as calculated in eqs. 21 and 18. We then combine the variable completeness and false positive corrections applied to the incidence line statistics and define a final correction factor A(dW i , dz j )
Thus, the true number of absorbers adjusted for completeness and false positive contamination is
with associated Poisson error
for an equivalent width and redshift bin (dW i , dz j ) such that W 2796 ∈ dW i and dz j ∈ [z 1 , z 2 ].
dN/dz and dN/dX
We can now calculate our incidence rates as eq. 21 provides us with the total number of absorbers in any redshift and equivalent width bin. The error associated with this true number of absorbers is given in eq. 22. In order to compare with previous results, we separate our total sample in three redshift bins (2<z≤3, 3<z≤4 and 4<z≤6) and four equivalent width bins: weak (W 2796 ≤0.3Å), intermediate (0.3<W 2796 ≤0.6Å), intermediate/medium (0.3<W 2796 ≤1.0Å) and strong (W 2796 >1Å) systems. Our results can be seen in Table 2 and Figure 9 . We follow previous studies in fitting the redshift evolution of the line density with a power law of the form dN/dz = N * (1 + z) β and the best fit parameters with 1σ bounds are presented in Table 3 . Given the small sample size, we use a χ 2 minimisation technique to the binned data to perform the fits (see Table 3 for all fit parameters).
We present, for the first time, the incidence rate of weak Mg ii systems with z>2.5 in the top panel of Figure 9 with a data point from Narayanan et al. (2007) overplotted as a pink square. When we consider 5σ recovery selected systems, we measure an incidence rate dN/dz=1.35±0.58 at <z>=2.34 and find that by <z>=4.81 it almost doubles with dN/dz=2.58±0.67. We do not discover any weak Mg ii systems satisfying the 5σ selection criteria in the redshift range z ∈ [3, 4].
We do not isolate medium systems (0.6<W 2796 ≤1.0Å) as none were found below redshift 4 and only 1 was found in total. We combine this system with the intermediate systems (0.3<W 2796 ≤0.6Å) and find that the combined incidence rate of intermediate/medium systems (0.3<W 2796 ≤1.0Å) decreases with redshift, β=-0.37±0.35 and N * =1.05±0.37. However, in our 3σ selected sample, which includes one extra system in the lowest redshift bin, we find that their combined incidence rate also decreases with redshift, β=-1.40±0.23 and N * =5.05±1.67. The discrepancy between the β and N * best fit values and confidence intervals highlights the large impact a single system can have upon our statistics given the small sample size.
We find that the incidence rates of strong Mg ii systems (bottom panel of Figure 9 ) increases with redshift, a trend that is in disagreement with the MS12 and C16 results. Using our full sample of strong absorbers we find β=0.48±0.20 while C16 compute β=-1.034±0.474 for a similar redshift and equivalent width bin. However, C16 have 87 strong Mg ii absorbers in their sample while we only have 7. Thus, we attribute the difference to our smaller sample size.
As we discussed in subsection 3.4.3 which describes the absorbers in sightline SDSS J1306+0356, C16 do not consider system 9 in their statistics while we and MS12 do. The false positive corrections described in section 4.2 should in principle account for such contaminations but, given that a single system can have a large impact on the statistical properties of our sample, we remove system 9 from our sample and recalculate the false positive correction (F(dw, dz); see eq. 19) and incidence rate of strong absorbers for our highest redshift bin. We find F(dw, dz)=0.44 and dN/dz=0.15±0.09 (light coloured diamond in bottom panel of Figure 9 ).
Next, we recompute the best fits to the incidence rates of strong absorbers using the above dN/dz value for our highest redshift bin and find N * =1.10±0.43 and β=-1.06±0.27
(orange dash-dash line in bottom panel of Figure 9 ). The newly computed β value is in agreement with the C16 results (β=-1.034±0.474). Despite this agreement, we do not have any evidence to exclude system 9 from our sample of strong Mg ii absorbers. Another point of difference between our sample and that of C16 is the relative number of absorbers found below z=4.345. C16 identified 87 strong absorbers over the redshift range 1.947≤z≤5.350 and 72 of them (∼83%) are found below z=4.345. We identify a total of 7 strong absorbers with only 4 (∼57%) of them found below z=4.345.
Given these discrepancies, we see that the differences between the best fit parameters N * and β for strong Mg ii absorbers between our sample and that of C16 is most likely caused by the fact that we only investigate 4 lines of sight. C16 have 100 total lines of sight with 32 of them having an emission redshift z em ≥ 5.79. Still, despite the limitations of our sample, the error bars of our incidence rates overlap with the error bars of C16 (see bottom panel of Figure 9 ).
We also investigate the evolution of the comoving incidence rate of Mg ii system, dN/dX where dX is the absorption path. In the ΛCDM cosmology adopted here, the absorption distance for a given redshift z is defined as
thus for a redshift bin [z 1 , z 2 ] with z 2 >z 1 , the absorption path between z 2 and z 1 is
and our results can be seen in Figure 10 and the numerical values are given in Table 2 . A flat behaviour in the evolution in dN/dX represent no comoving evolution. In order to test this hypothesis, we compare the measured dN/dX values to their mean, <dN/dX>, which is overplotted as a dashed line in each panel. We find a flat evolution of dN/dX for all systems. However, as we have previously discussed, the redshift evolution of strong systems is subject to limitations arising from the small sample size of our survey. For example, if we remove system 9 in sightline SDSS J1306+0356 from our sample for the same reasons discussed above, we measure dN/dX=0.03±0.01 (light coloured diamond in bottom panel of Figure 10 ). With this new value, we find a similar evolution in dN/dX as C16. Interestingly, systems with W 2796 ≤0.3Å exhibit a flat evolution with dN/dX=0.41±0.18 at <z>=2.34 and dN/dX=0.60±0.16 at <z>=4.81. In the latter stages of preparing this manuscript, we became aware of Bosman et al. (2017) (B17 from here on) which reports on the search for Mg ii absorbers in the redshift range 5.9<z<7. Their incidence rates 2 can be seen in the top panels of figures 9 and 10. In particular, their incidence rate (dN/dz) is in very good agreement to the power law fit which best describes our 3σ selected sample. 
d 2 N/dzdW
We also investigate the equivalent width distribution
Following previous studies we fit the functional form,
using a χ 2 minimisation technique and the best fit parameters, along with the binned data points, are presented in Table 4 and plotted in Figure 11 . In contrast to the results of C16 (plotted in pink in Figure 11 ) we are unable to fit the full d 2 N/dzdW distribution with a single exponential function. Instead, we find that we must limit our fitting range to systems with W 2796 >0.3Å. An excess of absorbers with W 2796 ≤0.3Å is also observed by Churchill et al. (1999) and Narayanan et al. (2007) in the redshift range 0.4≤z≤1.4 and 0.4≤z≤2.4 respectively. However, we can only highlight this excess of weak absorbers over the full redshift path of our sample as we can not further subdivide it into smaller redshift and equivalent width bins and maintain significant densities of absorbers.
Alternatively, we could subdivide the equivalent width bin W 2796 ≤0.3Å and investigate if a second function (exponential or power-law) is necessary to describe the distribution as found by Churchill et al. (1999) and Nestor et al. (2005) . However, we are unable to do so as we have only 6 ab- The 5σ values are offset by +0.1 in redshift for clarity. The green star in the top panel is from Bosman et al. (2017) . The pink square in the top panel is from Narayanan et al. (2007) and the pink triangles in the second from the top and bottom panels are from C16. Plotted with filled diamonds are the values from this study with orange and burgundy identifying values calculated when considering 3 or 5σ selection criteria, respectively. The light coloured diamond represents the incidence rate calculated by excluding system 9 in the SDSS1306+0356 sightline as discussed in the text. The values for all data points are in Table 2 . The best fit lines for this work, the adjusted rate of strong absorbers and C16 are plotted with solid, long dash-dash and a dot-dash line respectively. The best fit lines computed in this work are plotted with solid lines. The colours of the best fit lines match the associated data points given in Table 3 . sorbers in the narrow equivalent width range ∆W 2796 =[0.117-0.298] when we consider our 5σ selected sample. Given these limitations, we can not comment on the evolution of the best fit parameters N * and W * as a function of redshift as done by MS12 and C16 nor can we investigate the best fit functional form of a secondary function required to explain the high number of Mg ii absorbers with W 2796 ≤0.3Å. Further observations of independent lines of sight with similar S/N and resolution as those presented here are required to investigate this population of weak Mg ii absorbers. B17 also discover an excess of weak Mg ii absorbers when considering expectations from a functional fit to the distribution of Mg ii absorbers with W 2796 >0.3Å. They measure d 2 N/dzdW=19.1 +15.5 −9.0 over the equivalent width range 0.05<W 2796 <0.3Å in the redshift range 5.9<z<7.0.
THE COMOVING MASS DENSITY OF MGII, Ω MGII
The comoving mass density is defined as the first moment of the column density distribution function (CDDF) normalised to the critical density today and, for Mg ii , it can be written as
where m Mg ii is the mass of a Mg ii ion and ρ crit =1.89×10 −29 h 2 gcm −3 and f (N) is the CDDF. In practice, it is approximated as
where s represents the number of sightlines with N discovered systems, each with k components with respective column density N(Mg ii). By combining eq. 29 with eq. 20 we can calculate Ω Mg ii for the same equivalent width and redshift bin (dW i , dz j ) 
and account for the variable completeness and false positive contamination described in sections 4.1 and 4.2 respectively. In order to calculate the uncertainty of each Ω Mg ii measurement we bootstrap across all discovered systems. During this process, a discovered N system can be selected multiple times or not selected at all. We iterate 1000 times across each (dW i , dz j ) bin. The reported uncertainties denote the 66% confidence limits. Since we discover only one strong system in the redshift window z∈[3, 4] we simply consider the lower and upper bounds of the column density measurements of each associated component (system 4 in Table A1 ).
The Ω Mg ii values and the error bars can be seen in Table 5 and Figure 12 .
We observe a flat evolution in Ω Mg ii when we consider systems with W 2796 ≤1Å however, when we consider strong systems, we observe an increase of over an order of magnitude from Ω Mg ii =2.1 +6.3 −0.6 × 10 −8 at <z>=2.49 to Ω Mg ii =3.9 +7.1 −2.4 × 10 −7 at <z>=4.77. Given that these strong systems contribute the largest fraction to the total Ω Mg ii budget, this trend continues when we consider all systems (see Figure 13 and last entry in Table 5 ). In order to investigate the nature of the absorbers, we discuss the comoving incidence rates (dN/dX) and the comoving mass density Ω Mg ii values in section 6.
DISCUSSION
We are able to measure, for the first time, Ω Mg ii in the redshift range 2<z<5.45. We implement a recovery rate selection and adjust for the impact of user doublet selection, variable completeness and false positive contamination as a function of wavelength. This is especially important in the NIR where telluric absorption and OH sky line emission lines have a significant impact on the signal to noise profile. The fine binning of the completeness function (see eq. 6 and Figures 5, C1 ) allows for the implementation of a minimum recovery rate cutoff (50%; see eq. 10) which isolates all possible wavelength locations where absorbers can be found and the total redshift path over which absorbers can be identified.
The computation of high resolution recovery maps for each sightline (dW 2796 =0.01Å, dz=0.01) is critical in calculating the incidence rates of Mg ii absorbers (dN/dz and dN/dX), their equivalent width distribution in a redshift bin (d 2 N/dzdW) and finally, their comoving mass density (Ω Mg ii ).
Our study is the first to measure Ω Mg ii beyond redshift 2 and our lowest redshift bin value (2.1 +3.1 −0.6 ×10 −8 at <z>=2.48) is in good agreement with the results of Mathes et al. 2017 (1.4±0.2×10 −8 at <z>=2.1). The incidence rates and nature of Mg ii absorbers (W 2796 >0.3Å) in the redshift range 2<z<7.08 have also been studied by MS12, MS13, and C16 and we find that our calculated incidence rates overlap with those measured by these previous studies. We also present, for the first time, the incidence rate of weak Mg ii absorbers (W 2796 ≤0.3Å) in the redshift range 2<z<5.45. Our highest redshift absorber is system 8 in sightline SDSS U0148 + 0600 with z=4.89031±4×10 −5 .
The evolution of Ω MgII
Intervening Mg ii provides a powerful and independent probe of metal enriched gas across a large range of redshift space. The large oscillator strength and doublet ratio allows for a straightforward identification technique which is well understood. The large rest frame separation (∆λ ∼1580Å) between L yα and Mg ii emission of the QSO allows for a very large redshift path to be considered in each sightline unimpeded by the L yα forest. Mg ii is also an important probe of low ionisation gas. It has an ionisation energy of 1.1 Ryd and has been established as a tracer of H i in the redshift range 0.5≤z≤1.4 Chelouche 2009). Furthermore, both MS13 and Berg et al. (2016) find that the fraction of Mg ii absorbers associated with DLAs increases with redshift. MS13 find that at the mean redshift of their sample (<z> 3.402) the ratio of Mg ii absorbers that are DLAs is ∼40.7% which is up from 16.7% at <z>=0.927. Berg et al. (2016) also find that the ratio of DLAs associated with Mg ii systems with W 2796 ≤0.6Å increases by a factor of 5 from z ∼1 to z ∼4. These findings suggest that, with increasing redshift, Mg ii systems with W 2796 ≤0.6Å become even more important in tracking cool neutral gas.
We first compare the evolution of weak systems (W 2796 ≤0.3Å) with that of intermediate/medium systems (0.3<W 2796 ≤1Å). We find that weak systems contribute a significant fraction to the Mg ii budget for systems with W 2796 ≤1Å. When we consider a 5σ selection criteria, they contribute ∼60% at <z>=2.34 but their contribution decreases to ∼24% by <z>=4.81.
Of particular interest is the increase in Ω Mg ii towards z∼5 present in W 2796 bins with W 2796 >0.3Å (see Figure 12) . In order to quantify this evolution we test two hypotheses. We first test the hypothesis that systems do not evolve with redshift by calculating the χ 2 between Ω Mg ii redshift bin Figure 9 . The mean values are shown to test the 'no evolution' hypothesis and are plotted with a dotted line with the same colours adopted for the data points. The data points and associated mean values are in Table 2 .
values and their mean. Secondly, we test the hypothesis that Ω Mg ii bin values are best described by a linearly evolving redshift dependent function using a χ 2 minimisation technique. We find that the 3σ weak systems are described well by their mean ( χ 2 =1.6) while intermediate/medium systems are not described well by either hypothesis. Given the ambiguity in interpreting the evolution of Ω Mg ii from Figure 11 . Incidence rate of Mg ii absorbers, d 2 N /dzdW , per unit redshift per unit equivalent width as measured in our study and those of C16 and B17. Symbols and line styles are as described in Figure 9 . The data points and best fit values are given in Table  4 .
systems with W 2796 ≤1Å and that weak systems account for a significant fraction of Mg ii, we next consider the comoving incidence rates, dN/dX, and Ω Mg ii for all systems with W 2796 ≤1.0Å and test the above hypotheses. We find that both hypotheses are rejected. When considering 5σ completeness selected systems with W 2796 ≤1Å, we find that Ω Mg ii increases from 4.0 +1.9 −0.7 ×10 −9 at <z>=2.51 to 7.8 +4.3 −6.0 ×10 −9 at <z>=4.81 while their comoving incidence rates (dN/dX) also increases from 0.61±0.23 at <z>=2.49 to 0.78±0.18 at <z>=4.81. In order to reject a hypothesis, we require a p-value≤0.01 which corresponds to χ 2 ∼9.21 for N DOF =2.
For strong systems, we again find that their Ω Mg ii binned values are not described well by either hypothesis with the middle redshift bin (<z>=3.41) contributing to the discrepancy. It is in this redshift bin where we discover only one strong and no medium systems. Another important concern for the Ω Mg ii measurements associated with these strong systems is that measuring the column density of saturated components may introduce a large uncertainty which can not be properly accounted for if only fitting the individual Mg ii systems. However, we have performed full spectra fits which account for other associated metal transitions (Mg i, Fe ii, Ca ii, Si ii, Al ii and C iv) and have confidence that our bootstrap errors reflect the true uncertainty.
Finally, we consider all of the identified Mg ii systems in each redshift bin (see last entry in Table 5 ) and find that both hypotheses are rejected. However, we again find that Ω Mg ii increases from 2.1 +6.3 −0.6 ×10 −8 at <z>=2.48 to 3.9 +7.1 −2.4 ×10 −7 at <z>=4.77 (see Figure 13 ) when we consider the 5σ selected systems. This order of magnitude increase is in disagreement to the comoving incidence rate (dN/dX) Figure 12 . Evolution of the comoving mass density of Mg ii, Ω Mg ii , separated in five W 2796 bins. Symbols are as described in Figure 9 . The horizontal bars denote the dz boundaries in Table 2 . The light coloured diamond represents the computed value of Ω Mg ii as calculated by excluding system 9 in the SDSS J1306+0356 sightline as discussed in the text.The values and associated errors for all data points are in Table 5 . Note that the vertical axis ranges are different in each panel. evolution which is best described by their mean. The reverse trends between the evolution of the comoving incidence rate of all Mg ii absorbers and their associated Ω Mg ii values suggest an increasing metalicity of Mg ii absorbers with redshift and/or that these same absorbers track different galaxy populations at different redshifts. In order to further investigate Figure 13 . Evolution of the comoving mass density of Mg ii, Ω Mg ii , as calculated when applying the 5σ selection criteria for all systems. The horizontal bars denote the dz boundaries in the last entry of Table 2 . The values and associated errors can be seen in the last entry of Table 5 .
this trend, we next consider expected statistics from correlating Mg ii absorbers with known galaxy populations.
Expectations from known galaxy populations
If Mg ii absorption traces enriched CGM gas around galaxies, as is generally thought, we can use a redshift dependent galaxy luminosity function paired with gas halo size and covering fraction to build an expectation for the comoving incidence rate dN/dX. MS12 explore two scenarios to account for their dN/dX statistics when considering their full sample or strong systems only. They explore if dN/dX statistics are best fit when considering galaxies whose halo size track a fixed luminosity with redshift or a luminosity which evolves with redshift. They find that a scenario where galaxies with fixed halo size track a fixed luminosity best fits the data but can not reject the second hypothesis. We focus on whether the highest redshift incidence rate values observed (including the weak systems) can be explained through a one to one association with galaxy halos at redshift ∼5.
As galaxies grow with time, we consider the case that a galaxy halo scales with a redshift dependent characteristic luminosity. For the same halo, we assume that the covering fraction of Mg ii does not evolve with redshift. In order to estimate the gas halo size we use a Holmberg-like scaling
and consider the results of Nielsen et al. (2013b) (their Table 3 ; K-band luminosity scaled halo absorption radii) for the R * W 2796
and β W 2796 parameters with the caveat that the gas halo sizes and Mg ii covering fractions ( f R (L)) presented in their "Mg ii Absorber-Galaxy Catalog" (MAG iiCAT) are based on 182 intermediate redshift (0.072≤z≤1.w120) galaxy-absorber pairs. The MAG iiCAT catalog has the added benefit that the scalings are separated by the equivalent width of the Mg ii absorber, W 2796 . This allows us to calculate the cross section presented by a Mg ii gas halo associated with a galaxy based on the strength of the W 2796 feature and the limiting luminosity of the galaxy population considered (L Bmin ),
We then consider the total number of galaxies per Mpc 3 expected at a redshift z,
where φ(L B , z) is the B-band luminosity function at redshift z and L Bmin is the minimum luminosity considered. We then combine the expected cross section of a Mg ii gas halo associated with a galaxy of minimum luminosity ratio (L Bmin /L * ) with the expected total number of galaxies per Mpc 3 with the same minimum luminosity ratio and calculate the expected comoving incidence rate in a similar fashion as Churchill et al. (1999) and MS12
where c is the speed of light, f R (L) is the covering fraction, Γ(a, b) is the upper incomplete gamma function and φ * (z) along with α are the Schechter (1976) function parameters for the respective redshift dependent luminosity function. We evaluate eq. 34 with the luminosity function provided by Mason et al. (2015) for z ∼5 and compare to our highest redshift bin dN/dX 5σ values (<z>=4.77 for systems with W 2796 >0.1Å and W 2796 >1Å). The results are presented in Figure 14 . When we consider all systems (W 2796 >0.1Å; top panel in Figure 14) , we find that we can not reproduce the measured incidence rate (dN/dX=0.86±0.19 at <z>=4.77; Table  2 ). If we consider all galaxies down to the limiting magnitude over which the luminosity function is defined (M AB -17.5), we calculate dN/dX ex pected =0.05 +0.10 −0.01 . Thus, we measure a comoving incidence rate for Mg ii absorbers 7 to 17 times higher than the expected value if a single absorber is associated with a single galaxy with M AB ≤-17.5.
The expected incidence rate (eq. 34) is a function of covering fraction ( f R (L)), gas halo size (eq. 31) and the total number of galaxies considered (eq. 33) which itself depends on the luminosity function (Mason et al. 2015) . thus, an increase in covering fraction only (which is already close to unity) can not connect the measured dN/dX to dN/dX ex pected . Given this, the measured incidence rate of Mg ii absorbers with W 2796 >0.1Å could be explained by either an increase in the characteristic gas halo size (R * W 2796 ), a sharper increase in the gas halo size (ie. larger β W 2796 ), a steeper slope for the luminosity function (α), lower limit of integration for the luminosity function or a lower L * value (ie. the luminosity associated with a fixed halo size evolves with redshift) or a combination of all of the above. Identifying the absor ption halo properties of Mg ii absorbers is outside the scope of this paper, thus we can only highlight that an evolving covering fraction can not alone bridge the gap between the measured incidence rates of systems with W 2796 >0.1Å and dN/dX ex pected . ). The solid lines denote the boundaries of the ex pected incidence rates as calculated using eq. 34 while the dashed lines represent the measur ed incidence rate (Table 2) .
When we consider strong systems (W 2796 >1.0Å; bottom panel in Figure 14 ) we find that, if the physical properties of strong absorber haloes do not evolve with redshift, then we must integrate down to L Bmin /L * 0.29 in order for the computed dN/dX ex pected values to match the boundary of the measured comoving incidence rate of strong Mg ii absorbers (dN/dX=0.08±0.06; Table 2 ). However, if strong Mg ii absorbers are associated with galaxies with L ≥ 0.5L * as suggested by Seyffert et al. (2013) we can then calculate their physical cross section as
We calculate σ phys 0.041 M pc 2 at <z>=4.77. One point of difference between the strong systems used by ) and our sample is the equivalent width considered. They do not include strong systems with W 2796 >3Å as they could be biased tracers of intragroup gas rather than be associated with the enriched halo of a single galaxy. With these consideration, we find that σ phys of strong absorbers increases from 0.015 M pc 2 at z=2.3 (Seyffert et al. 2013) to 0.041 M pc 2 at <z>=4.77 if they continue to be associated with galaxies with L≥0.5L * . However, an increasing covering fraction or association with lower luminosity galaxies (L<0.5L * ) can also explain the incidence rates of strong Mg ii systems.
The evolution of high vs. low ionisation absorption systems
Absorption line systems in the spectra of QSOs offer a luminosity independent view of the universe and are generally separated into low (e.g. C ii, Mg ii) and high (e.g. C iv, Si iv) ionisation systems which probe the ionisation and enrichment of the universe in different temperature and density environments. In order to build a full picture of the evolution of metals it is then useful to compare and contrast the evolution of these systems across cosmic time.
Observations of high ionisation systems (Ryan-Weber et al. 2009; Becker et al. 2009; Simcoe et al. 2011; D'Odorico et al. 2013 ) report a drop in Ω C iv by factors between 2 to 4 beyond redshift 5. In order to investigate if all of their identified C iv systems are tracing high temperature low density gas associated with the IGM, D'Odorico et al. (2013) also search their sight lines for the presence of C ii and Si iv. They compare their observed z ∼5 ratios of Si iv/C iv and C ii/C iv with the z ∼3 results of Boksenberg & Sargent (2015) and conclude that they are drawn from different parent populations. By extending their comparison to a set of CLOUDY ionisation models, D 'Odorico et al. (2013) also conclude that some of their C iv absorbers trace a very dense and neutral environment where the ionising photons are provided by local sources rather than the global UV background.
As we move towards the epoch of reionisation, the universe becomes more neutral. Thus, low ionisation systems which probe a similar ionisation energy ( ∼1Ryd), are critical in probing the reionisation history of hydrogen. Finlator et al. (2015 Finlator et al. ( , 2016 and Garcia et al. (2017) compare their simulations with the observations of Becker et al. (2006 Becker et al. ( , 2011 which suggest that C ii is more abundant than C iv by z ∼6. They find that this can be explained by either an increase in the proper density of metal enriched regions, their associated C ii mass fraction or a decrease in the CGM metallicity. Also, as Becker et al. (2006) noted, the increase in the cross section of low ionisation can be driven by the increase in the radius out to which haloes can become selfshielded as the global UVB decreases towards redshift ∼6. We investigate if our observations of Mg ii at z ∼4.77 can provide further insight, especially as Mg ii has already been connected to H i ) at lower redshifts.
Absorption systems in the spectra of high redshift QSOs are important tracers of cool neutral gas especially as current 21-cm surveys which directly track H i can only probe up to z ∼0.25 (Catinella & Cortese 2015) . The latest measurements of Ω H i as traced by DLAs identified in the spectra of hundreds of QSOs by Sánchez-Ramírez et al. (2016) and Crighton et al. (2015) extend the evolution of Ω H i to redshift z ∼5. Remarkably, they find a fairly constant value for Ω H i from redshift 5 to 3. However, even such studies are unable to comment on the evolution of Ω H i past redshift 5 as the effective optical depth of H i leads to the presence of large absorption features known as Gunn-Peterson troughs (Gunn & Peterson 1965) .
In order to compare Ω Mg ii with Ω H i we calculate the expected Ω Mg ii assuming that Mg ii traces cold, neutral gas as it does at lower redshifts Rao et al. (2006) . We combine the mean metallicity at z 4.85 (<Z>=-2.03 +0.09 −0.11 ) as measured by Rafelski et al. (2014) with the comoving mass density of H i at <z>=4.9 (Ω H i =0.98 +0.20 −0.18 × 10 −3 ) as measured by Crighton et al. (2015) and calculate × 10 −7 at <z>=4.77. There is between ∼44 times more Mg ii gas than expected from the comoving H i mass density and the global DLA metallicity. At face value, this suggests that Ω Mg ii (which is dominated by strong systems) is associated with both ionised and neutral gas perhaps indicating an increased link between Mg ii absorbers and Lyman-limit systems at higher redshifts. Alternatively, these strong Mg ii absorbers have a higher metallicity than typical DLAs at this redshift as suggested by MS13. We will investigate the metallicity of strong vs. weak systems in an upcoming paper. Becker et al. (2006 Becker et al. ( , 2011 ) also provide observations of O i, Si ii and C ii in the redshift range 5.3<z<6.4. They find a relatively high incidence rate for their low ionisation absorbers (dN/dX 0.25 +0.21 −0.13 ) which they point out is comparable to the total number density of the combined DLA and sub-DLA populations at z ∼3. This suggests that the incidence rate of low ionisation systems does not evolve in the redshift range 3<z<6, similarly to the evolution of weak Mg ii absorbers as measured in this study. Our highest redshift bin covers this gap in discovery space. If we consider all of our Mg ii systems, we find dN/dX=0.38±0.13 at <z>=4.77.
Given that Mg ii systems probe a larger range of environments (ie. not all Mg ii absorbers will have O i, C ii, etc.) suggests that the number density of low ionisation systems is not evolving rapidly over the redshift range 3<z<6 with the caveat that the cross-section of Mg ii absorbers is most likely larger than that of O i and C ii absorbers. However, given that over the same redshift range Ω Mg ii increases by a factor of ∼10, we see this as evidence that the evolution in Ω C iv is driven by a change in ionisation state rather than a rapid increase in the enrichment of the IGM.
Further studies could confirm if this is due to a bias in our sample or if indeed we are observing an increase in Ω Mg ii towards redshift 5 and beyond. It is important to note that investigations of C iv in this redshift range are in the optical range (below 1µm) while observations of Mg ii are pushed into the H and K bands for redshifts greater than 4. Thus, directly comparing the evolution of C iv and Mg ii is complicated by systematics arising from the presence of telluric contamination in the NIR. Future space based NIR observations with the James Webb Space Telescope could remove such complications but, unfortunately, the instrumentation lacks the resolution necessary to identify the full family of Mg ii absorbers.
Tracking the ionisation state and abundance of metals has proven itself a difficult task, in both observations and simulations. It must account for the complex interaction between the strength of the global UV background, cross section of absorbers and relative strengths of different ions which characterise the reionisation of the universe. In order to investigate possible systematics associated with different cosmological scale simulations and hydro-solvers, Keating et al. (2016) investigate the evolution of both low and high ionisation systems and compare their findings with observations. It is encouraging that they conclude that at least O i and C ii systems are not influenced by choice of feedback schemes. Unfortunately, current cosmological simulations struggle to reproduce the incidence rates of Mg ii at z ∼6 (C16). This current lack of spatial resolution in hydrodynamic simulations is unfortunate as these low ionisation systems can be associated with the low-mass haloes needed to reionise the universe (M lim >-17; Mason et al. 2015) . These same systems contribute a significant amount of metals to the total metal budget and are most affected by resolution effects in simulations. Our findings suggest that within the first Gyr of the universe's history, Mg ii is already well established in the haloes of galaxies and that low mass haloes contribute an increasing amount to the total Ω Mg ii budget with increasing redshift. However, in order to establish this relationship, Mg ii absorbers have to be investigated beyond z ∼6 and more sightlines have to be observed in the redshift range explored by this study.
CONCLUSIONS
We use VLT X-Shooter (VIS and NIR) to investigate four QSOs (z ∼6) for the presence of intervening absorption systems and we present our analysis of identified Mg ii systems in the redshift range z 2-6. We first create a candidate list using an automated detection algorithm and then visually confirm transitions and associated ions across the entire wavelength range using the plotspec package 3 (see section 3.2). We fit each feature using V pF IT 10.0. This allows us to measure the column density and doppler parameter of each component. In order to compare to previous works, we also measure the equivalent width of each Mg ii λ2796 feature (W 2796 ) and associated velocity width (∆v) (see figure 1) .
In order to investigate the impact of sky lines on our ability to identify Mg ii systems, we inject ∼30 million artificial systems and search for them using the same automated detection algorithm and consider the human bias introduced in the visual confirmation step (see section 3.5). In order to identify the false positive rates, we relax the rest frame separation of the Mg ii doublet λλ2796 2803 and search for an artificial Mg' ii doublet λλ2796 2810 (see section 4.2). We combine the results of the false positive analysis (see Table 2 ) with high resolution completeness maps (∆z=0.01 ∆W 2796 =0.01Å; see Figures 5 and C1) in order to investigate the line statistics of the observed Mg ii absorbers (see sections 4.3 and 4.4) and to measure the comoving mass density of Mg ii (Ω Mg ii ; see section 5). Our main findings are:
1. We visually identify 52 Mg ii systems with 28 passing our 3σ selection criteria and 24 passing our 5σ selection criteria. The visually selected systems range in equivalent width range 0.021≤W 2796 ≤3.655Å and redshift range z=2.00-5.92. The highest redshift absorber which meets the 3σ and 5σ selection criteria is system 8 in sightline SDSS U0148 + 0600 with z=4.89031±4×10 −5 .
2. We identify 10 weak systems (W 2796 ≤0.3Å) when we consider 3σ selection criteria. We identify 6 weak systems when we consider 5σ selection criteria with the weakest of these Mg ii absorbers having W 2796 =0.117±0.006. The rejected systems (for both 3 and 5σ considerations) are weak Mg ii systems except for system 6 in sightline SDSSJ0927 + 2001 which has W 2796 =0.500±0.031. 3. We measure the incidence rate dN/dz in four equivalent width bins in order to highlight the evolution of weak (W 2796 ≤0.3Å), intermediate (0.3<W 2796 ≤0.6Å), intermediate/medium (0.3<W 2796 ≤1.0Å) and strong (W 2796 >1Å) systems. Our results can be seen in Figure 9 and Table 2. For weak systems we measure an incidence rate dN/dz=1.35±0.58 at <z>=2.34 and find that it almost doubles with dN/dz=2.58±0.67 by <z>=4.81. We fit each distribution with the functional form dN/dz=N * (1+z) β and the parameter fits can be seen in Table 3 . At a 3σ selection criteria, we find that the incidence rate of weak systems increases towards redshift ∼5 (ie. β>0). For all systems (W 2796 <4Å) we find that their incidence rate also increases towards redshift ∼5 from 2.40±0.77 at <z>=2.49 to 3.69±0.80 at <z>=4.77.
4. We measure the comoving incidence rate dN/dX in the same four equivalent width bins and our results can be seen in Figure 10 and Table 2 . We find that the incidence rates of systems with W 2796 ≤0.3Å does not evolve with redshift with a mean dN/dX=0.51. For all systems (W 2796 <4Å), we find that their evolution is best described by their mean. While the incidence rate values overlap with those presented in C16, we acknowledge that our survey path for strong systems is smaller.
5. We find that the comoving incidence rate of all Mg ii absorbers at <z>=4.77 (dN/dX=0.86±0.19) is comparable to incidence rate of the low ionisation absorbers O i, Si ii and C ii presented by Becker et al. (2011) with z abs >5.7 (dN/dX 0.22 +0.21 −0.13 ). As Becker et al. (2011) have pointed out that their incidence rate is comparable to the total number density of the combined DLA and sub-DLA populations at z ∼3, we find that the number density of low ionisation systems is not evolving rapidly over the redshift range 3<z<6 and note the connection with point 9 below. 6. We identify an excess of weak absorbers (W 2796 ≤0.3Å) when comparing to an expectation from an exponential fit to the equivalent width distribution of Mg ii absorbers with W 2796 >0.3Å. Our bin values and parameter fits can be seen in Table 4 and section 4.4. This is similar to the findings of Churchill et al. (1999) and Narayanan et al. (2007) × 10 −7 at <z>=2.48, 3.41, 4.77 respectively when we consider a 5σ selection criteria. We also measure the comoving mass density Ω Mg ii of weak, intermediate/medium and strong systems. Our results can be seen in Figure 12 , the values are presented in Table 5 and we discuss these results in section 6.1. We find that weak systems provide a significant amount of Mg ii when considering systems with W 2796 <1Å. We find that Ω Mg ii from strong systems increases by an order of magnitude from Ω Mg ii =1.7 +1.4 −0.6 × 10 −8 at <z>=2.49 to Ω Mg ii =3.8 +5.9 −1.3 × 10 −7 at <z>=4.77.
For Ω Mg ii , as traced by weak and intermediate/medium systems, we find a similar result. 8. We calculate expected incidence rates (see eq. 34) by pairing Mg ii absorption halo properties in the redshift range 0.072≤z≤1.120 presented by Nielsen et al. (2013b) with the z ∼5 luminosity function presented by Mason et al. (2015) . The results can be seen in Figure 14 . We find that we can not account for the incidence rates of Mg ii systems with W 2796 >0.1Å if the absorption halo properties of Mg ii do not evolve from z 1.12 to z 5 even if we integrate the luminosity function down to the lowest magnitude for which it is defined. This discrepancy can not be explained by an evolution in covering fraction alone and we discuss this in section 6.2. When we consider strong systems, we find that in order to explain their incidence rate we must consider all galaxies with L≥0.29L * . If instead, strong systems are only associated with galaxies with L ≥0.50L * ) then their physical cross-section (σ phys ) increases to 0.041 Mpc 2 at <z>=4.77 from 0.015 Mpc 2 at z=2.3.
9. We compare our highest redshift bin value for Ω Mg ii at z ∼4.77 with an expected value calculated using eq. 36 which incorporates the global DLA metallicity (<Z>=-2.03 +0.09 −0.11 ; Rafelski et al. 2014 ) and the comoving mass density of neutral hydrogen present in DLAs as measured by Crighton et al. (2015) ×10 −7 . Thus, we conclude that although Mg ii traces H i at lower redshift, our results show that current scaling relations can not account for all of the Ω H i at z ∼4.5 to 5.5. This suggests that Ω Mg ii (which is dominated by strong systems) could be associated with both ionised and neutral gas or that these strong systems have a higher metallicity than typical DLAs at this redshift as suggested by MS13.
Our findings suggest that Mg ii absorbers are well established after the first Gyr of evolution of the universe with the comoving incidence rate of weak Mg ii systems showing little to no evolution over the following ∼2 Gyr, down to z ∼2. While these systems and the nature of the associated galaxies has been investigated up to z ∼2.4 by Churchill et al. (1999) and Narayanan et al. (2007) , no such work has been undertaken in the redshift range of our survey. The evolution of the comoving mass density of these same systems (top panel of Figure 12 ) shows little to no evolution while the total fraction of Mg ii in these systems increases towards redshift ∼5. This suggests that tracking these weak systems becomes critical when attempting to trace the total budget of metals in the early universe.
In order to account for the impact of sky lines, we implement wavelength dependent and recovery rate based completeness and false positive corrections and find that even weak Mg ii systems can be identified past z ∼5 at both 5 and 3σ considerations (see Figures 5 and C1 respectively) . This is encouraging as more than a hundred QSOs have been identified past z ∼5 (Jiang et al. 2016; Bañados et al. 2016 ) which can be followed up with current spectroscopic instruments. Integral field spectrographs also provide an exciting opportunity to simultaneously investigate intervening absorbers and the associated galaxies with a single observation. Table A1 . Mg ii systems identified in ULAS J0148+0600 sightline. A system is defined as all components within 800 kms −1 of the lowest redshift component. The Table lists z, log(N ) and b which are the redshift, column density and doppler parameter for each component Voigt profile fit. The 3 and 5σ selection criteria are defined in eq. 6. No lower bound is presented for systems with b=1 kms −1 as the minimum doppler parameter we allow for a Voigt Profile is 1 kms −1 . ⇓ denotes a component with a blended feature ⇑ denotes a component polluted by a sky line or poor subtraction residual * denotes system which does not meet our 5σ selection criteria * * denotes system which does not meet our 5σ and 3σ selection criteria Table A2 . Mg ii systems identified in SDSS J0927+2001 sightline. A system is defined as all components within 800 kms −1 of the lowest redshift component. The Table lists z, log(N ) and b which are the redshift, column density and doppler parameter for each component Voigt profile fit. The 3 and 5σ selection criteria are defined in eq. 6. No lower bound is presented for systems with b=1 kms −1 as the minimum doppler parameter we allow for a Voigt Profile is 1 kms −1 .
ULAS J0148+0600
The comoving mass density of MgII from z ∼ 2 to 5.5 25 * denotes system which does not meet our 5σ selection criteria * * denotes system which does not meet our 5σ and 3σ selection criteria Figure A1 . All Mg ii systems identified in the SDSS J0927+2001 sightline. The top panel of each system plot is the location of the λ2796 transition and the bottom panel is the associated λ2803 transition. In each panel, the vertical axis is the continuum normalised flux. The horizontal axis is the velocity separation (kms −1 ) from the lowest redshift component of a system. The normalised spectrum is plotted in black and the associated error is in red. The solid blue line represents the full fit to the spectra and includes other ions besides Mg ii. Individual components are plotted with dashed lines and are identified by a vertical label. Mg ii components are in solid blue and other transitions are in light blue. * denotes system which does not meet our 5σ selection criteria * * denotes system which does not meet our 5σ and 3σ selection criteria Figure A2 . All Mg ii systems identified in the SDSS J0927+2001 sightline. The top panel of each system plot is the location of the λ2796 transition and the bottom panel is the associated λ2803 transition. In each panel, the vertical axis is the continuum normalised flux. The horizontal axis is the velocity separation (kms −1 ) from the lowest redshift component of a system. The normalised spectrum is plotted in black and the associated error is in red. The solid blue line represents the full fit to the spectra and includes other ions besides Mg ii. Individual components are plotted with dashed lines and are identified by a vertical label. Mg ii components are in solid blue and other transitions are in light blue. Table A3 . Mg ii systems identified in SDSS J1306+0356 sightline. A system is defined as all components within 800 kms −1 of the lowest redshift component. The Table lists z, log(N ) and b which are the redshift, column density and doppler parameter for each component Voigt profile fit. The 3 and 5σ selection criteria are defined in eq. 6. No lower bound is presented for systems with b=1 kms −1 as the minimum doppler parameter we allow for a Voigt Profile is 1 kms −1 . * denotes system which does not meet our 5σ selection criteria * * denotes system which does not meet our 5σ and 3σ selection criteria Figure A3 . All Mg ii systems identified in the SDSS J1306+0356 sightline. The top panel of each system plot is the location of the λ2796 transition and the bottom panel is the associated λ2803 transition. In each panel, the vertical axis is the continuum normalised flux. The horizontal axis is the velocity separation (kms −1 ) from the lowest redshift component of a system. The normalised spectrum is plotted in black and the associated error is in red. The solid blue line represents the full fit to the spectra and includes other ions besides Mg ii. Individual components are plotted with dashed lines and are identified by a vertical label. Mg ii components are in solid blue and other transitions are in light blue. Table A4 . Mg ii systems identified in ULAS J1319+0950 sightline. A system is defined as all components within 800 kms −1 of the lowest redshift component. The Table lists z, log(N ) and b which are the redshift, column density and doppler parameter for each component Voigt profile fit. The 3 and 5σ selection criteria are defined in eq. 6. No lower bound is presented for systems with b=1 kms −1 as the minimum doppler parameter we allow for a Voigt Profile is 1 kms −1 . * denotes system which does not meet our 5σ selection criteria * * denotes system which does not meet our 5σ and 3σ selection criteria Figure A4 . All Mg ii systems identified in the ULAS J1319+0959 sightline. The top panel of each system plot is the location of the λ2796 transition and the bottom panel is the associated λ2803 transition. In each panel, the vertical axis is the continuum normalised flux. The horizontal axis is the velocity separation (kms −1 ) from the lowest redshift component of a system. The normalised spectrum is plotted in black and the associated error is in red. The solid blue line represents the full fit to the spectra and includes other ions besides Mg ii. Individual components are plotted with dashed lines and are identified by a vertical label. Mg ii components are in solid blue and other transitions are in light blue. dz), allows us to identify clean portions of the spectra in the near infrared as can be seen in panel A at around ∼16660Å where the recovery rate is above 50% for even the weakest of inserted systems.
