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ABSTRACT
We propose hMDAP, a hybrid framework for large-scale data an-
alytical processing on Spark, to support multi-paradigm process
(incl. OLAP, machine learning, and graph analysis etc.) in dis-
tributed environments. The framework features a three-layer data
process module and a business process module which controls the
former. We will demonstrate the strength of hMDAP by using traf-
fic scenarios in a real world.
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1. INTRODUCTION
Data analysis has become a useful technique to organize, pro-
cess, and analyze large amounts of data in order to obtain use-
ful knowledge effectively such as hidden patterns, implicit corre-
lations, future trends, customer preferences, valuable business in-
formation etc [3]. OLAP (online analytical processing) [6], as a
key technology to provide rapid access to data (mostly relational
data) for analysis via multidimensional structures, enables users
(e.g., analysts, managers, executives etc.) to gain useful knowledge
from data in a fast, consistent, interactive accessing way. There
are many popular enterprise database management systems for sup-
porting OLAP. For example, Oracle OLAP [8, 18] is Oracle’s cur-
rent computing engine for online analytical processing. IBM com-
pany based on the DB2 database proposes the IBM DB2 OLAP
Server [4, 2] which can analyze the relational database quickly and
directly. Microsoft also provides SQL Server Analytic Services
(SSAS) [19, 13] supporting for OLAP to analyze information, ta-
bles, and files scattered across multiple databases.
The characteristics of big data is not confined to only volume
and velocity; it is also referred by the variety, variability and com-
plexity of the data [11, 7]. Due to the volume, variety and velocity
at which the data grows, it is extremely difficult for organisations
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to process this data for timely and accurate decisions [1]. For this
challenge, big data analysis [16] has become a tool to slove the
problem. The primary goal of big data analysis is to help com-
panies make more informed business decisions by enabling data
scientists, predictive modelers and other analytics professionals to
analyze large volumes of transaction data, as well as other forms
of data that may be untapped by conventional business intelligence
programs [16]. Recently, many techniques have been successfully
developped for providing big data analysis in various applications.
For example, Oracle Bigdata [14] builds on Hadoop [10] through
Oracle Direct Connector connecting Hadoop and Oracle databases.
SQL Server 2012 [17] provides the extension service of OLAP and
business intelligence on Hadoop to support big data analysis. IBM
SmartCloud provides a Hadoop-based analytical software InfoS-
phere BigInsights [20] which can connect with IBM DB2. How-
ever, those existing techniques of big data analysis are mostly based
on OLAP which is not effective to process data in various models
(e.g., semi-structure [16]), they do not always bring highly accu-
rate analysis due to the variety and variability of big data in a com-
plicated application–for example, the real-time data on the perfor-
mance of traffic applications or of mobile applications. Besides,
how to process big data analysis efficiently is always an important
problem when the scale of big data grows exponentially [5].
In this demonstration, we propose a hybrid framework for big
data analysis on Apache Spark [12] (a high-performance comput-
ing architecture) which builds on HDFS of Hadoop. The frame-
work features a three-layer data process module and a business pro-
cess module which controls the former. Within this framework, we
can support multi-paradigm data process (i.e., a technical connec-
tivity between various disparate process [21]) in order to improve
the accuracy of analysis, where various big data analysis techniques
(incl. OLAP, machine learning, and graph analysis etc.) are inter-
operated to process the analysis of various applications of big data
(incl. data cube [9], intelligent prediction, and complex network
etc.) respectively. Moreover, our proposed framework built on
Spark can process large-scale data efficiently. Finally, we imple-
ment hMDAP and demonstrate the strength of hMDAP by using
traffic scenarios in a real world.
2. ARCHITECTURE
In Figure 1, we depict the architecture of our framework con-
sisted of four parts: the storage management, the resource schedul-
ing, the query analysis and the business process. In the following
sections, we will introduce each part in detail.
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Figure 1: The hMDAP architecture.
2.1 Storage management
In Figure 2, there are two parts, the physical storage and the
logical storage. The rapid growth of data makes the physical stor-
age of data from single source storage to distributed storage. In
order to solve the storage of multi-source data, we adopt the exist-
ing distributed file system. In our framework, it is HDFS (Hadoop
Distributed File System [10]).
Besides, it products many types of data due to the different needs
of applications, such as tables, texts, RCFile(the file type of Hive)
and sequence data. In order to use these different types of data, we
compose the abstract relational views by designing the metadata
with semantics to convert data types to the relational data we can
handle.
Figure 2: Storage management.
2.2 Resource scheduling
In our framework, the development is based on Spark and the
module of the resource scheduling is assigned to Spark. The Fig-
ure 3 depicts the resource scheduling in our framework. We use
MySQL [?] to query over relational database. The part of MLlib
is Spark machine learning library. We call the functions in the li-
brary to compute. GraphX is the graph query module of Spark. We
user it to query graphs and it provides a possibility to transform the
different data formats to graph to query.
2.3 Query analysis
Figure 3: Resource scheduling.
The module of the query and analysis is located on the top of the
framework. It is not only the entrance to provide services, but also
provides the standard syntax and semantic specification of multi-
paradigm data analytical processing. At present, HiveQL is similar
to the standard SQL, which is oriented to the classic OLAP task,
and does not deal with the query language based on ML analysis
and graph data analysis. On the basis of not changing the exist-
ing query language syntax standard, we develop a multi paradigm
for large data fusion analysis query language expanded of machine
learning(ML) and graph analysis.
Our big data analysis and processing of the query language is
based on the improvement of the fusion of SQL and HiveQL in
multi-paradigm. First of all, we analyze the support of HiveQL and
SQL respectively and count the amount of operations which can be
supported by the traditional relational algebra model. On the basis
of the relational algebra model, we add other necessary operators to
construct an extension of the algebraic language model, which can
fully support the operation of HiveQL and standard SQL. For the
operator with higher complexity, it is split into smaller sub operator
or used other methods to optimize it. For the ML analysis, we
count the commonly used analytical processing methods, such as
classification and clustering, and define the abstract interfaces for
common ML analysis processing methods. For the graph analysis
processing, we also count the commonly used analytical processing
methods, such as the shortest path algorithm, and define the abstract
interfaces for them.
In this module, the framework also relates to the implementa-
tion of the OLAP on the relational database and ML and graph
data processing tasks on the distributed framework. The traditional
relational database query optimization method is no longer appli-
cable to this situation. According to the different characteristics
of relational storage management query engine and distributed file
system of computing engine, we summarize the query information
and optimize the performance. Firstly, we investigate the statistical
index system used in traditional database and analyze the interac-
tion between each index and the index in the system. Then, for each
index in the index system of statistical information, we design effi-
cient and accurate sampling methods to calculate the cost model in
query optimization. According to the above statistics, we can also
design a storage and maintenance programs which is easy to update
and manage. And we may use the cost model in the traditional re-
lational database to design a new cost model which can reflect the
query cost of the mixed data.
Figure 4 displays the query analysis. The main architectural
components of the query analysis are Query and Data Analysis Pro-
cess Tools(DAP Tools). In the first part, we can query by SQL or the
function user defined as specified format. The DAP tools contain
classical OLAP, DAP on machine learning and DAP on graph.
2.4 Business process
Our framework provides an analysis method for the large scale
data analysis process. But in the face of complex business pro-
Figure 4: Query analysis.
cesses in different fields, we need the domain knowledge and ac-
cording to the domain knowledge, we can design the multi-paradigm
fusion of analysis task. We can draw lessons from the method of
service composition in service oriented architecture design.
In this module, we need to do two things: developing a multi
paradigm fusion analysis process orchestration language syntax and
the complex business process scheduling method. In the first part,
we need to analyze the patterns and characteristics of service or-
chestration language in service oriented architecture design and de-
sign an abstract model of the executable process. On the basis of
the abstract model, we summarize the basic activities of complex
business process analysis. Finally, we define the grammar of the
business process. In the semantic, we need to research and anal-
ysis the meanings of basic business activities and define the start
point,end point and the basic command. In the second part, we
need to study and analyze complex business processes in practical
applications. Then, we build complex business process models and
refine the way to exchange messages in public business processes.
After that, we need to control the interaction of each part of the
resources through the interaction sequence of messages, achieving
a reasonable call for each resource service. We still need to inves-
tigate the applicability of existing object-oriented design patterns.
For the analysis of complex business process integration model,
we design data business processes. We refine the design patterns in
complex business processes based on the advantages and principles
of existing design patterns.
In the real world, the business process model is complex and it
takes a lot of time to analyze. The Figure 5 illustrates the details of
the business process in our framework.
The user needs to write the configuration files before he or she
submits the query. The format of configuration files are shown
in Section 3. When the user submits a query to the framework,
the query and analysis module in the framework starts to parse the
user’s query. This module parses queries according to predefined
semantics, such as XML(Extensible Markup Language). The mod-
ule transforms the user’s query to two parts, the query over rela-
tional databases and the query in machine learning. We default
that the user’s query including the query over relational databases
and the module determines whether or not to carry out the query
in machine learning. We think that when the result of the query
over relational databases is null, the framework begins to query in
machine learning. After the analysis module, the framework uses
the query over relational databases and the information about the
databases which is read from the configuration files to query the re-
lational databases. Then, the framework runs the query in machine
learning. The input of machine learning is the result of querying by
relational databases which the query statement is stored in the con-
figuration files. And the parameters of the machine learning algo-
rithm is also stored in the configuration files. When the framework
gets the information of the machine learning algorithm, it starts to
Figure 5: Business process.
Figure 6: Query interface of hMDAP.
train and calculate and the parameters of the training of the ma-
chine learning also comes from the configuration files. Finally, the
framework makes a join of the results of two parts.
3. DEMONSTRATION
In this section, we present the interface of hMDAP based in
Javascript, which communicate with the service in Java. We show
the screenshot of hMDAP in Figure 6 and the configuration file we
mentioned above in Figure 7.
The interface is composed as follows:
• Configuration of Machine Learning: it is a text to input the
path of the configuration file of the machine learning algo-
rithm, such as parameters.
• Configuration of Relation Database: it is a text to input the
path of the configuration file of the relational databases, such
as the user name.
• Results: it is a text to display the results of the background.
• Run: it is a button to start the program and when the program
runs over, the results are shown in the Results.
• Save: it is a button to save the context from Results in text
file and at the same time, empty all the text box contents.
• Cancel: cancel the running of this program and empty all the
text box contents.
Figure 7: The configuration file of the machine learning.
And the details of the configuration file is as follows:
• configuration: it is the beginning of the configuration file.
• input: it is the training dataset of the machine learning algo-
rithm.
• database: it indicates that the input dataset comes from the
relational database as following information
• url, user, password: they are the parameters to connect to
the relational database, the location of the database, the user
name and the password of the user.
• sql: it is the statement to query the relational database.
• parameter: the contents under this label are the parameters of
the machine learning algorithms except the input parameter.
• value: a series of these labels are the values of the parame-
ters.
• algorithm: it is the name of algorithm. For example, the
value of algorithm is KMeans and our framework runs the
algorithm named KMeans which is defined in our library.
User can customize the algorithm and give the location of
the algorithm in this label.
Before running the interface, the user should write two config-
uration files, the configuration of machine learning algorithms as
Figure 7 and the configuration of relational databases that the con-
texts are the parts of <database> in Figure 7. When the user writes
two files, he or she should write the paths of the files in the texts on
the interface. Then, click the button Run. If the user wants to save
the results, he or she clicks the button of Save. If the user don’t
need the results, he or she clicks the button of Cancel.
4. CONCLUSION
In this demonstration, we proposed hMDAP, a hybrid framework
for large-scale data analytical processing to support multi-paradigm
process on Spark. The multi-paradigm processing mechanism of
hMDAP can provide the interoperability of data analytical process
techniques to process data which might be not effectively handled
if we only apply single data analytical process technique. On the
other hand, hMDAP takes advantage of the high-performance of
Spark in processing large-scale data. We believe that hMDAP pro-
vides a new approach to big data analysis in a multi-paradigm way.
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