Abstract. Let p be a prime, k be an algebraically closed field of characteristic p. In this paper, we provide the classification of connected Hopf algebras of dimension p 3 , except the case when the primitive space of the Hopf algebra is two dimensional and abelian. Each isomorphism class is presented by generators x, y, z with relations and Hopf algebra structures. Let µ be the multiplicative group of (p 2 +p−1)-th roots of unity. When the primitive space is one-dimensional and p is odd, there is an infinite family of isomorphism classes, which is naturally parameterized by A 1 k /µ.
Introduction
The classification of finite-dimensional Hopf algebras over C has been done for certain dimensions; see [1, 3, 4, 5, 6] . Let p be a prime. In particular, pointed Hopf algebras over C of dimension p 3 are classified independently by Andruskiewitsch and Schneider [2] , Caenepeel and Dascalescu [7] , Stefan and van Oystaeyen [12] . Finitedimensional connected Hopf algebras only appear over fields of positive characteristic. Further assume that the base field is algebraically closed and of characteristic p. In [16] , the second author of this paper classified connected Hopf algebras of dimension p 2 using the theories of restricted Lie algebras and Hochschild cohomology of coalgebras. Pointed Hopf algebras of dimension p 2 are classified in [15] . In particular, graded cocommutative connected Hopf algebras of dimension p 2 and p 3 are classified by Henderson [9] using Singer's theory [13] of extensions of connected Hopf algebras.
In this paper, following the method in [16] , we classify connected Hopf algebras of dimension p 3 , except the case when the Hopf algebras having abelian two-dimensional primitive space. Our result shows that there is an infinite family of isomorphism classes, which is parameterized by A 1.1. Preliminary. Throughout the paper, we work over a base field k, algebraically closed of prime characteristic p > 0. We use the standard notation (H, m, u, ∆, ε, S) as in [11] to denote a Hopf algebra H. The primitive space of H is the set P (H) = {x ∈ H | ∆(x) = x ⊗ 1 + 1 ⊗ x}. The coradical H 0 of H is the sum of all simple subcoalgebras of H. The Hopf algebra H is connected if H 0 is one-dimensional. For each n ≥ 1, set
The chain of subcoalgebras H 0 ⊆ H 1 ⊆ . . . ⊆ H n−1 ⊆ H n ⊆ . . . is the coradical filtration of H; see [11, §5.2] . It is well known that any finite-dimensional connected Hopf algebra must have dimension p n for some integer n ≥ 0 (see, e.g., [ 16, Proposition 2.2 (7)]). Suppose that K ⊂ H is an inclusion of finite-dimensional connected Hopf algebras with dim K = p m and dim H = p n for integers m < n. Recall from [16, Definition 2.3] that the first order of the inclusion K ⊂ H is the minimal integer i such that K i H i , and that the p-index of K in H is n − m. We will also use the second term of the Hochschild cohomology H 2 (k, H) of H with coefficients in the trivial H-bicomodule k. It can be computed as the homology of the following complex [12, Lemma 1.1]:
where the differentials d 1 and d 2 are defined as, for any h, g ∈ H,
Then
Our settings and main results are described as follows and proofs are provided in sections 2, 3 and 4.
1.2. Classification results. Let H be a connected Hopf algebra of dimension p 3 , and K be the Hopf subalgebra of H generated by the primitive space. By [14, Proposition 13.2.3], K ∼ = u(P (H)), the restricted universal enveloping algebra of P (H). Hence, dim K = p, p 2 , p 3 . Our main results are divided into three cases: dim K = p (Theorem 1.1), dim K = p 2 and K is noncommutative (Theorem 1.3), and dim K = p 3 (Theorem 1.4). Hopf algebras in isomorphism classes of H are always presented in the form of k x, y, z /I, where I is an ideal generated by relations. And the comultiplication is given by
for some elements Y and Z in k x, y, z /I ⊗ k x, y, z /I. In Theorems 1.1, 1.3, and 1.4, the defining relations in I and the elements Y and Z are given explicitly. In order to express Y and Z, we need the convention When K is p 2 -dimensional and noncommutative, the structure of K is given by [16, Theorem 7.4 (5) ]. Moreover, H is generated by K and some nonprimitive element z ∈ H \ K. The element Z can be found by applying [16, Theorem 6.7] . Then the classification result follows by direct computation for each case in Lemma 3.2.
2 -dimensional and noncommutative, the element Y = 0. There are three isomorphism classes.
When K is p 3 -dimensional (i.e., H is primitively generated), it is sufficient to classify restricted Lie algebras of dimension three.
There are fifteen isomorphism classes and one finite parametric family.
with λ p−1 = δ and δ = ±1. Now, the only remaining case is when K is p 2 -dimensional and commutative. In [17] , all the connected Hopf algebras having large abelian primitive space are classified by their moduli spaces. We hope to classify these Hopf algebras using methods in [17] with more explicit analysis. More parametric families of isomorphism classes should be obtained.
K is p-dimensional
In this section, we suppose that dim K = p, or equivalently dim P (H) = 1. It is clear that K is generated by a primitive element, which will be denoted by x. Since dim P (H) = 1, it follows from [16, Theorem 7.7 ] that x is in the center of H. By [16, Corollary 5.3] , H is always cocommutative and contains a chain of normal Hopf subalgebras K ⊂ F ⊂ H, where dim F = p 2 . In particular, dim P (F ) = 1. Following the classification of connected Hopf algebras of dimension p 2 with one-dimensional primitive space provided in [16, Lemma 7 .3], we can write F as one of the following:
Next, we will obtain the comultiplication of the third generator of H. By [16, 
Note that the comultiplication for F in the three cases of (2a) are the same. One can compute u directly by using the Hopf algebra structures of F in (2a).
In fact, a similar computation has been done by Henderson in [9] to classify lowdimensional connected graded Hopf algebras over fields of characteristic p. In [9, Theorem 3.3, type h-3], the connected graded Hopf algebra of dimension p 3 is generated by x 1 , y 1 , z 1 withψ
whereψ is the same as −d 1 in our notation (i.e.,ψ(y 1 ) = ∆(y 1 ) − y 1 ⊗ 1 − 1 ⊗ y 1 ). Note that the expression r,s>0, r+s=p
is the same as −ω(x 1 ), since (p − 1)! ≡ −1(mod p). Thus,
The Hopf subalgebra F 1 generated by x 1 , y 1 in [9, Theorem 3.3 type h-3] is isomorphic to F as coalgebras via φ :
, associated with the coalgebra structure, represents a basis in H 2 (k, F 1 ). Hence, back to our setting F and z ∈ H \ F , we can choose u as
Note that F and z generate a Hopf subalgebra of H. Since z ∈ H \ F and F has p-index one in H, then H is generated by x, y, z. Moreover, we can assume
for all the three cases in (2a).
Lemma 2.1. Let x, y, F and z be as above and further assume that
Since x p = 0, it is easy to see that ω(x) n = 0 for n ≥ 2, and so
ii) Note that x is in the center of H. Then, we have
Hence, [y, z] is primitive in H. So we can write [y, z] = γx for some γ ∈ k. For positive integers m and n, it follows by direct computation that
where is i is the coefficient of
for any integer i ≥ 0. Moreover, F is commutative. Hence, for any f ∈ F ⊗ F , we have
and ω(y)(adz ⊗ 1 + 1 ⊗ adz) p−1 , which we will refer to as I 1 and I 2 , respectively. First of all,
, since x is in the center of H. After binomial expansion,
By (2b), the terms for i = j in the above summation all vanish. Hence,
Note that (p − 1)! = −1 (mod p). Then
For I 2 , we follow a similar argument. By direct expansion,
where
Again by (2b), the terms for i = j or i = j + 1 all vanish. Then, we have
Thus,
The second assertion of ii) follows immediately.
Theorem 2.2.
Suppose that x and y are described in (2a), that is,
or one of the following
where α, β ∈ k and
Proof. Retain the information on x, y, F , and z obtained prior to Lemma 2.1. Then H is generated by F and z. There are three cases according to (2a). 
That is, z p − z is primitive. There is some λ ∈ k such that z p − z = λx. Now consider the shifting z ′ = z + αx for some α ∈ k. It is clear that ∆(z
In other words, we can assume, up to isomorphism, that z p = z. This gives (A1).
Note that x p = y p −x = 0. By Lemma 2.1 (ii), we can write [y, z] = γx for some γ ∈ k and 
Therefore, we can assume, up to isomorphism, that z p = x. This gives (A4).
When γ = 0, consider again the rescaling x ′ = ax, y ′ = a p y, z ′ = a p 2 z of the variables x, y, z, for some a ∈ k × . It is clear that
Hence, up to isomorphism, we can assume that γ = 1. This gives (A5).
Remark 2.3. The Hopf algebra in Theorem 2.2 (A1), namely, H
, is semisimple and isomorphic to (kC p 3 ) * , where C p 3 is the cyclic group of order p 3 .
Notice that the Hopf algebras in Theorem 2.2 (A2) and (A5) are subject to parameters α and β, respectively. Next, we discuss the isomorphism classes with respect to the choices of the parameters. 
with comultiplication given by
Hence, there exists some scalar γ ∈ k × such that
Now, back to the map φ :
where A ∈ K and B ∈ F . Since φ is a coalgebra map, (φ ⊗ φ)∆(y ′ ) = ∆(φ(y ′ )). Then, it can be shown that ∆(A) = A ⊗ 1 + 1 ⊗ A. Hence, we can write A = ax for some a ∈ k. Similarly, it follows from (φ ⊗ φ)∆(z
Direct computation shows that the element
(The computation is tedious and omitted here.) If B 1 and B 2 are both solutions to the equation (2c), then d 1 (B 1 − B 2 ) = 0, and so B 1 and B 2 differ by a primitive element. Thus, we can write
It follows immediately that M ∈ F and M p = 0. In summary, the isomorphism φ can be written as:
for some a, b ∈ k and γ ∈ k × . On the other hand, φ is also an algebra map. In particular,
First, we claim that
Then, since x is in the center of A(β), we have S = 0 for p > 2. When p = 2, we have S = γ 4 a 2 x. By (2b) and the fact that x p = 0, one can check that
This proves the claim. Next, the condition φ([y
In view of the algebraic relations in A(β), this yields
Combining with the relation z p + x p−1 y − βx = 0, we have
When p > 2, it follows from (2e) that
Note that p 2 + p − 1 divides p 3 − 2p + 1 and that (p 2 + p − 1, 2p − 2) = 1 for p > 2. Therefore, any map given in (2d) becomes an isomorphism from A(β ′ ) to A(β) if and only if a, b ∈ k and the scalar γ is a (p 2 + p − 1)-th root of unity such that β ′ = γβ. When p = 2, it follows from (2e) that
Hence, any map given in (2d) becomes an isomorphism from A(β ′ ) to A(β) by choosing scalars γ, a, b ∈ k such that γ 5 = 1 and
(ii) Denote the generators of H(α ′ ) and H(α) by x ′ , y ′ , z ′ and x, y, z, respectively. Similar computation used in (i) shows that the following map ψ is an isomorphism from H(α ′ ) to H(α)
Proof of Theorem 1.1. In Proposition 2.4, let α = 0 in (A2) and β = 0 when p = 2 in (A5). Then the theorem follows by combining Theorem 2.2 and Proposition 2.4.
K is p 2 -dimensional and noncommutative
In this section, suppose dim K = p 2 and K is noncommutative. By [16, Theorem 7.4 (5)], we can write
where x and y are primitive elements with ǫ(x) = ǫ(y) = 0, S(x) = −x, and S(y) = −y. The following lemma contains some computational results needed later. We also use the convention
Lemma 3.1. Let x, y and K as above. Then we have
Proof. i) Note that xy = yx + y. Then, by induction, [x, y i ] = iy i for any positive integer i. Hence
Therefore,
ii) Again by xy = yx + y, one can show inductively that [y,
for all i ≥ 1. Note that the index i and p − i are symmetric in ω(x). Hence,
Moreover, since char k = p, we have
It follows by direct computation that for any indices i, j the coefficient
can be rewritten as
. Hence
To find ∆(yf (x)), we first define
for positive integer l, which can be rewritten as
Then we obtain
Changing the order of the double summation p−1 l=1 l m=1 and replacing l − m by j and m by i, we have
which is the same as [y ⊗ 1 + 1 ⊗ y, ω(x)]. iii) Let e ∈ H be a primitive element. Since K = u(P (H)), we can write e = ux + vy for some u, v ∈ k. Thus Lemma 3.2. There exists some z ∈ H \ K such that H is generated by K and z, and the comultipilication of z, up to isomorphism, is one of the following
Moreover, the comultiplication of z remains the same if it is shifted by any primitive element.
Proof. Suppose that H is cocommutative. By [16, Theorem 6.7] , there exists some u ∈ H \ K such that
where α, β ∈ k, not all zero. If α = 0, then β = 0. Letting 
We will show that p = 2 by contradiction. Suppose p = 2 and consider dim(H 2 /K 2 ). In either cases, z / ∈ K by direct computation using PBW Theorem. Note that the p-index of K in H is one. Hence H is generated by K and z. The last statement of the lemma is obvious.
That is, x p = z, y p = 0, z p = z. Now set x ′ = x − z. Then (x ′ ) p = (x − z) p = 0, [x ′ , y] = z, and [x ′ , z] = 0. Therefore, these cases also give (2). The remaining case is when both α and β are nonzero. Set x ′ = x + uy for some u ∈ k. Then ( Lastly, it is clear that the three p-maps give three distinct isomorphism classes of g, as (1) is trivial, (3) produces a local restricted Lie algebra but (2) does not. Remark A.4. From Proposition A.1 and Corollary A.3, we see that the number N(m) of isomorphism classes of m-dimensional abelian restricted Lie algebra (resp., p m -dimensional primitively generated commutative Hopf algebras) is just the partial sums of partition functions of positive integers, that is, N(m) = m n=0 P (n), where P (n) is the number of ways to write n as a sum of non-negative integers, regardless the order of summands.
