We construct a branched Helfrich immersion satisfying Dirichlet boundary conditions. The number of branch points is finite. We proceed by a variational argument and hence examine the Helfrich energy for oriented varifolds. The main contribution of this paper is a lower semicontinuity result with respect to oriented varifold convergence for the Helfrich energy and a minimising sequence. For arbitrary sequences this is false by a counterexample of Große-Brauckmann.
Introduction
The Helfrich energy (or Canham-Helfrich energy) was introduced by Helfrich in [20] resp. Canham in [6] . We will deal with the following variant, which is defined for an oriented immersion f : Σ → R 3 with a smooth 2-dimensional manifold Σ W H0,λ (f ) :=
Here µ g denotes the area measure induced by f andH the mean curvature of f with respect to the normal ν of f induced by the orientation (i.e. the sum of the principal curvatures). In this article H 0 ∈ R is arbitrary and λ > 0. In terms of the mean curvature vector H we can writeH = H · ν. The corresponding Euler-Lagrange equation is as follows (see [28, Eq. (31) ])
Here ∆ f denotes the Laplace-Beltrami and K the Gauss curvature of f . We call an immersion satisfying this equation a Helfrich immersion or just Helfrich.
Apart from geometrical interest, the Helfrich energy has applications in e.g. biology in modeling red blood cells or lipid bilayers (see e.g. [6] , [20] or [27] ). In mathematics itself research has been mainly focused on the Willmore energy (i.e. H 0 = 0, λ = 0), which was revived by Willmore in [37] , but has already been studied by e.g. Thomsen in [36] . A general discussion of such curvature integrals for variational purposes can be found in [26] . In context of the Willmore energy mainly compact surfaces without boundary were considered, see e.g. [35] , [4] or [24] . Compact surfaces are also considered for minimising the Helfrich energy under fixed area and enclosed volume. In this regard some results have been established for axisymmetric surfaces, see e.g. [8] and [7] . For the Willmore energy the scaling invariance simplifies this problem to prescribing the Isoperimetric Ratio and was solved for genus 0 surfaces in [32] .
We on the other hand will focus on a Dirichlet boundary value problem for Helfrich immersions. For the Willmore energy existence results have already been achieved by e.g. Schätzle in the class of branched immersions in [30] . In [9] these existence results were improved by different methods and e.g. branch points were excluded from the boundary. Our reasoning will be heavily inspired by Schätzle's article [30] and Simon's work [35] . In the class of surfaces of revolution existence results for Willmore surfaces were obtained in the series of the papers [10] , [11] and [15] . These results even have some extensions to the Helfrich energy in [31] or [14] . In the class of graphs existence of a very weak minimiser in the class of functions of bounded variation for the Helfrich and Willmore energy was obtained in [12] .
We will show an existence result for Dirichlet boundary data in the class of branched immersions. The Helfrich equation (1.2) is of fourth order, where many established techniques like the maximum principle do not apply. Hence we will use a variational approach with oriented varifolds (see [21] or appendix B). Unfortunately the Helfrich energy (1.1) is in general not lower semicontinuous with respect to varifold convergence (see [19] ). Delladio was able to overcome this obstacle in [13] (see also [3] for combining Gauss graphs and curvature integrals) by working with current convergence of the associated Gauss graphs of the surfaces. Unfortunately he had to assume C 2 -regularity on the limit of a minimising sequence for his argument to work, which is a-priori not clear.
Let us now describe our Dirichlet problem in detail: To do this we need a given smooth one dimensional compact and embedded manifold Γ ⊂ R 3 with a smooth unit normal vectorfield n ∈ N Γ ⊂ R 3 . Then our Dirichlet boundary conditions can be stated for a smooth, two dimensional immersion f : Σ → R 3 :
here co f denotes the inner conormal of f . Our main theorem can be stated as follows:
Theorem 1.1. Let λ > 0 and H 0 ∈ R, then for any smooth embedded compact oriented one-dimensional manifold Γ ⊂ R 3 with smooth unit normal field n ∈ N Γ, there exists a two dimensional branched immersion f : Σ → R 3 of a compact oriented manifold Σ, which satisfies (1.3) and is Helfrich outside the finitely many branch points. f is smooth outside the branch points and continuous at the branch points. Remark 1.2. Branch points of f may appear on the boundary.
Let us now summarize the most important parts of the proof und discuss some other possible approaches: We will describe our minimising sequence as oriented varifolds and apply Hutchinsons compactness result [21 loc -regularity outside of finitely many 'bad' points in Lemma 3.1. This lemma also shows that the limit can be decomposed into C 1,α ∩ W 2,2 -graphs near 'good' points. This enables us to prove lower semicontinuity for our minimising sequence in section 4, because we will be able to write the Helfrich energy for one such graph variationally, i.e. in the form of
with some H 2 -measurable function h (see (4.11 ) for a precise statement). For arbitrary sequences of oriented varifolds this does not seem to be possible, since the addition of the two 'square' terms in the general form of the Helfrich energy (2.1) seems to prevent this. Furthermore we cannot use Delladio's result [13, Thm 5 .1], since we do not know if the limit is C 2 -regular everywhere. Adapting Delladio's proof to our setting also does not seem to be possible, since he uses the lower semicontinuity and compactness result of Hutchinson [21, 4.4.2] for measure-function pairs. Even if we find measure-function pairs and a corresponding integrand to encode the Helfrich energy, it is not clear that the resulting limit measure-function pair is related to any curvature function. For example such an integrand may look like F (y, q) = (q − H 0 ) 2 with a corresponding measure-function pair (µ, h) with h(y) =H. For Große-Brauckmann's counterexample [19, p. 550, Remark (ii) ] this would result in h = 1 and W H0,0 = 0 for the whole sequence and the limit measure function pair would be of the form (µ, y → 1). This is in contrast to the fact, that in this example the sequence convergences to a plane of multiplicity 2. In section 5 we collect the needed arguments of [35] , [30] and [25] to finish the proof of Theorem 1.1 with Lemma 5.3. There we only sketch the arguments, since they have essentially been given in the aforementioned papers.
Compactness
As in [30] we will prove Theorem 1.1 with the direct method of the calculus of variations employing geometric measure theory. Since the Helfrich energy depends on a given orientation, we will formulate the compactness arguments in the context of oriented varifolds. These were introduced by Hutchinson (see [21, chapter 3] ). For the readers convenience the basic definitions and notations of these objects are summarized in Appendix B.
Since we will work with 2-dimensional varifolds in R 3 , we can identify the oriented Grassmannian G 0 (2, 3) with ∂B 1 (0) = {ν ∈ R 3 : |ν| = 1} by the Hodge star operator * (see e.g. [22, exercise 16-18] ). In our case * is given for
) for a precise definition). Then the Helfrich energy is defined as
Please note, that by Brakke's orthogonality result (see [5, §5] 
To define the densities let us denote the choosen orientation of T x Σ by τ (x).
Here sign + (df (τ (x)) (ξ f (y)) = 1, if ξ f (y) is the same orientation as df (τ (x)) 0, else.
Analogously sign − (df (τ (x)) (ξ f (y)) = 1 if ξ f (y) is the opposite orientation of df (τ (x)). Please note, that these densities are only well defined H 2 ⌊f (Σ) almost everywhere, which is enough to obtain a well defined oriented varifold (see also Figure 1 ). Let us now define our minimising sequence: Let Σ be a compact orientable connected manifold with boundary. Then we consider the sequence of oriented smooth immersions f m : Σ → R 3 satisfiying
We call the corresponding integral varifold V 0 fm as defined above. Now we consider a fixed oriented smooth immersion f 0 : Σ 0 → R 3 such that
After an appropriate glueing we obtain f m,0 := f m ⊕ f 0 : Σ ⊕ := Σ ⊕ Σ 0 → R 3 to be a compact C 1,1 immersion without boundary. After slightly smoothing around Γ we can even assume f m,0 ∈ C 2 , while still keeping (2.3). Hence
For the sake of brevitiy let us denote
and
Therefore the mass of V Hence we only need to estimate the mass and the first variation. We use the Cauchy-Schwartz and ε-Young inequality to deduce
Since λ > 0 we can choose ε > 0 to satisfy 1 > ε and λ
Therefore the assumptions for Theorem B.2 are satisfied. By choosing a suitable subsequence we obtain the following 
Now let x ∈ spt(µ + µ 0 ). For an arbitrary ρ > 0 we obtain by e.g. [23, Prop. 4.26] and the defintion of the support of a Radon measure
Hence spt(µ m + µ) ∩ B ρ (x) = ∅ for m big enough. Therefore we can find x m ∈ spt(µ m + µ 0 ) such that x m → x. By (2.9) we finally obtain diam(spt(µ + µ 0 )) ≤ C and the lemma is proven.
We also obtain the following lemma because the needed assumptions in [30, Prop. 2.1] are also satisfied:
Partial Regularity
In this chapter we will show C 1,α regularity close to good points. Our proof strongly follows the argument of Schätzle in [30, Prop. 2.2] respectively Simon in [35, pp. 298-303] . It needs some modifications, which will be highlighted in the exposition. We also repeat some details, which we will have to refer to in section 4, when proving lower semicontinuity. A good point x 0 ∈ spt(µ + µ 0 ) is defined as essentially having
for an ε 0 > 0 small enough. (2.8) yields only finitely many bad points, i.e. points which do not satisfy the following requirement. The precise proposition is as follows.
Here L i ⊂ R 3 are two dimensional affine spaces and i = 1, . . . , I x0 ≤ C(E, λ, H 0 ). Furthermore the u i satisfy the following estimate
Moreover we have a power-decay for the second fundamental form, i.e. ∀x ∈
Proof. Our goal is to verify the assumptions of Allard's regularity Theorem A. 
and we can apply the decomposition Theorem A.6 to f m,0 for m big enough. Therefore we decompose f
More precisely there exist affine 2-planes L m,i ⊂ R 3 and smooth functions u m,i : 
As in [30, Eq. (2.12)-(2.14)] we obtain for ε 0 small enough 0 < τ < 
for B σ (x) ⊂ B θρx 0 (x 0 ) arbitrary. Here w 2 denotes the Hausdorff measure of the 2-dimensional euclidean unit ball and µ gm,0 the area measure on Σ ⊕ induced by
is an embedding. As in [30, Eq. (2.14)-(2.16)] the density estimate (3.7) can be extended to µ + µ 0 . We repeat these steps here, because we need the result in section 4. Let us define the following Radon measures
Now we take a subsequence depending on x 0 , θρ x0 , may assume I m = I and get by the usual compactness property of Radon measures as in [30 
by approximating the positive and negative part of ϕ monotonically with simple functions, using the monotone convergence theorem and exploiting that the µ m,i and µ i are finite. The uniqueness part of the Riesz representation theorem now shows
By passing (3.7) to the limit we also obtain (see [30, Eq. (2.16)])
Here we again use the upper semicontinuity for measure convergence evaluated on closed sets (see e.g. [23, Prop. 4.26] ). Hence assumption (A.3) of Allard's integral compactness Theorem A.1 is fullfiled. The next step is to prove a power decay as in (A.2). Then all assumptions on Allard's regularity Theorem A.1 will be satisfied. For this we need to concentrate on a specific i ∈ {1, . . . , I}. We also need to make a distinction between boundary points and inner points. Let us first assume that x 0 / ∈ Γ. By the compactness of Γ we can additionally assume
In the first case we do not need to show anything, since f m,0 is independent of m on Σ 0 and smooth on Σ 0 . Let us proceed with the inner regularity estimates, i.e. D m,i ∩ Σ 0 = ∅:
Inner regularity:
Let us define
Let us choose 0 < ρ < θρ x0 fixated but arbitrary. We need to apply the graphical decomposition Lemma A.6 again to f m,0 (D m,i ) ∩ B ρ (x 0 ). Hence we obtain
TheseP m,i,ℓ,j also satisfy the following estimate
if we choose C(E)ε 
is an embedding, we also have
, such that ∀j = 1, . . . , J m,i,ℓ (see also Figure 2 )
Therefore v m,i,ℓ | ∂Bσ (x0)∩Lm,i and ∇v m,i,ℓ | ∂Bσ (x0)∩Lm,i are well defined for any 
Here K f denotes the Gauss curvature of a given immersion f : Σ → R 3 . Hence for σ ∈ S m we obtain (see e.g. [12, Eq. (11)] for a formula for |A m | 2 ) 
Summing over ℓ = 1, . . . N m,i ≤ CE yields with (3.21)
By hole filling, i.e. adding C times the left-handside to the inequality we obtain with γ :=
For m → ∞ we can again employ the semicontinuity properties of measure convergence (see e.g. [23, Prop. 4.26] ) and get
Since all the argument needed was an estimate of the form of 3) . This concludes the inner regularity.
Regularity at the boundary:
Let us now assume x 0 ∈ Γ. Our reasoning here will be in large parts analogue to the inner regularity, but we will use Theorem A.3 instead of Theorem A.2. The following preparation for proving an estimate analogue to (3.22 ) is identical to [30, p . 282] but we include it nevertheless since we need the notation. Let t : Γ → ∂B 1 (0) be a smooth tangent of Γ. Since Γ consists of smooth embedded pairwise disjoint curves and is compact, there is a 0 < ρ Γ (τ 0 ) < ∞ for τ 0 > 0 independent of x 0 satisfying
If we choose τ 0 small enough we even obtain for every 0 < ρ ≤ ρ Γ , that Γ∩B ρ (x 0 ) is connected and intersects ∂B ρ (x 0 ) transversally. Hence by assuming ρ x0 ≤ ρ 0 ≤ ρ Γ , (3.7) yields exactly one i ∈ {1, . . . I} with ∂Σ ∩ D m,i = ∅. Every other i can be dealt with the inner regularity argument, since D m,i ∩ ∂Σ = ∅. By choosing a suitable subsequence w.l.o.g. this i is constant. By rotating and translating we assume x 0 = 0, T x0 f m,0 (Σ) = R 2 × {0}, t(x 0 ) = e 1 and n(x 0 ) = e 2 . Let us denote with π : R 3 → T x0 f m,0 (Σ) = R 2 × {0} the orthogonal projection and let 0 < ρ < θρ x0 and 0 < σ < 3 4 ρ be fixated but arbitrary. Then for τ 0 small enough
is a smooth connected curve in B σ (x 0 ) ∩ (R 2 × {0}), which decomposes it and yields
As in the inner regularity we have to apply the graphical decomposition Lemma A.6 to f m,0 (D m,i ) ∩ B ρ (x 0 ) and we will also use the same style of notation as in the inner regularity case. This yields smooth functions v m,i,ℓ with the same properties and notations stated in (3.17)-(3.21). Since close to Γ can be described by a graph satisfying an estimate as in (3.17) with a prefactor of 1 2 . Hence we can arrange the pimples P m,i,ℓ,j to not coincide with the boundary, i.e.
Otherwise
The decomposition by (3.23) also gives us
Hence Lemma A.3 yields a w m ∈ C 2 (B + σ (x 0 )) for σ ∈ S m , which satisfies
and the estimates (A.6) and (A. 
As in the inner regularity case by integrating over
4 [ and using CoArea formula we obtain
Since the other ℓ have been dealt with the interior argument, we obtain 
for some constants C 1 , C 2 > 0. Then the result of Lemma 3.1 would already follow. Here A f is the second fundamental form, H f the mean curvature vector and µ g the area measure induced by f .
Lower Semicontinuity
Our main lemma in this section shows lower semicontinuity of the minimising sequence of section 2. Unfortunately we cannot expect this result to be true in general because Große-Brauckmann constructed counterexamples in [19] .
Lemma 4.1. The minimising sequence V 0 fm,0 , see (2.6), satisfies the following lower semi-continuity property
Proof. Let x 0 ∈ spt(µ + µ 0 ) be a good point (see Lemma 3.1), i.e. there exists a ρ 0 > 0, such that for every 0 < ρ x0 ≤ ρ 0 we have
First we choose an appropiate subsequence, such that lim inf m→∞ W H0,λ (V Since I m ≤ CE we can choose another subsequence dependend on ρ x0 , θ and x 0 , such that I m = I is independent of m. Of course we relabel again if necessary. Let us now define analogously to (3.8) oriented varifolds corresponding to the D m,i in B θρx 0 (x 0 )). Hence we also need an orientation. Let τ : Σ ⊕ → G 0 (2, 3) be the given orientation of Σ ⊕ . Now let
be defined by 
Before we proceed let us notate the corresponding masses by
, which coincide with the definition given in (3.8) Now let Φ : 3) ) → R be arbitrary. As in (3.12) we obtain
by approximating Φ monotonically by simple functions, using Beppo-Levi's theorem and exploiting the finiteness of the V 0 m,i . Riesz representation theorem again yields
The proof of Lemma 3.1 yield the µ i to be C 1,α ∩ W 2,2 graphs. More precisely there exist affine 2-planes L i and
For simplicities sake we call 
Here
. We need to show, that ξ i is continuous: Let π Li : R 3 → L i be given by the following operation: Every y ∈ R 3 can be decomposed uniquely into y ∈ L i and y ⊥ ∈ L ⊥ i by y = y + y ⊥ . Then we set π Li (y) = y . We call this function the orthogonal projection onto i |]) ⊂ L i and we can employ the constancy theorem for currents (see e.g. [34, 26.27] or [17, p. 357] ) and get
for some constant c ∈ R. Furthermore [|L i ∩ B θρx 0 (x 0 )|] is equipped with a constant orientation τ Li . Since π Li | graph(ui) is bijective we can project back onto graph(u i ) and obtain Hence for the mean curvature vector H of V 0 we have
Examining the term on the right hand side yields with standard L 2 density arguments 
, R), which yields with (4.7)
The densities given in (4.4) and (4.9) allow us to reformulate this with the help of the masses 1] is applicable and we obtain an explicit formula for the mean curvature by the parameterization of graph(u i ) given in (4.8). This yields the desired result. Since the first variation is continuous with respect to varifold convergence, we obtain
as vector valued Radon measures. Let ε > 0 be arbitrary. Then (4.11) yields a continuous
By the Lemmas 2.1 and 2.2 the mass is continuous, i.e. for all i = 1, .
Together with (4.13) this yields the lower semi-continuity of the Helfrich energy for one graph:
Since the mean curvature vector is locally unique, i.e. H i = H H 2 -a.e. on graph(u i ) we can add these varifolds up and obtain
Here the notation B θρx 0 (x0) means integration over this set, i.e.
The argument above is also valid for every ρ > 0 with 0 < ρ ≤ θρ x0 . By adding the varifolds up as mentioned above we obtain the following: For every good point x 0 (see Lemma 3.1) there exists a good radius ρ x0 such that for every 0 < ρ ≤ θρ x0 , we have (see also (4.13) for the additivity of the Helfrich energy)
(4.15)
Let us call the finitely many 'bad' points given by Lemma 3.1 by x 1 , . . . , x K ∈ spt(µ + µ 0 ). Now we can apply the symmetric Vitali property (see e.g. [34, Remark 4.5 (2)]) and cover R 3 \{x 1 , . . . , x K } with pairwise disjoint balls (B ρi (y i )) i∈N ω-a.e., which satisfy (4.15). The Radon measure ω is given by
Since ω({x i }) = 0 we can calculate
Interchanging the sum and lim inf is Fatou's Lemma applied to the counting measure on N.
Building the branched Helfrich immersion
In this section we will show that V 0 is Helfrich outside of the finitely many bad points and build the corresponding immersion. Since the needed arguments are essentially given in the papers [35] , [30] and [25] , we only sketch the proofs and cite the necessary ideas.
Lemma 5.1 (see [30] p. 290 or [25] ). Let x 1 , . . . x K be the finitely many bad points (see Lemma 3.1) of V 0 . Then for every ρ > 0 small enough there exists m ∈ N big enough such that we find a
which is surjective. Here
Proof. See [30, p. 290] or for a more detailed argument see [25] .
Lemma 5.2. V 0 is Helfrich outside the finitely many bad points (see Lemma 3.1).
Proof. As in Lemma 5.1 let us denote the finitely many bad points with x 1 , . . . x K . The arguments in [35, pp. 311-317] only need the Hausdorff distance convergence of spt(µ m + µ 0 ) to spt(µ + µ 0 ) (see Lemma 2.2 and also (3.11)) and a bound on the Willmore energy on the sequence and the limit (see (2.5) and Lemma 4.1). Hence we can also construct comparison immersions as in [35, p. 317 ] and obtain the following: For any ε > 0 we obtain a ρ > 0 sufficiently small, such that there exists radii 0 < τ 1 , . . . , τ K ≤ ρ and immersionsf m : Σ → R 3 respectivelyf m,0 : Σ ⊕ Σ 0 → R 3 , i.e.f m,0 |Σ =f m , satisfying the boundary conditions (1.3) for m big enough. We also have (see [35, Eq. (3.49 
) and all k = 1, . . . K. Furthermore (see [35, Eq. (3.50 
and for ρ > 0 small enough we obtain by [35, Eq. (3. 51)] 
By (5.2) we obtain
Since ε > 0 is arbitrary and the inequality does not depend on ρ anymore we finally get
u p being a compact perturbation yields u to be Helfrich. Since ε → 0 implies ρ → 0, V 0 is Helfrich outside of the finitely many bad points. 2)] is explained in greater detail in [25] .
A Auxiliary Results
For the readers convenience we collect a few needed results:
The following is a variant of Allard's regularity Theorem. A proof of this statement can be found in [35, Section 3] or [33, Korollar 20.3 ] (see also [30, Theorem B.1 
]).
Theorem A.1 (Allard's regularity Theorem, see [2] , Theorem 8.16). For n, m ∈ N, 0 < β < 1, α > 0 there exist ε 0 = ε 0 (n, m, α, β) > 0, γ = γ(n, m, α, β) and C = C(n, m, α, β) such that: Let µ be an integral n-varifold in B n+m ρ0 (0), 0 < ρ 0 < ∞, 0 < ε < ε 0 with locally bounded first variation in B n+m ρ0
(0) satisfying
where γ = graph(u| L∩∂Bρ(ξ) ) and A is the second fundamental form of Σ. C is a fixed constant independent of Σ and ρ.
Theorem A.3 (Trace extension lemma, see [30] , Lemma A.1). Let
Theorem A.4 (see [35] , Lemma 1.1). Let Σ ⊂ R n be a smooth compact connected 2-dimensional surface without boundary. Then
The constant C = C(n) < ∞ does not depend on Σ.
The following lemma will be helpful in our first regularity result Theorem 3.1 when combined with Lemma A.2. The proof is mainly based on Agmon's estimate [1, Thm. 1].
Proof. Put w(x) = u(ρx), then w satisfies (−∆) 2 w = 0 in B 1 (0). For x ∈ B 1 (0) we also have ∇w(x) = ρ∇u(ρx).
Hence
which finishes the proof.
Lemma A.6 (Graphical decomposition for immersions, cf. [35] , Lemma 2.1). Let f : Σ → R n be a smooth, 2-dimensional compact immersion with or without boundary. For any β > 0 there exists an ε 0 = ε 0 (n, β) > 0 (independent of Σ and f ) such that if ε ∈ (0, ε 0 ], f (∂Σ) ∩ B ρ (x 0 ) = ∅ for some x 0 ∈ f (Σ) and ρ > 0, also satisfying µ g (f −1 (B ρ (x 0 ))) ≤ βρ 2 and
then the following holds: There exist pairwise disjoint sets
Also there are affine 2-planes L i ⊂ R n and smooth function 
Then there are the so called pimples P i,j ⊂ D i (j = 1, . . . J i ), which are closed pairwise topological discs and satisfy
Proof. The proof is explained in [30, p. 280 , top] but we sketch it here for the reader's convenience: By the Whitney embedding theorem we find a smooth embeddingf :
n+4 is an embedding and we can apply Simon's graphical decomposition lemma [35, Lemma 2.1]. For τ > 0 small we can project (f, τf ) to R n and obtain the desired result.
B Oriented varifolds
Here we collect the basic definitions for oriented varifolds and a compactness theorem, which were both given by Hutchinson (see [21, Chapter 3] ). Let us denote the set of oriented n-dimensional subspaces of R n+m by G 0 (n, n + m) = {τ 1 ∧ . . . ∧ τ n ⊂ Λ n R n+m : |τ 1 | = . . . = |τ n | = 1, τ i ⊥ τ j , i = j}.
(B.1) Therefore G 0 (n, n + m) is a compact metric space. Furthermore the Grassmannian manifold of all unoriented n-dimensional subspaces of R n+m is denoted by G(n, n + m) (cf. [34, Chapter 8] ). For computational benefits we identify G(n, n+m) with the set of matrices of orthogonal projections onto n-dimensional subspaces, i.e. G(n, n + m) = P ∈ R n+m×n+m : dim(P (R n+m )) = n, P 2 = P, ∀x, y ∈ R n+m x, P y = P x, P y = P x, y .
The standard 2-fold covering map q g : G 0 (n, n + m) → G(n, n + m) is given by
Here τ τ T denotes the matrix multiplication between τ and τ T . Here τ is a column vector and τ T is the transposed. Please note, that q g is well defined since the choice of the orthonormal basis τ 1 , . . . , τ n does not matter for the resulting projection. In the sense of [34, § 39] this means that (id × q g )(V 0 ) does not have a generalized boundary. Now we can state Hutchinson's compactness result for oriented varifolds: Theorem B.2 (see [21] , Theorem 3.1). Let Ω ⊂ R n+m be open. The following set is sequentially compact with respect to oriented varifold convergence:
