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I. INTRODUCTION 
At this time in history, there are no such divisions as 
algebra, analysis, topology, number theory, etc; there is mathe- 
matics, period! Mathematics is more unified than it has ever 
been before. As an illustration, the headings for Mathematical 
Reviews, such as algebra, topology,..., are meaningless and com- 
pletely impossible to apply, because nowadays, outstanding papers 
may typically open with a statement on number theory, switch to 
algebraic topology, go on with p-adic analysis, and end with 
something taken from the theory of symmetric spaces. An attempt 
to classify this under algebra or topology is just senseless. 
My central thesis in this talk is that progress in mathe- 
matics results, most of the time, through the imaginative fusion 
of two or more apparently different topics. Such “fusion” pro - 
cesses are often gradual, and have occurred not only in the last 
century, but also centuries ago. Two obvious examples of the 
fusion of theories in very classical mathematics are: 
(1) So called “analytic” or “coordinate” geometry, which 
is essentially a fusion of elementary geometry and algebra. 
This union was responsible for tremendous progress after 
Descartes and Fermat independently invented the method of co- 
ordinates. 
(2) Complex analysis (representing complex numbers as 
points in the plane) beginning with Gauss and Cauchy and cul- 
minating with the work of Riemann. Here we see how intuitive 
ideas about the topology of the plane (curves, domains, etc.), 
later extended by Riemann to 2-dimensional manifolds, were com- 
bined with line and surface integrals to yield the splendid 
results of the Cauchy-Riemann theory. 
What I want to stress is that this “fusion” process, of 
which I gave two classical examples, has been submitted to tre- 
mendous diversification and acceleration since the middle of 
the 19th century. Before I give a list of examples and elabor- 
ate on some of them, I would like to point out some general 
trends which seem to underlie these fusions of theories: 
(A) The existence of centers of attraction: These are the 
problems which pose a challenge to mathematicians, and to solve 
them they will try any technical tools that lead to some infor- 
mation on the solution. This action is justified, as the only 
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criterion for a good theorem is whether or not it has solved the 
problem. One class of such “centers of attraction” are problems 
in the sense of Hilbert. A more conspicuous example is the prob 
lem of solving equations of various types, which is at the ori- 
gin of most parts of modern mathematics. Equations have always 
exerted a fascination on mathematicians, whether for reasons for 
applying mathematics or simply out of curiosity. There are 
roughly three types: algebraic equations, diophantine equations 
(the unknowns being integers), and functional equations (the un- 
knowns being functions), of which the latter came with the de- 
velopment of mathematical analysis and calculus after the 17th 
century. 
(B) From device to theory--the centers of radiation. One 
may ask what brings mathematicians to particular problems and 
how do they try to solve them. Usually there are three stages 
in the history of solving a problem. First, a person invents 
a bright idea and solves a problem (sometimes the problem does 
not go beyond a particular case). The technical “device” used 
seems at first to work in a kind of miraculous way. Later, 
someone else may try to do the same thing to another problem, or 
to the same problem if it had not been completely solved. Here 
the device becomes a “method” if it can be extended, so that it 
also can be applied to various cases of a more general type, 
but still remains somewhat miraculous. Finally it is discov- 
ered that the root of the success of the method lies in some 
very simple idea, which no one has yet seen or exploited. 
Then the process is to extract that idea from its original con- 
text, examine it, and observe its true generality. Thus, it 
now becomes a new “theory,” which if good, will have an enor- 
mous potential of applications in the most unexpected fields, 
what may be called a “center of radiation.” 
Among the most remarkable modern examples, one should men- 
tion linear and multilinear algebra, topology, Lie theory and 
harmonic analysis (with many intersections and cross-linkages 
between them). The first two have become the language of all of 
mathematics, while the latter two are less widespread because 
they are more recent, but still demand more technique than the 
others, with applications fundamental in almost all branches of 
mathematics. Certainly, the inventors of Lie theory and har- 
monic analysis never contemplated their enormous range of con- 
temporary applications. 
II. EXAMPLES 
The following examples will illustrate the processes which 
have been summarized above. Examples (a) and (b) typify cases 
still very close to device or method, in which no new “theory” 
has yet been discovered; the others, on the contrary, show how 
powerful some “centers of radiation” may become in the most 
various contexts. 
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In addition, I will demonstrate how these centers of radiation 
have affected the theory of diophantine equations. Elementary 
Number Theory in itself seems very disjoint from the rest of 
mathematics; all is discrete. Yet it has a great fascination for 
every mathematician. So, people have been trying to apply all 
sorts of devices to it. Thus, number theory is a center of at- 
traction having on it imprints from other branches of mathemat- 
ics. Examples a and b show how analysis can be used to do number 
theory. 
(a) Transcendental numbers since Hermite. Hermite's suc- 
cessful device was to use analysis to investigate the arith- 
metical nature of values of some analytic functions (linear com- 
binations of exponentials). Here, the bright idea was to deduce 
that e was a transcendental number from the power series for the 
exponential function. The device is on its way to becoming a 
"method" with the works of Gelfond, Siegel, and A. Baker since 
1920, but it is still very miraculous [~36]. 
(b) Asymptotic estimates in the theory of numbers and 
generating functions. The analytic theory of numbers was used 
to evaluate asymptotic formulas for the number of primes below 
a given number, or the number of solutions of a Diophantine 
equation. The initial device was to associate with an arith- 
metical sequence a , a , a ,..., a 
nO12 n ,... the power series aO+ 
a 1 x + . . . + anx + . . . and to be able to derive properties of 
the original sequence from properties of the function. This 
curious idea was first originated by De Moivre and later de- 
veloped by Euler [C26, ~01.1, p.lOl]. It became a method when 
Hardy-Littlewood, around 1910, were able to apply to this idea 
something people had not used before--the full force of the Cauchy 
theory. With this, they were able to prove a large number of 
beautiful theorems in the analytic theory of numbers. In this 
additive theory of numbers, when you multiply two power series, 
you just add the exponents. The same reasoning is just as valid 
and useful in the multiplicative theory of numbers, except now 
you use a Dirichlet series instead of a power series as in 
Hardy-Littlewood. This was the real genesis of the theory of 
Dirichlet series [D18, pp.357-74; D32, p.961; D24; D6]. With 
their use Dirichlet and Riemann, followed by others, found the 
same success in the multiplicative analytic theory of numbers. 
These are not general theorems in the sense mentioned before, 
but miraculous applications of a beautiful idea. We are still 
in the stage where no fundamental theory has emerged. 
(c) Diophantine geometry. Diophantine equations or con- 
gruences are interpreted as equations of "curves" or 'Varieties" 
of higher dimension in "abstract" algebraic geometry, which 
enables one to apply the powerful "geometric" and "analytic" 
methods of that theory. 
For example, a system of diophantine (algebraic) equations 
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consists of a system of polynomial equations in a certain number 
of variables P~(X 1 ,...,xn) = 0 where the polynomials per have 
integer coefficients. One looks for systems of solutions where 
the xj are either integers or rational numbers. A classical 
n n 
example is the Fermat equation x” + y = z . Diophantine 
geometry consists in considering the equations P,(xl,...,xn) = 0 
as representing an algebraic variety in C". The fusion comes 
from the idea of using geometric arguments on that variety. 
For instance, consider a cubic 
P(x,y) = ax3 + bx'y + cxy 2 + dy3 + ex2 + fxy + gy2 +hx+iy +j=O 
with integer coefficients. Now, given two rational points A,B on 
the curve, form the line AB and take its third intersection C 
with the curve. It is again a rational point (because you have 
integral coefficients in your equation, and A and B are rational). 
Similarly if you take the tangent at A, the point C’ where it 
again meets the curve, is also rational. (It is surprising to 
find already equivalent, purely computational arguments in 
Diophantus) . Starting from one rational point and repeating the 
constructions, one obtains in general an infinity of rational 
points. A fundamental theorem of Mordell in 1922 states that 
all rational points may be obtained by these constructions, 
starting from a finite number of them [D12, pp. 69-971. 
Here there is not merely a fusion of number theory and 
geometry; behind it all lies an idea from analysis, the parametriz- 
ation of the cubic by elliptic functions. Leaving aside the 
(easy) case when the cubic has genus 0, a cubic curve can in 
general be parametrized by elliptic functions x = f(u), y = g(u) 
of a complex parameter, and then three points of the cubic, with 
parameters u1,u2,u3, are on a line iff u 1 + u2 + u3 : 0 (modulo 
periods). This has the virtue of introducing a group structure 
on the curve, and therefore to be able to apply group theory. 
Furthermore, it leads to the generalization by Weil of Mordell’s 
theorem to curves of arbitrary genus, where there is no simple 
geometric device to get rational points. You need to use a deep 
analytic notion which goes back to Riemann, the notion of the 
Jacobian of a curve; this turns out also to have a group structure. 
With this, you can formulate the Mordell-Weil theorem [D42; D55; 
D56]: With a finite number of points, you can generate all 
rational points on the curve. Finally, by a skillful combin- 
ation of the Mordell-Weil theorem and of his own work in Dio- 
phantine approximations, Siegel has succeeded in proving the most 
comprehensive theorem in the theory of Diophantine equations, 
namely the fact that such an equation P(x,y) = 0 in two vari- 
ables, where the curve p(x,y) = 0 has a genus of at least 1, 
can have at most a finite number of integer solutions [D33]. 
(d) Local analysis in number theory and algebraic geometry: 
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p-a&c numbers and completion of local rings. 
We will now consider an old idea: the connection between 
Diophantine equations and congruences [D28; D29]. Suppose that 
you want to solve a Diophantine polynomial equation in one vari- 
able P(X) = 0. If a is an integer solution, it is of course 
also a solution of the congruence P(x) 5 0 (mod p) for a prime 
number p; but all numbers a + KP (K E Z) are also solutions of 
the congruence. To decrease the set of solutions, one may look 
for the numbers a + KP which are solutions of P(x) : 0 (mod p’) ; 
in general only the numbers a + ~cp~ (K E Z) have that property. 
Iterating this process, we consider for each n the set of num- 
bers a + opt (K E Z), and the intersection of all these sets is 
just the number a. One may therefore consider that the numbers 
a + n t, Kp approximate” the solution a better and better as n in- 
creases. One is tempted to reverse the process, and try to get 
a solution of P(x) = 0 by means of a succession of (presum- 
ably easier to solve) congruences P(x) = 0 (mod pn). 
Suppose the first one P(x) E 0 (mod p) has a solution ao, 
and in addition that P’ (a,) 8 0 (mod p) . We have P(ao) = pbl. 
If we look for a solution a0 + pal of the congruence P(X) E 0 
(mod p2), this is equivalent to palP’ (a,) + pbl z 0 hod P’), 
or alp’ (a,) + bl z 0 (mod p) which always has a solution. 
Similarly one finds a solution a o + pal + P2a2 to P(x) 5 0 
(mod p3) , and so on. If the initial equation P(x) = 0 has an 
integral solution a, one may write a=a 0 
+pa + 
1 
. . . + pka 
k 
for some k, and the preceeding process stops at the k-th stage 
(in other words, all the an for n > k are 0). However, in gen- 
eral there will be an infinity of an # 0. This leads to Hensel’s 
daring idea of considering that the series a0 + alp + . . . + anpn 
+ . . . which has no usual meaning, “converges” however to a new 
kind of number which he named “p-adic numbers,” and which is a 
new kind of “solution” of P (x) = 0 [D33; D29]. 
The p-adic numbers provide another way of going from the 
rational numbers to a better field. Every analyst knows that 
the rational field is very bad for analysis, because when you 
take limits you go out of the field. The p-adic numbers, taken 
for all primes p, do for number theory what the real numbers did 
for analysis. It is simply a way of giving the rational numbers 
a different completion. It turns out that there are no other 
sensible ones. So, we can talk about the convergence of p-adic 
numbers. Hensel’s theory now becomes more understandable. If 
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an integer n is exactly divisible by ph we define its "p-adic 
norm" as ]inlIp = pmh (h 2 0). For a rational number x = r/s, 
x # 0, we write IIxIIP = JlrllP/l(sllp, and then for two ra- 
tional numbers x, y, we call the "p-adic distance" of x and y 
the number dP(x,y) equal to 0 if x = y, and to I (x - yl I if not. 
This has all the formal properties of a l'distance.t' ThePfamiliar 
process which leads from rational numbers to real numbers when 
one uses "Cauchy sequences" defined in terms of the usual dis- 
tance d(x,y) = Ix - yl, leads from rational numbers to p-adic 
numbers when one replaces d with d . 
P 
Then the series a0 t . . . 
+ "nP "+ *.. indeed converges for that new distance, and its 
p-adic "sumtt is a solution of P(x) = 0 in the field Qp of p-adic 
numbers [D33]. 
(e) Global analysis in number theory: adeles and ideles, 
algebraic number theory as a special case of harmonic analysis. 
The example of analytic functions seems to have been prom- 
inent in Hensel's mind throughout his career (See K. Hensel, 
Jahresbericht der D.M.V., 1899 and 1907). To a meromorphic 
function corresponds, for each AEC, a power series development 
(multiplied at the poles by a power (X - A)-h with a negative 
exponent). Hensel similarly visualized systems of p-adic series, 
one in powers of each p, a finite number of them being multiplied 
by a power p -h which would have corresponded to meromorphic 
functions. A iational number (which is a p-adic number for each 
p), corresponds to a system of p-adic numbers, just as an ana- 
lytic function corresponds to a system of power series [~28]. 
This idea only came to fruition around 1940, with the work 
of Chevalley and Weil and the creation of the theory of adeles 
and ideles, where the progress comes from the introduction of a 
topology on the set of adeles or ideles, for which this set 
becomes a locally compact abelian group [D34]. This opened a 
completely new and unexpected possibility, the application of 
general theorems of harmonic analysis, a program which was 
carried out success$lly by Tate, Iwasawa and Weil. The book 
Basic Number Theory [DSS] published by Weil in 1967 shows con- 
clusively that much of classical algebraic number theory, and 
especially class field theory, may be described as particular 
cases of fundamental theorems of harmonic analysis, correspond- 
ing to the groups of adeles or ideles. 
(f) Symbiosis between the theory of algebraic numbers and 
the theory of algebraic curves ("one-dimensional commutative 
algebra"). 
In the development of his revolutionary theory of p-adic 
numbers (at first looked upon with suspicion by many mathema- 
ticians), Hensel was guided by another remarkable kinship between 
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two superficially different theories, the theory of algebraic 
numbers and the theory of algebraic curves. This had been clearly 
realized by Kronecker and Dedekind-Weber; its origin lies in the 
fact that the ring Z of rational integers and the ring C[X] of 
polynomials with complex coefficients are both principal ideal 
rings, in which each element has an essentially unique decom- 
position in a product of “prime” elements, namely the ordinary 
prime numbers in Z, 
CM * 
and the polynomials X - h (X complex) in 
One can therefore repeat the arguments of section e, sub- 
stituting x - X for p; corresponding to the power series in p, 
one gets here more familiar series aO + al(x - X) + . . . + 
an (X - Xy + . . . . which may indeed converge in the usual sense 
when x is replaced by a complex number, even if an infinity of 
coefficients are + 0. One must beware, however, that when one 
constructs the field of power series similar to the p-adic field, 
all power series in (x - A) (converging or not in the usual 
sense) are obtained: in other words what we get are what one 
calls formal power series. 
(g) Symbiosis of the twin theories, algebraic geometry and 
analytic geometry: complex and KPhlerian manifolds, Hodge theory, 
cohomology of coherent sheaves, and the transfer of analysis 
over complex fields to analysis over rings and arbitrary fields, 
through the ideas of algebraic varieties and schemes by Zariski, 
and Grothendieck “topologies. I’ 
We have seen that Diophantine equations lead naturally to 
the theory of congruences: one considers, for a system pOL(xl,...,xn) 
of polynomials with integer coefficients, the systems (x ,...,xn) 1 
of integers for which each number pa(xl,...,xn) is a multiple 
of a given integer p; in symbols, Pa(xlt”.# xn) E 0 (mod p). 
When p is a prime number, the residues jE of integers x form a 
finite field z 
P' 
in which the system of congruences may be 
written as a system of equations FJXl,...,Xn) = 0, but this 
time one does not compute any more with numbers, but with ele- 
ments of a field of characteristic p > 0. Nevertheless, it is 
tempting to try to develop within this more general frame, “gee- 
metric” and “topological” ideas similar to those which have been 
so successful in the theory of Diophantine equations, although 
no geometrical “intuition” is here to help us as in the classical 
case. 
By 1925, the whole classical theory of algebraic varieties 
had been shown by Poincare and Lefschetz to rest on a topological 
basis, so it seemed hopeless to do anything over an arbitrary 
field with no topology. Nevertheless, van der Waerden, Zariski 
[D~I], Weil, Serre, and Grothendieck successfully developed 
purely algebraic devices, which could do for these fancy curves 
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or varieties everything which had been done before by topological 
means. This has recently enabled Deligne to obtain the best 
possible estimates for the number of solutions of a congruence 
Ph,‘..., -_ xn) = 0 (mod p) as a function of the prime p and topo- 
logical invariants of the variety P(xI,...,xn) = 0 in Cn, when 
this variety has no singular points. Weil first conjectured 
this relation, established much later by Grothendieck and Deligne 
(h) Symbiosis of algebra and topology. For a long time, 
topology was of a geometrical nature. Algebra was introduced by 
Poincark in 1895, in the form of incidence matrices. A decisive 
point was reached in the 1920’s when E. Noether suggested to 
P. Alexandroff that Poincare”s technique could be translated in 
terms of groups by having chains as elements of groups and boun- 
dary operators as homomorphisms of groups (see the biographical 
notice of H. Weyl on E. Noether in Scripta Math. 3 (1935), pp. 
201-220, and [C32, vol. 31). That was the starting point of 
modern algebraic topology, i.e., of homology groups. Then came 
homotopy groups, fiber spaces and fiber bundles, which are fun- 
damental in modern mathematics [DSO]. These express essentially 
an idea of localizing linear algebra. K-theory, which is now 
in the process of invading all mathematics, originated with the 
similar idea of considering classes of fiber bundles as elements 
of groups ([D41] and M. Atiyah, Lectures on K-theory). 
(h’) Feedback of topology on algebra: homological algebra 
and its applications. 
Most remarkable in the 1940’s was the independent work of 
Hopf, Eckman, Eilenberg, MacLane, and H. Cartan. They noticed 
that some of the common constructions using groups and homo- 
morphisms, that topologists had used since E. Noether had intro- 
duced them in the 1920’s, could be applied to similar situations 
in pure algebra which had nothing at all to do with topology. 
Then they had the bright idea of taking the topological tech- 
niques developed under Hopf and others back to algebra. That 
was the birth of homological algebra, which has become funda- 
mental in the last 20 years [ill]. 
(i) Linear representation of groups in finite dimensional 
spaces: determination of invariants, characters and their 
applications. 
It has been remarked for a long time that many concepts are 
clearer in a group consisting of linear transformations than in 
an abstract group. Thence the idea of “embedding” a finite 
group into a linear group (homomorphically), an idea that gave 
birth to the general theory of linear representations and char- 
acters developed by Frobenius, Burnside and Schur. The methods 
of this theory have proved to be among the most powerful tools 
of modern group theory [D23; D45]. 
(j) Functional analysis: fusion of linear algebra, measure 
theory and topology in spectral theory, with applications to in- 
finite dimensional representations of locally compact groups, 
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interpretation of special functions, elliptic equations, quantum 
mechanics, etc. [For a more detailed account, see Browder’s 
paper on “The Relation of Functional Analysis to Concrete Analysis 
in Twentieth Century Mathematics” in part E.] 
$1 The explosion of Lie theory. I can only give a very 
brief indication of the enormous stimulus given by Lie theory. 
One should look into the work of Sophus Lie. 
Lie was led by the Galois theory of equations to the idea that 
there must be a Galois theory for differential equations, an idea 
which he himself never brought to fruition. At first Lie theory 
was thought remote from the rest of mathematics. It was strange 
indeed that Hadamard and others were at a complete loss to under- 
stand what it was all about. For a long time, only Poincare and 
Elie Cartan fully appreciated Lie’s work. After Poincar6 died 
in 1912 and until H. Weyl inaugurated the global theory of Lie 
groups in 1925, only Cartan did work in Lie’s style. These two 
people dominated the scene totally until 1935, when an explosion 
occurred. Then Lie theory was found to relate to practically 
everything in mathematics. This is one of the most surprising 
phenomena in the last 50 years. As far as geometry is concerned, 
it is not too surprising since Lie theory is geometrical in 
nst.ure, but its first main connections with geometry were far 
from obvious. Both were discovered by Cartan. 
One is the theory of symmetric spaces. [E. Cartan, Verb. 
Int. Math. Kongr. Zurich, (1932), pp. 152-62.1 The other is that 
in order to apply Lie theory to general differentiable manifolds, 
you must look “locally.” Lie theory intervenes through the 
concept of the principal fiber bundle, which can be viewed as 
forming a family of groups, varying differentiably from point 
to point. These concepts have completely transformed geometry. 
Then came various other directions in which Lie theory proved 
fundamental. 
First was the theory of algebraic groups, developed by 
Chevalley and A. Weil around the 1940’s and 1950. They discovered 
that you could do Lie theory properly over an arbitrary field 
provided that you dealt with algebraic groups defined by 
algebraic equations. In 1955, Chevalley discovered that one 
can derive abstract groups over arbitrary fields from the Lie 
algebra over a complex field. This explained the similarity 
of the structure. In 1957 came Chevalley’s surprising result 
that the classification of simple algebraic groups over an 
algebraically closed field of any characteristic was the same 
as the classification which had been known for classical Lie 
groups [D13]. Then came the work of arithmetical groups, which 
at first had nothing to do with Lie theory. The fact that a 
group is a discrete subgroup of a Lie group gives important 
information about that group. 
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But this is not the end of the story. Tamagawa and Weil 
have shown that the passage from a field of algebraic numbers to 
its ring of adeles also yields a similar extension of a “class- 
ical group” (in general non-commutative) over the field to the 
“adel ized” group. The development of that idea, using Lie theory, 
gives back Siegel’s deep results on the theory of quadratic 
forms with integer coefficients, when the group under study is 
the orthogonal group, and puts these results within their proper 
frame, since there are similar ones for the other “classical 
groups. ” (Siegel discovered these results in his own way with- 
out any connection with Lie theory [D52, pp. 284-305; D49, pp. 
173-2131.) Finally, recent work (in particular by Jacquet and 
Langlands) gives some basis for conjectures linking infinite 
dimensional representations of these “adelic” groups to what 
should be the long sought “nonabelian class field theory,” one 
of the big mysteries of the theory of algebraic numbers. (This 
seems to show that examples f, j, and k are closely related; 
today, the climax is one grand fusion.) 
DISCUSSION 
Professor Novikoff immediately responded to the idea of 
synthesis or fusing of mathematical ideas, by asking Dieudonne’ 
whether he could produce, in addition, “startling and yet iso- 
lated unsynthesized rocky promontories.” Dieudonne’cited Dio- 
phantine approximations and finite groups as examples. [Combin- 
atorial mathematics has been another, at least until recently. 
--Ed.] Novikoff then clarified his question further, asking for 
topics that had led and perhaps contributed to a synthesis, but 
which themselves remained isolated, as contrasted with topics 
that have not successfully been synthesized at all. Dieudonne’ 
replied that such a combination was not possible, as what con- 
tributed to a synthesis was normally engulfed by it. He con- 
t inued , “The fact is that someone discovered some analogies, for 
instance in what I called one dimensional commutative algebra 
in my point f. I believe this observation was first made around 
1880 by Kronecker, Dedekind and Weber. There were strong anal- 
ogies between the theory of algebraic curves and the theory of 
algebraic numbers, which were both developed at the same time. 
The analogy was remarkable because one theory was concerned with 
analysis and geometry, the other with pure number theory. They 
were similar in that they were one dimensional and were subsumed 
in a single theory. There is a book by Hasse [D26] which develops 
in parallel number theory and the theory of algebraic curves over 
a finite field; that is where the analogies cross. Both theories, 
previously isolated, are now engulfed into a general one. That 
is what usually happens. ‘I 
Sacks then asked for an explanation of the meaning of the 
ad j ective “nonabelian” in the phrase “nonabelian class field 
HMZ Remarks on Algebra, Topology & Analysis 547 
theory. ” Dieudonn6 said that the term “nonabelian” was equi- 
valent to “noncommutative. ” The classical theory describes the 
structure of all algebraic extensions of a given number field 
with a given Galois group. This structure has a good descrip- 
tion when the Galois group is commutative. This is a big mys- 
tery in algebraic number theory; hopefully new ideas on noncom- 
mutative harmonic analysis will give some way to attack this 
problem.” 
In response to Novikoff’s original question, Birkhoff then 
proposed modern linear algebra as an example of a “rocky promon- 
tory. I’ The problem of solving 5000 linear equations in 5000 real 
or complex unknowns can be treated by techniques described in 
important books by R.S. Varga (Matrix Iterative Analysis, Prentice- 
Hall, 1961) and J.H. Wilkinson (The Algebraic Eigenvalue Problem, 
Clarendon Press, 1967), whose contents have not as yet been in- 
corporated into academic algebra courses. These books use old- 
fashioned classical analysis and do a marvelous job of unifi- 
cation. Birkhoff’s main point was that new branches of mathe- 
matics keep “popping up,” and as such will be difficult to syn- 
thesize. 
Abhyankar contended that DieudonnC had presented a very one- 
sided view of the state of affairs in algebraic geometry; his 
own view was very different. Dieudonne explained that he did 
not attempt to give any general idea of agebraic geometry in 
his talk, but tried to show how algebraic geometry has arisen 
from the convergence of completely different ideas. [Abhyankar 
presumably was referring also to Dieudonn6’s book [D17]. -- Ed.] 
Kahane then called attention to Dieudonng’s important obser- 
vation, that sometimes an idea much later stimulates applications 
which had not been anticipated by its originator. Dieudonne 
mentioned this point in connection with his examples of Lie 
theory and harmonic analysis. Kahane offered another illustra- 
tion, which can be found in the collected works of Riemann [E26]. 
Here, Riemann says that the origin of the theory of trigono- 
metric series is mathematical physics, but that its most remark- 
able application may well be the theory of numbers. Dieudonne/ 
said that this illustrated Riemann’s fantastic intuition, because 
at that time no one could understand how this idea had occurred 
to him. 
Professor Kline raised the interesting question “Is fusion 
an exception?” He queried whether the new vogue of specializa- 
tion would overwhelm or outnumber fusion. Dieudonnc replied 
that if fusion did not exist, there definitely would be over- 
specialization, because there is a natural tendency for each 
part of mathematics to specialize in its own problems. “What 
counterbalances this is precisely the fact that from time to time 
there arises a new idea that comes from a different part of the 
mathematical horizon. This new idea simplifies and reduces al- 
most to nothing things which were extremely complicated and iso- 
548 J . Dieudonn6 HM2 
lated. Of course, the danger [of overspecialization] is always 
there. I’ 
“So you think that the overall state is a healthy one...that 
fusion is sufficiently balancing out the threat of specialization?” 
Kline asked. 
“At present this is true,” replied Dieudonn;, “although it 
is strange to study the work of Harish-Chandra in the last 15 
years on representations of semi-simple Lie groups. He uses 
such a fantastic arsenal of techniques taken from all over math- 
ematics. It is quite clear that the number of people who are 
able to understand this work is very small at present, because 
it taxes the intellectual capacity of a person.” 
Kline cautioned that the use of many mathematical disciplines 
in individual problems still does not combat specialization, for 
the problems themselves may be very specialized. 
“That is why I gave Harish-Chandra’s work as an example,” 
explained Dieudonng. “At present, in order to get his powerful 
and important results, one must bring in practically all forms 
of mathematics; this is extremely difficult. If all of mathe- 
matics were to be done in this way, there might be the danger 
that the number of people able to do mathematics would decrease 
to zero. However, up till now, this has not happened. Some new 
simplifying idea has arisen every time there has been a danger 
of overspecialization. One of the last examples is the proper 
use of category theory. When used by people who have motivation, 
the idea of category has simplified that which was previously 
tortuous in many cases. Of course, the price you have to pay is 
abstraction.” 
Kahane suggested that noncommutative harmonic analysis could 
benefit from investigations of specific cases, borrowing tech- 
niques coming from classical commutative harmonic analysis. He 
referred to the article by Fefferman and ZygmundonHarmonic 
Analysis in the latest edition of the Encyclopaedia Britannica. 
Dieudonne( concluded the discussion with the thought that 
perhaps from all of these special studies will evolve methods 
which will enable us to better understand what is going on. 
