In this article a spectrally resolved solution of the integrated radiative transfer equation for the discrete transfer method with linear temperature interpolation is presented. Combined with the discrete ordinate method, the radiative heat fluxes are determined for use in the finite-volume energy equation. The spectral dependence of the absorption coefficient is approximated as a series of bands of constant value and scattering is neglected. The method is shown to be computationally efficient when applied to a course mesh typical for conduction problems and at the same time to be accurate for both optically thin and thick media, including semitransparent media.
INTRODUCTION
Optically thick or semitransparent objects at high temperatures suffer from significant radiative heat loss at the surfaces. Apart from heat loss at the surface, internal temperature gradients result in internal conductive and radiative heat fluxes, and the ratio between the conductive and radiative heat flux depends on the thermal and optical properties of the object. The redistribution of energy by conductive and radiative transport increases with increasing temperature gradient. Doornink et al. [1] showed that in a semitransparent material such as glass, thermal energy is redistributed by radiation and is transferred from the interior of the material to surroundings by ''long-range'' radiative transfer. Therefore, it is important to estimate the radiative heat fluxes accurately when the medium is absorbing and the temperature gradients are large.
Different methods have been developed to estimate the radiative heat flux in gray media. Siegel and Howell [2] and Modest [3] , e.g., provide overviews of the different well-known solution methods for simplified conditions. Among them are the Rosseland diffusion approximation for the optically dense case, and different methods using a mean absorption coefficient when radiative heat transfer is not the dominant heat transfer mechanism and may be calculated with limited accuracy.
Nongray radiative transfer problems have been considered extensively in the past as well. Heat transfer in glasslike materials has been studied by, e.g., Gardon [4] and Potze [5] . The modeling of radiation in a nongray medium between black and nongray plane-parallel plates has been discussed by, e.g., Crosbie and Viskanta [6, 7] , Kung and Sibulkin [8] , and Doornink and Hering [9] . Scattering is not taken into account in the majority of these articles. Most of these articles give one-dimensional solution methods for particular problems, and require numerical integration of the analytical solutions.
When phenomena such as specular reflection, conduction, convection, and scattering are taken into account and the geometry becomes more complex, advanced numerical solution methods come into play. Siegel and Howell [2] , Modest [3] , and Viskanta and Mengü ç [10] discuss a number of methods to compute radiative heat transfer in gray and nongray media. Among them are the Monte Carlo method, the zonal method, the finite-element (FE) method, the discrete transfer (DT) method, the discrete ordinate (DO) method, and the finite-volume (FV) method. Each of these methods has its own typical applications. The FE, DO, and FV methods are respected for their high flexibility. The DO method was first proposed by Chandrasekhar [11] , and a lot of work has been done by Fiveland [12] and Truelove [13] . The DO method requires quadrature of the directional domain into sets of ordinates and corresponding weights [3] . Koch and Becker [14] evaluated the accuracy of different quadrature schemes for the DO-method. They concluded that the accuracy of a quadrature scheme depends strongly on the number of ordinates and how they are selected. The DO method was compared with the diffusion approximation by Lee and Viskanta [15] , and they showed that the DO method suffers from numerical smearing when the opacity of the medium is large, while the diffusion approximation gives inaccurate results when the opacity is small. The DO method may, however, not satisfy energy conservation. Raithby [16] showed this and compared the DO method to the FV method, pioneered by Raithby and Chui [17, 18] , which is energy conservative. Also, Chai and Patankar [19] and Kim et al. [20] compared the FV and DO methods, focusing on the methods rather than on the applications. The FV method satisfies energy conservation and is applicable in complex geometries with diffusely or specularly reflecting boundaries. Furthermore, scattering can be included. Combined conductive-radiative heat transfer problems can be solved in a straightforward manner, and this makes the method especially useful for heat transfer problems. For example, Chai [21] used the FV method to calculate the transient radiative heat transfer in a one-dimensional slab, including isotropic scattering. Radiative transfer can be calculated on the same mesh as other energy transfer modes, and this makes the FV method easily applicable within existing computational fluid dynamics (CFD) codes. However, the accuracy of the radiative transfer deserves special attention when the mesh is course, the material is optically dense or semitransparent, and temperature gradients are large.
In the FV method, the integral over the volume is replaced by a surface integral. The integrand of the surface integral is given by the radiative heat flux, and this flux is determined from the intensities at the volume surfaces. However, intensities are usually not known at the surfaces but are given at the nodes. The radiative transfer equation (RTE) in differential form is used to determine the intensities at the nodes, and interpolation schemes are used to calculate the intensities at the interfaces. These schemes may be first-order schemes, such as the scheme proposed by Howell et al. [22] , or higher-order schemes, such as the CLAM scheme of Van Leer [23] or the GM scheme of Balsara [24] . Coelho [25] showed that the skewed higherorder schemes do not need as fine grids as the standard high-order resolution schemes do. Recently, Ismael and Salinas [26] adopted these multidimensional schemes to a two-dimensional enclosure with diffusely emitting and reflecting walls. They found that the GM scheme is more accurate and smoother than the CLAM scheme.
With the interpolated intensities known, the fluxes at the cell surfaces can be determined. Conventionally, however, the radiative source term of the RTE in differential form is calculated using the temperatures at the nodes without incorporating the temperature profile in the vicinity of the nodes, i.e., within the grid cell. As a result, when temperature gradients are large and the material is optically dense, a significant discretization degree is necessary. Also, for semitransparent materials in which part of the optical spectrum can be considered optically dense, it is expected that a high discretization degree is needed to obtain accurate results when temperature gradients are large.
A way to obtain accurate results with lower discretization degrees is to consider a scheme that calculates the radiative intensities at the cell walls based on the profiles of the intensities and temperatures along the propagation direction of the ray. Then, the RTE has to be calculated in integral form, as is done when using the discrete transfer method, originated by Lockwood and Shah [27] . The modified exponential scheme by Chai et al. [28] considers a uniform (zeroth-order) temperature profile, which results in a constant source term in the integrated RTE. However, this leads to the above-mentioned significant inaccuracies when the mesh is course and temperature gradients are large. Versteeg et al. [29] used a truncated Taylor series to include the spatial variations of the source term. One can also consider a linear (first-order) temperature profile. This leads to a nonconstant source term in the integrated RTE. This source term has been determined for a gray nonscattering medium by Cumber [30] , and has been extended for a scattering medium and tested in a threedimensional domain by Farhat and Radhouani [31] . Cumber [30] evaluated and improved the discrete transfer method in this way and postulated that the method is numerically exact, geometrically flexible, and easily coupled to a computational fluid dynamics solver. To determine the heat fluxes at the cell faces, the flux integral is replaced by a numerical quadrature scheme as with the DO method. Because of the higher accuracy of the intensities at the cell interfaces, the radiative fluxes are determined accurately on a relatively course mesh. In combined conductionradiation problems, the first-order-accurate conductive fluxes are determined from linear interpolation of the temperatures. Since the intensities at the interface are determined from the integrated RTE using the same linear temperature profile, the radiative fluxes are fully consistent with the conductive fluxes. With the heat fluxes known, the energy equation is written in finite-volume notation.
In this article a spectral band formulation of the method originally proposed by Cumber [30] for gray media is presented. It is a solution method for the source term of the integrated radiative transfer equation without scattering, when a linear temperature profile is assumed within each grid cell. The source term is solved for a medium with various spectral bands with a constant absorption coefficient in each band. The solution for each single spectral band is written in terms of two converging series of gamma functions. The method is applied to one-dimensional combined conduction-radiation problems with Fresnel boundary conditions. It can be extended to more dimensions.
In Section 2 the energy conservation equation, radiative transfer equations, and boundary conditions are discussed. Solution methods for the source term of the integrated RTE are given for both a linear and, for comparison, a uniformtemperature profile. In Section 3 the solution methods are applied to a model problem and the accuracy and computation times of the radiative and conductive heat fluxes are studied. Furthermore, stationary and timedependent situations are studied for gray and nongray media. The article ends with conclusions and an appendix for a part of the mathematical details.
THEORY
In the first and second subsections the energy conservation equation and radiative transfer equations are discussed together with the boundary conditions. In the third subsection the spatial, spherical, and spectral discretization methods are treated. Solutions of the source term of the integrated RTE for a zeroth-order and first-order temperature profile to determine the radiative heat fluxes in the energy conservation equation are outlined in the last subsection. 
Conservation Equations
For a solid material, the only conservation equation of interest is the energy conservation equation. 
where it is assumed that the plate density q and thermal heat capacity c are uniform in the plate and do not depend on temperature. TðxÞ is the local temperature and qðxÞ is the local total heat flux.
In the interior of the plate, the total heat flux consists of a radiative heat flux q rad and a conductive heat flux q cond ,
The conductive heat flux inside the plate is given by
The intensity distribution is determined with the discrete transfer method, by tracing a ray through the computational domain. Figure 1 
SOLUTION OF THE INTEGRATED RADIATIVE TRANSFER EQUATION
and spherical domain,
with m ¼ cosðhÞ and k the spectral wavelength. The intensities are determined by the RTE, and the RTE in differential form without scattering is
where i 0 bk is the spectral blackbody emission per unit solid angle and k k is the spectral absorption coefficient, which is dependent on wavelength but is taken independent of temperature. The solution of the RTE to determine i 
The first term on the right-hand side of Eq. (6) is straightforward to compute. The second term on the right-hand side is the source term, with reabsorption included. It contains the blackbody intensity, which is dependent on temperature and wavelength, and this makes the second term harder to calculate. The solution of the source term in the integrated RTE, Eq. (6), is discussed in Section 2.4.
Boundary Conditions
Boundary conditions for both the radiative transfer equations and energy conservation equation have to be applied. The boundary conditions for the RTE determine the part of the radiation that enters or leaves the plate. It is assumed that no radiation from the surroundings enters the plate. However, due to production of radiative energy inside the plate, part of the radiation leaves the plate at the walls. If the refractive index of the plate is higher than the refractive index of the surroundings, then part of the radiation that is emitted inside the plate does not leave the plate but is reflected at the walls, because of specular reflection, and travels back to the inside. The reflecting boundary conditions for the intensities at the walls are The reflection coefficients q 0 are determined according to Fresnel's law (see, e.g., Siegel and Howell [2] ) and are dependent on the angle of incidence of the incoming radiation and the index of refraction. Assuming that the index of refraction remains constant, q 0 is determined only by the angle of incidence h, or equivalently m. The boundary conditions for the energy equation can have a Dirichlet, Neumann, or Robin form. Here, boundary conditions of a Neumann form are used. The boundary conditions for the energy equations consist of a convective and a radiative part,
The convective boundary conditions at x ¼ 0 and x ¼ D are determined by their local surface temperatures, q conv ð0Þ ¼ f ½Tð0Þ and q conv ðDÞ ¼ f ½TðDÞ. The radiative boundary conditions depend on the radiative intensities at the walls. With the outgoing and reflected intensities known, the radiative heat flux at both walls is obtained, using Eq. (4).
Discretization
The spatial, spherical, and spectral domain are discretized in one-dimensional elements, discrete solid angles, and spectral bands, respectively.
Spatial discretization is performed such that it leads to an equidistant mesh. The energy equation in finite-volume notation is solved on this mesh. Furthermore, the intensity distribution is determined on the same mesh. Figure 2 shows the spatial discretization in the x direction in a finite number of one-dimensional elements. The dots are the nodes, while the dashed lines represent the interfaces which are the boundaries of the elements. The interfaces are exactly halfway between two nodes, but the physical plate boundaries have both a grid point and an interface. When the x domain is discretized into K elements, then there are K nodes and K þ 1 interfaces. The temperature is given at the nodes and the intensities are determined at the interfaces.
Spherical discretization is needed for the integration of the radiative intensities over a solid sphere; see Eq. (4). For the spherical discretization, Gauss quadrature of order J is used. Gauss quadrature is a symmetrical quadrature scheme. A symmetrical quadrature scheme is preferable because the geometric invariance of the solution ensures consistency of the net radiative heat flux in the positive and negative directions [32] . An extensive outline of Gauss quadrature is given by Chandrasekhar [11] .
The spectral domain is discretized into I spectral bands. It is assumed that within a spectral band i, the absorption coefficient k i is independent of wavelength and temperature. The integrals over the spectral and spherical domains in Eq. (4) turn into summations,
where i 0 ij is the spectrally integrated intensity for the spectral interval k
The coefficients m j are equal to the roots of the Legendre polynomial. The corresponding weights, or Christoffel numbers, x j , are obtained from Gauss's formula based on the Legendre polynomial. For every spectral interval i and direction j, the radiative transfer equation must be solved. An implicit Euler method is used for time integration. The implicit scheme is unconditionally stable, but it is only first-order-accurate in time. After spatial, spherical, and spectral discretization and integration, and time integration if necessary, a system of K ÁðI ÁJ þ 1Þ nonlinear equations is obtained. This system is solved iteratively using a Newton method, in which the values of all variables and boundary conditions are updated with each iteration step.
Solution of the Integrated RTE for a Spectral Band
The intensities are determined with the discrete transfer method, tracing a ray traveling along a path which has a direction determined by the quadrature scheme used. For every grid cell, the RTE is calculated in its integrated form for a single spectral band of any spectral width possessing a constant absorption coeficient. Furthermore, the RTE is calculated for a uniform (zeroth-order) temperature profile and linearly varying (first-order) temperature profile in every grid cell, see Figure 2 , as was done previously by Cumber [30] for a gray absorption coefficient.
Radiation within a spectral band k
traveling along a path is altered as a result of absorption and emission of radiation. When the intensity is integrated over that band with constant absorption coefficient k i the recurrence relation, Eq. (6), becomes
with S j ¼ jX =m j j the path length in direction j, Figure 1 (right). The source term can be written as the difference between two integrals with lower boundary at k ¼ 0. The integral with upper boundary at k ¼ k
The other spectral integral I À ij has the upper boundary at k ¼ k À i . The radiative energy that is emitted by the element within spectral interval ½0; k þ i is a fraction of the blackbody intensity,
where the blackbody intensity is
with r ¼ Boltzmann's constant ¼ 5:67051 Â 10 À8 W=m 2 k 4 and n r is the index of refraction. The fraction of the blackbody intensity that is emitted within the spectral band 0 k k þ i is given by, e.g., Siegel et al. [2] as
with f ¼ C 2 =k þ i T and C 2 ¼ 0:01438769 mK. In order to use a boundary condition at s ¼ S j later, the coordinate transformation n ¼ S j À s is applied and Eq. (11) becomes
The source term depends on TðnÞ, the temperature profile along a ray traveling through the plate, and is considered uniform, resulting in a stepwise zeroth-order temperature profile (Figure 2 , solid line), or linear, resulting in a continuous firstorder temperature profile (Figure 2 , dash-dotted line). For a zeroth-order temperature profile, the source term is relatively easy to compute because the blackbody emission of the spectral band ½0; k þ i is constant along path S j . The integrated source term is, in that case,
which is quantified by Eqs. (13), (14) , in which T is the uniform temperature. For a first-order temperature profile, the derivation of the source term is given
The linear temperature profile is applied in both i
The coefficients A mn are given by
For m ¼ 6; 7; 8; . . ., A mn ¼ 0. These coefficients have to be calculated for every n.
A difficulty is the 1=ðT 1 À bnÞ in the exponent of Eq. (17) . This factor can be written as a Taylor polynomial for jbS j j ¼ DT < T 1 ,
With the substitution of Eq. (19) 
This solution is substituted into Eq. (15),
The expression for the definite integral is given in the Appendix, and subsequently Eq. (22) is written in terms of c functions,
The c function depends on the values of k i , S j , and B n1 , and is outlined in the Appendix.
DISCUSSION
This section discusses the relative error of the radiative and conductive heat flux and the relative error and computation times of its origin, the radiative source term of the RTE. First, three model problems are discussed in which a linear, quadratic, and third-order polynomial are used as stationary temperature profiles in a one-dimensional plate. Inaccuracies of the radiative and conductive heat fluxes are shown for different discretization degrees and optical thicknesses. The error in the radiative heat flux originates from inaccuracies in the computation of the source term of the integrated RTE. In the second subsection the relative errors and computation times of this source term are quantified when using the first-order and second-order methods. The third subsection shows more practical stationary and time-dependent situations for gray and nongray media.
A Model Problem: Heat Flux Inaccuracies
A combined conduction-radiation model problem of a one-dimensional gray plate is considered. The physical and thermodynamic properties are based on the properties of quartz glass. The thermal conductivity coefficient, specific heat capacity, and density are considered to be constant with temperature. The thermal conductivity coefficient is k ¼ 1.4 W=m K, the specific heat capacity is c ¼ 780 J=kg K, and the density is q ¼ 2,500 kg=m 3 . The plate thickness (Figure 1, left) is D ¼ 1 mm. The spectral absorption curve of the plate contains of a single wide spectral band with k þ 1 ¼ 10 À4 , so that all radiation is emitted and absorbed within the spectral range of the band, and therefore the plate is assumed to be gray. The absorption coefficient of this band is varied in the range 10 2 k 10 6 m À1 so that 10 À1 kD 10 3 . The constant refraction index is taken as unity so that there is no specular reflection.
Three cases are considered, where in each case the plate possesses a stationary temperature profile with a linear, quadratic, and third-order polynomial shape; see Figure 3 (top left). The temperature profiles are implemented on a one-dimensional equidistant mesh of varying discretization degree. The instant radiative and conductive heat fluxes are determined in the center of the plate at x ¼ D=2. The conductive fluxes are calculated using a first-order numerical method, while the radiative fluxes are calculated using the zeroth-order and first-order methods, as described in the previous section, using Eqs. (9), (10), (16) , and (23) .
The error in the conductive and radiative heat fluxes depends on the discretization degree of the corresponding meshes. A similar mesh is taken for the conductive and radiative heat transfer computations. The absolute error introduced by the computation of either the radiative or conductive heat flux is compared with the absolute total heat flux, i.e., the sum of the conductive and radiative heat fluxes. Then, the relative error of the conductive heat flux is
and the relative error of the radiative heat flux is
where q show the relative conductive and radiative heat flux error at x ¼ D=2 when the plate experiences a temperature profile that has a linear, quadratic, or third-order polynomial shape respectively, as given in Figure 3 (top left). For a linear temperature profile, Figure 3 (top right) shows that the error of the conductive fluxes is generally small, for both discretization degrees of K ¼ 10 and K ¼ 50. The error of the radiative heat fluxes calculated with the first-order method is also low and comparable to the error of the conductive fluxes. However, the error of the radiative heat fluxes calculated with the zerothorder method is orders of magnitude larger than the error of the conductive fluxes, especially when the plate is optically thick, i.e., when kD is large. The radiative error decreases with increasing discretization degree but remains much larger than the error of the conductive fluxes, and therefore it is the dominant error in a plate with linear temperature profile. For a quadratic temperature profile, it is shown in Figure 3 (bottom left) that the conductive heat flux is calculated accurately, close to the numerical accuracy. The relative errors of the radiative heat fluxes when using the zeroth-order and first-order method are generally low and comparable to each other for small kD, but are relatively large compared to the error of the conductive flux. For increasing opacity, the radiative heat flux error calculated with the zerothorder method increases even more, while the radiative heat flux error calculated with the first-order method decreases to values closer to the error of the conductive flux. For the third-order temperature profile, Figure 3 (bottom right) shows that using a first-order numerical method to calculate the conductive heat fluxes leads to significant inaccuracies. It can be derived that the conductive heat flux error introduced by a third-order temperature profile is equal to
Increasing the discretization degree, increases the accuracy of the conductive heat flux quadratically. The error of the radiative heat flux calculated with the zerothorder or first-order method is comparable to the error of the conductive flux for small to intermediate optical thicknesses. However, for kD > > 1, the optically dense case, the error of the radiative heat flux calculated with the zeroth-order method becomes dominant, while the error resulting from the first-order method is orders of magnitude smaller than the error of the conductive flux. It is concluded that the relative error of the radiative heat flux calculated with the zeroth-order method is relatively small for optically thin media, but increases rapidly with increasing opacity. Then, the resulting error is orders of magnitude larger than the error of the conductive fluxes, no matter the polynomial order of the temperature profile. Increasing the discretization degree increases the accuracy of both the radiative and conductive fluxes, so that the error of the radiative flux remains dominant. The relative error of the radiative heat flux calculated with the first-order method is small or comparable to the error of the conductive heat flux. Increasing the opacity increases the accuracy of the radiative flux rapidly, so that the error of the conductive flux becomes dominant. The difference in accuracy between the radiative heat fluxes calculated with the zeroth-order and first-order methods arises from the difference in the computation of the radiative source term of the integrated RTE. The difference in the computation of a radiative source term with the zeroth-order and first-order methods is investigated in the next subsection.
The Radiative Source Term
In the previous subsection it was shown that for optically dense materials there is a deviation between the radiative fluxes calculated with the zeroth-order and first-order methods. The radiative fluxes were determined at the center of a plate of thickness D, which was discretized into K elements. Apart from the boundary elements, each element had a width of Dx ¼ x þ À x À ¼ 2X , see Figures 1 and 2 . In this subsection the source term of the integrated RTE for a ray traveling through an element with half-width X ¼ Dx=2 is calculated for a range of optical thicknesses. The direction of the ray makes an angle h with the x axis, see Figure 1 (right), and therefore the path length S ! X . The source term of the integrated RTE for a ray traveling along a path s through the element, entering the element at path coordinate s ¼ 0 and leaving the element at s ¼ S, is calculated, and is compared to the solution of a computation on a highly discretized mesh, and therefore more or less exact solution. The error relative to the exact solution and the relative computation times of a single source term calculated with the zeroth-order and first-order methods are given. The optical thicknesses studied, now not based on the plate thickness but based on the fixed path length S of a single element and varying absorption coefficient k, are kS ¼ 10 À2 , kS ¼ 1, and kS ¼ 10 2 . The temperature at s ¼ 0 is T 0 , the temperature at s ¼ S is T 1 ¼ 2;000K, and DT ¼ T 1 À T 0 is varied between 0 and 200. Figure 4 (left) shows the relative error E of the source term calculated with the zeroth-order method as a function of typical temperature change DT=T 1 . The source term calculated with a zeroth-order temperature profile, Eq. (16), shows a significant error when temperature gradients are large. Moreover, if the penetration depth of the radiation is typically smaller than the path length S, which is the case for optically dense materials with kS > > 1, the inaccuracies when using the zeroth-order method are large. This is due to the fact that the magnitude of the source term at a point is determined by the temperature in the vicinity of that point. In the zeroth-order method the source term at s ¼ S is calculated from the temperature at s ¼ S=2 and not from the temperature at s ¼ S. As a result, the relative error increases with increasing DT. A higher degree of discretization decreases both kS and DT, resulting in a more accurate solution. Figure 4 (left) also shows the relative error of the source term calculated with the first-order method. The weight of the temperature from every part of the path on the integrated radiative source term is dependent on the optical thickness. For small kS there is practically no reabsorption, and the magnitude of the radiative source term is determined by the temperature along the whole path. For large kS, only the temperature in the vicinity of s ¼ S determines the magnitude of the source term. The more accurately the temperature profile is estimated, the more accurately the source term is calculated. As a result, the solution of the first-order method is relatively accurate compared to the zeroth-order method. However, with the first-order method two types of errors are distinguished. The first error type originates from the truncation of the infinite series in Eq. (23) when a certain convergence rate is reached. The convergence rate, the addition of a single term n to the summation up to n À 1, is set here to q conv ¼ 10 À6 . The resulting error is nearly independent of optical thickness or temperature gradient. The second error type originates from the truncation of the Taylor polynomial, Eq. (19). Second-or higher-order terms of DT=T 1 are neglected in the computation of the first-order integrated radiative source term. It is expected that the first-order method deviates from the exact solution for large DT=T 1 . This can be observed from Figure 4 (left). For small values of DT=T 1 the relative error is determined by the convergence criterion. The relative error is then of the same order of magnitude as the convergence criterion, and may vary somewhat due to the discrete character of this criterion, as shown by the dip in E at DT=T 1 ¼ 0:03. For increasing DT=T 1 the relative error due to the truncation of the Taylor series increases and becomes dominant at approximately DT=T 1 ¼ 0:05, and a stricter convergence criterion, in other words smaller q conv , does not increase the accuracy. However, as long as there is a temperature gradient, the relative error of the radiative source term calculated with the first-order method is orders of magnitude smaller than the error of the source term calculated with the zeroth-order method.
Computation of the radiative source term with the zeroth-order and first-order method leads to different computation times, see Figure 4 (right). The computation times for the zeroth-order method are relatively short. The reference computation time s ref is the time to calculate a single source term with the zeroth-order method, with DT=T 1 ! 0 and kS ¼ 10 À2 . The time to calculate a single source term with the zeroth-order method hardly changes with increasing DT=T 1 , because the number of terms in the series F 0Àk
Calculation of the source term with the first-order method is more expensive than with the zeroth-order method, because in Eq. (23) an indefinite integral that is expressed in terms of gamma functions has to be calculated. The computation time depends strongly on the number of terms in the infinite series in Eq. (23) and therefore depends on the accuracy demanded. As a result, calculation of the source term with the first-order method can be orders of magnitude more time-consuming than calculation of the source term with the zeroth-order method.
Although the first-order method is more expensive than the zeroth-order method, it is orders of magnitude more accurate for the same degree of discretization. Increasing the degree of discretization for the zeroth-order method to a degree yielding the same accuracy as with the first-order method will increase the computation times severely. When, for example, kS ¼ 100 and DT=T 1 ¼ 0:1, the relative error with the first-order method is 2.5 Â 10 À5 and the relative computation time is 3.7 Â 10 2 . With the zeroth-order method the relative computation time is approximately equal to the reference time, while the relative error is 1.8 Â 10
À1 . Discretization with a factor of 100 for the zeroth-order method decreases both DT=T 1 and kS with a factor of 100. For kS ¼ 1 and DT=T 1 ¼ 10 À3 the relative error is 3.4 Â 10 À4 . This error is still one order of magnitude larger than the error with the first-order method, while the computation times are of the same order of magnitude. These computation times do not include any overhead costs to solve the whole set of equations, which makes the zeroth-order method more expensive. It is concluded that, especially when temperature gradients are high and spectral bands are optically dense, it is more economical to calculate accurate integrated radiative source terms with the first-order method than with the zeroth-order method.
Practical Situations
In the next four subsections, more practical situations typical for the production of lamps in the lighting industry are investigated, where shells of (quartz) glass are heated by impinging flames. The first two subsections show stationary results, the third and fourth subsections show time-dependent results. Both gray and semitransparent materials are studied.
3.3.1. Stationary solutions for a gray plate. The first problem consists of a one-dimensional gray plate which is heated at x ¼ 0 and cooled at x ¼ D (Figure 1,  left) . The physical and thermodynamic properties have been discussed in Section 3.1.
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The temperature-dependent heat flux from a reactive hydrogen-oxygen mixture with applied strain rate of a ¼ 6,000 s À1 to the plate is taken as convective boundary condition at x ¼ 0 and is given by Cremers et al. [33] . At x ¼ D the convective heat flux is also a function of the local surface temperature TðDÞ, but now the heat transfer coefficient is constant, leading to a convective heat loss of q conv ðDÞ ¼ h½TðDÞÀT amb ] with h ¼ 100 W=m 2 K and T amb ¼ 300 K. The plate is assumed to be gray with varying absorption coefficient k. The refraction index is taken constant at a value of n r ¼ 1 when no reflection is taken into account, and as n r ¼ 1:46 when reflection is taken into account. With a refraction index of n r ¼ 1:46, a typical index for glass products, the specular reflection coefficient q 0 is calculated using Fresnel's equation. The specular reflection coefficient is implemented in the radiative boundary conditions, given by Eq. (7). Figure 5 shows the radiative heat fluxes at x ¼ 0 and x ¼ D as a function of optical thickness calculated with the Rosseland diffusion approximation, the zerothorder method, and the first-order method when no reflection is taken into account, i.e., q 0 ðmÞ ¼ 0 and n r ¼ 1, and calculated with the zeroth-order and first-order methods when Fresnel reflection is taken into account, i.e., q 0 ðmÞ > 0 and n r ¼ 1:46. The Rosseland diffusion approximation is outlined by, e.g., Siegel et al. [2] , and requires that the medium be optically dense. Then radiative transport depends only on the conditions in the vicinity of the position considered. As a result, the radiative heat flux can be expressed as a conductive flux,
where k is the absorption coefficient of a gray medium and r is the StefanBoltzmann constant. The Rosseland diffusion approximation is used here together with black walls. In Figure 5 , results are shown for a plate divided into 10 and 100 elements. In general, for small kD, the optically thin case, the radiative fluxes calculated with the first-order method correspond to the fluxes calculated with the zeroth-order method. For large kD, the optically thick case, the radiative fluxes calculated with the firstorder method correspond to the fluxes calculated with the diffusion approximation. For increasing K, the difference between the zeroth-order and first-order methods decreases, until the two methods give a more or less similar radiative heat flux for K ¼ 100. The radiative heat flux calculated with the Rosseland or first-order method remains relatively unchanged with increasing K. Furthermore, specular reflection decreases the total radiative heat flux at x ¼ 0. As a result, the stationary temperature increases in the whole plate, which leads to a higher radiation heat loss at x ¼ D.
The same calculations are performed for K ¼ 5 and K ¼ 30, and Table 1 shows the overall relative computation times. For the optically thin case the zeroth-order method is more economical than the first-order method. For the optically thick case, when using the zeroth-order method, the plate needs to be discretized to a much higher degree to obtain a comparable accuracy as is obtained with the first-order method. Then the zeroth-order method becomes more expensive than the first-order method.
3.3.2. Stationary solutions for a semitransparent plate. Thus far, the zeroth-order and first-order methods have been applied only to a single band, which was taken wide enough that the medium can be considered gray. In reality there are only few materials that can be considered gray. Semitransparent media, such as glass for instance, have a region of the spectrum where they can be considered transparent, while they have another region of the spectrum, the infrared region for glass, where they can be considered opaque. A two-band absorption model with varying cutoff wavelength, k c , is used. The optical thickness for wavelengths shorter than the cutoff wavelength is equal to k 1 D ¼ 10 À1 , while the optical thickness for wavelengths longer than the cutoff wavelength is equal to k 2 D ¼ 10 3 . As a result, for short cutoff Table 1 . Relative computation times for stationary computations of a gray plate divided into K elements, calculated with the zeroth-order method and the first-order method
Zeroth -order method  1  4  56  802  First-order method  16  58  613  8,267 wavelengths, k c , the material is absorbing for radiation from the largest part of the spectrum, while for long k c the material can be considered transparent. Figure 6 shows the radiative heat fluxes at x ¼ 0 and x ¼ D calculated with the Rosseland diffusion approximation, the zeroth-order method, and the first-order method. For the Rosseland diffusion approximation, a gray absorption coefficient is used and is equal to the absorption coefficient of the absorbing band k 2 . Since k 2 D > > 1, the plate can be considered opaque and the radiative heat flux calculated with the diffusion approximation is equal to the blackbody emission. The blackbody emission depends on the surface temperature, which does not change in the Rosseland case, and the emission is given in Figure 6 by horizontal lines. The left figure shows that for longer cutoff wavelengths the radiative heat flux at x ¼ 0 decreases. The material becomes more transparent for longer cutoff wavelengths and, subsequently, the emission of radiative heat decreases. Due to a lower radiative heat loss, the overall plate temperature rises, not only at x ¼ 0 but also at x ¼ D, due to internal conductive and radiative heat fluxes. A temperature increase of the surface at x ¼ D leads to a higher radiative heat flux at x ¼ D, see Figure 6 (right). For even longer cutoff wavelengths, the plate becomes more transparent and the emission of radiative heat decreases more than the increase due to the temperature increase. This effect is observed with both the zeroth-order method and the firstorder method. The radiative heat fluxes calculated with the first-order method show good agreement with the Rosseland diffusion approximation for short k c and good agreement with the zeroth-order method for long k c . It is concluded that the firstorder method leads to accurate results at a low degree of discretization in a material that has a multiple-band-like structure, where the absorption coefficient of each band varies strongly in magnitude.
3.3.3. Time-dependent solutions for a gray plate. A gray plate of D ¼ 1 mm thickness is taken at a uniform temperature of 2,700 K initially. The physical and thermodynamic properties correspond to those discussed in Section 3.1. It is assumed that the refraction index n r ¼ 1:46 and Fresnel reflection boundary conditions are taken into account. Only radiative heat loss at both boundaries is considered, and thus heat loss by convection is excluded. The plate cools down and the temperature profile becomes bell-shaped. Figure 7 (left) shows the typical cooling time, s 1=2 , before the surfaces have cooled from 2,700 to 1,350 K as a function of optical thickness. For kD < < 1, the material is optically thin and the radiative heat loss is low. As a result, the cooling is slow, leading to long cooling times. The radiation fluxes inside the plate are low and there is almost no reabsorption of radiative heat inside the plate. For kD > > 1, the plate can be considered as black and radiative heat losses are determined by the surface temperatures, and do not depend on the temperature inside the plate. All radiation that is emitted inside the plate is reabsorbed within the vicinity of the place of emission. As a result, the radiative heat fluxes inside the material are small, and the energy transport from the hot interior of the plate to the walls is determined by conduction. A further increase of the absorption coefficient does not lead to a significant change of the cooling times. For kD of order 1-10, the plate cools fastest. For these optical thicknesses the plate as a whole can be considered optically thick, but the plate is optically thin enough that part of the radiation that is emitted in the interior region of the plate is not completely reabsorbed within the vicinity of the place of emission. Since the temperature in the interior of the plate is higher than the temperature at the surfaces, the radiation emitted in the interior region is more energetic and boosts the radiative heat transfer, leading to higher overall heat losses and shorter cooling times. It can be concluded that the shortest cooling times are reached when kD % 5. Figure 7 (left) also shows dT=dx at x ¼ 0 for t ¼ s 1=2 . For small kD, emitted radiation is hardly reabsorbed, leading to uniform cooling and small temperature gradients. For kD of order 1-10, the radiative heat is extracted mainly from the regions close to the walls, leading to larger temperature gradients. Both conductive and radiative fluxes redistribute energy from the hot center to the cold walls, suppressing the temperature gradients. For kD > > 1, redistribution of energy by conduction remains, but radiative energy fluxes vanish, leading to the largest temperature gradients. 3.3.4. Time-dependent solutions for a semitransparent plate. In this subsection, the optical properties of the plate have a two-band structure, as discussed in Section 3.3.2. Figure 7 (right) shows the typical cooling time s 1=2 and temperature gradient dT=dx at x ¼ 0 as a function of cutoff wavelength k c . For short cutoff wavelengths the plate acts as a blackbody, the cooling times are relatively short, and the temperature gradients are large. For longer cutoff wavelengths, the plate becomes more transparent, the cooling times are longer, and the temperature gradients are less steep. Radiation emitted within the transparent band is hardly reabsorbed while traveling through the plate, and does not lead to redistribution of energy by radiation. Radiation emitted within the absorbing band is reabsorbed in the vicinity of its origin, and therefore does also not enhance the redistribution of energy by radiation. As a result, a minimum in cooling time, as observed in the gray case with varying absorption coefficient, is not observed here.
CONCLUSION
Radiative transfer is of major importance in many transient heating and cooling processes. At high temperatures, radiative heat loss is the dominant heat loss mechanism in gray opaque or semitransparent media. Many analytical and numerical methods have been developed in the past, and some of them are often applied in CFD codes. One of the numerical solution techniques that is often used is the finitevolume method, in which the energy conservation equation is written in terms of energy fluxes. The radiative energy fluxes are determined using the discrete transfer method in conjugation with the discrete ordinate method, which uses the radiative transfer equation in integral form. This article shows the nearly analytical solution of the RTE in integral form, using a stepwise zeroth-order temperature profile (zeroth-order method) and a continuous first-order temperature profile (first-order method), as was previously done by Cumber [30] for a gray nonscattering medium and extended by Farhat and Radhouani [31] for a scattering medium. In this article the RTE is solved for a nongray and nonscattering medium with a bandlike absorption coefficient. The RTE is then solved for a single band of arbitrary spectral width possessing a constant absorption coefficient. A combined conduction-radiation model problem of a one-dimensional plate with a prescribed temperature profile of linear, quadratic, or third-order polynomial shape is studied, and the conductive and radiative heat flux errors relative to the total heat flux are determined. The relative error of the radiative heat flux calculated with the first-order method is small or comparable to the error of the conductive heat flux for all optical thicknesses, while the relative error of the radiative heat flux calculated with the zeroth-order method is small for optically thin media, but increases rapidly for increasing opacity. Although the computation of a single RTE with the first-order method is relatively expensive compared to the computation with the zeroth-order method, the first-order method gives accurate results on a course mesh with high temperature gradients. The method is therefore easily applicable within an existing computational fluid dynamics solver. Results are also accurate within a bandlike spectral structure with strongly varying absorption coefficient, typical for semitransparent materials.
More practical cases have also been considered. Stationary and transient cooling results of a gray plate with varying optical thickness and a semitransparent plate with varying cutoff wavelength were studied. In the gray transient cooling case, a minimum cooling time is observed for kD % 5. Then, the plate as a whole can be considered optically thick, but the plate is optically thin enough that part of the radiation that is emitted in the interior region of the plate is not completely reabsorbed within the vicinity of the place of emission. An increasing opacity of the material leads to larger temperature gradients, with a maximum gradient when the material acts as a blackbody. In the semitransparent case, with a two-band absorption model with variable cutoff wavelength, no minimum cooling time is observed. However, the bands studied are either optically thin or optically thick and not of the order k i D % 5.
