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Abstract
We prove that for any computably enumerable (c.e.) degree c, if it is cappable in the com-
putably enumerable degrees, then there is a d.c.e. degree d such that c ∪ d = 0′ and c ∩ d = 0.
Consequently, a computably enumerable degree is cappable if and only if it can be complemented
by a nonzero d.c.e. degree. This gives a new characterization of the cappable degrees.
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1. Introduction
Say that a set A⊆! is computably enumerable (c.e. for short), if it can be listed
e$ectively. A Turing degree a is c.e. if it contains a c.e. set. Let C be the set of
all c.e. degrees. The early study of C revealed several “nice” properties. E.g., Sacks
[26] showed that C is a dense partial order. This and other results led Shoen=eld
to conjecture for any =nite partial orderings P⊆Q with the least element 0 and the
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greatest element 1, any embedding of P into C can be extended to an embedding of Q
into the same C. A corollary of this conjecture is that no two incomparable c.e. degrees
can have an in=mum (cap to some lower c.e. degree). This was refuted independently
by Lachlan [18] and Yates [32] through the construction of a minimal pair (capping
to 0). The existence of minimal pairs reveals that the structure of the c.e. degrees
is more complicated than Shoen=eld had predicted, and at the same time, shows that
the diamond lattice (the four element Boolean algebra) can be embedded into the c.e.
degrees preserving 0. Cooper [6] proved that every high c.e. degree bounds a minimal
pair, and Lachlan [19] proved that not every c.e. degree bounds a minimal pair. Thus,
there are c.e. degrees bounding no diamond lattice with 0 as the least element while
any high degree bounds one. Shoen=eld and Soare [28] proved that the diamond lattice
can be embedded into the c.e. degrees preserving 1. However, as observed by Lachlan
[18], the diamond lattice cannot be embedded into the c.e. degrees preserving both 0
and 1 simultaneously.
Say that a c.e. degree a is cappable if there is a nonzero c.e. degree b such that
a∩ b= 0. Obviously, any nonzero c.e. degree bounds a nonzero cappable degree. Let
M be the set of all cappable degrees. Then M is an ideal of C. Ambos-Spies et al.
[1] proved that a is cappable if and only if a cups no low c.e. degree to 0′ if and only
if no c.e. set in a is promptly simple, where a c.e. set A is promptly simple means
that A is coin=nite and there is a computable function p and an e$ective enumeration
{As}s∈! of A such that for every e
We in=nite⇒ (∃s)(∃x)[x ∈ We;at s ∩ Ap(s)]:
In this paper, we provide another characterization of the cappable degrees in terms
of the complements in the 
02 degrees.
Say that a is a complement of b if a∪ b= 0′ and a∩ b= 0, and that a can be
complemented in a degree structure D if a has a complement b in D. According to
this de=nition, 0 has 0′ as its unique complement. One way to obtain complements
for a nonzero degree below 0′ is via the construction of minimal degrees. Say that a
degree b¿0 is minimal if no degree exists between 0 and b. This approach was =rst
proposed by Seetapun and Slaman in [27] (see [21]), where they gave a sketch of the
proof that for any nonzero degree a¡0′, there is a minimal degree b¡0′ such that
a∪ b= 0′, and as a consequence, b is a complement of a.
We are mainly interested in the complements of the c.e. degrees in the Ershov
hierarchy.
Denition 1.1 (Ershov [15,16]). The di$erence hierarchy is de=ned as follows:
(i) A set A⊆! is called n-computably enumerable (n-c.e., for short), if there is a
computable function f such that for all x∈!,
(a) f(x; 0)=0,
(b) lims f(x; s) ↓=A(x), and
(c) |{s+ 1|f(x; s) =f(x; s+ 1)} |6 n.
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(ii) A set A⊆! is -computably enumerable (-c.e., for short) relative to a computable
system S of notations for  if and only if there is a partial computable (p.c.)
function f such that for all k; A(k)=f(k; b), where b is the S-least notation x
such that f(k; x) converges.
The di$erence hierarchy is also known as the Ershov hierarchy. It is easy to see
that the 1-c.e. sets are just the c.e. sets, and that the 2-c.e. sets are the di$erences of
c.e. sets. Because the latter coincidence, we also call the 2-c.e. sets d.c.e. sets. Ershov
[15] proved that this di$erence hierarchy resolves the class of the 
02 subsets of !. For
n¿1, say that a Turing degree is n-c.e. if it contains an n-c.e. set. Let En be the set
of all n-c.e. degrees. Then E1 =C, and it is also known that for any n¿1, En⊂En+1.
Lachlan observed that for n¿1, the n-c.e. degrees are downwards dense.
Lemma 1.1 (Lachlan). Given any n-c.e. degree a¿0, there is a c.e. degree e such
that a¿e¿0.
This gives an elementary di$erence between the Turing degrees and the n-c.e. de-
grees below any nonzero c.e. degree, since in the 
02 degrees, every nonzero c.e.
degree bounds a minimal degree (see [4,25]). It becomes natural to ask whether the
c.e. degrees and the n-c.e. degrees are elementarily equivalent for some n¿2. This
question was answered negatively by Arslanov [2], who proved that for n¿2, every
nonzero n-c.e. degree can be cupped to 0′ by a low n-c.e. degree d (d∪ a= 0′),
while in the c.e. case, Cooper [5] and Yates (unpublished) prove that there is a
c.e. degree a¿0 such that no c.e. degree b¡0′ cups a to 0′ (a is called noncup-
pable). This gave an elementary di$erence between the c.e degrees and the n-c.e.
degrees for n¿2, and also indicated that for n¿2, the ideal of degrees noncuppable in
En is just {0}.
Downey [14] proves that the diamond lattice can be embedded into the d.c.e. de-
grees preserving both 0 and 1, giving another di$erence between the c.e. degrees and
the n-c.e. degrees (n¿2) because by Lachlan’s Nondiamond Theorem [18], this is not
true in the c.e. degrees. We remark here that recently, Li and Yi [22] proved that
there exist two incomplete d.c.e. degrees such that every nonzero c.e. degree joins one
of them to 0′, extending both Arslanov’s cupping theorem, and Downey’s diamond
theorem.
The most striking di$erence between the c.e. degrees and the n-c.e. degrees for n¿2
was exhibited by Cooper et al. [8], who proved that the n-c.e. degrees for n¿2 are
not dense, in contrast with the Sacks’ Density Theorem of the c.e. degrees.
So far, our understandings of the structure of the n-c.e. degrees (n¿2) are still quite
modest. Many questions remain open. For example, we still do not know if the d.c.e.
degrees are elementarily equivalent with the 3-c.e. degrees. Are there some (nontrivial)
de=nable ideals in En for n¿2. Are the c.e. degrees de=nable in En for each=some n¿2?
An interesting technical question concerning the diamond embedding is the following:
we know that every low c.e. degree is branching in the d.c.e. degrees and we ask
whether it is true that every low c.e. degree is the bottom of a diamond in the d.c.e.
degrees with top 0′?
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Now =x c as a c.e. degree. By Lachlan’s nondiamond theorem, if b is a complement
of c, then b cannot be in C. It is natural to ask whether c can have a complement in En
for some n¿2. By Lemma 1.1, if c¡0′ is noncappable, then c cannot be complemented
in En for all n¿2. This was =rst noticed by Jockusch. In this paper, we prove that if
c¡0′ is cappable, then c can always have a complement in E2.
Theorem 1. A c.e. degree c is cappable if and only if c can be complemented by a
nonzero d.c.e. degree.
The proof of Theorem 1 involves the isolation phenomenon in the d.c.e. degrees,
which was =rst proposed by Cooper and Yi [11]. Say that a d.c.e. degree d is isolated
by a c.e. degree a if a¡d and a bounds all c.e. degrees below d. It is easy to see
that d is isolated by a if and only if the interval (a; d) contains no c.e. degree. The
isolated and the nonisolated d.c.e. degrees are densely distributed in the c.e. degrees
(see [3,12,20]). Ishmukhametov and Wu [17] proved that there is a high d.c.e. degree
isolated by a low c.e. degree. Thus, in the sense of the high=low hierarchy, the isolated
degree can be far from the isolating degree.
The following proposition is immediate.
Proposition 1 (Wu [30]). Let d be a d.c.e degree isolated by a, and c be a c.e degree.
If c∩ a= 0, then c∩ d= 0.
Based on this observation, Wu [30] gives an alternative proof of the existence of
Downey’s diamond embedding:
Theorem 2 (Wu [30]). There are c.e. degree c and d.c.e. degree d isolated by a such
that c∪ d= 0′, c∩ a= 0. Thus, by Proposition 1, {0; c; d; 0′} is a diamond embedding.
The idea presented in [30] can be developed further to prove:
Theorem 3. Suppose that c.e. degree c¿0 is cappable, then there is a d.c.e. degree
d isolated by a such that a∩ c= 0 and d∪ c= 0′.
Theorem 1 follows Theorem 3 easily. In contrast to Theorem 3, in [31], Wu proves
that any nonzero cappable can also have a nonisolated degree as its complement.
We organize the paper as follows. In Section 2, we formulate the conditions of the
theorem by requirements and describe the strategies satisfying these requirements. In
Section 3, we describe the full construction. Finally, in Section 4, we verify that all
of the requirements are satis=ed.
Our notation and terminology are standard and generally follow Soare [29]. For a
set B, we use Bs to denote the set of all elements in B at the end of stage s. For a
given partial computable (p.c.) functional,  say, and a set, B say, the use function
’B is bounded by stages. If B is a c.e. set, then ’B is also increasing in arguments,
nondecreasing in stages.
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2. The requirements and the strategies
Fix C ∈ c as a c.e. set. We will construct a c.e. set A and a d.c.e. set D satisfying
the following requirements:
G :K 6T C ⊕ D;
Ne :Ae = 
C
e = he is total ⇒ he is computable;
Re :A⊕De = Ve ⇒ ∃
e(
Ae = Ve);
where e∈!, and {(e;e; Ve) | e∈!} is an e$ective enumeration of all triples (;;
V ) of partial computable functionals ;, and a c.e. set V .
Let a= degT(A) and d= degT(A⊕D). Then, by the G-requirement, c∪ d= 0′. By
the N-requirements, c∩ a= 0. Therefore, by Lachlan’s nondiamond theorem, a¡d.
Thus, by the R-requirements, d is isolated by a. We prove now that c∩ d= 0. Let
e¡c, d be any d.c.e. degree. If e¿0, then as noticed by Lachlan, there is a nonzero
c.e. degree f below e. Thus, f¡a, c, a∩ c = 0. A contradiction. Therefore, {0; c; d; 0′}
is a diamond, and d is a complement of c.
2.1. The G-strategy
The G-strategy attempts to code K into C ⊕D. In the construction, we will construct
a partial functional  such that K =(C;D). The G-strategy proceeds as follows: if
there is some x with (C;D; x)[s] ↓ =Ks(x), then let k be the least such x, enumerate
(k)[s] into D, and for any y¿k, let (C;D;y) be unde=ned. Otherwise, let k be
the least number x with (C;D; x)[s] ↑. If (C;D; k) has never been de=ned so far,
then set (C;D; k)[s] =Ks(k) with (k)[s] fresh. Otherwise, let t be the last stage at
which (C;D; k)[t] ↓. If one of the following holds, then set (C;D; k)[s] =Ks(k) with
(k)[s] fresh:
(a) There is some y¡k with (y)[s]¿(k)[t].
(b) There are some -markers6(k)[t] enumerated into D or removed from D after
stage t.
(In the construction, if a -marker z is enumerated into D at stage s1 and is
removed at stage s2¿s1, then between these two stages, C must have a change
below z, allowing us to rede?ne the corresponding -use as a larger number.)
(c) C has a change below an active requesting number (as de=ned later) after stage
t, at z say, and z6(k)[t].
((c) ensures the totality of  because for a ?xed k, (k) can be de?ned as
an active requesting number only ?nitely often. As a consequence, (k) can be
rede?ned at most ?nitely often.)
If (a)–(c) do not apply, then set (C;D; k)[s] =Ks(k) with (k)[s] = (k)[t]. The
G-strategy guarantees that (C;D) is totally de=ned and computes K correctly.
Obviously, -markers have the following properties:
(1) For any k; s, if (C;D; k)[s] ↓, then (k)[s] =∈Ds.
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(2) For any x; y; s, if x¡y and (y)[s] ↓, then (x)[s] ↓, and (x)[s]¡(y)[s].
(3) If (C;D; x) is unde=ned at stage s+ 1 and (C;D; x) is de=ned at stage s, then
Cs+1  ((x)[s] + 1) =Cs  ((x)[s] + 1) or Ds+1  ((x)[s] + 1) =Ds  ((x)[s] + 1).
(Thus, if s1¡s2, (C;D; x)[s1] ↓ ; Cs 2  ((x)[s1] + 1)=Cs 1  ((x)[s1] + 1) and
Ds 2  ((x)[s1] + 1)=Ds 1  ((x)[s1] + 1), then (C;D; x)[s2] ↓ with (x)[s2]=
(x)[s1].)
2.2. An N-strategy
To satisfy an N-requirement, Ne say, we will de=ne partial computable functions
fe; i; i∈! such that if Ae =Ce = he is total, then there is some i such that fe; i = he.
De=ne the length function of agreement between Ae and 
C
e as follows:
‘(e; s) = {x : ∀y ¡ x[Ae (y)[s] ↓= Ce (y)[s] ↓]};
m(e; s) = max{‘(e; t) : t ¡ s}:
Say that stage s is Ne-expansionary if s=0 or ‘(e; s)¿m(e; s).
Our strategy is to preserve the computations up to the greatest length of agreement
between Ae and 
C
e . Since C has a cappable degree, we can utilize the gap=cogap
argument, which was =rst introduced by Lachlan [19], to preserve the computations as
wanted. That is, we will de=ne a partial computable function pe such that either Ne
is satis=ed or pe witnesses that C has a promptly simple degree, which is impossible
by our assumption on C. In the latter case, pe satis=es the following requirements:
Se;i : Wi in=nite ⇒ (∃x)(∃s)[x ∈ Wi;at s & Cs  x = Cpe(s)  x]:
The construction is now partitioned into in=nitely many intervals which are referred
as gaps and cogaps alternatively (as de=ned later), and we only allow A to change
at those stages inside a gap. That is, inside a gap, we allow A to change and see
whether the C-side computations change or not. If C does have a change on some
small numbers inside a gap, then some computation Ce (y) may change, and at the
next Ne-expansionary stage, both Ae (y) and 
C
e (y) may converge to a new value,
making fe; i(y) incorrect. However, such C-changes provide us opportunities to satisfy
the S-requirement Se; i, if we de=ne pe(s) properly. Then we can turn to attack on
a new S-requirement. On the other hand, if C has no such changes during a gap,
then the C-side computations have no changes, and at the stage we close this gap (i.e.
the next Ne-expansionary stage), we will try to preserve the A-side computations by
setting restraints on A. Such restraints remains active till the stage we open a new gap.
Thus, if Ae =
C
e = he is total, then by our assumption that C has a cappable degree,
there is some (least) i such that Se; i is not satis=ed. In this case, the Se; i-strategy,
will de=ne fe; i as a computable function. As described above, inside the gaps, the
C-side computations are preserved and inside of the cogaps, the A-side computations
are preserved. Therefore, fe; i computes he correctly.
Let s be any Ne-expansionary stage. If there are some i and x such that
(O1) Se; i is not satis=ed;
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(O2) x enters Wi at stage s;
(O3) ∃y[y¡‘(e; s) & fe; i(y)[s] ↑ & x¿max{’e(Cs;y′)[s] : y′6y}],
then let i be the least one and open a gap for Se; i as follows:
(1) For those y′6y, where y is as in (O3), if fe; i(y′)[s] ↑, then de=ne fe; i(y′)=
Ce (y
′)[s];
(2) Set the restraint r(e; i; s)= 0, and initialize all strategies Se; j with j¿i.
Let v be the next Ne-expansionary stage and close the gap as follows:
(C1) De=ne pe(s)= v.
(C2) Set r(e; i; v)= v.
During a gap, if C has a change below x, then by pe(s)= v, Cs  x =Cpe(s)  x, Se; i is
satis=ed. In this case, we say that the gap is closed successfully. If there is no such
C-change, then the gap is closed unsuccessfully.
Suppose that Ae =
C
e = he is total. Since C has a cappable degree, there is a least i
such that Se; i cannot be satis=ed. Then Se; i opens in=nitely many gaps, and each one
is closed unsuccessfully. Let
s0 ¡ v0 ¡ s1 ¡ v1 ¡ · · ·¡ sn ¡ vn ¡ · · ·
be the stages at which Se; i opens and closes gaps alternatively. We prove below that
fe; i computes he correctly.
Fix y and let fe; i(y) be de=ned at stage sn. Then we open an Se; i-gap at stage sn.
That is,
(1) sn is an expansionary stage,
(2) some x enters Wi at stage sn
and there is some y with
(3) y¡‘(e; sn), fe; i(y)[sn] ↑ and x¿’e(Csn ;y)[sn],
(4) fe; i(y) is de=ned as Ce (y)[sn] at the end of stage sn.
Then at stage vn, we close this gap by de=ning pe(sn)= vn, restraining numbers less
than vn from entering A till stage sn+1. Since C has no change below ’e(Csn ;y)[sn]
inside this gap (otherwise, Se; i will be satis=ed), Ce (y)[sn] =
C
e (y)[vn], and hence
fe;i(y) = Ae (y)[sn] = 
C
e (y)[sn] = 
C
e (y)[vn] = 
A
e (y)[vn]:
Now numbers less than vn are restrained from entering A between stages vn and sn+1,
numbers less than vn are restrained from entering A, and as a result, the computation
Ae (y)[vn] is preserved and hence
fe;i(y) = Ae (y)[vn] = 
A
e (y)[sn+1] = 
C
e (y)[sn+1]:
By induction, we have for all m¿n,
fe;i(y) = Ae (y)[sm] = 
C
e (y)[sm] = 
C
e (y)[vm] = 
A
e (y)[vm]:
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Since both Ae (y) and 
C
e (y) converge, we have
fe;i(y) = Ae (y) = 
C
e (y) = he(y):
Let  be any N-strategy on the tree. Then  works to satisfy Ne()-requirement.
De=ne
‘(; s) = {x : ∀y ¡ x[Ae()(y)[s] ↓= Ce()(y)[s] ↓]};
m(; s) = max{‘(; t) : t ¡ s and t is an -stage}:
Say that a stage s is -expansionary if s=0 or s is an -stage and ‘(; s)¿m(; s).
 has in=nitely many substrategies, each of which works on an Se();i-requirements.
In the following, we write S;i for Se();i, f;i for fe();i for convenience. During
the construction, S;i may open (and hence close) gaps at expansionary stages, and
whenever S;i opens a gap, S;i will extend the de=nition of f;i.
Say that S;i requires attention at an -expansionary stage s if one of the following
holds:
(1) S;i is inside a gap.
(2) S;i is inside a cogap. There are two subcases:
(2A) There is some y∈ dom(f;i) such that Cs ’(C;y)[v] =Cv ’(C;y)[v],
where v is the last -expansionary stage.
(2B) S;i is ready to open a gap.
In case (2), (2A) has priority higher than (2B). It may happen that (2A) prevents S;i
from opening a gap (2B) for almost all times. In this case, dom(f;i) is =nite, and there
is some y∈ dom(f;i) with C (y) ↑. S;i has two outcomes g¡L d, where g denotes
the case that S;i opens and closes in=nitely many gaps during the construction (as
a result, f;i is totally de=ned), and d denotes that there is some y∈ dom(f;i) with
C (y) ↑.
Say that S;i receives attention at an -expansionary stage s as follows if S;i
requires attention at this stage:
Case 1: Condition (1) happens. Then close the gap, de=ne p(v)= s, and initialize
all nodes with lower priority. Stop stage s. If C has a change below x (x is de=ned
in (O2) at stage v, where v is the stage at which the gap is opened), then we say that
the gap is closed successfully, and declare that S;i is satis=ed. Otherwise, the gap is
closed unsuccessfully.
Case 2: Condition (2A) happens. Then S;i has outcome d.
Case 3: Condition (2B) happens. Then S;i opens a gap, extends the de=nition of
f;i according to (O3). S;i has outcome g.
In the construction, we do not put S strategies on the priority tree. We just attach
the outcomes of S to . Thus,  has outcomes
g0 ¡L d0 ¡L g1 ¡L d1 ¡L · · ·¡L gi ¡L di ¡L · · ·¡L d ¡L f;
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which are described as follows:
f. f denotes the case in which there are only =nitely many -expansionary stages
(and hence,  is satis?ed trivially).
d. d denotes the case in which there are in=nitely many -expansionary stages, and
’s substrategies can require attention only =nitely many times (if so, then C is
not total because (O3) fails for almost all times and hence there is some z such
that C (z) ↑; C is not total.)
gi. gi denotes the case in which the substrategy S;i opens (and closes) gaps in=nitely
often. As described above, f;i is totally de=ned.
di. di denotes the case in which S;i can open gaps only =nitely often and there is
some y∈ dom(f;i) such that C (y) diverges.
2.3. An R-strategy
An R-strategy works to satisfy an R-requirement, Re say. De=ne
‘(e; s) = max{x ¡ s : (∀y ¡ x)(A⊕De (y)[s] ↓= Ve;s(y))};
m(e; s) = max{0; ‘(e; t) : t ¡ s}:
Say that stage s is Re-expansionary, if s=0 or ‘(e; s)¿m(e; s).
The basic isolation strategy works as follows. At an Re-expansionary stage s¿0,
for the least y¡‘(e; s), if 
Ae (y)[s] ↑, de=ne 
Ae (y)=Ve; s(y) with )e(y)= s. During
the construction, numbers enumerated into D, z say, may injure the current compu-
tation of A⊕De (y)[s]. Such an enumeration may lift the use *e(A⊕D;y), but with

Ae (y) unchanged. This provides chances for Ve(y) to change from 0 to 1, and as a
result, 
Ae (y) becomes incorrect. Suppose that y enters Ve at stage s
′¿s. At the next
Re-expansionary stage s′′¿s′, by taking numbers, z mentioned above, out of D, we
recover the computation A⊕De (y) to 
A⊕D
e (y)[s]. This action creates an inequality
because
A⊕De (y)[s
′′] = A⊕De (y)[s] = 0 = 1 = Ve;s′(y) = Ve;s′′(y):
By preserving this inequality, due to the c.e.-ness of Ve, y remains in Ve, and therefore,
Re is satis=ed. We refer to this method as the isolation strategy. Considering the
consistency between Re and other R-strategies, we also enumerate s= )e(y) into A
when we execute the isolation strategy for Re. That is, it is possible that some Re′
de=nes 
Ae′(y
′) after stage s, s1 say, with use )e′(y′)= s1, and that at stage s′′, the
removal of z from may change the computation A⊕De′ (y
′). As a consequence, it may
happen that both A⊕De′ (y
′) and Ve′(y′) change to 1 later. Unlike the strategy described
above for Re, the isolation strategy does not work for Re′ because we cannot recover
the computation A⊕De′ (y
′) to A⊕De′ (y
′)[s1] (we cannot enumerate z into D again).
The enumeration of s into A at stage s′′ helps us to avoid this possibility because at
stage s′′, the enumeration of s unde=nes 
Ae′(y
′), and it is not necessary later to recover
the computations to those at stage s1.
In summary, in the construction, whenever we de=ne 
Ae (x) at stage, we always
de=ne the use )e(x)= s, and 
Ae (x) is unde=ned later if and only if some number
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6)e(x)= s is enumerated into A. As indicated in the last section, this guarantees that
for any x, 
Ae (x) can be unde=ned only =nitely often, and particularly, if 

A
e (x)[s
′] is
de=ned with use )e(x)[s′] = s, then As′  (s + 1)=As  (s + 1). As a consequence, if
A⊕De is total and 
A⊕D
e =Ve, then 

A
e is totally de=ned and computes Ve correctly.
The isolation strategy above can be easily implemented on a tree. Let + be any
R-strategy on the tree. Instead of using e(+), Ve(+) explicitly, we use +, V+ for
convenience. De=ne
‘(+; s) = max{x ¡ s : (∀y ¡ x)(A⊕D+ (y)[s] ↓= V+;s(y))};
m(+; s) = max{0; ‘(+; t) : t ¡ s and t is a +-stage}:
Say that stage s is +-expansionary, if s=0 or s is a +-stage, and ‘(+; s)¿m(+; s).
Notice that to code K into C ⊕D, the G-strategy may enumerate in=nitely many
numbers into D, and hence may injure the isolation strategy described above in=nitely
often. To avoid this kind of injury, we use the threshold strategy. That is, we de=ne
a parameter k(+) =rst as a fresh number, acting as a threshold for the enumeration of
-markers. Whenever K changes below k(+), reset +, by canceling any previous action
of the R-strategy +, but keeping the threshold k(+) unchanged. Since k(+) is a =xed
number, such a reset procedure can happen at most =nitely many times. Suppose that
after (the least) stage s0, + cannot be reset anymore.
Without loss of generality, let s1¿s0 be the stage at which + =nds that 
A+(y) =
V+(y) and let s
−
1 be the stage at which 

A
+(y) is de=ned, then + will (1) initialize
all strategies with lower priority (to prevent these strategies from injuring the associ-
ated computations); (2) enumerate (k(+)) into D (to rede=ne (x), x¿k(+), as a big
number to prevent the G-strategy from injuring the associated computations). However,
the enumeration at (2) may also injure the computation A⊕D+ (y). In this case, if C
has a change below (k(+)), then we may take out (k(+)), together with other num-
bers enumerated into D after stage s−1 , and thus recover the computation 
A⊕D
+ (y) to
A⊕D+ (y)[s
−
1 ]. Such an action does not injure the G-strategy. We call the injury caused
by (2) the “capricious injury”, which was =rst used by Lachlan in his nonsplitting
theorem.
Now we describe the +-strategy in detail. + runs cycles (n), n∈!, each of which
de=nes a partial computable functional, 
+;n such that if 
A⊕D
+ =V+, then 

A
+;n=V+.
Simultaneously, + de=nes a (partial) computable function g such that if + runs in-
=nitely many cycles, then g is totally de=ned and computes C correctly, threatening
the incomputability of C.
Cycle (n) runs as follows:
(1) Wait for a +-expansionary stage.
(2) Let s1¿s0 be a +-expansionary stage. Then, for any y¡‘(+; s1) with 
A+;n(y)[s1]
unde=ned, de=ne 
A+;n(y)[s1]=V+;s1 (y) with )+(y)[s1]= s1. Go back to (1) and
simultaneously, wait for V+(y) to change.
(3) Let s2¿s1 be the =rst +-expansionary stage with V+;s2 (y)= 1 =0=V+; s1 (y) and

A+; n(y)[s2] ↓=
A+; n(y)[s1] with use )+(y)[s2]= s1. Put (k(+))[s2] into D, and
declare that (k(+))[s2] requests that C have a change below it to perform the
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isolation strategy. For those z¡(k(+))[s2], if g+(z)↑, de=ne g+(z)=Cs2 (z). Start
cycle (n+ 1), and simultaneously, wait for C to change below (k(+))[s2].
(4) Suppose that C changes below (k(+))[s2] at stage s3, then at this stage we take
(k(+))[s2] out of D, put s1 into A (to perform the isolation strategy for +) and
declare that + is satis=ed via the disagreement at y.
It is easy to see that g+ is not totally de=ned, because otherwise, every cycle will
wait forever at (3), and g+ will compute C correctly, C is computable. Contradict-
ing the assumption that C is not computable. Let w be the largest number in the
domain of g+ (if any), and also let (n) be the cycle de=ning g+(w). There are three
cases:
Case 1: There are in=nitely many +-expansionary stages.
(Cycle (n) will go back to (1) from (2) in?nitely often, and hence de?nes 
A+; n
in?nitely often. Furthermore, if 
A+; n is total, then V+=

A
+; n since otherwise, cycle (n)
will reach (3) eventually, and cycle (n + 1) will be started, contradicting the choice
of n.)
Case 2: There are only =nitely many +-expansionary stages, and + has no cycle
executing the isolation strategy.
(Cycle (n) will wait at (1) forever. + is satis?ed.)
Case 3: Some cycle (m) (m6n) executes the isolation strategy.
(That is, there is some u6w such that C(u) = g+(u). Cycle, (m) say, de?ning
g+(u), reaches (4), and performs the isolation strategy for +. As a consequence, + is
satis?ed.)
+ has the following outcomes:
(0;∞) ¡L (0; w) ¡L · · ·¡L (n;∞) ¡L (n; w) ¡L · · ·¡L d;
where (n;∞) means that the cycle (n) goes from (2) to (1) in=nitely often (Case 1),
(n; w) means that the cycle (n) waits at (1) forever (Case 2), and d means that some
cycle reaches (4) (Case 3) eventually.
3. The construction
Before describing the full construction, we de=ne the priority tree, T , on which the
construction will proceed.
First, assign the priority ranking of the requirements as follows:
G¡N0 ¡S0;0 ¡ R0 ¡N1 ¡S0;1 ¡S1;0 ¡S1;1 ¡ R1 ¡ · · ·
¡Nn ¡S0;n ¡S1;n ¡ · · ·¡Sn−1;n ¡Sn;0 ¡ · · ·¡Sn;n ¡ Rn ¡ · · · ;
where for any X;Y, if X¡Y, then X has higher priority than Y. G is a global
requirement, and we do not list G on T . Fix n∈!. Since Nn is in charge of Sn;i-
substrategies for all i∈!, we don’t list Sn;i on the tree.
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Denition 3.1. For /∈T ,
(1) if /=2e, then / is assigned with requirement Ne. In this case, / has outcomes
g0; d0; g1; d1; : : : ; gn; dn; : : : ; d; f with priority ordering as they are listed.
(2) if /=2e+1, then / is assigned with requirement Re. In this case, / has outcomes
(0;∞), (0; w), (1;∞), (1; w); : : : ; (n;∞), (n; w); : : : ; d with priority ordering as they
are listed.
Fix /∈T . We use ‘(/) to denote the length function of the agreement of the
corresponding strategy, which is just the usual length function observed by /. Then a
stage s is /-expansionary, if s is a /-stage and ‘(/)[s]¿‘(/)[v] for all /-expansionary
stage v¡s. (Here ‘(/)[s] is the length function observed by / at the beginning of
stage s.)
In the construction, if / is initialized, then any parameters will be canceled. If /= +
is an R-strategy, then when + is reset, any parameters, except k(+), will be canceled.
If /¡0 and / is reset or initialized, then 0 will be initialized simultaneously and
automatically.
Without loss of generality, suppose that K is enumerated at stages s=3n+1, n∈!,
that C is enumerated at stages s=3n + 2, n∈!, and that exactly one element is
enumerated into K or C at such stages.
Now we are ready to describe the construction.
Construction: The construction will be proceeded by stages as follows:
Stage 0: Set A=D= ∅.
Stage s+ 1:
(I) s+1=3n+1. Let k be the number in Ks+1−Ks. For any strategy /, if k(/)¿k,
reset /. If (C;D; k)[s] ↓, then enumerate (k) into D, and let (C;D; k) be unde=ned
at stage s + 1. Otherwise, let x be the least y such that (C;D;y)↑. If (C;D; x)
has never been de=ned, then de=ne (C;D; x)[s+ 1]=Ks+1(x) with (x)[s+ 1] fresh.
Otherwise, let t be the last stage at which (C;D; x)[t] ↓. If one of the following
applies, then de=ne (C;D; x)[s+ 1]=Ks+1(x) with (x)[s+ 1] fresh.
(a) There is some y¡x with (y)[s]¿(x)[t].
(b) There are some -markers 6(x)[t] enumerated into D or removed from D since
stage t.
(c) C has a change below the largest active requesting number, z say, and z6(x)[t].
If (a)–(c) do not apply then de=ne (C;D; x)[s+ 1]=Ks+1(x) with use (x)[s+ 1]
= (x)[t].
In any case, go to the next stage.
(II) s+ 1=3n+ 2. Let c be the number in Cs+1 −Cs. If c is less than some active
requesting number z= (k(+))[s′] with s′¡s, then declare that z’s request is realized,
and if (k(+))[s] ↓, then let (C;D; k(+))[s+ 1] be unde=ned. Otherwise, do nothing.
(III) s + 1=3n + 3. Say that a strategy / is visited at stage s + 1, if / is eligible
to act at a substage t of stage s + 1. First, let 2, the root node, be eligible to act at
substage 0.
Substage t: Let / be eligible to act at substage t. If t= s+ 1, then de=ne /s+1 = /,
initialize all 0¿/s+1, and go to the next stage. Otherwise, there are two cases:
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Case 1: /=  is an N-strategy.
1. If s+1 is not -expansionary, then let  ˙〈f〉 be eligible to act at the next substage.
2. If s + 1 is -expansionary, and no substrategy requires attention, then let  ˙〈d〉
be eligible to act at the next substage.
3. Otherwise, let i be the least number such that S;i requires attention, and let S;i
receive attention as follows:
Subcase 1: If S;i is inside a gap, then close the gap, and for all m6v, where v is
the stage at which the gap is opened, if p(m) is not de=ned at stage s,
then de=ne p(m)= s+1. Let x be chosen by subcase 3 at stage v. If C
has a change below x between stages v and s+1, then declare that the
gap is closed successfully and that S;i is satis=ed. Otherwise, declare
that the gap is closed unsuccessfully. De=ne /s+1 = ˙〈gi〉, initialize
all nodes to the right of /s+1, and go to the next stage.
Subcase 2: If  is inside a cogap and there is some y∈ dom(f;i) with Cs+1 
’(Cv;y)[v] =Cv ’(Cv;y)[v], where v is the last -expansion-
ary stage, then let ˙〈di〉 be eligible to act at the next substage.
Subcase 3: Otherwise, S;i is ready to open a gap. That is, there is some x enter-
ing Wi between stages v and s+1, where v is the last ˙〈gi〉-stage, and
there is some y¡‘(; s+1) with f;i(y)[s+1]↑ and x¿max{u(Cs+1;
e(); y′; s + 1) :y′6y}. Choose y as the least such number and de-
=ne f;i(y)=C (y)[s + 1]. Let 
˙〈gi〉 be eligible to act at the next
substage.
Case 2: /= + is an R-strategy.
+1. If k(+)↑, then de=ne k(+) as a fresh number, de=ne /s+1 = +, initialize all nodes
with lower priority, and go to the next stage.
+2. If + is satis=ed via some number z, then let +˙〈d〉 be eligible to act at the next
substage.
+3. If + is not satis=ed, and + has a requesting number realized between the last +-
expansionary stage and s+1 (i.e., there is some z such that g+(z) =Cs+1(z)), then
let z be the least such disagreement point, let s′6s be the stage at which g+(z) is
de=ned, and let s′′¡s′ be the stage at which the associated 
A+; n(y) say, is de=ned.
Move out all numbers enumerated into D since stage s′′ (including (k(+))[s′] of
course), put s′′ into A, and for all y¿k(+), let (C;D;y) be unde=ned. For all
+′ and n′ with +′˙(n′;∞)⊆ +, if )A+′ ;n′(m)[s]¿s′′ then let )A+′ ;n′(m) be unde=ned
at stage s + 1. Declare that + is satis=ed via z. De=ne /s+1 = + and initialize all
nodes with lower priority. Go to the next stage.
+4. Otherwise, suppose that + is in cycle (n). There are three cases:
Subcase 1: s + 1 is not +-expansionary. Then, let +˙(n; w) be eligible to act at
the next substage.
Subcase 2: s + 1 is +-expansionary and 
A+; n is correct. Then, for any y¡
‘R(+; s) with 
A+; n(y)[s]↑, de=ne 
A+; n(y)[s + 1]=W+; s+1(y) with use
)+; n(y)[s + 1]= s + 1. Let +˙(n;∞) be eligible to act at the next
substage.
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Subcase 3: s + 1 is +-expansionary and 
A+; n is incorrect at (the least) y. Put
(k(+))[s] into D. Declare that + requests that C have a change be-
low (k(+))[s] to perform the isolation strategy. For y¿k(+), let
(C;D;y) be unde=ned and for z¡(k(+))[s], if g+(z)↑, de=ne
g+(z)=Cs+1(z). Stop cycle (n) and start cycle (n+1). De=ne /s+1 = +
and initialize all nodes with lower priority. Go to the next stage.
This completes the description of the construction.
4. Verication
In this section, we verify that the construction given above satis=es all the require-
ments. The following lemma is straightforward.
Lemma 4.1. For any x, s,
(i) if (C;D; x)[s] ↓, then (x)[s] ∈Ds;
(ii) if (C;D; x + 1) ↓, then (C;D; x) ↓ and (x)[s]¡(x + 1)[s];
(iii) if s¡v, (C;D; x)[s] ↓, Cv  ((x)[s]+1)=Cs  ((x)[s]+1) and Dv  ((x)[s]+1)=
Ds  ((x)[s] + 1), then (C;D; x)[v] ↓, and (x)[v] = (x)[s];
(iv) if (C;D; x) is unde?ned at stage s+1 and (C;D; x) is de?ned at stage s, then
Cs+1  ((x)[s] + 1) =Cs  ((x)[s] + 1) or Ds+1  ((x)[s] + 1) =Ds  ((x)[s] + 1).
Let /s be the last strategy visited at stage s=3n + 3. We de=ne the true path TP
of the construction by TP= lim inf n /3n+3.
In the remainder of this section, we always assume that C is not computable and
that C has a cappable degree.
Lemma 4.2. For /∈TP,
(1) / can be initialized or reset only ?nitely often;
(2) / acts only ?nitely often.
Proof. We prove the lemma by induction. Let /− be the immediate predecessor of /.
By the induction hypothesis, there is some (least) stage s0 such that
(a) /− cannot be initialized or reset afterwards;
(b) /− does not act afterwards.
Since / is on TP, there is some stage s1¿s0 such that for all s¿s1, /s¿/. By the
choice of s0, and the fact that / acts only when / is accessible, / cannot be initialized
after s1. If / is an R-strategy, let k(/) be de=ned at stage s2¿s1. Then k(/) cannot
be canceled later and hence / can be reset only =nitely often. Condition (1) holds.
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For (2), there are two cases:
(i) /=  is anN-strategy.  does no action during the whole construction. Condition
(2) follows immediately.
(ii) /= + is an R-strategy. Suppose that + acts in=nitely often. Then since each cycle
of + gets to subcase 3 at most once (otherwise, this cycle will ?nd a disagreement
between A⊕D+ and V+, satisfying +, and hence, + does not act anymore, (2) holds),
we know that + starts in=nitely many cycles, and each cycle extends the de=nition of
g+ properly. As a consequence, g+ is de=ned totally. We now show that g+ computes C
correctly. Suppose not. Let y be the least disagreement between g+ and C. Assume that
g+(y) is de=ned at stage s4¿s2. That is, there is a (least) z con=rmed as an error at
stage s4, (k(+))[s4] is enumerated into D and + requests that C have a change below
(k(+))[s4] to perform the isolation strategy. Let sz be the stage at which 
A+(z) is
de=ned. By g+(y) =C(y), (k(+))[s4]’s request is realized later and by moving out all
numbers enumerated into D since stage sz, we get a disagreement between A⊕D+ (z)
and V+(z) successfully. As a consequence, no more cycles can be started later. A
contradiction. Thus, C is computable, contradicting the assumption on C. Condition
(2) holds.
Lemma 4.3. For any /∈TP, there is some O such that /˙O∈TP. Therefore,
|TP|=∞.
Proof. Let / be any strategy on TP.
Case 1: /=  is an N-strategy. If there are only =nitely many -expansionary
stages, then after a stage large enough, every -stage is an ˙〈f〉-stage, and hence
˙〈f〉 ∈TP.
If there are in=nitely many -expansionary stages, and after a stage large enough, 
has no substrategy requiring attention anymore, then every larger -expansionary stage
is a ˙〈d〉-stage. ˙〈d〉 ∈TP.
Otherwise, there are in=nitely many -expansionary stages, and ’s substrategies can
require attention in=nitely often. We claim that there is some i such that ˙〈gi〉 ∈TP
or ˙〈di〉TP.
Suppose not. Then for each i, ˙〈gi〉 and ˙〈di〉 can be visited only =nitely often.
We show below that each S;i-requirement is satis=ed, and hence C has a promptly
simple degree. Contradicting our assumption on C.
Fix i. Then we can assume that after stage s0 large enough, no substrategy with
higher priority can require attention anymore. Then, after stage s0, whenever S;i re-
quires attention, S;i can receive attention. Without loss of generality, assume that
Wi is in=nite. By our assumption that ˙〈gi〉 is not on TP, S;i can open gaps
only =nitely often. Thus we can assume that after stage s1¿s0, S;i opens no gap.
Then, dom(f;i)= dom(f;i[s1]) is =nite. Moreover, for each x∈ dom(f;i), C (x) con-
verges (otherwise, S;i will require attention in=nitely often, making ˙〈di〉 ∈TP). Let
z= max{’(C;y) :y∈ dom(f;i)} and let s2¿s1 be the stage with Cs2  z=C  z. We
claim that at stage s2, S;i is satis=ed or inside a gap, because otherwise, since Wi is
in=nite, there will be an -expansionary stage s3¿s2 at which S;i requires attention
to open a gap, which is impossible by the choice of s1. In the =rst case, we are done.
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In the second case, since the gap cannot be canceled, the gap will be closed at the
next -expansionary stage s4¿s2, and furthermore, S;i is satis=ed by stage s4.
Case 2: /= + is an R-strategy. The argument in the proof of Lemma 4.2 shows that
+ can start only =nitely many cycles. Let cycle (n) be the largest one being started in
the whole construction. Suppose that cycle (n) is started at stage s1. Then, after stage
s1, for m¡n, no +˙(m;∞), +˙(m;w) can be visited again. There are two subcases:
Subcase 1: There are only ?nitely many +-expansionary stages. If there is some
(least) y such that g+(y) ↓ and g+(y) =C(y), where g+(y) is de=ned by cycle (m)6(n)
at stage s2, then by the construction, we will take (k(+))[s2], together with other
numbers, out of D to execute the isolation strategy. + is satis=ed and hence, any
+-stage larger than s2 is a +˙〈d〉-stage. +˙〈d〉 ∈TP.
Otherwise, let s3¿s1 be the last +-expansionary stage. Then any +-stage s¿s3 is
also a +˙(n; w)-stage. +˙(n; w)∈TP.
Subcase 2: There are in?nitely many +-expansionary stages. Then 
A+; n will be de-
=ned in=nitely often, and for any y, if 
A+; n(y)[s] is de=ned, then 

A
+; n(y)[s] =V+; s(y),
because otherwise, cycle (n) would start cycle (n + 1), contradicts our choice of n.
Thus, each +-expansionary stage larger than s1 is a +˙(n;∞)-stage, +˙(n;∞)∈TP.
Lemma 4.4. For any /∈TP,
(1) if /=  is an N-strategy, then N is satis?ed;
(2) if /= + is an R-strategy, then R+ is satis?ed.
Proof. (1) Suppose that A =
C
 = h is total. Then there are in=nitely many -
expansionary stages, and by Lemma 4.3, there is some i such that ˙〈gi〉 ∈TP or
˙〈di〉 ∈TP.
We now prove that ˙〈di〉 cannot be on TP. Otherwise, dom(f;i) is =nite. Let s1
is the last stage at which S;i opens a gap. Thus, for any ˙〈di〉-stage s¿s1, there
is some y∈ dom(f;i) such that the computation C (y) changes. Since dom(f;i) is
=nite, there is some (least) y∈ dom(f;i) such that C (y)↑, and hence h is not total.
A contradiction.
Thus, ˙〈gi〉 ∈TP, and hence, as described in the N-strategy, f;i is totally de=ned,
and computes h correctly.  is satis=ed.
(2) Suppose that A⊕D+ =V+. Then there are in=nitely many +-expansionary stages.
By Lemma 4.3, we know that there is some (least) i such that +˙(i;∞) is on TP. We
now show that if A⊕D+ is total, then the p.c. functional 

A
+; i is totally de=ned and
computes V+ correctly.
First note that if 
A+; i is de=ned, then 

A
+; i =V+, because otherwise, + will start to
perform the isolation strategy. There are two possibilities. One case is that + starts a
new cycle, and the other case is that + performs the isolation strategy at last. Both
make +˙(i;∞) not accessible anymore. A contradiction.
We now show that 
A+; i is totally de=ned. Fix x. Let 

A
+; i(x) be de=ned at stage s0.
Then )+; i(x)[s0]= s0. W.l.o.g., suppose that at stage s1¿s0, some strategy 0¿+˙(i;∞)
enumerates a number x¡s0 into A and unde=nes 
A+; i(x). Obviously, 0 is below
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+˙(i;∞). Then at the next +-expansionary stage s2, 
A+; i(x) is rede=ned with use
)+; i(x)[s2]= s2. By the construction, all strategies with priority lower than 0 are ini-
tialized at stage s1 and cannot unde=ne 
A+; i(x)[s2] again. Since only =nitely many
nodes between +˙(i;∞) and 0 have been visited before stage s2, and only these
strategies’ actions can unde=ne the newly de=ned 
A+; i(x), there is a large enough
stage sx at which 
A+; i(x) is de=ned and this de=nition cannot be unde=ned afterwards.

A+; i(x) ↓=
A+; i(x)[sx]. 
A+; i(x) is de=ned.
Lemma 4.5. (C;D)=K .
Proof. By Lemma 4.1, (C;D) is a p.c. functional. By actions during 3n+ 1 stages,
if (C;D) is total, then (C;D)=K .
Fix k. Let /=TP  k. Then / can only be visited after stage k. Since / is on
the true path, by Lemma 4.2, there is some (least) stage s/ such that / cannot be
initialized or reset afterwards. Let s1¿s/ be the stage at which k(/) is de=ned. Then
k(/)¿k and k(/) cannot be canceled later. Let s2¿ s1 be the least stage such that
K  (k(/) + 1)=Ks2  (k(/) + 1). Let s3¿s2 be the stage at which (C;D; k(/)) is
de=ned. Then for any l¡k(/), (l)[s3]¡(k(/))[s3], and D has no change below
(k(/))[s3] afterwards.
D  (k(/))[s3] = Ds3  (k(/))[s3]:
Furthermore, since C is incomputable and since N/ acts only =nitely often, there are
only =nitely many stages v0; v1; : : : ; vn such that (k(/))[vi], i6n, can request C have
a change below them (i.e., (k(/))[vi] are enumerated into D to lift (k(/))). Let
s4¿vn be the least stage after which (k(/)) does not request anymore. Then either
/ is satis=ed at stage s4 (one of the (k(/))’s requests is realized in this case) or C
will have no change below (k(/))[vi] for any i6n. In both cases, if (C;D; k(/)) is
de=ned at stage s5¿s4, then for all s¿s5, (k(/))[s] = (k(/))[s4] by the G-strategy.
Therefore, (C;D; k(/)) ↓, and hence (C;D; k) ↓.
This completes the proof of our main theorem.
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