A Kazhdan-Lusztig atlas, introduced by He, Knutson and Lu in [4], on a stratified variety (V, Y) is a way of modeling the stratification Y of V locally on the stratification of Kazhdan-Lusztig varieties X w o ∩ Xv by their intersection with opposite Schubert varieties Xu. We are interested in classifying smooth toric surfaces with Kazhdan-Lusztig atlases. This involves finding a degeneration of V to a union of Richardson varieties in the flag variety H/BH of some Kac-Moody group H. We determine which toric surfaces have a chance at having a Kazhdan-Lusztig atlas by looking at their moment polytopes, then describe a way to find a suitable group H. More precisely, we find that (up to equivalence) there are 19 or 20 broken toric surfaces admitting simply-laced atlases, and that there are at most 7543 broken toric surfaces where H is any Kac-Moody group.
1 Introduction Examples of manifolds with Bruhat atlases include:
1. Grassmannians Gr(k, n) with their positroid stratification, whose H = SL(n) (Snider [8] ).
2. More generally, partial flag varieties G/P with the stratification by projected Richardson varieties (for this stratification, see Knutson-Lam-Speyer [5] ) (He-Knutson-Lu [4] ).
3. Wonderful compactifications of groups (He-Knutson-Lu [4] ). 
of M into a union of Schubert varieties, carrying the anticanonical line bundle on M to the O(ρ) line bundle restricted from H/B H .
When M is a toric variety (as it will be in this paper) then (1) gives us a decomposition of M 's moment polytope into the moment polytopes of the X w(f ) 's, e.g.:
Figure 1: Equivariant Bruhat atlases
The first polytope in Figure 1 (the moment polytope of CP 1 × CP 1 ) is subdivided into four smaller squares, which represent CP 1 × CP 1 degenerating into a union of four CP 1 × CP 1 's. In the second polytope, CP 2 is degenerating to a union of three Schubert varieties, each isomorphic to the first Hirzebruch surface. The labels of the vertices are coming from the map w of definition 1.2, and the groups H are (SL 2 (C)) 4 and SL 2 (C), respectively.
Kazhdan-Lusztig atlases
For inductive classification purposes, we want to determine what sort of structure a stratum Z ∈ Y inherits from the Bruhat atlas on M . Each Z has a stratification Y Z , and an open cover
compatible with the stratification, since by (1.2), the isomorphism U f ∼ = X w(f ) o is stratified. Therefore Z has an "atlas" composed of Kazhdan-Lusztig varieties (defined as X 
A ranked poset injection w
3. An open cover V = U f consisting, around each f ∈ V T of an affine variety U f and a choice of a Tequivariant stratified isomorphism
In particular, V and U f need not be smooth.
Toric surfaces with Bruhat atlases
We are interested in the classification of manifolds with equivariant Bruhat atlases. We consider toric manifolds as a starting point. Putting an equivariant Bruhat atlas on a toric manifold M would mean associating an element w(f ) ∈ W H to each face of M 's moment polytope (provided we figure out what the group H should be). Obviously there are restrictions to this; for instance, each of the vertex labels must have length equal to n = dim(M ). The simplest nontrivial case of a toric manifold is a toric surface, and in this case, the moment polytope of M is just a convex polygon. Proof. This will follow from our main theorem (see section 6).
Q.E.D.
As we mentioned before, our strategy is to to try to classify smooth toric surfaces admitting a Kazhdan-Lusztig atlas, and use this knowledge to answer questions about Bruhat atlases on higher-dimensional manifolds. Our main results are:
• The classification (in 2.2) of Richardson quadrilaterals, the moment polytopes of 2-dimensional Richardson varieties in Kac-Moody flag manifolds with respect to their O(ρ) line bundles.
• The classification of all lattice polygons with decompositions into the moment polytopes of Richardsons appearing in simply laced Kac-Moody groups.
• In the simply laced case: whenever possible, a description of a Kazhdan-Lusztig atlas on each of the smooth toric varieties with lattice polygons as above.
• In the simply laced case, embeddings of the degenerations (4) in H/B H for atlases with H of finite type.
Pizzas

Motivation and definition
Since any smooth lattice polygon in Z 2 ⊂ R 2 has a smooth toric variety associated to it, we only need to look at which varieties degenerate to our desired unions of Schubert varieties in various flag manifolds. Since the degeneration preserves symplectic volume and is T M -equivariant, the moment polytope of M will be a subdivision of that of M . Moreover, the newly formed pieces have to be moment polytopes of Richardson surfaces in H/B H , hence they have to be quadrilaterals (since height 2 intervals in Bruhat order are diamonds). So the moment polytope Φ (M ) will look like a sliced up pizza, e.g. Motivated by the above figure, we define Definition 2.1. A lattice pizza is a lattice polygon with a "star-shaped" subdivision into Richardson quadrilaterals, which will be referred to as pizza pieces 1 (listed in section 2.2).
Definition 2.2.
A pizza is an equivalence class of lattice pizzas under the following equivalence relation: Two lattice pizzas are equivalent if there is a stratification-preserving homeomorphism such that, up to a global GL(2, Z)-transformation, the angles between the edges match simultaneously.
We want to see when we can glue a list of pieces into a pizza. If we SL(2, Z)-shear a piece to be in a position where the center of the pizza is the piece's bottom right corner, and the edges adjacent to the bottom left corner of the piece are in the position of the standard basis in R 2 (we will refer to this as the standard position), and compare this to how the next piece has to be glued on, we can associate a matrix in GL(2, R) + to a piece. Consider the following picture of a piece corresponding to an opposite Schubert surface in A 2 .
The piece has been sheared to this standard position, with the red basis at the SW corner being the standard basis, and the green basis at the NE corner is where we have to glue the next piece. So we associate the matrix
to this piece. If the next piece we attach is a CP 1 × CP 1 , then this will change the green basis to the purple one in the following picture:
In order to find how the basis has changed from the red one to the purple one, note that first we changed the red basis to the green one using M , and then used the second piece to turn the green one to the purple one. So if we know how the CP 1 × CP 1 piece changes the standard basis, say, by a matrix N , then we can compute how the red basis turns into the purple one by computing the product
So we only need to associate one matrix in GL 2 (R) + to a piece, namely the one where the bottom right corner has been moved to the standard basis position. It is not hard to see that the matrix associated to
and we obtain
which indeed corresponds to the purple basis. Now it should be easy to believe the following theorem:
. . , M l be the matrices associated to a given list of pizza pieces. If the pieces form a pizza, then
Since our pizza pieces are all lattice polygons, we know that the GL(2, R) + -matrices associated to the pizza pieces will have integer entries. Therefore, in order to satisfy Theorem 2.3, all the matrices of the pieces will in fact be in SL(2, Z).
The above condition is necessary, but we can make some further observations to reduce this to a finite problem. We would like to embed our pizza in R 2 , so we would like to wind around the origin once using the pieces. To contend with the winding number, we lift these matrices from SL(2, R) to its universal cover SL 2 (R). We will represent an element of SL 2 (R) by its matrix M , together with a homotopy class of a path γ in
Elements of SL 2 (R) multiply by multiplying the matrices and concatenating the paths appropriately.
We will therefore, associate to a pizza piece a pair (M, γ) where M is the matrix defined above and γ is the (class of the) straight line path connecting
By direct check on the list of pieces (in section 2.2), we note that none of these straight line paths pass through the origin. Then attaching a pizza piece (N, µ) clockwise to a sequence of pieces with current basis M and current path γ will yield (M N, γ • M (µ)). Consequently, if a given set of pieces results in a pizza, we will have a closed loop around the origin based at 1 0 , with a well-defined winding number 1. Also, as this path is equivalent (by sending all vectors to their negatives) to the path consisting of following the primitive vectors of the spokes (4.6) of the pizza, the winding number will coincide with the number of layers of our pizza, as exemplified in the following picture:
is Br 3 , the braid group on 3 strands.
A pizza piece therefore could be associated an element of Br 3 , but for practical reasons we would prefer to work with matrices instead of braids. We will represent braids in terms of the standard braid generators in Figure 2 . Proof. The kernel of the map Br 3 → SL 2 (Z) is generated by the "double full twist" braid (AB) 6 , while ab sends both generators to 1, so ab((AB) 6 ) = 12.
Q.E.D.
It was easy to determine the SL(2, Z)-matrix of a piece by just looking at it, but determining ab(S) is a little more subtle. Since abelianization is a functor, the following Lemma gives us some clues:
the image in Z/12Z can be computed by taking
So from the matrix of a piece S, we can determine ab(S) mod 12. To figure out the exact value, we notice that if one can build a pizza from the given sequence of pieces, then we must have S ab(S) ≡ 0 mod 12. If one further insists that the pizza should be "single-layered", then we must have S ab(S) = 12. So for instance, the existence of the two pizzas in Figure 1 implies that ab(P 1 × P 1 ) = 3 and ab(X s1s2 ) = 4 where X s1s2 ∈ SL 2 C is a Schubert variety. Then we can use the list of pizzas (section 3.1) to figure out the values of the other pieces. Now we can make sure that our pizza is bakeable in a conventional oven by requiring that S ν(S) = 12 12 . This (almost) reduces this part of the classification to a finite problem.
Pizza pieces
It follows from Definition 1.4 that the pieces of the pizza (c.f. Definition 2.2) must be moment polytopes of Richardson surfaces in H. We will use the shorthand X We claim that γ, δ ∈ Span R (α, β). Since the polytope is 2-dimensional, and {v(α), v(β)} is linearly independent, we know that v(γ), v(δ) ∈ Span R (v(α), v(β)), and v is a linear transformation. Therefore all roots that are labeling the edges of this quadrilateral lie in a 2-dimensional subspace of h * , so if we intersect the root system of H with the 2-plane Span R (α, β), we obtain a rank 2 root system with corresponding Kac-Moody group H = Z H (ker α ∩ ker β). Then, up to the equivalence relation in definition 2.2, X w v 's polytope will appear in H /B H .
Q.E.D.
It remains to look for moment quadrilaterals in all rank 2 Kac-Moody groups. The (bottom of the) moment polytope of A 1 is:
There are only a couple of types of quadrilaterals to check here: Proof. We will show this by showing that the pizza piece KM (k) (as a braid) is equivalent to a sequence of pieces, whose lifts we already know. Let S(k) = A 
Note that this implies that for k ≥ 1, ν(KM (k)) = k+3 12 , in particular, the pieces KM (k) for k ≥ 10 can never be part of a pizza for nutritional reasons.
Q.E.D.
Therefore since we want M smooth, we may start with rank 2 finite type groups, and look at all the equivalence classes of polytopes of Richardson surfaces there, including the infinite family above, then add KM (k) for k = 4, . . . , 9 to the list (KM (10) is more nutritious than a whole pizza). Below we give a table of the Richardson quadrilaterals together with the corresponding matrices in SL(2, Z). Note that if a piece has matrix A then the piece backwards (i.e. reflected across the y-axis) has matrix
In the table the center is always the bottom left vertex (in red). In case of non-simply-laced groups, s 1 is always the reflection across the short root. We display the smallest (by edge-length) pieces, but will consider pieces up to equivalence by the equivalence relation in Definition 2.2. We write the braid in terms of the generators in Figure 2 . name Richardson surface SL(2, Z) matrix braid ν Richardson quadrilateral
A 2 X , it could appear arbitrarily many times in a pizza (we will find limits in section 5). To avoid this inconvenience, we restrict our attention to simply-laced pizzas, i.e. pizzas with pieces from simply laced groups only. Note that since A 2 is simply laced and contains a subgroup A 1 , we have to include the B 2 piece together with the A 1 × A 1 , A 2 , and A opp 2 in the list of pieces we are allowed to use.
List of simply laced pizzas
Since the invariants of all allowed pieces are strictly positive, we just have to list all possible arrangements of the pieces where the nutritive values add up to 1, and check if the resulting matrices multiply to the identity. The following list of all the 20 inequivalent pizzas has been obtained by this brute force computation in Sage [7] :
Putting atlases on pizzas
Everything we did so far was to derive some necessary conditions for part 4 of Definition 1.4 to be satisfied. To actually put a K-L atlas on a lattice pizza, we need to specify H and a map w M from the vertices of the pizza to W H . This is not easy, as in general, there are many choices for such an H and w M . For instance, if one pair (H, w M ) exists, then we can take H × H and w M × v for some constant v ∈ W H . We will look for atlases that are minimal in some sense.
The map w M will label the vertices in a lattice pizza by elements of W H , with the edges corresponding to covering relations in Bruhat order. All covering relations v w are of the form vs β = w for some positive root β (note that this does not privilege right-multiplication, as equivalently r v·β v = w). We will label the edges of a pizza by the roots in the covering relations. As we remarked before, we can do this by labeling them by left-or right-multiplication. Q.E.D.
So we could label the edges by left-multiplication, but this is slightly redundant. Proof. Since labeling by right-multiplication is (left-)W -invariant, it suffices to check this for w = e, where left and right multiplication are the same, and we get our result by lemma 4.1.
Q.E.D. Proof. An edge in a pizza corresponds to an embedded T -invariant P 1 in H/B H . In general, a T -equivariant line bundle over P 1 is constructed by letting T act on
The moment polytope of such a variety is an interval in t * with endpoints λ and µ. Let µ−λ m be the primitive vector in that interval, then we compute
which is the number of lattice points in the interval, and we may move the primitive element µ−λ m to (1, 0, . . . , 0) by applying an element of SL(n, Z).
For an arbitrary H-weight ν, we have
We also know that the divisor line bundle for the opposite Schubert divisor X si is L(ω i ). So we have
by the push-pull formula
, since µ − λ is a root by assumption.
Q.E.D.
This is promising, since now if an edge in a lattice pizza is length 1, then it must correspond to a simple root, and if we find enough of them, we might be able to find an H we are looking for. However, the situation is more complicated in general, since it may happen that a certain pizza has no Kazhdan-Lusztig atlas, but a different lattice pizza in the same pizza class does. We will give an example for this in section 4.1.
Also, we know that length 2 Bruhat intervals are all diamonds, which leads us to the following Lemma:
Lemma 4.4. Let α, β be roots in some simply laced root system such that α + β is a root. Let w ∈ W and C = {wr α , wr β , wr α+β }. If two elements of C cover w in Bruhat order and are covered by w, then the third element of C cannot cover w.
Proof. We will prove the statement for w 1 = wr α , w 2 = wr α+β ; the other cases are symmetric. Assume that w wr β . We know that height two Bruhat intervals are diamonds, so it suffices to show that w covers wr β , and we will have a contradiction. By the assumptions on α and β, we could choose α and β to be both be simple roots, so we have r α+β = r α r β r α = r β r α r β .
Choose a reduced word w = s 1 · · · s l . Then wr α = s 1 · · · s i · · · s l and wr α+β = s 1 · · · s j · · · s l . We may assume without loss of generality that i < j, so w = s 1 · · · s i · · · s j · · · s l . Then w = wr α+β r α = w(r α r β r α )r α = wr α r β .
Now by assumption w wr β , but w = wr β (r β r α r β ) = wr β r β+α is a covering relation in Bruhat order since l(wr β ) = l( w) − 1.
Toppings
In this section we will describe a way to find all the "minimal" flag manifolds H/B H in which a pizza can have a Kazhdan-Lusztig atlas.
Assume that a pizza has a Kazhdan-Lusztig atlas in H/B H , i.e. M ⊆ H/B H . If a simple root α does not appear as a summand in any of the edge labels, then we could replace H by a smaller group H by removing α from H's Dynkin diagram. Since α did not appear on any edge labels, s α does not appear in any of the vertex labels, and the same vertex labels define a Kazhdan-Lusztig atlas in H /B H . Therefore, to find a minimal H, we should look at all possible ways a simple root can appear in the edge labels of the pizza. We first look at how a simple root can label edges of individual pieces. Recall that (Lemma 4. 
So our strategy is the following:
• List all possible compatible topping configurations on the pizza.
• Choose a minimal subset of them.
• Let H be the group with precisely those simple roots.
To provide an example, we will perform this on the "sad face" pizza just above. The compatible topping configurations are:
We have labeled the topping configurations by the simple roots that they represent. Note that more than one simple root may have the same topping configuration. Next, we put all labels on the pizza (note that we have to increase almost all edge lengths for this): Definition 4.6. The spokes of a pizza are the edges connected to the central vertex.
Now we should choose a minimal subset of these toppings. Our subset should satisfy the following:
1. Every edge has a topping on it.
2. The roots labeling the edges all are real roots in H, since they correspond to reflections in W H .
3. No two spokes have the same label (so we do not contradict part 2 of definition 1.4).
No three spoke labels contradict Lemma 4.4.
Such a choice is a good candidate for a minimal H.
1. To satisfy condition 1, we see that we need γ for sure. Upon closer inspection, we may conclude that we need at least one of {α, ε}, {β, δ} to be a subset of the simple roots.
2. To satisfy condition 2, we see that we can not have α, β, δ, ε simultaneously. The reason for this is that α + β, β + ε, ε + δ, δ + α are all (real) roots, since they label edges of the pizza. So {α, β}, {β, ε}, {ε δ}, {δ, α} all form root systems of type A 2 , so altogether {α, β, δ, ε} must form a root system of type A 3 , in which α + β + δ + ε is an imaginary root. Now we will analyze each of the cases.
• If α is not a simple root, then we must have at least β, γ, δ as simple roots. Using only these three, we see that we violate Lemma 4.4. So we have to also use ε. So our labels must be Since β + ε, ε + δ, δ + γ, γ + β are all roots, {β, γ, δ, ε} form a root system of type A 3 . Now we should find an element w M (center) that labels the central vertex of the pizza such that all the edges correspond to covering relations. If w M (center) = s δ s β s ε , then we have a Kazhdan-Lusztig atlas on this pizza.
• If ε is not a simple root, we see that we need all of {α, β, γ, δ} to be simple roots. So our labels must be In H's Dynkin diagram, there should be edges {α, β}, {α, δ}, and either an edge {α, γ}, or both {β, γ} and {γ, δ}. Let us choose the {α, γ} edge so H is of type D 4 . Choosing w m (center) = s β s δ yields a KazhdanLusztig atlas.
• Note that the pizza has a symmetry which exchanges β and δ, so it suffices to look at the case when δ is not a simple root. Again, we need all the remaining roots, so our labels must be Since β + ε, α + β, α + γ must be roots, we may choose the root system to be of type A 4 in the following way:
Choosing w m (center) = s β s ε s β yields a Kazhdan-Lusztig atlas.
So in this case, any compatible topping configuration leads to a Kazhdan-Lusztig atlas. We do not know if this is always true.
Non-simply laced pizzas
The restriction to simply laced pizzas was made primarily to avoid having to deal with the G opp 2
piece. Since it has nutritive value 0 12 , one fears it might appear arbitrarily many times in a pizza. In fact it can, as Proposition 5.1. For k ∈ N, the sequence of pieces
Proof. Recall that, as elements of Br 3 , A 
. Then our proposition follows from the fact that
However, not all of these will be labelable. Using results of Dyer ([3]) we are able to reduce the general case to a finite problem. Since only the G Proof. We will check the G Note that we do not know the heights of the roots α, β, γ, but we know from Proposition 2.8 and the discussion afterwards that both α, β and β, γ must form root systems of type G 2 , with β being the short root in both of them.
If w ∈ W H is an element covered by wr β , wr α+3β , wr 3β+γ , then w must move all the following roots to negatives: {α, α + β, 2α + 3β, α + 2β, γ, β + γ, 3β + 2γ, 2β + γ}, since by Theorem 1.4. of [3] , it suffices to check this in the reflection subgroups W α,β = r α , r β , W β,γ = r β , r γ (both isomorphic to W G2 ). Now consider the reflection subgroup W α,β,γ = r α , r β , r γ . Clearly any root that is a convex combination of the roots above will be moved to negative roots, in particular, any root of the form c 1 α + c 2 β + c 3 γ as long as c 2 ≤ 2c 1 + 2c 3 . There are infinitely many roots of this form, so such w would need to have infinite length, which is a contradiction.
Q.E.D. Lemma 5.3. Assume that α, β are simple roots in a root system of type A 2 (resp. B 2 , G 2 ) with β being the short root (if there are two root lengths). If w ∈ W α,β such that w ws β , w ws α+β (resp. ws α+2β , or, in the G 2 case, ws α+3β ), then w · γ is negative for every element of the following set of positive roots: {α} (resp. {α, α + β}, or, in the G 2 case, {α, α + β, 2α + 3β, α + 2β}) to negative roots, or, equivalently ws α < w (resp. ws α , wr α+β < w, or, in the G 2 case, ws α , wr α+β , wr 2α+3β , wr α+2β < w).
Proof. The only element w that satisfies the covering relations is s α (resp. s β s α , or, in the G 2 case, s β s α s β s α ) which also moves the above-mentioned roots to negatives.
Q.E.D.
Proposition 5.2 reduces the general case to a finite problem. The following is the best we can say at this moment:
Theorem 5.4. The number of pizzas with Kazhdan-Lusztig atlases is at most 7543, each having at most 12 pieces.
Proof. This is a brute-force check by Sage [7] , using Proposition 5.2.
6 Some Kazhdan-Lusztig atlases for simply laced pizzas Definition 6.1. We define the height of a Kazhdan-Lusztig atlas to be the length of the W H -element at the central vertex of the pizza.
We will only describe one of the (possibly many) minimal height atlases for each pizza. All of these atlases have been obtained following the algorithm of section 4.1. The Dynkin diagram of the group H is displayed near the pizza. The search for the W H element at the center of each pizza was done by Sage [7] . Regrettably, we were unable to find an atlas (even a non-simply-laced one) for the pizza [A 
Embedded degenerations
Then read off the directions that left-multiplication by simple roots correspond to 
