This article presents a study on development of credit risk evaluation model using Support Vector Machines based classifiers, such as linear SVM, stochastic gradient descent based SVM, LibSVM, Core Vector Machines (CVM), Ball Vector Machines (BVM) and other. Discriminant analysis was applied for evaluation of financial instances and dynamic formation of bankruptcy classes. The possibilities of feature selection application were also researched by applying correlation-based feature subset evaluator and Tabu search. This research showed that different SVM classifiers produced similar results, including Core Vector Machines based classifier. Yet proper selection of classifier and its parameters remains an important problem.
Introduction
Credit risk evaluation is a very important subject as it is a difficult task to predict default probabilities and deduce risk classification. It becomes more and more important for firms to operate successfully and for banks to decide if the loan can be given to the customer or if the credit request has to be rejected. Basel II standard defines strict restrictions and auditing rules for credit risk evaluation process, thus banking activities are deeply impacted by proper risk system implementation. It is crucial to identify over some successive time periods and select the correct principle or model for credit evaluation and bankruptcy prediction as well as to decide which data and which factors are important. Decision rules can be derived using many intelligent techniques and can be used to solve classification, regression or forecasting tasks, including identification of such periods, risk classes or probabilities of default. Support Vector Machines (SVM) is one of these techniques which has been proved as an effective and efficient solution in many fields; its one of the strengths lies in the fact that the solution does not get trapped in the local minima (unlike in case of Artificial Neural Networks). The main idea is to identify special data points (referred as support vectors) that are used to separate the provided cases by transforming input space into linearly separable feature space and then solving the classification problem.
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Related work
Application of statistical and intelligent techniques in credit risk evaluation and bankruptcy prediction research has been an area of interest since 7 th decade. Most of early researches were based on discriminant analysis; the most widely known and used was developed in 1968 by Altman [1] . Altman obtained 96% and 79% accuracy by using two different samples, yet the results prove to be reliable only in two year period. Zmijewski [2] examined two estimation biases for financial distress models on non-random samples of 40 bankrupt and 800 non-bankrupt companies by using probit (simple probit and bivariate) and maximum likelihood principles. Springate [3] developed his model using step-wise multiple discriminate analysis to select 4 ratios which best describe a failing company and reported 83.3% and 88% accuracy.
The approach of combining discriminant analysis as an evaluation technique together with a classification technique also is not new. Merkevicius et. al. used discriminant analysis together with self organizing maps to construct a hybrid SOM-Altman model for bankruptcy prediction in order to find optimal weights for ratios of Altman model [4] . A model for forecasting changes comprising these two techniques together with a supervised neural network applied to increase performance in terms of accuracy has also been proposed [5] .
Support vector machines is a novel technique that has been applied in various financial fields and sectors -credit ratings and ratings evaluation [6] [7] , financial time series forecasting [8] , bankruptcy analysis [9] . Yet it was effectively applied as a combination with other intelligent techniques, such as Bayesian inference [11] , genetic algorithms [12] , fuzzy SVM approach [13] , rough sets [14] , ant colony optimization [15] and particle swarm optimization [16] . These researches showed that hybrid modeling based approach proved itself as reliable technique which allows obtaining better results than using SVM or other techniques separately. Many of these investigations related to credit risk evaluation using SVM-based methods are discussed in metaresearch by Danenas et al. [17] .
However, most of these authors used LibSVM software or developed their own implementations in MATLAB or other languages. There are researches concerning least square SVM (LS-SVM) research in credit risk related areasLai et al. applied LS-SVM such as credit risk evaluation [19] by comparing its performance with linear regression, logistic regression, artificial neural network and classical (Vapnik's) SVM and reported that LS-SVM outperformed these methods in Type I, Type II errors and overall accuracy percentage. Van Gestel et al. [20] applied LS-SVM for bankruptcy prediction and reported significantly better leave-one-out classification performances than linear discriminant analysis and logit analysis. Danenas et. al applied LIBLINEAR and SMO algorithms [18] , achieving results similar to Vapnik's SVM classifier results. These classifiers seem a good alternative to classical SVM approach as they offer good trade-off between faster training time and accuracy. However, currently there is a lack of research in application or evaluation of various SVM-based classifiers, such as linear SVM learners, especially in financial field. Another fast SVM-based alternative, recently developed Core Vector Machines (CVM), also offers promising results as its authors proved that it can be a lot faster than other SVM implementations, together with ability to perform fast classification or regression tasks on huge datasets [27] [28] ; yet the authors did not find any researches of this techniques application in financial field. Thus this research can also be viewed as an effort to fill this gap.
Research methodology

Support Vector Machines
Support Vector Machines is an efficient and effective solution for pattern recognition problem whereas a following quadratic optimization problem has to be solved: 
A number of SVM-based algorithms is developed and applied in various fields. This research is focused on comparison of their performance in order to apply them in credit risk evaluation field. A short description follows on the implementations which are used.
C_SVC (LibSVM). C-SVC is an algorithm based on original proposal by Vapnik; more information can be found in [21] [22] . It is formulated as follows [21] : given training vectors , two classes and a vector such as C-SVC solves the following primal problem
LIBLINEAR is an open source library and a family of linear SVM classifiers for large-scale linear classification. It supports logistic regression and linear support vector machines and can be very efficient for training large-scale problems. Currently seven different linear SVM and logistic regression classifiers are implemented: L2-regularized L2-loss regression, L1-regularized logistic regression, L2-regularized L2-loss dual SVC, L2-regularized L2-loss primal SVC, L2-regularized L1-loss SVC, Crammer-Singer multi-class SVC and L1-regularized L2-loss SVC; the latter five are used in experiment. These classification methods use different principles yet they do not used kernel functions for transformation into other space which makes it possible train a much larger set much faster. More information can be found on [22] .
Stochastic Gradient Descent (SGD).
It is usually used for minimizing an objective function expressed in a form of differentiable functions sum but it can be also used as a learner for classification task similar to SVM with hinge loss minimization as loss function.
SMO. SMO is a Sequential Minimal Optimization principle based SVM method, introduced by Platt in 1997 [24] . SMO breaks a very large quadratic programming optimization problem into a series of smallest possible QP problems which are solved analytically, thus avoiding using a time-consuming numerical QP optimization as an inner loop [24] . Thus it switches to the dual representation of the SVM optimization problem and works on a subset of dual variables [24] Pegasos. Pegasos is a modified stochastic gradient method in which every gradient descent step is accompanied with a projection step [24] . Despite its simplicity, results comparable to SMO and SVM Light can be obtained [24] . mySVM. mySVM is an implementation of SVM based on the optimization algorithm of SVM Light. It can be used for pattern recognition, regression and distribution estimation [25] . It's implementation also offers a wide selection of kernels, such as radial basis (RBF), Anova, Epachnenikov, Gaussian, multiquadric functions.
Core Vector Machines (CVM). Core Vector Machines use computational geometry formulations of kernel methods showing that they can be equivalently formulated as minimum enclosing ball to obtain provably approximately optimal solutions with the idea of core sets [26] . It has linear time and space complexity and can be much faster with larger data sets [26] ; while classical SVM is known to have complexity of O(n 3 ). A modification for least-squares classification CVM-LS has also been developed.
Ball Vector Machines (BVM).
Proposed by authors of Core Vector Machines, it is even faster than CVM and the approximate SVM solution obtained is also close to the truly optimal SVM solution [27] . Instead of CVM it solves the simpler enclosing ball problem, where the radius of the ball is fixed [28] . Its implementation does not require numerical solvers thus it can be easier to implement [28] . SVM Light . This SVM implementation, similarly to SMO, uses dual representation of the SVM optimization problem, but is reported to be twice as faster [29] . It was implemented large-scale SVM training and generates much smaller number of support vectors compared to number of training examples, together with many SVs which have an α at the upper bound C [29] .
Discriminant analysis
This is one of the most popular techniques used in credit risk evaluation. Many authors (Altman, Zmijewski, Shumway, etc.) used it as basis in their researches. This research applies it as an evaluator of financial instances. Altman's Z-Score was selected as a popular and widely used evaluation technique. It predicts whether or not a company is likely to enter into bankruptcy within one or two years. Z-Score is as follows [1] : where
X1 = Working capital/Total assets (captures short-term liquidity risk), X2 = Retained earnings/Total assets (captures accumulated profitability and relative age of a firm), X3 = Earnings before interest and taxes/Total assets (measures current profitability), X4 = Book value of Equity/Book value of total liabilities (a debt/equity ratio captures long-term solvency risk), X5 = Net sales/Total assets (indicates the ability of a firm to use assets to generate sales), Z = Overall index.
In the original model a healthy private company has a Z >3; it is non-bankrupt if 2.7<Z<2.99; it is in the watchlisted zone if 1.8 < Z < 2.69; it is unhealthy (bankrupt) if it has a Z <1.79. We used simplified version of this model often used in various literature where healthy and non-bankrupt classes are merged into one, thus obtaining three classes.
Method used in research
The research methodology was previously used by Danenas et al. (2010) ; we modify it by adding an extra step for data transformation and removing steps related to iteration over sectors to make it suitable for our experiment: 1. Each instance is evaluated using discriminant analysis (particularly Altman model in this research) and the results are converted to bankruptcy classes; 2. Instances with empty outputs (records, which could not be evaluated in Step 1 because of lack of data or division by zero) are eliminated; 3. Data imputation is performed by filling missing values with average value of corresponding ratio for particular company, i.e., if
does not exists then its calculated by using This rule is applied when D Ck has more than one entry; otherwise, this entry is removed. 5. Create disjoint sets as training and testing data for hold-out evaluation by splitting dataset by selected ratio such that D = D_train ‫‬ D_test and | D_train| > | D_test|; 6. A classifier is trained using one of classification algorithms, then tested and evaluated.
The results of this algorithm are a model (a decision rule as a list of support vectors and model parameters).
Computational results
The algorithm described in Section 3.2 was applied on a dataset consisting of entries from 1354 USA service
companies with their 2005-2007 yearly financial records (balance and income statement) from financial EDGAR database. Each instance has 59 financial attributes (indices used in financial analysis). This dataset was also transformed into differences between ratios using Step 4; both datasets with absolute differences and differences in percents were created. This step was applied in order to transform dataset into type of data usually used in financial analysis. Table 1 presents main characteristics of original and transformed datasets. To select the most important ratios feature selection was also applied for these datasets by using correlationbased feature subset selection algorithm with tabu search for search in attribute subsets. This step is also important as it gives an insight into what could be the most important ratios used to construct a risk evaluation model which could be applied in real process. The subsets of these turned out to be different; characteristics of obtained datasets are also presented in Table 1 . For training, data was normalized and scaled to fit into interval [-1;+1]. Three risk classes were formed, as in original Altman model -"good", "average" and "bad". For change evaluation, three classes were also formed:
• 0 (or "decrease") -if Altman-based evaluation shows a decrease in risk evaluation (thus the bankruptcy risk increases);
• 1 (or "stable") -if this evaluation stays the same (risk also stays the same);
• 2 (or "increase") -if there is an increase in discriminant evaluation (the possibility of bankruptcy decreases).
It is important to note that financial ratios existing in original Altman mode1 which were used in evaluation were not used in order to avoid linear dependence between variables.
The experiment was run using several SVM implementations: original LibSVM 2.91 package by Chang and Lin, LibLINEAR 1.6 by Lin et. al., WEKA implementations of SMO, SGD and Pegasos, LibCVM 2.2 by Tsang et. al, RapidMiner's mySVM implementation and multiclass version of SVM Light by Joachims. 70% of data was selected as training data and the remaining 30% -as testing data. Default parameters were used to train classifiers. For first part (three datasets with 59 attributes each) RBF kernel was selected experimentally for all nonlinear SVM classifiers, yet CVM, CVM-LS and BVM classifiers were also applied with Laplacian, inverse distance and inverse square distance functions as kernels. As some of the classifiers (such as SGD, Pegasos, mySVM) were implemented to solve only binary problems, "1-vs-1" method to use for transforming the multi-class problem into several 2-class ones was applied, thus training SVM classifiers as a set of binary classifiers. However, classifiers based on some implementations (such as mySVM) which are oriented to binary classification produced several sets of support vectors; in this case the number of produced support vectors was marked as N/A (not available). Linear SVM classifiers (LIBLINEAR, SGD, Pegasos) produced a set of weights instead of a set of SV, thus the number of SV was not included in their cases. Linear SVM classifiers and nonlinear classifiers with linear, RBF and polynomial kernels were applied for reduced datasets. Table 2 shows the results obtained after performing the described procedure to original data, whereas Table 3 presents the results obtained with "reduced" datasets.
The test was run on a 2GHz Pentium Dual Core CPU PC with 3 GB of RAM. Metrics, presenting accuracy (classification accuracy), generated model complexity (no of support vectors) and training time, were chosen for evaluation; yet, it is important to mention that classifiers are written in different programming languages (SMO, Pegasos and mySVM are implemented in JAVA, others in C/C++), thus speed cannot be the main factor in evaluation.
Evaluation of results
The results show that feature selection performed an important part in construction process, as training time decreased from 4 to 10 times or more, yet accuracy was even better than performed with original data, which shows that the eliminated variables were not the most relevant. The results obtained while training original untransformed dataset varied; however, linear and gradient descent SVM classifiers, such as Pegasos, L2-regularized L1-loss SVC and SGD generated results with highest accuracy (84,286, 83,528 and 83,265 respectively), although RBF kernel selection with nonlinear SVM was also a good choice as it obtained better results than nonlinear classifiers with other kernels. The results, obtained after training data with differences, show that best results were obtained by mySVM based classifier, using RBF kernel; usage of linear classifiers SGD and Pegasos also resulted in results which are above 83%. Other results were similar and this shows that kernel function selection did not have much influence, especially in case of dataset with percentages where similar results were obtained with all classifiers. This is why most results obtained with transformations of original dataset were above average results of all classifiers.
However, CVM and BVM based classifiers outperformed others when performing classification procedure on reduced dataset; the choice of linear, inverse square distance and inverted polynomial kernels would be the best here although they are not fastest. Selection of linear kernel and linear classifiers resulted in good performance in terms of accuracy and training time in all three cases here as the results were above average results of tested classifiers. The results for the last two datasets (consisting of differences, together with applied feature selection), of almost all classifiers vary; CVM and BVM classifiers with normalized polynomial kernel function outperformed others, although they were not as fast as linear classifiers. Thus CVM and BVM classifiers are a good choice for further model development as they are trained fast enough (although not as fast as linear SVM classifiers) and produce high accuracy. However, they also produce the highest number of SVs (highest complexity); yet, the tests of their authors show, that the number of SV does not tend to grow less, compared to other SVM implementations (particularly LibSVM or SimpleSVM) [27] .
Current limitations and future work
Experiment results showed that feature selection resulted even in better accuracy with which bankruptcy class can be predicted with accuracy ranging from 82 to 84%; however, efficiency of SVM classifiers much depends on parameter selection, thus obtained results can be improved by proper parameter selection, i.e., by using one of stochastic search or evolutionary techniques such as genetic algorithms or particle swarm optimization. Combination of SVM with these techniques is extensively researched and widely discussed in many papers. Another aspect especially important in this model application is dataset balance as classes are computed dynamically. SVM is one of the machine learning techniques which is sensitive to dataset imbalance as "majority" classes tend to outweigh "minority" classes by pushing classification boundaries over them. However, many techniques are applied to overcome this barrier: internally implemented class-weighting, cost-sensitive learning and evaluation [30] [31], internal classifier enhancements [32] [33] , as well numerical sampling techniques, such as bootstrap [34] , undersampling, oversampling and etc. Holte showed that minority random oversampling technique could be the best choice for SVM classifier [35] . Dataset balancing is crucially important in identification of bankrupt companies if they are represented by minority entries, as identification of bankrupt company might cost more to the creditor than the misidentification of it.
Conclusions
This article presents a empirical evaluation of SVM-based classifiers applied for credit risk evaluation task. Several classifiers, particularly linear LIBLINEAR, stochastic gradient based Pegasos and SGD, LibSVM C-SVC, mySVM, SMO, SVMLight, Core Vector Machines (CVM) and Ball Vector Machines (BVM), were applied for realworld dataset, together with widely applied discriminant Altman technique as a basis for output formation. The methodology presented in this article could serve as a alternative tool for risk analysis in case when there are no actual bankruptcy classes or obtaining them might be a too complicated or expensive. The dataset was evaluated in three ways: as original (unchanged) dataset and transformed into differences expressed as absolute and percentage values respectively. A feature selection algorithm based on correlation-based feature subset selection was also applied in order to reduce the dimensionality of the dataset thus leaving only the most relevant ratios, and the classifiers were rerun on datasets based on the same principle as described above.
