1. Introduction {#sec1-sensors-18-01589}
===============

Synthetic aperture radar (SAR) is a kind of remote sensing device that can image ground targets with a high resolution. Its advantage is its ability to continuously observe targets through all weather and time. SAR is applied to many aspects, such as military and civil aspects. Until now, the most popular methods of SAR imaging are based on matched filter (MF) theory \[[@B1-sensors-18-01589]\], such as the Range-Doppler algorithm \[[@B2-sensors-18-01589]\], Chirp-Scaling algorithm \[[@B3-sensors-18-01589]\], etc. These algorithms are mostly operated by Fourier transform to convert raw data to a frequency domain and are followed by matched filtering. However, these traditional SAR imaging methods based on MF have the obvious disadvantage of severe sidelobe interference. A SAR image is ideally equivalent to the approximate convolution of a scattering coefficient of the observation scene and a two-dimensional sinc function, where the resolution and sidelobe level is determined by the two-dimensional sinc function.

Under circumstances of SAR imaging without any additional sidelobe suppression, the sidelobe interference of a SAR image is obvious, this may result in several distinct disadvantages: (1) False alarm problem: there is a great possibility that the severe sidelobe of a strong scattering target is high and is mistaken as the mainlobe of a real target where a target does not exist actually. (2) Missed detection problem: The amplitude of one target is much higher than the other, in this case the low mainlobe of the weak target close to the strong target is likely to be submerged in the high sidelobe of the strong target. Sidelobe suppression of SAR images can be beneficial for target recognition. For the recently-launched Chinese GF-3 satellite, the problem of severe sidelobe interference, which reduces the quality of SAR images, also exists.

With the aim of overcoming severe sidelobe interference caused by MF-based methods, the windowing method was often adopted; however, it ran the risk of broadening the mainlobe, which could have led to a reduction of resolution in return. Thus, the nonlinear weighting method \[[@B4-sensors-18-01589],[@B5-sensors-18-01589],[@B6-sensors-18-01589]\] was introduced later. In this way, the disadvantage of resolution reduction was conquered. In Reference \[[@B4-sensors-18-01589]\], the method of adaptive FIR filtering was proposed and operated to control the sidelobe. Meanwhile, a non-linear apodization method was presented in Reference \[[@B5-sensors-18-01589]\] and an analytic non-linear approach was subsequently put forward in Reference \[[@B6-sensors-18-01589]\], through filtering and weighting. However, it was concluded that the implementation of these non-linear methods were particularly complex. In addition, the method of Spatially Variant Apodization (SVA) \[[@B7-sensors-18-01589]\] was also used for sidelobe suppression of SAR images. However, the complicated SVA method is time-consuming and will change the scattering characteristics of targets. The major problem of severe sidelobe interference has not yet been well studied and solved, and therefore it is researched in this paper. It is important to propose a new method for sidelobe suppression. Meanwhile, the basic information of SAR images, such as the phase and amplitude of targets, needs to be maintained as well.

Nowadays, there is a promising trend in utilizing sparse reconstruction techniques for the improvement of SAR imaging quality. One of the major applications of sparse reconstruction in SAR imagery is focused on the area of image denoising \[[@B8-sensors-18-01589],[@B9-sensors-18-01589],[@B10-sensors-18-01589]\]. In Reference \[[@B8-sensors-18-01589]\], the method of signal denoising through sparse reconstruction was promoted, in which a unitary dictionary was applied for sparse representation. Furthermore, much attention has been paid to the field of super-resolution of SAR imaging \[[@B11-sensors-18-01589],[@B12-sensors-18-01589],[@B13-sensors-18-01589]\], which is another major application of sparse reconstruction. All of the above applications are based upon the sparse prior of a SAR image. In the process of using these methods for super-resolution imaging, where the sidelobe suppression effect was light, it was seldom referred to. Up to now, sidelobe suppression without reducing resolution has been paid little attention.

In some special circumstances, such as SAR images of ship detection in sea areas, the main scattering targets can be considered as distributed in a sparse way over the observation scene. It is obvious that the number of dominant scatterers is much smaller than the number of overall samples in the observation scene. In such a situation, SAR images can be regarded as sparse. Therefore, sparse reconstruction can be applied in these circumstances. To overcome the severe sidelobe of traditional MF-based methods, a method based on sparsity constraint regularization is presented in this paper, where a log function is chosen to measure the sparsity of a signal. The remarkable advantage of this presented method is that it can significantly reduce the sidelobe and maintain the resolution, amplitude and phase information at the same time.

This paper is divided into five sections as follows. [Section 2](#sec2-sensors-18-01589){ref-type="sec"} presents the basic theory of sparse reconstruction. In [Section 3](#sec3-sensors-18-01589){ref-type="sec"} the reconstruction model of SAR imagery is analyzed, this is done by firstly proposing a method of sidelobe suppression without resolution reduction, amplitude and phase information distortions. [Section 4](#sec4-sensors-18-01589){ref-type="sec"} contains some numerically-simulated results and experiments of GF-3 SAR data. In addition to the use of PSLR and ISLR, three new indicators are proposed to evaluate the performance of the proposed method in [Section 4](#sec4-sensors-18-01589){ref-type="sec"}. Finally, conclusions are drawn in [Section 5](#sec5-sensors-18-01589){ref-type="sec"}.

2. Basic Theory of Sparse Reconstruction {#sec2-sensors-18-01589}
========================================

The theory of sparse reconstruction has been previously discussed in References \[[@B14-sensors-18-01589],[@B15-sensors-18-01589],[@B16-sensors-18-01589]\]. If the discrete signal $S \in R^{M}$ is sparse, it can be defined as:$$S = D\alpha$$ where $D \in C^{M \times N}$ $(M \ll N)$ is an over-complete dictionary. $\alpha \in R^{N}$ is the weighting coefficient. $N$ is the total number of elements in $\alpha$. The number of non-zero elements in $\alpha$ should be far less than $N$.

Equation (1) is an underdetermined problem and it has many solutions. However, it is possible to reconstruct the sparse signal via sparse reconstruction techniques when the dictionary $D$ obeys the rule of Restricted Isometry Property (RIP) \[[@B17-sensors-18-01589]\]. The RIP rule can be expressed as:$$(1 - \delta_{k})\left\| \alpha \right\|_{2}^{2} \leq \left\| {D\alpha} \right\|_{2}^{2} \leq (1 + \delta_{k})\left\| \alpha \right\|_{2}^{2}$$ where $\alpha$ is a vector with $k$ non-zero coefficients, and $\delta_{k} \in (0,1)$. The smaller the value $\delta_{k}$ is, the more accurate the sparse signal $S$ will be reconstructed.

According to classical CS theory \[[@B18-sensors-18-01589],[@B19-sensors-18-01589],[@B20-sensors-18-01589]\], the *k*-sparse vector $\alpha$ can be recovered through the solution of optimal estimation of a $l_{0}$ norm problem as:$${\hat{\alpha} = \arg\min\left\| \alpha \right\|_{0}}\quad{s.t.}\quad{S = D\alpha}$$ where $\left\| \alpha \right\|_{0}$ denotes the 0-norm value of $\alpha$, which represents the number of non-zero elements in $\alpha$.

Nevertheless, the minimum 0-norm question is a NP-hard question, which is particularly sensitive to noise. Moreover, there is a great probability of instability, for the reason that the cost function is not convex. In addition, there is the disadvantage that 0-norm can only reflect the number of non-zero elements without indicating the location of each non-zero element. The 0-norm function is indeed not a suitable function to measure the sparsity of a signal.

There are several types of functions that are more suitable to measure the sparsity of a signal than the 0-norm function. For computational convenience, the sparsity measurement function is slightly modified near-zero in some applications, as long as its main properties are preserved. According to the previous study \[[@B21-sensors-18-01589]\], several kinds of function families were recommended to measure the sparsity of a signal shown as follows:$$\psi(\alpha) = \frac{2}{\pi}{\sum_{j = 1}^{M}{\tan^{- 1}(\frac{\left| \alpha_{j} \right|}{p})}}$$ $$\psi(\alpha) = \frac{2}{\pi}{\sum_{j = 1}^{M}{\tan^{- 1}(\frac{\left| {\alpha^{2}}_{j} \right|}{p})}}$$ $$\psi(\alpha) = {\sum_{j = 1}^{M}{\log_{a}(1 + \frac{{\alpha^{2}}_{j}}{p})}}$$ where $p$ is a small positive constant, $a > 1$, and $\alpha \in R^{M}$. $\alpha_{j}$ represent the $j - {th}$ element of $\alpha$.

If $\psi(\alpha)$ reflects the sparsity of $\alpha$, Equation (3) can be transmitted into an optimal estimation as:$${\widetilde{\alpha} = \arg\min\psi(\alpha)}\quad{s.t.}\quad{S = D\alpha}$$

Assuming that noise is taken into consideration, Equation (7) can then be transmitted into:$${\widetilde{\alpha} = \arg\min\psi(\alpha)}\quad{s.t.}\quad{\left\| {S - D\alpha} \right\|_{2} < \varepsilon}$$ where $\varepsilon$ bounds the amount of noise in the measured data.

Moreover, combining the regularization theory \[[@B22-sensors-18-01589]\], the optimization problem (Equation (8)) can be transformed into the following minimum objective function:$$\widetilde{\alpha} = \arg\min J(\alpha),J(\alpha) = \left\| {s - D\alpha} \right\|_{2}^{2} + \lambda\psi(\alpha)$$ where $\lambda$ is the weighted coefficient, which is operated to balance the value of $\left\| {s - D\alpha} \right\|_{2}^{2}$ and $\psi(\alpha)$.

3. Reconstruction Model of SAR Imaging and the Proposed Method {#sec3-sensors-18-01589}
==============================================================

3.1. Reconstruction Model of SAR Imaging and Solution {#sec3dot1-sensors-18-01589}
-----------------------------------------------------

The SAR imaging representation model can be described as:$$y = f + \sigma$$ where $\sigma$ includes both background noise and sidelobes of a SAR image, $y$ can be regarded as a complex signal with noise in an image domain, and $f$ represents the scattering coefficient to be reconstructed from the original SAR image.

According to the theory of sparse reconstruction concluded above, the reconstruction of a SAR image utilizing the SAR representation model (Equation (10)) can be given by:$$\widetilde{f} = \arg\min J(f),J(f) = \left\| {y - f} \right\|_{2}^{2} + \lambda\psi(f)$$ where the former item $\left\| {y - f} \right\|_{2}^{2}$ represents the deviation between real measured data $y$ and reconstructed data $f$, which reflects the matching degree of $y$ and $f$; the latter item $\psi(f)$ reflects the sparsity of $f$ in image domain; and $\lambda$ is defined as the regularization parameter, which is taken to balance the relative importance of the deviation and the sparsity. The SAR image representation model (Equation (10)) and sparsity constraint regularization is firstly combined to solve the sidelobe interference problem without lowering resolution.

In this paper, the third kind of function family (Equation (6)) is adopted to measure sparsity quality of a signal. Although the theory that a log function can be adopted as the sparsity measurement function is not new, for the first time it is applied in solving the sidelobe interference problem. Subsequently, the minimum problem Equation (11) can be rewritten as:$$\underset{f}{\arg\min}J(f),J(f) = \left\| {y - f} \right\|_{2}^{2} + \lambda\log_{a}(1 + \frac{\left| f \right|^{2}}{k})$$

Taking into consideration the situation that the sparse reconstruction theory is only suitable for real data, the SAR image is in complex form where both the amplitude information and the phase information are contained. As a result, Equation (12) can be transformed into the combination of the real and imaginary part, which can be given as:$$\begin{array}{ll}
{\underset{f}{\arg\min}J(f),J(f)} & {= {\sum\limits_{i}\left\| {y_{i} - f_{i}} \right\|_{2}^{2}} + \lambda{\sum\limits_{i}{\log_{a}(1 + \frac{\left| f_{i} \right|^{2}}{k})}}} \\
 & {= {\sum\limits_{i = 1}^{m \times n}{{({(f_{R})}_{i} - {(y_{R})}_{i})}^{2} + {({(f_{I})}_{i} - {(y_{I})}_{i})}^{2} + \lambda\log_{a}(1 + \frac{({(f_{R})}_{i}{}^{2} + {(f_{I})}_{i}{}^{2})}{k})}}} \\
\end{array}$$ where $f_{i}$ and $y_{i}$ represent the $i$-th components of $f$ and $y$, ${(f_{R})}_{i}$ and ${(f_{I})}_{i}$ are the real and imaginary part of $f_{i}$, and similarly ${(y_{R})}_{i}$ and ${(y_{I})}_{i}$ are the real and imaginary part of $y_{i}$. $(f,y \in C^{MN \times 1},{(f_{R})}_{i},{(f_{I})}_{i},{(y_{R})}_{i},{(y_{I})}_{i} \in R^{MN \times 1})$.

Obviously, $J(f_{i})$ as the $i$-th component of $J(f)$ can be written as:$$J(f_{i}) = {({(f_{R})}_{i} - {(y_{R})}_{i})}^{2} + {({(f_{I})}_{i} - {(y_{I})}_{i})}^{2} + \lambda\log_{a}(1 + \frac{({(f_{R})}_{i}{}^{2} + {(f_{I})}_{i}{}^{2})}{k})$$ where $J(f) = {\sum\limits_{i}{J(f_{i})}}$, $J(f_{i})$ is continuous and differentiable in its definition domain. It is clear that $J(f) = {\sum\limits_{i}{J(f_{i})}}$ and $J(f_{i})$ should have the same extreme point at the same place, so that the minimum optimization problem can be transformed into the problem of finding the minimum value of $J(f_{i})$.

As is known by all, the derivative of $J(f)$ should be zero when Equation (14) reaches its minimum value. Therefore, it can be concluded that $\frac{\partial J(f_{i})}{\partial{(f_{R})}_{i}} = 0$ and $\frac{\partial J(f_{i})}{\partial{(f_{I})}_{i}} = 0$ at the minimum point. According to the analysis above, the solution of Equation (14) can be written as:$$\begin{array}{l}
{{(f_{R})}_{i} = \left\lbrack {1 + \frac{\frac{\lambda}{\ln a}}{k + \left( {\left( f_{R} \right)_{i}^{2} + \left( f_{I} \right)_{i}^{2}} \right)}} \right\rbrack^{- 1}\left( y_{R} \right)_{i}} \\
{{(f_{I})}_{i} = \left\lbrack {1 + \frac{\frac{\lambda}{\ln a}}{k + \left( {\left( f_{R} \right)_{i}^{2} + \left( f_{I} \right)_{i}^{2}} \right)}} \right\rbrack^{- 1}\left( y_{I} \right)_{i}} \\
\end{array}$$ where $\ln a$ $(a > 1)$ is a positive constant, $\lambda$ is the regularization parameter and $k$ should be a small positive constant. The smaller the constant $k$ is, the more accurate $f$ will be reconstructed.

Making use of an iterative method, the solution can then be presented as:$$\begin{array}{l}
{{(f_{R})}_{i}{}^{({n + 1})} = \left\lbrack {1 + \frac{\frac{\lambda}{\ln a}}{k + \left( \left( f_{R} \right)_{i}^{(n)} \right)^{2} + \left( \left( f_{I} \right)_{i}^{(n)} \right)^{2}}} \right\rbrack^{- 1}\left( y_{R} \right)_{i}} \\
{{(f_{I})}_{i}{}^{({n + 1})} = \left\lbrack {1 + \frac{\frac{\lambda}{\ln a}}{k + \left( \left( f_{R} \right)_{i}^{(n)} \right)^{2} + \left( \left( f_{I} \right)_{i}^{(n)} \right)^{2}}} \right\rbrack^{- 1}\left( y_{I} \right)_{i}} \\
\end{array}$$ where $f_{i}{}^{(n)}$ represents the $n - {th}$ iteration results, $f_{i}{}^{(n + 1)}$ represents the $\left( {n + 1} \right) - {th}$ iteration results, ${(f_{R})}_{i}{}^{(n + 1)}$ represents the real part of $f_{i}{}^{(n + 1)}$, ${(f_{I})}_{i}{}^{(n + 1)}$ represents the imaginary part of $f_{i}{}^{(n + 1)}$, ${(f_{R})}_{i}{}^{(n)}$ represents the real part of $f_{i}{}^{(n)}$, and ${(f_{I})}_{i}{}^{(n)}$ represents the imaginary part of $f_{i}{}^{(n)}$. Generally, $\frac{\lambda}{\ln a}$ and $k$ are positive constants.

3.2. Analysis of Sidelobe Suppression {#sec3dot2-sensors-18-01589}
-------------------------------------

Based on the derivation presented above, the solution of sidelobe suppression can be expressed as Equation (16) and three conclusions can be drawn from it: (1) Taking the SAR image representation model Equation (10) into account, it is evident that the size and grid density of $f$ and $y$ stay the same as each other. Therefore, the reconstructed SAR image $f$ should have the same resolution as the original SAR image. (2) In terms of the sparse representation theory, it has been proved that by utilizing the sparse representation technique, low sidelobe or no sidelobe could be achieved based on the selection of a proper dictionary *D* or a sparse representation model. In this paper, the dictionary *D* is the unit matrix *I*. (3) According to Equation (16), under the condition that $\frac{\lambda}{\ln a}$ and $k$ are both a small positive constant, the value of ${(f_{R})}_{i}$ is quite close to the value of ${(y_{R})}_{i}$ and similarly the value of ${(f_{I})}_{i}$ is quite close to the value of ${(y_{I})}_{i}$; this indicates that the presented method might not destroy the amplitude and phase information of the original SAR image after sidelobe suppression processing. (4) The proposed method is processed in the image domain, so there is no need to perform computations of Fourier transform, inverse Fourier transform and complex spectral deformation in the frequency domain. All these conclusions will be supported and demonstrated below by simulations and GF-3 SAR data experiments. The main flow chart of the proposed method for sidelobe suppression with resolution maintenance, is shown in [Figure 1](#sensors-18-01589-f001){ref-type="fig"}.

4. Performance Assessment and Discussions {#sec4-sensors-18-01589}
=========================================

4.1. Evaluation Indicators of Sidelobe Suppression {#sec4dot1-sensors-18-01589}
--------------------------------------------------

In order to evaluate the performance of the proposed method, PSLR \[[@B23-sensors-18-01589]\] and ISLR \[[@B24-sensors-18-01589]\] are introduced to measure the sidelobe level between the original SAR image and the reconstructed SAR image through the proposed method.

To evaluate the amplitude-preserving properties of the proposed method, we first define the indicator *AE* to measure the amplitude error in the mainlobe between the original image and the reconstructed image, which can be written as:$$AE = \sqrt{\frac{\sum\limits_{x}{\sum\limits_{y}\left\lbrack {\widetilde{A}\left( {x,y} \right) - A\left( {x,y} \right)} \right\rbrack^{2}}}{\sum\limits_{x}{\sum\limits_{y}\left\lbrack {A\left( {x,y} \right)} \right\rbrack^{2}}}}$$ where $\left( {x,y} \right)$ represent coordinates of points in the mainlobe of a two-dimensional SAR image. $A\left( {x,y} \right)$ and $\widetilde{A}\left( {x,y} \right)$ denote the amplitude of point $\left( {x,y} \right)$ of the original SAR image and the reconstructed one, respectively.

Similarly, *PE* is first defined as the phase error in the mainlobe between the original SAR image and the reconstructed SAR image to evaluate the phase preserving property, which can be given by:$$PE = \sqrt{\sum\limits_{x}{\sum\limits_{y}\left\lbrack {\widetilde{P}\left( {x,y} \right) - P\left( {x,y} \right)} \right\rbrack^{2}}}$$ where $\left( {x,y} \right)$ represent coordinates of points in the mainlobe of a two-dimensional SAR image. $P\left( {x,y} \right)$ and $\widetilde{P}\left( {x,y} \right)$ denote the phase of point $\left( {x,y} \right)$ of the original SAR image and the reconstructed one, respectively.

In addition, we define *MM* to measure resolution maintenance properties between the original image and the reconstructed one, which can be given by:$$MM = \frac{Mainlobe_{recons}}{Mainlobe_{ori}}$$ where $Mainlobe_{ori}$ and $Mainlobe_{recons}$ denote the 3 dB bandwidth of the mainlobe of the original image and the reconstructed one, respectively.

4.2. Results and Discussion {#sec4dot2-sensors-18-01589}
---------------------------

In this section, the experiment of a simulated single-point target is first presented. The images were obtained through conventional MF-based algorithm and processed with the presented method; they are displayed in [Figure 2](#sensors-18-01589-f002){ref-type="fig"}a,b. Three-dimensional maps of the original image and reconstructed image are shown in [Figure 2](#sensors-18-01589-f002){ref-type="fig"}c,d, respectively. Severe sidelobes are obvious in the original image. It is clear that the sidelobes of the reconstructed image processed by the proposed method, are far smaller than those in the original image.

As sketched in [Figure 3](#sensors-18-01589-f003){ref-type="fig"}, profile maps of the point target in the original image shown in [Figure 2](#sensors-18-01589-f002){ref-type="fig"}a and reconstructed image shown in [Figure 2](#sensors-18-01589-f002){ref-type="fig"}b, were performed. The width and height of the mainlobe remained almost unchanged, which proves the resolution of the reconstructed image remained unreduced in comparison with the original image. In addition, the highest sidelobe has been greatly inhibited and, at the same time, other smaller sidelobes have almost been smoothed after the processing with the proposed method.

To illustrate the performance of the proposed method in detail, values of PSLR, ISLR, AE and PE were given as follows. As shown in [Table 1](#sensors-18-01589-t001){ref-type="table"}, the PSLR of the original image was about −13 dB in both range and azimuth directions and the PSLR of the reconstructed image reached about −29 dB, which was about 120% lower in both two directions. In [Table 2](#sensors-18-01589-t002){ref-type="table"}, the ISLR of the original image in two directions was about −10 dB. Through processing with the proposed method, the ISLR of the reconstructed image reached about −33 dB in two directions, which was suppressed by over 200%.

Compared with the mainlobe in the original image, the mainlobe width of the reconstructed image was slightly degraded both in range and azimuth direction as shown in [Table 3](#sensors-18-01589-t003){ref-type="table"}, which reveals that the resolution was maintained without reduction. As shown in [Table 4](#sensors-18-01589-t004){ref-type="table"}, AE value between the original image and the reconstructed image was about 2.52%, which illustrates the slight amplitude change between the two images. Moreover, the PE value between the original image and the reconstructed one was as small as $7.27 \times 10^{- 33}$ radian, so that the phase change between the original image and the reconstructed one can be ignored. Overall, it can be concluded that the amplitude and phase information can be well maintained through the proposed method.

In order to evaluate the performance of the proposed method further, a simulation with two point targets, one of which was partly masked by sidelobes of the other, were tested. Results are shown in [Figure 4](#sensors-18-01589-f004){ref-type="fig"}. Severe sidelobes are obvious in the original image. Two point targets are close and one of the point targets is partially submerged in the sidelobe of another strong point target, as shown in [Figure 4](#sensors-18-01589-f004){ref-type="fig"}a,c. Using the proposed method, both two point targets were well preserved with sidelobes suppressed, the results of which are shown in [Figure 4](#sensors-18-01589-f004){ref-type="fig"}b,d. The validity of the proposed method has been verified.

To illustrate the sensitivity to noise of the proposed method, an analysis of the method performance as a function of signal-to-clutter ratio (SCR) was performed. Statistical results of the sidelobe reduced percentage for different SCRs from 3 dB to 60 dB, were obtained and shown in [Figure 5](#sensors-18-01589-f005){ref-type="fig"}. The sidelobes reduced percentage represents the reduced percentage of PSLR and ISLR between the SAR image, after processing with the proposed method and the unprocessed original SAR image. For every SCR, Monte Carlo simulations repeated one hundred times were applied to average the results of the sidelobes suppression effect. The proposed method was sensitive to the noise in the background. When SCR \< 15 dB, the sidelobes reduced percentage was close to zero. When SCR \> 15 dB, the sidelobes suppression effect was obvious. This method is suitable for SAR images with sparse targets in a relatively uniform background where SCR is greater than 15 dB. This experiment will help with defining the suitability for operational implementation of the proposed method with different SCRs.

Due to the sensitivity to noise in the background of the proposed method, experiments for two situations of SCR \> 15 dB and SCR \< 15 dB were performed in detail. Two sample cases of SCR = 20 dB and SCR = 10 dB for a single point target are shown in [Figure 6](#sensors-18-01589-f006){ref-type="fig"} and [Figure 7](#sensors-18-01589-f007){ref-type="fig"}. From the results shown in [Figure 6](#sensors-18-01589-f006){ref-type="fig"}, we find that the proposed method was effective for sidelobe suppression when SCR = 20 dB. However, the sidelobe suppression effect was slight when SCR = 10 dB, as shown in [Figure 7](#sensors-18-01589-f007){ref-type="fig"}. It reflects the fact that the proposed method is sensitive to noise. The proposed method can be well applied to situations where SCR \> 15 dB.

As an important part of the quality-improvement project of GF-3 satellite, GF-3 data was used extensively for testing the sidelobe suppression effect of the proposed method; some results are presented in the following. The GF-3 image around Tianjin harbor is displayed in [Figure 8](#sensors-18-01589-f008){ref-type="fig"}a. The processing result of the proposed method is shown in [Figure 8](#sensors-18-01589-f008){ref-type="fig"}b. By comparing the original GF-3 image and the reconstructed image through the proposed method, the sidelobe of ship targets has been suppressed a lot and the main details of the ship targets have been well reserved. It is concluded that the proposed method can significantly reach the goal of sidelobe suppression with resolution maintenance. However, it is worthwhile to mention that the proposed method is only suitable for scenes where targets can be regarded as sparse, especially for sea areas. For other complicated scenes, the proposed method might no longer be so effective in sidelobe suppression.

A full-polarization GF-3 pseudo-color image of the Indian Ocean is displayed in [Figure 9](#sensors-18-01589-f009){ref-type="fig"}a. The pseudo-color image is formed by the fusion of HH, HV and VV polarization channel SAR images. On the one hand, sidelobes of the reconstructed image shown in [Figure 9](#sensors-18-01589-f009){ref-type="fig"}b are apparently suppressed compared with the original image. On the other hand, the color and brightness of the target remained nearly unchanged. It indicates that the proposed method does not destroy amplitude and phase characteristics. The characteristics of amplitude and phase get preserved after processing with the proposed method.

5. Conclusions {#sec5-sensors-18-01589}
==============

The purpose of this paper was to solve the severe sidelobe interference of SAR images. A new method based on sparsity constraint regularization was proposed. A log function was adopted to measure the sparsity of targets and iteration was utilized to solve the optimum problem. This method has proven to be suitable for SAR images with sparse targets in a uniform background, where the SCR is greater than 15 dB. Furthermore, to evaluate the performance of the presented method, besides the employment of PSLR and ISLR; AE, PE and MM were firstly proposed to assess the performances of amplitude, phase and resolution-preserving properties, respectively. The PSLR and ISLR were prominently reduced with maintenance of resolution, amplitude and phase information.
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![Flow chart of the presented method.](sensors-18-01589-g001){#sensors-18-01589-f001}

![Experiment of point target (**a**) Imaging result of single-point target through conventional MF-based algorithm; (**b**) reconstructed image of (a) through the proposed method; (**c**) three-dimensional map of point target in (a); (**d**) three-dimensional map of reconstructed image in (b).](sensors-18-01589-g002){#sensors-18-01589-f002}

![Profile map analysis of the original image and reconstructed image. (**a**) Profile map of original image and reconstructed image in range direction; (**b**) profile map of original image and reconstructed image in azimuth direction. The blue dotted line and the red solid line represent the profile map of the original image and reconstructed image, respectively.](sensors-18-01589-g003){#sensors-18-01589-f003}

![Experiment of two point targets, one of which is partly masked by sidelobes of the other (**a**) Imaging result of two point targets through a conventional MF-based algorithm; (**b**) Reconstructed image of (a) through the proposed method; (**c**) Three-dimensional map of two point targets in (a); (**d**) Three-dimensional map of the reconstructed image in (b).](sensors-18-01589-g004){#sensors-18-01589-f004}

![Sidelobes reduced percentage as a function of SCR for a single point target (**a**) PSLR reduced percentage for different SCRs; (**b**) ISLR reduced percentage for different SCRs.](sensors-18-01589-g005){#sensors-18-01589-f005}

![Experiment of single point target with SCR = 20 dB. (**a**) Original SAR image of single point target with SCR = 20 dB; (**b**) processed image of (a) through the proposed method.](sensors-18-01589-g006){#sensors-18-01589-f006}

![Experiment of a single point target with SCR = 10 dB. (**a**) Original SAR image of a single point target with SCR = 10 dB; (**b**) processed image of (a) through the proposed method.](sensors-18-01589-g007){#sensors-18-01589-f007}

![Processing result of GF-3 image around Tianjin Harbor. (**a**) GF-3 image around Tianjin harbor; (**b**) Reconstructed GF-3 image through the proposed method.](sensors-18-01589-g008){#sensors-18-01589-f008}

![Processing results full-polarization GF-3 image of the Indian Ocean. (**a**) Full-polarization pseudo-color GF-3 image; (**b**) reconstructed full-polarization pseudo-color image of (a) through the proposed method.](sensors-18-01589-g009){#sensors-18-01589-f009}

sensors-18-01589-t001_Table 1

###### 

PSLR of the original image and reconstructed image in range and azimuth directions.

  Single Point Target   PSLR in Range Direction   PSLR in Azimuth Direction
  --------------------- ------------------------- ---------------------------
  Original image        −13.2584 dB               −13.2584 dB
  Reconstructed image   −29.2276 dB               −29.2276 dB
  PSLR difference       −15.9691 dB               −15.9691 dB
  Lowered percentage    120.45%                   120.45%

sensors-18-01589-t002_Table 2

###### 

ISLR of the original image and reconstructed image in range and azimuth directions.

  Single Point Target   ISLR in Range Direction   ISLR in Azimuth Direction
  --------------------- ------------------------- ---------------------------
  Original image        −10.2826 dB               −10.2826 dB
  Reconstructed image   −33.1467 dB               −33.1467 dB
  ISLR difference       −22.8641 dB               −22.8641 dB
  Lowered percentage    222.36%                   222.36%

sensors-18-01589-t003_Table 3

###### 

MM between the original image and the reconstructed image.

  Parameters   Range Direction   Azimuth Direction
  ------------ ----------------- -------------------
  MM           97.84%            97.84%

sensors-18-01589-t004_Table 4

###### 

AE and PE between the original image and the reconstructed image.

  Parameters   Point Target
  ------------ -------------------------
  AE           2.52%
  PE/rad       $7.27 \times 10^{- 33}$
