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Abstract—Hybrid optimal control problems are studied for a
general class of hybrid systems where autonomous and controlled
state jumps are allowed at the switching instants and in addition
to terminal and running costs switching between discrete states
incurs costs. The statements of the Hybrid Minimum Principle
and Hybrid Dynamic Programming are presented in this frame-
work and it is shown that under certain assumptions the adjoint
process in the Hybrid Minimum Principle and the gradient of the
value function in Hybrid Dynamic Programming are governed by
the same set of differential equations and have the same boundary
conditions and hence are almost everywhere identical to each
other along optimal trajectories. Analytic examples are provided
to illustrate the results and, in particular, a Riccati formalism
for linear quadratic hybrid tracking problems is presented.
I. INTRODUCTION
Pontryagin’s Minimum Principle (MP) [1] and Bellman’s
Dynamic Programming (DP) [2] serve as the two key tools
in optimal control theory. The Minimum Principle can be
considered as a generalization of Hamilton’s canonical system
in Classical Mechanics as well as an extension of Weierstrass’s
necessary conditions in Calculus of Variations [3], while
Dynamic Programming theory, including the Hamilton-Jacobi-
Bellman (HJB) equation, may be considered as an extension
of the Hamilton-Jacobi theory in Classical Mechanics and of
Carathe´odory’s theorem in Calculus of Variations [4]. Both
the MP and DP constitute necessary conditions for optimality
which under certain assumptions become sufficient (see e.g.
[4]–[8]). However, Dynamic Programming is widely used as
a set of sufficient conditions for optimality after the optimal
control extension of Carathe´odory’s sufficient conditions in
Calculus of Variations (see e.g. [4]–[6]).
The relationship between the Minimum Principle and Dy-
namic Programming, which were developed independently in
1950s, was addressed as early as the formal announcement of
the Pontryagin Minimum Principle [1]. In the classical optimal
control framework, this relationship has been elaborated by
many others since then (see e.g. [4]–[15]). The result states
that, under certain assumptions (see e.g. [5], [7]), the adjoint
process in the MP and the gradient of the value function in
DP are equal, a property which we shall sometimes refer to
as the adjoint-gradient relationship. While this relationship has
been proved in various forms, the majority of arguments are
based on the following two key elements: (i) the assumption
of the openness of the set of all points from which an optimal
transition to the reference trajectory is possible [1, p. 70] and
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(ii) the inference of the extremality of the reference optimal
state for the corresponding optimal control [1, p. 72]. Then
with the assumption of twice continuous differentiability of
the value function, the method of characteristics (see e.g. [5],
[7]) can be employed to obtain the aforementioned relationship
which is analogous to the derivation of the equivalence of
the Hamiltonian system and the Hamilton-Jacobi equation. For
certain classes of optimal control problems, the assumption of
twice differentiability is intrinsically satisfied since the total
cost can become arbitrarily large and negative if the second
partial derivative ceases to exist (see e.g. [15]). But in general,
even once differentiability of the value function is violated
at certain points for numerous problems (see e.g. [5], [6],
[14]–[17]). Consequently, the adjoint-gradient relationship is
usually expressed within the general framework of nonsmooth
analysis that declares the inclusion of the adjoint process
in the set of generalized gradients of the value function
[9]–[14]. However, the general expression of the adjoint-
gradient relationship in the framework of nonsmooth analysis
is unnecessary for optimal control problems with appropriately
smooth vector fields and costs, when the optimal feedback
control possesses an admissible set of discontinuities [7].
In contrast to classical optimal control theory, the relation
between the Minimum Principle and Dynamic Programming
in the hybrid systems framework has been the subject of
limited number of studies (see e.g. [18]–[20]). One of the
main difficulties in the discussion of hybrid systems is that
the term ”hybrid” is not restrictive enough and, inevitably,
the domains of definition of hybrid systems employed for
the derivation of the results of hybrid optimal control theory
(see e.g. [21]–[47]) do not necessarily intersect in a general
class of systems. This is especially due to the difference
in approach and the assumptions required for the derivation
of necessary and sufficient optimality conditions in the two
key approaches. Hence, in order to establish the relationship
between the Hybrid Minimum Principle (HMP) and Hybrid
Dynamic Programming (HDP), there is the preliminary task
of choosing an appropriately general class of hybrid systems
within which the desired HMP and HDP results are valid. This
is one of the tasks addressed in this paper before establishing
the relation between the Minimum Principle and Dynamic
Programming for classical and hybrid control systems.
The organisation of the paper is as follows: In Section
II a definition of hybrid systems is presented that covers a
general class of nonlinear systems on Euclidean spaces with
autonomous and controlled switchings and jumps allowed at
the switching states and times. Further generalizations such as
the lying of the system’s vector fields in Riemannian spaces
[28], [29], nonsmooth assumptions [21]–[24], [35], [36], and
state-dependence of the control value sets [30], as well as
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restrictions to certain subclasses such as those with regional
dynamics [40], [41], specified families of jumps [35]–[38]
and systems with locally controllable trajectories [27] which
are required for the sufficiency of the results are avoided so
that for the selected class of hybrid systems, the associated
Hybrid Minimum Principle, Hybrid Dynamic Programming
theory, together with their relationships, are derived in a
unified general framework. Similarly, the selected class of
hybrid optimal control problems in Section III covers a general
class of hybrid optimal control problems with a large range
of running, terminal and switching costs. With the exception
of the infinite horizon problems considered in [34]–[38], this
framework is in accordance with the majority of the work on
the Hybrid Minimum Principle (HMP) (see [18]–[20], [23]–
[30], [48], [49]) and a number of publications on Hybrid
Dynamic Programming (HDP) (see e.g. [39]–[42]) defined on
finite horizons.
The statement of the Hybrid Minimum Principle is pre-
sented in Section IV where necessary conditions are provided
for the optimality of the trajectory and the controls of a
hybrid system with fixed initial conditions and a sequence
of autonomous or controlled switchings. These conditions
are expressed in terms of the minimization of the distinct
Hamiltonians indexed by the discrete state sequence of the
hybrid trajectory. A feature of special interest is the set
of boundary conditions on the adjoint processes and the
Hamiltonian functions at autonomous and controlled switching
times and states; these boundary conditions may be viewed
as a generalization to the optimal control case of the Weier-
strass–Erdmann conditions of the calculus of variations [50].
In Section V, the Principle of Optimality is employed to
introduce the cost to go and the value functions. It is proved
that on a bounded set in the state space, the cost to go functions
are Lipschitz with a common Lipschitz constant which is inde-
pendent of the control and hence their infimum, i.e. the value
function, is Lipschitz with the same Lipschitz constant. The
necessary conditions of Hybrid Dynamic Programming are
then established in the form of the Hamilton-Jacobi-Bellman
(HJB) equation and the corresponding boundary conditions.
In Section VI, the main result is given describing the
relationship of the HMP and HDP. The proof is different
in approach from the classical arguments discussed earlier
and in particular, the sequence of proof steps appear in a
different order. To be specific, the optimality condition, i.e.
the Hamiltonian minimization property (ii) discussed earlier,
appears in the last step in order to emphasise the indepen-
dence of the dynamics of the cost gradient process from the
optimality of the control input. Consequently, assumption (i)
is used differently here from the classical proof methods and
in particular, the optimality of the transitions back to the ref-
erence trajectory is relaxed to the existence of (not necessarily
optimal) neighbouring trajectories. After the derivation of the
dynamics and boundary conditions for the cost gradient, or
sensitivity, corresponding to an arbitrary control input, it is
shown that an optimal control leads to the same dynamics
and boundary conditions for the optimal cost gradient process
as those for the adjoint process. Thus by the existence and
uniqueness properties of the governing ODE solutions, it is
concluded that the optimal cost gradient, i.e. the gradient of
the value function generated by the HJB, is equal to the adjoint
process in the corresponding HMP formulation.
Section VII provides illustrative examples and in Section
VIII a Riccati formalism for optimal tracking problems asso-
ciated with linear quadratic hybrid systems is presented.
II. HYBRID SYSTEMS
Definition 1. A hybrid system (structure) H is a septuple
H= {H, I,Γ,A,F,Ξ,M } , (1)
where the symbols in the expression and their governing
assumptions are defined as below.
A0: H := Q×M is called the (hybrid) state space of the
hybrid system H, where
Q= {1,2, ..., |Q|} ≡ {q1,q2, ...,q|Q|} , |Q|<∞, is a finite set
of discrete states (components), and
M = {Rnq}q∈Q is a family of finite dimensional continuous
valued state spaces, where nq ≤ n < ∞ for all q ∈ Q.
I := Σ×U is the set of system input values, where
Σ with |Σ| < ∞ is the set of discrete state transition
and continuous state jump events extended with the identity
element, and
U =
{
Uq
}
q∈Q is the set of admissible input control values,
where each Uq ⊂ Rmq is a compact set in Rmq .
The set of admissible (continuous) control inputs U (U) :=
L∞ ([t0,T∗) ,U), is defined to be the set of all measurable
functions that are bounded up to a set of measure zero on
[t0,T∗) ,T∗ < ∞. The boundedness property necessarily holds
since admissible input functions take values in the compact
set U .
Γ : H × Σ → H is a time independent (partially defined)
discrete state transition map.
Ξ : H × Σ → H is a time independent (partially defined)
continuous state jump transition map. All ξσ ∈ Ξ, ξσ :Rnq →
Rnp , p∈A(q,σ) are assumed to be continuously differentiable
in the continuous state x ∈ Rnq .
A : Q×Σ→Q denotes both a deterministic finite automaton
and the automaton’s associated transition function on the state
space Q and event set Σ, such that for a discrete state q ∈ Q
only the discrete controlled and uncontrolled transitions into
the q-dependent subset {A(q,σ) ,σ ∈ Σ} ⊂Q occur under the
projection of Γ on its Q components: Γ : Q×Rn×Σ→ H|Q.
In other words, Γ can only make a discrete state transition
in a hybrid state (q,x) if the automaton A can make the
corresponding transition in q.
F is an indexed collection of vector fields
{
fq
}
q∈Q such
that fq ∈ Ck fq (Rnq ×Uq→ Rnq), k fq ≥ 1, satisfies a joint
uniform Lipschitz condition, i.e. there exists L f <∞ such that∥∥ fq (x1,u1)− fq (x2,u2)∥∥ ≤ L f (‖x1− x2‖+‖u1−u2‖), for all
x,x1,x2 ∈ Rnq , u,u1,u2 ∈Uq, q ∈ Q.
M = {mα : α ∈ Q×Q,} denotes a collection of switching
manifolds such that, for any ordered pair α ≡ (α1,α2)= (p,q),
mα is a smooth, i.e. C∞, codimension 1 sub-manifold of Rnα1 ,
described locally by mα = {x : mα (x) = 0}. It is assumed that
mα ∩mβ = /0, whenever α1 = β1 but α2 6= β2, for all α,β ∈
Q×Q. 
We note that the case where mα is identified with its reverse
ordered version mα¯ giving mα = mα¯ is not ruled out by this
definition, even in the non-trivial case mp,p where α1 =α2 = p.
The former case corresponds to the common situation where
the switching of vector fields at the passage of the continuous
trajectory in one direction through a switching manifold is
reversed if a reverse passage is performed by the continuous
trajectory, while the latter case corresponds to the standard
example of the bouncing ball.
Switching manifolds will function in such a way that when-
ever a trajectory governed by the controlled vector field meets
the switching manifold transversally there is an autonomous
switching to another controlled vector field or there is a
jump transition in the continuous state component, or both.
A transversal arrival on a switching manifold mq,r, at state
xq ∈ mq,r =
{
x ∈ Rnq : mq,r (x) = 0
}
occurs whenever
∇mq,r (xq)T fq (xq,uq) 6= 0, (2)
for uq ∈Uq, and q,r ∈ Q. It is further assumed that:
A1: The initial state h0 := (q0,x(t0)) ∈ H is such that
mq0,q j (x0) 6= 0, for all q j ∈ Q. 
Definition 2. A hybrid input process is a pair IL ≡ I[t0,t f )L :=
(SL,u) defined on a half open interval
[
t0, t f
)
, t f < ∞, where
u ∈ U and SL = ((t0,σ0) ,(t1,σ1) , · · · ,(tL,σL)), L < ∞, is a
finite hybrid sequence of switching events consisting of a
strictly increasing sequence of times τL := {t0, t1, t2, . . . , tL}
and a discrete event sequence σ with σ0 = id and σi ∈ Σ,
i ∈ {1,2, · · · ,L}. 
Definition 3. A hybrid state process (or trajectory) is
a triple (τL,q,x) consisting of the sequence of switching
times τL = {t0, t1, . . . , tL}, L < ∞, the associated sequence
of discrete states q = {q0,q1, . . . ,qL}, and the sequence
x(·) = {xq0 (·) ,xq1 (·) , . . . ,xqL (·)} of piece-wise differentiable
functions xqi (·) : [ti, ti+1)→ Rnqi . 
Definition 4. The input-state trajectory for the hybrid system
H satisfying A0 and A1 is a hybrid input IL = (SL,u) together
with its corresponding hybrid state trajectory (τL,q,x) defined
over
[
t0, t f
)
, t f < ∞, such that it satisfies:
(i) Continuous State Dynamics: The continuous state
component x(·) = {xq0 (·) ,xq1 (·) , . . . ,xqL (·)} is a piecewise
continuous function which is almost everywhere differentiable
and on each time segment specified by τL satisfies the dynam-
ics equation
x˙qi (t) = fqi (xqi (t) ,u(t)), a.e. t ∈ [ti, ti+1), (3)
with the initial conditions
xq0 (t0) = x0, (4)
xqi (ti) = ξσi
(
xqi−1 (ti−)
)
:= ξσi
(
lim
t↑ti
xqi−1 (t)
)
, (5)
for (ti,σi) ∈ SL. In other words, x(·) ={
xq0 (·) ,xq1 (·) , . . . ,xqL (·)
}
is a piecewise continuous function
which is almost everywhere differentiable and is such that
each xqi (·) satisfies
xqi (t) = xqi (ti)+
∫ t
ti
fqi (xqi (s) ,u(s))ds, (6)
for t ∈ [ti, ti+1).
(ii) Autonomous Discrete Transition Dynamics: An
autonomous (uncontrolled) discrete state transition from qi−1
to qi together with a continuous state jump ξσi occurs at the
autonomous switching time ti if xqi−1 (ti−) := limt↑ti xqi−1 (t)
satisfies a switching manifold condition of the form
mqi−1qi
(
xqi−1 (ti−)
)
= 0, (7)
for qi ∈ Q, where mqi−1qi (x) = 0 defines a (qi−1,qi)
switching manifold and it is not the case that either (i)
xqi−1 (ti−) ∈ ∂mqi−1qi or (ii) fqi−1
(
xqi−1 (ti−) ,uqi−1 (ti−)
) ⊥
∇mqi−1qi
(
xqi−1 (ti−)
)
, i.e. ti is not a manifold termination
instant (see [51]). With the assumptions A0 and A1 in force,
such a transition is well defined and labels the event σqi−1qi ∈
Σ, that corresponds to the hybrid state transition
h(ti)≡(qi,xqi (ti))=
(
Γ
(
qi−1,σqi−1qi
)
,ξσqi−1qi
(
x(ti−)qi−1
))
. (8)
(iii) Controlled Discrete Transition Dynamics: A controlled
discrete state transition together with a controlled continuous
state jump ξσ occurs at the controlled discrete event time ti if
ti is not an autonomous discrete event time and if there exists
a controlled discrete input event σqi−1qi ∈ Σ for which
h(ti)≡(qi,xqi (ti))=
(
Γ
(
qi−1,σqi−1qi
)
,ξσqi−1qi
(
x(ti−)qi−1
))
, (9)
with
(
ti,σqi−1qi
) ∈ SL and qi ∈ A(qi−1). 
Theorem 2.1. Existence and Uniqueness of Solution Tra-
jectories for Hybrid Systems [51]: A hybrid system H with
an initial hybrid state (q0,x0) satisfying assumptions A0 and
A1 possesses a unique hybrid input-state trajectory on [t0,T∗∗),
where T∗∗ is the least of
(i) T∗ ≤ ∞, where [t0,T∗) is the temporal domain of the
definition of the hybrid system,
(ii) a manifold termination instant T∗ of the tra-
jectory h(t) = h(t,(q0,x0) ,(SL,u)), t ≥ t0, at which ei-
ther x(T∗−) ∈ ∂mq(T∗−)q(T∗) or fq(T∗−) (x(T∗−) ,u(T∗−)) ⊥
∇mq(T∗−)q(T∗) (x(T∗−)). 
We note that Zeno times, i.e. accumulation points of discrete
transition times, are ruled out by Definitions 2, 3 and 4.
III. HYBRID OPTIMAL CONTROL PROBLEM
A2: Let
{
lq
}
q∈Q , lq ∈ Cnl (Rnq ×Uq→ R+) ,nl ≥ 1, be a
family of cost functions with nl = 2 unless otherwise stated;{
cσ j
}
σ j∈Σ ∈ C
nc
(
Rnq j−1 ×Σ→ R+
)
,nc ≥ 1, be a family of
switching cost functions; and g∈Cng (Rnq f → R+) ,ng ≥ 1, be
a terminal cost function satisfying the following assumptions:
(i) There exists Kl < ∞ and 1 ≤ γl < ∞ such
that
∣∣lq (x,u)∣∣ ≤ Kl (1+‖x‖γl) and ∣∣lq (x1,u1)− lq (x2,u2)∣∣ ≤
Kl (‖x1− x2‖+‖u1−u2‖), for all x ∈ Rnq , u ∈Uq, q ∈ Q.
(ii) There exists Kc <∞ and 1≤ γc <∞ such that
∣∣cσ j (x)∣∣≤
Kc
(
1+‖x‖γc), x ∈ Rnq j−1 ,σ j ∈ Σ.
(iii) There exists Kg <∞ and 1≤ γg <∞ such that |g(x)| ≤
Kg
(
1+‖x‖γg), x ∈ Rnq f .

Consider the initial time t0, final time t f < ∞, and initial
hybrid state h0 = (q0,x0). With the number of switchings L
held fixed, the set of all hybrid input trajectories in Def-
inition 2 with exactly L switchings is denoted by IL, and
for all IL := (SL,u) ∈ IL the hybrid switching sequences
take the form SL =
{
(t0, id) ,
(
t1,σq0q1
)
, . . . ,
(
tL,σqL−1qL
)} ≡
{(t0,q0) ,(t1,q1) , . . . ,(tL,qL)} and the corresponding con-
tinuous control inputs are of the form u ∈ U =⋃L
i=0 L∞ ([ti, ti+1) ,Uqi), where tL+1 = t f .
Let IL be a hybrid input trajectory that by Theorem 2.1
results in a unique hybrid state process. Then hybrid per-
formance functions for the corresponding hybrid input-state
trajectory are defined as
J
(
t0, t f ,h0,L; IL
)
:=
L
∑
i=0
∫ ti+1
ti
lqi (xqi (s) ,uqi (s))ds
+
L
∑
j=1
cσ j
(
t j,xq j−1 (t j−)
)
+g
(
xqL
(
t f
))
. (10)
Definition 5. The Bolza Hybrid Optimal Control Problem
(BHOCP) is defined as the infimization of the hybrid cost
(10) over the family of hybrid input trajectories IL, i.e.
Jo
(
t0, t f ,h0,L
)
= inf
IL∈IL
J
(
t0, t f ,h0,L; IL
)
. (11)

Definition 6. The Mayer Hybrid Optimal Control Problem
(MHOCP) is defined as a special case of the BHOCP where
lq (xq,uq) = 0 for all q ∈Q and cσ j
(
t j,xq j−1 (t j−)
)
= 0 for all
σ j ∈ Σ, 1≤ j ≤ L. 
Remark 3.1. The Relationship between Bolza and Mayer
Hybrid Optimal Control Problems: In general, a BHCOP
can be converted into an MHCOP with the introduction of
the auxiliary state component z and the extension of the
continuous valued state to
xˆq :=
[
zq
xq
]
. (12)
With the definition of the augmented vector fields as
˙ˆxq = fˆq (xˆq,uq) :=
[
lq (xq,uq)
fq (xq,uq)
]
, (13)
subject to the initial condition
hˆ0 =
(
q0, xˆq0 (t0)
)
=
(
q0,
[
0
x0
])
, (14)
and with the switching boundary conditions governed by the
extended jump function defined as
xˆq j(t j)= ξˆσ j
(
xˆq j−1(t j−)
)
:=
zq j−1(t j−)+ cσ j (xq j−1(t j−))
ξσ j
(
xq j−1 (t j−)
)  ,
(15)
the cost (10) of the BHOCP turns into the Mayer form with
J
(
t0, t f , hˆ0,L; IL
)
:= gˆ
(
xˆqL
(
t f
))
, (16)
where gˆ
(
xˆqL
(
t f
))
= zqL
(
t f
)
+g
(
xqL
(
t f
))
. 
IV. HYBRID MINIMUM PRINCIPLE
Theorem 4.1. [52] Consider the hybrid system H subject to
assumptions A0-A2, and the HOCP (11) for the hybrid perfor-
mance function (10). Define the family of system Hamiltonians
by
Hq (xq,λq,uq) = λTq fq (xq,uq)+ lq (xq,uq) , (17)
xq,λq ∈ Rnq , uq ∈Uq, q ∈ Q. Then for an optimal switching
sequence qo and along the corresponding optimal trajectory
xo, there exists an adjoint process λ o such that
x˙oq =
∂Hqo
∂λq
(
xoq,λ
o
q ,u
o
q
)
, (18)
λ˙ oq =−
∂Hqo
∂xq
(
xoq,λ
o
q ,u
o
q
)
, (19)
almost everywhere t ∈ [t0, t f ] with
xoqo0 (t0) = x0, (20)
xoqoj (t j) = ξσ j
(
xoqoj−1 (t j−)
)
, (21)
λ oqoL
(
t f
)
= ∇g
(
xoqoL
(
t f
))
, (22)
λ oqoj−1 (t j−)≡ λ
o
qoj−1
(t j) = ∇ξσ j
Tλ oqoj (t j+)+∇cσ j + p∇m, (23)
where p ∈ R when t j indicates the time of an autonomous
switching, and p= 0 when t j indicates the time of a controlled
switching. Moreover,
Hqo (xo,λ o,uo)≤ Hqo (xo,λ o,u) , (24)
for all u ∈Uqo , that is to say the Hamiltonian is minimized
with respect to the control input, and at a switching time t j
the Hamiltonian satisfies
Hqoj−1 (x
o,λ o,uo)|t j− ≡ Hqoj−1 (t j)
= Hqoj (t j)≡ Hqoj (xo,λ o,uo)|t j+ . (25)

We note that the gradient of the state transition jump map
∇ξσ j =
∂ξσ j (xq j−1 )
∂xq j−1
≡ ∂xq j∂xq j−1 is not necessarily square due to the
possibility of changes in the state dimension, but the boundary
conditions (23) are well-defined for hybrid optimal control
problems satisfying A0-A2.
Remark 4.2. For an HOCP represented in the Bolza form (as
in Definition 5) and the corresponding Mayer representation
(as in Definition 6 and through Remark 3.1) the corresponding
HMP results are given by (see also [19])
λˆTq fˆq (xˆq,uq)≡ Hˆq
(
xˆ, λˆ ,u
)
= Hq (x,λ ,u)≡ λTq fq (xq,uq)+ lq (xq,uq) , (26)
and
λˆq (t) =
[
1
λq (t)
]
. (27)

V. HYBRID DYNAMIC PROGRAMMING
Definition 7. Consider the hybrid system (1) and the class
of HOCP (11) with the hybrid cost (10). At an arbitrary
instant t ∈ [t0, t f ], an initial hybrid state h=(q,x)∈Q×Rnq ,
and a specified number of remaining switchings L− j+1
corresponding to t ∈ (t j−1, t j], the cost to go subject to the
hybrid input process IL− j+1 ≡ I[t,t f ]L− j+1 is given by
J
(
t, t f ,q,x,L− j+1; IL− j+1
)
=
∫ t j
t
lq (xq,uq)ds+
L
∑
i= j
cσqi−1qi
(
ti,xqi−1 (ti−)
)
+
L
∑
i= j
∫ ti+1
ti
lqi (xqi (s) ,u(s))ds+g
(
xqL
(
t f
))
. (28)
The value function is defined as the optimal cost to go over
the corresponding family of hybrid control inputs, i.e.
V (t,q,x,L− j+1) := inf
IL−j+1
J
(
t, t f ,q,x,L− j+1; IL−j+1
)
. (29)

Theorem 5.1. With the assumptions A0-A2 in force, the
value function (29) is Lipschitz in x uniformly in t for all
t ∈ ⋃Li=0 (ti, ti+1), i.e. for Br = {x ∈ Rn : ‖x‖< r} and for all
t ∈ (ti, ti+1), x ≡ xt ∈ Br there exist a neighbourhood Nrx (xt)
and a constant 0 < K < ∞ such that
|V (t,q,xt,L− j+1)−V (s,q,xs,L− j+1)|<K
(
‖xt−xs‖2+|s−t|2
)
1
2 ,
(30)
for s ∈ (ti, ti+1) and xs ∈ Nrx (xt). 
Proof: See Appendix A.
Definition 8. Let M(i) denote the set of all (t,x) ∈
R×⋃Li=0Rnqi for which the i’th derivatives of V exist and
are continuous. 
Note that from Theorem 5.1, it is concluded that M(0) ⊇⋃L
i=0 (ti, ti+1)×Rnqi , i.e. the value function is at most discon-
tinuous at the switching instants with non-zero switching costs
and non-identity jump maps.
Corollary 5.2. From Theorem 5.1 and Rademacher’s theorem
(see e.g. [7], [53], [54]), the Lipschitz property of the value
function implies the differentiability almost everywhere, and
hence the set M(1) is dense in
⋃L
i=0 [ti, ti+1]×Rnqi . 
Theorem 5.3. [52] Consider the hybrid system H and the
HOCP (11) together with the assumptions A0-A2 as above.
Then for all (t,xqi) ∈ M(1), qi ∈ Q, the Hamilton-Jacobi-
Bellman (HJB) equation holds, i.e.
− ∂V
∂ t
= inf
uqi
{
lqi (xqi ,uqi)+
〈
∇V, fqi (xqi ,uqi)
〉}
, (31)
a.e. t ∈ (ti, ti+1), 0≤ i≤ L subject to the terminal condition
V
(
t f ,qL,x,0
)
= g(xqL) , (32)
and at the switching times t j ∈ τL = {t1, · · · , tL} subject to the
boundary conditions
V (t j,q,x,L− j+1)=min
σ j∈Σ j
{
V
(
t j,Γ(q,σj),ξσ j(x),L− j
)
+cσ j(x)
}
,
(33)
and
lq (x,uo (t j−,x))+
〈
∇V, fq (x,uo (t j−,x))
〉
≡−∂
∂ t
V (t j−,q,x,L− j+1)=−∂∂ t V
(
t j,Γ(q,σ j) ,ξσ j (x),L− j
)
≡ l
Γ(q,σ j)
(
ξ (x)σ j ,u
o
(
t j,ξ
(x)
σ j
))
+
〈
∇V, f
Γ(q,σ j)
(
ξ (x)σ j ,u
o
(
t j,ξ
(x)
σ j
))〉
,
(34)
where if (t j,x) ∈ R×Rnq j−1 belong to a controlled switch-
ing set then Σ j = Σ subject to the automaton constraint
that Γ(q,σ j) is defined; and in the case of an autonomous
switching, the set Σ j is reduced to a subset of discrete inputs
which are consistent with the switching manifold condition
mq,Γ(q,σ j) (xq) = 0. In the above equation, the notation u
o (t,x)
indicates the optimal [continuous valued] input corresponding
to x at the instant t. 
Definition 9. A feedback control input I[
t,t f ]
L− j+1 (t,q,x) =(
SL− j+1,uq(τ) (τ,x)
)
, τ ∈ [t, t f ] is said to have an admissible
set of discontinuities, if for each q ∈ Q, the discontinuities
of the continuous valued feedback control uq (t,x) and the
discrete valued feedback input σ (t,q,x) are located on lower
dimensional manifolds in the time and state space R×Rnq . 
We note that by A0 an autonomous discrete valued control
input σ necessarily satisfies the lower dimensional manifold
switching set condition of Definition 9 where the sets consti-
tute C∞ submanifolds.
Remark 5.4. For classical (i.e. non-hybrid) systems, a more
detailed definition of a feedback control law with an admissi-
ble set of discontinuities can be found in [7, pp. 90–97]. The
necessary conditions for the Lipschitz continuity of the optimal
feedback control are discussed in [55], [56], and sufficient
conditions for continuity with respect to initial conditions are
given in [57].
VI. THE RELATIONSHIP BETWEEN THE HYBRID MINIMUM
PRINCIPLE AND HYBRID DYNAMIC PROGRAMMING
Theorem 6.1. Evolution of the Cost Sensitivity along a
General Trajectory: Consider the hybrid system H together
with the assumptions A0-A2 and the hybrid cost to go (28).
Then for a given hybrid feedback control I[
t,t f ]
L− j+1 (t,q,x) with
an admissible set of discontinuities, the sensitivity function
∇J ≡ ∂∂x J
(
t, t f ,q,x,L− j+1; IL− j+1
)
satisfies:
d
dt
∇J =−
([
∂ fq (x,u)
∂x
]T
∇J+
∂ lq (x,u)
∂x
)
, (35)
subject to the terminal conditions:
∇J
(
t f ,qL,x,0; I0
)
= ∇g(x) , (36)
and the boundary conditions:
∇J
(
t j−,q j−1,x,L− j+1; IL− j+1
)
≡ ∇J (t j,q j−1,x,L− j+1; IL− j+1)
= ∇ξσ j
∣∣T
x
∇J
(
t j+,q j,ξσ j (x) ,L− j; IL− j
)
+ p∇m|x+∇c|x ,
(37)
with p = 0 when (t j,x) ∈ R×Rnq j−1 belong to a controlled
switching set, and
p =
[
∇J
(
t j+,q j,ξσ j (x) ,L− j; IL− j
)]T f ξ ,q j−1q j ,ξ + lq j−1q j ,ξ
∇mT fq j−1 (x,u(t j−))
, (38)
when (t j,x) ∈ R×Rnq j−1 belong to an autonomous switch-
ing set, and where in the above equation f
ξ ,q j−1
q j ,ξ
:=
fq j
(
ξσ j
(
xq j−1(t j−)
)
,uq j(t j)
)
−∇ξ fq j−1
(
xq j−1(t j−) ,uq j−1(t j−)
)
and l
q j−1
q j ,ξ
:= lq j
(
ξσ j
(
xq j−1
)
,uq j(t j)
)
− lq j−1
(
xq j−1,uq j−1(t j−)
)
. 
Proof: We first prove that (35) holds for t ∈ (tL, tL+1] ≡(
tL, t f
]
with the terminal condition (36). Then by assuming
that (35) holds for t ∈ (t j, t j+1], j ≤ L we show that it also
holds for t ∈ (t j−1, t j] with the boundary condition (37), with
p = 0 when t j indicates the time of a controlled switching,
and with p given by (38) when t j ∈ τL indicates the time of
an autonomous switching. Hence, by mathematical induction,
the relation is proved for all t ∈ [t0, t f ].
(i) No Switching Ahead: First, consider a Lebesgue time
t ∈ [tL, tL+1]≡
[
tL, t f
]
and the hybrid trajectory passing through
(qL,x), and consider the cost to go (28) for I0 which is
J (t,qL,x,0; I0) =
∫ t f
t
lqL (xs,us)ds+g
(
x f
)
. (39)
Since by Definition 9 the discontinuities in x of I[
t,t f ]
0 ≡
u[t,t f ] lie on lower dimensional sets which are closed in the
induced topology of the space, the partial derivative of J with
respect to x exists in an open neighbourhood of (t,x), and is
derived as
∂J (t,qL,x,0; I0)
∂x
=
∂
∂x
∫ t f
t
lqL
(
x(s)qL ,u
(s)
qL
)
ds+
∂
∂x
g
(
x(
t f )
qL
)
=
∫ t f
t
∂
∂x
lqL (xs,us)ds+
∂
∂x
g
(
x f
)
, (40)
which is equivalent to
∂J (t,qL,x,0; I0)
∂x
=
∫ t f
t
[
∂xs
∂x
]T∂ lqL(xs,us)
∂xs
ds+
[
∂x f
∂x
]T∂g(x f )
∂x f
.
(41)
Taking t = t f the terminal condition for ∂J∂x is seen to be
determined by
∂J
(
t f ,qL,x,0; I0
)
∂x
= ∇x f g
(
x f
)≡ ∇g(x) , (42)
because x f = x when t = t f . Hence, (36) is proved. With the
notation xs = φqL (s, t,x) and with the smoothness provided by
the assumptions A0-A2 for the given control input with an
admissible set of discontinuities, we have
d
ds
(
∂
∂x
xs
)
=
d
ds
(
∂
∂x
φqL (s, t,x)
)
=
∂
∂x
(
d
ds
φqL (s, t,x)
)
=
∂
∂x
( fqL (φqL (s, t,x) ,u)) , (43)
from which we obtain
d
ds
(
∂xs
∂x
)
=
[
∂ fqL
∂xs
]T ∂φqL (s, t,x)
∂x
, (44)
with
∂φqL(t,t,x)
∂x =InqL×nqL , since φqL(t, t,x)=x. Let Φ
qL
s,t∈RnqL×nqL
denote the solution of
Φ˙qLs,t = ∇xs fqL (xs,us)
T ΦqLs,t ≡
[
∂ fqL (xs,us)
∂xs
]T
ΦqLs,t , (45)
with ΦqLt,t = InqL×nqL . By the uniqueness of the solutions to (44)
and (45): ∂
∂x
φqL (s, t,x) =Φ
qL
s,t , (46)
for all x ∈ RnqL . Also by the semi-group property:
x = φqL (s, t,xt) = φqL (s, t,φqL (t,s,x)) , (47)
and hence by taking the derivative with respect to x we have
InqL×nqL =
∂φqL (s, t,z)
∂ z
∣∣∣∣
z=φ(t,s,xs)
∂φqL (t,s,x)
∂x
, (48)
which by (46) is equivalent to
InqL×nqL =Φ
qL
s,tΦ
qL
t,s . (49)
For all r,s, t ∈ (tL, t f ] it is the case that
d
ds
ΦqLs,r =
[
∂ fqL (xs,us)
∂xs
]T
ΦqLs,r , Φ
qL
r,r = InqL×nqL , (50)
d
ds
(
ΦqLs,tΦ
qL
t,r
)
=
([
∂ fqL (xs,us)
∂xs
]T
ΦqLs,t
)
ΦqLt,r
=
[
∂ fqL (xs,us)
∂xs
]T (
ΦqLs,tΦ
qL
t,r
)
, (51)
where for (51) at s= r the condition ΦqLr,tΦ
qL
t,r = InqL×nqL holds.
Hence, from the uniqueness of the solution to the ODEs (50)
and (51) we obtain ΦqLs,tΦ
qL
t,r =Φ
qL
s,r. Furthermore, (49) gives
0 =
dΦqLs,t
dt
ΦqLt,s +Φ
qL
s,t
dΦqLt,s
dt
, (52)
and hence
dΦqLs,t
dt
=−ΦqLs,t
dΦqLt,s
dt
[
ΦqLt,s
]−1
=−ΦqLs,t
[
∂ fqL (xt ,ut)
∂xt
]T
ΦqLt,s
[
ΦqLt,s
]−1
=−ΦqLs,t
[
∂ fqL (xt ,ut)
∂xt
]T
.
(53)
Differentiating (41) with respect to t along a trajectory
(qL,x) gives
d
dt
∂J (t,qL,x,0; I0)
∂x
=
d
dt
∫ t f
t
∂φ (s,t,x)qL
∂x
T
∂ l(z,us)qL
∂ z
∣∣∣∣∣
z=φqL(s,t,x)
ds+
d
dt
∂φ(
t f ,t,x)
qL
∂x
T
∂g
∂ z
∣∣∣∣
z=φqL(t f ,t,x)
=−
{[
∂φqL (s, t,x)
∂x
]T ∂ lqL (z,us)
∂ z
∣∣∣∣
z=φqL (s,t,x)
}
s=t
+
∫ t f
t
d
dt
{[
∂φqL (s, t,x)
∂x
]T ∂ lqL (z,us)
∂ z
∣∣∣∣
z=φqL (s,t,x)
}
ds
+
d
dt
[
∂φqL
(
t f , t,x
)
∂x
]T
∂g
∂ z
∣∣∣∣
z=φqL(t f ,t,x)
=−
{
In×n.
∂ lqL (xt ,ut)
∂xt
}
+
∫ t f
t
{
−
[
∂ fqL (xt ,ut)
∂xt
]T[∂φqL (s, t,x)
∂x
]T∂ lqL (z,us)
∂ z
∣∣∣∣
z=φqL (s,t,x)
+0
}
ds
+
−
[
∂ fqL (xt ,ut)
∂xt
]T[∂φqL (t f , t,x)
∂x
]T
∂g(z)
∂ z
∣∣∣∣
z=φqL(t f ,t,x)
+0
 ,
(54)
where the zero terms arise from
d
dt
∇zlqL (z,us)
∣∣
z=φqL (s,t,x)
=
d
dt
∇xs lqL (xs,us) = 0, (55)
d
dt
∇zg(z,us)|z=φqL(t f ,t,x) =
d
dt
∇x f g
(
x f
)
= 0. (56)
Hence,
d
dt
∂J (t,qL,x,0; I0)
∂x
=−∂ lqL (xt ,ut)
∂xt
−
[
∂ f (xt ,ut )qL
∂xt
]T{∫ t f
t
[
∂xs
∂x
]T ∂ l(xs,us)qL
∂xs
ds+
[
∂x f
∂x
]T ∂g(x f )
∂x f
}
,
(57)
which gives
d
dt
∂J (t,qL,x,0; I0)
∂x
=−
[
∂ f (x,u)qL
∂x
]T
∂J (t,qL,x,0; I0)
∂x
− ∂ l
(x,u)
qL
∂x
,
(58)
with
∂J
∂x
(
t f ,qL,x,0; I
[t f ,t f ]
0
)
= ∇x f g
(
x f
)≡ ∇xg(x) . (59)
(ii) A Controlled Switching Ahead: Now assume that (35)
holds for θ ∈ (t j, t j+1], j≤ L when t j ∈ τL indicates a time of
a controlled switching. Then for t j−1 < t ≤ t j < θ ≤ t j+1
J
(
t,q j−1,x,L− j+1; I[t,t f ]L−j+1
)
=
∫ t j
t
l(xs,us)q j−1 ds+ c
(x(t j−))
σ j
+
∫ θ
t j
l(xω ,uω )q j dω+ J
(
θ ,q j,xθ ,L− j; I[θ ,t f ]L− j
)
, (60)
where
xθ =ξ
(
xt+
∫ t j−
t
fq j−1 (xs,us)ds
)
+
∫ θ
t j
fq j (xω ,uω)dω. (61)
This gives
∂J
(
t,q j−1,x,L− j+1; IL− j+1
)
∂x
=
∂
∂x
∫ t j
t
l(xs,us)q j−1 ds
+
∂c(
x(t j−))
σ j
∂x
+
∂
∂x
∫ θ
t j
l(xω ,uω )q j dω+
∂J (θ ,q j,xθ ,L− j; IL− j)
∂x
,
(62)
which is equivalent to
∂J
(
t,q j−1,x,L− j+1; IL− j+1
)
∂x
=
∫ t j
t
[
∂xs
∂x
]T ∂ l(xs,us)q j−1
∂xs
ds
+
[∂xt j−
∂x
]T ∂c(xt j−)
∂xt j−
+
∫ θ
t j
[
∂xω
∂x
]T ∂ lq j (xω ,uω)
∂xω
dω
+
[
∂xθ
∂x
]T ∂J (θ ,q j,xθ ,L− j; IL− j)
∂xθ
, (63)
with
∂xθ
∂x
=
∫ θ
t j
∂ fq j (xω ,uω)
∂x
dω+
∂ξ
(
xt +
∫ t j
t fq j−1 (xs,us)ds
)
∂x
=
∫ θ
t j
∂ fq j (xω ,uω)
∂x
dω+
∂ξ
(
xt j−
)
∂x
, (64)
from which we obtain
∂xθ
∂x
=
∫ θ
t j
[
∂xω
∂x
]T ∂ fq j (xω ,uω)
∂xω
dω+
[∂xt j−
∂x
]T ∂ξ (xt j−)
∂xt j−
.
(65)
In particular, for x= xt as t ↑ t j and for xθ as θ ↓ t j equation
(63) becomes
∂J
(
t j−,q j−1,xt j−,L− j+1; IL−j+1
)
∂xt j−
=
∫ t j
t j−
[
∂xs
∂x
]T ∂ lq j−1(xs,us)
∂xs
ds
+
[
∂xt j−
∂xt j−
]T
∂c
(
xt j−
)
∂xt j−
+
∫ t j+
t j
[
∂xs
∂x
]T ∂ lq j (xs,us)
∂xs
ds
+
[
∂xt j+
∂xt j−
]T
∂J
(
t j+,q j,xt j+,L− j; IL− j
)
∂xt j+
, (66)
which is equivalent to
∂J
(
t j−,q j−1,xt j−,L− j+1; IL− j+1
)
∂xt j−
=
∂c
(
xt j−
)
∂xt j−
+
[
∂xt j+
∂xt j−
]T
∂J
(
t j+,q j,xt j+,L− j; IL− j
)
∂xt j+
, (67)
and also (65) turns into
∂xt j+
∂xt j−
=
∫ t j+
t j
[
∂xω
∂x
]T ∂ fq j (xω ,uω)
∂xω
dω+
[
∂xt j−
∂xt j−
]T
∂ξ
(
xt j−
)
∂xt j−
,
(68)
which gives
∂xt j+
∂xt j−
=
∂ξ
(
xt j−
)
∂xt j−
= ∇ξ |xt j− . (69)
Hence,
∂J
(
t j−,q j−1,xt j−,L− j+1; I
[t j ,t f ]
L− j+1
)
∂xt j−
=
∂c
(
xt j−
)
∂xt j−
+ ∇ξ |Txt j−
∂J
(
t j+,q j,xt j+,L− j; I
[t j+,t f ]
L− j
)
∂xt j+
.
(70)
and therefore, (37) is shown to hold with p = 0 for the
controlled switching case. Writing
J
(
t,q j−1,x,0; IL− j+1
)
=
∫ t j
t
lq j−1 (xs,us)ds
+ J
(
t,q j−1,x(t j−) ,L− j+1; IL− j+1
)
, (71)
and following a similar procedure as in part (i) of the proof,
equation (35) is derived for t ∈ (t j−1, t j].
(iii) An Autonomous Switching Ahead: Now assume that
(35) holds for all θ ∈ (t j, t j+1], j≤ L when t j ∈ τL indicates a
time of an autonomous switching. Then taking the derivative of
both sides of the equality (60) with respect to x at t ∈ (t j−1, t j],
with t j−1 < t ≤ t j < θ ≤ t j+1, yields
∂J
(
t,q j−1,x,L− j+1; IL− j+1
)
∂x
=
∂
∂x
∫ t j
t
l(xs,us)q j−1 ds+
∂c(x(t j−))
∂x
+
∂
∂x
∫ θ
t j
lq j (xω ,uω)dω+
∂J (θ ,q j,xθ ,L− j; IL− j)
∂x
, (72)
which gives
∂J
(
t,q j−1,x,L− j+1; IL− j+1
)
∂x
=
∂ t j
∂x
lq j−1 (xs,us)
∣∣∣
s=t j−
+
∫ t j
t
[
∂xs
∂x
]T ∂ lq j−1 (xs,us)
∂xs
ds+
[∂xt j−
∂x
]T ∂c(xt j−)
∂xt j−
− ∂ t j
∂x
lq j (xω ,uω)
∣∣
ω=t j
+
∫ θ
t j
[
∂xω
∂x
]T ∂ lq j (xω ,uω)
∂xω
dω
+
[
∂xθ
∂x
]T ∂J (θ ,q j,xθ ,L− j; IL− j)
∂xθ
, (73)
with the derivative of (61) derived as
∂xθ
∂x
=
∂
∂x
ξ
(
xt +
∫ t j
t
f (xs,us)q j−1 ds
)
− ∂ t j
∂xt j−
f (xω ,uω )q j
∣∣∣
ω=t j
+
∫ θ
t j
∂ f (xω ,uω )q j
∂x
dω =
∂ξ (z)
∂ z
∣∣∣∣T
z=xt+
∫ t j
t f
(xs,us)
q j−1 ds
∂
∂x
(
xt+
∫ t j
t
f (xs,us)q j−1 ds
)
− ∂ t j
∂xt j−
fq j
(
xt j ,ut j
)
+
∫ θ
t j
∂ fq j (xω ,uω)
∂x
dω , (74)
which gives
∂xθ
∂x
=− ∂ t j
∂xt j−
fq j
(
xt j ,ut j
)
+
∫ θ
t j
∂ fq j (xω ,uω)
∂x
dω
+∇ξ |xt−j
(
In×n+
∂ t j
∂xt j−
f
(
xt j−,ut j−
)
q j−1 +
∫ t j
t
∂xs
∂x
T∂ f (xs,us)q j−1
∂xs
ds
)
.
(75)
Note that in the above equations, the partial derivative ∂ t j∂xt j−
is not necessarily zero because for δxt ∈ Rn the perturbed
trajectory xs + δxs arrives on the switching manifold m at a
different time t ′j− = (t j +δ t j)−, δ t j ∈ R. Consider a locally
modified control I′L− j+1 of the form
I′L− j+1 =
(
(t j +δ t,σ j) ,u′
)
, (76)
with
u′s =

us s ∈ [t, t j)
u(t j−) s ∈ [t j, t j +δ t)
us s ∈
[
t j +δ t, t j+1
) , (77)
if δ t ≥ 0 and
u′s =

us s ∈ [t, t j +δ t)
u(t j)≡ u(t j+) s ∈ [t j +δ t, t j)
us s ∈
[
t j, t j+1
) , (78)
if δ t < 0. Since I′L− j+1 = IL− j+1 holds everywhere except only
on [t j, t j +δ t) (or [t j +δ t, t j) if δ t < 0), the measure of the
set of modified controls is of the order |δ t|. Evidently the
perturbed trajectory arrives on the switching manifold when
m
(
xt j+δ t j−+δxt j+δ t j−
)
= 0. (79)
For δ t ≥ 0 we may write
m
(
xt j−+δxt j−+
∫ t j+δ t
t j
fq j−1
(
xs+δxs,ut j−
))
= m
(
xt j−
)
= 0,
(80)
which results in[
∇m
(
xt j−
)]T[δxt j−+ fq j−1 (xt j−,ut j−)δ t+O(δ t2)]= 0,
(81)
or
δ t =
−∇mTδxt j−
∇mT fq j−1
(
xt j−,ut j−
) +O(δ t2) . (82)
Similarly, for δ t < 0 the same result is achieved. In partic-
ular, as t ↑ t j and θ ↓ t j equation (73) becomes
∂J
(
t j−,q j−1,xt j−,L− j+1; IL− j+1
)
∂xt j−
=
∂ t j
∂xt j−
l
(
xt j−,ut j−
)
q j−1
+
∫ t j
t j−
[
∂xs
∂x
]T ∂ l(xs,us)q j−1
∂xs
ds+
[
∂xt j−
∂xt j−
]T
∂c
(
xt j−
)
∂xt j−
− ∂ t j
∂xt j−
lq j
(
xt j ,ut j
)
+
∫ t j+
t j
[
∂xs
∂x
]T ∂ lq j (xs,us)
∂xs
ds
+
[
∂xt j+
∂xt j−
]T
∂J
(
t j+,q j,xt j+,L− j; IL− j
)
∂xt j+
, (83)
or
∂J
(
t j−,q j−1,xt j−,L− j+1; IL−j+1
)
∂xt j−
=
∂ t j
∂xt j−
l
(
xt j−,ut j−
)
q j−1 +
∂c
(
xt j−
)
∂xt j−
− ∂ t j
∂xt j−
l
(
xt j ,ut j
)
q j +
[
∂xt j+
∂xt j−
]T
∂J
(
t j+,q j,xt j+,L− j; IL− j
)
∂xt j+
, (84)
and (75) turns into
∂xt j+
∂xt j−
= ∇ξ |xt j− −
∂ t j
∂xt j−
(
f
(
xt j ,ut j
)
q j − ∇ξ |xt j− f
(
xt j−,ut j−
)
q j−1
)
.
(85)
Therefore,
∂J
(
t j−,q j−1,xt j−,L− j+1; IL− j+1
)
∂xt j−
=
−∂ t j
∂xt j−
((
lq j−lq j−1
)
+
(
fq j−∇ξ fq j−1
)T ∂J (t j+,q j,xt j+,L− j; IL−j)
∂xt j+
+
∂c
(
xt j−
)
∂xt j−
+∇ξ T
∂J
(
t j+,q j,xt j+,L− j; IL− j
)
∂xt j+
. (86)
But in the limit as δxt j− ∈ Rn becomes sufficiently small,
(82) gives
∂ t j
∂xt j−
=
−∇m
∇mT fq j−1
(
xt j−,ut j−
) , (87)
and hence,
∂J
(
t j−,q j−1,xt j−,L−j+1; IL−j+1
)
∂xt j−
=∇ξT
∂J
(
t j+,q j,xt j+,L−j; IL−j
)
∂xt j+
+
(
lq j−lq j−1
)
+
(
fq j−∇ξ fq j−1
)
T∂J
(
t j+,q j ,xt j+,L−j;IL−j
)
∂xt j+
∇mT fq j−1
(
xt j−,ut j−
) ∇m+∇c.
(88)
This proves (37) with
p =
(
lq j−lq j−1
)
+
(
fq j−∇ξ fq j−1
)
T ∇
xt j+
J
(
t j+,q j ,xt j+,L−j;I
[t j ,,t f ]
L−j
)
∇mT fq j−1
(
xt j−,ut j−
) ,
(89)
which is the same equation for p as in (38). Taking account
of (71), and following a similar procedure as in part (i) of the
proof, equation (35) is derived for t ∈ (t j−1, t j], and as shown
above, it is subject to the terminal and boundary conditions
(36) and (37) respectively. This completes the proof.
Theorem 6.2. Consider the hybrid system H together with the
assumptions A0-A2 and the HOCP (11) for the hybrid cost
(10). If there exists an optimal control input with admissible
set of discontinuities, then along each optimal trajectory, the
adjoint process λ in the HMP and the gradient of the value
function ∇V in the corresponding HDP satisfy the same family
of differential equations, almost everywhere, i.e.
d
dt
∇V =− ∂
∂x
fqo (xo,uo)
T ∇V − ∂
∂x
lqo (xo,uo) , (90)
d
dt
λ o =− ∂
∂x
fqo (xo,uo)
T λ o− ∂
∂x
lqo (xo,uo) , (91)
and satisfy the same terminal and boundary conditions, i.e.
∇V
(
t f ,qo,xoqL
(
t f
)
,0
)
= ∇g
(
xoqL
(
t f
))
, (92)
∇V
(
t j−,qoj−1,xoq j−1 (t j−) ,L− j+1
)
= ∇ξ |Txoq j−1(t j−)∇V
(
t j+,qoj ,x
o
q j (t j+) ,L− j
)
+ p ∇m|xoq j−1(t j−) + ∇c|xoq j−1(t j−) , (93)
for the gradient of the value function, and
λ o
(
t f
)
= ∇g
(
xoqL
(
t f
))
, (94)
λ o(t j−)= ∇ξ |Txoq j−1(t j−)λ
o(t j+)+p ∇m|xoq j−1(t j−)+∇c|xoq j−1(t j−) ,
(95)
for the adjoint process. Hence, the adjoint process and the
gradient of the value function are equal almost everywhere,
i.e.
λ o = ∇xV (96)
almost everywhere in the Lebesgue sense on
L⋃
i=0
[ti, ti+1]×Rnqi .

Proof: Equations (91), (94) and (95) are direct results of
the Hybrid Minimum Principle in Theorem 4.1, and equations
(90), (92) and (93) hold for the optimal feedback control
having an admissible set of discontinuities because equations
(35), (36) and (37) hold for all feedback controls with ad-
missible sets of discontinuities, including uo corresponding to
xo. Hence, from Theorem 2.1 and the resulting uniqueness of
the solutions of (90) and (91) that are identical almost every-
where on t ∈ [t0, t f ], it is concluded that (96) holds almost
everywhere in the Lebesgue sense on
⋃L
i=0 [ti, ti+1]×Rnqi .
VII. EXAMPLES
Example 1
Consider a hybrid system with the indexed vector fields:
x˙ = f1 (x,u) = x+ xu, (97)
x˙ = f2 (x,u) =−x+ xu, (98)
and the hybrid optimal control problem
J
(
t0, t f ,h0,1; I1
)
=
∫ ts
t0
1
2
u2dt+
1
1+[x(ts−)]2
+
∫ t f
ts
1
2
u2dt+
1
2
[
x
(
t f
)]2
, (99)
subject to the initial condition h0 = (q(t0) ,x(t0)) = (q1,x0)
provided at the initial time t0 = 0. At the controlled switching
instant ts, the boundary condition for the continuous state is
provided by the jump map x(ts) = ξ (x(ts−)) =−x(ts−).
The HMP Formulation and Results: Writing down the
Hybrid Minimum Principle results for the above HOCP, the
Hamiltonians are formed as
Hq1 =
1
2
u2+λ x(u+1) , (100)
Hq2 =
1
2
u2+λ x(u−1) , (101)
from which the minimizing control input for both Hamiltonian
functions is determined as
uo =−λx . (102)
Therefore, the adjoint process dynamics, determined from
(19) and with the replacement of the optimal control input
from (102), is written as
λ˙ =
−∂Hq1
∂x
=−λ (uo+1) = λ (λ x−1) , t ∈ (t0, ts) , (103)
λ˙ =
−∂Hq2
∂x
=−λ (uo−1) = λ (λ x+1) , t ∈ (ts, t f ) , (104)
which are subject to the terminal and boundary conditions
λ
(
t f
)
= ∇g|x(t f ) = x
(
t f
)
, (105)
λ (ts−)≡ λ (ts) = ∇ξ |x(ts−)λ (ts+)+ ∇c|x(ts−)
=−λ (ts+)+ −2x(ts−)(
1+[x(ts−)]2
)2 . (106)
The replacement of the optimal control input (102) in the
continuous state dynamics (18) gives
x˙ =
∂Hq1
∂λ
= x(1+uo) =−x(λ x−1) , t ∈ (t0, ts) , (107)
x˙ =
∂Hq2
∂λ
= x(−1+uo) =−x(λ x+1) , t ∈ (ts, t f ) , (108)
which are subject to the initial and boundary conditions
x(t0) = x(0) = x0, (109)
x(ts) = ξ (x(ts−)) =−x(ts−) . (110)
The Hamiltonian continuity condition (25) states that
Hq1 (ts−) =
1
2
[uo (ts−)]2+λ (ts−)x(ts−) [uo (ts−)+1]
=
1
2
[−λ (ts−)x(ts−)]2+λ (ts−)x(ts−) [−λ (ts−)x(ts−)+1]
= Hq2 (ts+) =
1
2
[uo (ts+)]
2+λ (ts+)x(ts+)[uo (ts+)−1]
=
1
2
[−λ (ts+)x(ts+)]2+λ (ts+)x(ts+)[−λ (ts+)x(ts+)−1] ,
(111)
which can be written, using (110), as
x(ts−) [λ (ts−)−λ (ts+)] =
1
2
[x(ts−)]
2
[
[λ (ts−)]
2− [λ (ts+)]2
]
.
(112)
The solution to the set of ODEs (103), (104), (107), (108)
together with the initial condition (109) expressed at t0, the
terminal condition (105) determined at t f and the boundary
conditions (110) and (106) provided at ts which is not a
priori fixed but determined by the Hamiltonian continuity
condition (112), determine the optimal control input and
its corresponding optimal trajectory that minimize the cost
J
(
t0, t f ,h0,1; I1
)
over I1, the family of hybrid inputs with
one switching. Interested readers are referred to [18] in which
further steps are taken in order to reduce the above boundary
value ODE problem into a set of algebraic equations using the
special forms of the differential equations under study.
The HDP Formulation and Results: Theorem 5.3 states
that the value function satisfies the HJB equation (31) almost
everywhere. In particular,
− ∂V (t,q2,x,0)
∂ t
= inf
u
Hq2
(
x,
∂V
∂x
,u
)
= inf
u
{
lq2 (x,u)+
∂V
∂x
fq2 (x,u)
}
= inf
u
{
1
2
u2+
∂V
∂x
[−x+ xu]
}
=
{
1
2
u2+
∂V
∂x
[−x+ xu]
}
u=−x ∂V∂x
=
−1
2
x2
(
∂V
∂x
)2
−x∂V
∂x
,
(113)
and similarly,
− ∂V (t,q1,x,1)
∂ t
=
−1
2
x2
(
∂V
∂x
)2
+ x
∂V
∂x
, (114)
with the boundary conditions
V
(
t f ,q2,x,0
)
= g
(
x
(
t f
))
=
1
2
x2, (115)
for V (t,q2,x,0), together with
V (ts,q1,x,1) = min
σ∈{σq1q2}
{
V (ts,q2,−x,0)+ 11+ x2
}
, (116)
and
−1
2
x2
(
∂Vq1
∂x
)2
+x
∂Vq1
∂x
=
−1
2
(−x)2
(
∂Vq2
∂x
)2
−(−x) ∂Vq2
∂x
,
(117)
which determine V (t,q1,x,1) and ts.
The HMP - HDP Relationship: In order to illustrate the
results of Theorem 6.2, we first take the partial derivatives of
(113) with respect to x to write
∂
∂x
(
∂V
∂ t
− 1
2
x2
(
∂V
∂x
)2
− x∂V
∂x
)
= 0, (118)
or
∂ 2V
∂x∂ t
− x
(
∂V
∂x
)2
− x2 ∂V
∂x
∂ 2V
∂x2
− ∂V
∂x
− x∂
2V
∂x2
= 0. (119)
It can easily be verified that the set of states with twice
differentiability of V (t,q2,x,0) is M(2) =
(
ts, t f
)× (R−{0})
which is open dense in R×R and therefore,
∂ 2V
∂ t∂x
− x2 ∂V
∂x
∂ 2V
∂x2
− x∂
2V
∂x2
= x
(
∂V
∂x
)2
+
∂V
∂x
. (120)
But from the definition of the total derivative, we have
d
dt
(
∂V
∂x
)
=
∂ 2V
∂ t∂x
+
∂ 2V
∂x2
fq2(x,uo)
=
∂ 2V
∂ t∂x
+
∂ 2V
∂x2
(
−x2 ∂V
∂x
− x
)
=
∂ 2V
∂ t∂x
−x2 ∂V
∂x
∂ 2V
∂x2
−x∂
2V
∂x2
.
(121)
Therefore, from (120) and (121), the governing equation for
∇V (t,q2,x,0) is derived as
d
dt
(
∂V
∂x
)
= x
(
∂V
∂x
)2
+
∂V
∂x
=
∂V
∂x
(
x
∂V
∂x
+1
)
, (122)
which is the same as the dynamics (104) for λ (t), t ∈ (ts, t f ).
Similarly, the differentiation of (114) results in
d
dt
(
∂V
∂x
)
=
∂V
∂x
(
x
∂V
∂x
−1
)
, (123)
which is the same as the dynamics (103) for λ (t), t ∈ (t0, ts).
The equality of the terminal conditions for ∇V
(
t f ,q2,x,0
)
and λ
(
t f
)
becomes obvious by taking the gradient of (115),
i.e.
∂V
(
t f ,q2,x,0
)
∂x
=
∂g(x)
∂x
= x, (124)
which is equivalent to (105).
Moreover, the equality of the boundary conditions for
∇V
(
t f ,q2,x,0
)
and λ
(
t f
)
can be illustrated by taking the
gradient of (116) and writing
∂
∂x
V (ts,q1,x,1) =
∂
∂x
(
V (ts,q2,−x,0)+ 11+ x2
)
, (125)
that gives
∂V (ts,q1,x,1)
∂x
= −∂V (ts,q2,y,0)
∂y
∣∣∣∣
y=−x
+
−2x
(1+ x2)2
, (126)
which is the same boundary condition as the boundary condi-
tion (106) for λ . Therefore, by the uniqueness of the results
of the set of differential equations (122) and (123) for ∇V
(or equivalently (104) and (103) for λ ) with the terminal and
boundary conditions (124) and (126) for ∇V (or equivalently
(105) and (106) for λ ), the gradient of the value function
evaluated along every optimal trajectory is equal to the adjoint
process corresponding to the same trajectory. Interested read-
ers are referred to [18] for further discussion on this example.
Example 2
Consider the hybrid system with the indexed vector fields:
x˙ =
[
x˙1
x˙2
]
= f1 (x,u) =
[
x2
−x1+u
]
, (127)
x˙ =
[
x˙1
x˙2
]
= f2 (x,u) =
[
x2
u
]
, (128)
where autonomous switchings occur on the switching manifold
described by
m(x1 (ts) ,x2 (ts−))≡ x2 (ts−) = 0, (129)
with the continuity of the trajectories at the switching instant.
Consider the hybrid optimal control problem defined as the
minimization of the total cost functional
J =
∫ t f
t0
1
2
u2dt+
1
2
(x1 (ts−))2+ 12
(
x2
(
t f
)− vre f )2 . (130)
The HMP Formulation and Results: Employing the HMP,
the corresponding Hamiltonians are defined as
H1 = λ1x2+λ2 (−x1+u)+ 12u
2, (131)
H2 = λ1x2+λ2u+
1
2
u2. (132)
The Hamiltonian minimization with respect to u (Eq. (24))
gives uo =−λ2, (133)
for both q = 1 and q = 2.
Therefore the state dynamics (18) and the adjoint process
dynamics (19) become
x˙1 =
∂H1
∂λ1
= x2, (134)
x˙2 =
∂H1
∂λ2
=−x1+uo =−x1−λ2, (135)
λ˙1 =
−∂H1
∂x1
= λ2, (136)
λ˙2 =
−∂H1
∂x2
=−λ1, (137)
for q = 1, and
x˙1 =
∂H2
∂λ1
= x2, (138)
x˙2 =
∂H2
∂λ2
= uo =−λ2, (139)
λ˙1 =
−∂H2
∂x1
= 0, (140)
λ˙2 =
−∂H2
∂x2
=−λ1, (141)
for q = 2. At the initial time t = t0, the continuous valued
states are specified by the initial conditions
x1 (t0) = x10, (142)
x2 (t0) = x20. (143)
At the switching instant t = ts, the boundary conditions for
the states and adjoint processes are determined as
x1 (ts) = x1 (ts−)≡ lim
t↑ts
x1 (t) , (144)
x2 (ts) = x2 (ts−) = 0, (145)
λ1 (ts) = λ1 (ts+)+
∂c
∂x1
+ p
∂m
∂x1
= λ1 (ts+)+ x1 (ts) , (146)
λ2 (ts) = λ2 (ts+)+
∂c
∂x2
+ p
∂m
∂x2
= λ2 (ts+)+ p. (147)
And at the terminal time t = t f , the adjoint processes are
determined by (22) as
λ1
(
t f
)
=
∂g
∂x1
= 0, (148)
λ2
(
t f
)
=
∂g
∂x2
= x2
(
t f
)− vre f . (149)
Note that unlike t0 and t f which are a priori determined, ts
is not fixed and needs to be determined by the Hamiltonian
continuity condition (25) as
H1 (ts−) = λ1 (ts−)x2 (ts−)−λ2 (ts−)x1 (ts−)− 12λ2 (ts−)
2
=−λ2 (ts)x1 (ts−)− 12λ2 (ts)
2 = H2 (ts+)
= λ1 (ts+)x2 (ts+)− 12λ2 (ts+)
2 =−1
2
λ2 (ts+)2 , (150)
i.e.
λ2 (ts)x1 (ts−)+ 12λ2 (ts)
2 =
1
2
λ2 (ts+)2 , (151)
that with the insertion of (147), it becomes
(λ2 (ts+)+ p)x1 (ts−)+ 12 (λ2 (ts+)+ p)
2 =
1
2
λ2 (ts+)2 .
(152)
The set of ODEs (134) to (141), together with the initial
conditions (142) and (143) expressed at t0, the boundary
conditions (144), (145), (146) and (147) provided at ts, and
the terminal conditions (148) and (149) determined at t f , with
the two unknowns ts and p determined by the Hamiltonian
continuity condition (152) and the switching manifold con-
dition (129), form an ODE boundary value problem whose
solution results in the determination of the optimal control
input and its corresponding optimal trajectory that minimize
the cost J
(
t0, t f ,h0,1; I1
)
over I1, the family of hybrid inputs
with one switching on the switching manifold (129). Interested
readers are referred to [20] for further steps taken in order to
reduce the above boundary value ODE problem into a set of
algebraic equations using the special forms of the differential
equations under study.
The HDP Formulation and Results: For the linear differen-
tial equations (127) and (128), the Hamiltonians for the HJB
equation are formed as
H1 (x,∇V,u) =
1
2
u2+
∂V
∂x1
· x2+ ∂V∂x2 · (−x1+u) , (153)
H2 (x,∇V,u) =
1
2
u2+
∂V
∂x1
· x2+ ∂V∂x2 ·u, (154)
which have a minimizing control input
uo =−∂V/∂x2, (155)
and therefore, the HJB equations are expressed as
−∂V (t,q2,x,0)
∂ t
=
−1
2
(
∂V
∂x2
)2
+ x2
∂V
∂x1
, (156)
−∂V (t,q1,x,1)
∂ t
=
−1
2
(
∂V
∂x2
)2
+ x2
∂V
∂x1
− x1 ∂V∂x2 , (157)
The terminal condition at t = t f is specified as
V
(
t f ,q2,x,0
)
=
1
2
(
x2− vre f
)2
, (158)
for V (t,q2,x,0), and the boundary condition for V (t,q1,x,1)
and the switching instant t = ts are determined by
V (ts,q1,x,1) =V (ts,q2,x,0)+
1
2
x21, (159)
and
−1
2
(
∂Vq1
∂x2
)2
+ x2
∂Vq1
∂x1
− x1 ∂Vq1∂x2 =
−1
2
(
∂Vq2
∂x2
)2
+ x2
∂Vq2
∂x1
,
(160)
subject to the switching manifold condition (129).
The HMP - HDP Relationship: Similar to Example 1, in
order to illustrate the result in Theorem 6.2, we shall take
partial derivatives of (156) and (157) with respect to x. We
note that by the definition of the total derivative,
d
dt
(
∂V (t,qi,x,2− i)
∂x
)
=
∂ 2V
∂x∂ t
+
∂ 2V
∂x2
fqi
(
x,− ∂V
∂x2
)
, (161)
which is equivalent to
d
dt
[ ∂V (t,q2,x,0)
∂x1
∂V (t,q2,x,0)
∂x2
]
=
[
∂ 2V
∂x1∂ t
∂ 2V
∂x2∂ t
]
+
 ∂ 2V∂x21 ∂ 2V∂x1∂x2
∂ 2V
∂x2∂x1
∂ 2V
∂x22
[ x2− ∂V∂x2
]
=
 ∂ 2V∂x1∂ t + x2 ∂ 2V∂x21 − ∂ 2V∂x1∂x2 ∂V∂x2
∂ 2V
∂x2∂ t
+ x2 ∂
2V
∂x2∂x1
− ∂ 2V∂x22
∂V
∂x2
 , (162)
for ∇V (t,q2,x,0), and
d
dt
[ ∂V (ts,q1,x,1)
∂x1
∂V (ts,q1,x,1)
∂x2
]
=
[
∂ 2V
∂x1∂ t
∂ 2V
∂x2∂ t
]
+
 ∂ 2V∂x21 ∂ 2V∂x1∂x2
∂ 2V
∂x2∂x1
∂ 2V
∂x22
[ x2−x1− ∂V∂x2
]
=
 ∂ 2V∂x1∂ t + x2 ∂ 2V∂x21 − ∂ 2V∂x1∂x2 ∂V∂x2 − x1 ∂ 2V∂x1∂x2
∂ 2V
∂x2∂ t
+ x2 ∂
2V
∂x2∂x1
− ∂ 2V∂x22
∂V
∂x2
− x1 ∂ 2V∂x22
 , (163)
for ∇V (ts,q1,x,1). Taking the partial derivative of (156) with
respect to x and making a substitution using the resulting
equation in (162) yields
d
dt
(
∂V (t,q2,x,0)
∂x1
)
= 0, (164)
d
dt
(
∂V (t,q2,x,0)
∂x2
)
=−∂V (t,q2,x,0)
∂x1
, (165)
which are equivalent to the differential equations (140) and
(141) for λ (t), t ∈ (ts, t f ]. Similarly, taking the partial deriva-
tive with respect to x of (157) and making a substitution in
(163) gives
d
dt
(
∂V (t,q1,x,1)
∂x1
)
=
∂V (t,q1,x,1)
∂x2
, (166)
d
dt
(
∂V (t,q1,x,1)
∂x2
)
=−∂V (t,q1,x,1)
∂x1
, (167)
which are equivalent to the differential equations (136) and
(137) for λ (t), t ∈ (t0, ts]. Moreover, it can easily be verified
that the optimal sensitivity process ∇V satisfies the terminal
condition
∇V
(
t f ,q2,x,0
)
=
 ∂V(t f ,q2,x,0)∂x1
∂V(t f ,q2,x,0)
∂x2
= [ 0x2 (t f )− vre f
]
,
(168)
and the boundary condition[ ∂V (ts,q1,x,1)
∂x1
∂V (ts,q1,x,1)
∂x2
]
=
[ ∂V (ts,q2,x,0)
∂x1
∂V (ts,q2,x,0)
∂x2
]
+
[ ∂c(x(ts−))
∂x1
∂c(x(ts−))
∂x2
]
+ p
[ ∂m(x(ts−))
∂x1
∂m(x(ts−))
∂x2
]
=
[ ∂V (ts,q2,x,0)
∂x1
+ x1 (ts−)
∂V (ts,q2,x,0)
∂x2
+ p
]
, (169)
subject to x2 (ts−) = 0. Therefore, by the uniqueness of the
results of the set of governing differential equations for ∇V
and λ which are subject to the same terminal and boundary
conditions, along any optimal trajectory, the gradient of the
value function is equal to the adjoint process corresponding to
the same optimal trajectory. Interested readers are referred to
[20] for further discussion on this example. 
VIII. RICCATI FORMALISM FOR LINEAR QUADRATIC
TRACKING PROBLEMS
Consider a hybrid system possessing linear vector fields in
the form of
x˙ = Aqi (t)x+Bqi (t)u+Fqi (t) , t ∈ [ti, ti+1) , (170)
together with a given initial condition (q,x)(t0) = (q0,x0) and
linear jump maps
x(t j) = Pσ j x(t j−)+ Jσ j , (171)
provided at the switching instances t j,1 ≤ j ≤ L which
are not a priori fixed. If t j corresponds to an autonomous
switching from q j−1 to q j, the switching manifold constraint
mq j−1q j x(t j−)+nq j−1q j = 0 is satisfied. A controlled switching
instant t j, in contrast, is a direct consequence of the discrete
control input switching command. Consider the HOCP
J =
L
∑
i=0
∫ ti+1
ti
1
2
∥∥xqi (t)− rqi (t)∥∥2Lqi + 12 ∥∥uqi (t)∥∥2Rqi dt
+
L
∑
j=1
1
2
∥∥∥xq j−1 (t j−)−dt jq j−1∥∥∥2Cσ j + 12
∥∥∥xqL (t f )−dtL+1qL ∥∥∥2GqL,
(172)
where LTqi = Lqi ≥ 0, RTqi = Rqi > 0, CTσ j = Cσ j ≥ 0, GTqL =
GqL ≥ 0. For the ease of notation and unless otherwise states,
the time varying, continuously differentiable matrices Aq (t),
Bq (t), Fq (t), Lq (t) ans Rq (t) are simply denoted by Aq, Bq,
Fq, Lq and Rq.
Employing the HMP, and making use of the equivalent
HMP-HDP relationship as necessary, the Hamiltonians are
formed as
Hi =
1
2
(
x(t)qi − r(t)qi
)T
L(t)qi
(
x(t)qi − r(t)qi
)
+
1
2
u(t)Tqi R
(t)
qi u
(t)
qi
+λ (t)Tqi
(
A(t)qi x
(t)
qi +B
(t)
qi u
(t)
qi +F
(t)
qi
)
. (173)
From Theorem 4.1, the Hamiltonian minimization gives
∂Hi
∂uqi
= 0 ⇒ Rqiuqi +BTqiλqi = 0 ⇒ uoqi =−R−1qi BTqiλ oqi , (174)
and hence
x˙oqi =
∂Hi
∂λqi
= Aqix
o
qi +Bqiu
o
qi +Fqi
= Aqix
o
qi −BqiR−1qi BTqiλ oqi +Fqi , (175)
λ˙ oqi =−
∂Hi
∂xqi
=−Lqi
(
xoqi − rqi
)−ATqiλ oqi
=−Lqixoqi −ATqiλ oqi +Lqirqi , (176)
which have a matrix representation[
x˙oqi
λ˙ oqi
]
=
[
A(t)qi −B(t)qi R(t)−1qi B(t)Tqi
−L(t)qi −A(t)Tqi
][
xoqi
λ oqi
]
+
[
F(t)qi
L(t)qi r
(t)
qi
]
,
(177)
for t ∈ [ti, ti+1), subject to the boundary conditions
xoq0 (t0) = x0, (178)
xoq j (t j) = Pσ j x
o
q j−1 (t j−)+ Jσ j , (179)
λ oqL
(
t f
)
= ∇g = GqL
(
xoqL
(
t f
)−dtL+1qL ) , (180)
λ oq j−1(t j) = P
T
σ jλ
o
q j−1 (t j+)+ pmq j−1q j+Cσ j
(
xoq j−1 (t j−)−d
t j
q j−1
)
.
(181)
Denoting the state transition matrix for the system in (177)
by ϕ , the solution of (177) can be written as[
xoqi(t)
λ oqi(t)
]
= ϕqi(t, ti)
[
xoqi(ti)
λ oqi(ti+)
]
+
∫ t
ti
ϕqi(t,τ)
[
F(τ)qi
L(τ)qi r
(τ)
qi
]
dτ,
(182)
and also as[
xoqi(ti+1−)
λ oqi(ti+1−)
]
=ϕqi(ti+1, t)
[
xoqi(t)
λ oqi(t)
]
+
∫ ti+1
t
ϕqi(ti+1,τ)
[
F(τ)qi
L(τ)qi r
(τ)
qi
]
dτ,
(183)
Partitioning ϕ in the form of
ϕqi (ti+1, t) =
[
ϕ11qi (ti+1, t) ϕ
12
qi (ti+1, t)
ϕ21qi (ti+1, t) ϕ
22
qi (ti+1, t)
]
, (184)
and denoting[
h1qi(t)
h2qi(t)
]
:=
∫ t
ti
[
ϕ11qi (ti+1, t) ϕ
12
qi (ti+1, t)
ϕ21qi (ti+1, t) ϕ
22
qi (ti+1, t)
][
F(τ)qi
L(τ)qi r
(τ)
qi
]
dτ,
(185)
turns (183) into
xoqi(ti+1−)=ϕ11qi (ti+1, t)xoqi(t)+ϕ12qi (ti+1, t)λ oqi(t)+h1qi(t) , (186)
λ oqi(ti+1−)=ϕ21qi (ti+1, t)xoqi(t)+ϕ22qi (ti+1, t)λ oqi(t)+h2qi(t) . (187)
In the location qL with t ∈ [tL, tL+1] =:
[
tL, t f
]
the terminal
condition for λ o is provided as
λ oqL
(
t f
)
= GqL
(
xoqL
(
t f
)−dtL+1qL ) . (188)
Replacing λ oqL
(
t f
)
from the above equation in (187) and
substituting xoqL
(
t f
)
from (186) result in
GqL
(
ϕ11qL
(
t f , t
)
xoqL (t)+ϕ
12
qL
(
t f , t
)
λ oqL (t)+h
1
qL(t)−d
tL+1
qL
)
= ϕ21qL
(
t f , t
)
xoqL (t)+ϕ
22
qL
(
t f , t
)
λ oqL (t)+h
2
qL(t) , (189)
which is equivalent to[
GqLϕ
11
qL
(
t f , t
)−ϕ21qL (t f , t)]xoqL(t)+GqLh1qL(t)−GqLdtL+1qL −h2qL(t)
=
[
ϕ22qL
(
t f , t
)−GqLϕ12qL (t f , t)]λ oqL (t) . (190)
From the nonsingularity of the coefficients (see e.g. [58])
we may write
λ oqL(t)=
[
ϕ22qi
(
tf , t
)−GqLϕ12qi(tf , t)]−1[GqLϕ11qi(tf , t)−ϕ21qi(tf , t)]xoqL(t)
+
[
ϕ22qi
(
t f , t
)−GqLϕ12qi (t f , t)]−1[GqLh1qi(t)−GqLdtL+1qL −h2qi(t)] .
(191)
With the definition of KqL (t) and sqL (t) such that
λ oqL (t) = KqL (t)x
o
qL (t)+ sqL (t) , (192)
the optimal control law is therefore given by
uoqL =−R−1qL BTqL KqL (t)xoqL (t)−R−1qL BTqL sqL (t) . (193)
Differentiation of (192) gives
λ˙ oqL = K˙qL x
o
qL +KqL x˙
o
qL + s˙qL . (194)
Replacing λ˙ oqL and x˙
o
qL from (177) and using (192) we get[
K˙qL +LqL +KqL AqL +A
T
qL KqL −KqL BqL R−1qL BTqL KqL
]
xoqL
+
[
s˙qL +
(
ATqL −KqL BqL R−1qL BTqL
)
sqL +KqL FqL −LqL rqL
]
= 0.
(195)
Since the equation (195) holds for all xoqL ∈RnqL and rqL (t) ∈
RnqL , the Riccati equations
K˙qL =−LqL −KqL AqL −ATqL KqL +KqL BqL R−1qL BTqL KqL , (196)
s˙qL =−
(
ATqL −KqL BqL R−1qL BTqL
)
sqL −KqL FqL +LqL rqL , (197)
must hold. The terminal conditions can be determined by the
evaluation of (192) at t f and the use of (188) to get
KqL
(
t f
)
= GqL , (198)
sqL
(
t f
)
=−GqL dtL+1qL . (199)
At the switching instant tL the adjoint process boundary
condition from the HMP is given as
λ oqL−1(tL) = P
T
σLλ
o
qL(tL+)+ pmqL−1qL+CσL
(
xoqL−1(tL−)−dtLqL−1
)
,
(200)or
KqL−1 (tL)x
o
qL−1 (tL−)+ sqL−1 (tL)
= PTσL
(
KqL (tL)x
o
qL−1 (tL)+ sqL (tL+)
)
+ pmqL−1qL
+CσL
(
xoqL−1 (tL−)−dtLqL−1
)
, (201)
which gives
KqL−1 (tL)x
o
qL−1 (tL−)+ sqL−1 (tL)
=
[
PTσL KqL (tL)PσL +CσL
]
xoqL−1 (tL−)+PTσL sqL (tL−)
+ pmqL−1qL −CσL dtLqL−1 +PTσL KqL (tL)JσL . (202)
Since (202) holds for all points on the switching surface,
i.e. all x(tL−) ∈
{
x ∈ RnqL−1 : mqL−1,qL x+nqL−1,qL = 0
}
, the
following equalities must hold
KqL−1 (tL) = P
T
σL KqL (tL)PσL +CσL , (203)
λ oqL−1(tL) = P
T
σLλ
o
qL(tL+)+ pmqL−1qL+CσL
(
xoqL−1(tL−)−dtLqL−1
)
.
(204)
For the writing of the Hamiltonian continuity condition (25),
we substitute the minimizing control input uo =−R−1qi BTqiλ and
the (optimal) adjoint process λ o (t)=KqL (t)xo (t)+sqL (t) (see
also (192)) into the Hamiltonian (173), i.e.
Hoi (t,xqi) =
1
2
(xqi − rqi)T Lqi (xqi − rqi)
+(Kqixqi+ sqi)
T
(
Aqixqi−
1
2
BqiR
−1
qi B
T
qi(Kqixqi+ sqi)+Fqi
)
.
(205)Substitution of (205) in (25) results in
1
2
(
x(tL−)qL−1 − r(tL−)qL−1
)T
LqL−1
(
x(tL−)qL−1 − r(tL−)qL−1
)
+
(
K(tL−)qL−1 x
(tL−)
qL−1 + s
(tL−)
qL−1
)T {
AqL−1x
(tL−)
qL−1 +FqL−1
− 12 BqL−1R−1qL−1BTqL−1
(
K(tL−)qL−1 x
(tL−)
qL−1 + s
(tL−)
qL−1
)}
= 12
(
x(tL)qL −r(tL)qL
)T
LqL
(
x(tL)qL −r(tL)qL
)
+
(
K(tL)qL x
(tL)
qL +s
(tL)
qL
)T{
AqL x
(tL)
qL − 12 BqL R−1qL BTqL
(
K(tL)qL x
(tL)
qL + s
(tL)
qL
)
+FqL
}
.
(206)
Using a backward induction and following a similar ap-
proach as above, optimal controls are derived as
uoqi =−R−1qi BTqiKqi (t)xoqi (t)−R−1qi BTqisqi (t) , (207)
for t ∈ [ti, ti+1), 0 ≤ i ≤ L, where Kqi and sqi satisfy the
following Riccati equations
K˙qi =−Lqi −KqiAqi −ATqiKqi +KqiBqiR−1qi BTqiKqi , (208)
s˙qi =−
(
ATqi −KqiBqiR−1qi BTqi
)
sqi −KqiFqi +Lqirqi , (209)
t ∈ [ti, ti+1), 0 ≤ i ≤ L, and are subject to the terminal condi-
tions (198) and (199), and the boundary conditions
Kq j−1 (t j) = P
T
σ j Kq j (t j)Pσ j +Cσ j , (210)
sq j−1 (t j) = P
T
σ j sq j (t j+)+ pmq j−1q j −Cσ j d
t j
q j−1 +P
T
σ j Kq j (t j)Jσ j ,
(211)
1≤ j≤ L, and where for the minimized Hamiltonian functions
Hoi (t,xqi) =
1
2
∥∥xqi − rqi∥∥2Lqi
+(Kqixqi+ sqi)
T
(
Aqixqi−
1
2
BqiR
−1
qi B
T
qi(Kqixqi + sqi)+Fqi
)
, (212)
satisfy the following Hamiltonian continuity condition at the
optimal switching instants
Hoj−1
(
t j,x
(t j−)
q j−1
)
= Hoj
(
t j,x
(t j)
q j
)
≡ Hoj
(
t j,Pσ j x
(t j−)
q j−1 + Jσ j
)
.
(213)
Interested readers are referred to [59] for further discussion
and an analytic example on the HMP-HDP relationship. 
IX. CONCLUDING REMARKS
In this paper it is proved in the context of deterministic
hybrid optimal control theory that the adjoint process in
the Hybrid Minimum Principle (HMP) and the gradient of
the value function in Hybrid Dynamic Programming (HDP)
are identical to each other almost everywhere along opti-
mal trajectories; this is because they both satisfy the same
Hamiltonian equations with the same boundary conditions.
So due to the fact that the same adjoint process - gradient
process relationship holds for continuous parameter (i.e. non-
hybrid) stochastic optimal control problems via the so-called
Feynman-Kac formula (see e.g. [5]), it is natural to expect the
adjoint process in the Stochastic HMP [60] and the gradient
of the value function in Stochastic HDP to be identical almost
everywhere. Indeed, the formulation of Stochastic Hybrid
Dynamic Programming and the investigation of its relationship
to the Stochastic Hybrid Minimum Principle is the subject of
another study to be presented in a consecutive paper.
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APPENDIX
A. Proof of Theorem 5.1
For simplicity of notation we use x, xˆ,u, etc. instead of
xq, xˆq,uq, etc. whenever the spaces Rnq ,R×Rnq ,Uq, etc. can
easily be distinguished. For a given hybrid control input
IL− j+1 =
(
SL− j+1,u
)
we use xˆτ ≡ xˆ(τ; t, xˆt) to denote the
extended continuous valued state as in (12) at the instant τ
passing through xt , where t ≤ τ ≤ t f . We also define
K1 = sup
{∥∥ fˆq (xˆ,u)∥∥ : (q, xˆ,u) ∈ Q× Bˆr×U} , (214)
where Bˆr :=
{
xˆ =
[
z,xT
]T : |z|2+‖x‖2 < r2}.
Proof: First, consider the stage where no remaining
switching is available and hence t ∈ (tL, tL+1) =
(
tL, t f
)
. In
this case
xˆ
(
t f ; t, xˆt
)
= xˆt +
∫ t f
t
fˆqL (xˆτ ,uτ)dτ, (215)
which gives∥∥xˆ(t f ; t, xˆt)− xˆt∥∥≤ K1 ∣∣t f − t∣∣+∫ t f
t
Kˆ f ‖xˆ(τ; t, xˆt)− xˆt‖dτ,
(216)
where Kˆ f depends only on K f and Kl which are defined
in assumptions A0 and A2 respectively. By the Gronwall-
Bellman inequality this results in∥∥xˆ(t f ; t, xˆt)− xˆt∥∥≤K1 ∣∣t f − t∣∣+∫ t f
t
Kˆ f K1 (τ− t)eKˆ f (t f−τ)dτ
≤ K2
∣∣t f − t∣∣≤ K2 ∣∣t f − tL∣∣ , (217)
where K2 =max
{
K1, Kˆ f K1
(
t f − tL
)
eKˆ f (t f−tL)
}
. Hence, by the
semi-group properties of ODE solutions and by use of (217),
for s≥ t and xˆs ∈ Nrxˆ (xˆt) we have∥∥xˆ(t f ; t, xˆt)− xˆ(t f ;s, xˆs)∥∥≤ ‖xˆt − xˆs‖+‖xˆ(s; t, xˆt)− xˆt‖
+
∫ t f
s
Kˆ f ‖xˆ(τ; t, xˆt)− xˆ(τ;s, xˆs)‖dτ
≤ ‖xˆt − xˆs‖+K2 |s− t|+
∫ t f
s
Kˆ f ‖xˆ(τ; t, xˆt)− xˆ(τ;s, xˆs)‖dτ,
(218)
and therefore, by the Gronwall inequality we have∥∥xˆ(t f ; t, xˆt)− xˆ(t f ;s, xˆs)∥∥≤ (‖xˆt − xˆs‖+K2 |s− t|)eKˆ f (t f−s)
≤ (‖xˆt − xˆs‖+K2 |s− t|)eKˆ f (t f−tL)≤K
(
‖xˆt − xˆs‖2+ |s− t|2
) 1
2
,
(219)
for some K < ∞ which depends only on t f − tL, K1 and Kˆ f
and not on the control input.
Since gˆ is Lipschitz in xˆ and xˆ
(
t f ; t, xˆt
)
is Lipschitz in
(t, xˆt)≡
(
t,
[
zt ,xTt
]T), the performance function
J
(
t, t f ,q,x,0; I0
)
= gˆ
(
xˆ
(
t f ; t, xˆt
))≡∫ t f
t
lq (x,u)ds+g
(
xqL
(
t f
))
,
(220)
is Lipschitz in x∈Br (and xˆ∈ Bˆr) uniformly in t ∈
(
tL, t f
)
with
a Lipschitz constant independent of the control. Further, since
the infimum of a family of Lipschitz functions with a common
Lipschitz constant is also Lipschitz with the same Lipschitz
constant, V
(
t, t f ,q,x,0
)
, the value function with no switchs
remaining, is Lipschitz in x ∈ Br uniformly in t ∈
(
tL, t f
)
.
Now consider t,s ∈ (t j, t j+1) where t j+1 indicates a time
of an autonomous switching for the trajectory xˆ(τ; t, xˆt), and
consider for definiteness the case where xˆ(τ;s, xˆs) arrives on
the switching manifold described locally by m(x) = 0 at a
later time t j+1+δ t (the case with an earlier arrival time can be
handled similarly by considering δ t < 0). It directly follows by
replacing fˆqL and t f by fˆq j and t j+1− in the above arguments,
that∥∥xˆ(t j+1−; t, xˆt)− xˆ(t j+1−;s, xˆs)∥∥≤K′(‖xˆt − xˆs‖2+ |s− t|2) 12.
(221)
Now since∥∥xˆ(t j+1+δ t−;s, xˆs)− xˆ(t j+1−;s, xˆs)∥∥
≤ K2
∣∣t j+1+δ t− t j+1∣∣= K2 |δ t| , (222)
and∥∥xˆ(t j+1+δ t−;s, xˆs)− xˆ(t j+1−; t, xˆt)∥∥2
≤ ∥∥xˆ(t j+1+δ t−;s, xˆs)− xˆ(t j+1−;s, xˆs)∥∥2
+
∥∥xˆ(t j+1−; t, xˆt)− xˆ(t j+1−;s, xˆs)∥∥2 , (223)
it is sufficient to show that the upper bound for |δ t| is
proportional to
(
‖xˆt − xˆs‖2+ |s− t|2
) 1
2
. This can be shown
to hold by considering the fact that
m
(
x
(
t j+1+δ t−;s,xs
))
= m
(
x
(
t j+1−;s,xs
)
+
∫ t j+δ t
t j
fq j
(
x(τ;s,xs) ,ut j−
)
dτ
)
= m
x(t −j+1; t,xt)+δx(t −j+1)+∫ t j+δ t
t j
f
(
x(τ;s,xs),ut −j
)
q j dτ

= m
(
x
(
t j+1−; t,xt
))
= 0. (224)
For
∥∥δx(t j+1−)∥∥< ε j+1 sufficiently small,
∇mT
(
δxt j+1−+
∫ t j+δ t
t j
f
(
x(τ;s,xs),ut j−
)
q j dτ
)
+O
(
ε2j+1
)
= 0,
(225)
which is equivalent to
∇mTδx
(
t j+1−
)
+
∫ t j+δ t
t j
∇mT f
(
x(τ;s,xs),ut j−
)
q j dτ+O
(
ε2j+1
)
= 0.
(226)
Due to the transversal arrival of the trajectories with respect
to the smooth switching manifold,
∣∣∇mT fq j ∣∣ is lower bounded
by a strictly positive number km, f (see (2)) and hence,
∣∣∇mTδx(t j+1−)+O(ε2j+1)∣∣=
∣∣∣∣∣
∫ t j+δ t
t j
∇mT f
(
x(τ;s,xs),ut j−
)
q j dτ
∣∣∣∣∣
≥
∫ t j+δ t
t j
∣∣∣∣∣∇mT f
(
x(τ;s,xs),ut j−
)
q j
∣∣∣∣∣dτ ≥ km, f |δ t| , (227)
which gives
|δ t| ≤ 1
km, f
(‖∇m‖∥∥δx(t j+1−)∥∥+ ∣∣O(ε2j+1)∣∣)
≤ 1
km, f
‖∇m‖ε j+1+ε j+1 ≤
(‖∇m‖
km, f
+1
)
ε j+1 =K j+1ε j+1.
(228)
Hence, for t ∈ (t j, t j+1) and xt ∈ Br there exist a neigh-
bourhood Nrx (xt) such that for s ∈
(
t j, t j+1
)
and xs ∈Nrx (xt)
we have
∥∥δx(t j+1−)∥∥≤ K′(‖xˆt − xˆs‖2+ |s− t|2) 12 < ε j+1 in
order to ensure that δ t ≤ K j+1ε j+1 and consequently∥∥xˆ(t j+1+δ t−;s, xˆs)−xˆ(t j+1−; t, xˆt)∥∥≤K(‖xˆt−xˆs‖2+|s−t|2) 12 ,
(229)
for K independent of the control. Since ξˆ is smooth and time
invariant, it is therefore Lipschitz in xˆ uniformly in time. Since
c(x(tJ+1)) is embedded in ξˆ (see (15)), at the switching time
t j+1 we have
J
(
t j+1−,q j, xˆ,L− j; IL−j
)
=J
(
t j+1,q j+1, ξˆ (xˆ) ,L− j−1; IL−j−1
)
,
(230)
the Lipschitz property for the cost to go function
J
(
t j+1−,q j, xˆ,L− j; IL− j
)
follows from the smoothness of ξˆ
and the Lipschitz property of J
(
t,q j+1, xˆt ,L− j−1; IL− j−1
)
.
Namely, by backward induction from the Lipschitzness
of J (t,qL, xˆt ,0; Io) proved earlier, it is concluded that
J (t,qL−1, xˆt ,1; I1) is Lipschitz, from which J (t,qL−2, xˆt ,1; I2)
is concluded to be Lipschitz, etc. Since the Lipschitz constant
is independent of the control and because the infimum of
a family of Lipschitz functions with a common Lipschitz
constant is also Lipschitz with the same Lipschitz constant,
(30) holds and hence, the value function is Lipschitz.
Ali Pakniyat received the B.Sc. degree in 2008
from the Department of Mechanical Engineering,
Shiraz University, Shiraz, Iran, and the M.Sc. de-
gree in Applied Mechanics and Design from the
School of Mechanical Engineering, Sharif University
of Technology, Tehran, Iran, in 2010. He received
the Ph.D. degree in 2016 from the Department
of Electrical and Computer Engineering, McGill
University, Montreal, Canada. His research interests
include deterministic and stochastic optimal control,
nonlinear and hybrid systems, analytical mechanics
and chaos, with applications in automotive industry, sensors and actuators,
and robotics.
Peter E. Caines received the BA in mathematics
from Oxford University in 1967 and the PhD in
systems and control theory in 1970 from Imperial
College, University of London, under the super-
vision of David Q. Mayne, FRS. After periods
as a postdoctoral researcher and faculty member
at UMIST, Stanford, UC Berkeley, Toronto and
Harvard, he joined McGill University, Montreal,
in 1980, where he is James McGill Professor and
Macdonald Chair in the Department of Electrical
and Computer Engineering. In 2000 the adaptive
control paper he coauthored with G. C. Goodwin and P. J. Ramadge (IEEE
Transactions on Automatic Control, 1980) was recognized by the IEEE
Control Systems Society as one of the 25 seminal control theory papers of
the 20th century. He is a Life Fellow of the IEEE, and a Fellow of SIAM,
the Institute of Mathematics and its Applications (UK) and the Canadian
Institute for Advanced Research and is a member of Professional Engineers
Ontario. He was elected to the Royal Society of Canada in 2003. In 2009 he
received the IEEE Control Systems Society Bode Lecture Prize and in 2012
a Queen Elizabeth II Diamond Jubilee Medal. Peter Caines is the author
of Linear Stochastic Systems, John Wiley, 1988, and is a Senior Editor of
Nonlinear Analysis – Hybrid Systems; his research interests include stochastic,
mean field game, decentralized and hybrid systems theory, together with their
applications in a range of fields.
