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Introduction
Iron group elements (Sc -Zn) are becoming increasingly important in astrophysical plasmas, as many of their emission lines are frequently observed from different ionisation stages. These observations provide a wealth of data about the plasma characteristics, such as: temperature, density and chemical composition. Additionally, iron group elements are often impurities in fusion reactors, and to estimate the power loss from the impurities, atomic data (namely energy levels, oscillator strengths or radiative decay rates, and excitation rates) are required for many ions. Since there is paucity of measured parameters, one must depend on theoretical results. Therefore, recently we have reported atomic parameters for many ions of Fe (ix-xxvi; see Aggarwal & Keenan 2006, and references therein) . Nickel is the second most abundant element (after iron) among the iron group in solar plasmas, and therefore we have also reported atomic data for many of its ionisation stages (xiii-xix; see , and references therein). In this paper we focus our attention on Ar-like Ni xi.
Emission lines of Ni xi have been observed in the solar corona by Feldman et al. (1965) , Wagner & House (1971) , Svensson et al. (1974) , Magnant-Crifo (1975) , Edlen & Smitt (1978) , and Sandlin & Tousey (1979) . Its lines have also been measured in laboratory plasmas by Fawcett et al. (1972) , and identified in the soft X-ray region (5-175 Å) in the F-type stars Procyon and α Centauri by Raassen et al. (2002 Raassen et al. ( , 2003 from spectra obtained by the Chandra and XMM-Newton satellites. Similarly, spectra in the 14.4-16.5 nm wavelength range in high temperature JET tokamak plasmas have revealed many emission lines from Ni ions, including Ni xi (Mattioli et al. 2004) . Tables 1, 3, 4 and 7 are only available in electronic form at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/475/393
In spite of the diagnostic potential of Ni xi lines and the requirement for modelling applications, there are only a few calculations of atomic data available in the literature. Most of the calculations are confined to the determination of energy levels and radiative rates (A-values), such as by Wagner & House (1971) . A more recent but unpublished calculation is by Irimia & Froese-Fischer (2003) , who adopted the multi-configuration Hartree-Fock (mchf) code, and their results are available at the website http://www.vuse.vanderbilt.edu/∼cff/ mchf_collection/. Furthermore, very recently Verma et al. (2007) have reported results for energy levels, radiative rates, collision strengths (Ω), and effective collision strengths (Υ) for transitions among the lowest 17 levels of the (1s 2 2s 2 2p 6 ) 3s 2 3p 6 , 3s 2 3p 5 3d and 3s3p 6 3d configurations of Ni xi. They have adopted the civ3 code of Hibbert (1975) for the generation of wavefunctions, and the R-matrix code of Berrington et al. (1995) for the calculations of Ω and Υ. Additionally, they have included configuration interaction (CI) as well as one-body relativistic operators for calculating the energy levels and A-values. Similarly, they have resolved resonances in the thresholds region in order to determine the values of Υ over a wide temperature range up to 10 7 K. Unfortunately, their results have been found to be unreliable for all parameters, as discussed and demonstrated by . Therefore, we will not discuss their atomic data any further in this paper.
In this paper we have adopted the grasp (General-purpose Relativistic Atomic Structure Package), originally developed as GRASP0 by Grant et al. (1980) and a revised and modified version was published as GRASP1 by Dyall et al. (1989) . This code has been further updated by Dr. P. H. Norrington. It is a fully relativistic code, and is based on the j j coupling scheme. Further relativistic corrections arising from the Breit interaction and QED effects have also been included. Additionally, we have used the option of extended average level (EAL), in which a weighted (proportional to 2 j+1) trace of the Hamiltonian matrix is minimized. This produces a compromise set of orbitals describing closely lying states with moderate accuracy. Furthermore, in order to assess the accuracy of our results we have performed parallel calculations from the Flexible Atomic Code (fac) of Gu (2003) , which is available from the website http://kipac-tree.stanford.edu/fac. This is also a fully relativistic code which provides a variety of atomic parameters, and yields results comparable to grasp, as already shown for three Mg-like ions by . Thus results from fac will be helpful in assessing the accuracy of our energy levels and radiative rates.
Energy levels
The 3s 2 3p 6 , 3s 2 3p 5 3d and 3s3p 6 3d configurations of Ni xi give rise to the lowest 17 levels discussed in our earlier paper . Just above the highest level ( 1 D 2 ) of the 3s3p 6 3d configuration (see Table 1 ) lie 111 levels of the 3p 4 3d 2 configuration, and some of these intermix with the 90 levels of 3s3p 5 3d 2 , which further interact with the 350 levels of 3s 2 3p 3 3d 3 and 522 levels of 3s3p 4 3d 3 . Therefore, a calculation with 1090 levels of the 3s 2 3p 6 , 3s 2 3p 5 3d, 3s3p 6 3d, 3p 4 3d 2 , 3s3p 5 3d 2 , 3s 2 3p 3 3d 3 , and 3s3p 4 3d 3 configurations becomes (almost) essential in order to improve the accuracy of energy levels and A-values, as already demonstrated in our earlier paper. Apart from achieving a better accuracy, a larger calculation is required for modelling purpose as emphasized and demonstrated by Liedahl (2000) . Furthermore, transitions involving the higher excited levels of the n = 4 configurations have already been observed in solar plasmas (Wagner & House 1971) as well as laboratory sources (Fawcett et al. 1972) , and therefore there is a clear need to include the n = 4 configurations in generating the atomic data. Subsequently, we have included the additional four configurations (3s 2 3p 5 4 ), which give rise to only 38 levels, but closely interact with the levels of the above listed seven n = 3 configurations. This calculation includes a total of 1128 levels, but results are only presented for the lowest 250 levels for the sake of brevity. These results include all levels of the 3s 2 3p 6 , 3s 2 3p 5 3d, 3s3p 6 3d, 3p 4 3d 2 , 3s 2 3p 5 4s and 3s 2 3p 5 4p configurations, and a complete set of atomic data for all levels may be obtained on request from KMA (K.Aggarwal@qub.ac.uk).
In Table 1 we compare our level energies from grasp, obtained with and without the inclusion of Breit and QED effects. The inclusion of these effects lowers the level energies by a maximum of 0.03 Ryd (or equivalently ≤0.25%), see for example, levels 30 (3p 4 ( 3 P)3d 2 5 G 5 ), 112 (3p 4 ( 1 S)3d 2 1 G 4 ), and 179 (3p 3 ( 4 S)3d 3 7 F • 6 ). Apart from this, the level orderings are slightly altered in a few instances, such as for levels 78/79, 159/160, and 212/213. However, the energy difference between any two swapping levels is ≤0.01 Ryd. Similarly, our other calculation performed with fac and including the same CI as in grasp, provides comparable energy levels within 0.1 Ryd, which is highly satisfactory. However, the level orderings are slightly different in a few instances, such as for levels 48/49, 54/55 and 78/79. All such levels are close to each other, and the fac orderings are generally in better agreement with our corresponding results obtained without the inclusion of Breit and QED effects.
Experimental energies are available only for the levels of the 3s 2 3p 6 , 3s 2 3p 5 3d, and (3s 2 3p 5 ) 4s, 4d and 4f configurations. In our earlier paper , we have made extensive comparisons for the energy levels of the 3s 2 3p 6 and 3s 2 3p 5 3d configurations, and hence will not repeat these here. However, in Table 2 we compare our energies for the levels of the 3s 2 3p 5 4 configurations with the experimentally compiled results of NIST (National Institute for Standards and Technology), available at their website http://physics.nist.gov/PhysRefData, and the unpublished results of Irimia & Froese-Fischer (2003) for the levels of the 3s 2 3p 5 4s configuration, which have been obtained from their multi-configuration Hartree-Fock (mchf) code, and are available at the website listed above. Also included in this table are the earlier calculations of Wagner & House (1971) for the levels of the 3s 2 3p 5 4f configuration.
Our level energies from grasp are higher than the experimental ones by ∼0.5 Ryd, but the ordering is the same. Similarly, the level energies from fac are lower than from grasp by ∼0.1 Ryd, and hence are comparatively closer to the experimental values. However, the energy levels obtained with larger CI from the 6202 level fac calculation (described later) differ by negligible amounts from those with lesser CI, i.e. with only 1128 levels. This indicates that the additional inclusion of CI is of no appreciable advantage. On the other hand, the mchf calculations of Irimia & Froese-Fischer (2003) for the levels of the 3s 2 3p 5 4s configuration are not only (slightly) lower than those from grasp and fac, but the degeneracy among the levels is also minimal. Similarly, the differences between the calculations of Wagner & House (1971) for the levels of the 3s 2 3p 5 4f configuration and our results from grasp and fac are smaller than 0.6 Ryd, but their orderings are different from the experimental or our theoretical results, particularly for the 3 F 2 (555) and 1 G 4 (569) levels. However, we would like to emphasize here that identifying a level in an atomic structure calculation is not always straightforward, as the eigenvector from the same level/configuration may dominate for two (or even more) levels. For this reason we have also included the mixing coefficients of the levels in Table 2 , and examples of strong mixing are the levels (4s) 3 P • 1 and 1 P • 1 (133, 143), (4p) 3 D 2 and 1 D 2 (186, 212), and (4f) 3 F • 2 and 1 D • 2 (358, 387). Therefore, the configuration and the J values given in Table 1 (and 2) are definitive, but the corresponding LS J designation provided for a level is only for guidance, and is liable to interchange. Additionally, for highly mixed levels the LS J designations provided in Table 1 are not fully appropriate and the j j coupling scheme, as adopted in the calculations, is more suitable. Therefore, in Table 1 we have also provided the corresponding j j designations to facilitate the level/configuration identifications.
Assessing the accuracy of energy levels is not a simple task, especially when the corresponding data from experimental or other theoretical work are not already available for a majority of the levels. Nickel is a comparatively heavy ion and therefore relativistic effects are important, as included in the present work. Similarly, for many Ni ions the inclusion of extensive CI is also important, as already demonstrated for the lowest 17 levels of Ni xi , and for the levels of Ni xiii-xvii by Aggarwal et al. (2003 . However, we noted above in Table 2 that additional CI over that included in our grasp calculations is of no appreciable advantage as far as the levels of the 3s 2 3p 5 4 configurations are concerned. Most of these are higher excited levels which are not included in Table 1 . Therefore, to assess the accuracy of the lowest 250 levels, we have included in Table 1 our energies obtained from the larger calculation from fac. This calculation includes 6202 levels from all possible n = 3 plus 3s 2 3p 5 4 configurations. A comparison between the two sets of calculations from fac shows a maximum discrepancy of 0.3 Ryd (≤3%) for some of the levels, such as 100-120, and the results obtained from the larger calculation are comparatively lower and hence closer to the corresponding experimental values. Therefore, based on this and other comparisons made among a variety of calculations, and with the available experimental compilations, we may state with confidence that our energy levels from both grasp and fac (with limited CI) are accurate, in magnitude, to better than 3%, and those obtained from a larger CI are accurate to ∼1%. However, the level orderings may not be conclusive as already discussed above.
Radiative rates
The absorption oscillator strength ( f i j ) and radiative rate A ji (in s −1 ) for a transition i → j are related by the following expression:
where m and e are the electron mass and charge, respectively, c is the velocity of light, λ ji is the transition energy/wavelength in Å, and ω i and ω j are the statistical weights of the lower (i) and upper ( j) levels, respectively. Similarly, the oscillator strength f i j (dimensionless) and the line strength S (in atomic unit, 1 a.u. = 6.460 × 10 −36 cm 2 esu 2 ) are related by the following standard equations:
For the electric dipole (E1) transitions:
for the magnetic dipole (M1) transitions:
for the electric quadrupole (E2) transitions:
and for the magnetic quadrupole (M2) transitions:
In Table 3 we present transition energies/wavelengths (λ in Å), radiative rates (A ji in s −1 ), oscillator strengths ( f i j , dimensionless), and line strengths (S in a.u.), in length form only, for all 7574 electric dipole (E1) and 10815 magnetic quadrupole (M2) transitions among the lowest 250 levels of Ni xi. The indices used to represent the lower and upper levels of a transition have already been defined in Table 1 . Similar results for 10 754 electric quadrupole (E2) and 7499 magnetic dipole (M1) transitions are listed in Table 4 . Since no other similar results are available in the literature, we hope that the presently reported A-values for all types of transitions will be useful in plasma modelling.
In Table 5 we compare our oscillator strengths ( f -values), both from grasp and fac, with those of Irimia & Froese-Fischer (2003) from mchf for the common E1 transitions. With the same CI included, as in grasp and fac1, the two sets of results are comparable and the discrepancies are smaller than 10%, which is highly satisfactory. Similarly, the results obtained from the larger calculation (fac2) are also comparable for the strong transitions, but differ for some weak transitions by up to 20%. Furthermore, for four very weak transitions, namely 10-17 ( f ∼ 10 −4 ), 13-17 ( f ∼ 10 −3 ), 14-143 ( f ∼ 10 −5 ) and 17-132 ( f ∼ 10 −7 ), the discrepancy is up to 50%. The weak transitions are more sensitive to mixing coefficients, and hence differing amount of CI produce different f -values, as also discussed in detail for three Mg-like ions by . Furthermore, a larger CI generally improves the accuracy of the f -values for strong transitions, but is less conclusive for the weaker ones. We discuss the accuracy further below. One of the general criterion to assess the accuracy is to compare the length and velocity forms of the f -or A-values. However, such comparisons are only desirable, but are not a fully sufficient test to assess accuracy, as different calculations (or combinations of configurations) may give comparable f -values in the two forms, but entirely different results in magnitude. Generally, there is a good agreement between the length and velocity forms of the f -values for strong transitions, but differences between the two forms can sometimes be substantial even for some very strong transitions, as discussed in detail by . Nevertheless, in Table 5 we have listed the ratio f L / f V from our grasp calculations. For almost all of the strong transitions ( f ≥ 0.01) the two forms agree to within 10%, but for weaker transitions (such as 14-132 and 15-143) these differ by over an order of magnitude. Overall there is no major discrepancy among our calculations from grasp and fac, but the earlier results of Irimia & Froese-Fischer (2003) differ by a factor of two for some transitions, such as 1-133, 4-16, 6-17 and 7-17. Also, for the 1-143 (3s 2 3p 6 1 S 0 -3s 2 3p 5 4s 1 P • 1 ) transition, their f -value is higher by an order of magnitude, which appears to be an anomaly. In general, we may conclude that the f -values of Irimia & Froese-Fischer are comparatively less accurate, due to (perhaps) a lack of extensive CI. However, the above discussion is limited to only 52 transitions among a total of 7574 presented in Table 3 . Therefore, we discuss the accuracy below for a wider range of transitions.
A comparison between our grasp and fac1 calculations shows that only for 28 (<0.4%) strong transitions ( f ≥ 0.01) the two sets of f -values differ by more than 20%. Differences for these transitions are within a factor of two, except for four (51-234, 54-222, 54-234 and 76-234) for which the discrepancy is up to a factor of three. Similarly, differences between the fac1 and fac2 f -values are more than 20% for only 154 (2%) strong transitions, which indicates that the larger CI included in the fac2 calculations is of no appreciable advantage as far as the majority of strong transitions are concerned. Therefore, on the basis of these and earlier comparisons we may state that for a majority of strong E1 transitions, our radiative rates are accurate to better than 20%. However, for the weaker transitions this assessment of accuracy does not apply.
Lifetimes
The lifetime τ for a level j is defined as follows:
Since this is a measurable parameter, it provides a check on the accuracy of the calculations. Therefore, in Table 1 we have listed our calculated lifetimes, which include the contributions from four types of transitions, i.e. E1, E2, M1 and M2. To our knowledge, no measurements of τ are available in the literature with which to compare, and the only available theoretical results are those of Irimia & Froese-Fischer (2003) for 18 levels among the 3s 2 3p 5 3d, 3s3p 6 3d and 3s 2 3p 5 4s configurations of Ni xi. In Table 6 we compare the lifetimes for the common levels for which the discrepancy is up to three orders of magnitude. There are three main reasons for these large differences. Firstly, the two sets of A-(or f -) values are different as already seen from Table 5 . This accounts for differences up to ∼50% for some of the levels, such as 3 and 4 (3s 2 3p 5 3d 3 P • 1,2 ). Secondly, Irimia & Froese-Fischer have not calculated A-values for some types of transitions, which happen to have the dominant contribution. For example, for level 6 (3s 2 3p 5 3d 3 F • 3 ) their determination of τ is based solely on the 1-6 E3 transition for which A = 0.05443 s −1 , whereas we find that the dominant contribution comes from the 5-6 M1 transition for which A = 2.08 s −1 , as shown in Tables 3 and 4 . Finally, and in particular for the higher excited levels of the 3s 2 3p 5 4s configuration, they have not calculated A-values from all the lower levels, which are required for the determination of τ, as shown in Eq. (6). This is the main reason for the difference of three orders of magnitude in the lifetimes of the levels of the 3s 2 3p 5 4s configuration. To conclude, we may state that the lifetimes of the levels listed in Table 1 are the most accurate currently available. However, further calculations or future measurements, particularly for the (3s 2 3p 5 3d) 3 F • 4,3,2 levels for which the τ values are 67.76, 0.434 and 0.065 s, respectively, will be helpful in further assessing the accuracy of our results.
Excitation rates
Excitation rates, along with energy levels and radiative rates, are required for plasma modelling, and are determined from the collision strengths (Ω). Since the threshold energy region is dominated by numerous closed-channel (Feshbach) resonances, as demonstrated in Figs. 5 and 6 of , values of Ω need to be calculated in a fine energy mesh in order to accurately account for their contribution. Furthermore, in 
where ω i and ω j are the statistical weights of the initial (i) and final ( j) states, respectively, and E i j is the transition energy. The contribution of resonances may enhance the values of Υ over those of the background values of collision strengths (Ω B ), especially for the forbidden transitions, by up to a factor of ten (or even more) depending on the transition and/or the temperature.
Similarly, values of Ω need to be calculated over a wide energy range (above thresholds) in order to obtain convergence of integral in Eq. (7), as demonstrated in Fig. 7 of Aggarwal & Keenan.
In our earlier paper , we reported results for both Ω and Υ, but only for the resonance transitions among the 17 levels of the 3s 2 3p 6 , 3s 2 3p 5 3d and 3s3p 6 3d configurations. In Table 7 we report results of Υ for all transitions among these levels. The details of our calculations have already been described in that paper, but we recapitulate the main points here. For the computations of Ω, we employed the fully relativistic Dirac Atomic R-matrix Code (darc) of Norrington & Grant (2007) , as implemented by Ait-Tahar et al. (1996) . The R-matrix radius was adopted to be 2.97 au, and 19 continuum orbitals were included for each channel angular momentum for the expansion of the wavefunction. This allowed us to compute values of Ω up to an energy of 220 Ryd, more than sufficient to determine the values of Υ up to a temperature of 10 7 K. Furthermore, in order to obtain convergence of Ω for all transitions and at all energies, we included all partial waves with angular momentum J ≤ 39.5. To account for the inclusion of higher neglected partial waves, we also included a top-up, based on Coulomb-Bethe approximation for allowed transitions and geometric series for others. Similarly, to account for the contribution of resonances we calculated values of Ω in a fine energy mesh (∆E ≤ 0.002 Ryd) throughout the thresholds region.
To our knowledge, no other similar results, either for Ω or Υ, are available in the literature with which to compare. However, based on a variety of comparisons, including a parallel calculation performed with the Flexible Atomic Code (fac) of Gu (2003) , our results for Ω, and subsequently for Υ, were assessed to be accurate to better than 25% -see for details. This accuracy can be further improved by adopting a larger ion model, as already demonstrated for the energy levels and radiative rates in Sects. 2 and 3, respectively. A larger model, say of about 130 levels, will not only improve the accuracy of the Υ values by accounting for the resonances arising from the higher excited levels, but will also be useful for modelling of plasmas (Liedahl 2000) . However, such a collisional calculation will require a considerable amount of computational effort, but should be possible to perform in the future. Until then, the values of Υ reported in Table 7 can be employed with confidence in the analysis of Ni xi transitions observed from high temperature plasmas (Mattioli et al. 2004 ).
Conclusions
In this paper we have presented results for energy levels and radiative rates for four types of transitions (E1, E2, M1 and M2) among the lowest 250 levels of Ni xi. These 250 levels include all those of the 3s 2 3p 6 , 3s 2 3p 5 3d, 3s3p 6 3d, 3p 4 3d 2 , 3s 2 3p 5 4s and 3s 2 3p 5 4p configurations. Additionally, lifetimes of all the levels have been reported, although no measurements are available with which to compare. However, the corresponding results for excitation rates are presented only for transitions among the lowest 17 levels of the 3s 2 3p 6 , 3s 2 3p 5 3d and 3s3p 6 3d configurations. Therefore, a larger collisional calculation involving a considerably greater number of levels will be desirable in future.
Based on a variety of comparisons, our energy levels are assessed to be accurate to better than 3%, and the results for radiative rates, oscillator strengths, line strengths, and lifetimes are assessed to be accurate to better than 20% for a majority of strong transitions (levels). The accuracy for excitation rates is comparatively poor (∼25%), which can only be improved by considering a larger model.
