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Abstract— We consider the problem of nonlinear stochastic
optimal control. This is fundamentally intractable owing to
Bellman’s infamous “curse of dimensionality”. We present a
“decoupling principle” for the tractable feedback design for
such problems, wherein, first, a nominal open-loop problem
is solved, followed by a suitable linear feedback design around
the open-loop. The performance of the resulting feedback law is
shown to be asymptotically close to the true stochastic feedback
law to fourth order in a small noise parameter . The decoupling
theory is empirically tested on robotic planning problems under
uncertainty.
I. INTRODUCTION
In this paper, we consider the problem of nonlinear
stochastic optimal control. We present a decoupling
principle whereby an open loop optimization problem is
first solved, followed by a suitable linear feedback design
around the optimized open loop trajectory. The composite
feedback law thus obtained is shown to be within O(4) of
the true optimal stochastic feedback law, where  > 0 is a
small noise parameter. This decoupled design is empirically
evaluated on robotic planning problems under uncertainty.
Robotic planning problems under uncertainty can be posed
as a nonlinear stochastic optimal control problem that re-
quires the solution of an associated Dynamic Programming
(DP) problem, however, as the state dimension increases,
the computational complexity goes up exponentially in the
state dimension [4]: the manifestation of Bellman’s infamous
“curse of dimensionality (COD)” [3]. To understand the
CoD better, consider the simpler problem of estimating
the cost-to-go function of a feedback policy µt(·). Let us
further assume that the cost-to-go function can be “lin-
early parametrized” as: Jµt (x) =
∑M
i=1 α
i
tφi(x), where
the φi(x)’s are some a priori basis functions. Then the
problem of estimating Jµt (x) becomes that of estimating
the parameters α¯t = {α1t , · · · , αMt }. This can be shown to
be the recursive solution of the linear equations α¯t = c¯t +
Ltα¯t+1, where c¯t = [cit], with c
i
t =
∫
c(x, µt(x))φi(x) dx,
and Lijt =
∫ ∫
pµt(x′|x)φi(x′)φj(x) dx′ dx, i, j ∈
{1, . . . ,M}, where pµt(./.) is the transition density of
the Markov chain under policy µt. This can be done us-
ing numerical quadratures given knowledge of the model
pµ(x′|x), termed Approximate DP (ADP), or alternatively,
in Reinforcement Learning (RL), simulations of the process
under the policy µt, xt
µt(xt)−−−−→ xt+1 → · · · , is used to get an
approximation of the Lijt by sampling, and solve the equation
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above either batchwise or recursively [4], [10]. But, as the
dimension d increases, the number of basis functions and the
number of evaluations required to evaluate the integrals go up
exponentially. There has been recent success using Deep RL
paradigm where deep neural networks are used as nonlinear
function approximators to keep the parametrization tractable
[2], [12], [13], [23], [24], however, the training times required
for these approaches is still prohibitive. Hence, the primary
problem with ADP/ RL techniques is the CoD inherent in
the complex representation of the cost-to-go function, and
the exponentially large number of evaluations required for
its estimation.
In the case of continuous state, control and observation
space problems, the Model Predictive Control [16], [20]
approach has been used with a lot of success in the control
system and robotics community. For deterministic systems,
the process results in solving the original DP problem
in a recursive online fashion. However, stochastic control
problems, and the control of uncertain systems in general,
is still an unresolved problem in MPC. As succinctly noted
in [16], the problem arises due to the fact that in stochastic
control problems, the MPC optimization at every time step
cannot be over deterministic control sequences, but rather
has to be over feedback policies, which is, in general,
difficult to accomplish since a tractable parametrization
of such policies to perform the optimization over, is, in
general, unavailable. Thus, the tube-based MPC approach,
and its stochastic counterparts, typically consider linear
systems [6], [17], [21] for which a linear parametrization
of the feedback policy suffices but the methods become
intractable when dealing with nonlinear systems [15]. In
more recent work, event-triggered MPC [9], [14] keeps
the online planning computationally efficient by triggering
replanning in an event driven fashion rather than at every
time step. We note that event-triggered MPC inherits the
same issues mentioned above with respect to the stochastic
control problem, and consequently, the techniques are
intractable for nonlinear systems.
In this work, we propose a decoupling principle where
we show that the open loop and the closed design can be
separated from each other while still being near optimal to
within O(4) of the optimal stochastic feedback law, in terms
of a small noise parameter  < 1. This decoupling enables
tractable planning in stochastic nonlinear systems while still
remaining near optimal. This paper is a follow on to our prior
work [18], [26], in particular, we prove a stronger decoupling
result, O(4) vs O(2), ensure the global optimality of the
open loop design, and derive the closed loop gain design,
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via appealing to the classical Method of Characteristics for
solving Partial Differential equations (PDE), in our case, the
Hamilton-Jacobi-Bellman (HJB) PDE [7].
The rest of the document is organised as follows: Sec-
tion II states the problem, Section III presents the decoupling
principle and Section IV presents an implementation of the
decoupling principle on a robotic planning problem.
II. PROBLEM FORMULATION
The problem of robot planning and control under noise
can be formulated as a stochastic optimal control problem in
the space of feedback policies. We assume here that the map
of the environment is known and state of the robot is fully
observed. Uncertainty in the problem lies in the system’s
process model.
A. System Model:
For a dynamic system, we denote the state and control
vectors by xt ∈ X ⊂ Rnx and ut ∈ U ⊂ Rnu respectively
at time t. The motion model f : X×U×Rnu → X is given
by the equation
xt+1 = f(xt, ut, wt); wt ∼ N (0,Σwt), (1)
where {wt} are zero mean independent, identically dis-
tributed (i.i.d) random sequences with variance Σwt , and  is
a small parameter modulating the noise input to the system.
B. Stochastic optimal control problem:
The stochastic optimal control problem for a dynamic
system with initial state x0 is defined as:
Jpi∗(x0) = min
pi
E
[
T−1∑
t=0
c(xt, pit(xt)) + cT (xT )
]
, (2)
s.t. xt+1 = f(xt, pit(xt), wt),where: the optimization is
over feedback policies pi := {pi0, pi1, . . . , piT−1} and pit(·):
X → U specifies an action given the state, ut = pit(xt);
Jpi∗(·) : X→ R is the cost function on executing the optimal
policy pi∗; ct(·, ·) : X×U→ R is the one-step cost function;
cT (·) : X→ R is the terminal cost function; T is the horizon
of the problem.
III. A NEAR OPTIMAL DECOUPLING PRINCIPLE
We make the following assumptions only for simplicity.
We assume that the dynamics given in (1) can be written in
the form
xt+1 = f(xt) +Btut + wt, (3)
where  < 1 is a small parameter. We also assume that the
instantaneous cost c(·, ·) has the following simple form,
c(x, u) = l(x) +
1
2
u′Ru. (4)
We emphasis that these assumptions, quadratic control cost
and affine in control dynamics, are purely for the simplicity
of treatment. These assumptions can be omitted at the cost
of increased notational complexity.
In the following subsections, we first characterize the perfor-
mance of any feedback policy. Then, we use this characteri-
zation to provide O(2) and O(4) near-optimality results in
the subsequent subsections.
A. Characterizing the Performance of a Feedback Policy
Consider a noiseless version of the system dynamics given
by (3). We denote the “nominal” state trajectory as x¯t and
the “nominal” control as u¯t where ut = pit(xt), where pi =
(pit)
T−1
t=1 is a given control policy. The resulting dynamics
without noise is given by x¯t+1 = f(x¯t) +Btu¯t.
Assuming that f(·) and pit(·) are sufficiently smooth, we
can linearize the dynamics about the nominal trajectory.
Denoting δxt = xt − x¯t, δut = ut − u¯t, we can express,
δxt+1 = Atδxt +Btδut + St(δxt) + wt, (5)
δut = Ktδxt + S˜t(δxt), (6)
where At = ∂f∂x |x¯t , Kt = ∂pit∂x |x¯t , and St(·), S˜t(·) are
second and higher order terms in the respective expansions.
Similarly, we can linearize the instantaneous cost c(xt, ut)
about the nominal values (x¯t, u¯t) as,
c(xt, ut) = l(x¯t) + Ltδxt +Ht(δxt)+
1
2
u¯′tRu¯t + δu
′
tRu¯t +
1
2
δu′tRδut, (7)
cT (xT ) = cT (x¯T ) + CT δxT +HT (δxT ), (8)
where Lt = ∂l∂x |x¯t , CT = ∂cT∂x |x¯t , and Ht(·) and HT (·) are
second and higher order terms in the respective expansions.
Using (5) and (6), we can write the closed loop dynamics
of the trajectory (δxt)Tt=1 as,
δxt+1 = (At +BtKt)︸ ︷︷ ︸
A¯t
δxt + {BtS˜t(δxt) + St(δxt)}︸ ︷︷ ︸
S¯t(δxt)
+wt,
(9)
where A¯t represents the linear part of the closed loop systems
and the term S¯t(.) represents the second and higher order
terms in the closed loop system. Similarly, the closed loop
incremental cost given in (7) can be expressed as
c(xt, ut) = {l(x¯t) + 1
2
u¯′tRu¯t}︸ ︷︷ ︸
c¯t
+ [Lt + u¯
′
tRKt]︸ ︷︷ ︸
C¯t
δxt
+
1
2
(Ktδxt + S˜t(δxt))
′R(Ktδxt + S˜t(δxt)) + u¯′tRS˜t(δxt)︸ ︷︷ ︸
H¯t(δxt)
.
(10)
Therefore, the cumulative cost of any given closed loop
trajectory (xt, ut)Tt=1 can be expressed as,
Jpi =
T−1∑
t=1
c(xt, ut = pit(xt)) + cT (xT )
=
T∑
t=1
c¯t +
T∑
t=1
C¯tδxt +
T∑
t=1
H¯t(δxt), (11)
where c¯T = cT (x¯T ), C¯T = CT .
We first show the following critical result.
Lemma 1: Given any sample path, the state perturbation
equation given in (9) can be equivalently characterized as
δxt = δx
l
t + et, δx
l
t+1 = A¯tδx
l
t + wt (12)
where et is an O(2) function that depends on the entire noise
history {w0, w1, · · ·wt} and δxlt evolves according to the
linear closed loop system. Furthermore, et = e
(2)
t + O(
3),
where e(2)t = A¯t−1e
(2)
t−1 + δx
l′
t S¯
(2)
t−1δx
l
t, e
(2)
0 = 0, and S¯
(2)
t
represents the Hessian corresponding to the Taylor series
expansion of the function S¯t(.).
Proof: We only consider the case when the state xt is
scalar, the vector case is straightforward to derive and only
requires a more complex notation.
We proceed by induction. The first general instance of
the recursion occurs at t = 3. It can be shown that:
δx3 = (A¯2A¯1(w0) + A¯2(w1) + w2)︸ ︷︷ ︸
δxl3
+
{A¯2S¯1(w0) + S¯2(A¯1(w0) + w1 + S¯1(w0))}︸ ︷︷ ︸
e3
. Noting
that S¯1(.) and S¯2(.) are second and higher order terms, it
follows that e3 is O(2).
Suppose now that δxt = δxlt + et where et is O(
2). Then:
δxt+1 = A¯t+1(δx
l
t + et) + wt + S¯t+1(δxt),
= (A¯t+1δx
l
t + wt)︸ ︷︷ ︸
δxlt+1
+ {A¯t+1et + S¯t+1(δxt)}︸ ︷︷ ︸
et+1
. Noting that
S¯t is O(2) and that et is O(2) by assumption, the result
follows that et+1 is O(2).
Now, let us take a closer look at the term et and again
proceed by induction. It is clear that e1 = e
(2)
1 = 0. Next,
it can be seen that e2 = A¯1e
(2)
1 + S
(2)
1 (δx
l
1)
2 + O(3) =
S¯
(2)
1 (ω0)
2 + O(3), which shows the recursion is valid for
t = 2 given it is so for t = 1.
Suppose that it is true for t. Then: δxt+1 =
A¯tδxt+St(δxt)+ ωt,= A¯t(δx
l
t+et)+St(δx
l
t+et)+ ωt,
= (A¯tδx
l
t + ωt)︸ ︷︷ ︸
δxlt+1
+ A¯te
(2)
t + S
(2)
t (δx
l
t)
2︸ ︷︷ ︸
e
(2)
t+1
+O(3),where the
last line follows because et = e
(2)
t + O(
3), and S¯t(.)
contains second and higher order terms only. This completes
the induction and the proof.
Next, we have the following result for the expansion of
the cost to go function Jpi .
Lemma 2: Given any sample path, the cost-to-go under a
policy can be expanded as:
Jpi =
∑
t
c¯t︸ ︷︷ ︸
J¯pi
+
∑
t
C¯tδx
l
t︸ ︷︷ ︸
δJpi1
+
∑
t
δxl
′
t H¯
(2)
t δx
l
t + C¯te
(2)
t︸ ︷︷ ︸
δJpi2
+O(3),
(13)
where H¯(2)t denotes the second order coefficient of the Taylor
expansion of H¯t(.).
Proof: We have that: Jpi =
∑
t c¯t+
∑
t C¯t(δx
l
t+et)+∑
t H¯t(δx
l
t + et),=
∑
t c¯t +
∑
t C¯tδx
l
t +
∑
t δx
l′
t H¯
(2)
t δx
l
t +
C¯te
(2)
t + O(
3),where the last line of the equation above
follows from an application of Lemma 1.
Now, we show the following important result.
Proposition 1: The mean and variance of the cost-to-go
Jpi obey: J˜pi = E[Jpi] = J¯pi + O(2), and Var(Jpi) =
Var(δJpi1 )︸ ︷︷ ︸
O(2)
+O(4).
Proof: It is useful to first write the sample path cost in a
slightly different fashion. It can be seen that given sufficient
smoothness of the requisite functions, the cost of any sample
path can be expanded as follows: Jpi = J¯pi + Jpi1 + 
2Jpi2 +
3Jpi3 + 
4Jpi4 +R,where: Jpi1 = J 1ω¯, Jpi2 = ω¯′J 2ω¯,and so
on for Jpi3 , J
pi
4 respectively, where J i are constant matrices
(tensors) of suitable dimensions, and ω¯ = [ω1, · · ·ωN ].
Further, the remainder function R is an o(4) function in
the sense that −4R → 0 as → 0.
Moreover, due to the whiteness of the noise sequences ω¯, it
follows that E[Jpi1 ] = 0, and E[J
pi
3 ] = 0, since these terms
are made of odd valued products of the noise sequences,
while E[Jpi2 ], E[J
pi
4 ] are both finite owing to the finiteness
of the moments of the noise values and the initial condition.
Further lim→0−4E[R] = E[lim −4R] = 0, i.e., E[R] is
o(4).
Therefore, using Lemma 2, and taking expectations on both
sides, we obtain: E[Jpi] = J¯pi+E[Jpi1 ]+E[
2Jpi2 ]+O(
4) =
J¯pi +O(2),since E[Jpi1 ] = 0, and E[
2Jpi,22 ] is O(
2) due to
the fact that E[Jpi2 ] <∞.
Next, using Lemma 2, and taking the variances on both sides,
and doing some work, we have: V ar[Jpi] = V ar[Jpi1 ] +
E[Jpi1 
2Jpi2 ]+V ar[
2Jpi2 ]+o(
4) = V ar[δJpi1 ]+O(
4),where
the second equality follows from the fact that E[Jpi1 
2Jpi2 ] =
0 (Jpi1 and 
2Jpi2 are uncorrelated), and V ar[J
pi
2 ] <∞. This
completes the proof of the result.
A further consequence of the result above is the following.
Suppose that given a policy pit(.), we only consider the
linear part, i.e., the linear approximation pilt(xt) = u¯t +
Ktδxt. However, according to Lemma 2, the 2 terms in the
expansion of the cost of any sample path solely result from
the linear closed loop system. Therefore, it follows that the
sample path cost under the full policy pit(.) and the linear
policy pilt(.) agree up to the 
2 term. Therefore, it follows
that E[Jpi]− E[Jpil ] = O(4)! We summarize this result in
the following:
Proposition 2: Let pit(.) be any given feedback policy. Let
pilt(xt) = u¯t + Ktδxt be the linear approximation of the
policy. Then, the error in the expected cost to go under the
two policies, E[Jpi]− E[Jpil ] = O(4).
The above two results in Propositions 1 and 2 will form
the basis of an O(2) and an O(4) decoupling result in the
following subsections.
B. An O(2) Near-Optimal Decoupled Approach for Closed
Loop Control
The following observations can now be made from Propo-
sition 1.
Remark 1 (Expected cost-to-go): Recall that ut = pit(xt)
= u¯t +Ktδxt + S˜t(δxt). However, note that due to Propo-
sition 1, the expected cost-to-go, J˜pi , is determined almost
solely (within O(2)) by the nominal control action sequence
u¯t.
Remark 2 (Variance of cost-to-go): Given the nominal
control action u¯t, the variance of the cost-to-go, which is
O(2), is determined overwhelmingly (within O(4)) by the
linear feedback term Ktδxt.
Proposition 1 and the remarks above suggest that an open
loop control super imposed with a closed loop control for
the perturbed linear system may be approximately optimal.
We delineate this idea below.
Open Loop Design. First, we design an optimal (open
loop) control sequence u¯∗t for the noiseless system. More
precisely,
(u¯∗t )
T−1
t=1 = arg min
(u˜t)
T−1
t=1
T−1∑
t=1
c(x¯t, u˜t) + cT (x¯T ), (14)
x¯t+1 = f(x¯t) +Btu˜t.
Please see Remark 4 regarding the global optimality of the
solution of the above problem.
Closed Loop Design. We find the optimal feedback gain
K∗t such that the variance of the linear closed loop system
around the nominal path, (x¯t, u¯∗t ), from the open loop design
above, is minimized.
(K∗t )
T−1
t=1 = arg min
(Kt)
T−1
t=1
Var(δJpi1 ), (15)
where δJpi1 =
∑T
t=1 C¯tx
l
t, δx
l
t+1 = (At +BtKt)δx
l
t + wt.
We now characterize the approximate closed loop policy
below.
Proposition 3: Construct a closed loop policy pi∗t (xt) =
u¯∗t + K
∗
t δxt,where u¯
∗
t is the solution of the open loop
problem (14), and K∗t is the solution of the closed loop
problem (15). Let pio be the optimal closed loop policy.
Then, |J˜pi∗− J˜pio | = O(2). Furthermore, among all policies
with nominal control action u¯∗t , the variance of the cost-to-
go under policy pi∗t , is within O(
4) of the variance of the
policy with the minimum variance.
Proof: We have J˜pi
∗ − J˜pio = J˜pi∗ − J¯pi∗ + J¯pi∗ − J˜pio
≤ J˜pi∗ − J¯pi∗ + J¯pio − J˜pio .The inequality above is due
the fact that J¯pi
∗ ≤ J¯pio , by definition of pi∗. Now, using
Proposition 1, we have that |J˜pi∗ − J¯pi∗ | = O(2), and
|J˜pio − J¯pio | = O(2). Also, by definition, we have J˜pio ≤
J˜pi
∗
. Then, from the above inequality, we get |J˜pi∗ − J˜pio | ≤
|J˜pi∗−J¯pi∗ |+|J¯pio−J˜pio | = O(2).A similar argument holds
for the variance as well.
Unfortunately, there is no standard solution to the closed
loop problem (15) due to the coupling of the cost function
between different times. Therefore, we solve a standard LQR
problem as a surrogate, and the effect is one of reducing the
variance of the cost-to-go by reducing the variance of the
closed loop trajectories.
Approximate Closed Loop Problem. We solve the fol-
lowing LQR problem for suitably defined cost function
weighting factors Qt, Rt:
min
(δut)Tt=1
E[
T−1∑
t=1
δx′tQtδxt + δu
′
tRtδut + δx
′
TQT δxt],
δxt+1 = Atδxt +Btδut + wt. (16)
The solution to the above problem furnishes us a feedback
gan Kˆ∗t which we can use in the place of the true variance
minimizing gain K∗t .
C. An O(4) Near-Optimal Decoupled Approach for Closed
Loop Control
In order to derive the results in this section, we need
some additional structure on the dynamics. In essence, the
results in this section require that the time discretization of
the dynamics be small enough. Thus, let the dynamics be
given by:
xt = xt−1 + f¯(xt−1)∆t+ g¯(xt−1)ut∆t+ ωt
√
∆t, (17)
where ωt is a white noise sequence, and the sampling time
∆t is small enough that O(∆tα) is negligible for α > 1. The
noise term above is a Brownian motion, and hence the
√
∆t
factor. Further, the incremental cost function c(x, u) is given
as: c(x, u) = l¯(x)∆t+ 12u
′R¯u∆t. The main reason to use the
above assumptions is to simplify the Dynamic Programming
(DP) equation governing the optimal cost-to-go function of
the system. The DP equation for the above system is given
by:
Jt(x) = min
ut
{c(x, u) + E[Jt+1(x′)]}, (18)
where x′ = x + f¯(x)∆t + g¯(x)ut∆t + ωt
√
∆t and Jt(x)
denotes the cost-to-go of the system given that it is at state
x at time t. The above equation is marched back in time
with terminal condition JT (x) = cT (x), and cT (.) is the
terminal cost function. Let ut(.) denote the corresponding
optimal policy. Then, it follows that the optimal control ut
satisfies (since the argument to be minimized is quadratic in
ut)
ut = −R−1g¯′Jxt+1, (19)
where Jxt+1 =
∂Jt+1
∂x . Further, let u
d
t (.) be the optimal control
policy for the deterministic system, i.e., Eq. 17 with  =
0. The optimal cost-to-go of the deterministic system, φt(.)
satisfies the deterministic DP equation:
φt(x) = min
u
[c(x, u) + φt+1(x
′)], (20)
where x′ = x+ f¯(x′)∆t+ g¯(x′)u∆t. Then, identical to the
stochastic case, udt = R
−1g¯′φxt . Next, let ϕt(.) denote the
cost-to-go of the deterministic policy when applied to the
stochastic system, i.e., udt applied to Eq. 17 with  > 0. The
cost-to-go ϕt(.) satisfies the policy evaluation equation:
ϕt(x) = c(x, u
d
t (x)) + E[ϕt+1(x
′)], (21)
where now x′ = x + f¯(x)∆t + g¯(x)udt (x)∆t + ωt
√
∆t.
Note the difference between the equations 20 and 21. Then,
we have the following important result.
Proposition 4: The difference between the cost function
of the optimal stochastic policy, Jt, and the cost function of
the “deterministic policy applied to the stochastic system”,
ϕt, is O(4), i.e. |Jt(x)− ϕt(x)| = O(4) for all (t, x).
The above result was originally proved in a seminal paper [8]
for first passage problems. We provide a simple derivation
of the result for a final value problem below.
Proof: We shall show the result for the scalar case for
simplicity, the vector state case is relatively straightforward
to derive. Using Proposition 1, we know that any cost
function, and hence, the optimal cost-to-go function can be
expanded as:
Jt(x) = J
0
t + 
2J1t + 
4J2t + · · · (22)
Thus, substituting the minimizing control in Eq. 19 into the
dynamic programming Eq. 18 implies:
Jt(x) = l¯(x)∆t+
1
2
r(
−g¯
r
)2(Jxt+1)
2∆t+ Jxt+1f¯(x)∆t
+g¯(
−g¯
r
)(Jxt+1)
2∆t+
2
2
Jxxt+1∆t+ Jt+1(x),
(23)
where Jxt , and J
xx
t denote the first and second derivatives of
the cost-to go function. Substituting Eq. 22 into eq. 23 we
obtain that:
(J0t + 
2J1t + 
4J2t + · · · ) = l¯(x)∆t+
1
2
g¯2
r
(J0,xt+1 + 
2J1,xt+1 + · · · )2∆t
+(J0,xt+1 + 
2J1,xt+1 + · · · )f¯(x)∆t
− g¯
2
r
(J0,xt+1 + 
2J1,xt+1 + · · · )2∆t
+
2
2
(J0,xt+1 + 
2J1,xt+1 + · · · )∆t+ Jt+1(x). (24)
Now, we equate the 0, 2 terms on both sides to obtain
perturbation equations for the cost functions J0t , J
1
t , J
2
t · · · .
First, let us consider the 0 term. Utilizing Eq. 24 above, we
obtain:
J0t = l¯∆t+
1
2
g¯2
r
(J0,xt+1)
2∆t+ (f¯ + g¯
−g¯
r
J0,xt )︸ ︷︷ ︸
f¯0
J0,xt ∆t+ J
0
t+1,
(25)
with the terminal condition J0T = cT , and where we have
dropped the explicit reference to the argument of the func-
tions x for convenience.
Similarly, one obtains by equating the O(2) terms in Eq. 24
that:
J1t =
1
2
g¯2
r
(2J0,xt+1J
1,x
t+1)∆t+ J
1,x
t+1f¯∆t−
g¯2
r
(2J0,xt+1J
1,x
t+1)∆t+
1
2
J0,xxt+1 ∆t+ J
1
t+1,
(26)
which after regrouping the terms yields:
J1t = (f¯ + g¯
−g¯
r
J0,xt+1)J
1,x
t+1︸ ︷︷ ︸
=f¯0
∆t+
1
2
J0,xxt+1 ∆t+ J
1
t+1, (27)
with terminal boundary condition J1T = 0. Note the
perturbation structure of Eqs. 25 and 27, J0t can be
solved without knowledge of J1t , J
2
t etc, while J
1
t requires
knowledge only of J0t , and so on. In other words,
the equations can be solved sequentially rather than
simultaneously.
Now, let us consider the deterministic policy udt (.) that is
a result of solving the deterministic DP equation:
φt(x) = min
u
[c(x, u) + φt+1(x
′)], (28)
where x′ = x + f¯∆t + g¯u∆t, i.e., the deterministic system
obtained by setting  = 0 in Eq. 17, and φt represents the
optimal cost-to-go of the deterministic system. Analogous to
the stochastic case, udt =
−g¯
r φ
x
t . Next, let ϕt denote the cost-
to-go of the deterministic policy udt (.) when applied to the
stochastic system, i.e., Eq. 17 with  > 0. Then, the cost-to-
go of the deterministic policy, when applied to the stochastic
system, satisfies:
ϕt = c(x, u
d
t (x)) + E[ϕt+1(x
′)], (29)
where x′ = f¯∆t + g¯udt∆t + 
√
∆tωt. Substituting udt (.) =−g¯
r φ
x
t into the equation above implies that:
ϕt = ϕ
0
t + 
2ϕ1t + 
4ϕ2t + · · ·
= l¯∆t+
1
2
g¯2
r
(φxt+1)
2∆t+ (ϕ0,xt+1 + 
2ϕ1,xt+1 + · · · )f¯∆t
+g¯
−g¯
r
φxt+1(ϕ
0,x
t+1 + 
2ϕ1,xt+1 + · · · )∆t
+
2
2
(ϕ0,xxt+1 + 
2ϕ1,xxt+1 + · · · )∆t
+(ϕ0t+1 + 
2ϕ1t+1 + · · · ). (30)
As before, if we gather the terms for 0, 2 etc. on both sides
of the above equation, we shall get the equations governing
ϕ0t , ϕ
1
t etc. First, looking at the 
0 term in Eq. 27, we obtain:
ϕ0t = l¯∆t+
1
2
g¯2
r
(φxt+1)
2∆t+ (f¯ + g¯
−g¯
r
φxt+1)ϕ
0,x
t+1∆t
+ϕ0t+1,
(31)
with the terminal boundary condition ϕ0T = cT . However,
the deterministic cost-to-go function also satisfies:
φt = l¯∆t+
1
2
g¯2
r
(φxt+1)
2∆t+ (f¯ + g¯
−g¯
r
φxt+1)φ
x
t+1∆t
+φt+1,
(32)
with terminal boundary condition φT = cT . Comparing
Eqs. 31 and 32, it follows that φt = ϕ0t for all t. Further,
comparing them to Eq. 25, it follows that ϕ0t = J
0
t ,
for all t. Also, note that the closed loop system above,
f¯ + g¯−g¯r φ
x
t+1 = f¯
0 (see Eq. 25 and 27).
Next let us consider the 2 terms in Eq. 30. We obtain:
ϕ1t = f¯ϕ
1,x
t+1∆t+ g¯
−g¯
r
φxt+1ϕ
1,x
t+1∆t+
1
2
ϕ0,xxt+1 + ϕ
1
t+1.
Noting that φt = ϕ0t , implies that (after collecting terms):
ϕ1t = f¯
0ϕ1,xt+1∆t+
1
2
ϕ0,xxt+1 ∆t+ ϕ
1
t+1, (33)
with terminal boundary condition ϕ1N = 0. Again, comparing
Eq. 33 to Eq. 27, and noting that ϕ0t = J
0
t , it follows that
ϕ1t = J
1
t , for all t. This completes the proof of the result.
Given some initial condition x0, consider a linear trun-
cation of the optimal deterministic policy, i.e., let ult(.) =
u¯t + Ktδxt, where the deterministic policy is given by
udt = u¯t +Ktδxt + St(δxt), where St(.) denote the second
and higher order terms in the optimal deterministic feedback
policy. Using Proposition 2, it follows that the cost of the
linear policy, say ϕlt(.), is within O(
4) of the cost of the
deterministic policy udt (.), when applied to the stochastic
system in Eq. 17. However, the result in Proposition 4 shows
that the cost of the deterministic policy is within O(4) of
the optimal stochastic policy. Taken together, this implies that
the cost of the linear deterministic policy is within O(4) of
the optimal stochastic policy. This may be summarized in
the following result.
Proposition 5: Let the optimal cost function under the
true stochastic policy be given Jt(.) Let the optimal deter-
ministic policy be given by udt (xt) = u¯t +Ktδxt +St(δxt),
and the linear approximation to the policy be ult(xt) =
u¯t +Ktδxt, and let the cost of the linear policy be given by
ϕlt(x). Then |Jt(x)− ϕlt(x)| = O(4) for all (t, x).
Now, it remains to be seen how to design the u¯t and the
linear feedback term Kt. The open loop optimal control
sequence u¯t is found identically to the previous section.
However, the linear feedback gain Kt is calculated in a
slightly different fashion and may be done as shown in the
following.
We will use the classical Method of Characteristics to
derive the result [7]. Let us recall the Hamilton-Jacobi-
Bellman (HJB) equation in continuous time under the same
assumptions as above, i.e., quadratic in control cost c(x, u) =
l(x) + 12ru
2, and affine in control dynamics x˙ = f(x) +
g(x)u, (the discrete time case for a sufficiently small dis-
cretization time then follows immediately, see Remark 3):
∂J
∂t
+ l − 1
2
g2
r
J2x + fJx = 0, (34)
where J = Jt(xt), Jx = ∂J∂xt , and the equation is integrated
back in time with terminal condition JT (xT ) = cT (xT ).
Define ∂J∂t = p, Jx = q, then the HJB can be written as
F (t, x, J, p, q) = 0, where F (t, x, J, p, q) = p+ l− 12 g
2
r q
2 +
fq. One can now write the Lagrange-Charpit equations [7]
for the HJB as:
x˙ = Fq = f − g
2
r
q, (35)
q˙ = −Fx − qFJ = −lx + gg
x
r
q2 − fxq, (36)
with the terminal conditions x(T ) = xT , q(T ) = cxT (xT ),
where Fx = ∂F∂x , Fq =
∂F
∂q , g
x = ∂g∂x , l
x = ∂l∂x , f
x = ∂f∂x
and cxT =
∂cT
∂x .
Given a terminal condition xT , the equations above can be
integrated back in time to yield a characteristic curve of the
HJB PDE. Now, we show how one can use these equations
to get a local solution of the HJB, and consequently, the
feedback gain Kt.
Suppose now that one is given an optimal nominal trajectory
x¯t, t ∈ [0, T ] for a given initial condition x0, from solving the
open loop optimal control problem. Let the nominal terminal
state be x¯T . We now expand the HJB solution around this
nominal optimal solution. To this purpose, let xt = x¯t+δxt,
for t ∈ [0, T ]. Then, expanding the optimal cost function
around the nominal yields: J(xt) = J¯t +Gtδxt + 12Ptδx
2
t +
· · · , where J¯t = Jt(x¯t), Gt = ∂J∂xt |x¯t , Pt = ∂
2J
∂x2t
|x¯t . Then,
the co-state q = ∂J∂xt = Gt +Ptδxt + · · · . For simplicity, we
assume that gx = 0 (this is relaxed but at the expense of a
rather tedious derivation and we will ‘only state’ the result
for the general case at the end of this Section). Hence,
d
dt
(x¯t + δxt)︸ ︷︷ ︸
˙¯xt+δ˙xt
= f(x¯t + δxt)︸ ︷︷ ︸
(f¯t+f¯xt δxt+··· )
−g
2
r
(Gt + Ptδxt + · · · ),
(37)
where f¯t = f(x¯t), f¯xt =
∂f
∂xt
|x¯t . Expanding in powers of the
perturbation variable δxt, the equation above can be written
as (after noting that ˙¯xt = f¯t − g
2
r Gt due to the nominal
trajectory x¯t satisfying the characteristic equation):
˙δxt = (f¯
x
t −
g2
r
Pt)δxt +O(δx
2
t ). (38)
Next, we have:
dq
dt
=
d
dt
(Gt + Ptδxt + · · · )
= −lx − fxq = −(l¯xt + l¯xxt δxt + · · · )
−(f¯xt + f¯xxt δxt + · · · )(Gt + Ptδxt + · · · ), (39)
where f¯xxt =
∂2f
∂x2 |x¯t , l¯xt = ∂l∂x |x¯t , l¯xxt = ∂
2l
∂x2 |x¯t . Using
d
dtPtδxt = P˙tδxt + Pt
˙δxt, substituting for ˙δxt from (38),
and expanding the two sides above in powers of δxt yields:
G˙t + (P˙t + Pt(f¯
x
t −
g2
r
Pt))δxt + · · ·
= −(l¯xt + f¯xt Gt)− (l¯xxt + f¯xt Pt + f¯xxt Gt)δxt + · · · . (40)
Equating the first two powers of δxt yields:
G˙t + l¯
x
t + f¯
x
t Gt = 0, (41)
P˙t + l
xx
t + Ptf¯
x
t + f¯
x
t Pt − Pt
g2
r
Pt + f¯
xx
t Gt = 0. (42)
We can see that the first equation for Gt is simply a restate-
ment of the co-state equations in the Minimum Principle.
The second equation is a Ricatti-esque equation, except for
the second order term f¯xxt Gt. This clearly shows that the
feedback design is not an LQR design. The optimal feedback
law is given by: ut(xt) = u¯t + Ktδxt + O(δx2t ), where
Kt = − grPt.
Now, we summarize the above development for the gen-
eral vector case, with a state dependent control influ-
ence matrix. Let the control influence matrix be gives
as: G =
g
1
1(x) · · · gp1(x)
. . .
g1n(x) · · · gpn(x)
 = [Γ1(x) · · ·Γp(x)]], i.e.,
Γj represents the control influence vector corresponding
to the jth input. Let G¯t = G(x¯t), where {x¯t} repre-
sents the optimal nominal trajectory. Further, let F =f1(x)...
fn(x)
 denote the drift/ dynamics of the system. Let
Gt = [G
1
t · · ·Gnt ]ᵀ, and R−1G¯ᵀt Gt = [u¯1t · · · u¯pt ]ᵀ, denote
the optimal nominal co-state and control vectors respec-
tively. Let F¯xt =

∂f1
∂x1
· · · ∂f1∂xn
. . .
∂fn
∂x1
· · · ∂fn∂xn
 |x¯t , and similarly Γ¯j,xt =
∇xΓj |x¯t . Further, define: F¯xx,it =

∂2f1
∂x1∂xi
· · · ∂2f1∂xn∂xi
. . .
∂2fn
∂x1∂xi
· · · ∂2fn∂xn∂xi
 |x¯t ,
and Γ¯j,xx,it similarly for the vector function Γ
j , and G¯x,it =
∂g11
∂xi
· · · ∂gp1∂xi
. . .
∂g1n
∂xi
· · · ∂gpn∂xi
 |x¯t . Finally, define At = F¯xt +∑pj=1 Γ¯j,xt u¯jt ,
L¯xt = ∇xl|x¯t , and L¯xxt = ∇2xxl|x¯t .
Proposition 6: Given the above definitions, the following
result holds for the evolution of the co-state/ gradient vector
Gt, and the Hessian matrix Pt, of the optimal cost function
Jt(xt), evaluated on the optimal nominal trajectory x¯t, t ∈
[0, T ]:
G˙t + L¯
x
t +AtGt = 0, (43)
P˙t + L¯
xx
t + (At +
p∑
j=1
Γ¯j,xt u¯
j
t )Pt + Pt(At +
p∑
j=1
Γ¯j,xt u¯
j
t )
ᵀ
−PtG¯tR−1G¯ᵀt Pt
+
n∑
i=1
[F¯xx,it +
p∑
j=1
Γ¯j,xx,it u¯
j
t + G¯x,it
n∑
j=1
R−1G¯x,j,ᵀt Gjt ]Git = 0,
(44)
with terminal conditions GT = ∇xcT |x¯T , and Pt =
∇2xxcT |x¯T
Remark 3: Not LQR. The co-state equation (43) above is
identical to the co-state equation in the Minimum Principle
[5], [19]. However, the Hessian Pt equation is Ricatti-like
with some important differences: note the extra
∑
j Γ¯
j,x
t u¯
j
t
term in the first line, and the second order terms on the last
line of the equation stemming from the nonlinear drift and
input influence vectors. These terms are not present in the
LQR Ricatti equation, and thus, it is clear that this cannot be
an LQR, or perturbation feedback design (Ch. 6, [5]). Also,
if the input influence matrix is independent of the state, then
the extra terms in the first line drop out but the second order
terms on the last line still remain (as we showed in the scalar
case), and hence, it is still different from the LQR case. For
the discrete time case with small enough discretization time
∆t, one would simply use the continuous feedback law above
with a zero order hold.
Remark 4: Convexity. Recall the Lagrange-Charpit equa-
tions for solving the HJB (35), (36). Given an unconstrained
control, these ODEs have a unique solution for any terminal
condition xT (under standard Lipschitz continuity of the
involved functions), and thus, there cannot be two solutions
from the nominal terminal state x¯T . Therefore, the open loop
optimal trajectory is also the global minimum even though
the open loop problem is not convex.
D. Summary of the Decoupling Results and Implications
The previous two subsections showed that the
deterministic feedback law is an excellent surrogate
for the true stochastic feedback law. Further, the feedback
parameterization can be written as: pit(xt) = u¯t + Ktδxt,
where δxt = xt − x¯t denotes the state deviation from the
nominal. Further, it was shown that the optimal open loop
sequence u¯t is independent of the feedback gain, while the
feedback gain Kt can be designed based on the optimal u¯t.
Hence, the term decoupling, in the sense that the search for
the optimal parameter (u¯∗t ,K
∗
t ) need not be done jointly,
thereby leading to computational tractability.
Moreover, it was shown that depending on how one designed
the gain Kt, we can obtain either O(2) (Proposition 3), or
O(4) (Proposition 6), near-optimality to the true optimal
stochastic policy.
IV. SIMULATION RESULTS
(a) Cost comparison. (b) Robot trajectory.
Fig. 1: Cost evolution over a feasible range of  for a car-like robot, where  is a
measure of the noise in the system. Note that the performance of T-PFC is close to
NMPC for a wide range of noise levels, while T-PFC takes approximately 100× less
time to execute [18].
This section shows empirical results obtained by designing
the feedback policies as discussed in section III-B and III-
C. Here, we call the policy which is O(2) near-optimal as
Trajectory optimised Linear Quadratic Regulator (T-LQR)
and the policy which is O(4) near-optimal as Trajectory
optimised Perturbation Feedback Controller (T-PFC). We
compare them with the non-linear Model Predictive Con-
troller (MPC) which is considered as the optimal deter-
ministic policy. The results shown here are taken from our
previous work [18]. (The reader can look at [18] for more
examples and details). To calculate the nominal trajectory,
numerical optimization is performed using the Casadi [1]
framework employing the Ipopt [25] NLP software. A
feasible trajectory generated by the non-holonomic version
of the RRT algorithm [11] is fed into the optimizer for
an initial guess. The results presented in the example are
averaged from a set of 100 Monte Carlo simulations for a
range of tolerable noise levels . The proposed approach has
been implemented to the problem of motion planning under
process noise in the dynamical model to obtain the cost plots
and then simulated in a physics engine on a realistic robot
model for further analysis.
Noise characterization: Process noise is modeled as a
standard Brownian noise added to the system model with
a standard deviation of 
√
∆t. Since it is assumed to be
additive Gaussian and i.i.d. (even w.r.t the noise in other state
variables), it could account for various kinds of uncertainties
including that of parametric, model and the actuator.  is a
scaling parameter that is varied to analyze the influence of
the magnitude of the noise.
For simulation, we use realistic physical robot models in
a physics engine in an obstacle-filled environment. Apart
from this model uncertainty, we also introduce actuator noise
through an additive Gaussian of standard deviation σt,
where σt is ‖us‖∞.
A 4-D model of a car-like robot with its state described by
(xt, yt, θt, φt)
ᵀ is considered. For a control input constituting
of the driving and the steering angular velocities, (ut, wt)ᵀ,
the state propagation model is as follows:
x˙ = ucos(θ), θ˙ =
u
L
tan(φ)
y˙ = usin(θ), φ˙ = ω
Fig. 1b shows an example path taken by a car-like robot in an
environment filled with 8 obstacles. Fig. 1a compares the cost
incurred by T-LQR (O(2) design), and the T-PFC (O(4)
design), with other algorithms like ILQG [22] and Non-
linear MPC, and shows the near-optimality of the two linear
deterministic laws with the optimal deterministic solution.
V. CONCLUSIONS AND IMPLICATIONS
In this paper, we have considered a class of stochastic
control problems and shown near optimal and tractable
approximations to the optimal nonlinear stochastic feedback
law. We have also shown application of the results to a
car-like robot. An important limitation of the method is
the smoothness of the nominal trajectory such that suitable
Taylor expansions are possible, this breaks down when
trajectories are non-smooth such as in hybrid systems like
legged robots, or maneuvers have kinks for car-like robots
such as in a tight parking application. It remains to be seen
as to if, and how, one may extend the decoupling to such
applications.
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