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Des nombres infiniment petits et des entiers
infiniment grands mais de´finis a` l’unite´ pre`s
∗Thierry Bautier
I.U.F.M. de Bretagne, Ecole interne de l’U.B.O.,
32 Avenue Roosevelt, 56000 Vannes, France
Abstract
The main results of this paper are the constructions, both
rigourous and intuitive, of the intrinsic extension of the set of non
negative integers N and the smallest over-field of R set which is
continue.
Introduction
Les Analyses Non Standard de A.Robinson [1,2,3] et de J.H.Conway
[4] sont aujourd’hui assez bien connues et la nouvelle Analyse Non
Standard qui est ici pre´sente´e vise les meˆmes objectifs que ces deux
the´ories mathe´matiques :
Comple´ter la droite nume´rique standard par des
e´le´ments infiniment grands et infiniment petits, en con-
servant l’essentiel de ses proprie´te´s.
Le niveau technique de cette troisie`me the´orie mathe´matique est
tre`s simple, beaucoup plus simple que celle des deux autres the´ories
et l’on doit s’en expliquer dans cette introduction.
La The´orie des nombres hyperre´els de A.Robinson est re´pute´e
difficile [2,3], sans doute parce qu’il s’agit de prouver par des ar-
guments purement logiques l’existence d’un sur-espace de R qui
soit un corps archime´dien, totalement ordonne´ depuis l’infiniment
petit jusqu’a` l’infiniment grand.
∗thierry.bautier@bretagne.iufm.fr
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En particulier, on ne connaˆıt aucun de ces ”hypernaturels”
ω, on sait seulement qu’ils ”existent” et d’une certaine manie`re,
tout se passe comme lorsque l’on travaille avec des lettres, on
n’en connaˆıt pas la valeur. Ici, l’inde´termination est tre`s limite´e
puisqu’un seul nombre va permettre d’exprimer tous les autres
(cf. le The´ore`me 3.16).
A l’oppose´ de cette approche formaliste de A.Robinson en Ana-
lyse Non Standard, on construit ici explicitement dans la Premie`re
Partie un sur-anneau de R qui n’est pas archime´dien, dans la
Deuxie`me Partie un nouvel ensemble de nombres entiers infini-
ment grands mais pas infinis et dans la Troisie`me Partie, un sur-
espace note´ Ω de ces deux structures qui posse`de toutes les pro-
prie´te´s voulues.
On ne saura ici de´nombrer que des ensembles de nombres tre`s par-
ticuliers et le plus grand espace nume´rique ici conside´re´, Ω, n’est
que le plus petit corps totalement ordonne´ continu et complet
qui contienne l’ensemble R, diffe´rent bien suˆr du corps R lui-meˆme.
A titre de comparaison, l’ensemble des surre´els construit par
Conway a` base de coupures de Dedekind ite´re´es a` l’infini, conduit
au plus gros sur-corps de R totalement ordonne´. Il contient a` titre
particulier, tous les ordinaux transfinis (l’addition y est commu-
tative) ainsi que tous ses inverses.
On comprend alors la diffe´rence de technicite´ entre ces trois ten-
tatives modernes de le´gitimer le reˆve Leibnizien.
Toutes les branches des Mathe´matiques, y compris la Me´canique
classique et la Relativite´ Ge´ne´rale, lorsqu’elles recourent aux struc-
ture de nombres re´els ou entiers standard en particulier pour
inte´grer une e´quation diffe´rentielle, pourraient trouver be´ne´fice a`
ces e´largissements tre`s simples des ensembles R et N, qui sont ici
pour la premie`re fois propose´s.
Le plan de cet article est le suivant :
Dans la premie`re partie, on e´tudie les proprie´te´s de l’extension de
R, note´e Ro. C’est une alge`bre de dimension infinie de´nombrable,
totalement ordonne´e. On prolonge analytiquement les fonctions
de classe C∞ de R dans Ro et l’on montre l’utilite´ de ce prolonge-
ment pour le calcul des diffe´rentielles.
Dans la deuxie`me partie, on construit le prolongement intrinse`que
de l’ensemble des nombres entiers standard, note´ N1, puis l’extension
inductive ℵ de N1. On montre ensuite l’utilite´ de ces nouveaux
ensembles de nombres entiers pour le calcul des inte´grales.
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Dans une troisie`me partie, on de´finit un corps archime´dien note´
Ω qui est l’extension naturelle de l’ensemble R contenant a` titre
de sous-espaces Ro et ℵ munis de leurs proprie´te´s alge´briques et
ordinales.
3
1 De nouveaux nombres ”re´els”.
Premie`res proprie´te´s de l’ensemble R[o]
1.1 Proprie´te´s alge´briques et ordinales de
Ro = R[[X]]
L’ensemble des se´ries formelles a` une inde´termine´e
R[[X]] = {x =
∑
k≥0 akX
k/ak ∈ R}
muni des lois usuelles est bien suˆr un espace vectoriel de dimension
infinie de´nombrable sur R et un anneau commutatif unitaire.
Proposition 1.1 (R[[X]],+,×) est un anneau inte`gre.
Preuve : Soit x =
∑
k≥ord(x) akX
k, ord(x) est le plus petit entier
k tel que ak 6= 0. Par convention, ord(0) = +∞. On montre que
ord(x × y) = ord(x) + ord(y). Si x × y = 0 et x 6= 0, y 6= 0,
contradiction.
Remarque 1.2 Les coefficients ak peuvent eˆtre en nombre infini
non nuls mais les puissances k de X dans Xk sont toutes finies.
De´finition 1.3 On de´finit un ordre total sur R[[X]]. C’est l’ordre
lexicographique
x = y ssi ∀n ∈ N an = bn
Sinon, soit p = ord(y − x), i.e. (∀n < p) an = bn et ap 6= bp.
Alors x < y ssi ap < bp. On a x ≤ y ssi (x = y) ou (x < y).
Proposition 1.4 (R[[X]],+, ·,×,≤) est une alge`bre totalement
ordonne´e.
Preuve : On de´montre seulement que ≤ est compatible avec la
multiplication interne (ce n’est pas le cas dans C puisque, si i
e´tait positif, on aurait i2 = −1 positif). Si x =
∑
k≥p akX
k > 0
et y =
∑
l≥q blX
l > 0, avec p = ord(x) et q = ord(y), on a ap > 0
et bq > 0 donc apbq > 0 et x× y > 0.
Remarque 1.5 A partir de maintenant, on note la structure to-
talement ordonne´e de R[[X]] par Ro, en souvenir de I.Newton
([5] et [6, p.261]) et l’on conside`re les e´le´ments de la structure
d’alge`bre totalement ordonne´e (Ro,+, ·,×,≤) comme aussi ”re´els”
que les e´le´ments de la structure (R,+,×,≤).
On ne peut recourir a` la notation R[o] (resp. R(o)) car elle
est de´ja` utilise´e dans [7, p.182] par exemple, pour de´signer le plus
petit sur-anneau (resp. sur-corps) de R qui contient l’e´le´ment
transcendant nouveau o. C’est l’ensemble des polynoˆmes de degre´
fini (resp. fonctions rationnelles) du nombre o.
Cf. e´galement la sous-section 3.4.
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Ro n’est pas un corps. Il n’est pas non plus archime´dien car,
selon l’ordre lexicographique pre´ce´dent :
(∀k ∈ N) ko < 1, note´ 0 < o≪ 1
On dit que o est infiniment petit, ou infinite´simal. On note aussi
x≪ y ssi (∀k ∈ N) k|x| < |y|
xS = t = a0 est la partie standard du nombre re´el x.
u = x− xS est sa partie infinite´simale.
]x[= {y ∈ Ro/yS = xS} est la coupure infinite´simale de Ro en x
et [0[ la demi-coupure a` droite en 0, c’est l’ensemble des nombres
infinite´simaux positifs de Ro.
Tout e´le´ment de Ro s’e´crit donc de manie`re unique x = t+ u,
avec t ∈ R et |u| ≪ 1, u ∈ ]0[ et ako
k est le moment d’ordre k de
x =
∑
k≥0 ako
k pour k ≥ 0.
1.2 Le prolongement analytique d’une fonc-
tion de classe C∞ de R dans Ro
R.Godement e´tudie rapidement dans [6, p.264-7] le prolongement
analytique dans R[X]/(XI) (I = 2 ou 3) d’une fonction nume´rique
de classe CI . Ici, tout se passe de la meˆme manie`re sauf que la
Se´rie de Taylor peut avoir un nombre infini de´nombrable de ter-
mes non nuls.
Une fonction f de R dans Ro s’e´crit t 7−→ f(t) =
∑
i≥0 fi(t)o
i ou`
tous les fi sont des fonctions nume´riques infiniment de´rivables.
On peut conside´rer les suites (f
(k)
i (t))i∈N et de´finir la de´rive´e k-
ie`me de f par f (k) : R −→ Ro, t 7−→ f
(k)(t) =
∑
i≥0 f
(k)
i (t)o
i.
Meˆme si la Se´rie de Taylor en t de la fonction nume´rique fi a un
rayon de convergence Ri = 0 en Analyse Standard, elle converge
a` l’inte´rieur de la coupure infinite´simale ]t[ car le nombre note´
f¯i(t+ u) =
∑
k≥0
1
k!f
(k)
i (t)u
k est un e´le´ment bien de´fini de Ro.
De´finition 1.6 Le prolongement analytique d’une fonction f de
classe C∞, de R dans Ro est la fonction note´e f¯ de Ro dans Ro,
telle que
f¯(t+ u) =
∑
k≥0
1
k!f
(k)(t)uk =
∑
i≥0
∑
k≥0 f
(k)
i (t)
uk
k! o
i
=
∑
i≥0 f¯i(t+ u)o
i
Remarque 1.7 On peut calculer dans Ro tous les coefficients des
puissances finies de o, avec u =
∑
j≥1 ajo
j . Pour ve´rifier ces
e´galite´s, il suffit de conside´rer
f¯N (t+ u) =
∑
0≤i≤N
∑
0≤k≤N
1
k!f
(k)
i (t)[
∑
1≤j≤N ajo
j ]koi
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qui a la meˆme partie standard et les N premiers moments in-
finite´simaux que f¯(t+ u).
Remarque 1.8 On ne peut de´finir dans cette topologie une no-
tion classique de de´rive´e car u n’est pas inversible.
On pourrait de´finir une simple ope´ration de de´rivation dans l’ensem-
ble des fonctions f¯ par l’e´galite´ f¯ ′ = f¯ ′. On pre´fe`re de´finir une
topologie sur Ro pour ve´rifier la diffe´rentiabilite´ de cette fonction.
Proposition 1.9 Dans la topologie d’ordre de Ro, on a :
(∀ε ∈ R+∗o )(∃η ∈ R
+∗
o )(∀h ∈ Ro)
|h| < η ⇒ |f¯(t+ h)− f¯(t)− f¯ ′(t)h| < ε|h|.
Preuve : on prend ε et η infinite´simaux et
|f¯(t+ u)− f¯(t)− f¯ ′(t)u| = |
∑
k≥2
1
k!f
(k)(t)uk| < A · u2
pour tout re´el standard A tel que A > |12 f¯
′′(t)|, du fait de l’ordre
lexicographique.
On a bien (∀ε ∈ [0[)(∃η ∈ [0[)(∀u ∈]0[) |u| < η ⇒ A ·u2 < ε|u|.
Il suffit de prendre η = ε
A
.
Remarque 1.10 f¯ ′(x) =
∑
i≥0
∑
k≥0 f
(k+1)
i (t)
uk
k! o
i. On ne de´rive
que la partie standard. On dira donc que cette ope´ration de ”de´riva-
tion” fournit la de´rive´e partielle de f¯ , par rapport a` la partie stan-
dard de x.
Proposition 1.11 f : R+ −→ R+, t 7−→ tα avec α > 0, R+∗ −→
R+∗ si α < 0. On prolonge analytiquement f dans R+o si α > 0,
R+o \[0[ si α < 0 et f¯(x) = t
α
∑
k≥0C
k
α(
u
t
)k avec Ckα =
α(α−1)...(α−k+1)
k!
meˆme si α n’est pas un entier.
Corollaire 1.12 Tout nombre non infinite´simal est inversible et
1
t+u =
1
t
∑
k≥0(−1)
k(u
t
)k.
Proposition 1.13 On a f¯(x + v) =
∑
q≥0
1
q! f¯
(q)(x)vq pour tout
x ∈ Ro, |v| ≪ 1 et f¯
(q) = ¯f (q).
Preuve : on prouve l’e´galite´ jusqu’au moment infinite´simal d’ordre
N . On a f¯N (x+ v) =
∑
0≤k≤N
1
k!f
(k)(t)(u+ v)k. Classiquement,
f¯N (x+ v) =
∑
0≤k≤N
∑
0≤q≤k f
(k)(t) u
k−q
(k−q)!
vq
q!
=
∑
0≤q≤N
1
q! [
∑
q≤k≤N
1
(k−q)!f
(k)(t)uk−q]vq qui a le meˆme de´but
que
∑
q≥N
1
q! f¯
(q)(x)vq.
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1.3 Deux types de diffe´rentielles et leurs re-
lations re´ciproques
Lemme 1.14 (The´ore`me des diffe´rences finies [7, p.204])
Soit (un)n∈N, une suite re´elle. ∆un = un+1 − un et ∆
p+1un =
∆pun+1 −∆
pun. On a ∆
pun =
∑p
k=0(−1)
p−kCkpun+k.
Preuve par re´currence a` partir de ∆2un = (un+2−un+1)−(un+1−
un) = un+2 − 2un+1 + un.
Il en est de meˆme du prolongement analytique d’une fonction
f de R dans Ro, de classe C
∞ a` l’inte´rieur d’une coupure in-
finite´simale ]t[, pour l’ope´rateur de diffe´rentiation D de´fini par
re´currence comme ∆.
De´finition 1.15 On appelle p-ie`me diffe´rentielle de f et on note
Dpf¯ la fonction de Ro dans ]0[ de´finie par re´currence par
Df¯(x) = f¯(x+ o)− f¯(x) et Dp+1f¯(x) = Dpf¯(x+ o)−Dpf¯(x)
Proposition 1.16 On a :
Dpf¯(x) =
∑p
k=0(−1)
p−kCkp f¯(x + ko) =
∑
n≥0
Xnp (u)
n! f
(n)(t) avec
Xnp (u) =
∑p
k=0(−1)
p−kCkp (u+ ko)
n.
La de´monstration est la meˆme que celle du Lemme 1.14.
Corollaire 1.17 Xnp (u) = 0 si n < p et X
p
p (u) = p!op.
Preuve : On e´crit la relation pre´ce´dente pour un polynoˆme f¯
quelconque de degre´ p− 1. Dpf¯(x) = 0 car le degre´ du polynoˆme
diminue d’une unite´ a` chaque diffe´renciation.
On a aussi f (n)(t) = 0 si n ≥ p et donc aucune condition
sur Xnp (u) dans ce cas. Par contre, si n < p, il faut que les
coefficients Xnp (u) soient tous nuls pour que la relationD
pf¯(x) = 0
soit ve´rifie´e quelle que soit la fonction f¯ .
Enfin, Dp−1f¯(x) = ap−1(p−1)!o
p−1 et f (p−1)(t) = ap−1(p−1)!
ou` ap−1 est le coefficient du monoˆme dominant de f . Donc
∑
n≥0
Xnp−1(u)
n! f
(n)(t) = 0 +
X
p−1
p−1 (u)
(p−1)! f
(p−1)(t) + 0 = Dp−1f¯(x) et
Xp−1p−1 (u) = (p− 1)!o
p−1
De´finition 1.18 On appelle diffe´rentielle d’ordre n note´e dnf¯ , la
fonction de Ro dans ]0[ de´finie depuis G.W.Leibniz par
dnf¯(x) = f¯ (n)(x)on (o = dx)
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Remarque 1.19 On n’utilise pas la notation de Leibniz d
nf¯
dxn
=
f¯ (n) car o n’est pas inversible.
Corollaire 1.20 On a Dpf¯(t) =
∑
n≥p
Xnp
n! d
nf(t) avec
Xnp =
∑p
k=0(−1)
p−kCkpk
n.
Cette relation donne les diffe´rentielles p-ie`mes en fonction des
diffe´rentielles d’ordre n avec n ≤ p. On donne plus loin les re-
lations re´ciproques.
Remarque 1.21 En particulier, Df¯(t) = df¯(t)+12d
2f¯(t)+16d
3f¯(t)
+ 124d
4f¯(t) . . . , D2f¯(t) = d2f¯(t)+d3f¯(t)+ 712d
4f¯(t) . . . et D3f¯(t) =
d3f¯(t) + 32d
4f¯(t) . . . .
Proposition 1.22 On a d
nf¯(t)
n! =
∑
p≥n+1(−1)
p−nKp−np−1
Dpf¯(t)
p! ou`
t ∈ R et Kp−np−1 est la somme des C
p−n
p−1 = C
n−1
p−1 produits possibles
de p− n facteurs pris parmi les p− 1 premiers entiers non nuls.
Preuve : On a f¯N (t + ko) = f¯(t) +
∑N
n=1
dnf¯(t)
n! k
n ou` N et k
sont deux entiers finis suffisamment grands. On de´montre par
re´currence finie que f¯N(t+ ko) = f¯(t) +
∑N
p=1C
p
kD
pf¯(t).
Si p ≥ 2, Cpk =
k(k−1)...(k−(p−1))
p! =
1
p! [
∑p
n=1(−1)
p−nKp−np−1 × k
n], et
f¯N (t+ko) = f¯(t)+kDf¯(t)+
∑
2≤p≤N [
∑
1≤n≤p(−1)
p−nKp−np−1 k
n]D
pf¯(t)
p!
= f¯(t) + kDf¯(t) +
∑
1≤n≤N [
∑p≥2
n≤p≤N (−1)
p−nKp−np−1
Dpf¯(t)
p! ]k
n.
Le coefficient de k (pour n = 1) est Df¯(t)− D
2f¯(t)
2 +
D3f¯(t)
3 − . . .
car Kp−1p−1 = (p− 1)!. Il est e´gal df¯(t) d’apre`s la premie`re e´galite´.
Les deux coefficients de kn (pour n > 1) sont e´gaux et donc
dnf¯N (t)
n! =
∑
n+1≤p≤N
(−1)p−nKp−np−1
Dpf¯(t)
p!
On prolonge les e´galite´s jusqu’a` l’infini (pour toute valeur finie N)
dnf¯(t)
n! =
∑
n+1≤p
(−1)p−nKp−np−1
Dpf¯(t)
p!
Remarque 1.23 On trouve en particulier que df¯(t) = Df¯(t) −
D2f¯(t)
2 +
D3f¯(t)
3 −
D4f¯(t)
4 . . . , d
2f¯(t) = D2f¯(t)−D3f¯(t)+1112D
4f¯(t) . . . ,
d3f¯(t) = D3f¯(t)− 32D
4f¯(t) . . . .
1.4 Conclusion
On donne ici deux citations, l’une est de N.Bourbaki, l’autre est
de R.Godement :
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”il faut bien reconnaˆıtre que la notation leibnizienne
de diffe´rentielle n’a a` vrai dire aucun sens ; au de´but
du XIXe`me sie`cle, elle tomba dans un discre´dit dont
elle ne s’est releve´e que peu a` peu ; et, si l’emploi des
diffe´rentielles premie`res a fini par eˆtre comple`tement
le´gitime´, les diffe´rentielles d’ordre supe´rieure, d’un us-
age pourtant si commode, n’ont pas encore e´te´ vrai-
ment re´habilite´es jusqu’a` ce jour” [8, p.216] et [9].
Ces notions qui reposent sur des ”infiniment petits”
que personne n’a jamais pu de´finir, ont fait inutilement
cogiter et divaguer beaucoup trop de gens pour qu’on
leur attribue maintenant un autre roˆle que celui d’une
explication historique de la notation diffe´rentielle” [6,
p.260].
Ce proble`me ancien a e´te´ je crois, ici re´solu au be´ne´fice de la
rigueur ”et” de la compre´hension.
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2 De nouveaux nombres ”entiers”
de´finis a` l’unite´ pre`s.
Proprie´te´s des ensembles N[Σ] et ℵ
2.1 Les conditions ge´ne´rales pour construi-
re un nouvel ensemble de nombres entiers
On s’appuie ici sur l’approche cantorienne [10, 11] et bourbachique
[12] pour ”construire” un nouvel ensemble de nombres entiers
comme espace-quotient d’un certain type d’ensembles par
une certaine relation d’e´quivalence (c’est l’e´quipotence en-
tre deux ensembles presque quelconques pour le ”cardinal” et
une bijection croissante entre deux ensembles bien ordonne´s pour
l’”ordinal”).
Deux autres conditions, e´galement cantoriennes, semblent ne´cessai-
res pour pouvoir conside´rer chaque classe d’e´quivalence comme un
entier naturel :
1) L’Espace-quotient est bien et totalement ordonne´, il commence
par 0 suivi de tous les entiers standard.
2) Il est muni d’une loi d’addition qui lui confe`re une structure de
semi-groupe (mono¨ıde) commutatif ou non.
Par contre, la proprie´te´ de l’Espace-quotient d’eˆtre muni d’une
application successeur qui lui confe`re la structure d’un ”mode`le
non standard de l’Arithme´tique de Peano” (cf. la Remarque
2.8) ne semble pas ne´cessaire pour pouvoir conside´rer ses e´le´ments
comme des nombres entiers.
2.2 La construction de N[Σ] = J/ ≡
Soit R1o = {x1 = t+ k · o/t ∈ R; k ∈ Z}. J est l’ensemble des
”intervalles” de R1o, note´s [[x1, x
′
1]]1 ou [[x1, x
′
1 + o[[1, avec :
si x1, x
′
1 ∈ R
1
o, [[x1, x
′
1]]1 = [x1, x
′
1] ∩ R
1
o
Remarque 2.1 Ni Ro ni R
1
o ne ve´rifient la proprie´te´ de la borne
supe´rieure dans leur propre topologie. Par exemple [0[1= [0[∩R
1
o
est majore´ par tous les re´els standard strictement positifs, il n’est
pas borne´.
Les intervalles de J sont par contre tous borne´s par leurs
extre´mite´s dans la topologie de R1o. Les bornes de ces intervalles
sont donc uniques.
La relation d’e´quivalence sur J est e´videmment la suivante :
[[x1, x
′
1]]1 ≡ [[y1, y
′
1]]1 ssi x
′
1 − x1 = y
′
1 − y1
10
2.3 Premie`res proprie´te´s de N[Σ] et R1+o
On montre principalement que ces deux ensembles sont deux
mode`les non standard isomorphes de l’Arithme´tique de
Peano.
Ce re´sultat va permettre d’intercaler entre R+ et R+o , un en-
semble inductif R1+o , ce qui permettra entre autres de faire des
de´monstrations par induction dans R+ ⊂ R1+o .
On pourra compter exactement le nombre de pas o entre deux
re´els standard positifs mais on ne peut pas de´finir un suc-
cesseur dans R+ car ces nombres de pas sont toujours infini-
ment grands comme on va le de´montrer. Ils n’ont donc pas de
plus petite valeur possible.
Tout cela sera plus clair apre`s l’introduction des notations ⊗
(”croix”) et ⊘ (”slash”).
L est la classe de l’intervalle [[1 · o, 2o, 3o, ...x1 ]]1.
On l’e´crit L = #[[o, x1]]1 et l’on dit que L est le nombre d’e´le´ments
de cette ”suite” arithme´tique de premier terme et de raison o.
On note Σ = #[[o, 1]]1 et, puisque k = #[[o, ko]]1, par ge´ne´ralisation
on note x1 = L⊗ o. Par conse´quent ko = k ⊗ o et
Σ⊗ o = 1
L ne de´pend que de x1. On peut donc aussi noter L = Σ⊘ x1 et
puisque 1 = #[[o]]1, on a aussi :
Σ⊘ o = 1
Remarque 2.2 Les deux e´galite´s Σ ⊗ o = 1 et Σ ⊘ o = 1 ne
signifient pas du tout que Σ et o sont inverses l’un de l’autre
puisque ⊗ et ⊘ ne sont pas des lois internes mais seulement des
notations bien de´finies.
Ces deux notations sont suffisantes pour de´montrer le The´ore`me
suivant.
The´ore`me 2.3 Les ensembles R1+o et N[Σ] sont en bijection par
les applications bien de´finies ϕ : R1+o −→ N[Σ], x1 7−→ Σ⊘ x1 et
ψ : N[Σ] −→ R1+o , L 7−→ L⊗ o.
Preuve : L = #[[o, x1]]1 s’e´crit a` la fois L = Σ⊘x1 et x1 = L⊗ o.
En les combinant, on obtient les identite´s remarquables :
(Σ ⊘ x1)⊗ o = x1 et Σ⊘ (L⊗ o) = L
qui signifient exactement :
ψ ◦ ϕ = Id
R1+o
et ϕ ◦ ψ = IdN[Σ]
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Corollaire 2.4 On transfe`re la structure de semi-groupe totale-
ment ordonne´ de (R1+o ,+,≤) vers (N[Σ],⊕,) par les applications
ϕ et ψ et
L⊕M = Σ⊘ (L⊗ o+M ⊗ o)
Proposition 2.5 Les e´le´ments de N[Σ] \N sont tous plus grands
que tous les entiers standard de N. Ils sont infiniment grands mais
de´finis a` l’unite´ pre`s (i.e. L⊕ 1 6= L).
Preuve : Si x1 n’est pas infinite´simal, o≪ x1 et, par isomorphisme
L est supe´rieur a` tous les entiers standard. Si L ⊕ 1 = L alors
ψ(L⊕ 1) = ψ(L) + o = ψ(L). Contradiction.
2.4 Deux mode`les non standard de l’Arith-
me´tique de Peano
De´finition 2.6 Soient s : R1+o −→ R
1+∗
o , x1 7−→ x1 + o et
S : N[Σ] −→ N[Σ]∗, L 7−→ L⊕ 1. Ces applications ”successeur”
sont bien de´finies.
The´ore`me 2.7 (Re´sultat principal) (R+1 , s) et (N[Σ], S) sont
deux mode`les non standard isomorphes de l’Arithme´tique de Peano
[13, 14, 15].
Preuve : L’application s est bien une bijection. Il reste a` prouver
que R1+o est l’ensemble minimal qui contient 0 et tous ses suc-
cesseurs par s. Soit E ⊆ R1+o tel que 0 ∈ E et s(E) ⊆ E. On
de´montre que E = R1+o .
Soit x1 ∈ R
1+
o . Σ⊘x1 est le nombre d’e´le´ments de [[o, 2o, ...x1]]1
et l’on passe d’un terme a` l’autre simplement en ajoutant o. Par
conse´quent, x1 est le Σ⊘x1-ie`me successeur de o par l’application
s et x1 ∈ E.
Par isomorphisme, (N[Σ], S) est aussi un mode`le non standard de
l’Arithme´tique de Peano.
Remarque 2.8 Il fallait conside´rer Σ ⊘ x1 comme un nombre
entier pour pouvoir appliquer la proprie´te´ s(E) ⊆ E autant de
fois.
On peut de´finir une somme ⊕ (”plus”) et un produit ⋄ (”fois”)
ge´ne´ralise´s dans le prolongement inductif ℵ de N[Σ], par les
e´quations inductives [14, p.264] :
L⊕ 0 = L et L⊕ S(M) = L⊕M ⊕ 1
L ⋄ 1 = L et L ⋄ S(M) = L ⋄M ⊕ L
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Ces lois sont de´finies de proche en proche, par induction dans ℵ.
On de´montre par induction toutes les proprie´te´s de l’anneau to-
talement ordonne´ (ℵ,⊕, ⋄,).
Proposition 2.9 ℵ = {
∑
0≤k≤N akΣ
k/(N ∈ N∗, ak ∈ R, a0 ∈ Z,
aN > 0) ou (N = 0, a0 ∈ N)} si l’on note par un produit externe
akΣ
k le nombre entier (Σ⊘ ak) ⋄ Σ ⋄ · · · ⋄Σ (k − 1 produits).
Preuve : ℵ contient au moins tous ces nombres entiers puisque
c’est un sur-anneau de N[Σ] = ϕ(R1+o ) =
{Σ⊘ a1 ⊕ a0/(a1 ∈ R
+∗ et a0 ∈ Z) ou (a1 = 0 et a0 ∈ N)}
Il ne contient qu’eux puisque c’est l’ensemble minimal contenant
1 et Σ, comme prolongement inductif de N[Σ].
2.5 Une de´monstration rigoureuse et intui-
tive du The´ore`me fondamental de l’Analyse
L’impossibilite´ a` certaines pe´riodes de l’Histoire de satisfaire aux
exigences de la rigueur et a` la ne´cessite´ d’une certaine intuition
pour trouver des re´sultats nouveaux en mathe´matiques, semble
eˆtre l’un des leitmotiv des Ele´ments d’Histoire des Mathe´matiques
de N.Bourbaki [8].
Par exemple, a` propos de l’inte´gration faite par Leibniz des e´quations
diffe´rentielles, il nous dit :
”il se tient tre`s pre`s du calcul des diffe´rences finies
dont son calcul diffe´rentiel se de´duit pas un passage a`
la limite que bien entendu, il serait en peine de justifier
rigoureusement” [8, p.208].
Il devient possible de montrer que l’intuition de Leibniz e´tait
rigoureusement juste : dans l’inte´gration d’une e´quation diffe´renti-
elle, tout se passe en effet comme si les sommes et les diffe´rences
sont finies (et de´finies).
Lemme 2.10 (The´ore`me des sommes et diffe´rences finies [8, p.204])
On de´finit sur l’ensemble des suites nume´riques standard deux
ope´rateurs S et ∆ qui sont re´ciproques l’un de l’autre :
bn = San = an−1 + ...a0 (on a b0 = 0) et cn = ∆bn = bn+1 − bn.
Preuve : On a ∆San = an et S∆an = (bn−bn−1)+(bn−1−bn−2)+
...(b2 − b1) + (b1 − b0) = bn apre`s n simplifications.
The´ore`me 2.11 Soit f une fonction C∞ de R dans Ro. Les
primitives G de f¯ sont les solutions de l’e´quation diffe´rentielle
DG(x1) = f¯(x1)o pour x1 ∈ R
1+
o .
Ce sont les fonctions de R1+o dans Ro de´finies par la somme
inte´grale:
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G(x1) = G(0) +
∑
yL∈[[0,x1[[1
f¯(yL)o
apre`s Σ ⊘ x1 simplifications (la preuve est la meˆme que celle du
Lemme 2.10).
Remarque 2.12 La partie standard de cette e´galite´ s’e´crit en
Analyse Standard
g(t) = g(0) +
∫ t
0 f(y)dy
Proposition 2.13 G est NS*-continue au sens de l’Analyse Non
Standard de Robinson [3], i.e. G(]t[1) ⊆ ]G(t)[, avec ]t[1=]t[∩R
1
o.
Preuve : G(x1 + ko)−G(x1) =
k−1∑
n=0
f¯(x1 + no)o ∈ ]0[.
Remarque 2.14 On utilise l’aste´risque pour indiquer qu’il s’agit
d’une nouvelle approche de l’Analyse Non Standard.
Bien suˆr, la NS*-continuite´ d’une fonction en un point est
une proprie´te´ beaucoup plus faible que la continuite´ d’une fonction
standard.
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3 Les principaux re´sultats
The´ore`me 3.1 R[[X]] = {
∑
k≥0 akX
k/ak ∈ R} muni des lois
usuelles et de l’ordre lexicographique tel que 0 < X ≪ 1, est une
alge`bre inte`gre totalement ordonne´e.
Preuve : cf. la Proposition 1.4.
Proposition 3.2 (Ro,+, ·) est un espace vectoriel topologique pour
la topologie d’ordre.
Preuve : On montre de manie`re standard, que la loi interne et la
loi externe sont toutes les deux continues pour cette topologie.
The´ore`me 3.3 ℵ = {
∑
0≤k≤N akY
k/(N ∈ N∗, ak ∈ R, a0 ∈ Z,
aN > 0) ou (N = 0, a0 ∈ N)} muni de l’ordre lexicographique
tel que 1 ≪ Y et des lois ade´quates, est un anneau commutatif
unitaire, totalement et bien ordonne´.
Preuve : cf. la Proposition 2.9.
Proposition 3.4 (ℵ, S) est un mode`le non standard de l’Arithme´-
tique de Peano.
Preuve : C’est une proprie´te´ e´quivalente au fait que ℵ est le pro-
longement inductif intrinse`que des ensembles N et N[Σ] pour S.
3.1 Les premie`res proprie´te´s de (Ω,+,×,≤)
The´ore`me 3.5 Ω = {
∑
k≤N akZ
k/(N ∈ Z, ak ∈ R, aN 6= 0) ou
(N = −∞)} muni des lois usuelles +, × et de l’ordre lexicographique
tel que 1≪ Z, est un corps archime´dien pour le prolongement in-
trinse`que ℵ de N.
Preuve : ℵ ⊂ Ω pour Y = Z = Σ, 0 ≤ k et a0 ∈ N.
R[[X]] ⊂ Ω pour X = Z−1 = o, N ≤ 0.
Un e´le´ment non nul quelconque de Ω s’e´crit pour aN 6= 0 :
x = aNΣ
N + aN−1Σ
N−1 + . . . a−no
n + · · · = aNΣ
N (1 +
aN−1
aN
o +
. . . a−n
aN
oN+n + . . . ) = aNΣ
N (1 + u), avec u ∈ Ro et |u| ≪ 1.
Son inverse est 1
aN
oN (1 − u + u2 . . . (−1)nun + . . . ) ∈ Ro si
N ≥ 0 et 1
aN
Σ−N(1 − u + u2 . . . (−1)nun + . . . ) ∈ Ω si −N ≥ 0
(cf. le Corollaire 1.12).
Soient a ∈ Ω∗ et b ∈ Ω.
On divise b par a et x = b
a
∈ Ω. On appelle troncature entie`re
de x =
∑
k≤N akZ
k, le nombre entier naturel L =
∑
k≤N bkZ
k
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avec bk = 0 si k < 0, b0 = [a0] et bk = ak si k > 0 lorsque x > 0,
son oppose´ lorsque x < 0.
Par ordre lexicographique, on a L ≤ |x| < L + 1. Donc, si
x > 0 (a > 0 et b > 0), (L + 1)a > b > 0. Si x < 0 (a > 0
et b < 0), −(L + 1)a ≤ b < 0. Il y a toujours un multiple du
de´nominateur qui de´passe le nume´rateur.
Remarque 3.6 L’ensemble Ω n’est ni value´, ni uniforme puisque
|y − x| ∈ Ω+
or certains traite´s de N.Bourbaki [9, 16, 17] sont e´crits pour un
corps de scalaires K qui est norme´, le plus souvent R ou C.
Le premier volume de Topologie [18] et la premie`re moitie´
du second [19] visent par contre explicitement a` ”se de´barasser
des nombres re´els” ([18] p.8) standard. Ils peuvent donc eˆtre ici
utilise´s.
Proposition 3.7 (Ro,+,×) est un anneau topologique [19].
Preuve : la preuve de la compatibilite´ de l’addition avec la topolo-
gie d’ordre est classique. On sait que la compatibilite´ de la mul-
tiplication est e´quivalente aux deux axiomes (ATIIIa) et (ATIIIb)
de [19, p.75]. (ATIIIa) donne
(∀ε ∈ R+∗o )(∃η1, η2 ∈ R
+∗
o )(∀x, y ∈ Ro)|x| < η1, |y| < η2 =⇒ |xy| < ε
On prend 0 < o2n < ε et η1 = η2 = o
n. (ATIIIb) donne
(∀ε ∈ R+∗o )(∃η ∈ R
+∗
o )(∀x ∈ Ro)|x| < η =⇒ |x0x| < ε
Si xS0 6= 0, on prend η =
ε
|x0|
. Sinon, il suffit de prendre η = ε.
Proposition 3.8 (Ω,+,×) est un corps topologique [19].
Preuve : la continuite´ e´tant une proprie´te´ locale, la preuve que
(Ω,+,×) est un anneau topologique est la meˆme que pre´ce´demment.
Il faut ve´rifier l’axiome (KT ) de [19, p.83]. Soit, pour x0 6= 0,
(∀ε ∈ R+∗o )(∃η ∈ R
+∗
o )(∀x ∈ Ro)|x0| < η =⇒ |
1
x
−
1
x0
| < ε
On prend η = inf(ε
x2
0
2 ,
|x0|
2 ), alors |x| >
|x0|
2 et
|x−x0|
|x||x0|
< 2η
x2
0
< ε
meˆme si x0 = u est infinite´simal car u 6= 0 est inversible (cf. le
The´ore`me 3.5).
Remarque 3.9 N.Bourbaki reconnaˆıt dans la Note historique de
[19, p.223] que la droite nume´rique standard est obtenue par lui
par la comple´tion du groupe additif Q faite pour la premie`re fois
par Cantor en 1872 (... et Meray en 1869 [6, p.245]) et non pas
par la me´thode des coupures de Dedekind.
La premie`re est classiquement faite dans un espace me´trique
ou seulement uniforme (cf. la Remarque 3.6) et la seconde exige
uniquement une relation d’ordre total.
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3.2 Les proprie´te´s ordinales de (Ω,≤)
On montre que R n’est pas continu (au sens de Dedekind [20])
dans l’ensemble Ro. On cite tout d’abord R.Dedekind :
Mais en quoi consiste exactement cette continuite´?
Tout tient dans la re´ponse a` cette question, et c’est
par elle seule que l’on obtiendra un fondement scien-
tifique pour l’investigation de tous les domaines
continus.
Je trouve l’essence de la continuite´... dans le principe
suivant:
”Si tous les points de la droite se divisent en deux
classes telles que tout point de la premie`re classe se
situe a` gauche de tout point de la deuxie`me, alors il
existe un et un seul point qui produit cette re´partition
de tous les points en deux classes, cette coupure de la
droite en deux parties” [20, p.19-20].
Cela peut se formaliser de la manie`re suivante.
De´finition 3.10 E est un ensemble totalement ordonne´. On dit
que (Cg, Cd) est une coupure de E ssi
Cg ∪Cd = E et (∀x ∈ Cg)(∀x
′ ∈ Cd)x ≤ x
′
Remarque 3.11 On voit plus loin pourquoi on permet aux deux
parties de la coupure d’avoir une intersection non vide. Mais ce
n’est pas une obligation (sinon, la proprie´te´ serait triviale).
De´finition 3.12 E ⊆ F sont deux ensembles totalement ordonne´s.
E est continu dans F ssi, quelle que soit la coupure (Cg, Cd) de
E, il existe toujours un seul z ∈ F tel que
(∀x ∈ Cg)(∀x
′ ∈ Cd) x ≤ z ≤ x
′
E est continu (discontinu) ssi il est (n’est pas) continu dans lui-
meˆme.
Proposition 3.13 R n’est pas continu dans l’ensemble Ro.
Selon la de´finition pre´ce´dente, R.Dedekind de´montre dans [20] que
Q est discontinu mais continu dans R et que R est continu.
Par contre, l’ensemble R n’est pas continu dans Ro car toute
une coupure infinite´simale vient s’intercaler entre les deux parties
d’une coupure de Dedekind de la droite nume´rique R standard.
Proposition 3.14 Ro est continu.
Preuve : Soit (Cg, Cd) une coupure de Ro. On a aussi
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(∀xS ∈ C
S
g )(∀x
′
S ∈ C
S
d ) xS ≤ x
′
S et C
S
g ∪ C
S
d = R
(CSg , C
S
d ) est une coupure de R et puisque R est continu, il existe
un t ∈ R unique tel que
(∀xS ∈ C
S
g )(∀x
′
S ∈ C
S
d ) xS ≤ t ≤ x
′
S
Soient C1g l’image de l’ensemble Cg ∩ ]t[ par l’application
x 7−→ Σ(x− t) de ]t[ dans Ro
et C1d l’image de Cd∩ ]t[ par la meˆme application. On montre que
cette application est bien de´finie, bijective et croissante et que
(C1g , C
1
d ) forme une nouvelle coupure de Ro.
Il existe par le raisonnement pre´ce´dent, un seul nombre re´el
standard a1 tel que (∀yS ∈ C
1S
g )(∀y
′
S ∈ C
1S
d ) yS ≤ a1 ≤ y
′
S.
On appelle troncature a` l’ordre N du nombre x =
∑
k≥0 ako
k, le
nombre TN (x) =
∑
0≤k≤N ako
k. On a yS = Σ(T1(x) − t) lorsque
x ∈ ]t[ et
(∀x ∈ Cg)(∀x
′ ∈ Cd)T1(x) ≤ t+ a1o ≤ T1(x
′)
Par re´currence finie, quelle que soit la valeur finie de N , on trouve
les valeurs uniques de ak avec 0 ≤ k ≤ N et a0 = t telles que
(∀x ∈ Cg)(∀x
′ ∈ Cd)TN (x) ≤
∑
0≤k≤N
ako
k ≤ TN (x
′)
Donc (∀x ∈ Cg)(∀x
′ ∈ Cd) x ≤
∑
k≥0 ako
k ≤ x′ et a =
∑
k≥0 ako
k
est l’e´le´ment unique de Ro cherche´.
Proposition 3.15 Ω est continu.
Preuve : elle est la meˆme que pre´ce´demment. On prend les ap-
plications de Ω dans Ω, x 7−→ Σ× (x− ak) qui sont bien de´finies
car Ω est un anneau, bijectives et croissantes.
3.3 Les proprie´te´s alge´briques et ordinales
de (Ω,+, ·,×,≤)
De´finition 3.16 Dans un espace muni d’une topologie d’ordre,
une suite de Ro est une suite de Cauchy* ssi
(∀ε∈ R+∗o )(∃N > 0)(∀p ≥ N)(∀q ≥ N)− ε < up − uq < ε
Proposition 3.17 Ro est complet* dans sa topologie d’ordre, i.e.
toute suite de Cauchy* est convergente dans Ro.
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Preuve : Soit une suite de Cauchy* dans Ro. Alors
(∀n > 0)(∃Nn > 0)(∀p > Nn)uNn − o
n < up < uNn + o
n
Ses n premiers moments sont constants a` partir du rang Nn.
La suite (uNn)n∈N est donc convergente vers un nombre unique l
de Ro et
(∀ε ∈ R+∗o )(∃Nn > 0)(∀p > Nn)|up − l|< o
n−1 < ε
Proposition 3.18 Ω est complet* dans sa topologie d’ordre.
La preuve est la meˆme.
Remarque 3.19 Ro et Ω sont munis d’un NS*-produit scalaire
qui ve´rifie toutes les proprie´te´s d’un produit scalaire standard,
c’est le simple produit interne.
On dira que ce sont des NS*-Espaces de Hilbert mais ce ne sont
pas des Espaces de Hilbert (cf. la Remarque 2.14).
3.4 Deux nouvelles caracte´risations de Ω
R(Σ) = R(o) est le corps des fractions de l’anneau des polynoˆmes
de degre´ fini R[Σ] ou R[o]. C’est le plus petit sur-corps de R
contenant Σ et son inverse o (cf. la Remarque 1.5).
On le munit de l’ordre lexicographique tel que
0 < o≪ 1≪ Σ
Cette structure alge´brique et ordinale n’est ni continue (la coupure
Cg = {
P (o)
Q(o)
∈ R(o)/(
P (o)
Q(o)
)2 ≤ o}, Cd = {
P (o)
Q(o)
∈ R(o)/(
P (o)
Q(o)
)2 ≥ o}
de´finit une se´rie formelle 1 + o2 −
o2
8 +
o3
16 − 5
o4
128 . . . qui n’est pas
une fraction rationnelle) ni comple`te* (les troncatures successives
de cette ”racine” de o forment une suite de Cauchy* qui n’est pas
convergente dans R(o)).
On de´montre que Ω est le comple´te´* de R(Σ) = R(o) et que
R(Σ) = R(o) est continu dans Ω.
On pourra alors dire (Re´sultat principal) :
(Ω,+,×,≤) est le plus petit sur-corps de R totalement ordonne´,
continu ou complet*, diffe´rent de l’ensemble standard R.
Lemme 3.20 En tant qu’alge`bres, R(o) ⊂ Ω.
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Preuve : toute fraction rationnelle P (o)
Q(o) est de´veloppable en une
se´rie formelle S(o) ∈ Ro = R[[o]] ssi Q(o) n’est pas infinite´simal
(P
Q
n’admet pas 0 pour poˆle [7, p.240]).
Si ce n’est pas le cas, Q(o) = okQ1(o) avec
P (o)
Q1(o)
= S1(o).
Alors, P (o)
Q(o) = Σ
k × S1(o) ∈ Ω.
De´finition 3.21 On note se´rie formelle*, un e´le´ment quelconque
de Ω.
The´ore`me 3.22 Ω est l’ensemble des limites des suites de Cauchy*
de R(o) muni de l’ordre lexicographique de Ω. Autrement dit, Ω
est le comple´te´* de R(o).
Preuve : elle est imme´diate. Soit une suite de Cauchy* ( Pn(o)
Qn(o)
)n∈N
de R(o) ⊂ Ω. Ω est complet* donc la suite converge vers un
e´le´ment unique de Ω.
Re´ciproquement, soit S(o) une se´rie formelle* de o qui n’est
pas le quotient exact de deux polynoˆmes de o (par la division
selon les puissances croissantes). Les troncatures successives de
cette se´rie* forment une suite de Cauchy* de R(o) qui converge
e´videmment vers cet e´le´ment de Ω.
The´ore`me 3.23 On peut assimiler Ω a` l’ensemble des coupures
de R(o). Autrement dit, R(o) est continu dans Ω.
Preuve : On sait que R(o) est discontinu. Soit (Cg, Cd) une
coupure quelconque de R(o). Soient
C ′d = {Sd(o) ∈ Ω/(∀Fg(o) ∈ Cg)Fg(o) ≤ Sd(o)}
C ′g = {Sg(o) ∈ Ω/(∀Fd(o) ∈ Cd)Sg(o) ≤ Fd(o)}
On de´montre que (C ′g, C
′
d) est une coupure de Ω.
On a Cg ⊂ C
′
g et Cd ⊂ C
′
d. Soit S(o) ∈ Ω. Deux cas sont a`
conside´rer :
(∃Fd(o) ∈ Cd)Fd(o) < S(o) alors S(o) ∈ C
′
d.
(∀Fd ∈ Cd)S(o) ≤ Fd(o) et S(o) ∈ C
′
g.
Ω ⊂ C ′g
⋃
C ′d et puisque C
′
g
⋃
C ′d ⊂ Ω, on a la premie`re condition
C ′g
⋃
C ′d = Ω.
Soient Sd(o) un e´le´ment quelconque de C
′
d et Sg(o) un e´le´ment
quelconque de C ′g. Il faut montrer que Sg(o) ≤ Sd(o).
Si ce n’e´tait pas le cas, on aurait Sd(o) < Sg(o) puisque Ω est
totalement ordonne´. Il existe alors une fraction rationnelle qui
est strictement comprise entre Sd(o) et Sg(o), c’est la somme finie
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F (o) = TN (
Sd(o)+Sg(o)
2 ) avec N = ord(Sd(o) − Sg(o))) qui est un
nombre fini puisque Sd(o) 6= Sg(o).
Il y a une contradiction, soit parce que F (o) ∈ Cg et Sd(o) <
F (o), soit parce que F (o) ∈ Cd et F (o) < Sg(o).
Puisque Ω est continu :
(∃!S(o) ∈ Ω)(∀Sg(o) ∈ C
′
g)(∀Sd(o) ∈ C
′
d)Sg(o) ≤ S(o) ≤ Sd(o)
En particulier :
(∀Fg(o) ∈ Cg ⊂ C
′
g)(∀Fd(o) ∈ Cd ⊂ C
′
d)Fg(o) ≤ S(o) ≤ Fd(o)
S(o) est unique a` partager la coupure (Cg, Cd) car s’il existait T (o)
ayant la meˆme proprie´te´, le meˆme raisonnement que pre´ce´demment
prouverait qu’il existe une fraction rationnelle entre S(o) et T (o).
R(o) est donc continu dans Ω. Comme R(o) est le plus petit
sur-corps de R contenant l’e´le´ment nouveau o, on ”dit” que Ω est
le plus petit sur-corps de R qui soit continu.
Conclusion
Les trois re´sultats principaux de cette recherche sont les suivants.
1. L’alge`bre totalement ordonne´e (Ω,+,×,≤) est le plus
petit sur-corps de R totalement ordonne´ qui soit com-
plet*, apre`s l’ensemble standard R.
2. L’alge`bre totalement ordonne´e (Ω,+,×,≤) est le plus
petit sur-corps de R totalement ordonne´ qui soit continu
dans lui-meˆme, apre`s l’ensemble standard R.
3. Le mode`le non standard de l’Arithme´tique de Peano
(ℵ,+,×,≤) est le prolongement intrinse`que de l’ensemble
standard N car il ne de´pend d’aucun parame`tre choisi ar-
bitrairement.
Autrement dit, les ensembles Ω et ℵ sont les plus simples ex-
tensions non standard des ensembles R et N.
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