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“A mente que se abre a uma nova ide´ia
jamais voltara´ ao seu tamanho original.”
Albert Einstein
Resumo
Neste trabalho estudamos alguns sistemas de equac¸o˜es diferenciais ordina´rias que vi-
sam modelar a dinaˆmica de um v´ırus dentro do organismo hospedeiro. Nosso estudo
concentrou-se em provar propriedades globais referentes a` estabilidade de tais sistemas
tendo como base a teoria de estabilidade de Lyapunov. Em primeira instaˆncia detalha-
mos as demonstrac¸o˜es de estabilidade feitas por Korobeinikov [11] e Souza & Zubelli [25]
para modelos propostos por Nowak & Bangham [19] que descrevem a dinaˆmica do v´ırus
considerando as ce´lulas suscet´ıveis, as ce´lulas infectadas, v´ırions (part´ıcula de v´ırus livre
no organismo) e resposta do sistema imunolo´gico.
Korobeinikov, em [11], comenta a possibilidade de provar propriedades similares para
o modelo que considera o per´ıodo de lateˆncia, resultado que provamos neste trabalho.
Na sequ¨eˆncia, estendemos estes resultados para modelos que consideram, ale´m dos fa-
tores anteriores, os tratamentos de viroses atrave´s de inibidores das enzimas protease,
transcriptase reversa e fusa˜o, bem como a combinac¸a˜o destas.
Num segundo momento, detalhamos as demonstrac¸o˜es feitas por Souza & Zubelli [25]
a respeito das propriedades de estabilidade global para um modelo de (3n+ 1)× (3n+ 1)
equac¸o˜es que consideram a resposta do sistema imunolo´gico e a possibilidade de n va-
riac¸o˜es antigeˆnicas, ale´m dos fatores ba´sicos (ce´lulas suscet´ıveis, ce´lulas infectadas e
v´ırions). De maneira ana´loga aos casos anteriores, provamos que os modelos que con-
sideram o per´ıodo de lateˆncia do v´ırus e os inibidores de enzima tambe´m gozam destas
propriedades de estabilidade global.
Palavras-chave: Dinaˆmica Viral, Variac¸a˜o Antigeˆnica, Inibidores, Propriedades Glo-
bais, Func¸o˜es de Lyapunov.
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Abstract
We study systems of ordinary differential equations designed to model the dynamics of
a virus within the host organism. Our study is focused on proving the global properties
concerning the stability of such systems based on stability theory of Lyapunov. In the
first instance we detail the proof of stability made by Korobeinikov [11] and Souza &
Zubelli [25] to models proposed by Nowak & Bangham [19] that describe the dynamics of
the virus considering the susceptible cells, the infected cells, the virions, and the immune
system response.
Korobeinikov, in [11], comments on the possibility of proving similar stability pro-
perties to the model that considers the latent period, result that we prove in this work.
Furthermore, we extend these results to models that consider, in addition to the factors
above, the treatment of viral infections by inhibiting the protease, reverse transcriptase,
and fusion enzymes, and combination these.
Furthermore, we detail the proofs made by Souza & Zubelli [25] about the global
stability properties for a model of (3n+1)×(3n+1) equations that considers the response
of the immune system and the possibility of n antigenic variation, besides the basic factors
(cells susceptible, infected cells, and virions). Similarly to the previous cases, we prove
that models that considers the latency period of the virus and enzyme inhibitors also have
these properties of global stability.
Keywords: Viruses, Viral Dynamics, Antigenic Variation, Inhibitors, Global Properties,
Lyapunov Functions.
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Introduc¸a˜o
A sau´de e´ uma das a´reas que tem sido significantemente beneficiadas com a interac¸a˜o entre
a biologia e a matema´tica. Um destes benef´ıcios e´ o uso da matema´tica como ferramenta
para melhorar a compreensa˜o da dinaˆmica de certas doenc¸as e efeitos de determinados
tratamentos. Em 1760 Daniel Bernoulli, um dos precursores nesta a´rea, propoˆs e estu-
dou um modelo matema´tico a fim de avaliar os efeitos da variolac¸a˜o. Seu objetivo era
influenciar as pol´ıticas de sau´de pu´blica. Em 1840 William Farr trabalhou com curvas de
dados de epidemias de var´ıola na Inglaterra e no Pa´ıs de Gales. No comec¸o do se´culo XX,
Hamer e Ross formularam equac¸o˜es matema´ticas para descrever a propagac¸a˜o de agentes
infecciosos dentro de populac¸o˜es. Hames introduziu o princ´ıpio da ac¸a˜o em massa, que
afirma que a taxa l´ıquida de propagac¸a˜o da infecc¸a˜o e´ proporcional ao produto da den-
sidades de indiv´ıduos infectados e suscet´ıveis. Ross Ronalsd, ao descrever a propagac¸a˜o
da mala´ria, foi o primeiro a utilizar um modelo cont´ınuo. Em 1927 Kermeck McKendrick
fundamentou um quadro teo´rico da epidemiologia. Muitos modelos matema´ticos ja´ foram
desenvolvidos para a a´rea biolo´gica e muitas contribuic¸o˜es interessantes foram feitas, mas
muitas ainda permanecem pouco exploradas.
Nesta dissertac¸a˜o utilizamos sistemas de equac¸o˜es diferenciais ordina´rias para modelar
a interac¸a˜o entre um v´ırus in vivo1 e o organismo hospedeiro. Devido a importaˆncia da
compreensa˜o dos fatores biolo´gicos envolvidos na modelagem, apresentamos no Cap´ıtulo 1
um resumo sobre os conceitos e mecanismos biolo´gicos envolvidos. No processo de mode-
lagem assumimos o princ´ıpio da ac¸a˜o em massa de Hamer. Do ponto de vista matema´tico
estes sistemas podem ser considerados definidos e com condic¸o˜es iniciais em Rm, onde m e´
o nu´mero de equac¸o˜es do sistema. Mas as varia´veis dos sistemas de equac¸o˜es diferenciais
ordina´rias em questa˜o representam concentrac¸o˜es populacionais e, como na˜o ha´ significado
biolo´gico para uma concentrac¸a˜o populacional negativa, nosso interesse sera´ o comporta-
mento do sistema no fecho do octante positivo2 de Rm. Ale´m disso, estamos interessados
em estudar os sistemas na presenc¸a de cada um dos componentes que interferem na sua
dinaˆmica, donde as condic¸o˜es iniciais dos sistemas devem estar no octante positivo de
Rm. Em ambos os casos, os sistemas estara˜o satisfazendo as hipo´teses do Teorema de
existeˆncia e unicidade de soluc¸o˜es de equac¸o˜es diferenciais ordina´rias [4, 7, 8, 26].
1Que se processa dentro do organismo.
2Rm>0 = {(x1, x2, ..., xm) ∈ Rm;xi > 0 ∀i = 1, ...,m}
1
Uma vez modelada a dinaˆmica do v´ırus in vivo, nosso objetivo passa a ser obter
informac¸o˜es sobre o estado da dinaˆmica viral a longo prazo, bem como explicitar, quando
poss´ıvel, quem sa˜o os fatores determinantes na erradicac¸a˜o da infecc¸a˜o viral. Em termos
matema´ticos precisamos obter propriedades de estabilidade dos pontos de equil´ıbrio destes
modelos. Para obter estas propriedades utilizamos a teoria de Estabilidade de Lyapunov,
apresentada no Cap´ıtulo 2 juntamente com os demais resultados e definic¸o˜es matema´ticas
utilizadas ao longo da dissertac¸a˜o.
Considerando a interpretac¸a˜o biolo´gica dos modelos, e´ razoa´vel esperar que soluc¸o˜es
iniciadas no fecho de Rm>0 permanec¸am neste conjunto. Isto de fato ocorre, como provado
por Pastore [22]. Para cada coordenada de uma soluc¸a˜o encontrada a propriedade an-
terior garante uma limitac¸a˜o inferior e, pelo Teorema de estabilidade de Lagrange 2.15,
obtemos tambe´m uma limitac¸a˜o superior. Algumas das propriedades apresentadas nesta
dissertac¸a˜o podem ser obtidas localmente atrave´s do crite´rio de Routh-Hurwitz, como
feito por Pastore [22]. Entretanto, este me´todo na˜o e´ conclusivo quando o autovalor em
questa˜o tem parte real nula, o que de fato ocorre em alguns casos. Ale´m de abranger este
caso, com a teoria de Lyapunov temos a vantagem de obter propriedades globais para os
pontos de equil´ıbrio.
A teoria de Lyapunov, iniciada com os me´todos desenvolvidos pelo matema´tico russo
Aleksandr Mikhailovich Lyapunov (1857-1918), nos permite comprovar a estabilidade glo-
bal de um ponto de equil´ıbrio de um sistema de equac¸o˜es diferenciais autoˆnomo. Para tal
precisamos construir uma func¸a˜o de Lyapunov (vide Cap´ıtulo 2). Entretanto, encontrar
uma func¸a˜o de Lyapunov pode ser exaustivo visto que na˜o existe um me´todo geral para
encontra´-la.
Iniciamos nosso estudo das propriedades de estabilidade global para alguns modelos
de dinaˆmica viral (Cap´ıtulo 3) detalhando a modelagem ba´sica para o problema pro-
posto por Martin A. Nowak & Charles R. M. Bangham [19]. Em seguida detalhamos as
demonstrac¸o˜es referentes a tais propriedades utilizando a teoria de Lyapunov, o que foi
apresentado por Korobeinikov [11] em 2004. Apresentamos enta˜o os modelos que con-
sideram a resposta do sistema imunolo´gico e o per´ıodo de lateˆncia. O modelo ba´sico
acrecido da resposta do sistema imunolo´gico tambe´m foi proposto por Martin Nowak &
Charles R. M. Bangham [19] e suas propriedades globais foram demonstradas por Souza
& Zubelli [25]. Seguindo a observac¸a˜o de Korobeinikov [11], provamos que o modelo que
considera a lateˆncia goza de propriedades similares as do modelo ba´sico. A proposta de
um modelo que considere tanto a lateˆncia quanto a resposta do sistema imunolo´gico segue
de forma natural. Utilizando uma func¸a˜o de Lyapunov similar as usadas por Korobeini-
kov [11] e por Souza & Zubelli [25] provamos as propriedades de estabilidade global para
este modelo.
Inibidores de enzimas tem se mostrado uma boa alternativa para o tratamento de
certas viroses, como a AIDS. Perelson & Nelson [17] apresentam alguns sistemas para
modelar a dinaˆmica do v´ırus com inibidores. Entretanto eles consideram a dinaˆmica celu-
lar (mesmo na auseˆncia de v´ırions) diferente do modelo que usamos como base ate´ enta˜o.
Sendo assim consideramos um modelo similar ao de Perelson & Nelson, pore´m mante-
mos a dinaˆmica celular proposta por Nowak & Bangham. No cap´ıtulo 4 demonstramos
propriedades de estabilidade similares para os seguintes modelos:
• Modelo ba´sico + Inibidor de Protease Perfeito;
• Modelo ba´sico + Inibidor de Transcriptase Reversa Perfeito;
• Modelo ba´sico + Inibidor de Fusa˜o Perfeito;
• Modelo ba´sico + Inibidores Imperfeitos;
• Modelo ba´sico + Inibidores Combinados;
• Modelo ba´sico + Inibidores Combinados + Resposta Imune;
• Modelo ba´sico + Inibidores Combinados + Resposta Imune + Lateˆncia.
Considerando a variac¸a˜o antigeˆnica que os v´ırions podem sofrer durante o processo
de replicac¸a˜o, Nowak & Bangham [19] propuseram um modelo de (3n + 1) × (3n + 1)
equac¸o˜es que considera as concentrac¸o˜es ba´sicas (ce´lulas suscet´ıveis, ce´lulas infectadas e
v´ırions) e a resposta do sistema imunolo´gico para cada uma das n estirpes de v´ırions.
Souza & Zubelli [25] provaram propriedades globais para este modelo, o que detalhamos
no Cap´ıtulo 5. Ale´m disso, estendemos este modelo e seus resultados, considerando a
ac¸a˜o de inibidores de enzimas e o per´ıodo de lateˆncia.
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Cap´ıtulo 1
Vı´rus
Vı´rus1 e´ uma part´ıcula proteica incapaz de autorreproduc¸a˜o. Mas, ao invadir uma ce´lula,
e´ capaz de ordena´-la a produzir co´pias dele. O v´ırus pode tambe´m ordenar a ce´lula que
se autorreplique, originando assim novas ce´lulas infectadas.
Diversas doenc¸as sa˜o causadas por v´ırus, entre elas influenza, hepatite, s´ındrome da
imunodeficieˆncia adquirida (AIDS), rube´ola, caxumba, dengue, poliomielite e febre ama-
rela.
Os v´ırus constituem-se de material gene´tico envolto por um invo´lucro proteico denomi-
nado caps´ıdeo. No material gene´tico (DNA ou RNA) esta˜o inscritas as informac¸o˜es para
a produc¸a˜o de novos v´ırus. O caps´ıdeo, ale´m de proteger o material gene´tico, combina-
se quimicamente com receptores membranares das ce´lulas parasitadas, o que permite ao
v´ırus reconhecer e atacar o tipo de ce´lula adequado a hospeda´-lo. Alguns v´ırus possuem
um envelope lipoproteico, normalmente derivado da membrana celular do hospedeiro an-
terior, que envolve o caps´ıdeo (por exemplo, o v´ırus HIV). A part´ıcula viral, quando fora
da ce´lula hospedeira, e´ denominada v´ırion.
Figura 1.1: Estrutura de um v´ırus envelopado
1Do latim, toxina ou veneno.
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Ciclo de Replicac¸a˜o
O ciclo de replicac¸a˜o de um v´ırus em uma ce´lula animal pode variar de acordo com a
espe´cie do v´ırus, mas em geral pode ser dividido em seis etapas:
1. Adsorc¸a˜o: v´ınculo entre as prote´ınas capsidais do v´ırus e receptores espec´ıficos na
superf´ıcie celular hospedeira, permitindo a ancoragem do v´ırus na ce´lula;
2. Penetrac¸a˜o: o v´ırus entra na ce´lula hospedeira por endocitose2 ou por Fusa˜o3;
3. Decapsidac¸a˜o: remoc¸a˜o do caps´ıdio liberando o a´cido nucleico do v´ırus;
4. Replicac¸a˜o: ocorre a replicac¸a˜o do a´cido nucleico e a s´ıntese de prote´ınas virais;
5. Montagem: ocorre a montagem do caps´ıdeo proteico e desenvolvimento do enve-
lope lipopreoteico (se existir);
6. Liberac¸a˜o: os v´ırus sa˜o liberados da ce´lula hospedeira por brotamento (v´ırus com
envelope) ou rompimento da membrana plasma´tica (v´ırus sem envelope).
Figura 1.2: Ciclo de Replicac¸a˜o de um v´ırus envelopado
Caso o material gene´tico do v´ırus seja o RNA, teremos duas possibilidades. A primeira
e´ que o RNA tenha polaridade positiva, isto significa que a ce´lula sera´ capaz de ler este
material gene´tico (e obedecer os seus comandos). Caso o RNA na˜o tenha polaridade
positiva, ele e´ chamado de Retrov´ırus e, durante a fase de replicac¸a˜o, o RNA viral tera´
que, primeiramente ser convertido em DNA (viral) pela enzima Transcriptase Reversa,
para enta˜o deste DNA produzir um RNA capaz de ser lido pela ce´lula. Independente
do material gene´tico do v´ırus, ele precisara´ das enzimas integrase, para unir seu material
gene´tico ao da ce´lula, e Protease, para que a ce´lula produza as prote´ınas necessa´rias para
a montagem do v´ırus. Os v´ırus que utilizam a penetrac¸a˜o por meio de fusa˜o tambe´m
precisara˜o de uma enzima espec´ıfica para esta fase (enzima de Fusa˜o).
2processo pelo qual as ce´lulas absorvem nutrientes e outras mole´culas atrave´s da membrana celular.
3processo pelo qual o envolto´rio do v´ırus se funde com a membrana celular.
5
1.1 Resposta do Sistema Imunolo´gico
A resposta do sistema imunolo´gico (ou imunita´rio) pode ser dividida em duas categorias:
inata e espec´ıfica. A primeira constitui-se de todos os mecanismos com os quais o or-
ganismo combate a um ant´ıgeno de forma na˜o espec´ıfica. Isto e´, as ce´lulas do sistema
inato reconhecem os agentes patogeˆnicos de uma forma gene´rica e, ao contra´rio do sistema
imune adaptativo, na˜o confere imunidade duradoura. Ja´ a resposta imune espec´ıfica ira´
agir de acordo com o invasor.
Os leuco´citos sa˜o ce´lulas produzidas na medula o´ssea cuja func¸a˜o e´ combater microor-
ganismos estranhos ao organismo atrave´s de sua captura ou da produc¸a˜o de anticorpos.
Dentre os leuco´citos destacam-se os NK (do ingleˆs natural killer), os linfo´citos B e os
linfo´citos T.
Figura 1.3: Esboc¸o do funcionamento da resposta imunolo´gica contra um v´ırus.
Quando o v´ırus libera seu material gene´tico no citoplasma de uma ce´lula hospedeira,
esta ce´lula e´ estimulada a produzir certas prote´ınas (α e β interferon) que ira˜o entrar
na corrente sangu´ınea. Uma vez na corrente sangu´ınea, estas prote´ınas ira˜o ligar-se a`
ce´lulas na˜o infectadas, estimulando a s´ıntese de prote´ınas antivirais. Assim, quando um
v´ırion infectar estas ce´lulas as prote´ınas antivirais ira˜o bloquear a replicac¸a˜o do material
gene´tico.
O linfo´cito T e´ ativado e produz o interferon γ que induz a s´ıntese de pept´ıdeos
MHC-1 (do ingleˆs major histocompatibility complex class 1 ) na superf´ıcie da ce´lula. Estes
pept´ıdeos ira˜o mostrar ao meio extra-celular fragmentos das prote´ınas que esta˜o sendo
produzidas dentro da ce´lula. A presenc¸a de prote´ınas anormais causara´ a ativac¸a˜o dos
Linfo´citos T citoto´xicos (LTc) e dos Linfo´citos B. Os LTc ira˜o ligar-se a` ce´lula infectada
e induzir a apoptose desta. Alguns v´ırus sa˜o capazes de impedir a produc¸a˜o de MHC-1
na superf´ıcie celular. Neste caso o organismo ativa os linfo´citos NK que ira˜o destruir es-
tas ce´lulas. Os linfo´citos B ativados produzem anticorpos (imunoglobulinas) espec´ıficos.
Algumas imunoglubinas ligam-se aos receptores membranares das ce´lulas suscet´ıveis im-
pedindo a acoplac¸a˜o do v´ırion. Outras imunoglubinas ligam-se a`s ce´lulas infectadas e aos
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v´ırions sinalizando-os para os fago´citos4.
Lateˆncia
A replicac¸a˜o do material gene´tico do v´ırion podera´ ocorrer apo´s um longo per´ıodo da
entrada deste material na ce´lula. Isto e´, a ce´lula pode permanecer infectada mas sem pro-
duzir novos v´ırus. Este per´ıodo, denominado de lateˆncia, dificulta o combate do sistema
imunolo´gico ao v´ırus pois este na˜o sera´ capaz de detectar a infecc¸a˜o.
Figura 1.4: Per´ıodo de Lateˆncia.
1.2 Variac¸a˜o Antigeˆnica
O processo de replicac¸a˜o do v´ırus pode produzir v´ırions cuja composic¸a˜o e´ diferente do
v´ırion original (frequentemente as prote´ınas superficiais sa˜o distintas). Este novo v´ırion
Figura 1.5: Variac¸a˜o antigeˆnica de um v´ırus.
(nova estirpe ou cepa) pode ser suficientemente diferente ao ponto de na˜o ser captada
pelos anticorpos que esta˜o combatendo o v´ırus original. Desta forma escapam, ao menos
temporariamente, da resposta do sistema imunolo´gico.
4Leuco´citos que protegem o corpo atrave´s da ingesta˜o de part´ıculas estranhas
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1.3 Tratamento por Inibidores
Durante o processo de replicac¸a˜o o v´ırus necessita de algumas enzimas espec´ıficas. Devido
a isto, algumas doenc¸as virais podem ser combatidas utilizando-se compostos capazes de
inibir estas enzimas. Este recurso e´ utilizado quando na˜o se tem um meio mais efetivo de
combater a doenc¸a, como e´ o caso do v´ırus da imunodeficieˆncia humana (HIV). Entre os
inibidores mais utilizados esta˜o os Inibidores de Protease, Transcriptase Reversa (apenas
para retrov´ırus) e Fusa˜o (v´ırus envelopados).
(i) Inibidores da Protease (IP): bloqueiam a Protease que e´ essencial para a produc¸a˜o
de part´ıculas virais infecciosas. Se a Protease estiver impossibilitada de exercer a
sua func¸a˜o normal, os v´ırus imaturos na˜o sera˜o estruturados corretamente de forma
que na˜o estara˜o preparados para os procedimentos de penetrac¸a˜o em uma ce´lula.
Desta forma, as novas co´pias do v´ırus na˜o sera˜o infecciosas.
(ii) Inibidores da Transcriptase Reversa (ITR): impedem que o v´ırus consiga trans-
formar o seu co´digo gene´tico de RNA para DNA. Existem dois tipos de ITR, um
que possui estrutura muito semelhante aos elementos que constituem o DNA viral e,
assim, consegue incorporar-se na cadeia de DNA que esta´ sendo produzida pela ac¸a˜o
Transcriptase Reversa. Apo´s o ITR se juntar ao novo DNA, a s´ıntese da nova cadeia
e´ interrompida. O outro tipo de ITR liga-se a` Transcriptase Reversa, bloqueando o
seu mecanismo e impossibilitando a produc¸a˜o de DNA viral. De qualquer uma das
formas, a produc¸a˜o de DNA viral e´ suspensa, embora o v´ırus na˜o seja destru´ıdo.
(iii) Inibidores de Fusa˜o(IF): o processo de fusa˜o inicia-se com o v´ırion ligando-se a um
receptor membranar da ce´lula hospedeira (CD4) utilizando para isto uma prote´ına
conhecida como gp120 que aparenta a forma de treˆs balo˜es. Estes “balo˜es” abrem-
se e revelam regio˜es que podem agarrar-se a correceptores da superf´ıcie da ce´lula
(CCR5 e CXCR4). Uma outra prote´ına v´ırica e´ revelada e atua como um gancho e
uma roldana puxando o v´ırus na direcc¸a˜o da ce´lula e ajudando-o a fundir-se com a
membrana. O inibidor de fusa˜o liga-se aos correceptores CCR5 e CXCR4, impedindo
o v´ırus de se prender devidamente. Assim os Inibidores de Fusa˜o impedem que o
v´ırion penetre na ce´lula.
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Cap´ıtulo 2
Preliminares
2.1 Soluc¸o˜es do Sistema Autoˆnomo
Estamos interessados em obter informac¸o˜es sobre os modelos matema´ticos que descrevem
determinados fenoˆmenos biolo´gicos. Os modelos com os quais trabalhamos sa˜o descritos
por sistemas de equac¸o˜es diferenciais ordina´rias autoˆnomos na forma:{
x˙ = f(x)
f : Ω ⊆ Rm → Rm, Ω aberto, f ∈ C1(Ω). (2.1)
onde x˙ denota a derivada de x com relac¸a˜o a varia´vel t. Uma soluc¸a˜o de x˙ = f(x) e´ uma
func¸a˜o diferencia´vel x : I → Ω definida em algum intervalo I ⊆ R tal que, para todo
t ∈ I, tem-se x˙(t) = f(x(t)). Como f e´ de classe C1 e Ω e´ um aberto de Rm, o Teorema
de Existeˆncia e Unicidade de Soluc¸o˜es de Equac¸o˜es Diferenciais Ordina´rias [4, 7, 8, 26]
garante que: dada uma condic¸a˜o inicial x0 ∈ Ω, existe algum a > 0 e uma u´nica soluc¸a˜o
x : (−a+ t0, a+ t0)→ Ω satisfazendo a condic¸a˜o inicial x(t0) = x0.
Denotaremos a soluc¸a˜o x(t) de (2.1) que satisfaz a condic¸a˜o inicial x0 por φt(x0).
Observe que, pelo Teorema de Existeˆncia e Unicidade, teremos uma soluc¸a˜o φt(x) de
(2.1) que estara´ definida em um intervalo de R. Dizemos que a soluc¸a˜o esta´ definida no
intervalo maximal se o intervalo na qual ela esta´ definida e´ o maior intervalo poss´ıvel tal
que continuem sendo va´lidas a existeˆncia e unicidade.
As proposic¸o˜es abaixo fornecem condic¸o˜es suficientes para estender o intervalo de
definic¸a˜o das soluc¸o˜es.
Proposic¸a˜o 2.1. Consideremos o Sistema Autoˆnomo (2.1), x ∈ Ω e φt(x) uma soluc¸a˜o
definida no intervalo maximal J = (α, β) ⊆ R com β < ∞. Enta˜o, dado qualquer
compacto K ⊆ Ω existe algum t ∈ (α, β) tal que φt(x) /∈ K.
A demonstrac¸a˜o pode ser encontrada em [4, 7, 8, 26]. Observe que o resultado e´
ana´logo para α > −∞. No entanto estamos preocupados apenas com soluc¸o˜es definidas
para t > 0 pois, em nossos sistemas, a varia´vel t representa o tempo.
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Proposic¸a˜o 2.2. Consideremos o Sistema Autoˆnomo (2.1), K um conjunto compacto
contido no aberto Ω e x ∈ K. Suponhamos que toda soluc¸a˜o da forma
φ(x) : [t0, β) → Ω
t 7→ φt(x)
que satisfaz φt0(x) = x, sempre permanece em K. Enta˜o a soluc¸a˜o φt(x) existe para todo
t > t0.
A demonstrac¸a˜o segue imediatamente da proposic¸a˜o anterior pois, se [t0, β) e´ o inter-
valo maximal com β <∞, enta˜o φt(x) deveria sair do compacto K para algum t ∈ [t0, β),
contrariando a hipo´tese de que φ[t0,β)(x) ⊆ K.
Veremos no decorrer do texto que as soluc¸o˜es dos sistemas autoˆnomos que estamos
considerando sa˜o limitadas. Desta forma o conjunto K definido como o fecho do conjunto
{y ∈ Rm; y = φt(x) para algum t ∈ [t0, β)} sera´ compacto, K ⊆ Rm, φ[t0,β)(x) ⊆ K para
qualquer β <∞ e, da proposic¸a˜o acima, segue que as soluc¸o˜es estara˜o definidas para todo
instante t > t0.
Observe que, se conhecemos uma soluc¸a˜o φt(x0) qualquer de (2.1) definida num in-
tervalo I ∈ R, enta˜o podemos determinar as soluc¸o˜es com qualquer condic¸a˜o inicial na
imagem da soluc¸a˜o φ. Isto e´, se t1 ∈ R e x1 = φt∗(x0) para algum t∗ ∈ I enta˜o ϕs(x1)
definido em s ∈ J = {s ∈ R; s−t1 +t∗ ∈ I} por ϕs(x1) = φs−t1+t∗(x0) sera´ deriva´vel em J ,
ϕt1(x1) = φt1−t1+t∗(x0) = φt∗(x0) = x1 e ainda ϕ˙s(x1) = φ˙s−t1+t∗(x0) = f(φs−t1+t∗(x0)) =
f(ϕs(x1)). Portanto ϕs(x1) sera´ soluc¸a˜o de (2.1) definida no intervalo J e satisfazendo
a condic¸a˜o inicialϕt1(x1) = x1. Essa propriedade de “translac¸a˜o” e´ caracter´ıstica de
equac¸o˜es autoˆnomas e nos permite estudar todas as soluc¸o˜es de (2.1) tomando sempre
a condic¸a˜o inicial em t0 = 0. Olhando as soluc¸o˜es φt(x) como trajeto´rias em Rm, a
propriedade acima nos diz que:
φt+s(x) = y = φt(φs(x)). (2.2)
Observemos ainda que, pela unicidade de soluc¸o˜es, podemos garantir que soluc¸o˜es
distintas do Sistema Autoˆnomo (2.1) na˜o ira˜o se cruzar.
2.2 Pontos de Equil´ıbrio
Apesar do Teorema de Existeˆncia e Unicidade nos garantir que, em certas condic¸o˜es, uma
equac¸a˜o diferencial ordina´ria autoˆnoma admite uma soluc¸a˜o u´nica, obter explicitamente a
soluc¸a˜o de sistemas na˜o lineares pode ser demasiadamente trabalhoso. Do ponto de vista
biolo´gico, nosso maior interesse e´ saber o que ocorrera´ no sistema a longo prazo. Desta
forma, queremos obter informac¸o˜es sobre o comportamento das soluc¸o˜es quando o tempo
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tende ao infinito. Para tal, primeiro encontremos soluc¸o˜es que permanec¸am sempre no
mesmo ponto ao longo do tempo, isto e´, soluc¸o˜es cuja condic¸a˜o inicial seja um ponto de
equil´ıbrio. Mais precisamente
Definic¸a˜o 2.3. Um ponto x∗ ∈ Ω e´ dito ponto de equil´ıbrio da Equac¸a˜o Diferencial
Ordina´ria (2.1) se f(x∗) = 0
De fato, se x∗ e´ um ponto de equil´ıbrio de (2.1), enta˜o a soluc¸a˜o φt(x∗) e´ uma soluc¸a˜o
estaciona´ria, isto e´, φt(x
∗) = x∗ para todo instante de tempo t pois φ˙t(x∗) = f(x∗) = 0.
Conhecido os pontos de equil´ıbrio, queremos enta˜o saber qual o comportamento das
soluc¸o˜es pro´ximas a esses pontos, isto e´, sera´ que as soluc¸o˜es se aproximam ou se afastam
destes pontos quando o tempo cresce? Esta noc¸a˜o de “aproximar” ou “afastar” e´ dada
pelas definic¸o˜es de pontos de equil´ıbrio assintoticamente esta´vel e ponto de equil´ıbrio
insta´vel:
Definic¸a˜o 2.4. Um ponto de equil´ıbrio x∗ da Equac¸a˜o Diferencial Ordina´ria (2.1) sera´
dito esta´vel se, para qualquer vizinhanc¸a U ⊆ Ω de x∗, existe uma vizinhanc¸a U0 ⊆ U
de x∗ tal que φt(x) ∈ U para quaisquer x ∈ U0 e t > 0. Se ale´m disso φt(x)→ x∗ quando
t → ∞ para qualquer x ∈ U0, o ponto de equil´ıbrio esta´vel sera´ dito assintoticamente
esta´vel.
Definic¸a˜o 2.5. Um ponto de equil´ıbrio x∗ da Equac¸a˜o Diferencial Ordina´ria (2.1) sera´
dito insta´vel se na˜o e´ um ponto de equil´ıbrio esta´vel
Sendo x∗ um ponto de equil´ıbrio assintoticamente esta´vel, sabemos que as soluc¸o˜es que
iniciem “pro´ximas” ao ponto de equil´ıbrio ira˜o se aproximar deste ponto. Observe que,
se soubermos exatamente quem sa˜o esses pontos “pro´ximos” de x∗, poderemos garantir
quais as condic¸o˜es iniciais devemos tomar para que as respectivas soluc¸o˜es tendam a esse
ponto de equil´ıbrio. Esta “proximidade” sera´ expressa pela bacia de atrac¸a˜o do ponto x∗:
Definic¸a˜o 2.6. Seja x∗ um ponto de equil´ıbrio da Equac¸a˜o Diferencial Ordina´ria (2.1)
assintoticamente esta´vel. Definimos a bacia de atrac¸a˜o do ponto x∗ como o conjunto
B(x∗) =
{
x ∈ Ω; lim
t→∞
φt(x) = x
∗
}
.
Se a bacia de atrac¸a˜o B(x∗) for todo o conjunto Ω, enta˜o qualquer soluc¸a˜o da Equac¸a˜o
Diferencial Ordina´ria (2.1) ira´ se aproximar, ao longo do tempo, do ponto x∗. Nesse caso
x∗ e´ dito ponto de equil´ıbrio globalmente assintoticamente esta´vel.
Ale´m das soluc¸o˜es estaciona´rias, outras soluc¸o˜es que sera˜o de grande valia sa˜o as
soluc¸o˜es que permanecem confinadas em um conjunto. Esses conjuntos sa˜o chamados de
conjuntos invariantes. De maneira mais precisa, suponhamos que as soluc¸o˜es de (2.1)
existam para todo tempo t > 0 e para qualquer dado inicial x0 ∈ Ω.
Definic¸a˜o 2.7. Um conjunto E ⊆ Ω e´ dito positivamente invariante pela Equac¸a˜o
Diferencial Ordina´ria (2.1), se φt(E) ⊆ E ∀t > 0.
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2.3 Teoria de Estabilidade de Lyapunov
Nessa Sec¸a˜o apresentaremos alguns resultados da “Teoria de Estabilidade de Lyapunov”, a
qual usaremos para analisar os sistemas de equac¸o˜es diferenciais ordina´rias que descrevem
a dinaˆmica do v´ırus num organismo hospedeiro. O matema´tico russo Aleksandr Mikhai-
lovich Lyapunov (1857-1918), provou teoremas que fornecem condic¸o˜es suficientes para
garantir a estabilidade de uma equac¸a˜o diferencial ordina´ria (conhecidos como me´todo
direto de Lyapunov). Estes resultados esta˜o enunciados abaixo e suas demonstrac¸o˜es
podem ser encontradas em [8, 4].
Teorema 2.8 (Primeiro Teorema de Lyapunov). Seja x∗ ∈ Ω um ponto de equil´ıbrio
da Equac¸a˜o Diferencial Ordina´ria (2.1). Suponhamos que exista uma func¸a˜o escalar V
cont´ınua numa vizinhanc¸a W ⊆ Ω de x∗ tal que
(i) V (x∗) = 0 e V (x) > 0 para todo x ∈ W − {x∗};
(ii) V (φt1(x)) 6 V (φt2(x)) para quaisquer x ∈ W , t1, t2 ∈ R, tais que t1 > t2 e φt1(x),
φt2(x) ∈ W .
Enta˜o, x∗ e´ um ponto de equil´ıbrio esta´vel.
Teorema 2.9 (Segundo Teorema de Lyapunov). Seja x∗ ∈ Ω um ponto de equil´ıbrio da
Equac¸a˜o Diferencial Ordina´ria (2.1). Suponhamos que exista uma func¸a˜o escalar V tal
como as hipo´teses do Teorema 2.8 com a desigualdade da condic¸a˜o (ii) estrita. Enta˜o x∗
e´ um ponto de equil´ıbrio assintoticamente esta´vel.
A func¸a˜o V dos teoremas de Lyapunov age como uma espe´cie de “distaˆncia” entre
os pontos da trajeto´ria e o ponto de equil´ıbrio em questa˜o. Observe que a segunda
condic¸a˜o nos garante que V e´ na˜o crescente (ou decrescente no caso estrito) ao longo das
soluc¸o˜es da Equac¸a˜o Diferencial Ordina´ria (2.1). Para verificar a validade desta condic¸a˜o,
precisar´ıamos conhecer explicitamente as soluc¸o˜es, de forma que a conclusa˜o do teorema
na˜o seria de grande valia. Mas se a func¸a˜o V for diferencia´vel em W , para que V seja na˜o
crescente ao longo das trajeto´rias, basta exigir que a derivada temporal de V aplicada em
cada uma das trajeto´rias soluc¸o˜es seja menor que ou igual a zero, isto e´,
dV (φt(x))
dt
6 0 (2.3)
Mas
dV (φt(x))
dt
=
〈
∇V (φt(x)), φ˙t(x)
〉
= 〈∇V (φt(x)), f(φt(x))〉 (2.4)
onde <,> denota o produto interno usual em Rm. Em particular, se tivermos que
〈∇V (x), f(x)〉 = dV (φt(x))
dt
∣∣∣∣
t=0
6 0
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para todo x ∈ W , por (2.4) teremos que (2.3) sera´ satisfeito, o que garante que V e´ na˜o
crescente ao longo das trajeto´rias. Desta forma a condic¸a˜o (ii) pode ser verificada sem
que saibamos as soluc¸o˜es de (2.1). De maneira ana´loga, se 〈∇V (x), f(x)〉 < 0 teremos
que V decresce ao longo das soluc¸o˜es (em W ).
Para simplificar a notac¸a˜o escreveremos
V˙ (x) :=
dV (φt(x))
dt
.
para denotar a derivada da func¸a˜o V ao longo das soluc¸o˜es da equac¸a˜o diferencial ordina´ria
(2.1).
O “Princ´ıpio de Invariaˆncia de LaSalle”, demonstrado por Joseph Pierre LaSalle em
1960 [13], e´ uma extensa˜o dos teoremas de Lyapunov. Antes de enuncia´-lo, vejamos
a definic¸a˜o de conjuntos ω-limite e algumas propriedades destes que sera˜o u´teis para a
demonstrac¸a˜o do Teorema.
Definic¸a˜o 2.10. O conjunto ω-limite de um ponto x ∈ Ω, denotado por Lω(x), e´ o
conjunto dos pontos y ∈ Rm tal que existe uma sequeˆncia tn →∞ que satisfaz
lim
n→∞
φtn(x) = y
onde φt(x) e´ soluc¸a˜o de (2.1).
Lema 2.11. Seja x ∈ Ω e φt(x) limitada no tempo. Enta˜o
(i) Lω(x) ∩ Ω e´ positivamente invariante;
(ii) Lω(x) e´ fechado;
(iii) Lω(x) 6= ∅.
Demonstrac¸a˜o:
(i) Seja y ∈ Lω(x)∩Ω. Pela definic¸a˜o do conjunto ω-limite, existe sequeˆncia tn →∞ tal
que limn→∞ φtn(x) = y. Da continuidade das soluc¸o˜es e de (2.2) temos
φt(y) = φt
(
lim
n→∞
φtn(x)
)
= lim
n→∞
φt(φtn(x)) = lim
n→∞
φt+tn(x).
Observe que φt(y) existe pois y ∈ Ω. Como t+ tn →∞, segue φt(y) ∈ Lω(x).
(ii) Provemos que o complementar de Lω(x) e´ aberto. Seja y /∈ Lω(x), enta˜o, pela
definic¸a˜o do conjunto ω-limite, existe ε > 0 e t∗ > 0 tal que φt(x) /∈ Bε(y) para
todo t > t∗. Decorre enta˜o que Bε(y) ∩ Lω(x) = ∅, o que garante que y e´ um ponto
interior do complementar de Lω(x). Portanto Lω(x) e´ fechado.
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(iii) Como φn(x), n ∈ N, e´ uma sequeˆncia limitada no espac¸o de Banach Rm, admite
uma subsequeˆncia φnk(x) convergente para y. Portanto y ∈ Lω(x).
Alguns livros definem o conjunto ω-limite como os pontos de Ω que satisfazem a
propriedade por no´s exigidas. Observe que, com isso, pontos da fronteira de Ω podem
ficar fora do conjunto ω-limite e, Lω podera´ na˜o mais ser fechado e ainda podera´ ser
vazio. Por exemplo, se a curva da figura abaixo representar a soluc¸a˜o de alguma func¸a˜o
autoˆnoma definida no aberto Ω = R2 − {0} que satisfaz a condic¸a˜o inicial x(0) = x0,
enta˜o o u´nico candidato a pertencer ao conjunto Lω(x0) sera´ a origem, que na˜o pertence
ao conjunto de definic¸a˜o.
Figura 2.1: Exemplo de conjunto ω-limite.
Da forma que definimos, o conjunto ω-limite possui algumas propriedades que facilitam
a demonstrac¸a˜o dos resultados que seguem.
O pro´ximo Lema fornece condic¸o˜es suficientes para que uma soluc¸a˜o se aproxime de
um dado conjunto, isto e´, para que a distaˆncia da soluc¸a˜o a um conjunto M tenda a zero
quando o tempo cresce. Mais precisamente, estamos considerando a distaˆncia entre um
ponto e um conjunto definida por
d(φt(x),M) = inf{||φt(x)− y||; y ∈M}.
onde ||.|| e´ a norma usual de Rm. Desta forma, para cada instante t, temos que d(φt(x),M)
assume um valor e, ao dizer que a soluc¸a˜o se aproxima do conjunto M estamos dizendo
que
lim
t→∞
d(φt(x),M) = 0.
Lema 2.12. Se x ∈ Ω, φt(x) e´ limitado para t > 0 e M e´ um conjunto que conte´m Lω(x)
enta˜o φt(x)→M quanto t→∞.
Demonstrac¸a˜o: Suponha que isto na˜o ocorra. Enta˜o existe ε > 0 tal que para todo n
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natural existe tn →∞ que satisfaz
||φtn(x)− y|| > ε ∀y ∈M (2.5)
Como φtn(x) e´ limitado em um espac¸o de Banach, possui uma subsequeˆncia convergente
φtnk (x)→ z
Pela definic¸a˜o de Lω(x) segue que z ∈ Lω(x) ⊆M . Por (2.5), temos
||φtnk (x)− z|| > ε
para todo nk, o que contradiz φtnk (x)→ z.
A priori, uma func¸a˜o V e´ dita de Lyapunov se satisfaz as hipo´teses do Teorema de Lya-
punov 2.8. Definiremos de maneira ligeiramente diferente por convenieˆncia. A definic¸a˜o
dada abaixo e´ similar a dada por Hale [7].
Definic¸a˜o 2.13. Consideremos o Sistema Autoˆnomo (2.1). Seja W tal que W ⊆ Ω e V
uma func¸a˜o escalar definida em W . V e´ dita func¸a˜o de Lyapunov para o sistema
de Equac¸o˜es Diferenciais Ordina´rias (2.1) em Ω se
(i) V e´ diferencia´vel em W ;
(ii) para qualquer x ∈ W devemos ter V cont´ınua em x ou
lim
n→∞
V (xn) = +∞
para qualquer sequeˆncia xn ∈ W tal que xn → x;
(iii) V˙ (x) = ∇V (x).f(x)) 6 0 para todo x ∈ W .
Teorema 2.14 (Princ´ıpio de Invariaˆncia de LaSalle). Suponhamos que exista uma func¸a˜o
de Lyapunov V : W → R para a Equac¸a˜o Diferencial Ordina´ria (2.1), com W ⊆ Ω = Rm.
Seja E = {x ∈ W ; V˙ (x) = 0} e M o maior subconjunto de E invariante por (2.1). Enta˜o
toda soluc¸a˜o limitada (no tempo) de (2.1) que permanece1 em W aproxima-se de M
quando t→∞.
Demonstrac¸a˜o: Observe que os pontos que esta˜o em E sa˜o os pontos tais que V˙ (x) existe
e e´ nulo. Para x ∈ W sabemos que a derivada existe pois V e´ diferencia´vel em W . Para
os pontos em ∂W −W consideramos a derivada como limite lateral.
Seja φt(x) uma soluc¸a˜o limitada de (2.1) que permanec¸a emW . Conforme o Lema 2.12,
basta mostrarmos que Lω(x) ⊆ M . Tomemos enta˜o y ∈ Lω(x) (a existeˆncia de tal
1φt(x) ∈W para todo t > 0.
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y e´ garantida pela Proposic¸a˜o 2.11). Pela definic¸a˜o de conjunto ω-limite existe uma
sequeˆncia tn →∞ tal que limn→∞ φtn(x) = y. Como φt(x) permanece em W , a sequeˆncia
yn := φtn(x) ∈ W e, assim, y ∈ W . Sendo V uma func¸a˜o de Lyapunov, temos que V e´
cont´ınua em y ou limn→∞ V (xn) = +∞ para qualquer sequeˆncia xn ∈ W tal que xn → y.
Suponhamos que o segundo caso ocorra. Como φtn(x) ∈ W e φtn(x)→ y, devemos ter
lim
n→∞
V (φtn(x)) =∞.
Mas isto e´ absurdo pois V e´ decrescente ao longo das trajeto´rias em W . Logo V e´ cont´ınua
em y. Enta˜o
lim
n→∞
V (φtn(x)) = V (y).
Como V (φt(x)) e´ mono´tona na˜o crescente (pois V˙ (x) 6 0), a expressa˜o acima implica que
lim
t→∞
V (φt(x)) = c = V (y).
Mas isto vale para qualquer y ∈ Lω(x), donde V (y) = c para todo y ∈ Lω(x).
Vejamos que y ∈ E. Como Ω = Rm temos que Lω(x) ∩ Ω = Lω(x) e, pela Pro-
posic¸a˜o 2.11, Lω(x) e´ invariante. Assim φt(y) ∈ Lω(x), donde V (φt(y)) = c para todo
t > 0. Logo dV (y(t))
dt
= 0 e y ⊆ E. Como tomamos um y ∈ Lω(x) qualquer, segue que
Lω(x) ⊆ E. Disso e do fato de Lω(x) ser invariante segue que Lω(x) ⊂M .
Teorema 2.15 (Teorema de estabilidade de Lagrange). Suponhamos que exista uma
func¸a˜o escalar V em um conjunto A ⊆ Ω positivamente invariante satisfazendo:
1. V e´ de classe C1 em A;
2. V (x) > 0 para todo x ∈ A;
3. V˙ (x) 6 0 para todo x ∈ A; e
4. V (x)→∞ se ||x|| → ∞.
Enta˜o toda soluc¸a˜o de (2.1) com condic¸a˜o inicial em A e´ limitada no tempo para t > 0.
Demonstrac¸a˜o: Seja φt(x) uma soluc¸a˜o de (2.1) com φ0(x) ∈ A. Como A e´ positivamente
invariante temos φt(x) ∈ A para todo t > 0. Tomemos l = V (φ0(x)), que sera´ positivo
pela hipo´tese (1). Pela hipo´tese (3), sabemos que existe r > 0 tal que V (x) > l sempre
que ||x|| > r. Como W e´ na˜o crescente ao longo das trajeto´rias, teremos que V (φt(x)) 6 l
para todo t > 0, o que garante que ||φt(x)|| < r para todo t > 0.
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2.3.1 Candidata a` Func¸a˜o de Lyapunov
Note que, se construirmos uma func¸a˜o V , definida no fecho de um conjunto positiva-
mente invariante W , que seja de Lyapunov e que satisfac¸a as hipo´teses do Teorema de
estabilidade de Lagrange, enta˜o teremos que toda soluc¸a˜o com condic¸a˜o inicial em W
aproxima-se do maior conjunto positivamente invariante contido no conjunto onde V˙ (x)
e´ nula. De fato, se V satisfaz as hipo´teses do Teorema de estabilidade de Lagrange, enta˜o
toda soluc¸a˜o que inicia em W e´ limitada. Como W e´ invariante e V e´ func¸a˜o de Lyapunov,
o Teorema de LaSalle garante que toda soluc¸a˜o que inicia em W deve aproximar-se do
maior conjunto positivamente invariante contido em E. Observe ainda que, se ale´m disso
tivermos que o u´nico conjunto positivamente invariante em E for justamente um ponto
de equil´ıbrio, teremos que W estara´ contido na bacia de atrac¸a˜o deste ponto de equil´ıbrio.
O objetivo desta sec¸a˜o sera´ construir uma func¸a˜o V que satisfac¸a as condic¸o˜es (i) e (ii)
de uma func¸a˜o de Lyapunov e as hipo´teses (1), (2) e (4) do Teorema de Lagrange, consi-
derando a equac¸a˜o deferencial ordina´ria (2.1) definida em Ω = Rm. Com isto, para provar
a estabilidade global e assinto´tica de um ponto de equil´ıbrio bastara´ mostrar que o con-
junto W e´ positivamente invariante, que V˙ (x) 6 0 e que o u´nico conjunto positivamente
invariante em E (do Teorema de LaSalle) e´ o ponto de equil´ıbrio em questa˜o.
Apesar das equac¸o˜es diferenciais ordina´rias que questa˜o estarem definidas em Rm, do
ponto de vista biolo´gico estaremos interessados no seu comportamento em Rm>0, isto e´, no
octante na˜o negativo de Rm. Seja (x∗1, x∗2, ..., x∗m) ∈ Rm>0 um ponto de equil´ıbrio da equac¸a˜o
diferencial ordina´ria em questa˜o. Consideremos o conjunto A da hipo´tese do Teorema de
Lagrange como Rm>0 − {(x∗1, x∗2, ..., x∗m)} , onde Rm>0 = {(x1, ..., xm) ∈ Rm;xi > 0 ∀i =
1, ...,m}, e o conjunto W da definic¸a˜o de func¸a˜o de Lyapunov como Rm>0. Construiremos
enta˜o uma func¸a˜o V definida em W = Rm>0. Para facilitar, construamos antes uma func¸a˜o
auxiliar g. Seja x∗ um nu´mero fixado na˜o negativo. Definamos g : R>0 → R por{
x− x∗ ln x
x∗ se x
∗ e x 6= 0;
x se x = 0.
(2.6)
Lema 2.16. A func¸a˜o g definida em (2.6) e´ estritamente positiva em R>0. Ale´m disso
lim
x→∞
g(x) =∞.
Demonstrac¸a˜o: Se x∗ = 0, enta˜o g(x) = x > 0 para todo x ∈ R>0. Ale´m disso e´ imediato
que
lim
x→∞
g(x) = lim
x→∞
x =∞.
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Se x∗ > 0, enta˜o temos
dg
dx
(x) = 0⇔ 1− x
∗
x
= 0⇔ x = x∗.
Mas g(x∗) = x∗ − ln(1) = x∗ > 0. Logo o u´nico ponto de mı´nimo de g e´ x∗ e g e´ positiva
em seu ponto de mı´nimo, portanto, g e´ estritamente positiva em R>0. Ale´m disso
lim
y→∞
(y − ln y) = lim
y→∞
(ln(ey)− ln y) = lim
y→∞
ln
(
ey
y
)
= ln
(
lim
y→∞
ey
y
)
= +∞
pois
lim
y→∞
ey
y
= +∞.
Portanto y − ln(y) → ∞ quando y → ∞, assim x∗(x/x∗ − ln(x/x∗)) → ∞, ou ainda
g(x)→∞ quando x→∞.
Definamos agora a func¸a˜o V . Sejam (x∗1, ..., x
∗
m) ∈ Rm>0 um ponto de equil´ıbrio fixado da
equac¸a˜o diferencial ordina´ria (2.1), M = {1, 2, ...,m}, I = {i ∈M ;x∗i 6= 0}, θi constantes
positivas e gx∗i a func¸a˜o definida acima para a constante x
∗
i se i ∈ I e gx∗i (xi) = xi se
i ∈M − I. V e´ definida por
V : Rm>0 −→ R
(x1, x2, ..., xm) 7−→
∑m
i=1 θigx∗i (xi).
(2.7)
Teorema 2.17. A func¸a˜o V definida em (2.7) possui as seguintes propriedades:
(I) V ((x1, ..., xm)) > 0 para todo (x1, ..., xm) ∈ Rm>0 − {(x∗1, x∗2, ..., x∗m)};
(II) V e´ C1 em Rm>0;
(III) Seja xn = (x1n, x2n, ..., xmn) ∈ Rm>0 uma sequeˆncia qualquer tal que ||xn|| → ∞
quando n→∞, enta˜o limV (xn) =∞ para n→∞;
(IV) Seja x um ponto da fronteira de Rm>0 e xn uma sequeˆncia qualquer de pontos de Rm>0
tal que xn → x, enta˜o limV (xn)→∞ ou V e´ cont´ınua em x;
(V) a derivada temporal de V ao longo das soluc¸o˜es sera´
V˙ (x) =
m∑
i=1
θix˙i
(
1− x
∗
i
xi
)
.
Demonstrac¸a˜o:
(I) Mostremos que cada parcela e´ estritamente positiva, enta˜o a soma tambe´m sera´. Se
x∗i > 0, enta˜o, pelo Lema 2.16, temos que xi − x∗i ln(xi/x∗i ) − x∗i e´ estritamente
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positivo. Como θi e´ positivo, segue
θi
[
xi − x∗i ln
xi
x∗i
− x∗i
]
> 0.
Se x∗i = 0, enta˜o temos que verificar que a i-e´sima parcela e´ positiva apenas para
xi > 0 (pois estamos excluindo o ponto de equil´ıbrio). Mas, neste caso, a i-e´sima
parcela sera´ θi(xi − x∗i ) = θixi > 0. Portanto V e´ estritamente positiva em Rm>0 −
{(x∗1, x∗2, ..., x∗m)}.
(II) Como soma de func¸o˜es C1 tambe´m e´ C1 e cada termo θi [xi − x∗i ln(xi/x∗i )− x∗i ] ou
θi [xi − x∗i ] e´ C1 em Rm>0, segue que que V e´ C1 em Rm>0.
(III) Observe que, se ||xn|| → ∞, enta˜o ao menos uma coordenada xin → ∞. Enta˜o,
pelo Lema 2.16, a i-e´sima parcela de V tende a ∞. Como as parcelas sa˜o todas
positivas, devemos ter limV (xn) =∞ para n→∞.
(IV) Se xn e´ uma sequeˆncia que se aproxima de um ponto da fronteira de Ω, devemos ter
que, para alguma coordenada, a sequeˆncia xin → 0 quando n → ∞, caso contra´rio
o ponto x na˜o estaria na fronteira. Mas, se x∗i > 0:
lim
n→∞
[
xin − x∗i ln
xin
x∗i
− x∗i
]
=∞
(conta ana´loga a feita no Lema 2.16), donde teremos limV (xn) → ∞. Se x∗i = 0
para todas as coordenadas que se aproximam de zero, teremos
lim
n→∞
θi [xin − x∗i ] = 0 = θi [0− x∗i ]
para todas as coordenadas que se aproximam de zero. Como para as coordenadas
que na˜o se aproximam de zero temos a continuidade naquele termo, segue que, neste
caso, V e´ cont´ınua em x.
(V) Observe que, se x∗i > 0, enta˜o
d
dt
θi
[
xi − x∗i ln
xi
x∗i
− x∗i
]
= θi
[
x˙i − x∗i
x˙i
x∗i
x∗i
xi
]
= θix˙i
[
1− x
∗
i
xi
]
.
Se x∗i = 0, enta˜o
d
dt
θi [xi − x∗i ] = θix˙i = θix˙i
[
1− 0
xi
]
.
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Proposic¸a˜o 2.18. Consideremos a equac¸a˜o diferencial ordina´ria (2.1) definida em Ω =
Rm e suponhamos que Rm>0 e´ um conjunto positivamente invariante por (2.1). Se a func¸a˜o
escalar V definida na Proposic¸a˜o 2.17 satisfaz V˙ (x) 6 0 para todo x ∈ Rm>0, enta˜o toda
soluc¸a˜o de (2.1) com condic¸o˜es iniciais no interior de Rm>0 se aproxima do maior subcon-
junto invariante de E = {x ∈ Rm>0; V˙ (x) = 0}.
Demonstrac¸a˜o: Devido as propriedades (II) e (IV ) da Proposic¸a˜o 2.17 e a hipo´tese
V˙ (x) 6 0 para todo x ∈ Rm>0, temos que a func¸a˜o V satisfaz as hipo´teses do Teorema de
LaSalle 2.14 e, portanto, toda soluc¸a˜o limitada que inicia em Rm>0 se aproxima do maior
subconjunto invariante de {x ∈ Rm>0; V˙ (x) = 0}. Vejamos que toda soluc¸a˜o que inicia
em Rm>0 e´ limitada. Das propriedades (I), (II) e (III) da Proposic¸a˜o 2.17, da hipo´tese
V˙ (x) 6 0 para todo x em Rm>0 e de A = Rm>0 − x∗ ∈ Ω, temos que V satisfaz as hipo´teses
do Teorema de Lagrange 2.15. Logo, toda soluc¸a˜o que inicia em A e´ limitada. O u´nico
ponto que pode estar no interior de Rm>0 e na˜o estar em A, e´ o ponto x∗ e, como este ponto
e´ de equil´ıbrio, a soluc¸a˜o que se iniciar nele sera´ limitada, donde toda soluc¸a˜o que inicia
no interior de Rm>0 e´ limitada.
Outros Resultados
Os resultados abaixo sera˜o utilizados para demonstrar que as func¸o˜es na forma de V
(escolhidas conforme o modelo em questa˜o) ira˜o satisfazer a hipo´tese da Proposic¸a˜o 2.18.
Lema 2.19 (Desigualdade entre as me´dias Aritme´tica e Geome´trica). Sejam x1, x2, ...,
xm nu´meros na˜o negativos. Enta˜o
x1 + ...+ xm > n n
√
x1.x2...xm.
A igualdade sera´ va´lida se, e somente se, x1 = x2 = ... = xm.
A demonstrac¸a˜o pode ser feita utilizando multiplicadores de Lagrange ([16], pg 94).
Proposic¸a˜o 2.20. Sejam λ, β, d e η constantes positivas e x∗ = λ/(dη). Temos enta˜o
que
λ− dx− λx
∗
x
+ dx∗ 6 λ
(
1− 1
η
)
+ λ
x∗
x
(
1
η
− 1
)
para todo x > 0, sendo a igualdade va´lida se, e somente se, x = x∗.
20
Demonstrac¸a˜o: Temos
λ− dx− λx
∗
x
+ dx∗ = λ− dx− λx
∗
x
+ dx∗ + dx∗ − λx
∗
xη
− dx∗ + λx
∗
xη
= dx∗
(
2− x
x∗
− λ
dηx
)
+ λ− λx
∗
x
− dx∗ + λx
∗
xη
= dx∗
(
2x∗x− x2 − x∗2
x∗x
)
+ λ
(
1− 1
η
)
+ λ
x∗
x
(
1
η
− 1
)
Mas, 2x∗x−x2−x∗2 = −(x∗−x)2 6 0 sendo a igualdade va´lida se, e somente se, x = x∗.
Como dx∗ > 0, segue o resultado.
Observe que, se η = 1 teremos que
λ− dx− λx
∗
x
+ dx∗ 6 λ
(
1− 1
1
)
+ λ
x∗
x
(
1
1
− 1
)
= 0.
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Cap´ıtulo 3
Dinaˆmica do Vı´rus in Vivo
A compreensa˜o do comportamento da dinaˆmica viral a longo prazo pode contribuir signi-
ficativamente para o combate de doenc¸as causadas por v´ırus. Neste quesito a matema´tica
tem sido uma forte aliada da a´rea me´dica. Uma das maneira de obter informac¸o˜es sobre
esta dinaˆmica e´ a ana´lise qualitativa dos sistemas de equac¸o˜es diferenciais ordina´rias que
a modelam. Usando a teoria de estabilidade de Lyapunov podemos provar propriedades
de estabilidade global para os pontos de equil´ıbrio do sistema. Isto nos permite conhecer
as condic¸o˜es sobre as quais a infecc¸a˜o viral ira´ persistir no organismo, na˜o dependendo
da condic¸a˜o inicial da dinaˆmica.
Neste cap´ıtulo abordamos a dinaˆmica de um v´ırus in vivo desconsiderando a possi-
bilidade de variac¸a˜o antigeˆnica. Iniciamos a Sec¸a˜o 3.1 modelando a dinaˆmica de uma
determinada ce´lula do organismo na auseˆncia do agente infeccioso. Para tal consideramos
que o organismo procura manter a concentrac¸a˜o de cada tipo celular constante. Compa-
ramos as equac¸o˜es que modelam a dinaˆmica viral propostas por Nowak & Bangham [19]
e por Nelson & Perelson [17], para enta˜o optar pela primeira.
Em seguida descrevemos a dinaˆmica ba´sica do v´ırus, isto e´, a dinaˆmica que considera
a interac¸a˜o entre as ce´lulas suscet´ıveis a este v´ırus, as ce´lulas infectadas e os v´ırions. Esta
modelagem foi proposta por Martin Nowak & Charles R. M. Bangham [19]. A ana´lise
global deste modelo foi feita por Korobeinikov [11] usando a teoria de Lyapunov, o que
detalhamos nesta mesma sec¸a˜o.
Na Sec¸a˜o 3.2 acrescentamos a` dinaˆmica a ac¸a˜o do sistema imunolo´gico, o que ira´ difi-
cultar a infecc¸a˜o viral. Esta modelagem tambe´m foi proposta por Nowak & Bangham [19].
Podemos ver este modelo como um caso particular do modelo para a dinaˆmica com va-
riac¸o˜es antigeˆnicas, no caso em que existe apenas uma cepa do v´ırus. Assim, a ana´lise de-
corre como caso particular dos resultados apresentados por M. Souza & J. P. Zubelli [25].
Optamos por detalhar a ana´lise para esta dinaˆmica e usamos esta demonstrac¸a˜o para
estender o resultado para n variac¸o˜es antigeˆnicas (o que sera´ apresentado no Cap´ıtulo 5).
Considerando o modelo ba´sico de Nowak & Bangham (Sec¸a˜o 3.1), Korobeinikov [11]
propo˜e um modelo para a dinaˆmica viral que inclui o per´ıodo de lateˆncia (mas sem consi-
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derar a resposta do sistema imunolo´gico) e comenta a possibilidade de provar resultados
similares ao modelo ba´sico utilizando tambe´m a teoria de estabilidade de Lyapunov. Des-
crevemos a modelagem desta dinaˆmica bem como a ana´lise do modelo na Sec¸a˜o 3.3.
Como contribuic¸a˜o original deste trabalho, apresentamos na Sec¸a˜o 3.4 a ana´lise com-
pleta de um modelo para a dinaˆmica viral que inclui tanto o per´ıodo de lateˆncia como a
resposta do sistema imunolo´gico.
A ana´lise de cada um dos modelos citados acima consiste essencialmente de treˆs etapas,
sendo que a teoria de Estabilidade de Lyapunov e´ utilizada para demonstrar a terceira
etapa.
1a Etapa: Provar a positividade do sistema de equac¸o˜es diferenciais ordina´rias, o que
garante a interpretac¸a˜o biolo´gica do modelo visto que na˜o existem concentrac¸o˜es
negativas de nenhuma das varia´veis em questa˜o.
2a Etapa: Encontrar os pontos de equil´ıbrio do sistema.
3a Etapa: Detalhar sobre quais condic¸o˜es cada um dos pontos de equil´ıbrio sera´ glo-
balmente assintoticamente esta´vel.
Formalmente, a positividade esta´ descrita na proposic¸a˜o abaixo, cuja demonstrac¸a˜o
sera´ omitida pois o resultado para as equac¸o˜es diferenciais ordina´rias apresentadas neste
trabalho seguem como caso particular da Proposic¸a˜o 5.17.
Proposic¸a˜o 3.1. Seja φ : [t0,+∞)→ Rm uma soluc¸a˜o da Equac¸a˜o Diferencial Ordina´ria
em questa˜o, tal que φt0 = (x0, w
i
0, y
i
0, v
i
0, z
i
0) ∈ Rm>0. Enta˜o φt ∈ Rm>0 para todo instante
t > t0.
Algumas relac¸o˜es entre os paraˆmetros dos sistemas modelados sa˜o de extrema im-
portaˆncia pois ira˜o influenciar diretamente se o modelo tendera´ a um equil´ıbrio livre de
infecc¸a˜o ou na˜o. Tais relac¸o˜es sa˜o:
R0- Taxa Ba´sica de Reproduc¸a˜o do Vı´rus: nu´mero secunda´rio de v´ırus originados de
um v´ırus prima´rio introduzido numa populac¸a˜o que consiste somente de indiv´ıduos
suscet´ıveis.
RI- Taxa Ba´sica de Reproduc¸a˜o do Vı´rus na Presenc¸a da Resposta do Sistema Imu-
nita´rio: nu´mero secunda´rio de v´ırus originados de um v´ırus prima´rio introduzido
numa populac¸a˜o que consiste somente de indiv´ıduos suscet´ıveis e cuja concentrac¸a˜o
de ce´lulas de defesa e´ a do equil´ıbrio endeˆmico (desde que essa na˜o seja nula).
I0- Taxa Ba´sica de Ataque: definimos esta taxa com base nas taxas de reproduc¸a˜o da
seguinte maneira I0 =
R0
RI−1 .
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P0- Taxa de Reduc¸a˜o do Vı´rus: e´ o fator com o qual a concentrac¸a˜o do v´ırus diminui
na presenc¸a da resposta imune com relac¸a˜o a` concentrac¸a˜o do v´ırus na auseˆncia da
resposta imune. Isto e´, a concentrac¸a˜o no equil´ıbrio endeˆmico de v´ırions na presenc¸a
da resposta imune (v̂) devera´ ser 1/P0 a concentrac¸a˜o no equil´ıbrio endeˆmico na
auseˆncia da resposta imune (v˜): v̂ = ev
P0
, donde P0 =
evbv .
A taxa ba´sica de reproduc¸a˜o do v´ırus R0 reflete a infecciosidade do v´ırus, enquanto
a taxa ba´sica de reproduc¸a˜o do v´ırus na presenc¸a da resposta do sistema imunita´rio RI
reflete a eficieˆncia do sistema imunolo´gico em reduzir esta infecciosidade. Desta forma,
quanto menor for o valor de RI em relac¸a˜o ao valor de R0, melhor sera´ a defesa do
organismo. Sendo assim I0 reflete a taxa de defesa do organismo. Intuitivamente seria
razoa´vel definir I0 como
R0
RI
, mas devido a frequeˆncia com que a constante R0
RI−1 aparece
na ana´lise preferimos defin´ı-la da forma acima.
3.1 Dinaˆmica Ba´sica
Antes de detalharmos o modelo ba´sico, proposto por Nowak & Bangham [19], apresenta-
mos algumas observac¸o˜es com respeito a modelagem da dinaˆmica das ce´lulas suscet´ıveis
na auseˆncia do agente infeccioso. Sabemos que o organismo procura manter a concen-
trac¸a˜o de cada tipo celular pro´xima a uma constante λ. Se a taxa me´dia com que as
ce´lulas morrem e´ dx, enta˜o a taxa de variac¸a˜o de ce´lulas suscet´ıveis no organismo, de
acordo com o tempo, sera´:
x˙ = λ− dx (3.1)
onde x : [0,+∞)→ R denota a concentrac¸a˜o de ce´lulas suscet´ıveis no instante t.
Nelson & Perelson [17] consideram ainda a produc¸a˜o de novas ce´lulas depende da
concentrac¸a˜o de ce´lulas ja´ existente. Assim a equac¸a˜o da dinaˆmica celular sera´
x˙ = λ− dx+ px
(
1− x
xmax
)
que corresponde a um crescimento log´ıstico. Analisando as duas possibilidades verifica-se
que ambas possuem um comportamento qualitativo similar, isto e´, ambas tera˜o um u´nico
ponto de equil´ıbrio com significado biolo´gico e este sera´ assintoticamente esta´vel. O valor
deste ponto de equil´ıbrio e´ justamente a concentrac¸a˜o de ce´lulas que o organismo procura
manter.
Para compreender um pouco melhor, observemos que a soluc¸a˜o da equac¸a˜o diferencial
ordina´ria (3.1), com condic¸a˜o inicial x0, e´ dada por
x(t) = e−dt
(
x0 − λ
d
)
+
λ
d
.
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Assim, se a quantidade inicial for x0 = λ/d, enta˜o a soluc¸a˜o permanecera´ constante ao
longo do tempo: x(t) = λ/d (trajeto´ria vermelha no gra´fico). Se a quantidade inicial for
x0 for inferior a λ/d, enta˜o o organismo produzira´ ce´lulas se aproximando rapidamente
(exponencialmente) da quantidade λ/d (trajeto´rias em azul). Se a quantidade inicial
for superior a λ/d, enta˜o o organismo destruira´ as ce´lulas excedentes de forma que a
quantidade de ce´lulas se aproxime de λ/d (trajeto´rias em verde).
Figura 3.1: Soluc¸o˜es de x˙ = λ− dx.
Por outro lado, o ponto de equil´ıbrio da equac¸a˜o diferencial ordina´ria x˙ = λ − dx +
px (1− x/xmax) sera´ zero somente se
x∗ =
xmax
2p
[
p+ d±
√
(p+ d)2 +
pλ
xmax
]
.
Como p + d <
√
(p+ d)2 + pλ
xmax
, segue que o u´nico ponto de equil´ıbrio com significado
biolo´gico sera´
x∗ =
xmax
2p
[
p+ d+
√
(p+ d)2 +
pλ
xmax
]
.
Com base na derivada de x(t), obtemos que o gra´fico das soluc¸o˜es de x˙ = λ − dx +
px
(
1− x
xmax
)
devem ter uma forma bastante similar a da Figura 3.1.
Como as equac¸o˜es propostas por Nowak & Bangham [19] e por Nelson & Perelson [17]
descrevem um comportamento similar optamos por utilizar a Equac¸a˜o (3.1) pela simpli-
cidade.
A constante 1
d
representa o tempo me´dio de vida de cada ce´lula visto que podemos
considerar o nu´mero me´dio de mortes no instante t como o nu´mero de ce´lulas neste instante
dividido pelo tempo me´dio de vida de cada ce´lula. Isto e´ dx = x/tempo me´dio de vida.
Detalhamos agora o modelo ba´sico de dinaˆmica de v´ırus de Martin Nowak & Charles
R. M. Bangham que, ale´m da concentrac¸a˜o das ce´lulas suscet´ıveis x(t), considera tambe´m
a concentrac¸a˜o de celulas infectadas y(t) e de v´ırions v(t). Neste modelo e´ assumido que
• Ce´lulas suscet´ıveis encontram v´ırions e passam a ser ce´lulas infectadas;
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• A taxa de produc¸a˜o de ce´lulas infectadas e´ proporcional a concentrac¸a˜o (ou densi-
dade) de ce´lulas suscet´ıveis e v´ırions livres;
• Vı´rions sa˜o produzidos por ce´lulas infectadas (pois estes dependem das ce´lulas in-
fectadas para se replicarem);
• O tempo me´dio de vida das ce´lulas suscet´ıveis, infectadas e dos v´ırions e´ constante.
Observe que com isto, estamos deixando de lado que ce´lulas infectadas possam ser
produzidas pela divisa˜o celular, o que e´ coerente com a escolha da Equac¸a˜o (3.1). A
figura abaixo resume estas considerac¸o˜es
Figura 3.2: Dinaˆmica ba´sica do v´ırus.
A variac¸a˜o na concentrac¸a˜o das ce´lulas suscet´ıveis sera´ descrita pela Equac¸a˜o (3.1)
com o acre´scimo de termo negativo referente as ce´lulas que deixam de ser suscet´ıveis por
terem sido infectadas. Como a taxa com que os v´ırus infectam as ce´lulas e´ proporcional
a` quantidade de v´ırus e a` quantidade de ce´lulas suscet´ıveis, sera´ descrita por βxv. Logo,
a equac¸a˜o que descreve a variac¸a˜o das ce´lulas suscet´ıveis sera´
x˙ = λ− dx− βxv.
A constante β descreve a infecciosidade do v´ırus incluindo a taxa com que os v´ırions
encontram as ce´lulas suscet´ıveis (considerando as ce´lulas e os v´ırions uniformemente dis-
tribu´ıdos na corrente sangu´ınea), a taxa de penetrac¸a˜o e a probabilidade de sucesso da
infecc¸a˜o. A princ´ıpio estamos considerando que as ce´lulas ja´ infectadas na˜o sera˜o reinfec-
tadas, mas podemos interpretar a reinfecc¸a˜o como uma infecc¸a˜o mal sucedida, de forma
que este caso e´ englobado por β.
A variac¸a˜o da quantidade de ce´lulas infectadas dependera´ da taxa com que as ce´lulas
suscet´ıveis foram infectadas, o que descrevemos acima, e da taxa de mortalidade das
ce´lulas infectadas ay. Da mesma forma que conclu´ımos que 1/d e´ o tempo me´dio de vida
das ce´lulas suscet´ıveis, podemos concluir que 1/a e´ o tempo me´dio de vida das ce´lulas
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infectadas. Assim
y˙ = βxv − ay.
Conforme as considerac¸o˜es feitas acima, a taxa de novos v´ırions sera´ proporcional a
quantidade de ce´lulas infectadas, o que denotamos por ky. A variac¸a˜o na concentrac¸a˜o de
v´ırions tera´ ainda um termo negativo devido a mortalidade dos v´ırions u∗v e outro devido
ao v´ırions que infectaram ce´lulas suscet´ıveis βxv.
v˙ = ky − u∗v − βxv.
Se x0 denota a concentrac¸a˜o inicial de ce´lulas suscet´ıveis e xmin o mı´nimo entre x0 e
λ/d, pelas considerac¸o˜es acima temos βxv > βxminv. Logo v˙ > ky − u∗v − βxminv =
ky − (u∗ − βxmin) v. Desta forma e´ razoa´vel simplificar a equac¸a˜o de v˙ para
v˙ = ky − uv
onde u = u∗ − βxmin.
A dinaˆmica em questa˜o e´ modelada pelo seguinte sistema de equac¸o˜es diferenciais
ordina´rias na˜o linear: 
x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = ky − uv
(3.2)
onde as constantes sa˜o todas positivas.
O quadro seguinte resume o significado dos paraˆmetros do sistema.
Paraˆmetro Descric¸a˜o Unidade (SI)
x concentrac¸a˜o de ce´lulas suscet´ıveis mol/m3
y concentrac¸a˜o de ce´lulas infectadas mol/m3
v concentrac¸a˜o de v´ırions mol/m3
λ taxa de produc¸a˜o de ce´lulas suscet´ıveis mol/(m3s)
β infecciosidade do v´ırus m3/(mols)
1/d tempo me´dio de vida das ce´lulas suscet´ıveis s
1/a tempo me´dio de vida das ce´lulas infectadas s
1/u tempo me´dio de vida dos v´ırions s
k taxa de v´ırions gerados por ce´lula infectada s−1
Conforme observado por Leenheer & Smith [14] o modelo acima na˜o considera a
reduc¸a˜o dos v´ırions que infectaram as ce´lulas, isto e´, na equac¸a˜o de v˙ o termo −βxv
e´ omitido. Isto e´ devido ao fato de que a concentrac¸a˜o de v´ırus e´ muito superior a de
ce´lulas suscet´ıveis, de forma que o termo −βxv torna-se pouco relevante na variac¸a˜o dos
v´ırions.
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Ana´lise do Modelo
O Modelo (3.2) foi estudado numericamente por Nowak, Bangham, Bonhoeffer & May [19,
2, 20]. Os resultados de positividade e limitac¸a˜o podem ser encontrado no trabalho de
Pastore [22]. Provas matema´ticas sobre propriedades de estabilidade local foram dadas
por Pastore [22] usando o crite´rio de Routh-Hurwitz e sobre propriedades de estabili-
dade global por Korobeinikov [11], em 2004, usando func¸o˜es de Lyapunov (resultado que
detalhamos adiante).
Pontos de Equil´ıbrio
Para este modelo teremos apenas a taxa ba´sica de reproduc¸a˜o do v´ırus.
• Taxa Ba´sica de Reproduc¸a˜o do Vı´rus:
Temos que R0 e´ o nu´mero secunda´rio de v´ırus originados de um v´ırus prima´rio intro-
duzido numa populac¸a˜o que consiste somente de indiv´ıduos suscet´ıveis. Note que cada
ce´lula infectada dara´ origem a k/a v´ırus secunda´rios, pois a ce´lula produz v´ırus a uma
taxa k e seu tempo me´dio de vida e´ 1/a. Precisamos enta˜o averiguar quantas ce´lulas
infectadas secunda´rias sa˜o originadas a partir de um v´ırus quando as ce´lulas sa˜o todas
suscet´ıveis. Se x e´ o nu´mero de ce´lulas suscet´ıveis, enta˜o βx/u sera´ a quantidade de
ce´lulas secunda´rias infectadas, pois βx e´ a taxa com que as ce´lulas sa˜o infectadas por
v´ırus presente e 1/u e´ o tempo me´dio de vida de um v´ırus. Como a populac¸a˜o de ce´lulas
prima´rias constitui-se somente de ce´lulas suscet´ıveis e considerando que o sistema esta´ em
equil´ıbrio antes da presenc¸a do v´ırus, temos x = λ/d. Assim
R0 =
βλk
dau
.
Teorema 3.2. O Sistema (3.2) possui dois pontos de equil´ıbrios dados por
X1 =
(
λ
d
, 0, 0
)
e
X2 =
(
λ
dR0
,
du
βk
(R0 − 1) , d
β
(R0 − 1)
)
.
Demonstrac¸a˜o: Resolvamos o sistema
λ− dx− βxv = 0
βxv − ay = 0
ky − uv = 0
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Da u´ltima equac¸a˜o segue que y = uv/k. Se v = 0 enta˜o y = 0 e da primeira equac¸a˜o temos
x = λ/d o que determina o ponto de equil´ıbrio X1. Se v 6= 0 temos que y = uv/k e a
segunda equac¸a˜o determinam x = au/(kβ) = λ/(dR0). Usando o valor encontrado de x na
primeira equac¸a˜o obte´m-se v = d/β(R0− 1) e, de y = uv/k, tem-se y = du/(βk)(R0− 1).
Os valores de x, y e v encontrados determinam o ponto X2.
Estabilidade das Soluc¸o˜es
Lema 3.3. O u´nico conjunto positivamente invariante pelo Sistema (3.2) contido em
E = {X1 + µ2e2 + µ3e3;µi ∈ R} ∩ R3>0
e´ o ponto de equil´ıbrio X1.
Demonstrac¸a˜o: Se A ⊆ E e´ um conjunto positivamente invariante por (3.2), enta˜o qual-
quer vetor w ortogonal aos vetores diretores de E devera´ ser ortogonal tambe´m ao vetor
derivada das soluc¸o˜es que iniciem em A. Em particular e1 = (1, 0, 0) e´ ortogonal a
e2 = (0, 1, 0) e a e3 = (0, 0, 1). Enta˜o para todo ponto (x, y, v) ∈ A devemos ter〈
d
dt
φt(x, y, v), (1, 0, 0)
〉
= 0. (3.3)
Como (x, y, v) ∈ A ⊂ E e φt(x, y, v) e´ soluc¸a˜o de (3.2) temos
d
dt
φt(x
∗, y, v) = (λ− dx∗ − βx∗v, βx∗v − ay, ky − uv)
=
(
−βλ
d
v, β
λ
d
v − ay, ky − uv
)
onde x∗ denota λ/d. Logo (3.3) garante
−βλ
d
v = 0⇒ v = 0.
Assim A devera´ estar contido no conjunto {X1 + µ2e2} ∩ R3>0. Novamente devemos ter
que qualquer vetor w ortogonal ao vetor diretor deste conjunto, e2, deve ser ortogonal ao
vetor derivada das soluc¸o˜es que iniciem em A. Como e3 e´ ortogonal a e2 e
d
dt
φt(x
∗, y, 0) = (0,−ay, ky)
segue 〈
d
dt
φt(x
∗, y, 0), (0, 0, 1)
〉
= 0⇒ ky = 0⇒ y = 0.
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Portanto o u´nico conjunto positivamente invariante por (3.2) contido no conjunto E e´ o
ponto de equil´ıbrio X1.
Lema 3.4. O u´nico conjunto positivamente invariante pelo Sistema (3.2) contido em
E =
{
X2 + µ
(
0,
y∗
v∗
, 1
)
;µ ∈ R
}
∩ R3>0
e´ o ponto de equil´ıbrio X2.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, y∗, v∗) = X2 e A ∈ E um conjunto positivamente invariante pelo Sistema (3.2). Como
e1 e´ ortogonal ao vetor diretor de E, (0, y
∗/v∗, 1), enta˜o e1 devera´ ser ortogonal tambe´m
ao vetor derivada das soluc¸o˜es que iniciem em A. Enta˜o para todo ponto (x, y, v) ∈ A
< (1, 0, 0),
d
dt
φt(x, y, v) >= 0.
Notemos que
d
dt
φt(x, y, v) =
(
λ− dx∗ − βx∗v, βx∗v − ay
∗v
v∗
, k
y∗v
v∗
− uv
)
pois φt(x, y, v) e´ soluc¸a˜o de (3.2) e (x, y, v) ∈ A ⊆ E. Assim〈
(1, 0, 0),
(
λ− dx∗ − βx∗v, βx∗v − ay
∗v
v∗
, k
y∗v
v∗
− uv
)〉
= 0
implica λ− dx∗ − βx∗v = 0, ou ainda
v =
λ− dx∗
βx∗
=
λ− λ/R0
βλ/(dR0)
= (R0 − 1)d
β
= v∗.
Como y = y∗v/v∗, segue y = y∗. Portanto X2 e´ o u´nico conjunto positivamente invariante
por (3.2) contido no conjunto E.
Teorema 3.5. O Sistema (3.2) definido no octante na˜o negativo de R3 e com condic¸o˜es
iniciais em seu interior sempre possui um ponto de equil´ıbrio globalmente assintoticamente
esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R0 6 1,
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R0 > 1 .
Demonstrac¸a˜o: Observe que o ponto equil´ıbrio X2 so´ estara´ em R3>0 quando R0 > 1,
enquanto o ponto equil´ıbrio X1 sempre esta´ na regia˜o de interesse. Seja (x
∗, y∗, v∗) um
dos pontos equil´ıbrio e consideremos a func¸a˜o escalar V : R3>0 → R definida por (2.7),
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onde as constantes θ relativas as coordenadas x e y sera˜o 1 enquanto a relativa a v sera´
a/k. A Proposic¸a˜o 2.18 nos garante que basta mostrarmos que V˙ (X) 6 0 em R3>0 para
que todas as soluc¸o˜es com condic¸o˜es iniciais em R3>0 se aproximam do maior subconjunto
de E = {X ∈ R3>0; V˙ (X) = 0} que e´ positivamente invariante por (3.2). Com isso,
mostraremos que tal conjunto so´ pode ser o ponto equil´ıbrio em questa˜o. Observemos
que, usando as propriedades da func¸a˜o V provadas na Proposic¸a˜o 2.17 e as Equac¸o˜es de
(3.2) temos
V˙ (X) = λ− dx− βxv − λx
∗
x
+ dx∗ + βvx∗ + βxv − ay − βxvy
∗
y
+ ay∗
+ay − auv
k
− ayv
∗
v
+
auv∗
k
ou ainda
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βvx∗ − βxvy
∗
y
+ ay∗ − auv
k
− ayv
∗
v
+
auv∗
k
. (3.4)
Provemos agora que, para cada um dos casos, V˙ (X) 6 0 e, ale´m disso, que o maior
conjunto positivamente invariante em E sera´ o ponto equil´ıbrio em questa˜o.
(i) Consideremos (x∗, y∗, v∗) = X1, assim y∗ = v∗ = 0. Por (3.4) e pela Proposic¸a˜o 2.20
temos
V˙ (X) 6 βvx∗ − auv
k
=
βλv
d
− auv
k
=
auv
k
(
kβλ
dau
− 1
)
=
auv
k
(R0 − 1) .
Como R0 6 1 e as constantes sa˜o todas positivas temos V˙ (X) 6 0 para todo x 6= x∗
e x, v > 0. Ale´m disso temos que V˙ (X) = 0 somente se x = x∗. Pelo Teorama de
LaSalle 2.14 e pelo Lema 3.3 temos que X1 e´ globalmente assintoticamente esta´vel.
(ii) Consideremos agora (x∗, y∗, v∗) = X2. Por (3.4) e pela Proposic¸a˜o 2.20 temos
V˙ (X) 6 λ− λ
R0
+
λx∗
xR0
− λx
∗
x
+ βvx∗ − βxvy
∗
y
+ ay∗ − auv
k
− ayv
∗
v
+
auv∗
k
sendo a igualdade va´lida se, e somente se, x = x∗. Como (auv)/k = βx∗v e auv∗/k = ay∗,
segue
V˙ (X) 6 λ− λ
R0
+
λx∗
xR0
− λx
∗
x
− βxvy
∗
y
+ 2ay∗ − ayv
∗
v
.
Temos ainda que
λ− dx∗ = ay∗, −λx∗/x+ λx∗/(R0x) = ay∗x∗/x e β = ay∗/(x∗v∗)
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donde
V˙ (X) = 3ay∗ − ay∗x
∗
x
− ay
∗xvy∗
x∗v∗y
− ayv
∗
v
= ay∗
(
3− x
∗
x
− xvy
∗
x∗v∗y
− yv
∗
y∗v
)
= ay∗
(
3− x
∗2v∗yy∗v + x2v2y∗2 + y2v∗2xx∗
xx∗v∗yy∗v
)
.
Observe que ay∗ = λ(1− 1/R0) > 0 pois R0 > 1. Disso e do Lema 2.19 temos V˙ (X) 6 0
sendo que a igualdade e´ va´lida se, e somente se, x∗ = x e
x∗x∗v∗yy∗v = xxvy∗y∗v = xx∗v∗yyv∗
ou ainda x = x∗ e v∗y = y∗v. Do Lema 3.4 conclu´ımos que o maior conjunto invariante
em
E =
{
(x, y, v) ∈ R3>0;x = x∗ e y =
y∗v
v∗
}
e´ o pro´prio ponto equil´ıbrio X2.
3.2 Dinaˆmica Com Resposta Imune
Para este caso consideraremos tambe´m um modelo proposto por Martin Nowak & Charles
R. M. Bangham [19]. Conforme visto no Cap´ıtulo 2, as ac¸o˜es do sistema imunolo´gico que
resultam na protec¸a˜o de ce´lulas suscet´ıveis podem ser consideradas como uma infecc¸a˜o
mal sucedida, de forma que a constante β pode engloba´-las. O sistema imunolo´gico
tambe´m ira´ produzir ce´lulas que ira˜o destruir ce´lulas infectadas. Em nosso sistema isto
representara´ uma reduc¸a˜o na concentrac¸a˜o de ce´lulas infectadas. Esta reduc¸a˜o devera´ ser
proporcional a quantidade de ce´lulas infectadas e a quantidade de ce´lulas de defesa (que
denotaremos por z).
Figura 3.3: Dinaˆmica do v´ırus com a resposta imune.
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Desta forma a u´nica equac¸a˜o que tera´ alterac¸a˜o, com relac¸a˜o ao modelo anterior,
sera´ a equac¸a˜o referente a variac¸a˜o das ce´lulas infectadas que tera´ um termo referente a
destruic¸a˜o das ce´lulas infectadas pelas ce´lulas de defesa pyz. O modelo tera´ ainda uma
equac¸a˜o a mais para descrever a variac¸a˜o da concentrac¸a˜o de ce´lulas de defesa que tera´
um termo positivo referente a produc¸a˜o de linfo´citos cyz e um termo negativo referente a
sua mortalidade bz:
z˙ = cyz − bz.
Consideramos a produc¸a˜o de ce´lulas de defesa dependendo das quantidade de ce´lulas in-
fectadas e da sua pro´pria concentrac¸a˜o pois os linfo´citos sa˜o produzidos devido a presenc¸a
do v´ırus no organismo.
Assim, o sistema de equac¸o˜es diferenciais ordina´rias que representa este modelo e´ dado
por 
x˙ = λ− dx− βxv
y˙ = βxv − ay − pyz
v˙ = ky − uv
z˙ = cyz − bz
(3.5)
Os novos paraˆmetros introduzidos sa˜o:
Paraˆmetro Descric¸a˜o Unidade (SI)
z concentrac¸a˜o de ce´lulas de defesa mol/m3
p taxa de encontro entre ce´l. de defesa e ce´l. infectadas m3/(mols)
c taxa de reproduc¸a˜o das ce´lulas de defesa m3/(mols)
1/b tempo me´dio de vida das ce´lulas de defesa s
Observe que, se p = 0 as treˆs primeiras equac¸o˜es coincidem com o modelo anterior e
a quarta equac¸a˜o na˜o ira´ interferir na dinaˆmica do v´ırus. Se p na˜o e´ nulo, enta˜o podemos
tomar z = pz e teremos que
z˙ = pz˙ = pcyz − pbz = cyz − bz.
Assim o Sistema (3.5) e´ equivalente ao sistema
x˙ = λ− dx− βxv
y˙ = βxv − ay − yz
v˙ = ky − uv
z˙ = cyz − bz
(3.6)
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Ana´lise do Modelo
Em [19], Nowak & Bangham apresentaram este modelo que foi estudado numericamente
em [20] por Nowak & May. Pastore [22] provou a positividade e algumas propriedades de
estabilidade local usando o crite´rio de Routh-Hurwitz e Souza & Zubelli [25] provam as
propriedades globais que esta˜o detalhadas aqui.
Pontos de Equil´ıbrio
• Taxa Ba´sica de Reproduc¸a˜o do Vı´rus:
Observe que R0 na˜o depende das ce´lulas de defesa do organismo, de forma que teremos
novamente
R0 =
βλk
dau
.
• Taxa Ba´sica de Reproduc¸a˜o do Vı´rus na Presenc¸a da Resposta Imune:
Conforme calculado adiante, a concentrac¸a˜o de ce´lulas de defesa no equil´ıbrio endeˆmico
onde z 6= 0 sera´
a
 R0
1 + R0cλ
ab
− 1
 .
Dessa equac¸a˜o e do tempo me´dio de vida das ce´lulas infectadas ser 1/(a+ z), onde z e´ o
nu´mero de ce´lulas de defesa, segue
RI =
βλk
du
a+ a
 R0
1 + R0cλ
ab
− 1
−1 = βλk
dua
 R0
1 + R0cλ
ab
−1 = 1 + R0
cλ
ab
.
Observe que, a definic¸a˜o de I0 garante que podemos escrever RI na forma
RI = 1 +
R0
I0
.
• Taxa Ba´sica de Defesa:
Da definic¸a˜o de I0 e da expressa˜o de RI e´ fa´cil ver que
I0 =
cλ
ab
.
• Taxa Ba´sica de Reduc¸a˜o do Vı´rus:
Usando os valores de v nos equil´ıbrios endeˆmicos calculados adiante temos
P0 =
v˜
v̂
=
d
β
(R0 − 1)
d
β
R0
I0
=
(
1− 1
R0
)
I0.
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Ou ainda,
P0 =
R0 − 1
RI − 1 .
Teorema 3.6. O Sistema (3.6) possui treˆs pontos de equil´ıbrios dados por
X1 =
(
λ
d
, 0, 0, 0
)
,
X2 =
(
λ
dR0
,
du
βk
(R0 − 1), d
β
(R0 − 1), 0
)
e
X3 =
(
λ
dRI
,
b
c
,
dR0
βI0
, a
[
R0
RI
− 1
])
.
Demonstrac¸a˜o: Calculemos os pontos de equil´ıbrio de (3.6):
(i) λ− dx− βxv = 0
(ii) βxv − ay − yz = 0
(iii) ky − uv = 0
(iv) cyz − bz = 0
Pela equac¸a˜o (iv) temos z = 0 ou y = b/c.
Se z = 0 reca´ımos no sistema calculado no Teorema 3.2, donde teremos duas possibi-
lidades:
(a) x = λ/d e y = v = 0 que e´ o ponto X1;
(b) x = λ/(dR0), y = du/(βk)(R0 − 1) = λ/a(1 − 1/R0) e v = d/β(R0 − 1), que e´ o
ponto X2;
Se z 6= 0 enta˜o teremos y = b/c = λ/(aI0). Da equac¸a˜o (iii) segue v = kλ/(uaI0), ou
ainda, v = dR0/(βI0). Substituindo o valor encontrado para v em (i) obtemos
x =
λ
d+ β dR0
βI0
=
λ
d
(
1
1 + R0
I0
)
=
λ
dRI
.
Utilizando a equac¸a˜o (ii) conclu´ımos que
z =
βxv − ay
y
=
β λ
d
(
1
1+R0/I0
)
dR0
βI0
− a λ
aI0
λ
aI0
=
(
1
1+R0/I0
)
R0 − 1
1
a
= a
(
R0
1 +R0/I0
− 1
)
= a
(
R0
RI
− 1
)
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Estabilidade das Soluc¸o˜es
Lema 3.7. O u´nico conjunto positivamente invariante por (3.6) contido em
E =
{
X2 + µ1(0,
y∗
v∗
, 1, 0) + µ4e4;µi ∈ R
}
∩ R4>0
e´ o ponto de equil´ıbrio X2.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, y∗, v∗, z∗) = X2 e A ∈ E um conjunto positivamente invariante pelo Sistema (3.6).
Como w1 = (1, 0, 0, 0) e´ ortogonal aos vetores diretores de E devemos ter que, para todo
ponto (x, y, v, z) ∈ A,
< (1, 0, 0, 0),
d
dt
φt(x, y, v, z) >= 0.
Observe que
d
dt
φt(x, y, v, z) =
(
λ− dx∗ − βx∗v, βx∗v − ay
∗v
v∗
− y∗z, ky
∗v
v∗
− uv, cy
∗v
v∗
z − bz
)
pois φt(x, y, v, z) e´ soluc¸a˜o de (3.6) e (x, y, v, z) ∈ A ⊆ E. Logo〈
(1, 0, 0, 0),
(
λ− dx∗ − βx∗v, βx∗v − ay
∗v
v∗
− y∗z, ky
∗v
v∗
− uv, cy
∗v
v∗
z − bz
)〉
= 0
isto e´, λ − dx∗ − βx∗v = 0, o que garante v = v∗. Como y = y∗v/v∗, segue y = y∗.
Observe que, como x∗, y∗, v∗ e zero sa˜o as coordenadas do ponto de equil´ıbrio X2, temos
que o vetor derivada ficara´ no forma
d
dt
φt(x, y, v, z) = (λ− dx∗ − βx∗v∗, βx∗v∗ − ay∗ − z∗z, ky∗ − uv∗, cy∗z − bz)
= (0,−y∗z, 0, cy∗z − bz) .
Por outro lado, w2 = (0, 1,−y∗/v∗, 0) tambe´m e´ ortogonal aos vetores diretores, logo
〈(0, 1,−y∗/v∗, 0) , (0,−y∗z, 0, cy∗z − bz)〉 = 0
ou seja, yz = 0, o que garante que z = 0. Portanto X2 e´ o u´nico conjunto positivamente
invariante por (3.6) em E.
Lema 3.8. O u´nico conjunto positivamente invariante por (3.6) contido em
E =
{
X3 + µ1(0,
u
k
, 1, 0) + µ4e4;µi ∈ R
}
∩ R4>0
e´ o ponto de equil´ıbrio X3.
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Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, y∗, v∗, z∗) = X3 e A ∈ E um conjunto positivamente invariante pelo sistema em
questa˜o, enta˜o devemos ter que os vetores w1 = (1, 0, 0, 0) e w2 = (0, 1,−u/k, 0) sa˜o
ortogonais ao vetor derivada das soluc¸o˜es que iniciem am A:
d
dt
φt(x, y, v, z) =
(
λ− dx∗ − βx∗v, βx∗v − ay
∗v
v∗
− y∗z, ky
∗v
v∗
− uv, cy
∗v
v∗
z − bz
)
.
A ortogonalidade com w1 garante λ− dx∗ − βx∗v = 0, ou ainda, v = v∗. Segue que
y =
u
k
v∗ =
u
k
dR0
βI0
=
λ
aI0
= y∗.
Sendo assim, o vetor derivada ficara´ na forma
d
dt
φt(x, y, v, z) = (0, βx
∗v − ay∗ − y∗z, 0, cy∗z − bz) .
Usando a ortogonalidade com w2 obtemos
〈(0, 1,−u/k, 0) , (0, βx∗v − ay∗ − y∗z, 0, cy∗z − bz)〉 = 0
ou seja, βx∗v − ay∗v/v∗ − y∗z, o que garante z = z∗. Portanto X3 e´ o u´nico conjunto
positivamente invariante por (3.6) em E.
Teorema 3.9. O Sistema (3.6) definido no octante na˜o negativo de R4 e com condic¸o˜es
iniciais em seu interior sempre possui um ponto de equil´ıbrio globalmente assintoticamente
esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R0 6 1;
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R0 > 1 e a taxa de reduc¸a˜o do v´ırus P0 6 1;
(iii) X3 se a taxa ba´sica de reproduc¸a˜o R0 > 1 e a taxa de reduc¸a˜o do v´ırus P0 > 1.
Demonstrac¸a˜o: Observe que para X2 ∈ R4>0 e´ necessa´rio R0 > 1 e, para X3 ∈ R4>0 e´
necessa´rio R0 > 1 e R0/RI > 1, isto e´, R0 > RI . Seja V : R4>0 → R a func¸a˜o definida por
(2.7). Escolhamos as constantes θi relativas as coordenadas x e y como 1. Chamemos a
constante θ relativa a coordenada v de Θ e escolhamos conforme o ponto equil´ıbrio. A
constante θ relativa a coordenada z valera´ 1/c. Pela Proposic¸a˜o 2.18 basta mostrarmos
que V˙ (X) 6 0 em R4>0 e que o u´nico subconjunto de E = {X ∈ R4>0; V˙ (X) = 0}
positivamente invariante por (3.6) e´ o ponto equil´ıbrio em questa˜o. Observemos que,
usando as propriedades da func¸a˜o V provadas na Proposic¸a˜o 2.17 e as equac¸o˜es de (3.6)
37
temos
V˙ (X) = λ− dx− βxv − λx
∗
x
+ dx∗ + βvx∗ + βxv − ay − yz − βxvy
∗
y
+ ay∗ + zy∗
+Θky −Θuv − Θkyv
∗
v
+ Θuv∗ + yz − bz
c
− yz∗ + bz
∗
c
ou ainda
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βvx∗ − ay − βxvy
∗
y
+ ay∗ + zy∗
+Θky −Θuv − Θkyv
∗
v
+ Θuv∗ − bz
c
− yz∗ + bz
∗
c
.
Provemos agora que para cada um dos casos V satisfaz a terceira condic¸a˜o da definic¸a˜o
de func¸a˜o de Lyapunov e, ale´m disso, que o maior conjunto positivamente invariante em
E = {X ∈ R4>0; V˙ (X) = 0} sera´ o ponto equil´ıbrio em questa˜o.
(i) Sejam (x∗, y∗, v∗, z∗) = X1 e Θ = a/k. Por (3.7) temos que, para todo (x, y, v, z)
em R4>0 − {X1}
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βvx∗ − ay + ay − auv
k
− bz
c
6 λ− dx− λx
∗
x
+ dx∗ + βvx∗ − auv
k
6 0
A primeira desigualdade e´ va´lida pois z > 0 e b, c > 0 e a segunda segue da parte (i)
da demonstrac¸a˜o do Teorema 3.5. Portanto V˙ (X) 6 0 sendo que a igualdade sera´ va´lida
se, e somente se x = x∗ e z = 0. Disto segue que o Sistema (3.6) recai no Sistema (3.2)
e, como as coordenadas do ponto equil´ıbrio X1 do modelo sem resposta imune coincidem
com as primeiras coordenadas do ponto equil´ıbrio X1 deste modelo, do Lema 3.3 temos
que o maior (e u´nico) conjunto positivamente invariante em E sera´ o ponto de equil´ıbrio
X1.
(ii) Sejam (x∗, y∗, v∗, z∗) = X2 e Θ = a/k. Por (3.7) temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βvx∗ − βxvy
∗
y
+ ay∗ + zy∗ − auv
k
− ayv
∗
v
+
auv∗
k
− bz
c
= V˙1(X) + V˙2(X)
onde
V˙1(X) = λ− dx− λx
∗
x
+ dx∗ + βvx∗ − βxvy
∗
y
+ ay∗ − auv
k
− ayv
∗
v
+
auv∗
k
V˙2(X) = zy
∗ − bz
c
.
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Substituindo o valor de z∗ em V˙2(X) temos
V˙2(X) = z
λ
a
(
1− 1
R0
)
− bz
c
= z
λ
a
(
1− 1
R0
− 1
I0
)
= z
λ
a
(
1− RI
R0
)
.
Como (R0−1)/(RI−1) = P0 6 1, temos que RI > R0, donde V˙2(X) 6 0. Observe que as
coordenadas na˜o nulas do ponto equil´ıbrio X2 coincidem com as coordenadas do segundo
ponto equil´ıbrio do Modelo (3.2). Assim a func¸a˜o V˙1(X) e´ exatamente a mesma func¸a˜o
que utilizamos na demonstrac¸a˜o da parte (ii) do Teorema 3.5. Portanto V˙1(X) 6 0. A
igualdade sera´ va´lida se, e somente se, x = x∗ e v∗y = y∗v. Usando o Lema 3.7 obtemos
que X2 e´ o maior conjunto positivamente invariante em E.
(iii) Sejam (x∗, y∗, v∗, z∗) = X3 e Θ = x∗β/u. Por (3.7) temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βvx∗ − ay − βxvy
∗
y
+ ay∗ + zy∗ +
x∗βky
u
−x∗βv − x
∗βkyv∗
uv
+ x∗βv∗ − bz
c
− yz∗ + bz
∗
c
= λ− dx− λx
∗
x
+ dx∗ − ay − βxvy
∗
y
+ ay∗ + zy∗ +
x∗βky
u
−x
∗βkyv∗
uv
+ x∗βv∗ − bz
c
− yz∗ + bz
∗
c
.
Como
zy∗ =
λ
aI0
z =
b
c
z , yz∗ = ay
(
R0
RI
− 1
)
e
x∗βk
u
y − ay = ay
(
R0
RI
− 1
)
.
segue
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ − βxvy
∗
y
+ ay∗ − x
∗βkyv∗
vu
+ x∗βv∗ +
bz∗
c
= λ+ dx∗ + ay∗ + x∗βv∗ +
bz∗
c
− dx− λx
∗
x
− βxvy
∗
y
− x
∗βkyv∗
vu
= λ+ dx∗ + ay∗ + x∗βv∗ +
bz∗
c
−
[
dx+
λx∗
x
(
1− R0
RII0
)]
−λx
∗R0
xRII0
− βxvy
∗
y
− x
∗βkyv∗
vu
.
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Manipulemos esta expressa˜o por partes. Primeiro consideremos
A := λ+ dx∗ + ay∗ + x∗βv∗ +
bz∗
c
= λ+
λ
RI
+
λ
I0
+
λR0
RII0
+
ba
c
(
R0
RI
− 1
)
= λ
[
1 +
1
RI
+
1
I0
+
R0
RII0
+
1
I0
(
R0
RI
− 1
)]
= λ
[
1− 1
RI
+
2
RI
+
2R0
RII0
]
= λ
[
1− 1
RI
+ 2
1 +R0/I0
RI
]
= λ
[
1− 1
RI
+ 2
RI
RI
]
= λ
[
3− 1
RI
]
.
Usando o Lema 2.19 temos que
B :=
λx∗R0
xI0RI
+
y∗βxv
y
+
βx∗v∗ky
uv
=
λR0
I0RI
(
x∗
x
+
y∗βxvI0RI
yλR0
+
I0RIβx
∗v∗ky
λR0uv
)
=
λR0
I0RI
(
x∗
x
+
βxvRI
ayR0
+
ky
uv
)
=
λR0
I0RI
(
x∗
x
+
uxv
x∗ky
+
ky
uv
)
=
λR0
I0RI
(
x∗2kyuv + x2u2v2 + xx∗k2y2
xx∗kyuv
)
> 3 λR0
I0RI
sendo a igualdade va´lida se, e somente se, x∗2kyuv = u2x2v2 = k2y2x∗x.
C := dx+
λx∗
x
(
1− R0
RII0
)
=
λ
RI
[
dxRI
λ
+
λ
dxRI
(
RI − R0
I0
)]
=
λ
RI
[
dxRI
λ
+
λ
dxRI
]
=
λ
RI
[
(dxRI)
2 + λ2
dxRIλ
]
> 2 λ
RI
onde a igualdade e´ va´lida se, e somente se, dxRI = λ, isto e´, x = x
∗. Agrupando A,B e
C temos:
V˙ (X) = A−B − C
6 λ
(
3− 1
RI
)
− 2 λ
RI
− 3 λR0
RII0
= 3λ
(
1− 1
RI
− R0
RII0
)
= 3λ
(
1− 1 +R0/I0
RI
)
= 0.
A igualdade sera´ va´lida se, e somente se, x = x∗ e x2kyuv = u2x2v2 = k2y2xx⇒ y = uv
k
.
Pelo Lema 3.8 segue que X3 e´ o maior conjunto positivamente invariante em E.
3.3 Dinaˆmica Com Lateˆncia
Denotemos por w as ce´lulas infectadas no per´ıodo de lateˆncia e por y as ce´lulas infectadas
que na˜o esta˜o neste per´ıodo, isto e´, ce´lulas que esta˜o produzindo v´ırions. Considerando o
modelo ba´sico de Nowak & Bangham, Korobeinikov [11] propoˆs o seguinte modelo para
descrever tal dinaˆmica:
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Figura 3.4: Dinaˆmica do v´ırus com lateˆncia.
Em termos matema´ticos:
x˙ = λ− dx− βxv
w˙ = βxv − (r + q)w
y˙ = rw − ay
v˙ = ky − uv
(3.7)
onde q denota a mortalidade das ce´lulas no per´ıodo de lateˆncia e r a taxa com que elas
saem do per´ıodo de lateˆncia, isto e´, 1/s (s := r + q) e´ o tempo me´dio de vida das ce´lulas
latentes e 1/r o tempo me´dio de lateˆncia.
Ana´lise do Modelo
Pontos de Equil´ıbrio
• Taxa Ba´sica de Reproduc¸a˜o do Vı´rus:
Neste caso tambe´m teremos que cada ce´lula infectante dara´ origem a k/a v´ırus se-
cunda´rios, mas o nu´mero de ce´lulas infectadas a partir de um v´ırus quando as ce´lulas
sa˜o todas suscet´ıveis sera´ βr/(us) multiplicado pelo nu´mero de ce´lulas suscet´ıveis. Assim
R0 =
βλkr
daus
.
Como r 6 s, teremos que a taxa ba´sica de reproduc¸a˜o do v´ırus neste caso sera´ menor que
a do caso sem lateˆncia.
Teorema 3.10. O Sistema (3.8) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0, 0
)
e
X2 =
(
λ
dR0
,
dau
βkr
(R0 − 1), du
βk
(R0 − 1) , d
β
(R0 − 1)
)
.
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Demonstrac¸a˜o: Das equac¸o˜es de v˙ = 0 e y˙ = 0 temos v = ky/u e w = ay/r. Assim, se
y = 0 teremos v = w = 0, o que garante y˙ = v˙ = w˙ = 0. Por x˙ = 0 temos x = λ/d, donde
obtemos o ponto equil´ıbrio X1. Se y na˜o e´ nulo, enta˜o, pela equac¸a˜o de w˙ = 0 teremos
βx
ky
u
− say
r
= 0⇒ βxk
u
= s
a
r
⇒ x = s au
rkβ
=
λ
dR0
.
Usando a equac¸a˜o x˙ = 0 obtemos:
v =
λ− dx
βx
⇒ v = λ1−
1
R0
βλ
dR0 =
d
β
(R0 − 1).
Disso segue que
y =
u
k
v =
du
βk
(R0 − 1) e w = ay
r
=
dau
βkr
(R0 − 1).
Donde obtemos o ponto X2.
Estabilidade das Soluc¸o˜es
Lema 3.11. O u´nico conjunto positivamente invariante pelo Sistema (3.8) contido em
E = {X1 + µ2e2 + µ3e3 + µ4e4;µi ∈ R} ∩ R4>0
e´ o ponto de equil´ıbrio X1.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, w∗, y∗, v∗) = X1 e (x,w, y, v) um ponto do maior conjunto positivamente invariante
em E. Como e1 e´ ortogonal a e2, e3 e e4 devemos ter que o vetor
d
dt
(x,w, y, v) e´ ortogonal
a e1, isto e´〈(
−βλv
d
,
βλv
d
− sw, rw − ay, ky − uv
)
, (1, 0, 0, 0)
〉
= 0⇒ v = 0.
Logo este conjunto invariante deve estar contido num conjunto da forma
{X1 + µ2e2 + µ3e3} ∩ R4>0.
Como e4 e´ ortogonal a e2 e e3, devemos ter
〈(0,−sw, rw − ay, ky), (0, 0, 0, 1)〉 = 0⇒ y = 0.
Assim o conjunto invariante deve estar contido num conjunto da forma {X1 + µ2e2}∩R4>0.
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Como e3 e´ ortogonal a e2, devemos ter
〈(0,−sw, rw, 0), (0, 0, 1, 0)〉 = 0⇒ w = 0
donde conclui-se o resultado.
Lema 3.12. O u´nico conjunto positivamente invariante pelo Sistema (3.8) contido em
E =
{
X2 + µ
(
0,
a
r
, 1,
k
u
)
;µ ∈ R
}
∩ R4>0
e´ o ponto de equil´ıbrio X2.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, w∗, y∗, v∗) = X2 e (x,w, y, v) um ponto do maior conjunto positivamente invariante
em E e x∗ a primeira coordenada de X2, enta˜o x = x∗, v = ky/u e w = ay/r. Como
e1 e´ ortogonal a (0, a/r, 1, k/u) devemos ter
d
dt
(x∗, ay/r, y, ky/u) tambe´m ortogonal a e1.
Observe que
d
dt
(
x∗,
ay
r
, y,
ky
u
)
=
(
λ− dx∗ − βx∗ky
u
, βx∗
ky
u
− say
r
, r
ay
r
− ay, ky − uky
u
)
=
(
λ− λ
R0
− asy
r
,
asy
r
− say
r
, ay − ay, ky − ky
)
=
(
λ− λ
R0
− asy
r
, 0, 0, 0
)
.
Assim
λ− λ
R0
− asy
r
= 0⇒ y = λ−
λ
R0
as
r =
λr
R0as
(R0 − 1) = du
βk
(R0 − 1).
Segue-se v = kyd/(uβ)(R0− 1) e w = ay/r = dau/(βkr)(R0− 1), donde o u´nico conjunto
positivamente invariante em E e´ o ponto de equil´ıbrio X2.
Teorema 3.13. O Sistema (3.8) definido no octante na˜o-negativo de R4 e com condic¸o˜es
iniciais em seu interior sempre possui um ponto de equil´ıbrio globalmente assintoticamente
esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R0 6 1,
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R0 > 1 .
Demonstrac¸a˜o:
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Observe que para X2 ∈ R4>0 e´ necessa´rio R0 > 1. Consideremos a func¸a˜o escalar
V : R4>0 → R definida por (2.7). Escolhamos as constantes θi relativas as coordenadas
x e w como 1, a relativa a coordenada y como s/r e a relativa a coordenada v como
as/(kr). Pela Proposic¸a˜o 2.18 basta mostrarmos que V˙ (X) 6 0 em R4>0 e que o u´nico
subconjunto de E = {X ∈ R4>0; V˙ (X) = 0} positivamente invariante por (3.6) e´ o ponto
equil´ıbrio em questa˜o. Observemos que, usando as propriedades da func¸a˜o V provadas na
Proposic¸a˜o 2.17 e as equac¸o˜es de (3.6) temos
V˙ (X) = (λ− dx− βxv)
(
1− x
∗
x
)
+ (βxv − sw)
(
1− w
∗
w
)
+
(
sw − say
r
)(
1− y
∗
y
)
+
(asy
r
− asuv
rk
)(
1− v
∗
v
)
= λ− dx− βxv − λx
∗
x
+ dx∗ + βx∗v + βxv − sw − βxvw
∗
w
+ sw∗
+sw − say
r
− swy
∗
y
+
say∗
r
+
asy
r
− asuv
rk
− asyv
∗
rv
+
asuv∗
rk
= λ− dx− λx
∗
x
+ dx∗ + βx∗v − βxvw
∗
w
+ sw∗
−swy
∗
y
+
say∗
r
− asuv
rk
− asyv
∗
rv
+
asuv∗
rk
.
(i) Como w∗ = y∗ = v∗ = 0 a Proposic¸a˜o 2.20 implica que dx∗ = λ. Logo
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βx∗v − asuv
rk
6 βλ
d
v − asuv
rk
= β
λ
d
v
(
1− daus
βλkr
)
= β
λ
d
v (1−R0) 6 0.
Observe que na primeira desigualdade so´ valera´ a igualdade se x = x∗ e na segunda se
v = 0 ou R0 = 1. Pelo Lema 3.11 segue que o u´nico conjunto positivamente invariante
que satisfaz estas condic¸o˜es e´ o ponto de equil´ıbrio X1.
(ii) Observemos que βx∗v = βvλ/(dR0) = vaus/(kr), sauv∗/(rk) = sw∗, say∗/r =
sw∗ e λ− dx∗ = βx∗v∗ = sw∗. Assim
V˙ (X) = 4sw∗ + 2dx∗ − dx− λx
∗
x
− βxvw
∗
w
− swy
∗
y
− asyv
∗
rv
.
Pelo Lema 2.19 temos −dx + 2dx∗ − λx∗/R0 = dx∗ (2− x/x∗ − x∗/x) 6 0, sendo a
igualdade va´lida se, e somente se, x = x∗. Logo
V˙ (X) 6 4sw∗ + λx
∗
R0x
− λx
∗
x
− βxvw
∗
w
− swy
∗
y
− asyv
∗
rv
.
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Ale´m disso, λx∗/(R0x)− λx∗/x = −x∗sw∗/x, donde
V˙ (X) 6 sw∗
(
4− x
∗
x
− βxv
sw
− wy
∗
w∗y
− ayv
∗
w∗rv
)
.
Como ayv∗/(w∗rv) = yv∗/(y∗v) e w∗/(x∗v∗) = dauR0/(rkλ) = β/s e, usando o Lema 2.19
segue
V˙ (X) 6 sw∗
(
4− x
∗
x
− w
∗xv
x∗v∗w
− wy
∗
w∗y
− yv
∗
y∗v
)
6 0.
Valendo a igualdade se, e somente se x = x∗ e v∗ww∗yy∗v = w∗vw∗yy∗v = v∗wwy∗y∗v isto
e´, x = x∗, v = ky/u e w = ay/r. Pelo Lema 3.12 segue que o u´nico conjunto positivamente
invariante que satisfaz tais condic¸o˜es e´ o ponto de equil´ıbrio X2.
3.4 Dinaˆmica Com Resposta Imune e Lateˆncia
De modo ana´logo a` passagem do modelo ba´sico para o modelo com resposta imune, feita
por Nowak & Bangham, passamos do modelo com lateˆncia para o modelo que considera
a lateˆncia e a resposta do sistema imunolo´gico:
Figura 3.5: Dinaˆmica do v´ırus com lateˆncia e resposta imune.

x˙ = λ− dx− βxv
w˙ = βxv − sw
y˙ = rw − ay − zy
v˙ = ky − uv
z˙ = cyz − bz
(3.8)
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Ana´lise do Modelo
Pontos de Equil´ıbrio
• Taxa Ba´sica de Reproduc¸a˜o do Vı´rus:
Como a taxa ba´sica de reproduc¸a˜o do v´ırus na˜o depende das ce´lulas de defesa do orga-
nismo, a taxa ba´sica de reproduc¸a˜o do v´ırus neste casa sera´ a mesma do modelo conside-
rando apenas a lateˆncia.
R0 =
βλkr
daus
.
• Taxa Ba´sica de Reproduc¸a˜o do Vı´rus na Presenc¸a da Resposta Imune:
Como RI e´ nu´mero secunda´rio de v´ırus originados de um v´ırus prima´rio introduzido numa
populac¸a˜o que consiste somente de indiv´ıduos suscet´ıveis e cuja concentrac¸a˜o de ce´lulas
de defesa e´ a do equil´ıbrio endeˆmico (desde que essa na˜o seja nula) temos
RI =
aR0
a+ z∗
onde z∗ e´ a quantidade de ce´lulas de defesa no equil´ıbrio em que ha´ resposta imunolo´gica.
Calculemos enta˜o os pontos de equil´ıbrio para encontrar a expressa˜o de RI .
Teorema 3.14. O Sistema (3.8) possui treˆs pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0, 0, 0
)
,
X2 =
(
λ
dR0
,
dau
βkr
(R0 − 1), du
βk
(R0 − 1) , d
β
(R0 − 1), 0
)
e
X3 =
(
λ
dRI
,
λR0
sI0RI
,
b
c
,
dR0
βI0
, a
(
R0
I0
− 1
))
.
Demonstrac¸a˜o: Se z = 0, enta˜o a equac¸a˜o z˙ = 0 garante que y = b/c e a equac¸a˜o v˙ = 0
que v = kb/(uc). Usemos a equac¸a˜o x˙ = 0:
x =
λ
d+ βv
=
λ
d+ βkb/(uc)
=
λuc
duc+ βkb
.
De w˙ = 0 temos
w =
βxv
s
=
λ− dx
s
=
λ
s
(
1− duc
duc+ βkb
)
.
Assim
z =
rw − ay
y
=
rw
y
− a = cr
b
λ
s
(
1− duc
duc+ βkb
)
− a.
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Pela definic¸a˜o de RI temos que z = aR0/RI − a. Dessa forma
aR0
RI
=
cr
b
λ
s
(
1− duc
duc+ βkb
)
=
crλ
bs
(
duc+ βkb− duc
duc+ βkb
)
=
aR0
RI
=
crλ
bs
.
βkb
duc+ βkb
⇒ RI = aR0 bs
crλ
(duc+ βkb)
βkb
=
βkb
duc
(
duc
βkb
+ 1
)
= 1 +
βkb
duc
= 1 +R0
bas
cλr
.
Chamemos cλr/(bas) de I0. Assim
RI = 1 +
R0
I0
x =
λ
d
duc
(duc+ βkb)
=
λ
d
1
(1 + βkb/(duc))
=
λ
dRI
w =
λ
s
(
1− duc
duc+ βkb
)
=
absR0
crλRI
=
λR0
sI0RI
y =
b
c
=
rλ
saI0
v =
kb
uc
=
dR0
βI0
donde obtemos o ponto X3 e I0 definido acima e´, de fato, a taxa ba´sica de ataque.
• Taxa Ba´sica de Defesa:
Da definic¸a˜o de I0 e da expressa˜o de RI , obtida na demonstrac¸a˜o do teorema acima, temos
que
I0 =
cλr
abs
.
• Taxa Ba´sica de Reduc¸a˜o do Vı´rus:
Observe que os valores de v nos equil´ıbrios endeˆmicos tem a mesma expressa˜o que no
modelo sem lateˆncia. Poderemos enta˜po escrever a taxa ba´sica de reduc¸a˜o do v´ırus na
forma
P0 =
R0 − 1
RI − 1 .
Estabilidade das Soluc¸o˜es
Lema 3.15. O u´nico conjunto positivamente invariante pelo Sistema (3.8) contido em
E = {X1 + µ2e2 + µ3e3 + µ4e4;µi ∈ R} ∩ R5>0
e´ o ponto de equil´ıbrio X1.
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Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Seja
(x,w, y, v, z) um ponto do maior conjunto positivamente invariante em E. Como z = 0,
reproduzindo exatamente as mesmas operac¸o˜es feitas na demonstrac¸a˜o do Lema 3.11 ob-
temos que w = y = v = 0. Logo o u´nico conjunto positivamente invariante sera´ X1.
Lema 3.16. O u´nico conjunto positivamente invariante pelo Sistema (3.8) contido em
E =
{
X2 + µ1
(
0,
a
r
, 1,
k
u
, 0
)
+ µ5e5;µi ∈ R
}
∩ R5>0
e´ o ponto de equil´ıbrio X2.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, w∗, y∗, v∗, z∗) = X2 e (x,w, y, v, z) um ponto do maior conjunto positivamente invari-
ante em E, enta˜o x = x∗, v = ky/u e w = ay/r. Como e1 e´ ortogonal a (0, a/r, 1, k/u, 0)
e a e5 devemos ter que o vetor
d
dt
(
x∗,
ay
r
, y,
ky
u
, z
)
tambe´m seja ortogonal a e1. Logo
λ− dx∗ − βx∗ky
u
= 0⇒ y = uλ− dx
∗
βx∗k
= y∗.
Assim, devemos ter v = v∗ e w = w∗ e o conjunto positivamente invariante deve estar em
{X2 + µ5e5} ∩ R5>0. Como e3 e´ ortogonal a esse conjunto, devemos ter
〈(0, 0,−zy∗, 0, cy∗ − bz), (0, 0, 1, 0, 0)〉 = 0⇒ −zy∗ = 0⇒ z = 0.
Segue que o u´nico conjunto positivamente invariante em E e´ o ponto de equil´ıbrio X2.
Lema 3.17. O u´nico conjunto positivamente invariante pelo Sistema (3.8) contido em
E =
{
X3 + µ1
(
0,
βkx∗
sy
, 1,
k
u
, 0
)
+ µ2e5;µi ∈ R
}
∩ R5>0
e´ o ponto de equil´ıbrio X3.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, w∗, y∗, v∗, z∗) = X3 e (x,w, y, v, z) um ponto do maior conjunto positivamente inva-
riante em E. Enta˜o x = x∗, v = ky/u e w = aβkx∗y/(su). Como e1 e´ ortogonal a
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(0, βkx∗/(sy), 1, k/u, 0) e a e5 segue
λ− dx∗ − βx∗ky
u
= 0⇒ y = uλ− dx
∗
βx∗k
= y∗.
Assim v = v∗ e w = w∗. Logo o conjunto positivamente invariante deve estar em
{X3 + µ5e5} ∩ R5>0. Como e3 e´ ortogonal a esse conjunto
〈(0, 0, rw∗ − ay∗ − zy∗, 0, cy∗ − bz), (0, 0, 1, 0, 0)〉 = 0
⇒ rw∗ − ay∗ − zy∗ = 0⇒ z = rw
∗
y∗
− a = aR0
RI
− a = z∗.
Portanto o u´nico conjunto positivamente invariante em E e´ o ponto de equil´ıbrio X3.
Teorema 3.18. O Sistema (3.8) definido no octante na˜o-negativo de R5 e com condic¸o˜es
iniciais em seu interior sempre possui um ponto de equil´ıbrio globalmente assintoticamente
esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R0 6 1,
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R0 > 1 e a taxa ba´sica de reduc¸a˜o P0 6 1 e
(iii) X3 se a taxa ba´sica de reduc¸a˜o P0 > 1.
Demonstrac¸a˜o: Seja (x∗, w∗, y∗, v∗, z∗) um dos pontos equil´ıbrio e V : R5>0 → R da forma
(2.7). Pela Proposic¸a˜o 2.18 basta mostrarmos que V˙ (X) 6 0 em R5>0 e que o u´nico subcon-
junto de E = {X ∈ R5>0; V˙ (X) = 0} positivamente invariante por (3.8) e´ o ponto equil´ıbrio
em questa˜o. Usando as propriedades da func¸a˜o V demonstradas na Proposic¸a˜o 2.17 e o
Sistema (3.8) temos
V˙ (X) = θx
(
λ− dx− βxv − λx
∗
x
+ dx∗ + βx∗v
)
+ θw
(
βxv − sw − βxvw
∗
w
+ sw∗
)
+θy
(
rw − ay − zy − rwy
∗
y
+ ay∗ + zy∗
)
+ θv
(
ky − uv − kyv
∗
v
+ uv∗
)
+θz (cyz − bz − cyz∗ + bz∗) .
Tomemos θx = θw = 1, θy = s/r e θz = s/(rc). Observe que apenas θv sera´ escolhido de
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acordo com o ponto equil´ıbrio. Temos enta˜o
V˙ (X) = λ− dx− βxv − λx
∗
x
+ dx∗ + βx∗v + βxv − sw − βxvw
∗
w
+ sw∗
+
s
r
(
rw − ay − zy − rwy
∗
y
+ ay∗ + zy∗
)
+ θv
(
ky − uv − kyv
∗
v
+ uv∗
)
+
s
rc
(cyz − bz − cyz∗ + bz∗)
= λ− dx− λx
∗
x
+ dx∗ + βx∗v − βxvw
∗
w
+ sw∗ − say
r
− swy
∗
y
+
say∗
r
+
szy∗
r
+ θv
(
ky − uv − kyv
∗
v
+ uv∗
)
− sbz
rc
− syz
∗
r
+
sbz∗
rc
.
(i) Considerando (x∗, w∗, y∗, v∗, z∗) = X1, teremos w∗ = y∗ = v∗ = z∗ = 0. Usando a
Proposic¸a˜o 2.20 segue
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βx∗v − say
r
+ θv (ky − uv)− sbz
rc
6 βx∗v − say
r
+ θv (ky − uv)− sbz
rc
:= V˙1(X)
valendo a igualdade somente se x = x∗. Tomemos θv = as/(kr). Assim say/r = θvky, e
V˙1(X) = βx
∗v − asuv
kr
− sbz
rc
= v
(
βx∗ − asu
kr
)
− sbz
cr
= v
(
β
λ
d
− asu
kr
)
− sbz
cr
= v
(
βλkr − asud
dkr
)
− sbz
cr
= v
sau
kr
(R0 − 1)− sbz
cr
6 0
sendo a igualdade va´lida se, e somente se, z = 0 e v = 0 ou R0 = 1. Pelo Lema 3.15 segue
que o u´nico conjunto positivamente invariante que satisfaz isto e´ o ponto de equil´ıbrio X1.
(ii) Seja (x∗, w∗, y∗, v∗, z∗) = X2, enta˜o z∗ = 0. Escrevamos V˙ (X) = V˙1(X) + V˙2(X)
onde
V˙1(X) = λ− dx− λx
∗
x
+ dx∗ + βx∗v − βxvw
∗
w
+ sw∗ − say
r
− swy
∗
y
+
say∗
r
+θv
(
ky − uv − kyv
∗
v
+ uv∗
)
V˙2(X) = +
szy∗
r
− sbz
rc
.
Observe que V˙1(X) e´ a func¸a˜o de Lyapunov utilizada para o modelo de lateˆncia sem res-
posta imune (demonstrac¸a˜o Teorema 3.13 parte (ii)), donde V˙1(X) 6 0 sendo a igualdade
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va´lida somente se x = x∗, v = ky/u e w = ay/r. Ale´m disso
V˙2(X) =
szy∗
r
− sbz
rc
=
zλ
a
(
sy∗a
λr
− sba
λrc
)
=
zλ
a
(
sa
λr
du
βk
(R0 − 1)− sba
λrc
)
=
zλ
a
(
1− 1
R0
− 1
I0
)
=
zλ
aI0
(P ′0 − 1) 6 0.
O Lema 3.16 garante que X2 e´ o u´nico conjunto positivamente invariante em E =
{X2 + θ1 (0, a/r, 1, k/u, 0) + θ2e5} ∩ R5>0.
(iii)Tomemos θv = βx
∗/u. Logo
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ − βxvw
∗
w
+ sw∗ − say
r
− swy
∗
y
+
say∗
r
+
szy∗
r
+
βx∗ky
u
− βx
∗kyv∗
vu
+ βx∗v∗ − sbz
cr
− syz
∗
r
+
sbz∗
cr
.
Como
szy∗
r
=
sbz
rc
,
syz∗
r
=
sy
r
a
(
R0
RI
− 1
)
e
βx∗ky
u
− say
r
=
say
r
(
x∗βkr
usa
− 1
)
=
say
r
(
R0
RI
− 1
)
segue que V˙ (X) sera´
λ− dx− λx
∗
x
+ dx∗ − βxvw
∗
w
+ sw∗ − swy
∗
y
+
say∗
r
− βx
∗kyv∗
vy
+ βx∗v∗ +
sbz∗
cr
.
Sejam
V˙1(X) = λ+ dx
∗ +
say∗
r
+ βx∗v∗ +
sbz∗
cr
V˙2(X) = −βxvw
∗
w
− swy
∗
y
− βx
∗kyv∗
vu
− λx
∗R0
xI0RI
V˙3(X) = −dx− λx
∗
x
+ sw∗ +
λx∗R0
xI0RI
.
Assim V˙ (X) = V˙1(X) + V˙2(X) + V˙3(X). Manipulemos V˙1(X), V˙2(X) e V˙3(X) separada-
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mente.
V˙1(X) = λ+
λ
RI
+
λ
I0
+
λR0
RII0
+
sb
cr
a
(
R0
RI
− 1
)
= λ
[
1 +
1
RI
+
1
I0
+
R0
RII0
+
1
I0
(
R0
RI
− 1
)]
= λ
[
1 +
1
RI
+
1
I0
+
βR0
RII0
+
R0
I0RI
− 1
I0
]
= λ
[
1 +
1
RI
+ 2
R0
RII0
]
= λ
[
1 + 2
1
RI
+ 2
R0
RII0
− 1
RI
]
= λ
[
1 + 2
1 +R0/I0
RI
− 1
RI
]
= λ
[
3− 1
RI
]
.
Note que I0RI/(λR0) = (sw
∗)−1, y∗ = uv∗/k e βRII0/(λR0) = (x∗v∗)−1. Logo
−V˙2(X) = λR0
RII0
[
βxvw∗RII0
wλR0
+
swy∗RII0
yλR0
+
βx∗kyv∗RII0
vuλR0
+
x∗
x
]
=
λR0
RII0
[
βxv
sw
+
swuv∗RII0
kyλR0
+
ky
vu
+
x∗
x
]
=
λR0
RII0
[
βxv
sw
+
swu
βkyx∗
+
ky
vu
+
x∗
x
]
> 4 λR0
RII0
.
A u´ltima desigualdade e´ devido a desigualdade entre as me´dias aritme´tica e geome´trica
(Lema 2.19) sendo a igualdade va´lida se, e somente se,
(βxv)2kyx∗u = (swu)2vx = (ky)2swβx∗x = (x∗)2swβkyvu.
Para a expressa˜o de V˙4(X), note que RI −R0/I0 = 1. Temos
−V˙3(X) = λ
RI
[
dxRI
λ
+
x∗RI
x
− RIsw
∗
λ
− x
∗R0
xI0
]
=
λ
RI
[
dxRI
λ
+
x∗
x
(
RI − R0
I0
)
− RIsw
∗
λ
]
=
λ
RI
[
dxRI
λ
+
x∗
x
− R0
I0
]
> 2 λ
RI
− λ
RI
R0
I0
.
Novamente usamos a desigualdade entre as me´dias aritme´tica e geome´trica (Lema 2.19),
de forma que a igualdade so´ sera´ va´lida se dxRI = λ, isto e´, x = x
∗. Voltando a V˙ (X),
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temos
V˙ (X) = V˙1(X) + V˙2(X) + V˙3(X) 6 λ
[
3− 1
RI
]
− 4 λR0
RII0
− 2 λ
RI
+
λR0
RII0
= λ
[
3− 1
RI
− 4 R0
RII0
− 2 1
RI
+
R0
RII0
]
= λ
[
3− 3 R0
RII0
− 3 1
RI
]
= 3λ
[
1− R0/I0 + 1
RI
]
= 0
sendo a igualdade va´lida somente se x = x∗ e (βx∗v)2kyu = (swu)2v = (ky)2swβx∗ =
x∗swβkyvu. Da u´ltima igualdade obtemos v = k
u
y, e igualando a primeira expressa˜o com
a u´ltima, temos w = βx∗v/s = βx∗ky/(su). O Lema 3.17 garante o resultado desejado.
3.5 Concluso˜es
Os quatro modelos abordados neste Cap´ıtulo possuem um ponto de equil´ıbrio X1 que
representa o organismo livre da infecc¸a˜o viral pois a concentrac¸a˜o de v´ırions e de ce´lulas
infectadas (incluindo as latentes se for o caso) sera˜o nulas. Neste ponto de equil´ıbrio a
concentrac¸a˜o de ce´lulas suscet´ıveis sera´ a mesma para os quatro modelos e coincide com
a concentrac¸a˜o caso o organismo na˜o tivesse sido infectado: λ/d. Observe que isto condiz
com a realidade visto que, se o organismo conseguir erradicar os agentes infecciosos, a
tendeˆncia e´ que a concentrac¸a˜o das ce´lulas retorne a normalidade.
Os valores das demais coordenadas dos demais pontos de equil´ıbrio bem como as
condic¸o˜es para verificar qual dos pontos de equil´ıbrio sera´ globalmente assintoticamente
esta´vel depende diretamente da taxa ba´sica de reproduc¸a˜o do v´ırus R0, da taxa ba´sica de
reproduc¸a˜o do v´ırus na presenc¸a de resposta imune RI , da taxa ba´sica de ataque I0 e da
taxa de reduc¸a˜o do v´ırus P0, sendo que as treˆs u´ltimas so´ esta˜o definidas para os modelos
que consideram a resposta do sistema imunolo´gico. Como RI e P0 podem ser escritas em
func¸a˜o da taxa ba´sica de reduc¸a˜o do v´ırus e da taxa ba´sica de ataque:
RI = 1 +
R0
I0
P0 =
R0 − 1
RI − 1 =
(R0 − 1)I0
R0
segue que R0 e I0 sa˜o taxas que influenciam diretamente o comportamento das soluc¸o˜es
dos modelos. Caso a taxa ba´sica de reproduc¸a˜o do v´ırus R0 seja menor a ou igual que 1
teremos que o ponto de equil´ıbrio livre da infecc¸a˜o viral sera´ globalmente assintoticamente
esta´vel. Em termos biolo´gicos isto significa que ao longo do tempo a infecc¸a˜o viral tendera´
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a ser erradicada. Observe que a taxa ba´sica de reproduc¸a˜o do v´ırus ira´ variar de acordo
com a possibilidade de ce´lulas no per´ıodo de lateˆncia:
Dinaˆmica R0
Ba´sica βλk
dau
Com Resposta Imune βλk
dau
Com Per´ıodo de Lateˆncia βλkr
daus
Com Resposta Imune e Per´ıodo de Lateˆncia βλkr
daus
Como s = r + q temos que r/s < 1, isto e´, a taxa ba´sica de reproduc¸a˜o do v´ırus e´ menor
para os modelos que consideram o per´ıodo de lateˆncia.
Caso R0 > 1 teremos que um ponto de equil´ıbrio endeˆmico sera´ globalmente assinto-
ticamente esta´vel, isto e´, tera´ a coordenada referente a concentrac¸a˜o viral na˜o nula. Para
o caso das dinaˆmicas sem resposta imunolo´gica resta apenas o ponto de equil´ıbrio X2
cujas coordenadas sa˜o todas na˜o nulas, enquanto para as dinaˆmicas com resposta imune
teˆm-se duas possibilidades: X2 que sera´ o ponto de equil´ıbrio com a coordenada referente
a concentrac¸a˜o de ce´lulas de defesa nula e X3 com todas as coordenadas na˜o nulas. Neste
caso deveremos averiguar o valor de P0 para assegurar qual dos pontos cr´ıticos (X2 ou X3)
e´ globalmente assintoticamente esta´vel, isto e´, considerando R0 > 0, se P0 6 1 o ponto
de equil´ıbrio X2 sera´ globalmente assintoticamente esta´vel enquanto se P0 > 1 X3 o sera´.
Em termos biolo´gicos a assintoticidade global deste ponto de equil´ıbrio significa que a
infecc¸a˜o viral ira´ persistir ao longo do tempo e a concentrac¸a˜o viral tendera´ a aproxima-se
de certo valor (d/β(R0 − 1)). Ale´m disso, para os modelos que consideram a resposta
do sistema imunolo´gico, significara´ ainda que o sistema imune tendera´ a na˜o combater a
infecc¸a˜o.
Como P0 depende de R0 e I0, descrevamos abaixo os valore de I0 para cada modelo:
Dinaˆmica I0
Com Resposta Imune cλ
ab
Com Resposta Imune e Per´ıodo de Lateˆncia cλr
abs
Observe que, apesar de o per´ıodo de lateˆncia refletir uma taxa ba´sica de reproduc¸a˜o
do v´ırus menor, ele tambe´m refletira´ uma taxa ba´sica de ataque menor. Mas observe
que a taxa ba´sica de reduc¸a˜o do v´ırus no caso sem per´ıodo de lateˆncia sera´ maior que no
caso com per´ıodo de lateˆncia, o que significa que o per´ıodo de lateˆncia esta´ dificultando
a resposta do sistema imunolo´gico. De fato, se P l0, R
l
0 e I
l
0 denotarem as taxas para o
modelo considerando o per´ıodo latente e a resposta do sistema imunolo´gico e P r0 , R
r
0 e I
r
0
denotarem as taxas para o modelo que considera apenas a resposta do sistema imunolo´gico
teremos
P l0 =
(Rl0 − 1)I l0
Rl0
=
( r
s
Rr0 − 1) rsIr0
r
s
Rr0
=
( r
s
Rr0 − 1)Ir0
Rr0
6 R
r
0 − 1)Ir0
Rr0
= P r0 .
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Vale observar que, para R0 > 1 e P0 6 1 (no caso dos modelos com resposta do sistema
Imunolo´gico) temos
Concentrac¸a˜o no Equil´ıbrio X2
Ce´lulas Suscet´ıveis λ
dR0
Ce´lulas no Per´ıodo de Lateˆncia∗ dau
βkr
(R0 − 1)
Ce´lulas Infecciosas du
βk
(R0 − 1)
Vı´rions d
β
(R0 − 1)
Ce´lulas de Defesa 0
∗
Caso o respectivo modelo considere estas ce´lulas.
Como R0 > 1 teremos λ/d > λ/(dR0), isto e´, a concentrac¸a˜o de ce´lulas suscet´ıveis estara´
abaixo da concentrac¸a˜o desejada pelo organismo na auseˆncia da infecc¸a˜o viral. Ale´m
disso, como Rr0 < R
l
0, a concentrac¸a˜o de ce´lulas infecciosas no modelo considerando a
lateˆncia e´ menor do que no modelo que na˜o a considera. Entretanto, a concentrac¸a˜o total
de ce´lulas infectadas (tanto no per´ıodo de lateˆncia quanto as infecciosas) sera´ maior do
que no modelo sem lateˆncia:
du
βk
(R0 − 1)
(a
r
+ 1
)
> du
βk
(R0 − 1).
As possibilidades para os modelos que na˜o consideram a resposta do sistema biolo´gico
ja´ esgotou-se. Para os outros dois modelos temos ainda a possibilidade de P0 > 1 (o
que implica tambe´m R0 > 1). Neste caso o ponto de equil´ıbrio X3 sera´ globalmente
assintoticamente esta´vel. Isto significa que, a longo prazo, a infecc¸a˜o tendera´ a persistir
no organismo mas o organismo tendera´ a continuar combatendo este v´ırus. Ale´m disso,
as concentrac¸o˜es de v´ırus, ce´lulas infectadas e ce´lulas no per´ıodo latente (caso existam)
deste ponto de equil´ıbrio sera˜o inferiores a do X2, enquanto a concentrac¸a˜o de ce´lulas
suscet´ıveis e ce´lulas de defesa sera´ maior.
Concentrac¸a˜o no Equil´ıbrio X3
Ce´lulas Suscet´ıveis λ
dRI
Ce´lulas no Per´ıodo de Lateˆncia∗ λR0
sI0RI
Ce´lulas Infecciosas b
c
Vı´rions dR0
βI0
Ce´lulas de Defesa a
(
R0
RI
− 1
)
∗
Caso o respectivo modelo considere estas ce´lulas.
Considerando os resultados obtidos nas ana´lises dos modelos conclu´ımos que as taxas
R0 e I0 sa˜o determinantes na dinaˆmica viral. A ana´lise indica que tratamentos para
doenc¸as causadas por v´ırus devem tentar influenciar estass taxas de forma a reduzir a
taxa ba´sica de reproduc¸a˜o do v´ırus R0 e aumentar a taxa ba´sica de ataque I0.
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Cap´ıtulo 4
Dinaˆmica do Vı´rus com Inibidores
Para que o ciclo de replicac¸a˜o do v´ırus seja bem sucedido, va´rias enzimas sa˜o necessa´rias.
Entre elas a Protease e´ essencial para a produc¸a˜o de prote´ınas necessa´rias para que os
novos v´ırions sejam infectantes. Se esta enzima for inibida, a ce´lula produzira´ v´ırions
incapazes de infectar outras ce´lulas. No caso de retrov´ırus (HIV, por exemplo) as enzimas
de Fusa˜o e a Transcriptase Reversa tambe´m possuem um papel essencial no processo
de replicac¸a˜o do v´ırus. A enzima de Fusa˜o e´ necessa´ria para a penetrac¸a˜o do material
gene´tico do v´ırus e a Transcriptase Reversa na conversa˜o do RNA viral original em um
RNA que possa ser lido pela ce´lula infectada. Se fosse poss´ıvel introduzir no organismo
hospedeiro um inibidor perfeito, isto e´, capaz de bloquear totalmente todas as enzimas de
alguma das classes citadas, o ciclo de replicac¸a˜o do v´ırus seria interrompido e a infecc¸a˜o
viral cessaria. No caso real, o efeito dos inibidores dependera´ da sua efica´cia.
Perelson & Nelson [17] apresentam alguns modelos para a dinaˆmica viral com inibi-
dores. Entretanto consideram a dinaˆmica celular (na auseˆncia de v´ırions) diferente do
modelo que apresentamos na Sec¸a˜o 3.1. Assim, os modelos apresentados neste cap´ıtulo
tem como base os modelos que utilizamos no cap´ıtulo anterior com o acre´scimo de termos
baseados nos modelos de Perelson & Nelson.
(Sec¸a˜o 4.1, 4.2 e 4.3 a
As dinaˆmicas considerando inibidores perfeitos de Protease, Transcriptase Reversa e
Fusa˜o sa˜o modeladas nas Sec¸o˜es 4.1, 4.2 e 4.3, respectivamente. Como inibidores perfeitos
sa˜o hipote´ticos, apresentamos em seguida modelos que consideram inibidores na˜o perfei-
tos. Detalharemos isto na Sec¸a˜o 4.4. Em seguida abordamos a dinaˆmica considerando o
tratamento de inibidores combinados. Com base na ana´lise deste modelo conclu´ımos que
a combinac¸a˜o de inibidores propicia um tratamento mais eficaz que os inibidores sepa-
rados. Modelamos enta˜o a dinaˆmica dos inibidores combinados considerando tambe´m a
resposta do sistema imunolo´gico (Sec¸a˜o 4.6) e o per´ıodo de lateˆncia (Sec¸a˜o 4.7).
Para cada uma das dinaˆmicas acima citadas no´s realizamos a ana´lise do modelo que a
descreve. Mais precisamente, encontramos seus pontos de equil´ıbrio e provamos proprie-
dades de estabilidade global similares as obtidas para os modelos do Cap´ıtulo 3, o que esta´
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detalhado logo apo´s a modelagem de cada uma das dinaˆmicas. Como mencionamos no
Cap´ıtulo anterior, a propriedade de positividade dos modelos apresentados neste trabalho
seguem como caso particular da Proposic¸a˜o 5.17 e por isso ja´ sera˜o consideradas va´lidas.
4.1 Inibidor de Protease Perfeito
O Inibidor de Protease (IP) impede que a ce´lula infectada na˜o produza os componentes
necessa´rios para montar um v´ırion infectante. Desta forma as ce´lulas continuara˜o a pro-
duzir v´ırions (supostamente com a mesma taxa com que produziam antes da presenc¸a do
inibidor), mas estes v´ırions sera˜o incapazes de infectar outras ce´lulas.
Figura 4.1: Dinaˆmica do v´ırus com inibidor de protease.
Denotaremos a concentrac¸a˜o de v´ırions na˜o infectantes, de acordo com o tempo, por h.
Note que neste caso na˜o havera´ produc¸a˜o de v´ırions infectantes no sistema, de modo que
estes devera˜o extinguir-se. O sistema de equac¸o˜es diferenciais ordina´rias que representa a
dinaˆmica sera´:

x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = −uv
h˙ = ky − uh
(4.1)
Ana´lise do Modelo
Pontos de Equil´ıbrio
Teorema 4.1. O sistema acima possui (4.1) um ponto de equil´ıbrio:
X1 =
(
λ
d
, 0, 0, 0
)
.
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Demonstrac¸a˜o: A equac¸a˜o −uv = 0 implica em v = 0. Enta˜o de 0 = βxv − ay = −ay
e de 0 = λ − dx − βxv = λ − dx obtemos y = 0 e x = λ/d, respectivamente. Como
0 = ky − uh = −uh temos h = 0.
Estabilidade das Soluc¸o˜es
Lema 4.2. O u´nico conjunto positivamente invariante pelo Sistema (4.1) contido em
E = {X1 + µ2e2 + µ3e3;µi ∈ R} ∩ R4>0
e´ o ponto de equil´ıbrio X1.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, y∗, v∗, h∗) = X1 e A ∈ E um conjunto positivamente invariante pelo sistema em
questa˜o e (x, y, v, h) ∈ A, enta˜o (x, y, v, h) = X1 + µ2e2 + µ3e3 para algum µ2 e µ3. Logo
devemos ter e1 e e4 ortogonais a
d
dt
(x∗, y, v, h).
Portanto
〈(1, 0, 0, 0), (−βx∗v, βx∗v − ay,−uv, ky)〉 = 0⇒ v = 0 e
〈(0, 0, 0, 1), (0,−ay, 0, ky)〉 = 0⇒ y = 0.
Logo (x, y, v, h) = X1.
Teorema 4.3. O Sistema (4.1) definido no octante na˜o negativo de R4 com condic¸o˜es
iniciais em seu interior e´ globalmente assintoticamente esta´vel em X1.
Demonstrac¸a˜o: Seja (x∗, y∗, v∗, h∗) um dos pontos equil´ıbrio e consideremos a func¸a˜o es-
calar V : R4>0 → R definida por
V = x− x∗ln x
x∗
+ y +
λβ
du
v + ha/k.
Pela Proposic¸a˜o 2.18 basta mostrarmos que V˙ (X) 6 0 em R4>0 e que o u´nico subconjunto
de E = {X ∈ R4>0; V˙ (X) = 0} positivamente invariante por (4.1) e´ o ponto equil´ıbrio em
questa˜o. Usando a Proposic¸a˜o 2.17 e (4.1) temos
V˙ (X) = (λ− dx− βxv)
(
1− x
x∗
)
+ βxv − ay − λβ
d
v +
a
k
(ky − uh)
= λ− dx− βxv − λ x
x∗
+ dx∗ + βx∗v + βxv − ay − λβ
d
v + ay − a
k
uh)
= λ− dx− λ x
x∗
+ dx∗ + βx∗v − λβ
d
v − a
k
uh.
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Como βx∗v = βλv/d e auh/k > 0 segue
V˙ (X) 6 λ− dx− λ x
x∗
+ dx∗
sendo a igualdade va´lida se, e somente se, h = 0. Pela Proposic¸a˜o 2.20 temos V˙ (X) 6 0,
podendo ser igual somente se x = x∗. Enta˜o o Lema 4.2 garante o resultado.
4.2 Inibidor de Transcriptase Reversa Perfeito
Como apenas os retrov´ırus precisam da enzima Transcriptase Reversa para sua replicac¸a˜o,
este tipo de tratamento so´ ira´ surtir algum efeito para infecc¸o˜es por retrov´ırus. Por isso,
nessa sec¸a˜o v denota a concentrac¸a˜o de um retrov´ırus.
Figura 4.2: Dinaˆmica do v´ırus com inibidor de transcriptase reversa.
Consideramos a Dinaˆmica Ba´sica 3.1 e enta˜o adicionamos as alterac¸o˜es devido a pre-
senc¸a do Inibidor de Transcriptase Reversa (ITR).
Se o ITR for perfeito, enta˜o nenhum RNA viral sera´ convertido em DNA viral, de
forma que a ce´lula infectada na˜o podera´ ler o RNA do v´ırus e, assim, na˜o produzira´ novos
v´ırus. Isto e´, a quantidade de novos v´ırions gerados por ce´lula infectada zera´ nula: k = 0.

x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = −uv
(4.2)
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Ana´lise do Modelo
Pontos de Equil´ıbrio
Teorema 4.4. O Sistema (4.2) possui um u´nico ponto de equil´ıbrio:
X1 =
(
λ
d
, 0, 0
)
.
Demonstrac¸a˜o: Resolvendo −uv = 0 obtemos que v = 0. Enta˜o de 0 = βxv − ay = −ay
obtemos y = 0. Usando 0 = λ− dx− βxv = λ− dx conclui-se x = λ/d.
Estabilidade das Soluc¸o˜es
Lema 4.5. O u´nico conjunto positivamente invariante pelo Sistema (4.2) contido em
E = {X1 + µe3;µ ∈ R} ∩ R3>0
e´ o ponto de equil´ıbrio X1.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Sejam
(x∗, y∗, v∗) = X1 e A ⊆ E um conjunto positivamente invariante pelo sistema em questa˜o
e (x, y, v) ∈ A. Enta˜o devemos ter e1 ortogonal a ddt(x∗, y, v). Disso temos que
〈(1, 0, 0), (−βx∗v, βx∗v − ay,−uv)〉 = 0⇒ v = 0.
Logo (x, y, v) = X1.
Teorema 4.6. O Sistema (4.2) definido no octante na˜o negativo de R3 com condic¸o˜es
iniciais em seu interior e´ globalmente assintoticamente esta´vel em X1.
Demonstrac¸a˜o: Seja V : R3>0 → R definida por:
V = x− x∗ln x
x∗
+ y +
λβ
du
v
Pela Proposic¸a˜o 2.18 basta mostrarmos que V˙ 6 0 em R3>0 e que o u´nico subconjunto de
E = {X ∈ R3>0; V˙ (X) = 0} positivamente invariante por (4.2) e´ o ponto equil´ıbrio X1.
Usando a Proposic¸a˜o 2.17 e as equac¸o˜es do Sistema (4.2) temos
V˙ (X) = λ− dx− βxv − λ x
x∗
+ dx∗ + βx∗v + βxv − ay − λβ
d
v
= λ− dx− λ x
x∗
+ dx∗ + βx∗v − ay − λβ
d
v.
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Da Proposic¸a˜o 2.20 segue:
V˙ (X) 6 βx∗v − ay − λβ
d
v
sendo a igualdade sera´ va´lida so´ se x = x∗. Como βx∗v = βλv/d e −ay 6 0 segue
V˙ (X) 6 0 com a igualdade va´lida so´ se y = 0. Pelo Lema 4.5 segue o resultado.
4.3 Inibidor de Fusa˜o Perfeito
Figura 4.3: Dinaˆmica do v´ırus com inibidor de fusa˜o.
Os v´ırus realizam a fase de penetrac¸a˜o na ce´lula hospedeira injetando o seu material
gene´tico ou fundindo-se a ce´lula. No segundo caso, os v´ırus necessitam da enzima de
fusa˜o. Se essa enzima for totalmente inibida, a taxa de infecciosidade do v´ırus sera´ nula:
β = 0. Como isto so´ e´ va´lido para v´ırus que utilizem a fusa˜o como meio de penetrac¸a˜o
do seu material gene´tico, nesta sec¸a˜o, v denota a concentrac¸a˜o de um v´ırus que utiliza tal
processo.

x˙ = λ− dx
y˙ = −ay
v˙ = ky − uv
(4.3)
Ana´lise do Modelo
Pontos de Equil´ıbrio
Teorema 4.7. O Sistema (4.3) possui apenas um ponto de equil´ıbrio:
X1 =
(
λ
d
, 0, 0
)
.
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Demonstrac¸a˜o: A equac¸a˜o −ay = 0 implica y = 0. Enta˜o 0 = ky − uv = −uv garante
v = 0 e de 0 = λ− dx− βxv = λ− dx temos x = λ/d.
Estabilidade das Soluc¸o˜es
Teorema 4.8. O Sistema (4.3) definido no octante na˜o negativo de R3 com condic¸o˜es
iniciais em seu interior e´ globalmente assintoticamente esta´vel em X1.
Demonstrac¸a˜o: Devido a simplicidade deste modelo, demonstraremos a estabilidade resol-
vendo explicitamente o sistema de equac¸o˜es diferenciais. Das equac¸o˜es de x˙ e y˙ obtemos
x(t) = e−dt
(
x0 − λ
d
)
+
λ
d
e y(t) = e−aty0
onde x0 = x(0) e y0 = y(0). Assim v˙ = ky − uv = ke−aty0 − uv, donde
v(t) = e−ut
(∫
eutky0e
−atdt+m
)
= e−ut
(
ky0
∫
eut−atdt+m
)
= e−ut
(
ky0e
−t(u+a)
u+ a
+m
)
onde m e´ uma constante. Impondo v(0) = v0 temos m = v0 − ky0/(u+ a). Assim
v(t) = e−t(2u+a)
ky0
u+ a
+ e−ut
(
v0 − ky0
u+ a
)
.
Observe agora que
lim
t→∞
x(t) = lim
t→∞
[
e−dt
(
x0 − λ
d
)
+
λ
d
]
=
λ
d
lim
t→∞
y(t) = lim
t→∞
[
e−aty0
]
= 0
lim
t→∞
v(t) = lim
t→∞
[
e−t(2u+a)
ky0
u+ a
+ e−ut
(
v0 − ky0
u+ a
)]
= 0.
Portanto X1 e´ globalmente, assintoticamente esta´vel.
4.4 Inibidores Na˜o Perfeitos
Dificilmente um inibidor sera´ perfeito, ou seja, os inibidores na˜o conseguira˜o impedir
determinada ac¸a˜o do v´ırus em 100% dos casos. Denotamos por η a efica´cia do inibidor,
isto e´, se o inibidor fosse perfeito ter´ıamos η = 1 e se o inibidor na˜o estivesse agindo, η = 0.
Nesta sec¸a˜o abordamos os modelos para inibidores cuja efica´cia e´ inferior a 1. Como ja´
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mencionamos, os Inibidores de Fusa˜o e de Transcriptase Reversa sa˜o espec´ıficos para
determinados tipos de v´ırus. Por isso, sempre que estivermos considerando a presenc¸a do
IF ficara´ impl´ıcito que o v´ırus em questa˜o utiliza o mecanismo de fusa˜o e se considerarmos
o ITR, enta˜o o v´ırus em questa˜o deve ser um retrov´ırus.
Esclarecido isso, os modelos na presenc¸a de cada inibidor sera˜o:
IP →

x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = (1− ηp)ky − uv
h˙ = ηpky − uh
(4.4)

x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = k(1− ηt)y − uv
← ITR (4.5)
IF →

x˙ = λ− dx− (1− ηf )βxv
y˙ = (1− ηf )βxv − ay
v˙ = ky − uv
(4.6)
onde ηt, ηp e ηf sa˜o a eficieˆncia do ITR, do IP e do IF, respectivamente. Como ja´
modelamos os problemas na auseˆncia dos inibidores, consideramos η > 0.
Ana´lise dos Modelos
Para inibidores na˜o perfeitos a ana´lise e´ bastante simples pois reca´ımos em modelos ja´
analisados.
Protease
Observe que os v´ırus na˜o infectantes h na˜o interferem nas equac¸o˜es das demais concen-
trac¸o˜es. Tomando kp = (1− ηp)k, o Sistema (4.4) sem a u´ltima equac¸a˜o fica na forma
x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = kpy − uv
Desta maneira podemos usar os resultados obtidos para o Modelo 3.2. Neste caso a taxa
ba´sica de reproduc¸a˜o do v´ırus na presenc¸a do IP sera´
Rp0 =
βλkp
dau
=
βλk(1− ηp)
dau
= (1− ηp)R0.
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Teorema 4.9. O Sistema (4.4) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0, 0
)
e
X2 =
(
λ
dRp0
,
du
βkp
(Rp0 − 1) ,
d
β
(Rp0 − 1) ,
d
β
ηp
1− ηp (R
p
0 − 1)
)
.
Demonstrac¸a˜o: De maneira ana´loga a` procedida para encontrar os pontos de equil´ıbrio
de (3.2) obtemos x = λ/d, y = v = 0 ou x = λ/(dRp0), y = du/(βkp) (R
p
0 − 1) e v =
d/β (Rp0 − 1). Considerando o primeiro caso, a equac¸a˜o ηpky−uh = ηpkpy/(1−ηp)−uh = 0
garante −uh = 0, isto e´ h = 0. Assim encontramos o ponto de equil´ıbrio X1. Da segunda
possibilidade e da equac¸a˜o ηpkpy/(1− ηp)− uh = 0 temos
h =
ηpkp
u(1− ηp)
du
βkp
(Rp0 − 1) =
d
β
ηp
1− ηp (R
p
0 − 1)
donde obtemos o ponto de equil´ıbrio X2.
Lema 4.10. Seja (x∗, y∗, v∗, h∗) um ponto de equil´ıbrio do Sistema (4.4). Enta˜o toda
soluc¸a˜o do Sistema (4.4) com condic¸a˜o inicial em
A = {(x∗, y∗, v∗, h∗) + µe4;µ ∈ R} ∩ R4>0
aproxima-se do ponto de equil´ıbrio (x∗, y∗, v∗, h∗) quanto t tende ao infinito.
Demonstrac¸a˜o: Sejam (x0, y0, v0, h0) ∈ A e φt(x0, y0, v0, h0) a soluc¸a˜o do Sistema (4.4)
que passa por este ponto. Enta˜o x0 = x∗, y0 = y∗ e v0 = v∗. Como (x∗, y∗, v∗, h∗) e´ ponto
de equil´ıbrio do Sistema (4.4) temos
d
dt
φt(x
0, y0, v0, h0) =
(
0, 0, 0, h˙
)
onde h˙ = ηpky
∗ − uh. Isto garante que φt(x0, y0, v0, h0) ∈ A para todo t > 0. Logo a
soluc¸a˜o φt(x
0, y0, v0, h0) devera´ ser da forma (x∗, y∗, v∗, h∗) + h(t) onde h(t) e´ a soluc¸a˜o
da equac¸a˜o diferencial ordina´ria h˙ = ηpky
∗ − uh com condic¸a˜o inicial h(0) = h0, ou seja
h(t) = e−tu
(
h0 − ηpky
∗
u
)
+
ηpky
∗
u
.
Assim
lim
t→∞
h(t) =
ηpky
∗
u
= h∗∀i ∈ N .
Portanto
lim
t→∞
φt(x
0, y0, v0, h0) = (x∗, y∗, v∗, h∗).
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Teorema 4.11. Toda soluc¸a˜o φ : [t0,+∞)→ R4 da Equac¸a˜o Diferencial Ordina´ria (4.4)
tal que
φt0 = (x0, y0, v0, h0) ∈ R4>0
e´ limitada e φt ∈ R4>0 para todo instante t > t0. Ale´m disso o Sistema (4.4) definido no
octante na˜o negativo de R4 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
p
0 6 1 e
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
p
0 > 1.
Demonstrac¸a˜o: A limitac¸a˜o de φt ∈ R4 segue imediato do resultado de estabilidade para
o Sistema (3.2). Segue dete mesmo resultado que as soluc¸o˜es do Sistema (4.4) definido
no octante na˜o negativo de R4 e com condic¸o˜es iniciais em seu interior ira˜o se aproximar
do maior conjunto positivamente invariante em:
(i) {X1 + µe4;µ ∈ R} ∩ R4>0 se a taxa ba´sica de reproduc¸a˜o Rp0 6 1;
(ii) {X2 + µe4;µ ∈ R} ∩ R4>0 se a taxa ba´sica de reproduc¸a˜o Rp0 > 1 .
Usando o Lema 4.10 segue o resultado desejado.
Observe que o inibidor propiciou que a exigeˆncia para o equil´ıbrio livre do v´ırus di-
minu´ısse pois
Rp0 = R0(1− ηp) < R0
e portanto a carga viral do equil´ıbrio endeˆmico reduziu:
d
β
(Rp0 − 1) <
d
β
(R0 − 1).
Transcriptase Reversa
Se tomamos kt = (1− ηt)k, o Sistema (4.5) fica na forma
x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = kty − uv
Desta maneira podemos usar os resultados obtidos para o Modelo 3.2. Como a taxa
ba´sica de reproduc¸a˜o de um v´ırus e´ o nu´mero de v´ırus secunda´rios originados de um v´ırus
introduzido na populac¸a˜o quando esta possui apenas indiv´ıduos suscet´ıveis, temos que a
taxa ba´sica de reproduc¸a˜o do retrov´ırus na presenc¸a do ITR sera´
Rt0 =
βλkt
dau
=
βλk(1− ηt)
dau
= (1− ηt)R0.
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Teorema 4.12. O Sistema (4.5) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0
)
e
X2 =
(
λ
dRt0
,
du
βkt
(
Rt0 − 1
)
,
d
β
(
Rt0 − 1
))
.
Temos ainda que toda soluc¸a˜o φ : [t0,+∞)→ R3 da Equac¸a˜o Diferencial Ordina´ria (4.5)
tal que
φt0 = (x0, y0, v0) ∈ R3>0
e´ limitada e φt ∈ R3>0 para todo instante t > t0. Ale´m disso o Sistema (4.5) definido no
octante na˜o negativo de R3 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
t
0 6 1 e
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
t
0 > 1 .
Observe que neste caso a condic¸a˜o para que o ponto de equil´ıbrio X1 seja globalmente
assintoticamente esta´vel e´ menos exigente que na auseˆncia do inibidor pois
Rt0 = R0(1− ηt) < R0.
Ale´m disso a carga viral do equil´ıbrio endeˆmico sera´ reduzida:
d
β
(Rt0 − 1) <
d
β
(R0 − 1).
Fusa˜o
Se tomarmos βf = (1− ηf )β, o Sistema (4.6) fica na forma
x˙ = λ− dx− βfxv
y˙ = βfxv − ay
v˙ = ky − uv
Desta maneira podemos usar os resultados obtidos para o Modelo 3.2. A taxa ba´sica de
reproduc¸a˜o do v´ırus na presenc¸a do IF sera´
Rt0 =
βfλk
dau
=
β(1− ηf )λk
dau
= (1− ηf )R0.
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Teorema 4.13. O Sistema (4.6) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0
)
e
X2 =
(
λ
dRf0
,
du
βfk
(
Rf0 − 1
)
,
d
βf
(
Rf0 − 1
))
.
Temos ainda que toda soluc¸a˜o φ : [t0,+∞)→ R3 da Equac¸a˜o Diferencial Ordina´ria (4.6)
tal que
φt0 = (x0, y0, v0) ∈ R3>0
e´ limitada e φt ∈ R3>0 para todo instante t > t0. Ale´m disso o Sistema (4.6) definido no
octante na˜o negativo de R3 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
f
0 6 1 e,
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
f
0 > 1 .
Observe que a condic¸a˜o para que o ponto de equil´ıbrio X1 seja globalmente assintoti-
camente esta´vel e´ menos exigente que na auseˆncia do inibidor pois
Rf0 = R0(1− ηf ) < R0
e a carga viral do equil´ıbrio endeˆmico sera´ reduzida:
d
β
(Rf0 − 1) <
d
β
(R0 − 1).
4.5 Inibidores Combinados
Tratamentos com inibidores combinados teˆm sido mais eficazes no combate aos retrov´ırus
como o HIV. Segundo as recomendac¸o˜es do Programa Nacional de DST e AIDS do Mi-
niste´rio da Sau´de Brasileiro [29] a terapia inicial contra o HIV deve incluir a combinac¸a˜o
de dois Inibidores de Transcriptase Reversa ou um Inibidor de Transcriptase Reversa com
um Inibidor de Protease. Entre as vantagens da utilizac¸a˜o de Inibidores de Protease na
terapia inauguralesta´ o menor risco de mutac¸a˜o que confiram resisteˆncia viral.
A efica´cia da terapia da infecc¸a˜o pelo HIV tem melhorado consideravelmente mas ha´
pacientes que apresentam v´ırus resistentes e que necessitam de novos esquemas antirre-
trovirais, denominados “esquemas de resgate”. Diferente da terapia inicial, ha´ escassez de
recomendac¸o˜es consensuais espec´ıficas para escolha de esquemas de resgate. Isso se deve
a` relativa careˆncia de ensaios cl´ınicos que tenham comparado diferentes estrate´gias de
resgate recrutando grande nu´mero de pacientes. Segundo as recomendac¸o˜es do Programa
Nacional de DST e AIDS [29]
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“Uma nova droga com grande potencial de atividade deve ser utilizada (por exemplo, de
uma classe ainda na˜o usada previamente), preferencialmente, se puder ser associada a pelo
menos uma outra droga plenamente ativa ou a alguma droga com potencial de atividade
parcial. Drogas, ainda que potentes, quando usadas isoladamente ou em associac¸a˜o a
drogas para as quais ja´ ha´ resisteˆncia, produzem resposta inferior tanto na proporc¸a˜o
de indetecc¸a˜o da carga viral, quanto em termos de durac¸a˜o da resposta. A efica´cia do
esquema de resgate aumenta progressivamente com o nu´mero de drogas ativas. Em va´rios
estudos cl´ınicos, a melhor resposta virolo´gica foi atingida com a combinac¸a˜o de treˆs drogas
ativas. A adic¸a˜o de mais de treˆs drogas ativas na˜o demonstrou vantagens nos va´rios
estudos publicados...”
O Inibidor de Fusa˜o e´ indicada para terapia de resgate (exclusivamente) e deve fazer
parte de um esquema que contenha, no mı´nimo, outras duas drogas ativas. Seu mecanismo
de ac¸a˜o e´ diferente das demais classes e, por isso, na˜o ha´ resisteˆncia cruzada. A grande
desvantagem desse Inibidor e´ o seu alto custo. Para informac¸o˜es mais detalhadas vide
[29].
Consideramos nesta sec¸a˜o as poss´ıveis combinac¸o˜es dos Inibidores de Transcriptase
Reversa, Protease e Fusa˜o, no caso em que estes inibidores na˜o sa˜o perfeitos. Desta
forma, as constantes de efica´cia dos inibidores (ηt, ηp, ηf ) assumira˜o valores no intervalo
(0, 1).
Ana´lise dos Modelos
Protease e Transcriptase Reversa

x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = (1− ηp)k(1− ηt)y − uv
h˙ = ηpky − uh
(4.7)
Tomando ktp = (1 − ηp)k(1 − ηt) e observando que h na˜o interfere nas treˆs primeiras
equac¸o˜es, o sistema pode ser escrito na forma
x˙ = λ− dx− βxv
y˙ = βxv − ay
v˙ = ktpy − uv
Neste caso a taxa ba´sica de reproduc¸a˜o do v´ırus sera´:
Rtp0 =
βλktp
dau
=
βλk
dau
(1− ηp)(1− ηt) = (1− ηp)(1− ηt)R0.
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Lema 4.14. Seja (x∗, y∗, v∗, h∗) um ponto de equil´ıbrio do Sistema (4.7). Enta˜o toda
soluc¸a˜o do Sistema (4.7) com condic¸a˜o inicial em
A = {(x∗, y∗, v∗, h∗) + µe4;µ ∈ R} ∩ R4>0
aproxima-se do ponto de equil´ıbrio (x∗, y∗, v∗, h∗) quanto t tende ao infinito.
A demonstrac¸a˜o deste lema e´ totalmente ana´loga a demonstrac¸a˜o do Lema 4.10.
Utilizando os resultados obtidos para o Sistema (3.2) e o Lema 4.14 obtemos:
Teorema 4.15. O Sistema (4.7) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0
)
e
X2 =
(
λ
dRtp0
,
du
βktp
(
Rtp0 − 1
)
,
d
β
(
Rtp0 − 1
)
,
d
β
ηp
(1− ηp)k(1− ηt)
(
Rtp0 − 1
))
.
Temos ainda que toda soluc¸a˜o φ : [t0,+∞)→ R4 da Equac¸a˜o Diferencial Ordina´ria (4.7)
tal que
φt0 = (x0, y0, v0, h0) ∈ R4>0
e´ limitada e φt ∈ R4>0 para todo instante t > t0. Ale´m disso o Sistema (4.7) definido no
octante na˜o negativo de R4 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
tp
0 6 1 e
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
tp
0 > 1.
Protease e Fusa˜o

x˙ = λ− dx− (1− ηf )βxv
y˙ = (1− ηf )βxv − ay
v˙ = (1− ηp)ky − uv
h˙ = ηpky − uh
(4.8)
Como h na˜o interfere nas treˆs primeiras equac¸o˜es, tomando kpf = k(1 − ηp) e βpf =
(1− ηf )β podemos reescrever o Sistema (4.8) na forma
x˙ = λ− dx− βpfxv
y˙ = βpfxv − ay
v˙ = kpfy − uv
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A taxa ba´sica de reproduc¸a˜o do v´ırus sera´:
Rpf0 =
βpfλkpf
dau
=
βλk
dau
(1− ηp)(1− ηf ) = (1− ηp)(1− ηt)R0.
Lema 4.16. Seja (x∗, y∗, v∗, h∗) um ponto de equil´ıbrio do Sistema (4.8). Enta˜o toda
soluc¸a˜o do Sistema (4.8) com condic¸a˜o inicial em
A = {(x∗, y∗, v∗, h∗) + µe4;µ ∈ R} ∩ R4>0
aproxima-se do ponto de equil´ıbrio (x∗, y∗, v∗, h∗) quanto t tende ao infinito.
A demonstrac¸a˜o deste lema e´ totalmente ana´loga a demonstrac¸a˜o do Lema 4.10.
Utilizando os resultados obtidos para o Sistema (3.2) e o Lema 4.16 obtemos:
Teorema 4.17. O Sistema (4.8) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0
)
e
X2 =
(
λ
dRpf0
,
du
βpfkpf
(
Rpf0 − 1
)
,
d
βpf
(
Rpf0 − 1
)
,
d
βpf
ηp
(1− ηp)
(
Rpf0 − 1
))
.
Temos ainda que toda soluc¸a˜o φ : [t0,+∞)→ R4 da Equac¸a˜o Diferencial Ordina´ria (4.8)
tal que
φt0 = (x0, y0, v0, h0) ∈ R4>0
e´ limitada e φt ∈ R4>0 para todo instante t > t0. Ale´m disso o Sistema (4.8) definido no
octante na˜o negativo de R4 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
pf
0 6 1 e
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
pf
0 > 1.
Transcriptase Reversa e Fusa˜o

x˙ = λ− dx− (1− ηf )βxv
y˙ = (1− ηf )βxv − ay
v˙ = k(1− ηt)y − uv
(4.9)
Tomando ktf = k(1− ηt), βtf = (1− ηf )β o Sistema 4.9 pode ser escrito na forma
x˙ = λ− dx− βtfxv
y˙ = βtfxv − ay
v˙ = ktfy − uv
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A taxa ba´sica de reproduc¸a˜o do v´ırus sera´:
Rtf0 =
βtfλktf
dau
=
βλk
dau
(1− ηf )(1− ηt) = (1− ηf )(1− ηt)R0.
Utilizando os resultados obtidos para o Sistema (3.2) obtemos:
Teorema 4.18. O Sistema (4.9) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0
)
e
X2 =
(
λ
dRtf0
,
du
βtfktf
(
Rtf0 − 1
)
,
d
βtf
(
Rtf0 − 1
))
.
Temos ainda que toda soluc¸a˜o φ : [t0,+∞)→ R3 da Equac¸a˜o Diferencial Ordina´ria (4.7)
tal que
φt0 = (x0, y0, v0, h0) ∈ R3>0
e´ limitada e φt ∈ R3>0 para todo instante t > t0. Ale´m disso o Sistema (4.9) definido no
octante na˜o negativo de R3 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
tf
0 6 1 e
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
tf
0 > 1.
Protease, Transcriptase Reversa e Fusa˜o

x˙ = λ− dx− (1− ηf )βxv
y˙ = (1− ηf )βxv − ay
v˙ = (1− ηp)k(1− ηt)y − uv
h˙ = ηpky − uh
(4.10)
Esquematicamente, a dinaˆmica pode ser representada pela figura abaixo
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O que acontecera´ se considerarmos a eficieˆncia de algum dos inibidores nula?
Reca´ıremos em algum dos modelos ja´ abordados:
Caso Sistema Equivalente
ηt = ηp = ηf = 0 sem Inibidores (3.2)
ηt = ηp = 0 com IF (4.6)
ηt = ηf = 0 com IP (4.4)
ηp = ηf = 0 com ITR (4.5)
ηt = 0 com IP e IF (4.8)
ηp = 0 com ITR e IF (4.9)
ηf = 0 com IP e IF (4.8)
Consideramos enta˜o 0 < ηt, ηp, ηf < 1. Escolhendo kptf = (1 − ηp)k(1 − ηt) e βtpf =
(1 − ηf )β e como h na˜o interfere nas treˆs primeiras equac¸o˜es, o Sistema (4.10) fica na
forma 
x˙ = λ− dx− βcxv
y˙ = βtpfxv − ay
v˙ = kptfy − uv
A taxa ba´sica de reproduc¸a˜o do v´ırus sera´:
Rptf0 =
βtpfλkptf
dau
=
βλk
dau
(1− ηt)(1− ηp)(1− ηf ) = (1− ηt)(1− ηp)(1− ηf )R0.
Lema 4.19. Seja (x∗, y∗, v∗, h∗) um ponto de equil´ıbrio do Sistema (4.10). Enta˜o toda
soluc¸a˜o do Sistema (4.10) com condic¸a˜o inicial em
A = {(x∗, y∗, v∗, h∗) + µe4;µ ∈ R} ∩ R4>0
aproxima-se do ponto de equil´ıbrio (x∗, y∗, v∗, h∗) quanto t tende ao infinito.
A demonstrac¸a˜o deste lema e´ totalmente ana´loga a demonstrac¸a˜o do Lema 4.10.
Utilizando os resultados obtidos para o Sistema (3.2) e o Lema 4.16 obtemos:
Teorema 4.20. O Sistema (4.10) possui dois pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0
)
e
X2 =
(
λ
dRptf0
,
du
βtpfkptf
(Rptf0 − 1),
d
βtpf
(Rptf0 − 1),
d
βtpf
ηp
(1− ηp)k(1− ηt)(R
ptf
0 − 1)
)
.
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Temos ainda que toda soluc¸a˜o φ : [t0,+∞)→ R4 da Equac¸a˜o Diferencial Ordina´ria (4.10)
tal que
φt0 = (x0, y0, v0, h0) ∈ R4>0
e´ limitada e φt ∈ R4>0 para todo instante t > t0. Ale´m disso o Sistema (4.10) definido no
octante na˜o negativo de R4 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
ptf
0 6 1 e
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
ptf
0 > 1.
4.6 Inibidores Combinados e Resposta Imune
Pelas ana´lises feitas neste cap´ıtulo, a combinac¸a˜o dos treˆs inibidores foi o tratamento
mais eficaz para reduzir a carga viral e propiciar mais chances de eliminar a infecc¸a˜o
(considerando os inibidores na˜o perfeitos). Abordemos agora a dnaˆmica considerando
tambe´m a defesa do pro´prio organismo hospedeiro.

x˙ = λ− dx− (1− ηf )βxv
y˙ = (1− ηf )βxv − ay − yz
v˙ = (1− ηp)k(1− ηt)y − uv
h˙ = ηpky − uh
z˙ = cyz − bz
(4.11)
Ana´lise do Modelo
Procedendo de maneira ana´loga ao modelo com inibidores e sem a resposta imunolo´gica,
podemos reduzir a ana´lise do modelo acima (excluindo a equac¸a˜o de h˙ que na˜o interfere
nas demais) na forma

x˙ = λ− dx− β′xv
y˙ = β′xv − ay − yz
v˙ = k′y − uv
z˙ = cyz − bz
(4.12)
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onde k′ = (1− ηp)k(1− ηt) e β′ = (1− ηf )β. Para este modelo temos
Rptf0 =
β′λk′
dau
= (1− ηp)(1− ηt)(1− ηf )R0,
P ptf0 =
(
1− 1
Rptf0
)
I0 e
RptfI = 1 +
Rptf0
I0
.
Lema 4.21. Seja (x∗, y∗, v∗, h∗, z∗) um ponto de equil´ıbrio do Sistema (4.11). Enta˜o toda
soluc¸a˜o do Sistema (4.11) com condic¸a˜o inicial em
A = {(x∗, y∗, v∗, h∗, z∗) + µe4;µ ∈ R} ∩ R5>0
aproxima-se do ponto de equil´ıbrio (x∗, y∗, v∗, h∗, z∗) quanto t tende ao infinito.
A demonstrac¸a˜o deste lema e´ totalmente ana´loga a demonstrac¸a˜o do Lema 4.10.
Utilizando os resultados obtidos para o Sistema (3.2) e o Lema 4.21 obtemos:
Teorema 4.22. O Sistema (4.11) possui treˆs pontos de equil´ıbrios dados por
X1 =
(
λ
d
, 0, 0, 0, 0
)
X2 =
(
λ
dRptf0
,
du
β′k′
(Rptf0 − 1),
d
β′
(Rptf0 − 1),
d
β′
(Rptf0 − 1)
ηp
(1− ηp)(1− ηt) , 0
)
X3 =
(
λ
dRI
,
λ
aI0
,
dRptf0
β′I0
,
dRptf0
β′I0
ηp
(1− ηp)(1− ηt) , a
[
Rptf0
RI
− 1
])
.
Demonstrac¸a˜o: Pelo ca´lculo dos pontos equil´ıbrio do Sistema (3.6) temos treˆs opc¸o˜es para
x, y, v e z:
1a x = λ/d e y = v = z = 0. Enta˜o a equac¸a˜o 0 = ηpky − uh = −uh garante h = 0.
Disso segue o ponto de equil´ıbrio X1.
2a x = λ/(dRptf0 ), y = λ/a
[
1− (Rptf0 )−1
]
, vd/β(Rptf0 − 1) e z = 0. Temos enta˜o
h =
ηpk
u
y =
ηpk
′
u(1− ηp)(1− ηt)
du
β′k′
(Rptf0 − 1) =
d
β′
(Rptf0 − 1)
ηp
(1− ηp)(1− ηt) .
Obtemos enta˜o o ponto de equil´ıbrio X2.
3a x = λ/(dRI), y = λ/(aI0), v = dR
ptf
0 /(β
′I0) e z = a
[
Rptf0 /RI − 1
]
. Novamente da
equac¸a˜o ηpky − uh = 0 obtemos
h =
ηpk
u
y =
ηpk
′
u(1− ηp)(1− ηt)
λ
aI0
=
dRptf0
β′I0
ηp
(1− ηp)(1− ηt)
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Com isso obtemos o ponto de equil´ıbrio X3.
Observe que o Sistema 4.12 e´ o mesmo sistema que (3.6), donde podemos concluir as
seguintes propriedades:
Teorema 4.23. Toda soluc¸a˜o φ : [t0,+∞)→ R5 da Equac¸a˜o Diferencial Ordina´ria (4.11)
tal que
φt0 = (x0, y0, v0, h0, z0) ∈ R5>0
e´ limitada e φt ∈ R5>0 para todo instante t > t0. Ale´m disso o Sistema (4.11) definido no
octante na˜o negativo de R5 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
ptf
0 6 1; e
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
ptf
0 > 1.
4.7 Inibidores Combinados, Lateˆncia e Resposta I-
mune
Unindo os Sistemas 3.8 e 4.11 obtemos o modelo considerando o per´ıodo de lateˆncia, a
resposta do sistema imunolo´gico e os inibidores combinados:

x˙ = λ− dx− (1− ηf )βxv
w˙ = (1− ηf )βxv − sw
y˙ = rw − ay − yz
v˙ = (1− ηp)k(1− ηt)y − uv
h˙ = ηpky − uh
z˙ = cyz − bz
(4.13)
Ana´lise do Modelo
Como h na˜o interfere nas equac¸o˜es da variac¸a˜o das demais concentrac¸o˜es, tomando k′ =
(1− ηp)k(11− ηt) e β′ = (1− ηf )β podemos reduzir a nossa ana´lise ao modelo

x˙ = λ− dx− β′xv
w˙ = β′xv − sw
y˙ = rw − ay − yz
v˙ = k′y − uv
z˙ = cyz − bz
(4.14)
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Mas este modelo e´ exatamente o mesmo que (3.8), donde podemos concluir as propri-
edades de estabilidade. Vejamos que, neste caso, teremos
R′0 =
β′λk′r
daus
= (1− ηp)(1− ηt)(1− ηf )βλkr
daus
= (1− ηp)(1− ηt)(1− ηf )Rl0
I ′0 =
cλr
das
= I l0
P ′0 =
(
1− 1
R′0
)
I l0 e
R′I = 1 +
R′0
I l0
.
Pontos de Equil´ıbrio
Teorema 4.24. O Sistema (4.13) possui treˆs pontos de equil´ıbrio:
X1 =
(
λ
d
, 0, 0, 0, 0, 0
)
,
X2 =
(
λ
dR′0
,
dau
β′k′r
(R′0 − 1),
du
β′k′
(R′0 − 1) ,
d
β′
(R′0 − 1), (R′0 − 1)
d
β′
η, 0
)
e
X3 =
(
λ
dR′I
,
λR′0
sI l0R
′
I
,
rλ
saI l0
,
dR′0
βI l0
,
dR′0
β′I l0
η, a
(
R′0
I l0
− 1
))
,
onde
η =
ηp
(1− ηp)(1− ηt) .
Demonstrac¸a˜o: Pelo Teorema 3.14 temos treˆs opc¸o˜es para x,w, y, v e z:
1a x = λ/d e y = w = v = z = 0. Enta˜o a equac¸a˜o 0 = ηpky − uh = −uh garante h = 0.
Disso segue o ponto de equil´ıbrio X1.
2a x = λ/(dR′0), w = dau/(βkr)(R
′
0−1), y = du/(βk) (R′0 − 1), v = d/β(R′0−1) e z = 0.
Temos enta˜o
h =
ηpk
u
y =
ηpk
′
u(1− ηp)(1− ηt)
du
β′k′
(R′0 − 1) =
d
β′
(R′0 − 1)
ηp
(1− ηp)(1− ηt) .
Obtemos enta˜o o ponto de equil´ıbrio X2.
3a x = λ/(dR′I),w = λR
′
0/(sI
l
0R
′
I), y = λ/(aI
l
0), v = dR
′
0/(β
′I l0) e z = a
[
R′0
R′I
− 1
]
.
Novamente da equac¸a˜o ηpky − uh = 0 obtemos
h =
ηpk
u
y =
ηpk
′
u(1− ηp)(1− ηt)
rλ
saI0
=
dR′0
β′I l0
ηp
(1− ηp)(1− ηt)
Com isso obtemos o ponto de equil´ıbrio X3.
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Estabilidade das Soluc¸o˜es
Teorema 4.25. Toda soluc¸a˜o φ : [t0,+∞)→ R6 da Equac¸a˜o Diferencial Ordina´ria (4.13)
tal que
φt0 = (x0, w0, y0, v0, h0, z0) ∈ R6>0
e´ limitada e φt ∈ R6>0 para todo instante t > t0. Ale´m disso o Sistema (4.11) definido no
octante na˜o negativo de R6 e com condic¸o˜es iniciais em seu interior sempre possui um
ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X1 se a taxa ba´sica de reproduc¸a˜o R
′
0 6 1,
(ii) X2 se a taxa ba´sica de reproduc¸a˜o R
′
0 > 1 e e a taxa ba´sica de reduc¸a˜o P
′
0 6 1 e
(iii) X3 se a taxa ba´sica de reduc¸a˜o P
′
0 > 1.
4.8 Concluso˜es
Os modelos para dinaˆmicas virais com introduc¸a˜o de inibidores perfeitos possui um u´nico
ponto de equil´ıbrio cuja concentrac¸a˜o de ce´lulas suscet´ıveis coincidem com a concetrac¸a˜o
para a dinaˆmica sem infecc¸a˜o viral: λ/d. As demais concentrac¸o˜es, no equil´ıbrio, sa˜o
nulas. Este ponto e´ globalmente assintoticamente esta´vel independente da taxa ba´sica de
reproduc¸a˜o e da taxa ba´sica de defesa. Isto significa que qualquer soluc¸a˜o, independente
da condic¸a˜o inicial, tendera´ a este ponto a longo prazo. Em termos biolo´gicos a presenc¸a
de inibidores representa a erradicac¸a˜o da infecc¸a˜o. Como comentamos anteriormente na˜o
existem inibidores artificiais perfeitos, de forma que estes modelos descrevem uma situac¸a˜o
hipote´tica.
Para os modelos considerando os inibidores na˜o perfeitos obtivemos resultados bas-
tante similares aos dos modelos do Cap´ıtulo 3, isto e´, a permaneˆncia da infecc¸a˜o dependera´
diretamente das taxas ba´sicas de reproduc¸a˜o e de ataque. Se a taxa ba´sica de reproduc¸a˜o
for menor que ou igual a 1, a concentrac¸a˜o de ce´lulas suscet´ıveis tendera´ a λ/d. Como ja´
vimos, λ/d e´ a concentrac¸a˜o de ce´lulas suscet´ıveis no ponto de de equil´ıbrio na auseˆncia de
infecc¸a˜o viral. Se a taxa ba´sica de reproduc¸a˜o for superior a 1 teremos que a infecc¸a˜o ira´
persistir no organismo. No caso dos modelos que consideram a resposta do sistema imu-
nolo´gico teremos que o sistema imunolo´gico tendera´ a continuar combatendo a infecc¸a˜o
se a taxa ba´sica de reduc¸a˜o do v´ırus for superior a 1.
Para facilitar a comparac¸a˜o consideramos neste cap´ıtulo a seguinte notac¸a˜o para as
taxas ba´sicas de reproduc¸a˜o do v´ırus:
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Dinaˆmica Notac¸a˜o Valor
Ba´sica R0
βλk
dau
IP Rp0 R0(1− ηp)
ITR Rt0 R0(1− ηt)
IF Rf0 R0(1− ηf )
IP e ITR Rpt0 R0(1− ηp)(1− ηt)
IP e IF Rpf0 R0(1− ηp)(1− ηf )
ITR e IF Rtf0 R0(1− ηt)(1− ηf )
Inibidores Combinados∗ Rptf0 R0(1− ηp)(1− ηt)(1− ηf )
Inibidores Combinados∗,
Resposta Imune e Lateˆncia R′0
r
s
Rptf0
∗
IP, ITR e IF.
Como as constantes ηp, ηt e ηf ∈ (0, 1), pois denotam a efica´cia dos inibidores, e
r/a < 1 temos que
R′0 < R
ptf
0 <

Rpt0
Rpf0
Rtf0
<

Rp0
Rt0
Rf0
< R0.
Conclui-se disto que as constantes η que denotam a eficieˆncia dos inibidores sa˜o fun-
damentais para a reduc¸a˜o da taxa ba´sica de crescimento do v´ırus. Ale´m disso, para o
modelo considerando a resposta do sistema imunolo´gico, teremos que a carga viral dos
equil´ıbrios endeˆmicos sera˜o reduzidos:
Carga viral no equil´ıbrio endeˆmico sem combate do organismo:
com Inibidores → d
β′ (R
′
0 − 1)
= d
(1−ηf )β [(1− ηp)(1− ηt)(1− ηf )Rl0 − 1]
= d
(1−ηf )β [(1− ηp)(1− ηt)(1− ηf )Rl0 − 1]
= d
β
(1− ηp)(1− ηt)Rl0 − d(1−ηf )β
< d
β
Rl0 − d(1−ηf )β
< d
β
Rl0 − dβ ← sem Inibidores
Carga viral no equil´ıbrio endeˆmico com combate do organismo:
com Inibidores → dR′0
β′Il0
η
=
dRl0
(1−ηf )βIl0
(1− ηp)(1− ηt)(1− ηf ) ηp(1−ηp)(1−ηt)
=
dRl0
βIl0
ηp
<
dRl0
βIl0
(1− ηf ) ← sem Inibidores
Portanto os inibidores podem auxiliar a reduzir a taxa ba´sica a ponto de eliminar a
infecc¸a˜o ou, ao menos, podera´ reduzir a carga viral. Ale´m disso a combinac¸a˜o de inibidores
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mostra-se mais efetiva que o uso de apenas um inibidor. Este fato e´ bastante relevante pois
os inibidores causam efeitos colaterais ao paciente. Enta˜o para obter a mesma reduc¸a˜o
na carga viral pode-se aplicar uma quantidade maior de um inibidor (aumentando a sua
eficieˆncia) ou combina´-lo com outros, de acordo com o que for mais bene´fico ao paciente.
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Cap´ıtulo 5
Dinaˆmica do Vı´rus in Vivo com
Variac¸a˜o Antigeˆnica
O v´ırus pode sofrer alterac¸o˜es na sua composic¸a˜o gerando novas estirpes, isto auxilia-
o a escapar do combate do sistema imunolo´gico como descrevemos no Cap´ıtulo 1. O
organismo desencadeia enta˜o uma nova resposta imunolo´gica, isto e´, ativa a produc¸a˜o
de diferentes ce´lulas de defesa para combater esta nova estirpe. Nowak & Bangham [19]
propuseram um modelo para descrever esse encadeamento de novas estirpes de v´ırus e
novas ce´lulas de defesa. Exceto para as ce´lulas suscet´ıveis, as equac¸o˜es individuais sa˜o
descritas da mesma maneira que nos modelos para uma u´nica estirpe, como descrevemos
no Cap´ıtulo 3. Considerando que todas as variantes do v´ırus ataquem o mesmo tipo de
ce´lula (caso contra´rio ter´ıamos apenas n modelos repetidos), a concentrac¸a˜o de ce´lulas
suscet´ıveis ira´ reduzir de acordo com a taxa de infecciosidade de cada estirpe.
Souza & Zubelli [25] provaram as propriedades de estabilidade para este modelo, o
que esta´ detalhado na Sec¸a˜o 5.1. Na Sec¸a˜o 5.2 estendemos o modelo acima para o caso
em que as estirpes possam entrar no per´ıodo de lateˆncia e provamos as propriedades de
estabilidade ana´logas as obtidas por Souza & Zubelli [25] para o modelo sem lateˆncia. Fi-
nalizamos propondo um sistema que modela a dinaˆmica com todas as varia´veis citadas ao
longo do texto: ce´lulas suscet´ıveis, infectadas no per´ıodo latente e infectadas produzindo
v´ırions; Inibidores de Protease, Transcriptase Reversa e Fusa˜o; e n variac¸o˜es antigeˆnicas.
A descric¸a˜o deste modelo bem como a sua ana´lise sa˜o apresentadas na Sec¸a˜o 5.3 e sa˜o
originais deste trabalho.
Lembramos que a propriedade de positividade dos modelos apresentados neste trabalho
seguem como caso particular da Proposic¸a˜o 5.17.
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5.1 Com Resposta Imune
O modelo proposto por Nowak & Bangham [19] considera que as constantes a, u, c e b
na˜o dependem do tipo de v´ırus, isto e´, o tempo me´dio de vida das ce´lulas infectadas, dos
v´ırions e das ce´lulas de defesa sera˜o as mesmas independente da estirpe do v´ırus:
x˙ = λ− dx− x∑ni=1 βivi
y˙i = βixvi − ayi − yizi
v˙i = kyi − uvi
z˙i = cyizi − bzi
Uma generalizac¸a˜o natural deste modelo foi proposta por Souza & Zubelli [25]:
x˙ = λ− dx− x∑ni=1 βivi
y˙i = βixvi − aiyi − yizi
v˙i = kiyi − uivi
z˙i = ciyizi − bizi
(5.1)
Note que, se definirmos
vi =
vik
ki
, βi =
kiβi
k
onde k e´ uma constante positiva qualquer, temos
x˙ = λ− dx− x
n∑
i=1
βi
k
ki
vi
ki
k
= λ− dx− x
n∑
i=1
βivi;
y˙i = xβi
k
ki
vi
ki
k
− aiyi − yizi = xβivi − aiyi − yizi e
v˙i =
k
ki
v˙i = kyi − uivi.
Assim o Sistema (5.1) e´ equivalente ao sistema
x˙ = λ− dx− x∑ni=1 βivi
y˙i = βixvi − aiyi − yizi
v˙i = kyi − uivi
z˙i = ciyizi − bizi
(5.2)
para i = 1, ..., n. Esse sistema possui 3n+1 equac¸o˜es, logo estamos trabalhando em R3n+1.
Denotemos nesta sec¸a˜o o octante na˜o negativo de R3n+1 por Ω e seu interior por Ω>0.
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Ana´lise do Modelo
Resultados Preliminares
Cada estirpe possuira´ suas pro´prias taxas ba´sicas. Generalizando o obtido no modelo com
resposta imunolo´gica sem a variac¸a˜o antigeˆnica, temos:
Ri0 =
βiλk
daiui
I i0 =
ciλ
aibi
RiI = 1 +
Ri0
I i0
P i0 =
(
1− 1
Ri0
)
I i0
Sem perda de generalidade podemos assumir que as taxas ba´sicas de reproduc¸a˜o dos n
v´ırus esta˜o indexadas em ordem decrescente, isto e´,
Ri0 > Ri+10
para i = 1, 2, ..., n− 1. Denotemos o conjunto de todos os ı´ndices por N := {1, 2, ..., n}.
Dado um conjunto de ı´ndices I ⊆ N usaremos a seguinte notac¸a˜o:
ρI0 :=
∑
i∈{I}
Ri0
I i0
.
Nos cap´ıtulos anteriores a taxa ba´sica de reduc¸a˜o do v´ırus foi determinante para a
caracterizac¸a˜o das propriedades globais de estabilidade, sendo que o sistema imunolo´gico
continuara´ agindo a longo prazo se P0 > 1. Podemos dizer que, neste caso, a resposta do
sistema imunolo´gico e´ ”forte“. Para o modelo considerando variac¸o˜es antigeˆnicas teremos
n taxas de reduc¸a˜o do v´ırus: P i0. Por isso e´ conveniente definirmos o conjunto de ı´ndices
tais que a taxa ba´sica de reduc¸a˜o do v´ırus seja superior a 1.
Definic¸a˜o 5.1. O conjunto de resposta forte de N e´ o conjunto S tal que
S = {i ∈ N ;P i0 > 1}.
Neste texto S sempre denotara´ o conjunto de resposta forte de N .
E´ natural esperar que, em alguns casos, o sistema imunolo´gico tenha uma resposta
mais agressiva quanto mais agressivo for o v´ırion. Em termos das taxas ba´sicas estamos
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supondo que I i0 > I i+10 para todo i = 1, ..., n− 1. Ter´ıamos assim que
P i0 = I
i
0 −
1
Ri0
> I i+10 −
1
Ri+10
= P i+10
pois estamos considerando Ri0 > Ri+10 . Logo, o conjunto de resposta forte seria da forma
S = {1, ...,m} para algum m ∈ N . Esta ide´ia nos leva a seguinte definic¸a˜o:
Definic¸a˜o 5.2. Dizemos que o conjunto de resposta forte S e´ um conjunto consistente
se satisfaz a seguinte condic¸a˜o:
j ∈ S ⇒ i ∈ S; ∀i < j, i ∈ N .
Outro conjunto que sera´ u´til para explicitar os pontos de equil´ıbrio do Sistema 5.2
sera´ o conjunto de ı´ndices tais que as concentrac¸o˜es das ce´lulas de defesa correspondentes
existam no equil´ıbrio. Em outras palavras, este sera´ o conjunto de estirpes antigeˆnicas1.
Definic¸a˜o 5.3. Um conjunto I ∈ S e´ dito antigeˆnico se Ri0 > 1 + ρI0, ∀i ∈ I.
Se S 6= ∅, enta˜o existe i ∈ N tal que P i0 > 1. Assim
I i0(R
i
0 − 1)
Ri0
> 1 ⇒ Ri0 − 1 >
Ri0
I i0
⇒ Ri0 >
Ri0
I i0
+ 1 = 1 + ρ
{i}
0 .
Ou seja, {i} sera´ um conjunto antigeˆnico.
Definic¸a˜o 5.4. Um conjunto antigeˆnico I e´ dito esta´vel se Ri0 6 1 + ρI0 , ∀i /∈ I.
Estamos acompanhando a terminologia apresentada nas primeiras verso˜es do Artigo
de Souza & Zubelli [25]. Vale notar que na versa˜o final de tal artigo a terminologia
“conjunto antigeˆnico puro” foi empregada no lugar de “conjunto antigeˆnico esta´vel”.
Definic¸a˜o 5.5. Seja l o maior inteiro tal que J = {1, 2, ..., l} seja antigeˆnico. Se J 6= ∅,
ele e´ chamado de conjunto antigeˆnico maximal.
Lema 5.6. Assumindo S 6= ∅ e que as taxas ba´sicas de reproduc¸a˜o sa˜o distintas, sa˜o
va´lidas as seguintes propriedades:
1. Se existe um conjunto antigeˆnico esta´vel, enta˜o ele sera´ maximal. Em particular o
conjunto antigeˆnico esta´vel e´ u´nico.
2. Se N e´ um conjunto antigeˆnico maximal, enta˜o sera´ tambe´m esta´vel.
Demonstrac¸a˜o:
1Faz que se produzam como reac¸a˜o anticorpos espec´ıficos.
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(1) Seja I um conjunto antigeˆnico esta´vel e l o seu maior elemento. Tomemos um ı´ndice
k tal que 1 6 k < l. Da hipo´tese Ri0 > Ri+10 segue
Rk0 > R
l
0 ≥ 1 + ρI0
pois l ∈ I. Disso e do fato de I ser esta´vel segue que k ∈ I. Logo I e´ da forma
{1, 2, ..., l}. Consideremos agora J o conjunto antigeˆnico maximal. Pela definic¸a˜o
de J temos I ⊆ J . Se I 6= J enta˜o {1, 2, ..., l, l + 1} ⊆ J , do que segue
Rl+10 > 1 + ρJ0 = 1 + ρI0 +
∑
i∈J−I
Ri0
I i0
> 1 + ρI0 .
Isto implica que l + 1 ∈ I pois I e´ esta´vel. Portanto I e´ maximal. E´ fa´cil ver
que um conjunto maximal e´ u´nico, donde segue a unicidade do conjunto antigeˆnico
esta´vel.
(2) Consequeˆncia direta da definic¸a˜o de conjunto antigeˆnico esta´vel.
Pontos de Equil´ıbrio
Os pontos de equil´ıbrio do Sistema (5.2) dependem significativamente da distinc¸a˜o das
taxas ba´sicas de reproduc¸a˜o dos v´ırus. Consideramos primeiro o caso em que sa˜o todas
distintas: Ri0 > R
i+1
0 para i = 1, 2, ..., n− 1.
Para descrever os pontos de equil´ıbrio sera´ conveniente usar a seguinte notac¸a˜o para
ı´ndices: (jJ ) onde J e´ um subconjunto de N e j = 0, 1, ..., n com j /∈ J . Denotamos
enta˜o os pontos de equil´ıbrio por
XjJ =
(
xjJ , y1jJ , ..., y
n
jJ , v
1
jJ , ..., v
n
jJ , z
1
jJ , ..., z
n
jJ
)
.
O conjunto J representa as estirpes que, no equil´ıbrio, permanecem sendo combatidas
pelo organismo e j representa a estirpe que, no equil´ıbrio, continua existindo mas que o
organismo na˜o esta´ combatendo. Na demonstrac¸a˜o do teorema abaixo provamos que esta
estirpe, se existir, e´ u´nica.
Teorema 5.7. Considerando as taxas ba´sicas de reproduc¸a˜o de cada estirpe do v´ırus
distintas, o Sistema (5.2) possui 2n−1(2 + n) pontos de equil´ıbrio XjJ descritos por:
1. J = ∅ e j = 0
x0∅ =
λ
d
yi0∅ = v
i
0∅ = z
i
0∅ = 0, ∀i ∈ N
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2. J = ∅ e 1 6 j 6 n
xj∅ =
λ
d
1
Rj0
yij∅ =
{
λ
ai
(
1− 1
Ri0
)
se i = j
0 se i 6= j
vij∅ =
{
d
βi
(Ri0 − 1) se i = j
0 se i 6= j
zij∅ = 0, ∀i ∈ N
3. J 6= ∅ e j = 0
x0J =
λ
d
1
(1 + ρJ0 )
yi0J =
{
λ
ai
1
Ii0
se i ∈ J
0 se i /∈ J
vi0J =
{
d
βi
Ri0
Ii0
se i ∈ J
0 se i /∈ J
zi0J =
{
ai
(
Ri0
1+ρJ0
− 1
)
se i ∈ J
0 se i /∈ J
4. J 6= ∅ e 1 6 j 6 n com j /∈ J
xjJ =
λ
d
1
Rj0
yijJ =

λ
ai
(
1− 1+ρJ0
Ri0
)
se i = j
λ
ai
1
Ii0
se i ∈ J
0 se i /∈ J e i 6= j
vijJ =

d
βi
(Ri0 − 1− ρJ0 ) se i = j
d
βi
Ri0
Ii0
se i ∈ J
0 se i /∈ J e i 6= j
zijJ =
 ai
(
Ri0
Rj0
− 1
)
se i ∈ J
0 se i /∈ J
Demonstrac¸a˜o: Encontremos os pontos equil´ıbrio resolvendo o seguinte sistema de 3n+ 1
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equac¸o˜es 
(i) λ− dx− x∑ni=1 βivi = 0
(ii) βixvi − aiyi − yizi = 0
(iii) kyi − uivi = 0
(iv) ciyizi − bizi = 0
(5.3)
onde i = 1, ..., n. Separemos em dois casos: (1) zi = 0, para todo i ∈ N , e (2) caso
contra´rio.
(1) Como zi = 0, ∀i, temos que (iv) ja´ esta´ sendo satisfeita e o u´ltimo termo das
equac¸o˜es (ii) ira´ desaparecer. Assim para cada i devemos ter vi = kyi/ui, donde se
segue as seguintes possibilidades:
(1a) Se yi = 0, ∀i, temos vi = 0, ∀i,⇒ x = λ/d. Este e´ o ponto X0∅.
(1b) Se existe apenas um ı´ndice j ∈ N tal que yj 6= 0 temos yi = vi = 0, ∀i 6= j e
λ− dx− βjvj = 0
βjxvj − ajyj = 0
kjyj − ujvj = 0
⇒ x = λ
dRj0
, yj =
λ
aj
(
1− 1
Rj0
)
e vj =
kλ
ujaj
(
1− 1
Rj0
)
=
d
βj
(Rj0 − 1).
Estas sa˜o as coordenadas do ponto Xj∅.
(1c) Se existe mais de um ı´ndice j tal que yj 6= 0, temos que suas taxas ba´sicas de
reproduc¸a˜o sera˜o iguais, o que, por hipo´tese, e´ absurdo. De fato, sejam j1 e j2
ı´ndices em N tais que yj1 6= 0 e yj2 6= 0. Devemos ter
βj1xvj1 − aj1yj1 = 0 e βj2xvj2 − aj2yj2 = 0.
Ou ainda,
x =
aj1uj1
kβj1
=
aj2uj2
kβj2
⇒ d
λ
aj1uj1
kβj1
=
d
λ
aj2uj2
kβj2
⇒ Rj10 = Rj20 .
(2) Seja J = {i ∈ N ; zi 6= 0}. Como estamos supondo que os zi na˜o sa˜o todos nulos
temos J 6= ∅. De maneira ana´loga ao do item (1c) temos que na˜o pode existir mais
do que um ı´ndice j /∈ J tal que yj 6= 0. Desta forma temos apenas as seguintes
possibilidades:
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(2a) yi = vi = 0, ∀i /∈ J . Precisamos resolver as equac¸o˜es de (5.3) para i ∈ J . Como
zi 6= 0, ∀i ∈ J temos de (iv)
yi =
bi
ci
=
aibiλ
aiciλ
=
λ
ai
1
I i0
, i ∈ J .
Substituindo em (iii):
vi =
kλ
uiaiI i0
=
d
βi
Ri0
I i0
i ∈ J
e de (i):
x = λ.
(
d+
∑
i∈J
βi
dRi0
βiI i0
)−1
=
λ
d
1
1 + ρJ0
i ∈ J .
Usando (ii) segue que para todo i ∈ J :
zi =
xβivi − aiyi
yi
=
(
λ
d
1
1 + ρJ0
βi
d
βi
Ri0
I i0
)
(
λ
ai
1
I i0
)−1 − ai
=
aiR
i
0
1 + ρJ0
− ai = ai
(
Ri0
1 + ρJ0
− 1
)
.
Essas sa˜o as coordenadas do ponto X0J com J 6= ∅.
(2b) ∃!j /∈ J tal que yj 6= 0. Ja´ temos que zi = 0, ∀i /∈ J , yi = vi = 0 para i /∈ J
e i 6= j. Para i ∈ J , o ca´lculo de yi e vi sa˜o exatamente os mesmos feitos em (2a)
donde
yi =
λ
ai
1
I i0
e vi =
d
βi
Ri0
I i0
.
Como yj 6= 0 e zj = 0 pois j /∈ J , da j-e´sima equac¸a˜o de (ii) e de vj = kyj/uj temos
xβjvj − ajyj = 0 ⇒ xβj kyj
uj
− ajyj = 0 ⇒ xβj k
uj
− aj = 0 ⇒ x = λ
d
1
Rj0
.
Usando (iv) e os valores ja´ encontrados de vi e yi temos, para i /∈ J ,
zj =
xβivi − aiyi
yi
=
λRi0
Rj0I
i
0
aiI
i
0
λ
− ai = ai
(
Ri0
Rj0
− 1
)
.
Calculemos agora vj e yj
λ− dx− x
(∑
i∈J
βivi + βjvj
)
= 0 ⇒ λ− dx
x
−
∑
i∈J
βivi = βjvj
⇒ λ− dλ/(dR
j
0)
λ/(dRj0)
−
∑
i∈J
βi
d
βi
Ri0
I i0
= βjvj
⇒ vj = d
βj
(
Rj0 − 1− ρJ0
)
;
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yj =
uj
k
vj =
λ
Rj0aj
(
Rj0 − 1− ρJ0
)
=
λ
aj
(
1− 1
Rj0
− ρ
J
0
Rj0
)
.
Essas sa˜o as coordenadas do ponto XjJ onde J /∈ ∅ e 1 6 j 6 n e j /∈ J .
Basta verificar agora que foram descritos 2n−1(2 + n) pontos. Observe que
N o elementos em J possibilidades para J possibilidades de j
0 C0n (n+1)
1 C1n (n+1)-1
2 C2n (n+1)-2
... ... ...
n-1 Cn−1n (n+1)-(n-1)
n Cnn (n+1)-n
Assim, a quantidade de pontos descritos e´
n∑
k=0
Ckn[(n+ 1)− k] =
n∑
k=0
Cknn+
n∑
k=0
Ckn −
n∑
k=0
Ckn
= n2n + 2n − n2n−1
= 2n−1(n+ 2).
Note que, se na˜o considerarmos as taxas distintas na˜o podemos garantir a existeˆncia de
apenas um j que na˜o pertencesse a J . Desta forma, ale´m dos pontos equil´ıbrio descritos
acima podera˜o existir outros mas que na˜o sera´ simples explicita´-los.
Estabilidade das Soluc¸o˜es para Ri0 Distintos
Lema 5.8. O u´nico conjunto positivamente invariante por (3.6) contido no conjunto
E =
{
X0∅ +
2n+1∑
i=2
µiei
}
∩ Ω
e´ o ponto de equil´ıbrio X0∅.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Seja A ⊆ E
um conjunto positivamente invariante por (5.2). Dado X ∈ A devemos ter
d
dt
φt(X) ⊥ E⊥
para todo t > 0. Como e1 ⊥ E. segue
λ− dx∗ − x∗
∑
i∈N
βivi = 0⇒
∑
i∈N
βivi = 0
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Como βivi nunca sera´ negativo, o somato´rio so´ podera´ ser nulo se cada termo o for, donde,
vi = 0 para todo i ∈ N . Assim A deve estar contido num conjunto da forma{
X0∅ +
n+1∑
i=2
µiei
}
∩ Ω.
Temos assim que os vetores ei, para i = n + 2, ..., 2n + 1 sa˜o ortogonais a este conjunto,
donde
0 = kyi − uivi = kyi ⇒ yi = 0
para todo i ∈ N . Segue enta˜o que A = X0∅.
Lema 5.9. O u´nico conjunto positivamente invariante por (3.6) contido no conjunto
E =
{
X1∅ + µ
(
e2 +
k
u1
e2+n
)
+ γe2+2n +
n+1∑
i=3
(νiei)
}
∩ Ω
e´ o ponto de equil´ıbrio X1∅.
Demonstrac¸a˜o: Seja A ⊆ E um conjunto positivamente invariante por (5.2). Dado X ∈ A
devemos ter
d
dt
φt(X) ⊥ E⊥
para todo t > 0. Como e1 ⊥ E. segue
0 = λ− dx∗ − x∗
∑
i∈N
βivi = λ− dx∗ − x∗β1v1
o que garante v1 = v
∗
1. Mas y1 = u1v1/kv1 = u1v
∗
1/k = y
∗
1. Assim A deve estar contido
num conjunto da forma
E ′ =
{
X1∅ + γe2+2n +
n+1∑
i=3
(νiei)
}
∩ Ω.
Como e2 ⊥ E ′ segue
0 = β1x
∗v∗1 + a1y
∗
1 − y∗1z1 = −y∗1z1,
donde z1 = 0. Ale´m disso ei, com i = n+ 2, ..., 2n+ 1, e´ ortogonal a E
′, donde
0 = kyi − uivi = kyi ⇒ yi = 0, ∀i = 2, ..., n
Segue enta˜o que A = X1∅.
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Lema 5.10. O u´nico conjunto positivamente invariante por (3.6) contido no conjunto
E =
{
X0N +
n+1∑
i=2
µi
(
ei +
k
ui
ei+n
)
+
3n+1∑
i=2n+1
γiei
}
∩ Ω
e´ o ponto de equil´ıbrio X0N .
Demonstrac¸a˜o: Seja A ⊆ E um conjunto positivamente invariante por (5.2), enta˜o, dado
X ∈ A devemos ter
d
dt
φt(X) ⊥ E⊥
para todo t > 0. Como e1 ⊥ E segue
λ− dx∗ − x∗
∑
i∈N
βivi = 0.
Se vi = 0 para todo i ∈ N ter´ıamos x∗ = λ/d, o que e´ absurdo. Logo, existe i ∈ N tal
que vi 6= 0. Seja L = {i ∈ N ; vi 6= 0}. Temos que −(k/ui)ei+1 + ei+1+n ∈ E⊥ para todo
i ∈ N , logo
−kβix∗vi
ui
+
kaiyi
ui
+
kyizi
ui
+ kyi − uivi = 0.
Mas yi = uivi/k, donde
−kβix∗
ui
+ ai + zi = 0 ⇒ zi = kβix
∗
ui
− ai = z∗i , ∀i ∈ L.
Mas se zi = z
∗
i , enta˜o ei+1+2n ∈ E⊥, donde yi = bi/ci = y∗i e ainda, vi = v∗i ,∀i ∈ L. Sendo
assim
x∗ =
λ
d+
∑
i∈N βivi
=
λ
d
(
1 +
1
d
∑
i∈L
βiv
∗
i
)−1
=
λ
d
(
1 +
∑
i∈L
Ri0
I i0
)−1
.
Usando o valor de x∗ temos
∑
i∈LR
i
0/I
i
0 = ρ
N
0 . Mas os termos do somato´rio sa˜o todos po-
sitivos, isto so´ sera´ poss´ıvel se L = N . Segue portanto que o u´nico conjunto positivamente
invariante contido em E e´ o ponto de equil´ıbrio X0N .
Lema 5.11. Seja J = {1, 2, ..., j − 1} e Rj0 > 1 + ρJ0 . O u´nico conjunto positivamente
invariante por (3.6) contido no conjunto
E =
{
XjJ +
j+1∑
i=2
µi
(
ei +
k
ui
ei+n
)
+
2n+1∑
i=j+n+2
γiei +
2n+j∑
i=2n+2
ηiei
}
∩ Ω
e´ o ponto de equil´ıbrio XjJ .
Demonstrac¸a˜o: Seja A ⊆ E um conjunto positivamente invariante por (5.2), enta˜o, dado
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X ∈ A devemos ter
d
dt
φt(X) ⊥ E⊥
para todo t > 0. Como en+1+i ⊥ E para i = j + 1, ..., n temos
βixvi = 0 ⇒ vi = 0
para todo i = j + 1, ..., n. Disso e do fato que e1 ⊥ E, segue-se que
λ− dx∗ − x∗
∑
i∈J
βivi − x∗βjvj = 0.
Se vi = 0 para todo i ∈ J ∪{j} ter´ıamos x∗ = λ/d, o que e´ absurdo. Logo, existe i ∈ J ∪
{j} tal que vi 6= 0. Seja L = {i ∈ J ∪{j}; vi 6= 0}. Temos que −(k/ui)ei+1 + ei+1+n ∈ E⊥
para todo i ∈ J ∪ {j}, logo
−kβix∗vi
ui
+
kaiyi
ui
+
kyizi
ui
+ kyi − uivi = 0.
Mas yi = uivi/k em J ∪ {j}, donde
−kβix∗
ui
+ ai + zi = 0 ⇒ zi = kβix
∗
ui
− ai = z∗i , ∀i ∈ L.
Temos ainda e2n+1+i ∈ E⊥ para todo i ∈ J∪{j}, donde yi = bi/ci = y∗i e vi = v∗i , ∀i ∈ L.
Note ainda que
λ
dRj0
= x∗ =
λ
d+
∑
i∈L βivi
=
λ
d
1 + 1
d
∑
i∈L−{j}
βi
dRi0
βiI i0
+
1
d
βjvj
−1
=
λ
d
1 + ∑
i∈L−{j}
Ri0
I i0
+
1
d
βjvj
−1
=
λ
d
(
1 + ρ
L−{j}
0 +
1
d
βjvj
)−1
donde Rj0 = 1+ρ
L−{j}
0 +d
−1βjvj. Se vj = 0, enta˜o dever´ıamos ter R
j
0 = 1+ρ
L−{j}
0 > 1+ρ
J
0 ,
o que implica ρ
L−{j}
0 > 1 + ρ
J
0 . Isto e´ absurdo pois L − {j} ⊆ J . Logo vj 6= 0 e assim
Rj0 = 1 + ρ
L−{j}
0 + R
j
0 − 1 − ρJ0 , donde L − {j} = J e o u´nico conjunto positivamente
invariante contido em E e´ o ponto de equil´ıbrio XjJ .
Teorema 5.12. Se o conjunto de resposta forte S e´ consistente, enta˜o o Sistema (5.2)
definido no octante na˜o negativo e com condic¸o˜es iniciais em seu interior sempre possui
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um ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X0∅ se R10 6 1;
(ii) X1∅ se R10 > 1 e P
1
0 6 1;
(iii) Se P 10 > 1, seja J o conjunto antigeˆnico maximal.
(a) X0J se J e´ esta´vel;
(b) XjJ se J na˜o e´ esta´vel, onde j e´ o menor inteiro fora de J tal que Rj0 > 1+ρJ0 .
Demonstrac¸a˜o: Consideremos a func¸a˜o escalar V : Ω → R definida por (2.7), onde as
constantes θ relativas as coordenadas x e yi sera˜o 1, as constantes θ relativas as coordena-
das vi sera˜o chamada de Θi e sera˜o escolhidas conforme o ponto equil´ıbrio e as constantes
θ relativas as coordenadas zi valera˜o 1/ci. Pela Proposic¸a˜o 2.18 basta mostrarmos que
V˙ (X) 6 0 em Ω e que o u´nico subconjunto de E = {X ∈ Ω; V˙ (X) = 0} positiva-
mente invariante por (5.2) e´ o ponto equil´ıbrio em questa˜o. Usando a Proposic¸a˜o 2.17 e
a Equac¸a˜o (5.2) temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
βivix
∗ −
∑
i∈N
aiyi −
∑
i∈N
βixviy
∗
i
yi
+
∑
i∈N
aiy
∗
i
+
∑
i∈N
ziy
∗
i +
∑
i∈N
Θikyi −
∑
i∈N
Θiuivi −
∑
i∈N
Θikyiv
∗
i
vi
+
∑
i∈N
Θiuiv
∗
i
−
∑
i∈N
bizi
ci
−
∑
i∈N
yiz
∗
i +
∑
i∈N
biz
∗
i
ci
. (5.4)
(i) Consideremos X∗ = X0∅ e Θi = ai/k. Por (5.4) temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
βivix
∗ −
∑
i∈N
ai
k
uivi −
∑
i∈N
bizi
ci
Substituindo X0∅ segue
V˙ (X) = λ− dx− λ
2
dx
+ λ+
λ
d
∑
i∈N
βivi −
∑
i∈N
ai
k
uivi −
∑
i∈N
bizi
ci
= 2λ− dx− λ
2
dx
+
λ
d
∑
i∈N
βivi − λ
d
∑
i∈N
βivi
Ri0
− λ
∑
i∈N
zi
aiI i0
= 2λ− dx− λ
2
dx
+
λ
d
∑
i∈N
βivi
(
1− 1
Ri0
)
− λ
∑
i∈N
zi
aiI i0
.
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Como 1 > R10 > Ri0, ∀i ∈ N , temos que (1− 1/Ri0) 6 0, ∀i ∈ N , donde
V˙ (X) 6 2λ− dx− λ
2
dx
− λ
∑
i∈N
zi
aiI i0
.
Mas
2λ− dx− λ
2
dx
=
−1
dx
(λ− dx) 6 0
e, como zi > 0, segue que V˙ (X) 6 0. Portanto V e´ func¸a˜o de Lyapunov. Ale´m disso,
como E ⊆ Ω ∩X∗ e V˙ (X) = 0 somente se zi = 0 para todo i ∈ N , segue que E = X0∅.
(ii) Tomemos agora X∗ = X1∅ e Θi = ai/k. Por (5.4) temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
βivix
∗ −
∑
i∈N
aiyi − β1xv1y
∗
1
y1
+ a1y
∗
1 + z1y
∗
1
+
∑
i∈N
aiyi −
∑
i∈N
ai
k
uivi − a1y1v
∗
1
v1
+
a1
k
u1v
∗
1 −
∑
i∈N
bizi
ci
− y1z∗1 +
b1z
∗
1
c1
= λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
βivix
∗ − β1xv1y
∗
1
y1
+ a1y
∗
1 + z1y
∗
1
−
∑
i∈N
ai
k
uivi − a1y1v
∗
1
v1
+
a1
k
u1v
∗
1 −
∑
i∈N
bizi
ci
= V˙1(X) + V˙2(X)
onde
V˙1(X) = λ− dx− λx
∗
x
+ dx∗ − β1xv1y
∗
1
y1
+ a1y
∗
1 −
a1y1v
∗
1
v1
+
a1
k
u1v
∗
1
+z1y
∗
1 + β1v1x
∗ − a1
k
u1v1 − b1z1
c1
V˙2(X) =
∑
i∈N−{1}
βivix
∗ −
∑
i∈N−{1}
ai
k
uivi −
∑
i∈N−{1}
bizi
ci
.
Observe que V˙1(X) e´ exatamente a func¸a˜o de Lyapunov usada na demonstrac¸a˜o da parte
(ii) do Teorema 3.9, bem como as hipo´teses deste item tambe´m coincidem, de forma que
temos V˙1(X) 6 0 sendo a igualdade va´lida se, e somente se, x = x∗ e v∗1y1 = y∗1v1.
Substituindo X1∅ em V˙2(X) temos
V˙2(X) =
∑
i∈N−{1}
βivi
λ
dR10
−
∑
i∈N−{1}
ai
k
uivi −
∑
i∈N−{1}
bizi
ci
=
λ
d
∑
i∈N−{1}
βivi
(
1
R10
− 1
Ri0
)
−
∑
i∈N−{1}
bizi
ci
.
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De R10 > R
i
0 para todo i temos que 1/R
1
0 − 1/Ri0 < 0 e, como V˙ (X) esta´ definida em Ω,
temos vi > 0. Ale´m disso, bizi/ci > 0 para todo i ∈ N . Assim V˙2(X) 6 0. A igualdade
sera´ va´lida se, e somente se, vi = zi = 0 para todo i ∈ N − {1}.
Das estimativas de V˙1(X) e V˙2(X) temos que V˙ (X) 6 0, o que garante que V e´ func¸a˜o
de Lyapunov. A igualdade sera´ va´lida se, e somente se, x = x∗, v∗1y1 = y
∗
1v1 e vi = zi = 0
para todo i ∈ N−{1}. Pelo Lema 5.9 temos que o u´nico conjunto positivamente invariante
que satisfaz tais condic¸o˜es e´ ponto equil´ıbrio X1∅.
(iii)(a) Escolhamos X∗ = X0J . A ide´ia da demonstrac¸a˜o deste item e´ essencialmente
a mesma da prova do item (iii) do Teorema 3.9. Observe que as coordenadas dos pontos de
equil´ıbrio deste modelo, com i ∈ J , sa˜o similares aos do modelo anterior, com a “troca”de
RI = 1 +R0/I0 por 1 + ρ
J
0 .
Tomemos Θi = βix
∗/ui. Como y∗i = v
∗
i = z
∗
i = 0 para todo i /∈ J , de (5.4) segue
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
βivix
∗ −
∑
i∈N
aiyi −
∑
i∈J
βixviy
∗
i
yi
+
∑
i∈J
aiy
∗
i
+
∑
i∈J
ziy
∗
i +
∑
i∈N
βix
∗
ui
kyi −
∑
i∈N
βix
∗vi −
∑
i∈J
βix
∗kyiv∗i
uivi
+
∑
i∈J
βix
∗v∗i
−
∑
i∈N
bizi
ci
−
∑
i∈J
yiz
∗
i +
∑
i∈J
biz
∗
i
ci
= λ− dx− λx
∗
x
+ dx∗ −
∑
i∈N
aiyi −
∑
i∈J
βixviy
∗
i
yi
+
∑
i∈J
aiy
∗
i
+
∑
i∈J
ziy
∗
i +
∑
i∈N
βix
∗
ui
kyi −
∑
i∈J
βix
∗kyiv∗i
uivi
+
∑
i∈J
βix
∗v∗i
−
∑
i∈N
bizi
ci
−
∑
i∈J
yiz
∗
i +
∑
i∈J
biz
∗
i
ci
.
Como, para todo i ∈ J ,
ziy
∗
i =
bi
ci
zi, yiz
∗
i = aiy
(
Ri0
1 + ρJ0
− 1
)
e
x∗βik
ui
yi − aiyi = aiyi
(
Ri0
1 + ρJ0
− 1
)
segue
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N−J
aiyi
(
Ri0
1 + ρJ0
− 1
)
−
∑
i∈J
βixviy
∗
i
yi
+
∑
i∈J
aiy
∗
i −
∑
i∈J
βix
∗kyiv∗i
uivi
+
∑
i∈J
βix
∗v∗i −
∑
i∈N−J
bizi
ci
+
∑
i∈J
biz
∗
i
ci
= V˙1(X) + V˙2(X)
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onde
V˙1(X) =
∑
i∈N−J
aiyi
(
Ri0
1 + ρJ0
− 1
)
−
∑
i∈N−J
bizi
ci
V˙2(X) = λ− dx− λx
∗
x
+ dx∗ −
∑
i∈J
βixviy
∗
i
yi
+
∑
i∈J
aiy
∗
i −
∑
i∈J
βix
∗kyiv∗i
uivi
+
∑
i∈J
βix
∗v∗i +
∑
i∈J
biz
∗
i
ci
.
Por hipo´tese temos que J e´ um conjunto antigeˆnico esta´vel, donde
Ri0
1 + ρJ0
− 1 < 0, ∀i /∈ J
e assim ∑
i∈N−J
aiyi
(
Ri0
1 + ρJ0
− 1
)
6 0
sendo a igualdade va´lida se, e somente se, J = N . E´ imediato que outro termo de V˙1(X)
e´ na˜o positivo e, sera´ nulo somente se J = N . Portanto V˙1(X) 6 0 com a igualdade
va´lida se, e somente se, J = N .
Analisemos V˙2(X):
V˙2(X) = λ+ dx
∗ +
∑
i∈J
(
aiy
∗
i + βix
∗v∗i +
biz
∗
i
ci
)
−
∑
i∈J
(
βixviy
∗
i
yi
+
βix
∗kyiv∗i
uivi
)
−dx− λx
∗
x
= λ+ dx∗ +
∑
i∈J
(
aiy
∗
i + βix
∗v∗i +
biz
∗
i
ci
)
−
∑
i∈J
(
βixviy
∗
i
yi
+
βix
∗kyiv∗i
uivi
)
−λ
2
∑
i∈J R
i
0/I
i
0
dx(1 + ρJ0 )2
− dx− λx
∗
x
+
λ2ρJ0
dx(1 + ρJ0 )2
.
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Manipulemos a expressa˜o de V˙2(X) por partes:
V˙2A(X) := λ+ dx
∗ +
∑
i∈J
(
aiy
∗
i + βix
∗v∗i +
biz
∗
i
ci
)
= λ+
λ
1 + ρJ0
+
∑
i∈J
(
λ
I i0
+
λ
1 + ρJ0
Ri0
I i0
+
aibi
ci
[
Ri0
1 + ρJ0
− 1
])
= λ+
λ
1 + ρJ0
+
∑
i∈J
(
λ
I i0
+
λ
1 + ρJ0
Ri0
I i0
+
λ
I i0
[
Ri0
1 + ρJ0
− 1
])
= λ+
λ
1 + ρJ0
+
2λ
1 + ρJ0
∑
i∈J
Ri0
I i0
= λ− λ
1 + ρJ0
+
2λ
1 + ρJ0
(
1 +
∑
i∈J
Ri0
I i0
)
= 3λ− λ
1 + ρJ0
.
V˙2Bi(X) :=
βixviy
∗
i
yi
+
βix
∗kyiv∗i
uivi
+
λ2Ri0/I
i
0
dx(1 + ρJ0 )2
=
βixviλ
aiI i0yi
+
λkyiR
i
0
I i0uivi(ρ
J
0 )
+
λ2Ri0/I
i
0
dx(1 + ρJ0 )
=
λRi0/I
i
0
(1 + ρJ0 )
(
βixvi(1 + ρ
J
0 )
aiRi0yi
+
kyi
uivi
+
λ
dx(1 + ρJ0 )
)
=
λRi0/I
i
0
(1 + ρJ0 )
(
xvidui(1 + ρ
J
0 )
λkyi
+
kyi
uivi
+
λ
dx(1 + ρJ0 )
)
=
λRi0/I
i
0
(1 + ρJ0 )
(
(xvidui)
2(1 + ρJ0 )
2 + (kyi)
2λdx(1 + ρJ0 ) + λ
2kyiuivi
λkyiuividx(1 + ρ
J
0 )
)
> 3 λR
i
0/I
i
0
(1 + ρJ0 )
.
A desigualdade segue do Lema 2.19 sendo que a igualdade sera´ va´lida, se e somente
se,x∗2kyiuivi = u2ix
2v2i = k
2y2i x
∗
ix.
V˙2C(X) := dx+
λx∗
x
− λ
2ρJ0
dx(1 + ρJ0 )2
Como (
dx− λ
1 + ρJ0
)2
> 0
segue
(dx)2 +
λ2
(1 + ρJ0 )2
> 2dx λ
1 + ρJ0
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ou ainda V˙2C(X) > 2λ/(1+ρJ0 ), sendo a igualdade va´lida, se e somente se dx = λ/(1+ρJ0 ),
isto e´, x = x∗. Agrupando as estimativas feitas em V˙2A(X), V˙2ABi(X) e V˙2C(X), obtemos
V˙2(X) = V˙2A(X)−
∑
i∈J
V˙2Bi(X)− V˙2C(X)
6 3λ− λ
1 + ρJ0
−
∑
i∈J
3
λRi0/I
i
0
(1 + ρJ0 )
− 2 λ
1 + ρJ0
= 3λ− 3λ ρ
J
0
(1 + ρJ0 )
− 3 λ
1 + ρJ0
= 0.
Como V˙ (X) = V˙1(X) + V˙2, segue que, para J 6= N , V˙ (X) < 0, caso contra´rio V˙ (X) 6 0
sendo a igualdade va´lida somente se x = x∗ e vi/yi = k/ui para todo i ∈ J . Temos enta˜o
que V e´ func¸a˜o de Lyapunov e, pelo Lema 5.10, o ponto equil´ıbrio X0J e´ o maior conjunto
positivamente invariante em E.
(iii)(b) Como J na˜o e´ esta´vel e o conjunto de resposta forte e´ na˜o vazio (1 ∈ S), pelo
Lema 5.6 temos que J 6= N . Disso e da definic¸a˜o de conjunto antigeˆnico esta´vel, segue
que existe um menor ı´ndice j tal que Rj0 > 1 + ρ
J
0 . Observe que este e´ o menor ı´ndice
em N − J := J c pois, se existisse um ı´ndice l ∈ J c tal que l < j, pela definic¸a˜o de j
dever´ıamos ter que Rl0 < 1+ρ
J
0 . Mas R
j
0 < R
l
0, donde ter´ıamos R
j
0 < 1+ρ
J
0 , contrariando
a escolha de j. Consideraremos X∗ = XjJ , Θi = x∗βi/ui para i 6= j e Θj = aj/k. Logo,
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
βivix
∗ −
∑
i∈N
aiyi −
∑
i∈J
βixviy
∗
i
yi
− βjxvjy
∗
j
yj
+
∑
i∈J
aiy
∗
i + ajy
∗
j +
∑
i∈J
ziy
∗
i + zjy
∗
j +
∑
i∈N−{j}
x∗βi
ui
kyi + ajyj
−
∑
i∈N−{j}
x∗βivi − aj
k
ujvj −
∑
i∈J
x∗βikyiv∗i
uivi
− ajyjv
∗
j
vj
+
∑
i∈J
x∗βiv∗i
+
aj
k
ujv
∗
j −
∑
i∈N
bizi
ci
−
∑
i∈J
yiz
∗
i +
∑
i∈J
biz
∗
i
ci
.
Para todo i ∈ J temos ziy∗i = zibi/ci e yiz∗i = aiyi
(
Ri0/R
j
0 − 1
)
. Ale´m disso, para i ∈ N ,
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temos x∗βikyi/ui − aiyi = aiyi
(
Ri0/R
j
0 − 1
)
. Disso e de algumas simplificac¸o˜es, segue
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + βjvjx∗ +
∑
i∈J c−{j}
aiyi
(
Ri0
Rj0
− 1
)
−
∑
i∈J
βixviy
∗
i
yi
−βjxvjy
∗
j
yj
+
∑
i∈J
aiy
∗
i + ajy
∗
j + zjy
∗
j −
aj
k
ujvj −
∑
i∈J
x∗βikyiv∗i
uivi
−ajyjv
∗
j
vj
+
∑
i∈J
x∗βiv∗i +
aj
k
ujv
∗
j −
∑
i∈J c
bizi
ci
+
∑
i∈J
biz
∗
i
ci
= V˙1(X) + V˙2(X)
onde
V˙1(X) = λ− dx− λx
∗
x
+ dx∗ + βjvjx∗ −
∑
i∈J
βixviy
∗
i
yi
− βjxvjy
∗
j
yj
+
∑
i∈J
aiy
∗
i + ajy
∗
j + zjy
∗
j −
aj
k
ujvj −
∑
i∈J
x∗βikyiv∗i
uivi
−ajyjv
∗
j
vj
+
∑
i∈J
x∗βiv∗i +
aj
k
ujv
∗
j −
bjzj
cj
+
∑
i∈J
biz
∗
i
ci
V˙2(X) =
∑
i∈J c−{j}
aiyi
(
Ri0
Rj0
− 1
)
−
∑
i∈J c−{j}
bizi
ci
.
Como j < i para todo i ∈ J c − j, temos que Ri0 < Rj0 e V˙2 6 0. Substituamos x∗, y∗i , v∗i e
z∗i em V˙1(X):
V˙1(X) = λ− dx− λ
2
dxRj0
+
λ
Rj0
+
βjvjλ
dRj0
−
∑
i∈J
βixviλ
yiaiI i0
− βjxvjλ
yjaj
(
1− 1 + ρ
J
0
Rj0
)
+
∑
i∈J
λ
I i0
+ λ
(
1− 1 + ρ
J
0
Rj0
)
+
zjλ
aj
(
1− 1 + ρ
J
0
Rj0
)
− aj
k
ujvj
−
∑
i∈J
λkyiR
i
0
Rj0uiviI
i
0
− ajyjd
vjβj
(Rj0 − 1− ρJ0 ) +
∑
i∈J
λRi0
Rj0I
i
0
+
ajujd
kβj
(Rj0 − 1− ρJ0 )−
bjzj
cj
+
∑
i∈J
biai
ci
(
Ri0
Rj0
− 1
)
.
Usando as definic¸o˜es de Rj0, I
i
0 e ρ
J
0 conseguimos fazer algumas simplificac¸o˜es, donde
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temos
V˙1(X) = λ− dx− λ
2
dxRj0
+
λ
Rj0
−
∑
i∈J
βixviλ
yiaiI i0
− βjxvjλ
yjaj
(
1− 1 + ρ
J
0
Rj0
)
+2λ
(
1− 1 + ρ
J
0
Rj0
)
+
zjλ
aj
(
1− 1 + ρ
J
0
Rj0
)
−
∑
i∈J
λkyiR
i
0
Rj0uiviI
i
0
−ajyjdR
j
0
vjβj
(
1− 1 + ρ
J
0
Rj0
)
+ 2
λ
Rj0
ρJ0 −
zjλ
ajI
j
0
.
Somando
0 = λ
(
−1 + ρ
J
0
Rj0
)
+
λ
Rj0
+
λρJ0
Rj0
+
λ2
dxRj0
(
1 + ρJ0
Rj0
)
− λ
2
dxRj0
2 −
λ2ρJ0
dxRj0
2
e reagrupando os termos obtemos
V˙1(X) =
(
1− 1 + ρ
J
0
Rj0
)[
3λ− λ
2
dxRj0
− βjxvjλ
yjaj
− ajyjdR
j
0
vjβj
]
+
λ
Rj0
+
λρJ0
Rj0
− λ
2
dxRj0
2 −
λ2ρJ0
dxRj0
2 − dx+
λ
Rj0
−
∑
i∈J
βixviλ
yiaiI i0
−
∑
i∈J
λkyiR
i
0
Rj0uiviI
i
0
+ 2
λ
Rj0
ρJ0 +
zjλ
aj
(
1− 1 + ρ
J
0
Rj0
− 1
Ij0
)
= V˙1A(X) + V˙1B(X) + V˙1C(X)
onde V˙1A(X), V˙1B(X) e V˙1C(X) sera˜o detalhados abaixo.
V˙1A(X) :=
(
1− 1 + ρ
J
0
Rj0
)[
3λ− λ
2
dxRj0
− βjxvjλ
yjaj
− ajyjdR
j
0
vjβj
]
+
2λ
Rj0
− λ
2
dxRj0
2 − dx
=
(
1− 1 + ρ
J
0
Rj0
)[
3λ− λ
2
dxRj0
− βjxvjλ
yjaj
− ajyjdR
j
0
vjβj
]
− 1
dx
(
dx− λ
Rj0
)2
6 0.
De fato, pela definic¸a˜o de j temos Rj0 > 1 + ρ
J
0 e pelo Lema 2.19
λ/(dxRj0) + βjxvj/(yjaj) + ajyjdR
j
0/(λvjβj) > 3λ
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onde o u´ltimo termo e´ visivelmente na˜o positivo.
V˙1B(X) := 3
λρJ0
Rj0
− λ
2ρJ0
dxRj0
2 −
∑
i∈J
βixviλ
yiaiI i0
−
∑
i∈J
λkyiR
i
0
Rj0uiviI
i
0
=
λ
Rj0
∑
i∈J
Ri0
I i0
(
3− λ
dxRj0
− βixviR
j
0
yiaiRi0
− kyi
uivi
)
=
λ
Rj0
∑
i∈J
Ri0
I i0
(
3− λ
dxRj0
− xviR
j
0dui
yiλk
− kyi
uivi
)
6 0.
De fato, pelo Lema 2.19
λ/(dxRj0) + xviR
j
0dui/(yiλk) + kyi/(uivi) > 3
para cada i ∈ J . Por u´ltimo
V˙1C(X) :=
zjλ
aj
(
1− 1 + ρ
J
0
Rj0
− 1
Ij0
)
=
zjλ
aj
1
Rj0
(
Rj0 − 1− ρJ0 −
Rj0
Ij0
)
.
Se j pertence ao conjunto de resposta forte (S), enta˜o
Rj0 − 1− ρJ0 −
Rj0
Ij0
= Rj0 − 1− ρJ∪{j}0 < 0
pois, caso contra´rio, J na˜o seria maximal.
Se j /∈ S, enta˜o P j0 6 1, isto e´, Rj0 − 1 6 Rj0/Ij0 , donde
Rj0 − 1− ρJ0 −
Rj0
Ij0
6 −ρJ0 < 0.
Assim, V˙1C(X) 6 0.
Portanto V˙ (X) 6 0. A igualdade so´ sera´ va´lida quando V˙1A(X) = V˙1B(X) =
V˙1C(X) = V˙2(X) = 0. Observe que V˙2(X) = 0 somente se yi = vi = 0 para todo
i ∈ J c − {j}. Para que V˙1A(X) = 0 precisamos que x = x∗ e λ/(dxRj0) + βjxvj/(yjaj) +
ajyjdR
j
0/(vjβjλ) = 3. Mas para x = x
∗ isto e´ o mesmo que
βjx
∗vj
yjaj
+
ajyj
vjβjX∗
= 2
ou ainda, vj = kyj/uj. Para V˙1B(X) = 0, precisamos
λyiλkuivi = dxR
j
0xviR
j
0du
2
i vi = kyiyiλkdxR
j
0
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para todo i ∈ J . Usando x = x∗ devemos ter vi = kyi/ui para todo i ∈ J . Por u´ltimo
V˙1C(X) = 0 se e somente se zj = 0. Logo o conjunto onde V˙ = 0 e´
E =
{
XjJ +
j+1∑
i=2
µi
(
ei +
k
ui
ei+n
)
+
2n+1∑
i=j+n+2
γiei +
3n+1∑
i=2n+2
ηiei
}
∩ Ω
Mas o Lema 5.11 garante que o u´nico conjunto positivamente invariante em E e´ o ponto
XjJ , o que conclui o resultado.
Estabilidade das Soluc¸o˜es para Ri0 Arbitra´rios
Considerando que as taxas de reproduc¸a˜o das diferentes estirpes (ordenadas decrescente-
mente) possam coincidir, os pontos de equil´ıbrio descritos no Teorema 5.7 continuara˜o a
existir, mas podera˜o existir outros os quais na˜o podemos explicitar. Em termos biolo´gicos,
a desigualdade estrita das taxas de reproduc¸a˜o das estirpes significa que apenas uma es-
tirpe pode continuar a existir num equil´ıbrio sem ser combatida pelo sistema imunolo´gico.
Note que na demonstrac¸a˜o do item (i) do Teorema 5.12 na˜o usamos em momento
algum Ri0 6= Rj0 nem o fato do conjunto de resposta forte ser consistente, precisamos
apenas de Ri0 6 1 para todo i, de forma que a demonstrac¸a˜o e´ va´lida para o caso geral:
Proposic¸a˜o 5.13. Se Ri0 6 1 para todo i ∈ N , enta˜o o Sistema (5.2) definido no oc-
tante na˜o negativo e com condic¸o˜es iniciais em seu interior possui um ponto de equil´ıbrio
assintoticamente esta´vel. A saber X0∅ .
Na demonstrac¸a˜o da parte (ii) do Teorema 5.12 usamos a unicidade das taxas para
garantir que a func¸a˜o R10 6= Ri0 para todo i 6= 1, donde
∑
i∈N−{1} βizi (1/R
1
0 − 1/Ri0) = 0
e´ nulo somente se todos os zi = 0 para todo i 6= 1. Sem esta hipo´tese, o conjunto E onde
a func¸a˜o V em questa˜o possui derivada temporal nula podera´ ser outro. De qualquer
maneira, sabemos que as soluc¸o˜es devera˜o se aproximar do maior subconjunto de E posi-
tivamente invariante pelo Sistema (5.2). A proposic¸a˜o abaixo nos fornece caracter´ısticas
do conjunto do qual as soluc¸o˜es ira˜o se aproximar.
Proposic¸a˜o 5.14. Consideremos o conjunto de resposta forte S consistente. Seja Γ o
conjunto de ı´ndices i ∈ N tal que Ri0 = R10 e seja EΓ o conjunto satisfazendo
x = x∗, yi = vi = 0 i 6= Γ, yi = u1
k
vi, ∀i ∈ N ,
∑
i∈Γ
βivi = d(R
1
0−1) e zi = 0, ∀i ∈ N .
Se φt(X0) e´ uma soluc¸a˜o do Sistema (5.2) definido em Ω com condic¸a˜o inicial X0 no seu
interior, enta˜o a soluc¸a˜o se aproxima do conjunto EΓ quando t→∞.
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Demonstrac¸a˜o: Seja V : Ω→ R a func¸a˜o cont´ınua definida na parte (ii) demonstrac¸a˜o do
Teorema 5.12. Conforme tal demonstrac¸a˜o, vimos que V˙ pode ser escrita como V˙1(X) +
V˙2(X) onde
V˙1(X) = λ− dx− λx
∗
x
+ dx∗ − β1xv1y
∗
1
y1
+ a1y
∗
1 −
a1y1v
∗
1
v1
+
a1
k
u1v
∗
1
+z1y
∗
1 + β1v1x
∗ − a1
k
u1v1 − b1z1
c1
6 0
V˙2(X) =
λ
d
∑
i∈N−{1}
βivi
(
1
R10
− 1
Ri0
)
−
∑
i∈N−{1}
bizi
ci
6 0
Vimos ainda que V˙1(X) = 0 se, e somente se, x = x
∗ e y1 = u1v1/k. Como, para todo
i /∈ Γ, Ri0 < R10, temos 1/R10 − 1/Ri0 < 0. Logo V˙2(X) sera´ nula se, e somente se, zi = 0
para todo i 6= 1 e vi = 0 para todo i /∈ Γ. Seja E o conjunto que satisfaz estas condic¸o˜es. O
Teorema 2.14 de LaSalle nos garante que as soluc¸o˜es ira˜o se aproximar do maior conjunto
positivamente invariante em E. Seja A ⊆ E um conjunto positivamente invariante. Enta˜o
dado X ∈ EΓ devemos ter φt(X) ∈ A para todo t > 0. Para isto e´ necessa´rio que
d
dt
φt(X) + (X) = (Xˆ) ∈ E
ou ainda 
xˆ = λ− dx− x∑i∈N βivi + x
yˆi = βixvi − aiyi − yizi + yi
vˆi = kyi − uivi + vi
zˆi = ciyizi − bizi + zi
tal que (xˆ, yˆ, vˆ, zˆ) permanec¸a em A. Assim devemos ter x = xˆ = x∗, vi = vˆi = 0 para
todo i /∈ Γ, zi = zˆi = 0, yˆ1 = u1vˆ1/k e y1 = u1v/k. Disso e da primeira equac¸a˜o obtemos
que ∑
i∈Γ
βivi =
λ− dx∗
x∗
= d(R10 − 1).
Como 0 = vˆi = kyi − uivi + vi = kyi para todo i /∈ Γ, temos que yi = 0 para todo
i /∈ Γ. Dessa forma, o maior conjunto positivamente invariante pelo Sistema (5.2) deve
estar contido no conjunto que satisfaz
x = x∗, yi = vi = 0 i 6= Γ, y1 = u1
k
v1,
∑
i∈Γ
βivi = d(R
1
0 − 1) e zi = 0, ∀i ∈ N − {1}.
Mas observe que, como R10 > 1 e R
i
0 = R
1
0 para todo i ∈ Γ, temos que Ri0 > 1 para todo
i ∈ Γ. Ale´m disso, como o conjunto de resposta forte e´ consistente, temos que P i0 6 1
para todo i ∈ N . Desta forma, podemos proceder como acima mas trocando em V as
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coordenadas de X1∅ pelas coordenadas de Xi∅ para qualquer i ∈ Γ. Assim, fixado j ∈ Γ,
obtemos que as soluc¸o˜es em questa˜o devem se aproximar do conjunto Ej que satisfaz
x = x∗, yi = vi = 0 i 6= Γ, yj = uj
k
vj,
∑
i∈Γ
βivi = d(R
j
0 − 1) e zi = 0, ∀i ∈ N − {j}.
Portanto as soluc¸o˜es devem se aproximar de EΓ = ∩j∈ΓEj, o que conclui a proposic¸a˜o.
No caso particular em que possam existir taxas ba´sicas repetidas mas que a maior taxa
R10 seja u´nica, temos que Γ = 1 e o ponto de equil´ıbrio X1∅ continuara´ a ser globalmente
assintoticamente esta´vel.
Corola´rio 5.15. Se R10 > 1 e R
1
0 > R
i
0 para todo i ∈ N − {1}, enta˜o o Sistema (5.2)
definido no octante na˜o negativo Ω e com condic¸o˜es iniciais em seu interior possui um
ponto de equil´ıbrio assintoticamente esta´vel. A saber X1∅.
No caso em que R10 = R
i
0 para todo i ∈ N , a demonstrac¸a˜o da parte (ii) do Te-
orema 5.12 garante apenas que as soluc¸o˜es em questa˜o ira˜o se aproximar do conjunto
E = {X ∈ Ω;V (X) = 0}.
Para a demonstrac¸a˜o da parte ((iii)(a)) do Teorema 5.12, na˜o usamos a unicidade
das taxas de reproduc¸a˜o. Mas precisamos da estabilidade do conjunto J . Pore´m, sem a
unicidade das Ri0, na˜o temos como garantir a unicidade de um conjunto antigeˆnico esta´vel.
5.2 Com Resposta Imune e Lateˆncia
De maneira ana´loga ao modelo proposto por Nowak & Bangham e generalizada por Souza
& Zubelli (5.1) obtemos: 
x˙ = λ− dx− x∑ni=1 βivi
w˙i = βixvi − siwi
y˙i = riwi − aiyi − yizi
v˙i = kyi − uivi
z˙i = ciyizi − bizi
(5.5)
para i = 1, ..., n. Esse sistema possui 4n+1 equac¸o˜es, de forma que estaremos trabalhando
em R4n+1. Denotemos nesta sec¸a˜o o octante na˜o negativo de R4n+1 por Ω e seu interior
por Ω>0.
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Ana´lise do Modelo
Positividade
A proposic¸a˜o 5.17 garante que nossos sistemas esta˜o coerentes do ponto de vista biolo´gico.
Isto e´, considerando concentrac¸o˜es iniciais na˜o negativas (Ω>0) teremos que tais concen-
trac¸o˜es continuara˜o na˜o negativas. Ale´m disso a proposic¸a˜o garante que o conjunto Ω>0 e´
positivamente invariante, o que e´ necessa´rio para as demonstrac¸o˜es de estabilidade global
dos pontos de equil´ıbrio. Vejamos antes um lema que sera´ u´til na demonstrac¸a˜o de tal
proposic¸a˜o.
Lema 5.16. Seja X˙ = F (X) um sistema de equac¸o˜es diferenciais ordina´rias em Rm
satisfazendo o teorema de existeˆncia e unicidade para todo instante de tempo t tal que
Xj(0) > 0, Xj(t
∗) = 0 para algum instante de tempo t∗ > 0 enta˜o Fj(X(t∗)) 6 0.
Demonstrac¸a˜o: Como Xj(0) > 0 e Xj(t
∗) = 0 enta˜o Xj(t)→ 0 quando t→ t∗ com t < t∗.
Assim
Fj(X(t
∗)) = X˙j(t) = lim
t→t∗,t<t∗
Xj(t)−Xj(t∗)
t− t∗ 6 0
pois Xj(t)−Xj(t∗) = Xj(t) > 0 e t− t∗ < 0.
Proposic¸a˜o 5.17. Seja φ : [t0,+∞) → Ω uma soluc¸a˜o da Equac¸a˜o Diferencial Or-
dina´ria (5.5) tal que φt0 = (x0, w
i
0, y
i
0, v
i
0, z
i
0) ∈ Ω>0. Enta˜o φt ∈ Ω>0 para todo instante
t > t0. Se φt0 = (x0, wi0, yi0, vi0, zi0) ∈ Ω>0, enta˜o φt ∈ Ω>0 para todo instante t > t0.
Demonstrac¸a˜o: Provemos primeiro que φt ∈ Ω>0 se φt0 = (x0, wi0, yi0, vi0, zi0) ∈ Ω>0. Como
o conjunto dos pontos da o´rbita de φt e´ conexo precisamos analisar o comportamento da
soluc¸a˜o apenas na fronteira de Ω (vide [16], pg 30). Sem perda de generalidade, podemos
considerar a condic¸a˜o inicial na fronteira. Se a coordenada em t0 e´ positiva, da continui-
dade da soluc¸a˜o sabemos que esta coordenada continuara´ positiva para t suficientemente
pro´ximo de t0. Desta forma as coordenadas que podem representar algum problema sera˜o
as coordenadas que se anulam em t0.
Das equac¸o˜es z˙i = ciyizi − bizi temos
zi(t) = z
i
0exp
(∫ t
t0
(ciyi − bi)ds
)
(5.6)
para todo i = 1, ..., n. Separemos a ana´lise nos casos abaixo.
(1) x0 = z
i
0 = 0 para todo i ∈ N .
De (5.6) temos zi(t) ≡ 0. Ale´m disso, x˙0 = λ > 0 donde x(t) > 0 para t suficiente-
mente pro´ximo de t0. Seja A ⊆ {1, ..., n} um conjunto de ı´ndices qualquer. Vejamos
as poss´ıveis combinac¸o˜es.
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(1a) wi0 = y
i
0 = v
i
0 = 0 para todo i ∈ A e positivos caso contra´rio. Considere a
curva cujas coordenadas wi(t) = yi(t) = vi(t) = 0 para todo i ∈ A e as demais
coordenadas sa˜o soluc¸o˜es de
x˙ = λ− dx− x∑AC βivi
w˙i = βixvi − siwi
y˙i = riwi − aiyi − yizi
v˙i = kyi − uivi
para i ∈ A satisfazendo a condic¸a˜o inicial em questa˜o. Como w˙i(t0) = w˙i(t0) =
v˙i(t0) = 0 para todo i ∈ A, esta curva e´ soluc¸a˜o de (5.5) satisfazendo a condic¸a˜o
inicial desejada e, pela unicidade de soluc¸o˜es obtemos que esta parte da fron-
teira e´ invariante.
(1b) yi0 = v
i
0 = 0 para todo i ∈ A e as demais coordenadas positivas.
y˙i0 = riw
i
0 > 0 i ∈ A.
Considere a curva cujas coordenadas vi(t) = 0, x(t) soluc¸a˜o de λ − dx −
x
∑AC
i=1 βivi com x(t0) = x0, wi(t) soluc¸a˜o de w˙i(t) = −siwi com wi(t0) = wi0
para i ∈ A e as demais coordenadas soluc¸o˜es das respectivas equac¸o˜es em (5.5)
com a condic¸a˜o inicial em questa˜o. Como v˙i(t0) = 0 para todo i ∈ A esta curva
e´ soluc¸a˜o de de (5.5) satisfazendo a condic¸a˜o inicial desejada e, pela unicidade
de soluc¸o˜es obtemos que parte da fronteira onde vi = 0 para i ∈ A e´ invariante.
(1c) wi0 = v
i
0 = 0 para todo i ∈ A e as demais coordenadas positivas. Temos
v˙i0 = ky
i
0 > 0, w˙
i
0 = 0 i ∈ A.
De maneira ana´loga aos itens (1a) e (1b) obtemos que a parte da fronteira onde
wi = 0 para i ∈ A e´ invariante.
(1d) wi0 = y
i
0 = 0 para todo i ∈ A e as demais coordenadas positivas. Temos
w˙i0 = 0, e y˙
i
0 = 0 i ∈ A.
De maneira ana´loga aos itens (1a) e (1b) obtemos que a parte da fronteira onde
wi = yi = 0 para i ∈ A e´ invariante.
(1e) vi0 = 0 para todo i ∈ A e as demais coordenadas positivas. Temos
v˙i0 = ky
i
0 > 0.
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(1f) yi0 = 0 para todo i ∈ A e as demais coordenadas positivas. Temos
y˙i0 = riw
i
0 > 0.
(1g) wi0 = 0 i ∈ A e as demais coordenadas positivas. Temos
w˙i0 = 0 i ∈ A.
De maneira ana´loga aos itens (1a) e (1b) obtemos que a parte da fronteira onde
wi = 0 para i ∈ A e´ invariante.
Portanto, para x0 = 0 e z
i
0 = 0 para todo i, as func¸o˜es formadas pelas coordenadas
x, wi, yi, vi e zi sa˜o localmente na˜o decrescentes para todo i.
(2) x0 > 0 e z
i
0 = 0 para todo i.
Novamente temos que zi(t) ≡ 0. Observe que na˜o usamos o valor de x˙(t0) no item
anterior. Desta forma a ana´lise para cada caso sera´ a mesma.
(3) zi0 > 0 para algum i. De (5.6) temos z
i(t) > 0 para todo t. Observe que na˜o
utilizamos o sinal de zi (i qualquer) nas ana´lises feitas em (1) e (2). Desta forma a
ana´lise para cada caso sera´ a mesma.
Vejamos agora que as soluc¸o˜es que iniciam em Ω>0 permanecem neste conjunto. Para
os casos em que o conjunto da fronteira em questa˜o e´ invariante, o resultado e´ imediato.
Para os demais casos sempre obtemos que a derivada da coordenada que se anula em
t0 e´ positiva. Do Lema 5.16 segue que na˜o pode existir instante de tempo t < t0 tal
que esta coordenada fosse positiva. Em outras palavras, se em algum instante a soluc¸a˜o
esta´ na fronteira, para todo instante anterior ela ja´ estava na fronteira. Isto conclui a
demonstrac¸a˜o da proposic¸a˜o.
Resultados Preliminares
Cada estirpe possuira´ suas pro´prias taxas ba´sicas. Generalizando o obtido no modelo com
resposta imunolo´gica e lateˆncia temos:
Ri0 =
βiλkiri
daiuisi
,
I i0 =
ciλri
aibisi
,
RiI = 1 +
Ri0
I i0
,
P i0 =
(
1− 1
Ri0
)
I i0.
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Novamente supomos, sem perda de generalidade, que as taxas ba´sicas de reproduc¸a˜o dos
n v´ırus esta˜o indexadas em ordem decrescente, isto e´,
Ri0 > Ri+10
para i = 1, 2, ..., n− 1. Denotemos o conjunto de todos os ı´ndices por N := {1, 2, ..., n}.
Definimos o conjunto de resposta forte, conjunto consistente, ρI0 , conjunto antigeˆnico,
conjunto antigeˆnico esta´vel e conjunto antigeˆnico maximal de maneira totalmente ana´loga
a feita na Sec¸a˜o 5.1. O Lema 5.6 independe do sistema para ser demonstrado, de forma
que continua a ser va´lido.
Pontos de Equil´ıbrio
Da mesma forma que no modelo sem lateˆncia (Sec¸a˜o 5.1), os pontos de equil´ıbrio do
Sistema (5.5) dependem significativamente das taxas ba´sicas de reproduc¸a˜o dos v´ırus
serem ou na˜o distintas. Consideremos primeiro o caso em que sa˜o todas distintas, temos
Ri0 > R
i+1
0 para i = 1, 2, ..., n− 1.
Usaremos tambe´m a notac¸a˜o para ı´ndices descrita na Sec¸a˜o 5.1: (jJ ) onde J e´ um
subconjunto de N e j = 0, 1, ..., n com j /∈ J .
Teorema 5.18. Considerando as taxas ba´sicas de reproduc¸a˜o de cada estirpe do v´ırus
distintas, o Sistema (5.5) possui 2n−1(2 + n) pontos de equil´ıbrio XjJ descritos por
1. J = ∅ e j = 0
x0∅ =
λ
d
wi0∅ = y
i
0∅ = v
i
0∅ = z
i
0∅ = 0, ∀i ∈ N
2. J = ∅ e 1 6 j 6 n
xj∅ =
λ
d
1
Rj0
wij∅ =
{
dajuj
βjkrj
(Ri0 − 1) se i = j
0 se i 6= j
yij∅ =
{
duj
βjk
(Ri0 − 1) se i = j
0 se i 6= j
vij∅ =
{
d
βj
(Ri0 − 1) se i = j
0 se i 6= j
zij∅ = 0, ∀i ∈ N
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3. J 6= ∅ e j = 0
x0J =
λ
d
1
(1 + ρJ0 )
wi0J =
{
λRi0
siIi0(1+ρ
J
0 )
se i ∈ J
0 se i /∈ J
yi0J =
{
riλ
siaiIi0
se i ∈ J
0 se i /∈ J
vi0J =
{
d
βi
Ri0
Ii0
se i ∈ J
0 se i /∈ J
zi0J =
{
ai
(
Ri0
1+ρJ0
− 1
)
se i ∈ J
0 se i /∈ J
4. J 6= ∅ e 1 6 j 6 n com j /∈ J
xjJ =
λ
d
1
Rj0
wijJ =

λ
sjR
j
0
(Rj0 − 1− ρJ0 ) se i = j
λRi0
siIi0R
j
0
se i ∈ J
0 se i /∈ J e i 6= j
yijJ =

ujd
kβj
(Rj0 − 1− ρJ0 ) se i = j
riλ
siaiIi0
se i ∈ J
0 se i /∈ J e i 6= j
vijJ =

d
βj
(Rj0 − 1− ρJ0 ) se i = j
d
βi
Ri0
Ii0
se i ∈ J
0 se i /∈ J e i 6= j
zijJ =
 ai
(
Ri0
Rj0
− 1
)
se i ∈ J
0 se i /∈ J
Demonstrac¸a˜o: Encontremos os pontos de equil´ıbrio resolvendo o seguinte sistema de
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4n+ 1 equac¸o˜es 
(i) λ− dx− x∑ni=1 βivi = 0
(ii) βixvi − siwi = 0
(iii) riwi − aiyi − yizi = 0
(iv) kyi − uivi = 0
(v) ciyizi − bizi = 0
(5.7)
onde i = 1, ..., n. As equac¸o˜es (v) garantem que zi = 0 ou yi = bi/ci. Para facilitar,
separamos em dois casos: no primeiro consideramos zi = 0 para todo i e no segundo que
existe ao menos um ı´ndice j tal que zj 6= 0. Em ambos os casos, as equac¸o˜es (iv) e (ii)
garantem vi = kyi/ui e wi = βixvi/si para todo ı´ndice i.
(1) zi = 0, ∀i. Seguem as seguintes possibilidades:
(1a) yi = 0, ∀i ⇒ wi = vi = 0, ∀i e, da primeira equac¸a˜o x = λ/d. Este e´ o ponto
X0∅.
(1b) Existe um u´nico ı´ndice j ∈ N tal que yj 6= 0 teremos wi = yi = vi = 0, ∀i 6= j e
λ− dx− βjvj = 0
βjxvj − sjwj = 0
rjwj − ajyj = 0
kjyj − ujvj = 0
que e´ sistema considerando lateˆncia e resposta imune para uma u´nica estirpe (vide
3.4). Disso
⇒ x = λ
d
1
Rj0
, wj =
dajuj
βjkrjaj
(
Rj0 − 1
)
, yj =
duj
βjk
(
Rj0 − 1
)
e vj =
d
βj
(Rj0 − 1)
Que sa˜o os pontos descritos por Xj∅.
(1c) Se existe mais de um ı´ndice j tal que yj 6= 0, teremos que suas taxas ba´sicas de
reproduc¸a˜o sera˜o iguais, o que, por hipo´tese, e´ absurdo. De fato, sejam j1 e j2
ı´ndices em N tais que yj1 6= 0 e yj2 6= 0. Devemos ter{
βj1xvj1 − sj1wj1 = 0
βj2xvj2 − sj2wj2 = 0
donde
x =
{
βj1x
kyj1
uj1
− sj1 aj1yj1rj1 = 0
βj2x
kyj2
uj2
vj2 − sj2w aj2yj2rj2 = 0
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Como yj 6= 0, segue x = sj1aj1uj1/(rj1βj1k) e x = sj2aj2uj2(rj2βj2k). Mas isto
implica que Rj10 = R
j2
0 .
(2) Suponhamos agora que exista ao menos um ı´ndice tal que zj 6= 0. Seja J = {i ∈
N ; zi 6= 0} 6= ∅. Como as equac¸o˜es usadas em (1c) independem de zi, temos que
na˜o pode existir mais do que um ı´ndice j /∈ J tal que yj 6= 0. Se i ∈ J enta˜o zi 6= 0,
donde
yi =
bi
ci
=
riλ
siaiI i0
∀ i ∈ J .
Segue que
vi =
kyi
ui
=
riλk
siaiuiI i0
=
dRi0
βiI i0
∀ i ∈ J .
Ale´m disso, para todo i ∈ J , temos
wi = x
βivi
si
= x
dRi0
siI i0
zi =
riwi
yi
− ai = rixdR
i
0
siI i0
siaiI
i
0
riλ
− ai = ai
(
x
dRi0
λ
− 1
)
.
Desta forma, falta calcular apenas as coordenadas de wj, yj, vj e x. Temos as se-
guintes possibilidades:
(2a) yj = 0⇒ vj = wj = 0 e
x = λ
(
d+
∑
i∈J
βivi
)−1
= λ
(
d+
∑
i∈J
βi
dRi0
βiI i0
)−1
=
λ
d(1 + ρJ0 )
.
Reescrevendo wi e zi, para i ∈ J , temos
wi =
λRi0
siI i0(1 + ρ
J
0 )
e zi = ai
(
Ri0
(1 + ρJ0 )
− 1
)
.
Esses sa˜o os pontos descritos em X0J com J 6= ∅.
(2b) yj 6= 0. Como zj = 0, temos wj = ajyj/rj. Disso e de vj 6= 0 segue
x =
sjwj
βjvj
=
sjajyjuj
βjrjkyj
=
λ
dRj0
.
Enta˜o podemos reescrever wi e zi, para i ∈ J :
wi =
λRi0
Rj0siI
i
0
e zi = ai
(
Ri0
Rj0
− 1
)
.
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Temos ainda
λ− dx− x
∑
i∈J
βivi − xβjvj = 0⇒ vj = d
βj
(Rj0 − 1− ρJ0 )
⇒ yj = uj
k
vj =
ujd
kβj
(Rj0 − 1− ρJ0 )
wj =
aj
rj
yj =
λ
sjR
j
0
(Rj0 − 1− ρJ0 ).
Esses valores sa˜o os descritos em XjJ onde J /∈ ∅ e 1 6 j 6 n e j /∈ J .
A prova quanto a quantidade de pontos descritos e´ exatamente a mesma do Teorema 5.7.
Note que, se na˜o considerarmos as taxas distintas na˜o podemos garantir a existeˆncia de
apenas um j que na˜o pertencesse a J . Desta forma, ale´m dos pontos equil´ıbrio descritos
acima podera˜o existir outros mas que na˜o sera˜o simples de explicitar.
Estabilidade das Soluc¸o˜es para Ri0 Distintos
Lema 5.19. O u´nico conjunto positivamente invariante por (5.5) contido no conjunto
E =
{
X0∅ +
2n+1∑
i=2
µiei
}
∩ Ω
e´ o ponto de equil´ıbrio X0∅.
Demonstrac¸a˜o: Procedamos de maneira ana´loga a` demonstrac¸a˜o do Lema 3.3. Seja A ∈ E
um conjunto positivamente invariante pelo sistema em questa˜o e X um ponto de A, logo
a primeira coordenada de X deve ser λ/d e as u´ltimas n coordenadas devem ser nulas.
Como e1 e´ ortogonal a ei para todo i = 2, ..., 2n+ 1, devemos ter a derivada temporal de
X ortogonal a e1, donde
0 = λ− dx∗ − x∗
∑
i∈N
βivi = x
∗∑
i∈N
βivi ⇒
∑
i∈N
βivi = 0.
Mas isto so´ ocorre se vi = 0 para todo i. Logo qualquer ponto de A devera´ ter as u´ltimas
2n coordenadas nulas. Assim os vetores ei para i = 2n+2, ..., 4n+1 devem ser ortogonais
a X˙ pois sa˜o ortogonais a ei para i = 2, ..., 2n+ 1. Logo
kyi − uivi = 0 ⇒ kyi = 0 ⇒ yi = 0, ∀i ∈ N .
Logo, qualquer ponto de A devera´ ter as u´ltimas 3n coordenadas nulas. Disso segue que
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os vetores ei para i = n+ 2, ..., 2n+ 1 devem ser ortogonais a X˙, o que garante
riwi − aiyi − ziyi = 0 ⇒ riwi = 0 ⇒ wi = 0, ∀i ∈ N .
Portanto o conjunto A deve ser o pro´prio ponto X0∅.
Lema 5.20. O u´nico conjunto positivamente invariante por (5.5) contido no conjunto
E =
{
X1∅ + µ
(
a1
r1
e2 + en+2 +
k
u1
e2n+2
)
+
n+1∑
i=3
µiei +
n+1∑
i=3
µn+ien+i
}
∩ Ω
e´ o ponto de equil´ıbrio X1∅.
Demonstrac¸a˜o: Seja A ∈ E um conjunto positivamente invariante pelo sistema em questa˜o
e X um ponto de A. Como e1 e´ ortogonal a E devemos ter X˙ ortogonal a e1, donde
0 = λ− dx∗ − x∗
∑
i∈N
βivi = λ− dx∗ − x∗β1v1 ⇒ v1 = v∗1.
Enta˜o y1 = u1v1/k = u1v
∗
1/k = y
∗
1. Mas isto so´ ocorre se vi = 0 para todo i. Logo
qualquer ponto de A devera´ ter as u´ltimas 2n coordenadas nulas. Assim w1 = a1y1/r1 =
a1y
∗
1/r1 = w
∗
1. Como e2n+i, para i = 3, ..., n+ 1, sa˜o ortogonais a E, devemos ter
0 = kyi − uivi = kyi ⇒ yi = 0, ∀i = 2, ..., n.
Enta˜o A deve estar contido num conjunto da forma{
X1∅ +
n+1∑
i=3
µiei
}
∩ Ω.
Como en+i, i = 3, ..., n+ 1 e´ ortogonal a este conjunto, segue
0 = riwi − aiyi − yizi = riwi ⇒ wi = 0, ∀i = 2, ..., n.
Portanto o conjunto A deve ser o pro´prio ponto X1∅.
Lema 5.21. O u´nico conjunto positivamente invariante por (5.5) contido no conjunto
E =
{
X0N +
∑
i∈N
µi
(
βix
∗k
siui
ei+1 + ei+1+n +
k
ui
ei+1+2n
)
+
∑
i∈N
γ3n+ie3n+i
}
∩ Ω
e´ o ponto de equil´ıbrio X0N .
Demonstrac¸a˜o: Seja A ⊆ E um conjunto positivamente invariante por (5.2), enta˜o, dado
X ∈ A devemos ter
d
dt
φt(X) ⊥ E⊥
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para todo t > 0. Como e1 ⊥ E segue
λ− dx∗ − x∗
∑
i∈N
βivi = 0.
Se vi = 0 para todo i ∈ N ter´ıamos x∗ = λ/d, o que e´ absurdo. Logo, existe i ∈ N tal
que vi 6= 0. Seja L = {i ∈ N ; vi 6= 0}. Como −ei+2n+1 + (k/ui)ei+n+1 e´ ortogonal a E,
segue
−kyi + uivi + k
ui
riwi − k
ui
aiyi +
k
ui
yizi = 0i ∈ N
⇒ −kyi + kyi + kβix
∗k
siuiui
riyi − k
ui
aiyi +
k
ui
yizi = 0, ∀i ∈ N
⇒ kβix
∗k
siuiui
ri − k
ui
ai +
k
ui
zi = 0, ∀i ∈ L
⇒ βix
∗k
siui
ri − ai + zi = 0, ∀i ∈ L
⇒ zi = −βix
∗k
siui
ri + ai = − R
i
0ai
(1 + ρN0 )
+ ai = z
∗
i , ∀i ∈ L.
Enta˜o o A deve estar contido num conjunto da forma
E ′ =
{
X0N +
∑
i∈N
µi
(
βix
∗k
siui
ei+1 + ei+1+n +
k
ui
ei+1+2n
)
+
∑
i∈N−L
γ3n+ie3n+i
}
∩ Ω.
Como e3n+1+i ⊥ E ′ para todo i ∈ L, temos yi = bi/ci = y∗i para todo i ∈ L. Isto garante
que wi = w
∗
i e vi = v
∗
i para todo i ∈ L. Temos ainda que
0 = λ− dx∗ − x∗
∑
i∈N
βivi = λ− dx∗ − x∗
∑
i∈L
βivi = λ− dx∗ − x∗
∑
i∈L
βiv
∗
i
⇒ x∗ = λ
d
(
1 +
1
d
∑
i∈L
βiv
∗
i
)−1
=
λ
d
(
1 + ρL0
)−1
.
Mas x∗ = λ[d(1 + ρN0 )]
−1, donde L = N . Portanto o u´nico conjunto positivamente
invariante contido em E sera´ o ponto de equil´ıbrio X0N .
Lema 5.22. Seja J = {1, 2, ..., j − 1} e Rj0 > 1 + ρJ0 . O u´nico conjunto positivamente
invariante por (5.5) contido no conjunto E definido por{
XjJ +
j∑
i=1
µi
(
βix
∗k
siui
ei+1 + ei+1+n +
k
ui
ei+1+2n
)
+
n∑
i=j+1
γie2n+1+i +
j−1∑
i=1
ηie3n+1+i
}
∩ Ω
e´ o ponto de equil´ıbrio XjJ .
Demonstrac¸a˜o: Seja A ⊆ E um conjunto positivamente invariante por (5.2), enta˜o, dado
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X ∈ A devemos ter
d
dt
φt(X) ⊥ E⊥
para todo t > 0. Como e1+i ∈ E⊥, para i = j + 1, ..., n, temos
0 = βixvi − siwi = βixvi ⇒ vi = 0, ∀i = j + 1, ..., n.
De e1 ⊥ E segue
λ− dx∗ − x∗
∑
i∈J∪{j}
βivi = 0.
Se vi = 0 para todo i ∈ J ∪ {j} ter´ıamos x∗ = λ/d, o que e´ absurdo. Logo, existe
i ∈ J ∪{j} tal que vi 6= 0. Seja L = {i ∈ J ∪{j}; vi 6= 0}. Como −ei+2n+1 +(k/ui)ei+n+1
e´ ortogonal a E, pelas contas feitas na demonstrac¸a˜o do Lema anterior segue
zi = −βix
∗k
siui
ri + ai = − R
i
0ai
(1 + ρN0 )
+ ai = z
∗
i , ∀i ∈ L.
Enta˜o A deve estar contido num conjunto tal que e3n+1+i sera´ perpendicular, para todo
i ∈ L. Assim temos yi = bi/ci = y∗i para todo i ∈ L. Isto garante wi = w∗i e vi = v∗i para
todo i ∈ L. Note ainda que
λ
dRj0
= x∗ =
λ
d+
∑
i∈L βivi
=
λ
d
1 + 1
d
∑
i∈L−{j}
βi
dRi0
βiI i0
+
1
d
βjvj
−1
=
λ
d
1 + ∑
i∈L−{j}
Ri0
I i0
+
1
d
βjvj
−1
=
λ
d
(
1 + ρ
L−{j}
0 +
1
d
βjvj
)−1
donde Rj0 = 1+ρ
L−{j}
0 +1/dβjvj. Se vj = 0 enta˜o dever´ıamos ter R
j
0 = 1+ρ
L−{j}
0 > 1+ρ
J
0 ,
o que implica ρ
L−{j}
0 > 1 + ρ
J
0 o que e´ absurdo pois L − {j} ⊆ J . Logo vj 6= 0 e assim
Rj0 = 1 + ρ
L−{j}
0 + R
j
0 − 1 − ρJ0 , donde L − {j} = J e o u´nico conjunto positivamente
invariante contido em E e´ o ponto de equil´ıbrio XjJ .
Teorema 5.23. Se o conjunto de resposta forte S e´ consistente, enta˜o o Sistema (5.5)
definido no octante na˜o negativo Ω e com condic¸o˜es iniciais em seu interior sempre possui
um ponto de equil´ıbrio globalmente assintoticamente esta´vel. A saber:
(i) X0∅ se R10 6 1;
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(ii) X1∅ se R10 > 1 e P
1
0 6 1;
(iii) Se P 10 > 1, seja J o conjunto antigeˆnico maximal.
(a) X0J se J e´ esta´vel;
(b) XjJ se J na˜o e´ esta´vel, onde j e´ o menor inteiro fora de J tal que Rj0 > 1+ρJ0 .
Demonstrac¸a˜o:
Consideremos a func¸a˜o escalar V : Ω → R definida por (2.7), onde as constantes θ
relativas as coordenadas x e wi sera˜o 1, as constantes θ relativas as coordenadas vi sera˜o
chamada de Θi e sera˜o escolhidas conforme o ponto equil´ıbrio, as constantes θ relativas as
coordenadas zi valera˜o si/(ciri) e as relativas a yi valera˜o si/ri. Pela Proposic¸a˜o 2.18 basta
mostrarmos que V˙ (X) 6 0 em Ω e que o u´nico subconjunto de E = {X ∈ Ω; V˙ (X) = 0}
positivamente invariante e´ o ponto equil´ıbrio em questa˜o. Usando a Proposic¸a˜o 2.17 e
(5.5) temos
V˙ (X) = λ− dx− x
∑
i∈N
βivi − λx
∗
x
+ dx∗ + x∗
∑
i∈N
βivi
+
∑
i∈N
(xβivi − siwi)−
∑
i∈N
(
xβiviw
∗
i
wi
− siw∗i
)
+
∑
i∈N
si
ri
(riwi − aiyi − yizi)−
∑
i∈N
si
ri
(
riwiy
∗
i
yi
− aiy∗i − y∗i zi
)
+
∑
i∈N
Θi (kyi − uivi)−
∑
i∈N
Θi
(
kyiv
∗
i
vi
− uiv∗i
)
+
∑
i∈N
si
ciri
(ciyizi − bizi)−
∑
i∈N
si
ciri
(ciyiz
∗
i − biz∗i )
ou ainda
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + x∗
∑
i∈N
βivi − x
∑
i∈N
βiviw
∗
i
wi
+
∑
i∈N
[
siw
∗
i −
siaiyi
ri
− siwiy
∗
i
yi
+
siaiy
∗
i
ri
+
siy
∗
i zi
ri
+ Θi (kyi − uivi)
−Θi
(
kyiv
∗
i
vi
− uiv∗i
)
− sibizi
ciri
− siyiz
∗
i
ri
+
sibiz
∗
i
ciri
]
(5.8)
(i) Consideremos X∗ = X0∅ e Θi = aisi/(kri). Por (5.8) temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + x∗
∑
i∈N
βivi +
∑
i∈N
[
−aisi
kri
uivi − sibizi
ciri
]
.
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Usando a Proposic¸a˜o 2.20 e substituindo x∗ = λ/d, segue
V˙ (X) 6
∑
i∈N
[
λ
d
βivi − aisi
kri
uivi − sibizi
ciri
]
=
∑
i∈N
[
λβivi
d
(
1− aisidui
βiλkri
)
− sibizi
ciri
]
=
∑
i∈N
[
λβivi
d
(
1− 1
Ri0
)
− sibizi
ciri
]
.
Como 1 > R10 > Ri0, ∀i ∈ N , temos que (1− 1/Ri0) 6 0, ∀i ∈ N , donde
V˙ 6 −
∑
i∈N
[
sibizi
ciri
]
6 0.
A primeira desigualdade so´ sera´ va´lida se x = x∗ e a u´ltima se zi = 0 para todo i ∈ N .
Mas o Lema 5.19 garante que o u´nico conjunto positivamente invariante que satisfaz estas
condic¸o˜es e´ o ponto X0∅.
(ii) Consideremos agora X∗ = X1∅ e Θi como no item (i), isto e´, aisi/(kri). Assim
z∗i = 0 para todo i ∈ N e w∗i = y∗i = v∗i = 0 para todo i 6= 1. Logo, de (5.8), temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + x∗
∑
i∈N
βivi − xβ1v1w
∗
1
w1
+ s1w
∗
1
−siw1y
∗
1
y1
+
s1a1y
∗
1
r1
+
s1y
∗
1z1
r1
− a1s1
kr1
(
ky1v
∗
1
v1
− u1v∗1
)
+
∑
i∈N
[
−siaiyi
ri
+
aisi
kri
(kyi − uivi)− sibizi
ciri
]
.
ou ainda
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ + x∗
∑
i∈N
βivi − xβ1v1w
∗
1
w1
+ s1w
∗
1
−s1w1y
∗
1
y1
+
s1a1y
∗
1
r1
+
s1y
∗
1z1
r1
− a1s1y1v
∗
1
r1v1
+
a1s1u1v
∗
1
kr1
+
∑
i∈N
[
−siaiyi
ri
+
aisiyi
ri
− aisiuivi
kri
− sibizi
ciri
]
= λ− dx− λx
∗
x
+ dx∗ + x∗β1v1 − xβ1v1w
∗
1
w1
− s1w∗1 −
s1w1y
∗
1
y1
+
s1a1y
∗
1
r1
+
s1y
∗
1z1
r1
− a1s1y1v
∗
1
r1v1
+
a1s1u1v
∗
1
kr1
− a1s1u1v1
kr1
− s1b1z1
c1r1
+
∑
i∈N−{1}
[
x∗βivi − aisiuivi
kri
− sibizi
ciri
]
.
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Chamemos V˙ (X) = V˙1(X) + V˙2(X) onde
V˙1(X) = λ− dx− λx
∗
x
+ dx∗ + x∗β1v1 − xβ1v1w
∗
1
w1
+ s1w
∗
1 −
s1w1y
∗
1
y1
+
s1a1y
∗
1
r1
+
s1y
∗
1z1
r1
− a1s1y1v
∗
1
r1v1
+
a1s1u1v
∗
1
kr1
− a1s1u1v1
kr1
− s1b1z1
c1r1
V˙2(X) =
∑
i∈N−{1}
[
x∗βivi − aisiuivi
kri
− sibizi
ciri
]
.
Observe que V˙1(X) e´ exatamente a mesma func¸a˜o que manipulamos na demonstrac¸a˜o do
Teorema 3.18 parte (ii). Como as hipo´teses sobre a estirpe 1 coincidem com as hipo´teses
exigidas em tal teorema, segue que V˙1(X) 6 0 sendo a igualdade va´lida se, e somente se,
x = x∗, v1 = ky1/u1, w1 = a1y1/r1 e P 10 = 1 ou z1 = 0. V˙2(X) e´ bastante semelhante a
func¸a˜o V˙2(X) usada na demonstrac¸a˜o de 5.12 parte (ii) salvo as constantes si/ri. De fato
a manipulac¸a˜o sera´ essencialmente mesma:
V˙2(X) =
λ
d
∑
i∈N−{1}
viβi
[
1
R10
− daisiui
λkriβi
]
−
∑
i∈N−{1}
sibizi
ciri
=
λ
d
∑
i∈N−{1}
viβi
[
1
R10
− 1
Ri0
]
−
∑
i∈N−{1}
sibizi
ciri
6 0
pois Ri0 < R
1
0 ⇒ 1/R10− 1/Ri0 < 0 para todo i = 2, ..., n, vi > 0 e sibizi/(ciri) 6 0 sendo a
igualdade va´lida somente se zi = 0 para i = 2, ..., n. Portanto V˙ (X) 6 0 sendo que para
a igualdade ser va´lida e´ necessa´rio x = x∗, v1 = ky1/u1, w1 = a1y1/r1 e vi = zi = 0 para
i = 2, ..., n. Mas o Lema 5.20 garante que o u´nico conjunto positivamente invariante que
satisfaz estas condic¸o˜es e´ o ponto equil´ıbrio X1∅.
(iii)(a) Consideremos agora X∗ = X0J e Θi = βix∗/ui. Como w∗i = y
∗
i = v
∗
i = z
∗
i = 0
para todo i /∈ J , de (5.8) segue
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
[
−xβiviw
∗
i
wi
+ siw
∗
i −
siaiyi
ri
− siwiy
∗
i
yi
+
siaiy
∗
i
ri
+
siy
∗
i zi
ri
+
βix
∗kyi
ui
− βix
∗kyiv∗i
uivi
+ βix
∗v∗i −
sibizi
ciri
− yiz
∗
i si
ri
+
sibiz
∗
i
ciri
]
= λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N
[
−siaiyi
ri
+
βix
∗kyi
ui
− sibizi
ciri
]
+
∑
i∈J
[
−xβiviw
∗
i
wi
+siw
∗
i −
siwiy
∗
i
yi
+
siaiy
∗
i
ri
+
siy
∗
i zi
ri
− βix
∗kyiv∗i
uivi
+ βix
∗v∗i −
yiz
∗
i si
ri
+
sibiz
∗
i
ciri
]
.
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Mas para todo i ∈ J temos
siziy
∗
i
ri
=
ziλ
aiI i0
=
zibsi
ciri
siyiz
∗
i
ri
=
siyi
ri
ai
(
Ri0
1 + ρJ0
− 1
)
e
βix
∗kyi
ui
− siaiyi
ri
=
βiλkyi
dui(1 + ρ
J
0 )
− siaiyi
ri
=
siaiyi
ri
(
Ri0
1 + ρJ0
− 1
)
.
Assim
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈N−J
[
−siaiyi
ri
+
βix
∗kyi
ui
− sibizi
ciri
]
+
∑
i∈J
[
−xβiviw
∗
i
wi
+ siw
∗
i −
siwiy
∗
i
yi
+
siaiy
∗
i
ri
− βix
∗kyiv∗i
uivi
+ βix
∗v∗i +
sibiz
∗
i
ciri
]
.
Escrevamos V˙ (X) = V˙1(X) + V˙2(X) onde
V˙1(X) = λ− dx− λx
∗
x
+ dx∗ +
∑
i∈J
[
−xβiviw
∗
i
wi
+ siw
∗
i −
siwiy
∗
i
yi
+
siaiy
∗
i
ri
− βix
∗kyiv∗i
uivi
+ βix
∗v∗i +
sibiz
∗
i
ciri
]
V˙2(X) =
∑
i∈N−J
[
−siaiyi
ri
+
βix
∗kyi
ui
− sibizi
ciri
]
.
Temos ainda
V˙2(X) =
∑
i∈N−J
siaiyi
ri
[
−1 + riβix
∗k
uisiai
]
−
∑
i∈N−J
sibizi
ciri
=
∑
i∈N−J
siaiyi
ri
[
−1 + riβiλk
d(1 + ρJ0 )uisiai
]
−
∑
i∈N−J
sibizi
ciri
=
∑
i∈N−J
siaiyi
ri
[
−1 + R
i
0
1 + ρJ0
]
−
∑
i∈N−J
sibizi
ciri
.
Como J e´ esta´vel, segue que −1 + Ri0/(1 + ρJ0 ) < 0 para todo i /∈ J . Assim V˙2(X) 6 0
sendo a igualdade va´lida somente se J = N . Sejam
A = λ+ dx∗ +
∑
i∈J
[
+
siaiy
∗
i
ri
+ βix
∗v∗i +
sibiz
∗
i
ciri
]
Bi = −xβiviw
∗
i
wi
− siwiy
∗
i
yi
− βix
∗kyiv∗i
uivi
− λR
i
0x
∗
xI i0(1 + ρ
J
0 )
C = −dx− λx
∗
x
+
∑
i∈J
siw
∗
i +
λx∗ρJ0
x(1 + ρJ0 )
.
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Como ∑
i∈J
λRi0x
∗
xI i0(1 + ρ
J
0 )
=
λx∗ρJ0
x(1 + ρJ0 )
temos V˙1(X) = A+
∑
i∈J Bi + C. Ale´m disso
A = λ+
λ
1 + ρJ0
+
∑
i∈J
[
+
λ
I i0
+
λRi0
(ρJ0 )I
i
0
+
sibiai
ciri
(
Ri0
1 + ρJ0
)]
= λ+
λ
1 + ρJ0
+
∑
i∈J
[
+
λ
I i0
+
λRi0
(ρJ0 )I
i
0
+
λ
I i0
(
Ri0
1 + ρJ0
)]
= 3λ− λ
1 + ρJ0
= 3λ− dx∗
Os detalhes da penu´ltima igualdade sa˜o ideˆnticos ao feito para a parcela A da demons-
trac¸a˜o do Teorema 5.12 parte (iii)(a).
Bi = − xβiviλR
i
0
siI i0(1 + ρ
J
0 )wi
− wiriλ
aiI i0yi
− βiλkyidR
i
0
uivid(1 + ρ
J
0 )βiI
i
0
− λR
i
0x
∗
xI i0(1 + ρ
J
0 )
=
λRi0
I i0(1 + ρ
J
0 )
[
−x βivi
siwi
− wiriλ
x∗dRi0aiyi
− kyi
uivi
− x
∗
x
]
=
λRi0
I i0(1 + ρ
J
0 )
[
−xβivi
siwi
− wiuisi
x∗βikyi
− kyi
uivi
− x
∗
x
]
6 −4 λR
i
0
I i0(1 + ρ
J
0 )
= −4R
i
0
I i0
dx∗
sendo a igualdade va´lida somente se
(βixvi)
2kyix
∗ui = (siwiui)2vix = (kyi)2siwiβix∗x = (x∗)2siwiβkyiviui
119
para todo i ∈ J . Analisemos C:
C = −dx− λx
∗
x
+
∑
i∈J
λRi0
I i0(1 + ρ
J
0 )
+
λx∗ρJ0
x(1 + ρJ0 )
= −dx− λx
∗
x
+ λ
ρJ0
1 + ρJ0
+
λx∗ρJ0
x(1 + ρJ0 )
= −dx− λx
∗
x
+ dx∗ρJ0 +
x∗dx∗ρJ0
x
= dx∗
[
− x
x∗
− λ
dx
+ ρJ0 +
x∗
x
ρJ0
]
= dx∗
[
− x
x∗
+ ρJ0 +
x∗
x
(− λ
dx∗
+ ρJ0
]
= dx∗
[
− x
x∗
+ ρJ0 +
x∗
x
(−(1 + ρJ0 ) + ρJ0 )]
= dx∗
[
− x
x∗
+ ρJ0 −
x∗
x
]
6 −2dx∗ + dx∗ρJ0
Agrupando as estimativas temos:
V˙1(X) = A+
∑
i∈J
Bi + C
6 3λ− dx∗ +
∑
i∈J
(
−4R
i
0
I i0
dx∗
)
− 2dx∗ + dx∗ρJ0
= 3λ− 4ρJ0 dx∗ − 3dx∗ + dx∗ρJ0
= 3λ− 3ρJ0 dx∗ − 3dx∗
= 3λ
(
1− ρJ0
dx∗
λ
− dx
∗
λ
)
= 3λ
(
1− ρJ0
1
1 + ρJ0
− 1
1 + ρJ0
)
= 0.
Se J 6= N enta˜o V˙ (X) < 0 para pontos fora de X0J . Se J = N enta˜o V˙ (X) 6 0
com a igualdade va´lida somente se x = x∗, wi = βix∗kyi/(siui) e vi = kyi/ui para todo
i ∈ N . Do Lema 5.21 temos que o u´nico conjunto positivamente invariante com estas
propriedades e´ o ponto X0J = X0N .
(iii)(b) Como J na˜o e´ esta´vel e o conjunto de resposta forte e´ na˜o vazio (1 ∈ S), pelo
Lema 5.6 temos que J 6= N . Disso e da definic¸a˜o de conjunto antigeˆnico esta´vel, segue
que existe um menor ı´ndice j tal que Rj0 > 1+ρ
J
0 . Este e´ o menor ı´ndice em N −J := J c
pois, se existisse um ı´ndice l ∈ J c tal que l < j, pela definic¸a˜o de j dever´ıamos ter que
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Rl0 < 1 + ρ
J
0 . Mas R
j
0 < R
l
0, donde ter´ıamos R
j
0 < 1 + ρ
J
0 , contrariando a escolha de j.
Consideraremos X∗ = XjJ , Θi = x∗βi/ui para i 6= j e Θj = ajsj/(krj). De (5.8) temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
j−1∑
i=1
[
x∗βivi − xβiviw
∗
i
wi
+ siw
∗
i −
siaiyi
ri
− siwiy
∗
i
yi
+
siaiy
∗
i
ri
+
siy
∗
i zi
ri
+
x∗βikyi
ui
− x∗βivi − x
∗βikyiv∗i
uivi
+ x∗βiv∗i −
sibizi
ciri
− siyiz
∗
i
ri
+
sibiz
∗
i
ciri
]
x∗βjvj −
xβjvjw
∗
j
wj
+ sjw
∗
j −
sjajyj
rj
− sjwjy
∗
j
yj
+
sjajy
∗
j
rj
+
sjy
∗
j zj
rj
+
ajsjyj
rj
− ajsjujvj
krj
− ajsjyjv
∗
j
rjvj
+
ajsjujv
∗
j
krj
− sjbjzj
cjrj
+
n∑
i=j+1
[
x∗βivi − siaiyi
ri
+
x∗βikyi
ui
− x∗βivi − sibizi
ciri
]
Fazendo algumas simplificac¸o˜es diretas e usando o fato de siyiz
∗
i /ri = βix
∗kyi/ui −
siaiyi/ri e siy
∗
i zi/ri = zibisi/ciri para todo i ∈ J , temos
V˙ (X) = λ− dx− λx
∗
x
+ dx∗ +
j−1∑
i=1
[
−xβiviw
∗
i
wi
+ siw
∗
i −
siwiy
∗
i
yi
+
siaiy
∗
i
ri
− x
∗βikyiv∗i
uivi
+
sibiz
∗
i
ciri
]
+ x∗βiv∗i + x
∗βjvj −
xβjvjw
∗
j
wj
+ sjw
∗
j −
sjwjy
∗
j
yj
+
sjajy
∗
j
rj
+
sjy
∗
j zj
rj
−ajsjujvj
krj
− ajsjyjv
∗
j
rjvj
+
ajsjujv
∗
j
krj
− sjbjzj
cjrj
+
n∑
i=j+1
[
−siaiyi
ri
+
x∗βikyi
ui
− sibizi
ciri
]
Definamos
V˙1(X) =
n∑
i=j+1
[
−siaiyi
ri
+
x∗βikyi
ui
− sibizi
ciri
]
=
n∑
i=j+1
[
siaiyi
ri
(
−1 + R
i
0
Rj0
)
− sibizi
ciri
]
V˙2(X) = λ− dx− λx
∗
x
+ dx∗ +
j−1∑
i=1
[
−xβiviw
∗
i
wi
+ siw
∗
i −
siwiy
∗
i
yi
+
siaiy
∗
i
ri
− x
∗βikyiv∗i
uivi
+
sibiz
∗
i
ciri
]
+ x∗βiv∗i + x
∗βjvj −
xβjvjw
∗
j
wj
+ sjw
∗
j −
sjwjy
∗
j
yj
+
sjajy
∗
j
rj
+
sjy
∗
j zj
rj
−ajsjujvj
krj
− ajsjyjv
∗
j
rjvj
+
ajsjujv
∗
j
krj
− sjbjzj
cjrj
.
Assim V˙ (X) = V˙1(X) + V˙2(X). Como j < i para todo i ∈ J c − j, temos que Ri0 < Rj0
e V˙1 6 0 sendo a igualdade va´lida somente se yi = zi = 0 para todo i ∈ J c − {j}.
Substituindo as coordenadas do ponto de equil´ıbrio em V˙2 temos
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V˙2(X) = λ− dx− λ
2
dxRj0
+
λ
Rj0
+
j−1∑
i=1
λRi0
Rj0I
i
0
[
−xβivi
siwi
+ 2− wiriR
j
0
yiaiRi0
− kyi
uivi
+
sibiaiI
i
0
ciriλ
]
+
λβjvj
dRj0
− ajsjujvj
krj
+ (Rj0 − 1− ρJ0 )
zjλ
ajR
j
0
− sjbjzj
cjrj
+(Rj0 − 1− ρJ0 )
λ
Rj0
[
−xβjvj
wjsj
+ 3− wjrj
yjaj
− yjk
ujvj
]
V˙2A(X) + V˙2B(X) + V˙2C(X)
Onde V˙2A(X), V˙2B(X) e V˙2C(X) sera˜o detalhados abaixo.
V˙2A(X) = (R
j
0 − 1− ρJ0 )
λ
Rj0
[
−xβjvj
sjwj
+ 3− wjrj
ajyj
− yjk
ujvj
]
− dx+ 2λ
Rj0
− λ
2
dxRj
2
0
+(Rj0 − 1− ρJ0 )
λ
Rj0
− (Rj0 − 1− ρJ0 )
λ2
dxRj
2
0
= (1− 1 + ρ
J
0
Rj0
)λ
[
−xβjvj
sjwj
+ 4− wjrj
ajyj
− yjk
ujvj
− λ
dxRj0
]
− 1
dx
(
dx− λ
Rj0
)2
= (1− 1 + ρ
J
0
Rj0
)λ
[
−xβjvj
sjwj
+ 4− wjrj
ajyj
− yjk
ujvj
− ajujsj
xβjkrj
]
− 1
dx
(
dx− λ
Rj0
)2
.
Como Rj0 > 1 + ρ
J
0 ,
(
dx− λ/Rj0
)2
< 0 e, pelo Lema 2.19, xβjvj/(sjwj) + wjrj/(ajyj) +
yjk/(ujvj) + ajujsj/(xβjkrj) > 4, temos V˙2A(X) 6 0.
V˙2B(X) = − λ
2
dxRj0
+
j−1∑
i=1
λRi0
Rj0I
i
0
[
−xβivi
siwi
+ 3− wiriR
j
0
yiaiRi0
− kyi
uivi
]
+
ρJ0 λ
Rj0
+
Rj0λ
2
dxRj
2
0
− ρ
J
0 λ
2
dxRj
2
0
=
j−1∑
i=1
λRi0
Rj0I
i
0
[
−xβivi
siwi
+ 3− wiriR
j
0
yiaiRi0
− kyi
uivi
+ 1− λ
dxRj0
]
=
j−1∑
i=1
λRi0
Rj0I
i
0
[
−xβivi
siwi
+ 4− wiriR
j
0
yiaiRi0
− kyi
uivi
− λ
dxRj0
]
.
Pelo Lema 2.19 temos que
xβivi
siwi
+
wiriR
j
0
yiaiRi0
+
kyi
uivi
+
λ
dxRj0
> 4.
Logo V˙2B(X) 6 0.
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V˙2C(X) = (R
j
0 − 1− ρJ0 )
λzj
Rj0aj
− sjbjzj
cjrj
=
zjλ
ajR
j
0
(
Rj0 − 1− ρJ0 −
Rj0
Ij0
)
.
Se j ∈ S e J e´ maximal, temos Rj0− 1− ρJ0 − R
j
0
Ij0
= Rj0− 1− ρJ∪{j}0 < 0. Se j 6= S, enta˜o
P j0 6 1, isto e´, Rj0 − 1 6 R
j
0
Ij0
, donde
Rj0 − 1− ρJ0 −
Rj0
Ij0
6 −ρJ0 < 0.
Em ambos os casos temos V˙1C(X) 6 0. V˙ = 0 somente no conjunto E descrito no
Lema 5.22. Isto garante que o u´nico conjunto positivamente invariante em E e´ o ponto
de equil´ıbrio XjJ , o que leva ao resultado.
Estabilidade das Soluc¸o˜es para Ri0 Arbitra´rios
Consideremos agora as taxas ba´sicas de reproduc¸a˜o das estirpes ordenadas, mas podendo
coincidir:
R10 > R20 > ... > Rn0 .
De maneira totalmente ana´loga ao modelo sem per´ıodo Latente, teremos os seguintes
resultados:
Proposic¸a˜o 5.24. Se Ri0 6 1 para todo i ∈ N , enta˜o o Sistema (5.5) definido no octante
na˜o negativo Ω e com condic¸o˜es iniciais em seu interior possui um ponto de equil´ıbrio
assintoticamente esta´vel, a saber X0∅ .
Proposic¸a˜o 5.25. Consideremos o conjunto de resposta forte S consistente. Seja Γ o
conjunto de ı´ndices i ∈ N tal que Ri0 = R10 e seja EΓ o conjunto satisfazendo
x = x∗, wi = yi = vi = 0 i 6= Γ, yi = ui
k
vi, ∀i ∈ N ,
wi =
ai
ri
yi ∀i ∈ N ,
∑
i∈Γ
βivi = d(R
1
0 − 1) e zi = 0, ∀i ∈ N .
Se φt(X0) e´ uma soluc¸a˜o do Sistema (5.5) definido em Ω com condic¸a˜o inicial X0 no seu
interior, enta˜o a soluc¸a˜o se aproxima do conjunto EΓ quando t→∞.
Corola´rio 5.26. Se R10 > 1 e R
1
0 > R
i
0 para todo i ∈ N − {1}, enta˜o o Sistema (5.5)
definido no octante na˜o negativo Ω e com condic¸o˜es iniciais em seu interior possui um
ponto de equil´ıbrio assintoticamente esta´vel. A saber X1∅.
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5.3 Com Resposta Imune, Lateˆncia e Inibidores
Na Sec¸a˜o 4.7 modelamos a dinaˆmica de um v´ırus considerando a resposta do sistema
imunolo´gico do organismo hospedeiro, o per´ıodo de lateˆncia do v´ırus e a ac¸a˜o de inibidores
de determinadas enzimas, essenciais no ciclo de replicac¸a˜o dos v´ırus. Consideramos agora
tambe´m a variac¸a˜o antigeˆnica do v´ırus, supondo que os inibidores independem da estirpe.
Assim o sistema sera´ 
x˙ = λ− dx− (1− ηf )
∑
i∈N βixvi
w˙i = (1− ηf )βixvi − siwi
y˙i = riwi − aiyi − yizi
v˙i = (1− ηp)k(1− ηt)yi − uivi
h˙i = ηpkyi − uihi
z˙i = ciyizi − bizi
(5.9)
para i = 1, ..., n. Esse sistema possui 5n+1 equac¸o˜es, de forma que estaremos trabalhando
em R5n+1. Denotemos nesta sec¸a˜o o octante na˜o negativo de R5n+1 por Ω e seu interior
por Ω>0.
Ana´lise do Modelo
Como hi na˜o interfere nas equac¸o˜es da variac¸a˜o das demais concentrac¸o˜es, tomando k
′ =
(1− ηp)k(11− ηt) e β′i = (1− ηf )βi podemos reduzir a nossa ana´lise ao modelo

x˙ = λ− dx−∑i∈N β′ixv
w˙i = β
′
ixvi − siwi
y˙i = riwi − aiyi − yizi
v˙i = k
′yi − uivi
z˙i = ciyizi − bizi
(5.10)
Observe que este modelo e´ exatamente o mesmo que (5.5). Neste caso teremos
Ri0 =
β′iλk
′r
daus
= (1− ηp)(1− ηt)(1− ηf ) βiλkri
daiuisi
I i0 =
ciλri
daisi
e
P i0 =
(
1− 1
Ri0
)
I i0.
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Pontos de Equil´ıbrio
Teorema 5.27. Considerando as taxas ba´sicas de reproduc¸a˜o de cada estirpe do v´ırus
distintas, o Sistema (5.9) possui 2n−1(2 + n) pontos de equil´ıbrio XjJ descritos por
1. J = ∅ e j = 0
x0∅ =
λ
d
wi0∅ = y
i
0∅ = v
i
0∅ = h
i
0∅ = z
i
0∅ = 0, ∀i ∈ N
2. J = ∅ e 1 6 j 6 n
xj∅ =
λ
d
1
Rj0
wij∅ =
{
dajuj
βjkrj
(Ri0 − 1) se i = j
0 se i 6= j
yij∅ =
{
duj
βjk
(Ri0 − 1) se i = j
0 se i 6= j
vij∅ =
{
d
βj
(Ri0 − 1) se i = j
0 se i 6= j
hij∅ =
{
η d
βj
(Ri0 − 1) se i = j
0 se i 6= j
zij∅ = 0, ∀i ∈ N
3. J 6= ∅ e j = 0
x0J =
λ
d
1
(1 + ρJ0 )
wi0J =
{
λRi0
siIi0(1+ρ
J
0 )
se i ∈ J
0 se i /∈ J
yi0J =
{
riλ
siaiIi0
se i ∈ J
0 se i /∈ J
vi0J =
{
d
βi
Ri0
Ii0
se i ∈ J
0 se i /∈ J
hi0J =
{
η kriλ
uisiaiIi0
se i ∈ J
0 se i /∈ J
zi0J =
{
ai
(
Ri0
1+ρJ0
− 1
)
se i ∈ J
0 se i /∈ J
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4. J 6= ∅ e 1 6 j 6 n com j /∈ J
xjJ =
λ
d
1
Rj0
wijJ =

λ
sjR
j
0
(Rj0 − 1− ρJ0 ) se i = j
λRi0
siIi0R
j
0
se i ∈ J
0 se i /∈ J e i 6= j
yijJ =

ujd
kβj
(Rj0 − 1− ρJ0 ) se i = j
riλ
siaiIi0
se i ∈ J
0 se i /∈ J e i 6= j
vijJ =

d
βj
(Rj0 − 1− ρJ0 ) se i = j
d
βi
Ri0
Ii0
se i ∈ J
0 se i /∈ J e i 6= j
hijJ =

η d
βj
(Rj0 − 1− ρJ0 ) se i = j
η kriλ
uisiaiIi0
se i ∈ J
0 se i /∈ J e i 6= j
zijJ =
 ai
(
Ri0
Rj0
− 1
)
se i ∈ J
0 se i /∈ J
onde
η =
ηp
(1− ηp)(1− ηt) .
Demonstrac¸a˜o: Das equac¸o˜es h˙i = 0 e considerando a mudanc¸a de varia´veis que fizemos,
temos hi = ηkyi/ui. Pelo Teorema 5.18 temos os seguintes valores para yi:
1. J = ∅ e j = 0: yi0∅ = 0 para todo i ∈ N ⇒ h0∅ = 0 para todo i ∈ N .
2. J = ∅ e 1 6 j 6 n: yjj∅ = duj/(βjk) (Ri0 − 1) e yij∅ = 0 para i 6= j. Enta˜o hjj∅ =
ηd/βj (R
i
0 − 1) e hij∅ = 0 para todo i 6= j.
3. J 6= ∅ e j = 0: yi0J = riλ/(siaiI i0) se i ∈ J e 0 caso contra´rio. Assim hi0J =
ηkriλ/(uisiaiI
i
0) se i ∈ J e hi0J = 0 para todo i /∈ J .
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4. J 6= ∅ e 1 6 j 6 n com j /∈ J : yjjJ =
yjjJ =
ujd
kβj
(Rj0 − 1− ρJ0 )⇒ hjjJ = η
d
βj
(Rj0 − 1− ρJ0 )
yijJ =
riλ
siaiI i0
se i ∈ J ⇒ hijJ = η
kriλ
uisiaiI i0
se i ∈ J
yijJ = 0 se i /∈ J e i 6= j ⇒ hijJ = 0 se i /∈ J e i 6= j
Levando em conta os valores de xjJ , wijJ , v
i
jJ e z
i
jJ dados no Teorema 5.18 obtemos os
pontos de equil´ıbrio XjJ descritos no teorema.
Estabilidade das Soluc¸o˜es
Lema 5.28. Seja X∗ um ponto de equil´ıbrio do Sistema (5.9). Enta˜o toda soluc¸a˜o do
Sistema (5.9) com condic¸a˜o inicial em
A = {X∗ +
4n+1∑
i=3n+2
µiei;µi ∈ R} ∩ Ω
aproxima-se do ponto de equil´ıbrio X∗ quanto t tende ao infinito.
Demonstrac¸a˜o: Sejam X∗ = (x∗, w∗i , y
∗
i , v
∗
i , h
∗
i , z
∗
i ), X0 = (x
0, w0i , y
0
i , v
0
i , h
0
i , z
0
i ) ∈ A e
φt(X0) a soluc¸a˜o do Sistema (5.9) que passa por este ponto. Enta˜o x
0 = x∗, w0i = w
∗
i , y
0
i =
y∗i , v
0
i = v
∗
i e z
0
i = z
∗
i , ∀i ∈ N . Como X∗ e´ um ponto de equil´ıbrio do Sistema (5.9)
teremos
d
dt
φt(X0) =
(
0, 0, ..., 0, h˙1(X), ..., h˙n(X)
)
onde h˙i(X) = ηpky
∗
i − uihi. Isto garante que φt(X0) ∈ A para todo t > 0. Logo a soluc¸a˜o
φt(X0) devera´ ser da forma X
∗+
∑n
i=1 hi(t) onde hi(t) e´ a soluc¸a˜o da equac¸a˜o diferencial
ordina´ria h˙i = ηpky
∗
i − uihi com condic¸a˜o inicial hi(0) = h0i , ou seja
hi(t) = e
−tui
(
h0i −
ηpky
∗
i
ui
)
+
ηpky
∗
i
ui
.
Assim,
lim
t→∞
hi(t) =
ηpky
∗
i
ui
= h∗i ,∀i ∈ N .
Portanto,
lim
t→∞
φt(X0) = X
∗.
Como o Sistema (5.10) e´ equivalente ao Sistema(5.5) e devido ao Lema 5.28 segue-se
que:
127
Teorema 5.29. Seja φ : [t0,+∞)→ Ω uma soluc¸a˜o da Equac¸a˜o Diferencial Ordina´ria (5.9)
tal que φt0 = (x0, w
i
0, y
i
0, v
i
0, h
i
0, z
i
0) ∈ Ω>0. Enta˜o φt ∈ Ω>0 para todo instante t > t0. Ale´m
disso, se as taxas ba´sicas de reproduc¸a˜o das estirpes sa˜o distintas e o conjunto de resposta
forte S e´ consistente, o Sistema (5.9) definido no octante na˜o negativo de R5n+1 e com
condic¸o˜es iniciais em seu interior sempre possui um ponto de equil´ıbrio globalmente as-
sintoticamente esta´vel. A saber:
(i) X0∅ se R10 6 1;
(ii) X1∅ se R10 > 1 e P
1
0 6 1;
(iii) Se P 10 > 1, seja J o conjunto antigeˆnico maximal.
(a) X0J se J e´ esta´vel;
(b) XjJ se J na˜o e´ esta´vel, onde j e´ o menor inteiro fora de J tal que Rj0 > 1+ρJ0 .
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Concluso˜es
Nos modelos abordados nos Cap´ıtulos 3 e 4 obtemos que a erradicac¸a˜o da infecc¸a˜o viral
so´ tenderia a acontecer se a taxa ba´sica de reproduc¸a˜o do v´ırus R0 fosse inferior ou
igual a constante 1. Vale lembrar que a taxa ba´sica de crescimento de um v´ırus e´ o
nu´mero secunda´rio de v´ırus originados a partir de um v´ırus prima´rio introduzido numa
populac¸a˜o que consiste somente de indiv´ıduos suscet´ıveis. Sendo assim, esta taxa pode
assumir diferentes valores de acordo com o modelo. Ao considerarmos a possibilidade de
n variac¸o˜es antigeˆnicas, nosso modelo passou a ter n taxas ba´sicas de reproduc¸a˜o do v´ırus:
um para cada estirpe. Para este modelo obtemos que a infec¸a˜o viral ira´ desvanecer se
Ri0 < 1 para todo i ∈ N = {1, 2, ..., n}. A Tabela 5.1 resume os valores das taxas ba´sicas
de reproduc¸a˜o do v´ırus para cada um dos modelos analisados neste trabalho. Para os
modelos sem variac¸a˜o antigeˆnica podemos escrever a taxa ba´sica de reproduc¸a˜o do v´ırus
de cada modelo em func¸a˜o da taxa ba´sica de reproduc¸a˜o do v´ırus para o modelo ba´sico.
Denotemos a taxa do modelo ba´sico por Rb0, isto e´,
Rb0 =
βλk
dau
.
Para os modelos com variac¸a˜o antigeˆnica denotemos Rbi0 de maneira ana´loga, isto e´,
Rb0 =
βiλk
daiui
.
No caso de n estirpes, os paraˆmetros β, a, u, s e r assumira˜o diferentes valores de acordo
com a estirpe do v´ırus. A princ´ıpio o paraˆmetro k tambe´m depende de cada estirpe. Mas
provamos no in´ıcio da Sec¸a˜o 5.1 que, atrave´s de uma mudanc¸a de varia´veis, podemos
considerar apenas um paraˆmetro k para todas as estirpes.
Sem perda de generalidade, supomos que as taxas ba´sicas de reproduc¸a˜o do v´ırus para
o modelo com variac¸a˜o antigeˆnica esta˜o ordenadas de forma na˜o crescente, isto e´
Ri0 > R20 > ... > Rn0 .
A Tabela 5.2 descreve o significado biolo´gico de cada uma das constantes envolvidas
nos modelos:
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Dinaˆmica Taxa Ba´sica de
de Reproduc¸a˜o do Vı´rus
Ba´sica Rb0
Resposta imune Rb0
Lateˆncia r
s
Rb0
Resposta imune e lateˆncia r
s
Rb0
IP Rb0(1− ηp)
ITR Rb0(1− ηt)
IF Rb0(1− ηf )
IP e ITR Rb0(1− ηp)(1− ηt)
IP e IF Rb0(1− ηp)(1− ηf )
ITR e IF Rb0(1− ηt)(1− ηf )
IC∗ Rb0(1− ηp)(1− ηt)(1− ηf )
IC∗ e resposta imune Rb0(1− ηp)(1− ηt)(1− ηf )
IC∗, resposta imune e lateˆncia r
s
Rb0(1− ηp)(1− ηt)(1− ηf )
Variac¸a˜o antigeˆnica e resposta imune Rbi0
Variac¸a˜o antigeˆnica, resposta imune e lateˆncia ri
si
Rbi0
Variac¸a˜o antigeˆnica, resposta imune, lateˆncia e IC∗ ri
si
Rbi0 (1− ηp)(1− ηt)(1− ηf )
∗
Inibidores Combinados: Inibidor de Protease (IP), Inibidor de Transcriptase Reversa (ITR) e Inibidor de Fusa˜o(IF).
Tabela 5.1: Taxa ba´sica de reproduc¸a˜o do v´ırus.
Observe que o valor da taxa ba´sica de reproduc¸a˜o do v´ırus para os modelos consi-
derando as ce´lulas de defesa sa˜o os mesmos que nos modelos similares sem a resposta
imune. Desta forma o sistema imunolo´gico na˜o auxilia na erradicac¸a˜o dos v´ırions. Mas
tera´ uma grande importaˆncia para diminuir a carga viral no caso em que a taxa ba´sica de
reproduc¸a˜o do v´ırus for superior a 1. De fato, os paraˆmetros referentes as ce´lulas de defesa
sa˜o importantes para determinar a taxa ba´sica de reduc¸a˜o do v´ırus. Lembremos que a
taxa de reduc¸a˜o do v´ırus e´ o fator com a qual a concentrac¸a˜o do v´ırus diminui na presenc¸a
da resposta do sistema imunolo´gico com relac¸a˜o a` concentrac¸a˜o do v´ırus na auseˆncia da
resposta imune. Esta taxa determinara´ se o organismo tendera´ a continuar combatendo
a infecc¸a˜o. A longo prazo, a permaneˆncia da resposta do sistema imunolo´gico significa
uma reduc¸a˜o na carga viral. Isto fica evidente ao se comparar as coordenadas referentes
a carga viral nos pontos de equil´ıbrio globalmente assintoticamente esta´veis nos casos de
P0 6 1 e P0 > 1.
Nos modelos dos Cap´ıtulos 3 e 4 obtemos que, se R0 > 1 e P0 6 1, o sistema imu-
nolo´gico tendera´ a na˜o combater o v´ırus. Para o modelos com variac¸o˜es antigeˆnicas
obtemos um resultado similar, mas foi necessa´rio introduzir novos conceitos para que
pude´ssemos determinar o que aconteceria com as concentrac¸o˜es a longo prazo. Definimos
o conjunto de resposta forte S como sendo o conjunto de ı´ndices tais que as correspon-
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Paraˆmetro Descric¸a˜o
λ taxa de produc¸a˜o de ce´lulas suscet´ıveis
β infecciosidade do v´ırus
k taxa de v´ırions gerados por ce´lula infectada
r taxa com que as ce´lulas saem do per´ıodo de lateˆncia
c taxa de reproduc¸a˜o das ce´lulas de defesa
ηp efica´cia do IP
ηt efica´cia do ITR
ηf efica´cia do IF
1/d tempo me´dio de vida das ce´lulas suscet´ıveis
1/a tempo me´dio de vida das ce´lulas infectadas
1/u tempo me´dio de vida dos v´ırions
1/s tempo me´dio de vida das ce´lulas no per´ıodo de lateˆncia
1/b tempo me´dio de vida das ce´lulas de defesa
Tabela 5.2: Significado biolo´gico dos paraˆmetros.
dentes estirpes virais tenham a taxa ba´sica de reduc¸a˜o superior a 1, isto e´,
S = {i ∈ N ; P i0 > 1}
onde N = {1, ..., n}. Observe que as estirpes cujo respectivo ı´ndice pertenc¸a a S sa˜o
as estirpes tais que o organismo consegue realmente reduzir a carga viral, por isso a
nomenclatura “conjunto de resposta forte”. A ideia inicial seria que, a longo prazo, as
estirpes cujos ı´ndices na˜o pertencem ao conjunto S tenderiam a permanecer infectando o
organismo sem serem combatidas pelo sistema imunolo´gico. De certa forma isto ocorre,
entretanto precisamos de mais algumas considerac¸o˜es. Uma delas foi exigir que o conjunto
de resposta forte fosse consistente, isto e´, ∀j ∈ S devemos ter que se i < j enta˜o i ∈
S. Salientemos novamente que, fixado a ordenac¸a˜o na˜o crescente das taxas ba´sicas de
reproduc¸a˜o das estirpes, se as taxas de reduc¸a˜o tambe´m estiverem ordenadas de forma
na˜o crescente, teremos o conjunto S consistente.
O conceito de P i0 e´ uma extensa˜o do conceito de P0 para cada estirpe. Assim, P
i
0
podera´ ser escrito na forma
P i0 =
(Ri0 − 1)I i0
Ri0
onde I i0 e´ a taxa ba´sica de ataque da i-e´sima estirpe. Assim, quanto maior for I
i
0, maior
sera´ P i0 > 1. Observe enta˜o que a exigeˆncia de S consistente e´ coerente do ponto de
vista biolo´gico pois esperemos que o sistema imunolo´gico tenha uma resposta mais agres-
siva (taxa ba´sica de ataque) quanto mais agressivo for o v´ırion (maior taxa ba´sica de
reproduc¸a˜o).
Obtemos enta˜o que se o conjunto de resposta forte S for consistente e existir alguma
estirpe com taxa ba´sica de reproduc¸a˜o superior a 1, das estirpes cujos respectivos ı´ndices
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na˜o esta˜o no conjunto de resposta forte as u´nicas que persistira˜o sera˜o as mais fortes. Por
estirpes mais fortes estamos nos referindo as que a taxa ba´sica de reproduc¸a˜o sejam iguais
a R10.
Nos modelos sem variac¸a˜o antigeˆnica bastava garantir P0 > 1 para que o ponto de
equil´ıbrio globalmente assintoticamente esta´vel tivesse a coordenada referente as ce´lulas
de defesa na˜o nula. Ao tratar de mais de uma estirpe, pode ocorrer que o ponto de
equil´ıbrio assintoticamente esta´vel possua algumas das coordenadas referentes as ce´lulas
de defesa nulas e outras na˜o nulas. Provamos na verdade que, se o conjunto de resposta
forte e´ consistente e existe uma u´nica estirpe com taxa ba´sica de reproduc¸a˜o igual ao
ma´ximo das taxas de reproduc¸a˜o, enta˜o apenas uma estirpe podera´ existir num equil´ıbrio
sem ser combatida no organismo. Observe que neste caso existira´ apenas uma estirpe
“mais forte”. Para caracterizar quando ocorrera´ cada caso definimos conjunto antigeˆnico
maximal. Lembremos que um conjunto antigeˆnico I foi definido como um subconjunto
do conjunto de resposta forte S tal que Ri0 > ρI0 para todo i ∈ I, onde
ρI0 :=
∑
i∈I
Ri0
I i0
.
Ale´m disso, dizemos que um conjunto antigeˆnico e´ esta´vel se Ri0 6 ρI0 para todo i /∈
I. O conjunto antigeˆnico maximal representa as estirpes cujas cargas virais tendem a
permanecer no organismo, por isso a nomenclatura “antigeˆnico”.
Com estas definic¸o˜es podemos caracterizar qual sera´ o comportamento da dinaˆmica
no caso em que as taxas ba´sicas de reproduc¸a˜o sa˜o distintas, o conjunto de resposta forte
e´ consistente e P 10 > 1. Todas as estirpes cujos ı´ndices esta˜o no conjunto antigeˆnico
maximal J tendera˜o a permanecer infectando o organismo mas sendo combatidas pelo
sistema imunolo´gico. Se J e´ esta´vel, nenhuma estirpe com ı´ndice fora de J tendera´ a
persistir, mas se o J na˜o for esta´vel existira´ uma u´nica estirpe que tendera´ a existir sem
combate do sistema imunolo´gico.
De maneira similar a comparac¸a˜o entre os modelos com e sem lateˆncia para o caso sem
variac¸a˜o antigeˆnica, temos que para o caso com variac¸a˜o antigeˆncia e per´ıodo de lateˆncia
a concentrac¸a˜o de ce´lulas infecciosas de cada estirpe nos pontos de equil´ıbrios sera˜o me-
nores do que no caso com variac¸a˜o antigeˆncia e sem per´ıodo de lateˆncia. Entretanto, as
concentrac¸o˜es totais de ce´lulas infectadas sera˜o superiores.
Em termos matema´ticos, explicitamos todos os pontos de equil´ıbrios dos sistemas de
equac¸o˜es diferenciais ordina´rias abordados, mostramos a positividade de cada um dos mo-
delos e provamos que estes sistemas de equac¸o˜es diferenciais ordina´rias sempre possuira˜o
um ponto de equil´ıbrio globalmente assintoticamente esta´vel. Ale´m disso, a caracterizac¸a˜o
de qual sera´ o ponto de equil´ıbrio globalmente esta´vel dependera´ apenas da taxa ba´sica
de reproduc¸a˜o, da taxa de reduc¸a˜o do v´ırus e da estabilidade do conjunto antigeˆnico
maximal. Para a obtenc¸a˜o das propriedade de estabilidade global utilizamos func¸o˜es de
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Lyapunov da forma
V : Rm+ −→ R
(x1, x2, ..., xm) 7−→
∑m
i=1 θigx∗i (xi).
onde (x∗1, ..., x
∗
m) ∈ Rm+ e´ um ponto de equil´ıbrio fixado da equac¸a˜o diferencial ordina´ria,
M = {1, 2, ...,m}, I = {i ∈ M ;x∗i 6= 0}, θi constantes positivas e gx∗i a func¸a˜o definida
abaixo para a constante x∗i se i ∈ I e gx∗i ≡ 0 se i ∈M − I.{
x− x∗ ln x
x∗ se x
∗ e x 6= 0;
x se x = 0.
Para cada um dos modelos e´ necessa´rio escolher constantes θi convenientes de forma
que seja poss´ıvel obter V˙ (x) 6 para todo x. A Tabela5.3 resume as escolhas das constantes
θi para os modelos sem variac¸a˜o antigeˆnica e a Tabela5.4 para os modelos com variac¸a˜o
antigeˆnica.
Res. Imune Lateˆncia θx θw θy θv θz
sem sem 1 - 1 a
k
-
sem com 1 1 s
r
as
kr
-
com sem 1 - 1
(i) (ii) (iii)
a
k
a
k
βx∗
u
1
c
com com 1 1 s
r
(i) (ii) (iii)
as
kr
as
kr
βx∗
u
s
rc
Tabela 5.3: Valor de θi para os modelos sem variac¸a˜o antigeˆnica.
Res. Imune Lateˆncia Caso θx θ
i
w θ
i
y θ
i
v (i 6= j) θjv θiz
com sem (i) 1 - 1 ai/k aj/k 1/ci
com sem (ii) 1 - 1 ai/k aj/k 1/ci
com sem (iii)(a) 1 - 1 βix
∗/ui βjx∗/uj 1/ci
com sem (iii)(b) 1 - 1 βix
∗/ui aj/k 1/ci
com com (i) 1 1 si/ri aisi/kri ajsj/krj si/rici
com com (ii) 1 1 si/ri aisi/kri ajsj/krj si/rici
com com (iii)(a) 1 1 si/ri βix
∗/ui βjx∗/uj si/rici
com com (iii)(b) 1 1 si/ri βix
∗/ui ajsj/krj si/rici
Tabela 5.4: Valor de θi para os modelos com variac¸a˜o antigeˆnica.
Do ponto de vista matema´tico uma das possibilidades de estudo em aberto e´ a de
definir claramente uma classe de equac¸o˜es diferenciais ordina´rias nas quais as propriedades
de estabilidade global obtidas sejam sempre va´lidas, similar ao feito por Fall, Iggidr, Sallet
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& Tewa [5]. Do ponto de vista biolo´gico, um pro´ximo passo seria analisar dinaˆmicas que
considerem a reproduc¸a˜o vertical, isto e´, que ce´lulas infectadas possam se replicar por
mitose ou meiose transmitindo a carga gene´tica viral.
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