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(5) 
Systems w i t h  Large Parameter V a r i a t i o n s  -- use of 
th i rd -o rde r  dominant model (I. Horowitz) 
Extension of (1) t o  a fourth-order  dominant 
model (Don Olson and I. Horowitz) 
Computer a ided  s y n t h e s i s  of t h i rd -o rde r  l i n e a r  
systems with large parameter vair ia t ions (John Smay) 
Computer programs for s y n t h e s i s  of fourth-order  
(nondominant) l i nea r  s y s t e m s  w i t h  large parameter 
v a r i a t i o n s  (Don Lewis) 
Frequency-response approach to  des ign  of l inear  
systems wi th  l a r g e  parameter v a r i a t i o n s  (Ned Oda 
and I. Horowitz) 
Study of feedback s y s t e m s  wi th  s imple  non l inea r i -  
t ies  for  t h e  purpose of developing a s y n t h e s i s  
approach (Tom McDonald) 
The S e l f  -0sci l la t  ing-Adaptive-Sys t e m  (SOAS) -- 
decou i l ing  of t h e  l i m i t - c y c l e  mode and t h e  adap t ive  
loop t ransmiss ion  mode (R. Smisek and I.  H o r o w i t z )  
Parameter v a r i a t i o n s  i n  opt imal  control systems 
(Fred Taylor) 
Desc r ip t ions  of t h e  r e s e a r c h  t o p i c s  and t h e  p rogres s  t h a t  
has been made are given below: 
(1) 
Systems wi th  Large Parameter V a r i a t i o n s  -- u s e  of 
th i rd -o rde r  dominant model 
Th i s  r e s e a r c h  p r o j e c t ,  i n  common w i t h  a l l  t h e  o t h e r s ,  
Improved Linear  Adaptive Design of Dominant Type 
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_ .  except  for  No. 8 ,  is concerned w i t h  the  development of optimum 
s y n t h e s i s  techniques for s a t i s f y i n g  time-domain s p e c i f i c a t i o n s  
i n  sys tems w i t h  large parameter v a r i a t i o n s .  
without fear of c o n t r a d i c t i o n  t h a t  very l i t t l e  p rogres s  has 
been made i n  t h i s  area. Cer t a in ly ,  s t r u c t u r e s  have been de- 
v i sed  w i t h  adap t ive  p r o p e r t i e s ,  but no a n a l y t i c  techniques 
are a v a i l a b l e  for  t a i l o r i n g  t h e i r  design i n  a reasonably 
optimum manner t o  numerical  problems w i t h  time-domain 
cations, One approach has been the  use  of a dominant 
order model, pe rmi t t i ng  e a s y  c o r r e l a t i o n  between the s y s t e m  
po le s  and time-domain performance. Root-locus techniques are 
then  used t o  c o n t r o l  t he  range of s y s t e m  p o l e s  d e s p i t e  t he  
parameter v a r i a t i o n s .  However, t h e  prev ious ly  a v a i l a b l e  
technique is very approximate and restricted t o  problems i n  
which t h e  time-domain s p e c i f i c a t i o n s  are very r i g i d .  I n  t h i s  
research project the  s p e c f i c a t i o n s  need n o t  be so restricted,  
the technique is far more exac t  and includes a much s u p e r i o r  
method for  handling the "far-off" region.  
p l a n t s  w i t h  large v a r i a t i o n s  i n  ga in  factor and i n  one or t w o  
po les .  I t  has been w r i t t e n  up and the manuscript  submit ted 
for  p u b l i c a t i o n  t o  the IEEE Trans,  on Automatic Control .  A 
copy of the  manuscript  is included i n  t h i s  report. 
One c a n ' s t a t e  
The p r o j e c t  has been completed f o r  the  case of 
(2) Improved L inea r  Adaptive Design of Dominant Type 
Systems w i t h  Large Parameter Var i a t ions  - u s e  of 
fourth-order  model 
' I n  t h i s  and t h e  first t o p i c ,  system response is pre- 
sumed dominantly second-order. However, minimization of t h e  
bandwidth of the adap t ive  loop is secured by us ing  i n  an exac t  
manner, a higher-order r e p r e s e n t a t i o n  of t h e  loop  t ransmission 
funct ion.  In  (2) a fourth-order  r e p r e s e n t a t i o n  w a s  attempted 
i n  c o n t r a s t  t o  a th i rd-order  i n  research t o p i c  (1). The 
s y n t h e s i s  technique which has been developed relies heav i ly  
on u s e  of the  computer. The r e sea rch  has been completed for 
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the  same k ind  of t i m e - d o m a i l  
t i o n s  (gain and up t o  t w o  po le s  independently varying) as i n  *.p 
t o p i c  (1). Some work w a s  also done for  p l a n t s  i n  which a zero 
also v a r i e s ,  independently of t he  ga in  and the  po le s ,  but t h i s  
p a r t  w i l l  r e q u i r e  more work i n  the fu tu re .  A research r e p o r t  
covering the  above (including computer programs) has been 
w r i t t e n  and is now i n  t h e  product ion process ,  Copies w i l l  be 
s e n t  t o  the sponsors  i n  t h e  near  f u t u r e ,  It is a l s o  planned 
t o  condense the  r e p o r t  and submit t h e  r e s u l t s  fo r  pub l i ca t ion .  
(3) Computer aided s y n t h e s i s  of third-order’ l i n e a r  
s y s t e m s  w i t h  large parameter v a r i a t i o n s  
An attempt is made here t o  work w i t h  a third-order 
a l l -po le  s y s t e m  model i n s t ead  of the  s impler  second-order 
model. Given a set  of s tep-response specif icat ions and bounds 
on the  p l a n t  parameter ignorance,  t h e  o b j e c t i v e  is to  have 
the computer d e l i v e r  a design which sat isf ies  the  specifica- 
t i o n s  w i t h  a minimum loop bandwidth. .The approach taken i n  
t h i s  p r o j e c t ,  i n  c o n t r a s t  t o  t h a t  taken i n  (4) below, w a s  t o  
first thoroughly a n a l y t i c a l l y  master the  problem before de- 
veloping the  computer programs. T h i s  p r o j e c t  has been com- 
pleted and w r i t t e n  up a s . a  research r e p o r t ,  The report has I 
been typed and is i n  its f i n a l  stages of p repa ra t ion .  It is 
also planned t o  submit the r e s u l t s  for  pub l i ca t ion .  
(4) Computer programs for s y n t h e s i s  of fourth-order 
(nondominant) l i n e a r  s y s t e m s  w i t h  large parameter 
, v a r i a t i o n s  
The problem, s p e c i f i c a t i o n s  and o b j e c t i v e s  are the  
same as i n  the  first three. However, a more complex model 
is being used -- fou r  po le s  and one zero. A l s o ,  no at tempt  
is being made t o  first thoroughly explore  t he  n a t u r e  of the  
boundaries,  as w a s  done i n  t o p i c  (3). Ins t ead  one works 
e n t i r e l y  w i t h  t h e  computer, The analog p o r t i o n  of t h e  H y b r i d  
computer is used as a model of t he  s y s t e m ,  w i th  t h e  d i g i t a l  
p o r t i o n  performing the  data-analys is, logic  and decis ion-  
making, Progress has been slowed by some d i f f i c u l t i e s  w i t h  
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the  ana log  p o r t i o n  of the  computer. However, t h e s e  have been 
overcome as they  arose. The s i t u a t i o n  now is t h a t  a , g r a d i e n t  
technique  for  achiev ing  a sat isfactory des ign  for  fixed p l a n t  
parameters  is near ing  completion. The nex t  stage is t o  ex- 
pand t h i s  
( 5 )  
s y s t e m s  w i t h  large parameter v a r i a t i o n s  
The basic problem is the  s a m e  as i n  t h e  first f 
tdpics. However, a frequency-response formula t ion  is used 
here i n s t e a d  of the  pole-zero formulat ion.  The a t t r a c t i v e  
feature of us ing  frequency-response is tha t  when the performance 
s p e c i f i c a t i o n s  are i n  terms of frequency response then  there 
is already a v a i l a b l e  a s t ra ight forward  optimum des ign  tech- 
nique t o  handle s y s t e m s  of any order, no matter how high. 
However, when t h e  performance s p e c i f i c a t i o n s  are i n  the  t i m e -  
domain, it becomes necessary t o  t r a n s l a t e  them i n t o  the i r  
equ iva len t  i n  the frequency domain. The problem is t o  f i n d  
s y s t e m a t i c  means for  such  t r a n s l a t i o n .  The approach taken 
has been t o  beg in  w i t h  very  s imple  s y s t e m s  and proceed t o  
t h e  more complex. So f a r ,  e x t e n s i v e  i n v e s t i g a t i o n  of first- 
and second-order sys tems has been made, i nc lud ing  detailed , 
des igns  and analog computer v e r i f i c a t i o n .  T h i s  is now being 
w r i t t e n  up, before cont inuing  w i t h  h igher-order  s y s t e m s .  
( 6 )  Study of feedback s y s t e m s  w i t h  s imple  non l inea r i -  
t ies for  the purpose of developing a s y n t h e s i s  
.approach 
I n  a l i n e a r  feedback s y s t e m ,  a. f e w  k e y  s y s t e m  
parameters ,  (system bandwidth and damping, l oop  t ransmiss ion  
bandwidth and damping) su f f i ce  t o  g i v e  t h e  s y s t e m s  engineer  
a n  e x c e l l e n t  apprec i a t ion  of t h e  s y s t e m  c a p a b i l i t i e s  and its 
response  t o  command and d i s t u r b a n c e  inpu t s .  The gene ra l  
o b j e c t i v e  is to  do the  same for non l inea r  s y s t e m s ,  s t a r t i n g  
w i t h  ve ry  s imple s i n g l e  nonl inear  elements i n  an otherwise 
l i n e a r  system. T h i s  s tudy begins  w i t h  t he  simple s a t u r a t i n g  
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element ,  The second-order ( l i n e a r  t i o n )  case has be 
analyzed and s imula ted  on t h e  analog computer. 
graphs and then  t o  at tempt  t o  g e n e r a l i z e  f o r  t h e  same non- 
l i n e a r i t y  imbedded in '  a higher-order l i n e a r  po r t ion .  
* 
It is planned t o  p resen t  t h e  r e s u l t s  i n  t h e  form of 
( 7 )  
loop t ransmiss ion  mode 
The SOAS (MH system) has  been one of  t h e  m o s t  
s u c c e s s f u l  of t h e  new family of n l i n e a r  adapt ive  s y s t e m s .  
The s i m p l e s t  ve r s ion  cons is t s  of t h e  s t r u c t u r e  i n  Fig.  1. 
, I A I 
* -1 
Figure 1 
I f  t h e  forced  s i g n a l  components are s u f f i c i e n t l y  s m a l l  and 
s l o w  r e l a t i v e  t o  t h e  l i m i t  c y c l e  component, then  q u a s i l i n e a r  
a n a l y s i s  may be made. I n  f a c t ,  t o  a s i g n i f i c a n t  e x t e n t  a 
s y n t h e s i s  procedure' e x i s t s  whereby one can design t o  s p e c i f i -  
c a t i o n s ,  There are t w o  c l a s s e s  of design requirements.  One 
concerns q u a s i l i n e a r i t y  and l e a d s  t o  t h e  m i n i m u m  value of t h e  
o s c i l l a t i n g  frequency w0, which is a func t ion  of q u a n t i t i e s  
such  as: 
t h e  bandwidth and peak l e v e l s  of t h e  "extremd's ignals  
t h e  p l a n t  must process;  t h e  maximum t o l e r a b l e  l i m i t  
'1. Horowitz, Comparison of Linear  Feedback Systems wi th  t h e  
Se l f -Osc i l l a t ing  Adaptive System, Trans.  IEEE on Automatic 
Control ,  V o l .  AC-9, pp 386-392, 1967. 
c y c l e  amplitude.  
The second class of design requirements concerns the  
adapt ive  and d i s tu rbance  a t t e n u a t i o n  demands being made on the  
system. The extremely a t t r a c t i v e  proper ty  of t h e  SOAS is 
t h a t  it has zero s e n s i t i v i t y  t o  pure g a i n  changes. However, 
it is p o s s i b l e  i n  s p e c i f i c  problems t h a t  the irst class of 
_. q u a s i l i n e a r i t y  requirements are greater than  t ha t .  of t he  
second class. I n  such cases the SOAS may be i n f e r i o r  i n  per- 
formance as compared t o  the  pure ly  f ixed  compensation l i n e a r  
design. A l s o ,  i n  many cases where t h e  SOAS should be d e c i s i v e l y  
s u p e r i o r  it .may not  be so, because of t he  comparatively r i g i d  
r e l a t i o n  between wo and the  adap t ive  loop. 
relay used i n  F igure  1, the  forced component loop func t ion  (Lf) 
is exactly one half t h a t  of t h e  l i m i t  cycle loop func t ion  (LD). 
One can  e a s i l y  
Thus for the  ideal 
Minimum loop l e v e l  LO 
Figure  2 
formulate  problems where, as i n  F igure  2, the  adapt ive  loop 
crossover  frequency need only be as large a s  w 
However, because w i l l y - n i l l y  Lf = 2 Lo, the  a c t u a l  c rossover  
frequency is closely $wo, so  the  adap t ive  loop is much better 
than  need be, which is not  good because the sys t em tries t o  
a t t e n u a t e  d is turbances  much better than need be and is m o r e  
s e n s i t i v e  to i n t e r n a l  no ise .  
cl << w0/2. 
1 
One p o s s i b l e  s o l u t i o n  appears t o  u s e  a nonl inear  
element whose forced-component desc r ib ing  f u  
where No is the  l i m i t  cycle desc r ib ing  func t ion  of the non- 
l i n e a r  element,  and 'with f l e x i b l e .  Thus i f  t he  r e l a t i o n  be- 
tween wcl and w0 is as shown i n  Figure 2, then  l could be-  
<< 0 . 5 ,  such t h a t . L f  need n o t  be any  l a r g e r  i n  magnitude and 
bandwidth than  r equ i r ed  by the  adapt ive  specifications.  Elas t ic  
modes near  w0 would t h e n  be much less troublesome because t h e  
forced component loop is then e s s e n t i a l l y  an open c i r c u i t .  
Actual ly  frequency-dependent would be even more va luable ,  
for the reason shown i n  Fig. 3. 
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nc t ion  Nf .= hNo, 
o 
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In Figure  3, L r e p r e s e n t s  the  minimum l o o  
mission r equ i r ed  i n  a fixed-compensation l i nea r  d e s i  
a problem where the p l a n t  gain can change by a f a c t o r  of 100. 
Hence the  ga in  margin GM must be more than  40 d b ,  
average s l o p e  for  
for about 5 octaves  u n t i l  a g a i n  main margin of s a y  45 db has 
been achieved. Only then can L be reduced a t  a much higher  
rate. Next, cons ider  use  of t h e  SOAS s t r u c t u r e  of Fi’gure 1. 
Its adapt ive  loop requirements w i l l  be  closely s imilar  t o  
those of L for  5 wcl. Its p o t e n t i a l  great advantage is 
tha t  on ly  a f e w  db  ga in  margin (5 db i f  the same number as i n  
above is used i n s t e a d  of 45 db as i n  the f ixed  compensation 
‘ l i nea r  design)  are requi red .  Therefore,  it should be 
p o s s i b l e  t o  reduce Lf very much more r a p i d l y  than  L1, a s  
shown by t h e  dashed l i n e  i n  F igu re  3. However, even i f  
Lf = lLo w i t h  x real and s m a l l  is used, t h i s  is n o t  sa t is-  
factory because the  r e s u l t i n g  Lo ( a l s o  shown i n  dashed l i n e s  
i n  Figure 3) w i l l  then  have a phase l a g  much larger than 
180° a t  C l e a r l y ,  what is requ i r ed  is a means of 
genera t ing  n o n l i n e a r i t i e s  f o r  t h e  realization of dua l  input  
desc r ib ing  func t ions  whose t w o  components c a n  be made inde- 
pendent of each o t h e r  as a func t ion  of frequency. On ly  t h e n  
can the f u l l  p o t e n t i a l i t i e s  of t he  SOAS s t r u c t u r e  be explo i ted ,  
for  it would then be poss ib l e  t o  use  Lf ( idea l )  of Figure 3, 
and still  achieve the value of w0 r equ i r ed  for q u a s i l i n e a r  
ope ra t ion  
a 
so t h e  




(8) Parameter v a r i a t i o n s  i n  optimal c o n t r o l  
The usua l  optimal c o n t r o l  l a w  ob ta ined  f r o m  the  u s e  
of the maximum p r i n c i p l e  (or any  other approach),  a p p l i e s  only 
at a specific assumed set  of f i x e d  or time-varying parameter 
values .  If the parameters have d i f f e r e n t  f i x e d  or time-varying 
values  the r e s u l t s  are no longer  optimal.  Even though a feed- 
back s t r u c t u r e  is used t o  implement the  c o n t r o l  l a w ,  the 
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depa r tu re  from optimum c a n  be j u s t  t h e  same as i f  an open- 
loop s t r u c t u r e  is used. T h i s  should not  be s u r p r i s i n g  be- 
cause  the feedback is n o t  f r o m  t h e  "desired objec t ive"  but 
f r o m  the s y s t e m  s ta te  v a r i a b l e s .  One approach t o  t h i s  
parameter v a r i a t i o n  problem has been t o  inc lude  s e n s i t i v i t y  
parameters i n  t h e  performance index. However, the  r e s u l t i n g  
performance is then  c e r t a i n l y  not  optimum, but rather some 
compromise value.  I d e a l l y ,  one wants a c o n t r o l  l a w  which 
adapts i t s e l f  t o  the  parameter va lues  such t h a t  i t  cont inues  
to be optimum as t h e  parameters change. This  research project 
is t ak ing  t h e  la t ter  approach. 
The state vec tor  is augmented by t he  inc lus ion  of a 
,parameter set - = 0 .  
of an a m p l i f i e r  can be expressed by means of A ( t )  = alt + a2 + 
a3eaqt, then the parameter set  inc ludes  al, . . . , a4. 
t ha t  even though the p l a n t  parameters are assumed f i x e d  but 
unknown, i t  is p o s s i b l e  by t h i s  means neve r the l e s s  t o  inc lude  
the  time-varying case. A Taylor series expansion of the  
Hamiltonian is made about t h e  nominal Hamiltonian, i .e. ,  a t  a 
For example, i f  t h e  t i m e  varying g a i n  
Note 
nominal value of t h e  parameters ,  associated w i t h  a nominal set 
of s ta te  and control v a r i a b l e s .  Below y ,  p ,  u are t h e  aug- 
mented s ta te ,  c o s t a t e  and c o n t r o l  v a r i a b l e s  r e s p e c t i v e l y ,  and 
n refers t o  the  nominal values:  
t t 
i- (SIn (P - P n 1 + --- + (gJn (u - u") 4- --- 
The Maximum P r i n c i p l e  may be expressed i n  t e r m s  of 
this series expression fo r  H, but only t e r m s  up to  and including 
second-order ones are retained. 
A n The va lues  of AU = u - u are sought ,  rather than u. 
It is found tha t  for  their  s o l u t i o n  a s y s t e m  of ord inary  

