Abstract
Introduction
In the recent years, the concept of asynchronism has gained a considerable amount of attention in many domains related to computer science e. g.: circuits, processes and algorithms. In particular, parallel asynchronous iterative methods have been studied extensively (see for example [2] , [3] , [7] , [9] , [11] , [13] , [14] , [18] and [20] ). Asynchronous iterative algorithms were shown to be more efficient then their synchronous counterpart for many applications including optimization (see [9] and [13] ) and numerical simulation (see for example: [18] ). Today, the features of asynchronous algorithms such as: lack of synchronization, tolerance to problem data changes, fault tolerance, and flexibility make them very attractive for Grid computing, global computing and peer to peer computing. Nevertheless, asynchronous iterative algorithms remain difficult to apprehend by a large number of computer scientists mainly because several points related to the implementation of this class of methods have not yet been totally clarified. Authors who have contributed to this field generally present specific implementations of these algorithms without drawing general lessons on the implementation issue. As a result, there is no global view on the implementation topic and parallel asynchronous iterative algorithms are often considered as not easy to understand and not easy to implement methods. This issue seems particularly complex for message passing architectures, since message passing interfaces such as MPI have functionalities that may be implementation dependant.
This paper deals with the implementation of parallel asynchronous iterative algorithms on message passing architectures. We concentrate on communication aspects. The main goal of this paper is to clarify the implementation issue. We show in particular that asynchronous iterations can be implemented easily by decoupling merely computation processes. We show also that it is not mandatory to carry out specific types of communication, such as asynchronous communications or nonblocking communications, in order to implement an asynchronous iterative algorithm. We consider message passing interfaces or libraries such as MPI-1 and MPI-2 and illustrate our topic by presenting, in each case, efficient ways to implement asynchronous iterations. Section 2 deals with parallel asynchronous iterations; various models such as classical asynchronous schemes and extensions e.g. flexible asynchronous iterations are displayed. The fundamental principles relevant to the implementation of asynchronous iterations and communication issues are discussed in Section 3. Section 4 proposes several implementations using MPI1 and MPI2.
Asynchronous iterative algorithms
In this section, we propose a presentation of parallel asynchronous iterative algorithms which concentrates on the basic properties and eludes cumbersome mathematical models. Classical asynchronous iterations (AI) (see [12] , [1] , [3] and [17] ) are first considered, then, the section deals with a recent extension: flexible asynchronous iterations (FAI) (see [13] and [18] [3] ) or chaotic iterations in the bounded delay context (see [4] ) have been designed for a large number of applications including solution of discretized partial differential equations, optimization and optimal control, (see for example [8] , [16] and [17] ); their convergence has been studied in different contexts such as contraction and partial ordering (see [2] , [7] , [9] , [14] and [17] ). A simple definition of AI can be given as follows. The restrictions imposed to AI are very weak: no blockcomponent (or component) of the iterate vector is abandoned forever and more and more recent updates of the components have to be used as the computation progresses. The advantages of AI are computation flexibility, tolerance to problem data changes (the algorithm adapts itself to a modified environment) and fault tolerance (the algorithm can work well even if some data are lost or some processors fail). Since there is no synchronization overhead or idle time due to synchronization, one may also hope that AI will be more efficient than their synchronous counterpart. This last remark is particularly true in the partial ordering context where monotone sequences of updates are generated. We Figure 1 We present now an extension of AI i.e. flexible asynchronous iterations (FAI). For more details on FAI, the reader is referred to [11] to [13] , see also [18] .
Definition 2 FAI are iterative algorithms whereby components or block-components of the iterate vector are updated in parallel without any order nor synchronization using the current value (which is not necessarily labelled by an update number) of each component of the iterate vector.
Thus, FAI are algorithms whereby iterations are also carried out in parallel in arbitrary order and without any synchronization. Aside from lack of synchronization and flexibility in the order of steering components, we have also flexibility in the use of data produced by the algorithm. Indeed, the value of any component of the iterate vector used during an updating phase can correspond to the curent value of this component which is not necessarily labelled by an update number. This is typically the case in the inner/outer context (see [14] and [12] ) where the global iteration function is such that an inner iteration has to be performed in order to approximate the value of the outer iteration function at some point. This iterative scheme allows intermediate results from the inner iteration to be used in the computations. Updating phases can also use values of components of the same block-component which are relevant to different update numbers, i.e. some components have been already updated while others not, like in the solution of a subsystem of equations with a triangular matrix; this case corresponds to the so-called partial update situation. This feature permits one to take into account data coming out from computations which are in progress; it is particularly interesting in the partial ordering context where monotonically increasing or decreasing sequences of vectors are generated iteratively. So, we may expect better performance. We note that numerical simulation have confirmed this expectation (see [13] and [18] ). FAI have also been called asynchronous iterative algorihms with order intervals and asynchronous iterations with flexible communication. Convergence results for FAI have been established in different contexts: partial ordering (see [13] and [18] ) and contraction (see [12] ). Figure 3 shows the behavior of a typical FAI in the simple case where two processors cooperate to the same application. Communication of updates and partial updates, respectively, are represented by bold arrows and normal arrows, respectively. Finally, we note that FAI do not necessarilly lead to an important augmentation in the number of data exchanges, as Figure 3 may suggest, but rather, gives the possibility to obtain the current value of any component of the iterate vector when needed. Basically, the number of data exchanges will depend on the data exchange policy which is actually implemented. 
Principles of implementation
In this Section, we bring forward the general lessons that permit one to implement AI and FAI on a message passing architecture. In particular, we point out that the implementation of parallel algorithms is not specifically related to the use of a given type of communication such as nonblocking or asynchronous communications. Merely, we bring into evidence that the type of communication chosen must not be an obstacle to computation progress, i.e. it must allow each processor to go at his own pace. Thus, the key point of any efficient implementation will be the preservation of this important feature.
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We state now the main principle relevant to AI implementation. In the sequel, all implementations will be derived from this basic statement. For the sake of simplicity, we will assume in what follows that updating phases are implemented according to the Single Process Multiple Data (SPMD) model using processes called computation processes and that there is only one computation process per processor. Principle 1 In order to implement AI, one has merely to insure that the beginning of each updating phase of any processor must not be subordinated to a data exchange and that updating phases must be chained on each processor. [8] 
Remark 1 It follows that processors will perform updating phases, i.e. iterations, at their own pace using the available updates (since no data exchange is mandatory in order to execute a new computation).

Remark 2 It is very important to make a clear distinction
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Principle 2 In order to implement FAI, one has on the one hand to insure that the beginning of any updating phase of a given processor must not be subordinated to a data exchange and on the other hand to insure that all processors can have access, when needed, to the current value of the components of the iterate vector which are updated by other processors.
Remark 3 It follows that each processor performs updating phases at his own pace, using the current value of each component of the iterate vector which is not necessarily labelled by a given iteration number.
Remark 4 Very few things are supposed on the way data exchanges are performed in the flexible asynchronous context. It is only assumed that the current value of the components of the iterate vector can be obtained when needed.
It follows from Principle 2 and the above remark that there are several ways to implement flexible asynchronous iterative algorithms. One can, on the one hand, perform a data acquisition of the current value of the components of the iterate vector. We will see in detail, in the sequel, that we can use for this purpose Remote Memory Access (RMA) functions such as, for example, the MPI-2 function MPI GET(). On the other hand, one can also decide that each process will send the current value of its assigned components of the iterate vector according to a given policy; this is typically the case in the inner/outer context (see [13] ). Flexible asynchronous iterations allow intermediate results from the inner iteration in a given processor to be used by other processors. This case can be found typically in twostage iterative methods i.e. iterative methods with two embedded loops (see [13] ); for example, intermediate values can be sent every Õ steps of the interior loop. This case is relevant to the situation illustrated by Figure 3 . We will see, in the sequel, that we can use for this purpose RMA functions such as the MPI-2 function MPI PUT(). If we implement an inner/outer iterative methods (see [13] ), then, data aquisition or request for new data, can be made directly in the inner iteration loop when an accuracy very close to the requested accuracy is reached. This anticipation mechanism permits one to get new data available just before the very beginning of a new updating phase.
Examples of implementation º½ ÅÈÁ¹½ ÑÔÐ Ñ ÒØ Ø ÓÒ
We illustrate now the basic principles of implementation of parallel algorithms via the Message Passing Interface (MPI-1) library (see [19] ). The MPI-1 interface permits one to use a network of processors of a given parallel architecture as a unique resource of calculus. MPI-1 and the new MPI-2 are available on all main machines such as IBM SP series and various clusters. MPI-1 is well suited to massive parallelism. In this situation, it is expected to be faster than Parallel Virtual Machine (PVM). We note also that MPI-1 has more communication options than PVM. This last point is particularly important for the implementation of asynchronous iterative algorithms.
Asynchronous iterative algorithms
An elegant way to implement AI is to use point to point communications between computation processes. More precisely, on the one hand, nonblocking send can be used, Persistant communication can also be implemented with the MPI IPROBE() function which is a nonblocking operation that returns flag = true if there is a message that can be received and that matches the message envelope specified by source, tag and com. The receive process is activated only one time with the MPI INIT RECV() function and the buffer is read via the MPI START() function. Message detection in the buffer is made with the MPI IPROBE() function. The Implementation is as follows.
This solution is very attactive because if no message can be received, then no reception is performed and the process does not wait. Reception is also performed while messages can be received. So, processes have always access to recent updates, since MPI preserves the order of emission. In [15] and [16] , we have proposed an extension of the above approach for carrying out flexible asynchronous iterative algorithms on clusters of symetric multiprocessors (clusters of SMP). This extension combines the library MPICH-gmm (Myrinet) with multithreading aspects. For details on the implementation reference is made to [15] . The above implementation can also be extended to metacomputing or grid computing via MPICH-G an MPI version adapted to Globus.
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We illustrate now the basic principles of AI and FAI implementation in the MPI-2 context. An important feature of MPI-2 is remote memory access (RMA) via one sided communications (OSC). This feature is a major extension of the communication model of MPI. This type of communication is particularly well suited to distributed memory programming model and permits one to write with the MPI PUT() function or read via the MPI GET() function directly in the memory of a distant target processor. The arguments of the functions are: the identity of the target, the addresses of the data in the source and in the target, the size of the data. In this case, the target processor does not interfere in data transmission. OSC are nonblocking and permit the programmer to uncouple, i.e. desynchronize, naturally computation processes. Moreover, this type of communication may be more performant on machines which have material support for shared memory operations. Among major features of MPI-2, we can quote also the dynamic control of processes, i.e. the possibility to create or suppress processes during the application. We note that a call to the MPI GET() nonblocking function does not guarantee that the data will be actually available for upcoming computations. In fact, with OSC, we don't know exactly when a data reception is complete and when data are really available. Completion of data exchange could be obtained via a synchronization phase which is not really desirable in the general context of our study. Synchronization could be done, for example, via an active target operation, whereby all processes communicating throughout the same memory window participate to the synchronization with a MPI WIN FENCE() operation. Another possibility, is passive target synchronization, whereby the process which is at the origin of data exchange calls the functions of the synchronization subprogram via MPI WIN LOCK() and MPI WIN UNLOCK(). This approach is one of the most interesting feature of MPI-2. All the necessary calls for data transfer: transmission, initialization and synchronization need only the origin process, this is the feature of an actual OSC. We note that the implementation of asynchronous iterations departs in some sense to the RMA rules of good use since we can ignore the synchronization phase.
Asynchronous iterative algorithms
Asynchronous iterations can simply be implemented via the MPI PUT() function. The following algorithm, where the variable Ò Ø ÖÔ´ µ represents the number of target processors for processor È and È´ µ the identity of the th-target processor for È gives an illustration of a simple implementation. Here data are transferred via RMA, thus, each processor reads directly in his local memory the data required for its computations. This straightforward phase is skipped in the above algorithm. This solution is simple and permits one to overlap naturally communication by computation.
Flexible asynchronous iterative algorithms
Flexible asynchronous iterations can be implemented easily with the MPI GET() function that reads the current value of a block-component of the iterate vector. The following algorithm displays how easily flexible asynchronous iterations can be implemented using MPI GET(). This solution presents the advantage to require less data exchanges than the one using the MPI PUT() function, which consists in writing directly in the memory of a distant target processor from time to time the curent value of the block-components of the iterate vector, as in the inner loop of a inner/outer iterative algorithm; it is also more natural and performant (see [11] and [13] ). We note that the afore-mentioned two solutions are typical of the emission/reception duality.
Conclusions
In this paper, we have tried to clarify issues related to the implementation of parallel asynchronous iterative algorithms in message passing architectures. In particular, we have presented the main principles upon which must be based implementations of parallel aynchronous iterative algorithms and flexible parallel aynchronous iterative algorithms. We have also dealt with the important role of communications in the implementation issue. Finally, we have presented several implementations in the case of MPI-1, MPI-2.
We have seen that it is always possible to implement easily asynchronous iterative algorithms and flexible asynchronous iterative algorithms with the above quoted libraries. However, it is important to note that efficient implementation of asynchronous iterative algorithm relies on important features of the libraries such as the possibility to superpose new data on old one or the existence of a wide variety of communication protocols such as nonblocking data transfer or RMA.
One important question remains, when one studies the performance of a parallel algorithm: what part of efficiency is due to the algorithm on the one hand and what part is due to the communication library, its implementation and finally to the system, on the other hand. In future work, we plan to deal with these points.
